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Abstract
We present a new approach to solve the sparse approximation or best subset
selection problem, namely find a k-sparse vector x ∈ Rd that minimizes the
`2 residual ‖Ax − y‖2. We consider a regularized approach, whereby this
residual is penalized by the non-convex trimmed lasso, defined as the `1-norm
of x excluding its k largest-magnitude entries. We prove that the trimmed
lasso has several appealing theoretical properties, and in particular derive
sparse recovery guarantees assuming successful optimization of the penalized
objective. Next, we show empirically that directly optimizing this objective
can be quite challenging. Instead, we propose a surrogate for the trimmed
lasso, called the generalized soft-min. This penalty smoothly interpolates
between the classical lasso and the trimmed lasso, while taking into account
all possible k-sparse patterns. The generalized soft-min penalty involves
summation over
(
d
k
)
terms, yet we derive a polynomial-time algorithm to
compute it. This, in turn, yields a practical method for the original sparse
approximation problem. Via simulations, we demonstrate its competitive
performance compared to current state of the art.
1 Introduction
Consider the sparse approximation or best subset selection problem: Given an n×d matrix
A, a vector y ∈ Rn and a sparsity parameter k  min {n, d}, solve
min
x
‖Ax− y‖2 s.t. ‖x‖0 ≤ k. (P0)
The inverse problem (P0) and related variants play a key role in multiple fields. Exam-
ples include signal and image processing [17, 34, 54], compressed sensing [35, 41], medical
imaging [52, 65], computer vision [78], high dimensional statistics [46], biology [79] and
economics [16, 37]. While in few cases the sparsity level k is known, it often needs to be
estimated. Typically one solves (P0) for several values of k and applies cross validation [75]
or a model selection criterion. Here we focus on solving (P0) for a given value of k.
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Even though solving (P0) is NP-hard [31, 59], several approaches were developed to seek
approximate solutions. One approach is to search for the best k variables greedily, adding
one or several variables at a time, and possibly discarding some of the previously chosen
ones. Examples include iterative thresholding, matching pursuit and forward-backward
methods; see [12, 29, 32, 53, 57, 60, 61, 64, 67, 73] and references therein.
A different approach is to replace the constraint ‖x‖0 ≤ k by a penalty term ρ(x), and
instead of (P0) solve the regularized problem
min
x
1
2‖Ax− y‖2 + λρ(x). (1)
With few exceptions detailed below, most penalties are separable and do not depend on k.
For some scalar function f(x), they take the form ρ(x) =
∑d
i=1 f(xi). A k-sparse solution
can be obtained by tuning the penalty parameter λ and projecting the obtained solutions
to be k-sparse. The most popular penalty is the `1 norm [28, 69]. Many fast algorithms
were developed to optimize (1) with a convex ρ(x); see [5, 42, 80] and references therein.
In many practical settings, matching pursuit algorithms and the `1-penalty approaches may
output solutions that are quite suboptimal for the original problem (P0). Thus, various
nonconvex penalties have been proposed, such as `p penalties with p < 1 [25, 39], minimax
concave penalty [84], smoothly clipped absolute deviation [36, 48, 86] and the smoothed
`0 penalty [58]. For even better solutions to (P0), non-separable penalties were proposed
[13, 68, 77, 82]. Local minima of these penalized objectives are often found by iteratively
reweighted least squares (IRLS) [25, 27, 30, 38] or iteratively reweighted `1 (IRL1) [24, 38,
40].
Recently, [10, 55] developed a mixed integer programming (MIP) approach to globally solve
(P0) and related variants. Their method updates both the current solution and a lower
bound on the optimal objective. When the current objective equals this lower bound, the
algorithm terminates with a certificate of global optimality. However, even for problems
of moderate size, MIP may require a very long runtime to reach a global optimum. For
example, solving (P0) by MIP on a 30 × 180 matrix A with k = 15 may take several days
on a standard PC.
In this work we focus on the non-separable trimmed lasso penalty τk(x), where a candidate
vector x is penalized by its `1-distance to the nearest k-sparse vector. Namely,
τk(x) =
d∑
i=k+1
|x|(i), (2)
where |x|(1) ≥ |x|(2) ≥ . . . ≥ |x|(d) are the absolute values of the entries of x, sorted in
decreasing order. The original problem (P0) is replaced by the regularized problem
min
x
Fλ(x) =
1
2‖Ax− y‖22 + λτk(x). (3)
In addition to (3), another relaxation of (P0) we shall consider involves the residual norm
taken to the power 1 rather than 2,
min
x
F1λ(x) = ‖Ax− y‖2 + λτk(x). (4)
An important property of the trimmed lasso is that it explicitly promotes the sparsity level
k of the original problem (P0), with τk(x) = 0 if and only if x is k-sparse. The penalty τk(x)
was discussed in [44, 71], who developed a difference-of-convex (DC) programming scheme
to optimize (3). The name trimmed lasso was coined by [9], who proposed an alternating
direction method of multipliers (ADMM) scheme. Recently, [81] studied the statistical
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properties of the trimmed lasso and developed a block coordinate descent algorithm to
optimize (3).
In this work we make several theoretical and algorithmic contributions towards solving
the best subset selection problem (P0). First, in Section 2 we advocate solving (P0) by
minimizing trimmed lasso penalized objectives. In particular, we prove that for a sufficiently
large penalty parameter λ, the local minimizers of (3) and of (4) are k-sparse. Hence, the
global minima of these objectives coincide with those of the original problem (P0). Our
results extend previous ones in [44] and [9]. Second, we present novel sparse recovery
guarantees when optimizing either (3) or (4) for any positive λ. Specifically, assuming that
y = Ax0 + e, where x0 is approximately k-sparse, we study how well can x0 be estimated
by optimizing (3) or (4). Informally, we prove that even at low values of λ, where optimal
solutions of these problems may not coincide with those of (P0), x0 can still be well-
approximated by these solutions, with the recovery stable to the norm of the measurement
error e.
Our theoretical results provide a strong motivation to develop practical methods to optimize
the trimmed lasso regularized objectives (3) and (4). Unfortunately, directly optimizing the
non-convex and non-smooth trimmed lasso can be challenging. One of our key contributions
is the development of a new method to solve (3) and (4). As we discuss in Section 5 and
illustrate in figure 1, our method is able to find solutions of (3) with significantly lower
objective values than of those computed by DC programming and ADMM.
In our approach we replace the trimmed lasso τk(x) by a surrogate called the generalized
soft-min penalty and denoted by τk,γ(x). Our proposed penalty depends not only on the
sparsity level k but also on a smoothness parameter γ. As described in Section 3, the new
penalty τk,γ(x) has two important properties. First, for any finite γ, it is C∞-smooth as a
function of the vector |x| = (|x1|, . . . , |xd|). This smoothness facilitates the use of standard
gradient-based optimization techniques. Second, as a function of γ, our penalty varies
smoothly from the convex `1-norm (at γ = 0) to the trimmed lasso (at γ = ∞). For any
γ > 0, τk,γ(x) takes into account all
(
d
k
)
possible sparsity patterns of x. Naïve computation
of τk,γ(x) is thus computationally intractable. Another important contribution of our work,
described in Section 4, is the development of a polynomial time algorithm to calculate it in
O(kd) operations.
Given the aforementioned properties of τk,γ , our approach to solve the nonconvex trimmed
lasso penalized (3) is to start from an easy convex problem and smoothly transform it to
(3). As described in Section 3, we solve a sequence of problems where τk(x) is replaced
by τk,γ(x), with values of γ starting from γ = 0 and increasing to infinity. At γ = 0,
our penalty coincides with the lasso, leading to a convex optimization problem. Next,
we gradually increase γ while tracing the path of solutions. At each intermediate γ, we
optimize the corresponding objective by a majorization-minimization scheme, initialized at
the solution found for the previous γ. Since the objective starts convex at γ = 0 and varies
smoothly as γ increases, the resulting path of solutions is empirically likely to end at a
better solution of (3) than that obtained by directly optimizing (3) with the non-smooth
trimmed lasso.
Finally, we seek solutions to the original `0 problem (P0) by solving (3) for several values
of λ, followed by projecting each solution to the nearest k-sparse vector and solving a
least-squares problem on its support. The k-sparse vector with the smallest residual norm
‖Ax− y‖2 is chosen. As we demonstrate empirically in Section 5, optimizing our smooth
surrogate of the trimmed lasso yields state-of-the-art results in sparse recovery.
Notations and Definitions. We denote by ai the i-th column of the n × d matrix A.
We denote [d] = {1, . . . , d}. For a scalar x, [x]+ = max {x, 0} and [x]− = max {−x, 0}.
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For a vector x, Πk(x) is its k-sparse projection, namely the k-sparse vector closest to x
in `1-norm, breaking ties arbitrarily. For a function f : Rd → R, we denote its directional
derivative at a point x ∈ Rd in direction v ∈ Rd by
∇vf(x) = lim
t↘0
f(x+ tv)− f(x)
t
.
2 Theory for the trimmed lasso
Using the trimmed lasso penalty raises several questions. Two key theoretical questions
are: (i) what is the relation between minimizers of (3) or (4) and those of the original
problem (P0), and do the two coincide for sufficiently large λ? and (ii) assuming that x0
is approximately k-sparse, can it be recovered from an observed vector y = Ax0 + e by
optimizing problems (3) or (4)? In this section we address these two questions. The proofs
appear in Appendix B.1.
The practical question of how to optimize (3) or (4) is addressed in Section 3.
2.1 Penalty Thresholds
Denote by λ¯ the following threshold:
λ¯ = ‖y‖2 · max
i=1,...,d
‖ai‖2. (5)
The following theorem shows that for large λ, problem (3) is intimately related to (P0).
Theorem 2.1. If λ > λ¯, then any local minimum of (3) is k-sparse.
A key implication of this theorem is that for λ > λ¯, the optimal solutions of (P0) and (3)
coincide. With some differences, similar results were proven in [9, 44]. In [44] the guarantee
required the set of optimal solutions of (P0) to be bounded, and the expression for the
threshold is different and depends on this bound. Hence, in some cases their threshold may
be larger than λ¯. The authors of [9] proved a result similar to Theorem 2.1, with the same
threshold λ¯, but for a trimmed-lasso regularized objective with an additional `1-penalty
term.
To derive an analogous result for problem (4), we introduce the following two thresholds
λa =
σn(A)√
d− k , λb = maxi=1,...,d ‖ai‖2, (6)
where σn(A) is the n-th singular value of A.
Theorem 2.2. Suppose that λ > λb. Then any local minimum of (4) is k-sparse.
Theorem 2.3. Suppose that the n× d matrix A, with d ≥ n is of full rank, so that λa > 0.
Assume that 0 < λ < λa. Then any local minimum x∗ of (4) satisfies Ax∗ = y.
Theorem 2.2 implies that for λ > λb, the optimal solutions of the trimmed lasso objective
(4) coincide with those of (P0). In contrast, by Theorem 2.3, for λ < λa the trimmed lasso
penalty has little effect, as the minimizer of the objective lies in the subspace of zero residual.
As we discuss theoretically below and show empirically in Section 5, an appealing property
of the trimmed lasso is that even at low values of λ, where its solutions are not k-sparse,
they may still be close to the optimal solution of (P0). The above theorems indicate that
optimization of (3) or (4) should be restricted to λ ∈ (0, λ¯] or λ ∈ [λa, λb], respectively.
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2.2 Sparse recovery guarantees
A fundamental and well-studied problem is the ability of various methods to recover a sparse
vector x0 from few linear and potentially noisy measurements; see the various references
in [35, 41]. In this section we derive sparse recovery guarantees for the trimmed lasso
relaxations (3) and (4).
Specifically, let x0 ∈ Rd be approximately k-sparse, in the sense that τk(x0) ‖x0‖1. We
consider the estimation of x0 given A, k and a vector y of the form
y = Ax0 + e, (7)
where e represents an unknown measurement error.
Without further assumptions on the matrix A, this problem is ill posed. Similarly to many
previous works on sparse recovery, we require that any 2k columns of A are sufficiently far
from being linearly dependent. Specifically, we assume that there exists a constant α2k > 0
such that for any x ∈ Rd with ‖x‖0 ≤ 2k,
‖Ax‖2 ≥ α2k‖x‖1. (8)
Equation (8) is a one-sided variant of the restricted isometry property (RIP), commonly
used to derive sparse recovery guarantees. RIP was introduced in [23] and further studied
in [11, 19, 20, 21, 22, 40]. Variants with norms other than `2 [1, 6, 26, 33] were used to
provide sharper recovery guarantees. Nonetheless, to the best of our knowledge, the specific
`2–`1 type RIP condition (8) was not studied previously. As shown below, this is the natural
combination of powers for studying the trimmed lasso in conjunction with an `2-residual
‖Ax− y‖2. We remark that calculating α2k, or even approximating it, is NP-hard [70].
However, α2k can be bounded from below by the cumulative coherence, also known as the
Babel function [72].
We now present our main theoretical result, which links success in optimizing problems (3)
or (4) at a given λ > 0, with accurate estimation of x0. By success we mean that the
solution xˆ, computed by some algorithm, satisfies that Fλ(xˆ) ≤ Fλ(Πk(x0)). The following
theorem shows that under this condition, Πk(xˆ) is close to x0. Moreover, the recovery is
stable with respect to noise and to deviation of x0 from exact k-sparsity.
Theorem 2.4. Let y = Ax0 + e and let α2k, λb be the constants defined in (6) and (8).
Let λ > 0 and suppose that xˆ ∈ Rd satisfies Fλ(xˆ) ≤ Fλ(Πk(x0)). Then,
1. The projected vector Πk(xˆ) is close to x0 in `1 norm,
‖Πk(xˆ)− x0‖1 ≤ τk(x0) + 2α2k (‖e‖2 + λbτk(x0)) + 12λα2k (‖e‖2 + λbτk(x0))
2. (9)
2. If xˆ itself is k-sparse, then the following tighter bound holds,
‖xˆ− x0‖1 ≤ 2α2k ‖e‖2 + (1 + 2
λb
α2k
)τk(x0). (10)
The next theorem provides an analogous recovery guarantee for the power-1 objective (4).
Theorem 2.5. Let y = Ax0 + e, and let α2k, λb be the constants defined in (6) and (8).
Suppose that xˆ ∈ Rd satisfies F1λ(xˆ) ≤ F1λ(Πk(x0)) for some 0 < λ ≤ λb. Then,
1. The projected vector Πk(xˆ) is close to x0 in `1 norm,
‖Πk(xˆ)− x0‖1 ≤ 1α2k
(
1 + λbλ
)
‖e‖2 +
(
1 + λbα2k
(
1 + λbλ
))
τk(x0). (11)
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2. If xˆ itself is k-sparse, then the following tighter bound holds,
‖xˆ− x0‖1 ≤ 2α2k ‖e‖2 + (1 + 2
λb
α2k
)τk(x0). (12)
Theorems 2.4 and 2.5 do not assume that an algorithm found the global minimum of the
respective objectives, only that it was able to find an approximate solution, with an objective
value close to the optimal one. Note that there always exists a vector x ∈ Rd that satisfies
the assumptions of these theorems, for example x = Πk(x0).
An important implication of Theorems 2.4 and 2.5 is that x0 can be recovered by solving
(3) or (4) even at low values of λ, where the global minimizers are not necessarily k-sparse.
Potentially, optimizing these problems at low values of λ is an easier task. Indeed, in our
simulations described in Section 5, the best projected solutions with smallest ‖AΠk(xˆ)− y‖2
were often obtained at low values of λ, where xˆ itself was not necessarily k-sparse.
Recently, [81] also analyzed the trimmed lasso penalized objective and derived support
recovery guarantees. There are some key differences between our analysis and theirs. First,
they assume that the true vector x0 is exactly k-sparse, and that the noise vector e has
i.i.d. entries. Second, they consider a statistical model whereby the rows of A are i.i.d.
samples from a d-dimensional sub-Gaussian random vector.
2.3 Solving the best subset selection problem by the trimmed lasso penalty
The theoretical results presented above motivate solving the best subset selection problem
(P0) by optimizing the trimmed lasso penalized objectives Fλ or F1λ. Specifically, for the
power-2 case, we use the following approach: Choose values 0 < λ1 < λ2 < . . . ≤ λT = λ¯.
For each λi, optimize (3) with λ = λi. Finally, project each solution xˆλi to its nearest
k-sparse vector, and solve a least-squares problem on its support. The output is the vector
with smallest residual ‖Ax− y‖2. A similar approach can be implemented for the power-1
objective F1λ of (4), choosing values λi ∈ [λa, λb].
To carry out this approach, one needs a practical algorithm to optimize trimmed lasso
penalized objectives. In the next section we present a new approach to do so. As we
demonstrate in Section 5, our method often finds much better solutions than those obtained
by previously proposed methods, such as DC programming [44] and ADMM [9]. This, in
turn, yields state-of-the-art results in solving the best subset selection problem (P0).
3 The Generalized Soft-Min penalty
Optimizing trimmed lasso penalized objectives is difficult for several reasons. First, τk(x)
is nonconvex. Second, updating a vector x along the negative gradient −∇τk(x) does not
change its top-k largest magnitude coordinates, since ∇τk(x) is zero there, and shrinks the
d − k remaining coordinates towards zero. While this property is desirable if x has the
correct support, it may be detrimental to the optimization if the current solution has an
incorrect support.
To overcome this difficulty, we propose a surrogate for the trimmed lasso, which smoothly
interpolates between the classical lasso and the trimmed lasso penalties. To motivate our
penalty, consider the following equivalent definition of the trimmed lasso [9],
τk(x) = min|Λ|=d−k
∑
i∈Λ
|xi|, (13)
where Λ ⊂ [d] is a set of d − k distinct indices. Equation (13) shows that τk(x) can be
expressed as a hard assignment: Out of all
(
d
k
)
subsets of size d − k, it takes the one with
the smallest `1 residual. In k-means data clustering, [83] relaxed a hard assignment of each
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point to its nearest cluster center, to a soft assignment, with weights depending on the
distances to all cluster centers. This led to significant improvements in clustering results
[45]. Similarly, in multi-class classification, the one-hot vector is often replaced by the
soft-max function [15].
Inspired by these works, we propose the following surrogate function, which we call the
generalized soft-min penalty τk,γ(x). In addition to the sparsity level k, it depends on a
parameter γ ∈ [0,∞] that controls its level of smoothness. For γ ∈ (0,∞), it is defined by
τk,γ(x) = − 1
γ
log
 1(
d
d−k
) ∑
|Λ|=d−k
exp
(
−γ
∑
i∈Λ
|xi|
). (14)
The sum in (14) is over all
(
d
k
)
sets Λ ⊆ [d] of d− k distinct indices. We define τk,0(x) and
τk,∞(x) by the respective limits, described in the following lemma.
Lemma 3.1. For any x ∈ Rd, the function τk,γ(x) is monotone-decreasing w.r.t. γ, and
lim
γ→0
τk,γ(x) =
d− k
d
‖x‖1 lim
γ→∞ τk,γ(x) = τk(x), (15)
where the latter limit is uniform over x ∈ Rd. Specifically, for all x ∈ Rd and γ ∈ (0,∞),
τk(x) ≤ τk,γ(x) ≤ τk(x) + 1
γ
log
(
d
k
)
. (16)
The proof of this and the following lemmas are in Appendix B.3.
3.1 Soft surrogate problem
By Lemma 3.1, at γ = 0 the penalty τk,0(x) equals the classical lasso penalty, and as
γ ↗ ∞, τk,γ(x) smoothly decreases towards the nonconvex trimmed lasso τk(x). At large
values of γ, τk,γ(x) is arbitrarily close to τk(x) while still being smooth as a function of
|x|. Given these properties, we propose the following problem, with γ ∈ [0,∞], as a soft
surrogate for (3),
min
x
Fλ,γ(x) =
1
2
‖Ax− y‖22 + λτk,γ(x). (17)
At γ = 0, (17) coincides with the convex lasso problem
min
x
Fλ,0(x) =
1
2
‖Ax− y‖22 + λd−kd ‖x‖1. (18)
As γ ↗ ∞, Fλ,γ(x) decreases smoothly towards the trimmed-lasso penalized Fλ(x) of (3)
and coincides with it at γ =∞. Similarly, we propose the following soft surrogate for (4),
min
x
F1λ,γ(x) = ‖Ax− y‖2 + λτk,γ(x). (19)
There are two challenges in solving the surrogate problems (17) and (19). The first is to
calculate τk,γ(x) and its gradients. The second is to minimize the nonconvex objective
Fλ,γ or F1λ,γ . Here we address the second challenge, whereas the first one is addressed in
Section 4.
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3.2 Auxiliary weight vector
To optimize problems (17) and (19), we introduce the following vector function, which is
closely related to the gradient of τk,γ(x). For 0 ≤ γ <∞, define wk,γ : Rd → Rd by
wik,γ(x) =
∑
|Λ|=d−k, i∈Λ exp
(
−γ∑j∈Λ |xj |)∑
|Λ|=d−k exp
(
−γ∑j∈Λ |xj |) , i = 1, . . . , d. (20)
The sum in the denominator is over all sets Λ ⊂ [d] of size d−k, while in the numerator the
sum is restricted to those sets Λ that contain the index i. It is easy to show that at γ = 0,
wik,0(x) =
d− k
d
, i = 1, . . . , d. (21)
We define wk,∞(x) as the limit of wk,γ(x) as γ→∞, described in the following lemma.
Lemma 3.2. Let x ∈ Rd whose k largest-magnitude entries are uniquely determined. That
is, |x|(k) > |x|(k+1). Then as γ→∞, wk,γ(x) approaches zero at the indices corresponding
to the k largest-magnitude entries of x, and approaches 1 elsewhere. For a general x ∈ Rd,
let Λa =
{
i
∣∣∣ |xi| < |x|(k)} and Λb = {i ∣∣∣ |xi| = |x|(k)}. Then
lim
γ→∞ w
i
k,γ(x) =

1 i ∈ Λa
d−k−|Λa|
|Λb| i ∈ Λb
0 otherwise
(22)
As described below, wk,γ(x) will be used as a weight vector in a reweighting scheme. The
next lemma is thus of practical importance, as it shows that the entries of wk,γ(x) remain
bounded for all values of γ, with their sum a constant independent of both x and γ.
Lemma 3.3. For any x ∈ Rd and γ ∈ [0,∞],
∀i ∈ [d] wik,γ(x) ∈ [0, 1] and
d∑
i=1
wik,γ(x) = d− k. (23)
3.3 Solving the soft surrogate problem: A majorization-minimization
approach
One possible way to optimize the surrogate problems (17) or (19) is by gradient descent.
First, this may require careful tuning of the step size. Second, as gradient descent makes
local updates, it may take many iterations to converge. Here we propose an alternative
approach, based on Majorization-Minimization (MM). The main principle in MM is to
replace a hard-to-minimize objective f(x) by a sequence of easy-to-minimize functions that
upper-bound f(x) [63][47]. Specifically, one needs to construct a bivariate function g :
Rd × Rd → R that satisfies
g(x, x˜) ≥ f(x) and g(x,x) = f(x) ∀x, x˜ ∈ Rd. (24)
Given such a function g, known as a majorizer of f , minimization of f is done it-
eratively. Starting at an initial point x0, the iterate xt at iteration t is given by
xt = argminx g
(
x,xt−1
)
. This scheme guarantees monotone decrease of the objective,
since for any t ≥ 1,
f
(
xt
) ≤ g(xt,xt−1) ≤ g(xt−1,xt−1) = f(xt−1).
8
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Algorithm 1 Solve problem (17) by Majorization-Minimization
Input:
1: A ∈ Rn×d, y ∈ Rn, 0 < k < d, λ > 0, γ ∈ [0,∞]
2: Initialization x0 ∈ Rd (required only if γ > 0)
Output: Estimated solution x∗ of problem (17)
3: if γ = 0 then
4: Return x∗ := argminx 12‖Ax− y‖22 + λd−kd ‖x‖1
5: else
6: for t = 1, 2, . . . do
7: Calculate τk,γ
(
xt−1
)
and the weight vector wt = wk,γ
(
xt−1
)
8: Solve majorization problem (26): xt := argminx 12‖Ax− y‖22 + λ
〈
wt, |x|〉
9: If converged, break
10: end for
11: end if
12: return x∗ := xT , where T is the last iteration.
For this approach to be practical, g(x, x˜) must be easy to minimize with respect to x for
any fixed x˜.
To apply the MM framework in our setting, we replace the penalty τk,γ(x) by the function
φk,γ(x, x˜) = τk,γ(x˜) + 〈wk,γ(x˜), |x| − |x˜|〉. (25)
Lemma 3.4. For all γ ∈ [0,∞], φk,γ(x, x˜) is a majorizer of τk,γ(x).
It follows from Lemma 3.4 that the following two functions
Gλ,γ(x, x˜) =
1
2
‖Ax− y‖22 + λφk,γ(x, x˜),
G1λ,γ(x, x˜) = ‖Ax− y‖2 + λφk,γ(x, x˜),
are majorizers of the corresponding objectives Fλ,γ(x), F1λ,γ(x) of problems (17) and (19).
We now describe our MM scheme to minimize Fλ,γ(x). Before proceeding, we make two
important observations. First, it follows from (21) that at γ = 0, the majorizer Gλ,0(x, x˜)
coincides with the convex objective Fλ,0(x), and is independent of x˜. Second, for any
γ ∈ [0,∞], minimizing Gλ,γ(x, x˜) with respect to x is equivalent to the convex weighted `1
problem
min
x
Fλ,w(x) =
1
2
‖Ax− y‖22 + λ〈w, |x|〉 (26)
withw = wk,γ(x˜). Hence, our MM approach leads to an iterative reweighting scheme, where
the weights at iteration t are given by the vector wk,γ
(
xt−1
)
. This is similar to the IRL1 and
IRLS methods, with an important difference: To avoid ill conditioning, weights in IRL1 and
IRLS must be regularized, otherwise they may tend to infinity. Indeed, several regularization
schemes were proposed [27, 30, 40, 50]. However, none of them is universally better than the
others, and the obtained solutions may be sensitive to the specific regularization method. By
Lemma 3.3, the weights given by wk,γ(x) are bounded and have a constant sum. Therefore
our method does not require weight regularization.
Our MM scheme for solving (17) is outlined in Algorithm 1. At iteration t we solve the
convex problem (26) with weight vector wt = wk,γ
(
xt−1
)
. Problem (26) can be cast as
a quadratic program (QP) and solved by standard convex optimization software, such as
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Algorithm 2 Solve problem (3) by homotopy optimization
Input: A ∈ Rn×d, y ∈ Rn, λ > 0
Output: Estimated solution xˆ of problem (3)
1: Set γ0 = 0. Calculate solution x∗0 of (18) by Algorithm 1
2: for r = 1, 2, . . . do
3: Increase γr−1 to new value γr
4: Solve (17) with γ = γr by Algorithm 1 initialized at x∗r−1. Let x∗r be the output.
5: If converged, break
6: end for
7: return xˆ = x∗R, where R is the last iteration.
MOSEK [2] or GUROBI [62], or by dedicated `1 solvers such as [85] or [3]. Algorithm 1
can be adapted to the power-1 variant (19) by iteratively solving
min
x
F1λ,w(x) = ‖Ax− y‖2 + λ〈w, |x|〉 (27)
instead of problem (26). Problem (27) can be cast as a second order cone program (SOCP),
which may also be solved by standard convex optimization software.
3.4 Solving the trimmed lasso penalized problem: A homotopy approach
To seek solutions of problem (3), we propose a homotopy scheme [76], whereby we optimize
a sequence of surrogate problems (17) while tracing the path of solutions. As outlined in
Algorithm 2, we start at γ0 = 0 and find a global minimizer x∗0 of the convex problem (18).
Next, we iteratively solve (17) for an increasing sequence of values of γ. At iteration r, with
γ = γr, we find a local minimizer of (17) by Algorithm 1, initialized at the previous iterate
x∗r−1. For details on the stopping criteria and update rule for γ, see Appendix C.
3.5 Convergence analysis
We now study the convergence of Algorithms 1 and 2, and properties of their output so-
lutions. For brevity, we focus on the power-2 case. However, the analysis below applies
also to the power-1 case. The lemmas below are proven in Appendix B.4. We start with
the MM scheme of Algorithm 1. Recall that the objective values Fλ,γ
(
xt
)
in (17) decrease
monotonically. However, this does not guarantee that the iterates xt converge to a local
minimum. Indeed, there exist examples where MM converges to saddle points [56, Ch. 3].
We thus prove a slightly weaker result — that the iterates approach a level-set of Fλ,γ(x)
that consists of stationary points.
While Fλ,γ(x) is not everywhere differentiable, its directional derivatives exist everywhere
(see Appendix B.4). To formulate our claims, we introduce the following definition, which
extends the notion of stationary points to nonsmooth functions [66].
Definition. A point x ∈ Rd is a stationary point of f : Rd → R if for all v ∈ Rd, the
directional derivative ∇vf(x) exists and is nonnegative.
The following lemma describes the convergence of Algorithm 1 at finite values of γ.
Lemma 3.5. Suppose that any k columns of A are linearly independent. Then, for any
0 ≤ γ <∞, the iterates {xt}∞
t=0
of Algorithm 1 approach the set Xstat ⊂ Rd of all stationary
points of Fλ,γ. Namely, limt→∞ d
(
xt,Xstat
)
= 0, where d(x, S) is the Euclidean distance of
a point x from the set S. Furthermore, any partial limit of xt is a stationary point of Fλ,γ,
and all partial limits have the same objective value.
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Thus, under the assumptions of Lemma 3.5, the output of Algorithm 1 at γ < ∞ is guar-
anteed to be a stationary point of Fλ,γ . We remark that in practice the iterates invariably
converge to a single limit point, which is a local minimum of Fλ,γ . The convergence result
at γ = ∞ appears in Appendix B.4. The result is slightly different, since τk,∞(x) = τk(x)
is not everywhere differentiable as a function of |x|.
We now study the convergence of the homotopy scheme of Algorithm 2. To this end, we
first present a key property of the objective Fλ,∞ = Fλ and introduce useful notation.
Lemma 3.6. Any stationary point of Fλ is a local minimum.
Definition. A vector x ∈ Rd is called ambiguous if |x|(k) = |x|(k+1).
The following lemma shows that the output xˆ of Algorithm 2 is guaranteed to be either a
local minimum of Fλ or an ambiguous vector.
Lemma 3.7. Suppose that any k columns of A are linearly independent. Let {γr}∞r=0 and{x∗r}∞r=0 be the intermediate values of Algorithm 2. Suppose that limr→∞γr =∞. Then,
1. For all r ≥ 0, x∗r is a stationary point of Fλ,γr , and Fλ,γr+1
(
x∗r+1
) ≤ Fλ,γr(x∗r).
2. The iterates x∗r approach the set Xlmin∪Xamb, where Xlmin is the set of local minima
of Fλ and Xamb is the set of ambiguous vectors. Namely,
lim
r→∞ d(x
∗
r ,Xlmin ∪ Xamb) = 0.
3. Any partial limit of {x∗r}∞r=0 is either a local minimum of Fλ or an ambiguous vector.
Occasionally, Algorithm 2 may output an ambiguous vector that is not a local minimum.
Empirically, when this occurs, the output vector is invariably s-sparse for some s < k. This
phenomenon is related to the promotion of sparse solutions by the lasso penalty. Since
such vectors may not be local minima, we augment Algorithm 2 by a greedy OMP step,
described in Appendix C.
In summary, Algorithm 2 computes a discrete path (x∗r , γr) in Rd× [0,∞], along which the
objective Fλ,γ(x) decreases monotonically. The path starts at (x∗0, 0) and ends at (xˆ,∞).
Each point along the path is a stationary point (and practically a local minimum) of the
corresponding Fλ,γ . Hence, the endpoint xˆ is the result of local optimizations over smoothed
objectives, and is less prone to be a poor local minimum of the nonsmooth Fλ. Empirically,
Algorithm 2 obtains superior solutions of (3), compared to methods that directly optimize
Fλ.
4 Algorithm to compute the GSM penalty
We now address the challenge of calculating the GSM penalty τk,γ(x) and weight vector
wk,γ(x). As can be seen in (14) and (20), these two functions involve sums of
(
d
k
)
terms,
which makes their naïve calculation computationally intractable. Moreover, due to the
exponent function, at large values of γ these terms may be extremely large or small, and
thus suffer an arithmetic overflow or underflow, potentially leading to meaningless results.
Here we present a recursive algorithm that calculates τk,γ(x) and wk,γ(x) accurately in
O(kd) operations. The lemmas below are proven in Appendix B.2.
Recently and independently of our work, in the context of multi-class classification with deep
neural networks, a relaxation similar to ours was proposed by [7] as a smooth approximation
of the top-k classification error. They also proposed a recursive O(kd)-time algorithm to
compute similar functions to τk,γ(x) and wk,γ(x). However, as they discuss in [7, page 20],
their recursive scheme may suffer from numerical instabilities. In addition, their focus was
on small values of k, and all their experiments were done with k = 5.
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4.1 Auxiliary GSM functions
We first introduce two auxiliary functions and present some of their properties. For 0 ≤
k ≤ d and γ ∈ [−∞,∞], define µk,γ : Rd → R by
µk,γ(z) =

min|Λ|=k
∑
i∈Λzi γ = −∞
k
d
∑d
i=1zi γ = 0
max|Λ|=k
∑
i∈Λzi γ =∞
1
γ log
(
1
(dk)
∑
Λ:|Λ|=k exp
(
γ
∑
i∈Λ zi
))
otherwise.
(28)
Next, for γ ∈ (−∞,∞) we define θk,γ : Rd → Rd to be the gradient of µk,γ(z) w.r.t. z,
θik,γ(z) =
∑
|Λ|=k, i∈Λ exp
(
γ
∑
j∈Λ zj
)
∑
|Λ|=k exp
(
γ
∑
j∈Λ zj
) , i = 1, . . . , d. (29)
The function θk,γ(z) is a generalization of the soft-max function, used extensively in multi-
class classification. At γ = 0, (29) reduces to θik,0(z) = k/d, consistent with the case γ = 0 in
(28). We define θk,±∞(z) by the corresponding limits, as described in the following lemma.
Lemma 4.1. Let z ∈ Rd and 0 < k ≤ d. Let z(1) ≥ z(2) ≥ · · · ≥ z(d) be the entries of z
sorted in decreasing order. Then for i = 1, . . . , d,
lim
γ→±∞ θ
i
k,γ(z) =

1 i ∈ Λa
k−|Λa|
|Λb| i ∈ Λb
0 otherwise,
(30)
where the index sets Λa and Λb are defined as follows,
For γ→∞ : Λa =
{
i ∈ [d] ∣∣ zi > z(k)} , Λb = {i ∈ [d] ∣∣ zi = z(k)} ,
For γ→−∞ : Λa =
{
i ∈ [d] ∣∣ zi < z(d−k+1)} , Λb = {i ∈ [d] ∣∣ zi = z(d−k+1)} . (31)
By their definition, the functions µk,γ and θk,γ satisfy the following relations
µk,γ(z) = −µk,−γ(−z), θk,γ(z) = θk,−γ(−z). (32)
The following lemma describes several non-trivial identities involving µk,γ(z) and θk,γ(z).
Lemma 4.2. For any z ∈ Rd, 0 ≤ k ≤ d and γ ∈ [−∞,∞],
µk,γ(z) + µd−k,−γ(z) =
d∑
i=1
zi,
θik,γ(z) + θ
i
d−k,−γ(z) = 1, i = 1, . . . , d.
(33)
Finally, the functions µk,γ(z) and θk,γ(z) are related to τk,γ(x) and wk,γ(x) as follows,
τk,γ(x) = µd−k,−γ(|x|), wk,γ(x) = θd−k,−γ(|x|). (34)
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Calculating the auxiliary GSM functions Given (34), we now present a method to
calculate the auxiliary GSM functions µk,γ(z) and θk,γ(z). In light of (32) and (33), it
suffices to consider γ ∈ (0,∞) and 1 ≤ k ≤ d2 .
Naïve calculation of µk,γ(z) and θk,γ(z) is infeasible, given that their definitions involve
sums of
(
d
k
)
terms. A seemingly promising approach is to use the recursive formula for
k ≥ 1,
tik =
(
sk−1 − tik−1
)
exp (γzi), for i = 1, . . . , d, and sk =
1
k
d∑
i=1
tik, (35)
with recursion base s0 = 1, ti0 = 0 for i = 1, . . . , d. Then, calculate µk,γ(z) and θk,γ(z) by
µk,γ(z) =
1
γ
log
( 1(
d
k
)sk) and θik,γ(z) = tiksk , i = 1, . . . , d.
However, intermediate values in this simple recursion tend to be extremely large or small.
The resulting arithmetic overflow and underflow, in turn, often lead to meaningless results.
To avoid arithmetic overflow, our approach is to perform calculations in a logarithmic
representation. As described below, we develop a recursive procedure to compute µk,γ(z)
and several auxiliary quantities in O(kd) operations. Next, we use these quantities and
calculate θk,γ(z) by a separate recursion. The lemmas below are proven in Appendix B.5.
4.2 Calculating µk,γ(z)
Recall that for a vector z = (z1, . . . , zd), z(i) for 1 ≤ i ≤ d is the i-th largest entry of z. We
augment this by defining z(0) =∞ and z(i) = −∞ for all i > d. Next, for q ∈ {0, 1, . . .} and
γ ∈ (0,∞), define the function aq,γ : Rd → R by
aq,γ(z) =

1 q = 0∑
|Λ|=q exp
(
γ
(∑
i∈Λ zi −
∑q
i=1z(i)
))
1 ≤ q ≤ d
0 otherwise.
(36)
The term
∑q
i=1z(i) is subtracted to scale all the exponents such that the largest one equals
1, hence avoiding overflow. Note that µk,γ(z) can be expressed in terms of ak,γ(z) by
µk,γ(z) =
1
γ
log
(
1(
d
k
)ak,γ(z)
)
+
k∑
i=1
z(i). (37)
We now formulate a recurrence relation for ak,γ(z). To this end, we extend the definitions
of z(i) and ak,γ(z) to subvectors (zr, zr+1, . . . , zd). Define for 1 ≤ r ≤ d+ 1 and i, q ≥ 0,
z
(r)
(i) =

∞ i = 0
The i-th largest entry of (zr, zr+1, . . . , zd) 1 ≤ i ≤ d− r + 1
−∞ i > d− r + 1
(38)
and similarly, define a(r)q,γ(z) as the function aq,γ(·) applied to the subvector (zr, . . . , zd),
a(r)q,γ(z) =

1 q = 0∑
Λ⊆{r,...,d}, |Λ|=q exp
(
γ
(∑
i∈Λ zi −
∑
i=1,...,q z
(r)
(i)
))
1 ≤ q ≤ d− r + 1
0 q > d− r + 1.
(39)
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The following lemma plays a key role in our recursive calculation of µk,γ(z).
Lemma 4.3. The quantities a(r)q,γ(z) satisfy the following recurrence relation for r =
1, . . . , d,
a(r)q,γ(z) =

a
(r+1)
q,γ (z) · exp
(
−γ
[
zr − z(r+1)(q)
]
+
)
+
a
(r+1)
q−1,γ(z) · exp
(
−γ
[
zr − z(r+1)(q)
]
−
) 1 ≤ q ≤ d− r
1 q = 0, d− r + 1
0 q > d− r + 1,
(40)
The order of the recursion in (40) is from r = d + 1 down to r = 1, and for each r, from
q = 0 up to q = min {d− r + 1, k}. The calculation of z(r)(q) can be incorporated into the
same recursion, by
z
(r)
(q) =

∞ q = 0
max
{
min
{
zr, z
(r+1)
(q−1)
}
, z
(r+1)
(q)
}
1 ≤ q ≤ d− r + 1
−∞ q > d− r + 1.
(41)
Using floating-point arithmetic, the recursion (40) may still lead to an overflow due to
the large number of summands in aq,γ(z), Eq. (36). We therefore switch to a logarithmic
representation. For q ≥ 0 and 1 ≤ r ≤ d+ 1, define
b(r)q,γ(z) =
log
(
1
(d−r+1q )
a
(r)
q,γ(z)
)
0 ≤ q ≤ d− r + 1
0 otherwise.
(42)
For r = 1, we denote bq,γ(z) = b(1)q,γ(z). It can be shown that b(r)q,γ(z) is bounded in the
interval [−q log (d− r + 1), 0], and thus does not overflow. Note that from (37),
µk,γ(z) =
1
γ
bk,γ(z) +
k∑
i=1
z(i). (43)
Reformulating (40), we have the following recursive formula for b(r)q,γ(z):
b(r)q,γ(z) =

log
[
d−r−q+1
d−r+1 exp
(
b
(r+1)
q,γ (z)− γ
[
zr − z(r+1)(q)
]
+
)
+
q
d−r+1 exp
(
b
(r+1)
q−1,γ(z)− γ
[
zr − z(r+1)(q)
]
−
)] 1 ≤ r ≤ dand
1 ≤ q ≤ d− r
0 otherwise.
(44)
The recursion base is b(r)q,γ(z) = 0 for (a) r = d+ 1, (b) q = 0, or (c) q >= d− r + 1.
Equation (44) is still numerically unsafe when the term inside the logarithm is close to 1, due
to a possible loss of significance — a well-known phenomenon in numerical analysis [49].
To overcome this problem, we use the functions log1p(x) = log (1 + x) and expm1(x) =
exp (x)− 1, which are implemented in the standard libraries of most computing languages.
14
The Trimmed Lasso: Sparse Recovery Guarantees and Practical Optimization by the Generalized
Soft-Min Penalty A Preprint
Algorithm 3 Calculate µk,γ(z) recursively
Input: z = (z1, . . . , zd) ∈ Rd, k, s ∈ Z s.t. 1 ≤ k ≤ s ≤ d− 1, γ ∈ (0,∞)
Output: µk,γ(z), {bq,γ(z)}sq=0 and
{
z(q)
}s
q=0
Arrays: b = (b0, . . . , bs), b˜ =
(
b˜0, . . . , b˜s
)
, v = (v0, . . . , vs), v˜ = (v˜0, . . . , v˜s)
1: Initialize b0, . . . , bs := 0, v0 := ∞, v2, v3, . . . , vs := −∞, v˜0 := ∞
2: for r := d, d− 1, . . . , 1 do
3: for q := 1, 2, . . . ,min {s, d− r} do
4: vq := max {min {zr, v˜q−1}, v˜q}
5: ξ := γ(zr − v˜q)
6: η := b˜q−1 − b˜q + ξ
7: if η ≤ log d−r−q+1q then bq := log1p
(
q
d−r+1expm1(η)
)
+ b˜q − [ξ]+
8: else bq := log1p
(
d−r−q+1
d−r+1 expm1(−η)
)
+ b˜q−1 − [ξ]−
9: end if
10: end for
11: if s ≥ d− r + 1 then
12: vd−r+1 := min {zr, v˜d−r}
13: bd−r+1 := 0
14: end if
15: Set b˜ := b, v˜ := v . Here bq = brq,γ(z) and vq = z
(r)
(q) for q = 0, . . . , s
16: end for
17: return bq,γ(z) = b˜q, z(q) = v˜q for q = 0, . . . , s and µk,γ(z) = 1γ bk,γ(z) +
∑k
i=1 vi
For x near zero, they yield a more accurate result than that calculated by the standard log
and exp functions. The reason is that for x near zero, log (1 + x) ≈ x and exp (x) ≈ 1 + x.
For x  1, 1 + x may contain few significant digits of the original x, leading to a high
relative error.
Instead of calculating the recursion step by (44), we thus consider the two following equiv-
alent formulas, derived from (44) by algebraic manipulations,
b(r)q,γ(z) = log1p
[ q
d− r + 1expm1
(
b
(r+1)
q−1,γ(z)− b(r+1)q,γ (z) + ξ
)]
+ b(r+1)q,γ (z)− [ξ]+ (45a)
b(r)q,γ(z) = log1p
[d− r − q + 1
d− r + 1 expm1
(
b(r+1)q,γ (z)− b(r+1)q−1,γ(z)− ξ
)]
+ b
(r+1)
q−1,γ(z)− [ξ]−, (45b)
with ξ = γ(zr − z(r+1)(q) ). We use (45a) as the recursion step when
b
(r+1)
q−1,γ(z)− b(r+1)q,γ (z) + ξ ≤ log
d− r − q + 1
q
, (46)
and use (45b) otherwise. This guarantees that the argument of expm1(·) is upper-bounded
by
∣∣∣log d−r−q+1q ∣∣∣, and that the argument of log1p(·) is in (−max{ qd−r+1 , d−r−q+1d−r+1 }, 1).
This, in turn, ensures that no overflow occurs, and that if one of the expm1(·) terms is
small enough to underflow, its influence on the result is anyway negligible.
In summary, to calculate µk,γ(z), we call Algorithm 3 with parameter s = k. Algorithm 3
applies the recursion (44), using (45a) or (45b), depending on the condition (46). Overall,
this takes O(kd) operations and O(k) additional memory.
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Algorithm 4 Calculate θik,γ(z) by a forward recursion
Input: z = (z1, . . . , zd) ∈ Rd, k, i ∈ {1, . . . , d}, γ ∈ (0,∞), {bq,γ(z)}kq=0,
{
z(q)
}k
q=0
1: ξ := 0
2: for q := 1, . . . , k do ξ := qd−q+1 exp
(
γ
(
zi − z(q)
)
+ bq−1,γ(z)− bq,γ(z)
) · (1− ξ)
3: end for
4: return θik,γ(z) = ξ
4.3 Calculating θk,γ(z)
The outline of our approach to calculate θk,γ(z) is as follows: The entries θik,γ(z) that
correspond to the smallest d − 2k + 2 entries of z are calculated in O(kd) operations by a
recursive procedure similar to (35). In this process, all intermediate values are bounded in
[0, 1] and are monotonically decreasing. Thus, they do not overflow, and an underflow can
only affect values whose contribution to the final result is anyway negligible. However, this
boundedness property does not hold when using this procedure to calculate the remaining
2k− 2 entries. We thus calculate these entries by a separate procedure, which takes O(k2)
operations. Our main algorithm to calculate µk,γ(z) and θk,γ(z) for k ∈
{
0, . . . ,
⌊
d
2
⌋}
and
γ ∈ [0,∞] is summarized in Algorithm 8. We now describe this approach in more detail.
Let d˙ = max {1, 2k − 2} and d¨ = d− d˙. Define the vectors z˙ ∈ Rd˙ and z¨ ∈ Rd¨ by
z˙ =
(
z1, . . . , zd˙
)
z¨ =
(
zd˙+1, . . . , zd
)
.
To calculate θk,γ(z), we take as input z ∈ Rd and {bq,γ(z)}kq=0, {bq,γ(z˙)}d˙q=0 and {bq,γ(z¨)}kq=0,
calculated by Algorithm 3. In addition to the assumption that γ ∈ (0,∞) and 1 ≤ k ≤ d2 ,
here we also assume that z is sorted such that min
{
z1, . . . , zd˙
} ≥ max{zd˙+1, . . . , zd}. An
arbitrary vector z can be sorted in this way in O(d) operations, using a selection algorithm
to find the d˙-th largest entry.
We first state without proof that θk,γ(z) satisfies the recursive formula
θiq,γ(z) =
{
ciq,γ(z)
(
1− θiq−1,γ(z)
)
q = 1, . . . , d
0 q = 0,
(47)
where
ciq,γ(z) = exp
(
γ
(
zi − z(q)
))aq−1,γ(z)
aq,γ(z)
(48)
and aq,γ(z) is defined in (36). Equation (47) is similar to the recursion (35). A key difference
is that the intermediate values tik in (35) can be extremely large and thus overflow, whereas
θik,γ(z) are bounded in [0, 1] and thus cannot overflow.
Our assumption on the order of z implies that for all i > d˙ and q ≤ k, the term
exp
(
γ
(
zi − z(q)
))
is bounded in [0, 1] and thus cannot overflow. However, calculating ciq,γ(z)
by (48) is numerically unsafe, for the following reasons: First, the terms aq−1,γ(z) and aq,γ(z)
might suffer, respectively, an arithmetic overflow or underflow, which could corrupt the re-
sult. Second, ciq,γ(z) can be extremely large whereas 1− θiq−1,γ(z) can be extremely small.
This may lead to multiplying a numerical infinity by a numerical zero, giving a meaningless
result.
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Algorithm 5 Calculate
{
θiq,γ(z˙)
}k
q=0
by a forward and backwards recursion
Input: z˙ =
(
z˙1, . . . , z˙d˙
) ∈ Rd˙, k, i ∈ {1, . . . , d˙}, γ ∈ (0,∞), {bq,γ(z˙)}d˙q=0, {z˙(q)}d˙q=0
Arrays: ξ ∈ R, qˆ ∈ Z
1: Initialize θi0,γ(z˙) := 0, θid˙,γ(z˙) := 1 and qˆ := k + 1
2: for q := 1, . . . , k do
3: ξ := γ
(
z˙i − z˙(q)
)
+ bq−1,γ(z˙)− bq,γ(z˙)
4: if ξ ≤ log d˙−q+1q then θiq,γ(z˙) := qd˙−q+1 exp (ξ) ·
(
1− θiq−1,γ(z˙)
)
5: else set qˆ := q and break
6: end if
7: end for
8: if qˆ ≤ k then
9: for q := d˙− 1, d˙− 2, . . . , qˆ do
10: ξ := bq+1,γ(z˙)− bq,γ(z˙)− γ
(
z˙i − z˙(q+1)
)
θiq,γ(z˙) := 1− d˙−qq+1 exp (ξ) · θiq+1,γ(z˙)
11: end for
12: end if
13: return
{
θiq,γ(z˙)
}k
q=0
To address the first issue mentioned above, we reformulate ciq,γ(z) in terms of bq,γ(z),
ciq,γ(z) =
q
d− q + 1 exp
(
γ
(
zi − z(q)
)
+ bq−1,γ(z)− bq,γ(z)
)
. (49)
As argued in Section 4.2, |bq,γ(z)| is upper-bounded by q log d, and thus it cannot overflow.
The second issue mentioned above is addressed in the following lemma.
Lemma 4.4. Let z ∈ Rd, 1 ≤ k ≤ d2 and γ ∈ (0,∞). Suppose that zj ≥ zi for any
j ≤ 2k − 2 < i. Then ciq,γ(z) ≤ 1 for all i > 2k − 2 and 1 ≤ q ≤ k.
Lemma 4.4 guarantees that for i > d˙, ciq,γ(z) cannot overflow, and thus θik,γ(z) can be safely
calculated by (47) and (49). This recursive procedure is summarized in Algorithm 4. It
takes O(k) operations for a single index i, and can be parallelized over i.
For i ≤ d˙, ciq,γ(z) may be arbitrarily large. Thus, calculating θik,γ(z) by (47) might yield
meaningless results. We therefore use a different method for i ≤ d˙, based on the following
lemma. The proof appears at the end of this section.
Lemma 4.5. Let z ∈ Rd, γ ∈ (0,∞) and i ∈ {1, . . . , d}. Then ciq,γ(z) is strictly increasing
with respect to q ∈ {1, . . . , d}.
It follows from Lemma 4.5 that if cik,γ(z) ≤ 1, then all of
{
ciq,γ(z)
}k
q=1
are upper-bounded by
1, and thus θik,γ(z) can be safely calculated by (47) and (49). At indices i where cik,γ(z) > 1,
one possible approach is to calculate θik,γ(z) backwards, starting from q = d, by the recursive
formula derived from (47),
θiq,γ(z) =
1−
θiq+1,γ(z)
ciq+1,γ(z)
q = 1, . . . , d− 1
1 q = d.
(50)
By Lemma 4.5, if cik,γ(z) > 1 then 1ciq+1,γ(z) < 1 for q = k, . . . , d − 1, which ensures that
an overflow cannot take place. However, this approach would require the pre-calculation
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Algorithm 6 Calculate ∆k,t(z˙, z¨) for t = 0, . . . , k
Input: z = [z˙, z¨] ∈ Rd where z˙ ∈ Rd˙, z¨ ∈ Rd¨,
1: 1 ≤ k ≤ d˙, {z(q)}kq=0, {z˙(q)}kq=0, {z¨(q)}min{k,d¨}q=0
Arrays: ta, tb ∈ Z, ∆t ∈ R for t = 0, . . . , k
2: Initialize ∆t := 0 for 0 ≤ t ≤ k
3: for q = 1, . . . , k do
4: ta := max
{
0, q − d¨
}
, tb := min {q, k}
5: for t = tb, tb − 1, . . . ,max {ta, 1} do
6: if z(q) ≥ z˙(t) then ∆t := ∆t−1 +
(
z(q) − z˙(t)
)
7: else ∆t := ∆t +
(
z(q) − z¨(q−t)
)
8: end if
9: end for
10: if ta = 0 then ∆0 := ∆0 +
(
z(q) − z¨(q)
)
11: else ∆ta−1 := 0
12: end if
13: end for
14: return ∆k,t(z˙, z¨) = ∆t for t = 0, . . . , k
of {bq,γ(z)}dq=0, which takes Algorithm 3 an O
(
d2
)
operations. Instead, we use a similar
approach with a smaller running time: For each i such that cik,γ(z) > 1, instead of calculating
θik,γ(z) directly, we first calculate
{
θiq,γ(z˙)
}k
q=0
by (47), (49), and (50). This only requires
the pre-calculation of {bq,γ(z˙)}d˙q=0, which takes Algorithm 3 an O
(
k2
)
operations. From
the result, we then calculate θik,γ(z). We now describe this approach in detail.
Let i ∈
{
1, . . . , d˙
}
such that cik,γ(z) > 1. First, we wish to calculate
{
θiq,γ(z˙)
}k
q=0
.
If cik,γ(z˙) ≤ 1, then by Lemma 4.5, ciq,γ(z˙) ≤ 1 for q = 1, . . . , k and thus calculating{
θiq,γ(z˙)
}k
q=0
can be done by (47) and (49). Suppose on the other hand that cik,γ(z˙) > 1.
Note that ci1,γ(z˙) is always smaller than 1, as shown in the proof of Lemma 4.4. Thus, by
Lemma 4.5, there exists a unique qˆ ∈ {1, . . . , k − 1} such that ciq,γ(z˙) ≤ 1 for q = 1, . . . , qˆ
and ciq,γ(z˙) > 1 for q = qˆ + 1, . . . , d˙. We therefore calculate
{
θiq,γ(z˙)
}qˆ
q=0
by (47) and (49)
and then calculate the remaining
{
θiq,γ(z˙)
}d˙
q=qˆ+1
by (49) and (50). This step is summarized
in Algorithm 5. It takes an O(k) operations for each index i ∈
{
1, . . . , d˙
}
, and an additional
O(k2) operations to calculate {bq,γ(z˙)}d˙q=0 by Algorithm 3.
Next, to calculate θik,γ(z) from
{
θiq,γ(z˙)
}k
q=0
, we define ∆q,t(u,v) for u ∈ Rm, v ∈ Rn and
0 ≤ q, t ≤ m+ n, by
∆q,t(u,v) =
{
Mq([u,v])−Mt(u)−Mq−t(v) max {0, q − n} ≤ t ≤ min {q,m}
0 otherwise,
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Algorithm 7 Calculate θik,γ(z) from
{
θiq,γ(z˙)
}k
q=0
Input: z = [z˙, z¨] ∈ Rd where z˙ ∈ Rd˙, z¨ ∈ Rd¨, 1 ≤ k ≤ d˙, γ ∈ (0,∞),
1: bk,γ(z), bq,γ(z˙), bq,γ(z¨), θiq,γ(z˙), log
(
αd˙,d¨k,q
)
, ∆k,q(z˙, z¨) for q = 0, . . . , k
2: Initialize ξ := 0
3: for q = k, k − 1, . . . ,max
{
1, k − d¨
}
do
4: ξ := ξ + exp
(
log
(
αd˙,d¨k,q
)
+ bq,γ(z˙) + bk−q,γ(z¨)− bk,γ(z)− γ∆k,q(z˙, z¨)
) · θiq,γ(z˙)
5: end for
6: return θik,γ(z) = ξ
where M (r)q (z) is as in (73) and [u,v] denotes the concatenation of u and v. Using the
above definition, we state without proof that
θik,γ(z) =
k∑
t=max{1,k−d¨}
[
at,γ(z˙)ak−t,γ(z¨)
ak,γ(z)
exp (−γ∆k,t(z˙, z¨)) · θit,γ(z˙)
]
. (51)
It can be shown combinatorially that
at,γ(z˙)ak−t,γ(z¨)
ak,γ(z)
exp (−γ∆k,t(z˙, z¨)) ≤ 1 max
{
1, k − d¨
}
≤ t ≤ k,
and thus the terms in the above left-hand side do not overflow. To avoid dividing by an
underflowed ak,γ(z) or multiplying by an overflowed at,γ(z˙) or ak−t,γ(z¨), we reformulate (51)
in terms of bt,γ(z) and get
θik,γ(z) =
k∑
t=max{1,k−d¨}
[
exp
(
log
(
αd˙,d¨k,t
)
+ bt,γ(z˙) + bk−t,γ(z¨)− bk,γ(z)− γ∆k,t(z˙, z¨)
) · θit,γ(z˙)],
(52)
where αm,nq,t is defined for 0 ≤ q, t ≤ m+ n by
αm,nq,t =

(mt )(
n
q−t)
(m+nq )
max {0, q − n} ≤ t ≤ min {q,m}
0 otherwise.
(53)
This procedure to calculate θik,γ(z) from
{
θiq,γ(z˙)
}k
q=0
is summarized in Algorithm 7. It
takes an O(k) operations for each i ∈
{
1, . . . , d˙
}
. Since αm,nq,t may be extremely small and
suffer an underflow, the calculation of αm,nq,t is performed in log space.
Without careful treatment, small roundoff errors may yield ∆k,t(z˙, z¨) 6= 0 in cases where
∆k,t(z˙, z¨) = 0. Such small errors may be amplified in (52) when multiplied by γ and
exponentiated. Moreover, such errors may lead to negative values, while it can be shown
that ∆q,t(z˙, z¨) ≥ 0 for all 0 ≤ q, t ≤ d˙+ d¨. To address this issue, we calculate ∆k,t(z˙, z¨) by
∆q,t(u,v) =

0 q = 0 or t /∈ [max {0, q − n},min {q,m}]
∆q−1,t−1(u,v) +
(
w(q) − u(t)
)
otherwise if w(q) ≥ u(t)
∆q−1,t(u,v) +
(
w(q) − v(q−t)
)
otherwise,
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Algorithm 8 Main algorithm for calculating µk,γ(z) and θk,γ(z)
Input: z = (z1, . . . , zd) ∈ Rd, k ∈
{
1, . . . ,
⌊
d
2
⌋}
, γ ∈ [0,∞]
1: if k = 0, return µk,γ(z) = 0, θik,γ(z) = 0 for i = 1, . . . , d
2: if γ = 0, return µk,γ(z) = kd
∑d
i=1zi, θik,γ(z) = kd for i = 1, . . . , d
3: if γ =∞, return calculation of µk,γ(z) and θk,γ(z) by (28), (30) and (31)
4: Let d˙ := max {k, 2k − 2}, d¨ := d− d˙
5: Sort z such that min
{
z1, . . . , zd˙
} ≥ max{zd˙+1, . . . , zd}
6: Denote z˙ =
(
z1, . . . , zd˙
)
, z¨ =
(
zd˙+1, . . . , zd
)
7: Calculate µk,γ(z), bq,γ(z) and z(q) for q = 0, . . . , k by Algorithm 3
8: Calculate bq,γ(z˙) and z˙(q) for q = 0, . . . , d˙ by Algorithm 3
9: Calculate bq,γ(z¨) and z¨(q) for q = 0, . . . ,min
{
k, d¨
}
by Algorithm 3
10: Calculate ∆k,t(z˙, z¨) for t = 0, . . . , k by Algorithm 6
11: Calculate log
(
αd˙,d¨k,q
)
for t = 0, . . . , k by (53)
12: for i = 1, . . . , d do
13: if i > d˙ or γ
(
zi − z(k)
)
+ bk−1,γ(z)− bk,γ(z) ≤ log
(
d−k+1
k
)
then
14: Calculate θik,γ(z) by Algorithm 4
15: else
16: Calculate
{
θiq,γ(z˙)
}k
q=0
by Algorithm 5
17: Calculate θik,γ(z) by Algorithm 7
18: end if
19: end for
20: Unsort θk,γ(z) to match the original order of z
where u ∈ Rm, v ∈ Rn and w = [u,v]. This ensures that the result equals zero whenever
∆q,t(z˙, z¨) = 0, and is always nonnegative. This recursive calculation is summarized in
Algorithm 6. It takes an O(k2) operations and only needs to be done once, as its output
does not depend on an index i.
Finally, our main algorithm to calculate µk,γ(z) and θk,γ(z) for k ∈
{
0, . . . ,
⌊
d
2
⌋}
and
γ ∈ [0,∞] is summarized in Algorithm 8. It takes a total of O(kd) operations and O(k)
memory.
4.4 Empirical evaluation of accuracy
We evaluated the numerical accuracy of our algorithms to calculate µk,γ(z) and θk,γ(z) in
two cases. First, for small values of k, we compared the calculated µk,γ(z) and θk,γ(z) with
ground-truth results obtained by brute-force calculation. Here the vector z ∈ Rd was drawn
from a standard Gaussian distribution, where d = 100 and k = 3. Second, we generated a
vector z ∈ Rd with k entries equal to 1 and d − k entries equal to 12 , with d ∈ {300, 1000}
and k = 5, 10, 15, . . . , 5
⌊
d
5
⌋
. Here the ground truth was calculated by an analytical formula.
All tests were run with γ = 2−20, 2−19, . . . , 219, 220.
The largest relative error between the calculated µk,γ(z) and its ground truth was smaller
than 1.4 · 10−15. The `∞ distance between θk,γ(z) and its ground truth was at most 1.3 ·
10−14k. With single-precision arithmetic, the corresponding errors were 7 · 10−7 and 6.3 ·
10−6k.
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5 Numerical experiments
5.1 GSM vs. direct optimization of the trimmed lasso
First, to illustrate the advantage of our soft penalty, we compared the following three
methods to optimize (3): (1) DC-programming; (2) ADMM and (3) our GSM method. The
first two methods directly optimize the trimmed lasso penalized (3), whereas GSM uses our
surrogate penalty as in Algorithm 2. All methods were implemented by us in Matlab.2 Our
DC programming and ADMM schemes follow the descriptions in [9]; see Appendix C for
further details.
We considered the following simulation setup: In each realization, we generate a random
matrix A of size 60 × 300 whose entries are drawn i.i.d. N (0, 1), followed by column
normalization. For k ∈ {10, 20, 25}, we generate a random k-sparse signal x0 whose nonzero
coordinates are i.i.d. N (0, 1). We observe y = Ax0 + e, where e ∈ R60 is a random noise
vector, whose entries are drawn i.i.d. N (0, 1) and normalized such that ‖e‖2 = 0.01·‖Ax0‖2.
We considered several values of λ in the interval [10−5, 1] · λ¯, where λ¯ is defined in (5). For
each obtained solution xˆ, we compute its normalized objective Fλ(xˆ)/Fλ(x0). Values near
or below 1 indicate solutions close to the global minimizer, as follows from Theorem 2.4,
whereas values significantly above 1 indicate highly suboptimal solutions, typically with a
very different support from that of x0.
Figure 1 shows, for two different values of λ, the normalized objectives obtained by the
three methods over 100 random realizations of A,x0, e at the sparsity levels k = 10, 20, 25.
Points above the diagonal imply that GSM found solutions with lower objective values
than the competing method. As seen in the figure, small values of k lead to relatively easy
problems, where all methods succeed. At larger values of k, a significant number of problem
instances are successfully solved by our GSM method. In contrast, for many instances, DC
programming and ADMM output highly suboptimal solutions, as can be seen by the large
number of points in the top-left quadrant of the plots. Similar results were obtained for
other values of λ.
5.2 Sparse signal recovery
Next, we compare the performance of GSM to several popular methods in sparse signal
recovery. We considered the following simulation setup: In each realization, a k-sparse
signal x0 ∈ Rd, a random matrix A ∈ Rn×d and a noise vector e ∈ Rn were generated as
described below. The observed noisy vector is y = Ax0 + e.
Two types of matrices A were used: Uncorrelated matrices, whose entries are i.i.d. N (0, 1),
and correlated matrices, whose rows are drawn from a d-dimensional Gaussian distribution
N (0,Σ), with covariance matrix Σ given by σi,j = ρ|i−j|, ρ = 0.8, similarly to [10]. In both
cases, the columns of A were normalized to have unit `2-norm.
Two types of ground-truth signal x0 were used: (i) Gaussian signals, whose k nonzero
entries are at randomly chosen indices and their values are i.i.d. N (0, 1); (ii) equispaced
linear signals, whose k nonzeros are at indices {1, 1 + s, . . . , 1 + ks}, s = ⌊d−1k ⌋, their
magnitudes are chosen from
{
1 + i−1k−129
∣∣∣ i = 1, . . . , k} randomly without repetition, and
their signs are i.i.d. ±1. Similar simulation designs were considered, e.g., in [18].
The vector e ∈ Rn was distributed as e ∼ N (0, σ2In) with variance σ2 = ν2Ex
[
‖Ax‖22
]
/n,
where ν ∈ [0, 1] is a noise-strength parameter, and the expectation Ex
[
‖Ax‖22
]
is over the
2Our Matlab code is available at https://github.com/tal-amir/sparse-approximation-gsm.
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(a) λ = 0.005 · λ¯ (b) λ = 0.005 · λ¯
(c) λ = 0.5 · λ¯ (d) λ = 0.5 · λ¯
Figure 1: Objective values of solutions to (3) obtained by DC programming (left) and
by ADMM (right), compared with the objective of the solution obtained by our GSM
method. Each objective value is normalized by that of the original x0. Each point represents
one realization. Points above the diagonal represent instances where GSM found better
solutions. Normalized objectives much higher than 1 indicate highly suboptimal solutions.
distribution of x0, estimated empirically from 2000 randomly drawn signals. With these
definitions, the signal-to-noise ratio (SNR) is given by SNR = E
[‖Ax‖22]/E[‖e‖22] = 1/ν2.
Evaluated methods. We compared the following 8 methods: 1-2) Two variants of our
GSM, with residual norm power p = 2 or p = 1, as in (3) and (4), respectively; 3) Iterative
support detection (ISD) [74]; 4-5) `p-minimization by IRLS and by IRL1; 6) Minimization
of the trimmed lasso by the DC programming scheme in [9, algorithm 1]; 7) Least-squares
OMP; 8) Basis pursuit denoising [28]. For ISD, we used the code provided by its authors.
For all other methods, we used our own Matlab implementation. As we assume that the
sparsity level k is given, the output of each method was post-processed by solving a least-
squares problem on its k largest-magnitude entries and setting the other entries to zero
— thereby ensuring that the evaluated solution is k-sparse and is optimal on its support.
Further details on the parameters of various methods above appear in Appendix C. Due to
its prohibitive runtime, we did not include the MIP method of [10] in our tests.
Performance evaluation. A solution xˆ was evaluated by the following 3 measures: (i)
normalized objective value; (ii) relative recovery error, and (iii) support precision, given by
NormObj(xˆ) = ‖Axˆ− y‖2‖Ax0 − y‖2
, RecErr(xˆ) = ‖xˆ− x0‖1‖x0‖1
, SuppPrec(xˆ) = |supp(xˆ) ∩ supp(x0)|
k
where supp(x) = {i ∈ [d] |xi 6= 0},
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Figure 2: Recovery of k-sparse signals in a near-zero noise setting (ν = 10−6). Matrix size:
100× 800. Top row: Gaussian signal, uncorrelated matrix. Bottom row: Equispaced linear
signal, correlated matrix.
An optimization was deemed successful if xˆ is at least as optimal in (P0) as x0, namely
NormObj(xˆ) ≤ 1. Solutions that satisfy this condition are guaranteed by Theorem 2.5 to
be close to the ground-truth x0 (provided that α2k is not too small), whereas solutions
with NormObj(xˆ)  1 are highly suboptimal and, in practice, are often poor estimates
of x0. Since some methods have various early stopping criteria, we consider a recovery as
successful if RecErr(xˆ) ≤ max{2ν, 10−3}. The results are not sensitive to these specific
thresholds.
Recovery performance as a function of sparsity level. Here we illustrate the effect
of the sparsity level k on the difficulty of recovering a k-sparse signal x0. For each k ∈
{16, 18, 20, . . . , 48}, the eight methods were evaluated on 200 random instances of A,x0 and
e, with A ∈ R100×800 and essentially zero noise (ν = 10−6). The results appear in figure 2.
As seen in the plots, GSM achieved the highest optimization and recovery success rates,
with the closest competitor being iterative support detection. The improved performance
of ISD over some of the other methods is in accordance with [74]. Empirically, the power-2
variant of GSM was slightly better than the power-1 variant. Importantly, GSM achieved
the highest average support precision, except at large values of k, where the recovery success
rates of all methods were near zero. The similarity between the recovery and optimization
success rates as a function of k, seen by comparing the first and second columns of figure 2, is
due to the near absence of noise, in accordance with the recovery guarantee of Theorem 2.5.
Figure 3 shows the results at a 5% noise level (ν = 0.05). As expected, noise degrades the
performance of all methods. Still, GSM achieves the highest accuracy. In contrast to the
noiseless case, here at high values of k, some methods obtain a small residual ‖Ax−y‖2 by
an incorrect set of columns, whose linear combination (over-)fits the noisy vector y. Hence,
23
The Trimmed Lasso: Sparse Recovery Guarantees and Practical Optimization by the Generalized
Soft-Min Penalty A Preprint
Figure 3: Recovery of k-sparse signals in a ν = 5% noise setting. Top row: Gaussian signal,
uncorrelated matrix. Bottom row: Equispaced linear signal, correlated matrix.
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Figure 4: Comparison of recovery success rate of GSM and ISD for a k-sparse Gaussian
signal in Rd, with d = 600, as a function of the number of measurements n.
there is a notable difference between the optimization and recovery success rates. Further
numerical results appear in Appendix A. While all the above simulations used 100 × 800
matrices, similar qualitative results (not shown) were obtained with 50× 1000 matrices.
Number of required measurements. Finally, we compare the number of measurements
n required for successful recovery in a noiseless setting by GSM and by the next best
competitor, ISD, under the same setup as in [74, Figures 3-5]. Specifically, for d = 600,
we generate a k-sparse vector x0 whose non-zero entries are i.i.d. N (0, 1), where k ∈
{8, 40, 150}. Then, for various values of n, we estimate x0 from y = Ax0, where A ∈
Rn×d has i.i.d. entries N (0, 1) without column normalization. A recovery was considered
successful if ‖xˆ − x0‖1/‖x0‖1 < 10−2. Figure 4 illustrates the recovery success rates over
100 instances for each n, with GSM able to successfully recover a sparse signal from fewer
measurements than ISD.
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(a) k = 30 (b) k = 32
(c) k = 34 (d) k = 36
Figure 5: Cumulative distribution of the relative recovery error ‖xˆ− x0‖1/‖x0‖1 under 5%
noise (ν = 0.05). Gaussian signal, uncorrelated 100× 800 matrix.
Conclusion. Via several simulations, we illustrated the competitive performance of GSM
in solving (P0) and recovering sparse signals. This improved performance, nonetheless,
comes at a computational cost. In these simulations, each run of GSM considered about 30
different values of λ. For each value of λ, solving (3) by homotopy required several hundreds
of values of γ. For each γ, solving (17) typically required up to 3 iterations of marjorization-
minimization. Hence, from a computational standpoint, one run of GSM requires solving at
least several thousands of weighted `1 problems (26) or (27). Overall, the runtime of GSM
on a standard PC for a single instance of (P0) with a 100× 800 matrix ranged between few
minutes up to few hours. We would like to emphasize that computation of τk,γ and wk,γ
takes a negligible time compared to the time to solve the weighted `1 problems.
We remark that optimizations of (3) over different values of λ can be done in parallel.
Further speedups may be possible by using more specialized solvers of the weighted `1
problems that can be warm-started at the solutions of previous problem instances.
A Further numerical results
To further illustrate the improved performance of GSM, figure 5 shows, for selected values
of k, the cumulative distribution of the normalized recovery error
G(t) = P[‖xˆ− x0‖1/‖x0‖1 ≤ t]
under 5% noise (ν = 0.05). These results show that the better success rates of GSM are
not sensitive to the specific threshold that defines a successful recovery.
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B Proofs
B.1 Theory for the trimmed lasso
In our proofs, we shall use the following inequality
‖Av‖2 ≤ λb‖v‖1 ∀v ∈ Rd, (54)
where λb is as in (6). This inequality follows directly from the triangle inequality.
Proof of Theorem 2.1. Let x∗ be a local minimum of Fλ. Let Λ ⊂ [d] be an index set of the
d− k smallest-magnitude entries of x∗, breaking ties arbitrarily. Define w ∈ Rd by
wi =
{
1 i ∈ Λ
0 otherwise.
Let Fλ,w(x) = 12‖Ax− y‖22 + λ〈w, |x|〉. Then Fλ(x∗) = Fλ,w(x∗). Moreover, for any x ∈
Rd, Fλ(x) ≤ Fλ,w(x). Combining these two properties with the assumption that x∗ is a
local minimum of Fλ implies that x∗ is also a local minimum of Fλ,w. Since Fλ,w is convex,
then x∗ is also a global minimum.
Next, we claim that ‖Ax∗ − y‖2 ≤ ‖y‖2. Suppose otherwise by contradiction. For α ∈ [0, 1],
define xα = (1− α)x∗ + α0, with 0 ∈ Rd denoting the zero vector. Since Fλ,w is convex,
Fλ,w(x
α) ≤ (1− α)Fλ,w(x∗) + αFλ,w(0)
=
1
2
(
(1− α)‖Ax∗ − y‖22 + α‖y‖22
)
+ (1− α)λ〈w, |x∗|〉.
The assumption that ‖y‖2 < ‖Ax∗ − y‖2 into the above yields that for α ∈ (0, 1),
Fλ,w(x
α) <
1
2
‖Ax∗ − y‖22 + (1− α)λ〈w, |x∗|〉 ≤
1
2
‖Ax∗ − y‖22 + λ〈w, |x∗|〉 = Fλ,w(x∗),
contradicting the fact that x∗ is a global minimum of Fλ,w. Therefore, ‖Ax∗ − y‖2 ≤ ‖y‖2.
For a function f : Rd → R, denote by ∂f(x) the subdifferential of f at x. We now calculate
∂Fλ,w(x
∗). The term 12‖Ax− y‖22 is differentiable everywhere, and its subdifferential at x
is the singleton containing its gradient
{
AT (Ax− y)}. Next, define for x ∈ Rd,
V (x) =
{
v ∈ Rd
∣∣∣ ‖v‖∞ = 1, and ∀i with xi 6= 0, vi = signxi} . (55)
It can be shown that the subdifferential of 〈w, |x|〉 at x is given by the following set
∂〈w, |x|〉 = {vw |v ∈ V (x)} ,
where  denotes the Hadamard (entrywise) product. Therefore, by the Moreau-Rockafellar
theorem on the additivity of subdifferentials [8, Prop. 4.2.4, pg. 232][4, Thm. 2.9],
∂Fλ,w(x) =
{
AT (Ax− y) + λvw ∣∣v ∈ V (x)} .
Since x∗ is a global minimum of Fλ,w, ∂Fλ,w(x∗) contains the zero vector. Thus, there
exists v ∈ V (x∗) such that AT (Ax∗ − y) + λvw = 0.
Suppose that x∗ is not k-sparse. Then there exists some index i such that wi = 1 and
x∗i 6= 0. At that index i, 〈ai, Ax∗ − y〉+ λ · signx∗i = 0. Since ‖Ax∗ − y‖2 ≤ ‖y‖2,
λ = |〈ai, Ax∗ − y〉| ≤ ‖ai‖2‖Ax∗ − y‖2 ≤ ‖ai‖2‖y‖2 ≤ max
j=1,...,d
‖aj‖2‖y‖2 = λ¯.
Hence, for any λ > λ¯ any local minimum of Fλ must be k-sparse.
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Proof of Theorem 2.2. Let x∗ be a local minimum of F1λ, where λ > λb. Suppose by con-
tradiction that x∗ is not k-sparse. Let v = Πk(x∗)− x∗ 6= 0. Then for t ∈ [0, 1],
F1λ(x
∗ + tv)− F1λ(x∗) = ‖A(x∗ + tv)− y‖2 − ‖Ax∗ − y‖2 + λ[τk(x∗ + tv)− τk(x∗)].
By the triangle inequality,
‖A(x∗ + tv)− y‖2 − ‖Ax∗ − y‖2 ≤ t‖Av‖2.
As for the second term, x∗ + tv = (1− t)x∗ + tΠk(x∗). This vector coincides with x∗ on the
k largest-magnitude entries of x∗, and its remaining entries decrease linearly in magnitude
with (1− t). Therefore, τk(x∗ + tv) = (1− t)τk(x∗). Furthermore, since τk(x∗) = ‖v‖1
F1λ(x
∗ + tv)− F1λ(x∗) ≤ t‖Av‖2 + λ[(1− t)τk(x∗)− τk(x∗)] = t‖Av‖2 − tλ‖v‖1.
Eqs. (54), (6) and the fact that ‖v‖1(λb − λ) < 0, give that for all t ∈ (0, 1],
F1λ(x
∗ + tv)− F1λ(x∗) ≤ t‖v‖1(λb − λ) < 0.
This contradicts the assumption that x∗ is a local minimum of F1λ.
To prove Theorem 2.3, we first state and prove the following auxiliary lemma.
Lemma B.1. Suppose the matrix A ∈ Rn×d is of rank n, so that λa > 0. Let w ∈ [0, 1]d
such that
∑d
i=1wi = d− k. Let x∗ be a global minimum of
F1λ,w(x) = ‖Ax− y‖2 + λ〈w, |x|〉,
where 0 < λ < λa. Then Ax∗ = y.
Proof. Suppose by contradiction that Ax∗ 6= y. Let ∂F1λ,w(x) denote the subdifferential
of F1λ,w at x. Since Ax∗ 6= y, the term ‖Ax− y‖2 is differentiable at x = x∗, and its
subdifferential at x∗ is a singleton consisting of its gradient, namely
∂‖Ax− y‖2
∣∣∣∣
x=x∗
=
{
AT
Ax∗ − y
‖Ax∗ − y‖2
}
.
The subdifferential of 〈w, |x|〉 at x is given by ∂〈w, |x|〉 = {vw |v ∈ V (x)}, where V (x)
is given by (55). Therefore, by the Moreau-Rockafellar theorem,
∂F1λ,w(x
∗) =
{
AT
Ax∗ − y
‖Ax∗ − y‖2
+ λvw
∣∣∣∣v ∈ V (x∗)} .
Since x∗ is a global minimum of F1λ,w, ∂F1λ,w(x∗) contains the zero vector. Thus, there
exists some v ∈ V (x∗) such that
AT
Ax∗ − y
‖Ax∗ − y‖2
+ λvw = 0.
This implies that
λ‖vw‖2 =
∥∥∥∥AT Ax∗ − y‖Ax∗ − y‖2
∥∥∥∥
2
≥ σn(A).
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Since ‖v‖∞ ≤ 1, w ∈ [0, 1]d and
∑d
i=1wi = d− k, we have:
‖vw‖2 ≤ ‖w‖2 =
√√√√ d∑
i=1
w2i ≤
√√√√ d∑
i=1
wi =
√
d− k.
Therefore σn(A) ≤ λ‖vw‖2 ≤ λ
√
d− k, or λ ≥ σn(A)√
d−k = λa, which contradicts the as-
sumption that λ < λa.
Proof of Theorem 2.3. Let x∗ be a local minimum of F1λ with 0 < λ < λa. Let w ∈ Rd
such that wi = 1 at indices i corresponding to the d − k smallest-magnitude entries of x∗,
breaking ties arbitrarily, and wi = 0 elsewhere. By similar arguments to those in the proof
of Theorem 2.1, x∗ is a global minimum of F1λ,w. Therefore, by Lemma B.1, Ax∗ = y.
Proof of Theorem 2.4. We start with the case that x0 is k-sparse, so that τk(x0) = 0. Then
the assumption that Fλ(xˆ) ≤ Fλ(Πk(x0)) translates to
1
2
‖Axˆ− y‖22 + λτk(xˆ) ≤
1
2
‖e‖22. (56)
Since λτk(xˆ) ≥ 0 and y = Ax0 + e, it follows from (56) that
‖e‖2 ≥ ‖Axˆ− y‖2 = ‖A(xˆ− x0)− e‖2.
Denote xˆr = xˆ−Πk(xˆ). Then τk(xˆ) = ‖xˆr‖1 and by the triangle inequlity,
‖e‖2 ≥ ‖A(Πk(xˆ)− x0) +Axˆr − e‖2 ≥ ‖A(Πk(xˆ)− x0)‖2 − ‖Axˆr‖2 − ‖e‖2.
Note that Πk(xˆ)− x0 is 2k-sparse. Thus, using (8) and (54),
2‖e‖2 ≥ α2k‖Πk(xˆ)− x0‖1 − λb‖xˆr‖1.
By (56), λτk(xˆ) = λ‖xˆr‖1 ≤ 12‖e‖22, and thus
‖Πk(xˆ)− x0‖1 ≤
2
α2k
‖e‖2 +
1
2λ
λb
α2k
‖e‖22. (57)
This proves part 1 of the theorem for the case that x0 is k-sparse.
Next, suppose that x0 is an arbitrary vector in Rd. Denote x˜0 = Πk(x0) and e˜ = e +
A(x0 − x˜0). Then y = Ax0+e = Ax˜0+e˜, where x˜0 is k-sparse. By the triangle inequality,
‖Πk(xˆ)− x0‖1 ≤ ‖x0 − x˜0‖1 + ‖Πk(xˆ)− x˜0‖1 = τk(x0) + ‖Πk(xˆ)− x˜0‖1. (58)
Similarly, using (54),
‖e˜‖2 ≤ ‖e‖2 + ‖A(x0 − x˜0)‖2 ≤ ‖e‖2 + λb‖x0 − x˜0‖1 = ‖e‖2 + λbτk(x0). (59)
The assumption that Fλ(xˆ) ≤ Fλ(Πk(x0)), combined with the definition of e˜, implies that
Fλ(xˆ) ≤ Fλ(x˜0) = 12‖e˜‖22. Since x˜0 is k-sparse, and y = Ax˜0 + e˜, then by (57),
‖Πk(xˆ)− x˜0‖1 ≤
2
α2k
‖e˜‖2 +
1
2λ
λb
α2k
‖e˜‖22.
Combining this ineuqality with (58) gives
‖Πk(xˆ)− x0‖1 ≤ τk(x0) +
2
α2k
‖e˜‖2 +
1
2λ
λb
α2k
‖e˜‖22.
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Finally, inserting (59) to the above yields Eq. (9), and thus part 1 of the theorem is proven.
We now prove part 2. Suppose that xˆ is k-sparse. By the triangle inequality,
‖xˆ− x0‖1 ≤ ‖x0 −Πk(x0)‖1 + ‖xˆ−Πk(x0)‖1 = τk(x0) + ‖xˆ−Πk(x0)‖1.
By (8), the second term is bounded by ‖xˆ−Πk(x0)‖1 ≤ 1α2k ‖A(xˆ−Πk(x0))‖2. Thus,
‖xˆ− x0‖1 ≤τk(x0) +
1
α2k
‖A(xˆ−Πk(x0))‖2 = τk(x0) +
1
α2k
‖Axˆ− y − (AΠk(x0)− y)‖2
≤τk(x0) + 1
α2k
‖Axˆ− y‖2 +
1
α2k
‖AΠk(x0)− y‖2.
Since τk(xˆ) = τk(Πk(x0)) = 0, the assumption that Fλ(xˆ) ≤ Fλ(Πk(x0)) implies that
‖Axˆ− y‖2 ≤ ‖AΠk(x0)− y‖2. Therefore,
‖xˆ− x0‖1 ≤ τk(x0) +
2
α2k
‖AΠk(x0)− y‖2. (60)
Using the triangle inequality and inequality (54),
‖AΠk(x0)− y‖2 ≤ ‖Ax0 − y‖2 + ‖A(x0 −Πk(x0))‖2 ≤ ‖Ax0 − y‖2 + λb‖x0 −Πk(x0)‖1.
Since ‖Πk(x0)− x0‖1 = τk(x0) and ‖Ax0 − y‖2 = ‖e‖2, then ‖AΠk(x0)− y‖2 ≤ ‖e‖2 +
λbτk(x0). Inserting this into (60) yields (10), which proves part 2 of the theorem.
Proof of Theorem 2.5. We first prove parts 1 and 2 of the theorem when x0 is k-sparse. In
this case, the vector Πk(xˆ)− x0 is at most 2k-sparse. By (8) and the triangle inequality,
α2k‖Πk(xˆ)− x0‖1 ≤ ‖A(Πk(xˆ)− x0)‖2 ≤ ‖A ·Πk(xˆ)− y‖2 + ‖Ax0 − y‖2
≤ ‖Axˆ− y‖2 + ‖A(Πk(xˆ)− xˆ)‖2 + ‖e‖2.
Using (54), ‖A(Πk(xˆ)− xˆ)‖2 ≤ λb‖Πk(xˆ)− xˆ‖1 = λbτk(xˆ). Thus,
−NoV alue− (61)
α2k‖Πk(xˆ)− x0‖1 ≤ ‖Axˆ− y‖2 + λbτk(xˆ) + ‖e‖2. Since x0 is k-sparse, the assumption
that F1λ(xˆ) ≤ F1λ(Πk(x0)) reads as
‖Axˆ− y‖2 + λτk(xˆ) ≤‖AΠk(x0)− y‖2 + λτk(Πk(x0)) = ‖Ax0 − y‖2 = ‖e‖2. (62)
Combining the fact that λ ≤ λb with (62) gives
‖Axˆ− y‖2 + λbτk(xˆ) ≤ λbλ (‖Axˆ− y‖2 + λτk(xˆ)) ≤ λbλ ‖e‖2, (63)
Inserting (63) into (61) yields
‖Πk(xˆ)− x0‖1 ≤ 1α2k
(
λb
λ + 1
)
‖e‖2. (64)
This proves part 1 of the theorem when x0 is k-sparse.
Next, suppose that xˆ is also k-sparse. Here Πk(xˆ) = xˆ and τk(xˆ) = 0. Combining (61) and
(62) proves part 2 of the theorem when x0 is k-sparse, since
‖xˆ− x0‖1 ≤ 1α2k (‖Axˆ− y‖2 + ‖e‖2) ≤ 2α2k ‖e‖2. (65)
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We now generalize the proof to an arbitrary x0. Denote x˜0 = Πk(x0) and e˜ = e +
A(x0 − x˜0). Then y = Ax0 + e = Ax˜0 + e˜. By the triangle inequality,
‖Πk(xˆ)− x0‖1 ≤‖Πk(xˆ)− x˜0‖1 + ‖x0 − x˜0‖1 = ‖Πk(xˆ)− x˜0‖1 + τk(x0). (66)
Similarly, by the triangle inequality and (54),
‖e˜‖2 ≤‖e‖2 + ‖A(x0 − x˜0)‖2 ≤ ‖e‖2 + λb‖x0 − x˜0‖1 = ‖e‖2 + λbτk(x0). (67)
The assumption that F1λ(xˆ) ≤ F1λ(Πk(x0)) now reads
‖Axˆ− y‖2 + λτk(xˆ) ≤ ‖A ·Πk(x0)− y‖2 = ‖A ·Πk(x˜0)− y‖2 = F1λ(Πk(x˜0)).
Since y = Ax˜0 + e˜, F1λ(xˆ) ≤ F1λ(Πk(x˜0)) and x˜0 is k-sparse, using (64) with x0, e replaced
respectively by e˜, x˜0 gives
‖Πk(xˆ)− x˜0‖1 ≤ 1α2k
(
1 + λbλ
)
‖e˜‖2.
Inserting this into (66), and applying (67), gives
‖Πk(xˆ)− x0‖1 ≤ 1α2k
(
1 + λbλ
)
‖e˜‖2 + τk(x0) ≤ 1α2k
(
1 + λbλ
)
(‖e‖2 + λbτk(x0)) + τk(x0),
which proves part 1 of the theorem for a general x0. We now prove part 2. Suppose xˆ itself
is k-sparse, then by (65),
‖xˆ− x˜0‖1 ≤ 2α2k ‖e˜‖2.
Inserting (66) and (67) to the above inequality yields (12).
B.2 Properties of the GSM auxiliary functions
Before proving Lemma 4.1 we state the following lemma, which describes an important
property of θk,γ(z).
Lemma B.2. Let z ∈ Rd. Then for all 0 ≤ k ≤ d, γ ∈ (−∞,∞),
θik,γ(z) ∈ [0, 1], i = 1, . . . , d and
d∑
i=1
θik,γ(z) = k. (68)
Proof. For k = 0, d, the proof is trivial. Suppose that 0 < k < d. The fact that θik,γ ∈ [0, 1]
follows directly from the definition of θk,γ(z) in (29). Next, summing over all d coordinates,
each k-tuple Λ ⊂ [d] appears once in the denominator, but k times in the numerator —
once for each i that belongs to Λ. Therefore, the sum equals k, proving (68).
Proof of Lemma 4.1. We present the proof for the case γ→∞. The proof for γ → −∞ is
similar. If k = d, then [d] = Λa unionmulti Λb, and the proof follows directly from the definition of
wd,γ(z). Suppose that 0 < k < d. For z ∈ Rd, define smax = max|Λ|=k
∑
i∈Λ zi. We say that
a k-tuple Λ ⊂ [d] is maximal if ∑i∈Λ zi = smax. Then we may rewrite (29) as follows,
θik,γ(z) =
∑
|Λ|=k, i∈Λ exp
(
γ
(∑
j∈Λ zj − smax
))
∑
|Λ|=k exp
(
γ
(∑
j∈Λ zj − smax
)) .
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Now, if Λ is maximal, then for any γ ∈ R, exp
(
γ
(∑
j∈Λ zj − smax
))
= 1. In contrast, if Λ
is not maximal, then
∑
j∈Λ zj < smax, and thus exp
(
γ
(∑
j∈Λ zj − smax
))
−→
γ→∞0. Therefore,
in the limit γ →∞, θik,γ(z) equals the number of maximal k-tuples Λ that contain i, divided
by the total number of maximal k-tuples.
If i ∈ Λa, then every maximal k-tuple Λ must contain the index i, otherwise it would not be
maximal. Thus, lim
γ→∞ θ
i
k,γ(z) = 1. If i /∈ Λa∪Λb, then every k-tuple that contains i is surely
not maximal, and then lim
γ→∞ θ
i
k,γ(z) = 0. Finally, define Λc = (Λa ∪ Λb)c. By Lemma B.2,
k =
d∑
i=1
θik,γ(z) =
∑
i∈Λa
θik,γ(z) +
∑
i∈Λb
θik,γ(z) +
∑
i∈Λc
θik,γ(z).
Now take the limit as γ → ∞. In the right-hand side above, the sum over i ∈ Λa tends to
|Λa|, whereas the sum over i ∈ Λc tends to zero. As for the middle sum, by definition for all
i ∈ Λb, the values zi are equal. Hence, the corresponding values θik,γ(z) are also all equal.
Therefore,
lim
γ→∞ θ
i
k,γ(z) =
k − |Λa|
|Λb| ∀i ∈ Λb.
Proof of Lemma 4.2. For k = 0, d, the proof is trivial and thus omitted. Suppose that
0 < k < d. For γ = 0, (33) holds by definition. Let γ 6= 0,±∞. Then
µk,γ(z)−
d∑
i=1
zi =
1
γ
log
 1(
d
k
) ∑
|Λ|=k
exp
(
γ
∑
i∈Λ
zi
)− 1
γ
log
(
exp
(
γ
d∑
i=1
zi
))
=
1
γ
log
 1(
d
k
) ∑
|Λ|=k
exp
(
γ
∑
i∈Λ
zi − γ
d∑
i=1
zi
)
=
1
γ
log
 1(
d
d−k
) ∑
|Λ|=d−k
exp
(
−γ
∑
i∈Λ
zi
) = −µd−k,−γ(z).
Thus, for any finite γ, µk,γ(z) + µd−k,−γ(z) =
∑d
i=1zi. Differentiating with respect to zi
gives that θik,γ(z) + θid−k,−γ(z) = 1. Thus, (33) holds for any finite γ. Taking the limits as
γ→±∞ yields that (33) holds also for γ = ±∞.
The following lemma describes some continuity properties of µk,γ(z).
Lemma B.3. For any z ∈ Rd, the function µk,γ(z) is monotone-increasing w.r.t. γ, and
lim
γ→−∞ µk,γ(z) = min|Λ|=k
∑
i∈Λ
zi, lim
γ→0
µk,γ(z) =
k
d
d∑
i=1
zi, lim
γ→∞ µk,γ(z) = max|Λ|=k
∑
i∈Λ
zi.
(69)
Moreover, the limits as γ→∞ and γ→−∞ are uniform over z ∈ Rd. Specifically,
min
|Λ|=k
∑
i∈Λ
zi ≤ µk,γ(z) ≤ min|Λ|=k
∑
i∈Λ
zi − 1
γ
log
(
d
k
)
∀z ∈ Rd, γ < 0. (70)
with a similar inequality holding for γ > 0.
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Proof. Consider the limit γ → 0, and write µk,γ(z) = log(hk,γ(z))/γ where
hk,γ(z) =
∑
|Λ|=k exp
(
γ
∑
i∈Λ zi
)
D
and D =
(
d
k
)
. Then, by L’Hospital’s rule,
lim
γ→0
µk,γ(z) = lim
γ→0
∂
∂γhk,γ(z)
hk,γ(z)
=
1
D
∑
|Λ|=k
∑
i∈Λ
zi.
Since each zi appears in k/d of all subsets Λ ⊂ [d] of size k, the sum above equals k/d
∑
i zi.
Next, we address the limits as γ → ±∞. Let smax = max|Λ|=k
∑
i∈Λ zi and γ > 0. Then,
µk,γ(z) ≤ 1
γ
log (exp(γsmax)) = smax.
On the other hand,
µk,γ(z) ≥ 1
γ
log
(
exp(γsmax)
D
)
≥ smax − 1
γ
log (D).
Thus, by the two above inequalities, for all γ > 0,
max
|Λ|=k
∑
i∈Λ
zi − 1
γ
log (D) ≤ µk,γ(z) ≤ max|Λ|=k
∑
i∈Λ
zi. (71)
As γ → ∞ the second term on the left-hand side vanishes. Thus, as γ → ∞, uniformly in
z, µk,γ(z)→ max|Λ|=k
∑
i∈Λ zi. Inserting (32) into (71) and replacing z by −z gives
max
|Λ|=k
∑
i∈Λ
(−zi)− 1
γ
log (D) ≤ −µk,−γ(z) ≤ max|Λ|=k
∑
i∈Λ
(−zi) = − min|Λ|=k
∑
i∈Λ
zi,
whence (70) follows. In addition, uniformly in z, µk,γ(z)→ min|Λ|=k
∑
i∈Λ zi as γ → −∞.
We now prove that µk,γ(z) increases monotonically w.r.t. γ. Let s ∈ RD be the vector
whose D coordinates contain all the partial sums
∑
i∈Λ zi of all subsets Λ ⊂ [d] of size k.
Then
µk,γ(z) =
1
γ
log
 1
D
D∑
j=1
exp(γsj)
 .
Differentiating with respect to γ at any finite γ 6= 0 yields
∂
∂γ
µk,γ(z) =
1
γ2
∑D
j=1(γsj) exp (γsj)∑D
j=1 exp (γsj)
− 1
γ2
log
 1
D
D∑
j=1
exp (γsj)
.
Let yj = exp (γsj) and pj = yj∑D
i=1 yi
. Then,
γ2 ∂∂γµk,γ(z) =
D∑
j=1
pj log (yj)− log
 1
D
D∑
j=1
yj
 = D∑
j=1
pj log
(
pj
D∑
i=1
yi
)
− log
 1
D
D∑
j=1
yj

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Since
∑
j pj = 1, expanding the right-hand side, the term log(
∑
i yi) cancels, and we obtain
γ2
∂
∂γ
µk,γ(z) =
D∑
j=1
pj log (pj)− log 1
D
.
Since −∑Dj=1 pj log (pj) is the entropy of the probability distribution (p1, . . . , pD), it is
smaller or equal to logD. Hence, ∂∂γµk,γ(z) ≥ 0 for all finite γ 6= 0. Since µk,γ(z) is
continuous w.r.t. γ at γ = 0, it follows that µk,γ(z) is monotone increasing w.r.t. γ.
The following lemma describes the convexity of µk,γ(z).
Lemma B.4. Let 0 ≤ k ≤ d, γ ∈ [−∞,∞]. Then µk,γ(z) is convex in z for γ ≥ 0 and
concave in z for γ ≤ 0. In particular, for any z, z0 ∈ Rd,
µk,γ(z) ≥ µk,γ(z0) + 〈θk,γ(z0), z− z0〉 γ ≥ 0
µk,γ(z) ≤ µk,γ(z0) + 〈θk,γ(z0), z− z0〉 γ ≤ 0. (72)
Proof. At γ = 0, µk,0(z) is linear in z, and thus both convex and concave, and by the
definitions in (28) and (29), the lemma holds. Next, suppose that γ > 0. Given z ∈ Rd,
define D =
(
d
k
)
and let s ∈ RD be the vector whose D coordinates contain the sums∑i∈Λ zi
of all subsets Λ ⊂ [d] of size k. From the definition of µk,γ(z) in (28),
µk,γ(z) = µ1,γ(s) =
1
γ
log
 1
D
D∑
j=1
exp(γsj)
 .
The right-hand side is a log-sum-exp function, which is known to be convex (see [14, §3.1.5,
pg. 72]). At γ = ∞, µ1,∞(·) is the maximum function, which is also convex. Hence, for
γ > 0, µ1,∞(s) is convex in s. Since the transformation z 7→ s is linear, µk,γ(z) is convex in
z.
For 0 < γ < ∞, µk,γ(z) is differentiable and ∇zµk,γ(z) = θk,γ(z). Therefore, (72) follows
from the convexity of µk,γ(z). Keeping z, z0 fixed and taking the limit as γ→∞ yields that
(72) also holds at γ =∞. Finally, by (32), µk,γ(z) = −µk,−γ(−z), implying that µk,γ(z) is
concave for γ < 0. Hence, the second equation in (72) holds for γ < 0 as well.
Proof of Lemma 4.3. For brevity, we only state the main steps of the proof. We define
M
(r)
q (z) as the sum of the q largest entries of (zr, . . . , zd). Namely, for 1 ≤ r ≤ d+ 1,
M (r)q (z) =

0 q = 0∑q
i=1z
(r)
(i) 1 ≤ q ≤ d− r + 1
−∞ q > d− r + 1.
(73)
For r = 1, denote Mq(z) = M (1)q (z). It can be shown that a(r)q,γ(z) of (36) satisfy the
recursion for 1 ≤ r ≤ d− 1 and 1 ≤ q ≤ d− r,
a(r)q,γ(z) =a
(r+1)
q,γ (z) exp
(
γ
(
M (r+1)q (z)−M (r)q (z)
))
+
a
(r+1)
q−1,γ(z) exp
(
γ
(
zr +M
(r+1)
q−1 (z)−M (r)q (z)
)) (74)
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The terms inside the exponents in (74) can be shown to satisfy by the following formulas
M (r+1)q (z)−M (r)q (z) = −
[
zr − z(r+1)(q)
]
+
zr +M
(r+1)
q−1 (z)−M (r)q (z) = −
[
zr − z(r+1)(q)
]
−
(75)
for 1 ≤ r ≤ d− 1 and 1 ≤ q ≤ d− r. From (75), the lemma follows.
B.3 Properties of the GSM penalty
Proof of Lemma 3.1. Recall that by (34), τk,γ(x) = µd−k,−γ(|x|). From Lemma B.3,
µd−k,−γ(z) is monotone decreasing with respect to γ, and thus so is τk,γ(x). Moreover,
lim
γ→0
τk,γ(x) = lim
γ→0
µd−k,−γ(|x|) = d− k
d
d∑
i=1
|xi|.
Next, replacing z by |x|, k by d− k and γ by −γ in (70) gives
min
|Λ|=d−k
∑
i∈Λ
|xi| ≤ µd−k,−γ(|x|) ≤ min|Λ|=d−k
∑
i∈Λ
|xi|+ 1
γ
log
(
d
k
)
.
Combining (13) and (34) with the above inequality yields Eq. (16).
Proof of Lemma 3.2. Let x ∈ Rd and suppose w.l.o.g. that |x1| ≤ |x2| ≤ · · · ≤ |xd|. Let
z = −|x|. Then, z1 ≥ z2 ≥ · · · ≥ zd, and
|x|(k) = |xd−k+1| = −zd−k+1, |x|(k+1) = |xd−k| = −zd−k. (76)
Let Λa, Λb be the two subsets defined in Lemma 3.2, namely
Λa =
{
i ∈ [d]
∣∣∣ |xi| < |x|(k)} , Λb = {i ∈ [d] ∣∣∣ |xi| = |x|(k)} .
Similarly, let Λ˜a, Λ˜b be as defined for z in (31) in the case γ→∞, with k replaced by d−k,
Λ˜a = {i ∈ [d] | zi > zd−k} , Λ˜b = {i ∈ [d] | zi = zd−k} .
Suppose first that |x|(k) = |x|(k+1). Then by (76), zd−k+1 = zd−k, which implies that
i ∈ Λa ⇐⇒ |xi| < |x|(k) ⇐⇒ zi > zd−k+1 ⇐⇒ zi > zd−k ⇐⇒ i ∈ Λ˜a,
i ∈ Λb ⇐⇒ |xi| = |x|(k) ⇐⇒ zi = zd−k+1 ⇐⇒ zi = zd−k ⇐⇒ i ∈ Λ˜b.
Since in this case Λa = Λ˜a and Λb = Λ˜b, Eq. (22) follows directly from (34) and Lemma 4.1.
Next, suppose that |x|(k) > |x|(k+1). Then Λa = {1, . . . , d− k}. In this case, Eq. (22),
which we need to prove, simplifies to
lim
γ→∞ w
i
k,γ(x) =
{
1 i ∈ Λa
0 otherwise.
(77)
To prove the first part of (77), note that by (76), zd−k+1 < zd−k, so Λa = {1, . . . , d− k} =
Λ˜a ∪ Λ˜b. Now, by (30), for i ∈ Λ˜a,
lim
γ→∞ w
i
k,γ(x) = limγ→∞ θ
i
d−k,γ(z) = 1.
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If i ∈ Λ˜b, then also by (30),
lim
γ→∞ w
i
k,γ(x) = limγ→∞ θ
i
d−k,γ(z) =
d−k−|Λ˜a|
|Λ˜b| =
|Λ˜b|
|Λ˜b| = 1.
To conclude the proof, note that if i /∈ Λa, then i /∈ Λ˜a ∪ Λ˜b, and by (30), lim
γ→∞ w
i
k,γ(x) =
limγ→∞ θid−k,γ(z) = 0.
Proof of Lemma 3.3. This lemma follows directly by combining Lemma B.2 with (34).
Proof of Lemma 3.4. Let γ ∈ [0,∞]. By Lemma B.4, for any z, z0 ∈ Rd,
µd−k,−γ(z) ≤ µd−k,−γ(z0) + 〈θd−k,−γ(z0), z− z0〉.
Let z = |x|, z0 = |x0|. Combining the above with (25) and (34) proves the lemma, since
τk,γ(x) ≤ τk,γ(x0) + 〈wk,γ(x0), |x| − |x0|〉 = φk,γ(x,x0).
B.4 Convergence analysis
To analyze the convergence of Algorithms 1 and 2, we first state and prove two auxiliary
lemmas regarding the directional derivatives of the GSM penalty τk(x) and of its majorizer
φk,γ(x, x˜) at x = x˜. Note that when referring to a function g(x, x˜) of two variables, the
directional derivative is with respect to the first variable,
∇vg(x, x˜) = lim
t↘0
g(x+ tv, x˜)− g(x, x˜)
t
.
Lemma B.5. For any x ∈ Rd and 0 ≤ γ <∞, the directional derivative in direction v 6= 0
of τk,γ(x) and of φk,γ(x,x) are equal and are given by
∇vτk,γ(x) = ∇vφk,γ(x,x) =
d∑
i=1
wik,γ(x)δ(xi, vi)vi, (78)
where δ(α, β) is defined for α, β ∈ R by
δ(α, β) =
{
sign(α) α 6= 0,
sign(β) α = 0.
(79)
Lemma B.6. Let x,v ∈ Rd. If x is non-ambiguous, then (78) holds also for γ =∞. For
a general x ∈ Rd, let Λa =
{
i
∣∣∣ |xi| < |x|(k)} and Λb = {i ∣∣∣ |xi| = |x|(k)}. Then
∇vτk(x) =
∑
i∈Λa
δ(xi, vi)vi + min
{∑
i∈Λ
δ(xi, vi)vi
∣∣∣∣∣Λ ⊆ Λb, |Λ| = d− k − |Λa|
}
(80)
∇vφk,∞(x,x) =
∑
i∈Λa
δ(xi, vi)vi + mean
{∑
i∈Λ
δ(xi, vi)vi
∣∣∣∣∣Λ ⊆ Λb, |Λ| = d− k − |Λa|
}
.
(81)
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Lemmas B.5 and B.6 lead to the following corollary, which states that the objective Fλ,γ(x)
and majorizer Gλ,γ(x, x˜) have the same first-order behavior about x = x˜. This, in turn,
leads to desirable convergence properties of Algorithm 1, as outlined in Lemma 3.5.
Corollary B.7. If γ is finite or x is non-ambiguous, then
∂vFλ,γ(x) = ∂vGλ,γ(x,x) = 〈Ax− y, Av〉+ λ
d∑
i=1
wik,γ(x)δ(xi, vi)vi
∂vF
1
λ,γ(x) = ∂vG
1
λ,γ(x,x) =

〈
Ax−y
‖Ax−y‖2 , Av
〉
+ λ
∑d
i=1w
i
k,γ(x)δ(xi, vi)vi Ax 6= y
‖Av‖2 + λ
∑d
i=1w
i
k,γ(x)δ(xi, vi)vi Ax = y.
(82)
Proof of Lemma B.5. By (34), for any t > 0, τk,γ(x+ tv) = µd−k,−γ(|x+ tv|). Since
γ < ∞, µd−k,−γ(z) is infinitely differentiable and ∇µd−k,−γ(z) = θd−k,−γ(z). By Taylor’s
expansion of µd−k,−γ(z) at z = |x+ tv| about z0 = |x|,
µd−k,−γ(|x+ tv|) = µd−k,−γ(|x|) + 〈θd−k,−γ(|x|), |x+ tv| − |x|〉+ o(‖|x+ tv| − |x|‖2),
By the triangle inequality, ‖|x+ tv| − |x|‖2 ≤ t‖v‖2. Therefore,
µd−k,−γ(|x+ tv|) = µd−k,−γ(|x|) + 〈θd−k,−γ(|x|), |x+ tv| − |x|〉+ o(t).
Note that if t is small enough, then for any nonzero xi, sign(xi + tvi) = sign(xi), and thus
|xi + tvi| − |xi| = t · δ(xi, vi)vi. (83)
Thus,
∇vτk,γ(x) = lim
t↘0
τk,γ(x+ tv)− τk,γ(x)
t
= lim
t↘0
µd−k,−γ(|x+ tv|)− µd−k,−γ(|x|)
t
= lim
t↘0
[〈
θd−k,−γ(|x|), |x+ tv| − |x|
t
〉
+
o(t)
t
]
=
d∑
i=1
θid−k,−γ(|x|)δ(xi, vi)vi =
d∑
i=1
wik,γ(x)δ(xi, vi)vi.
Finally, by the definition of φk,γ in (25), φk,γ(x+ tv,x) = τk,γ(x) +
〈wk,γ(x), |x+ tv| − |x|〉. Combining the above with (83) proves the lemma, since
∇vφk,γ(x,x) = lim
t↘0
φk,γ(x+ tv,x)− φk,γ(x,x)
t
= lim
t↘0
φk,γ(x+ tv,x)− τk,γ(x)
t
= lim
t↘0
〈wk,γ(x), |x+ tv| − |x|〉
t
=
d∑
i=1
wik,γ(x)δ(xi, vi)vi.
Proof of Lemma B.6. Let t > 0. Define the sets of indices Λˆa, Λˆb for the vector x+ tv the
same way Λa and Λb are defined for x. Namely,
Λˆa =
{
i
∣∣∣ |xi + tvi| < |x+ tv|(k)} , Λˆb = {i ∣∣∣ |xi + tvi| = |x+ tv|(k)} .
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Then, for any j ∈ Λb, τk(x) can be expressed by
τk(x) =
∑
i∈Λa
|xi|+ (d− k − |Λa|)|xj |. (84)
Similarly, for any j ∈ Λˆb,
τk(x+ tv) =
∑
i∈Λˆa
|xi + tvi|+
(
d− k −
∣∣∣Λˆa∣∣∣)|xj + tvj |. (85)
For a small enough t > 0, any strict inequality between entries of |x| is maintained in
|x+ tv|. Thus, if |xi| < |x|(k), then for sufficiently small t, |xi + tvi| < |x+ tv|(k). Hence,
Λa ⊆ Λˆa. (86)
Similarly, for all indices i such that |xi| > |x|(k), |xi + tvi| > |x+ tv|(k). Thus (Λa ∪ Λb)c ⊆(
Λˆa ∪ Λˆb
)c
. Therefore, Λˆa ∪ Λˆb ⊆ Λa ∪Λb. Since Λˆa and Λˆb are disjoint, this implies that
Λˆb =
(
Λˆa ∪ Λˆb
)
\ Λˆa ⊆ (Λa ∪ Λb) \ Λa = Λb. (87)
Also note that
Λˆa \ Λa ⊆
(
Λˆa ∪ Λˆb
)
\ Λa ⊆ (Λa ∪ Λb) \ Λa = Λb. (88)
We now express τk(x+ tv) of (85) in terms of Λa and Λb. From (86), it follows that the
three sets
{
Λa, Λˆa \ Λa, Λˆb
}
form a disjoint partition of Λˆa ∪ Λˆb. Consider the formula
for τk(x+ tv) in (85) as a sum of d − k terms:
∣∣∣Λˆa∣∣∣ of which originate from Λˆa and the
remaining d− k −
∣∣∣Λˆa∣∣∣ originate from Λˆb. By (86), the sum must contain all the elements
of Λa. The remaining d − k − |Λa| elements belong to Λˆa \ Λa or Λˆb, both of which are
subsets of Λb, according to (87) and (88). Necessarily, these remaining elements are exactly
the d− k− |Λa| smallest-magnitude entries of |x+ tv| among all entries with indices in Λb.
Therefore, τk(x+ tv) can be expressed by
τk(x+ tv) =
∑
i∈Λa
|xi + tvi|+ min
{∑
i∈Λ
|xi + tvi|
∣∣∣∣∣Λ ⊆ Λb, |Λ| = d− k − |Λa|
}
. (89)
Since |xi| is the same for any i ∈ Λb, we can reformulate (84) and express τk(x) by
τk(x) =
∑
i∈Λa
|xi|+ min
{∑
i∈Λ
|xi|
∣∣∣∣∣Λ ⊆ Λb, |Λ| = d− k − |Λa|
}
. (90)
Since any Λ ⊆ Λb of size d − k − |Λa| attains the minimum in (90), we can subtract (90)
from (89) and assume w.l.o.g. that the minimum in both formulae is attained at the same
set Λ. Thus,
τk(x+ tv)− τk(x) =
∑
i∈Λa
(|xi + tvi| − |xi|) +
min
{∑
i∈Λ
(|xi + tvi| − |xi|)
∣∣∣∣∣Λ ⊆ Λb, |Λ| = d− k − |Λa|
}
.
(91)
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Suppose that t > 0 is small enough. Then plugging (83) into (91) yields
τk(x+ tv)− τk(x)
t
=
∑
i∈Λa
δ(xi, vi)vi + min
{∑
i∈Λ
δ(xi, vi)vi
∣∣∣∣∣Λ ⊆ Λb, |Λ| = d− k − |Λa|
}
.
(92)
Therefore, (80) holds.
We now turn to calculate ∇vφk,∞(x,x). By the definition of φk,∞,
φk,∞(x+ tv,x) = τk(x) + 〈wk,∞(x), |x+ tv| − |x|〉.
Thus,
∇vφk,∞(x,x) = lim
t↘0
φk,∞(x+ tv,x)− φk,∞(x,x)
t
= lim
t↘0
φk,∞(x+ tv,x)− τk(x)
t
= lim
t↘0
〈wk,∞(x), |x+ tv| − |x|〉
t
=
d∑
i=1
wik,∞(x) · lim
t↘0
|xi + tvi| − |xi|
t
(a)
=
d∑
i=1
wik,∞(x) · δ(xi, vi)vi
(b)
=
∑
i∈Λa
δ(xi, vi)vi +
d− k − |Λa|
|Λb|
∑
i∈Λb
δ(xi, vi)vi,
(93)
where (a) follows from (83) and (b) follows from (22). Consider (93) and note that
d− k − |Λa|
|Λb|
∑
i∈Λb
δ(xi, vi)vi = mean
{∑
i∈Λ
δ(xi, vi)vi
∣∣∣∣∣Λ ⊆ Λb, |Λ| = d− k − |Λa|
}
,
since the above left-hand side is the average of the set {δ(xi, vi)vi | i ∈ Λb} multiplied by
d − k − |Λa|, and the right-hand side is the average of all possible sums of d − k − |Λa|
members of the same set. Hence, (81) holds.
Lastly, suppose that x is non-ambiguous. Since |x|(k+1) < |x|(k), |Λa| = d− k. Hence, the
sums in (80) and (81) are over sets Λ of size d− k − |Λa| = 0, and thus vanish — making
the formulae in (80) and (81) coincide.
Before proving our main convergence result for Algorithm 1, namely Lemma 3.5, we prove
the following auxiliary lemma.
Lemma B.8. Suppose that any k columns of A are linearly independent. Then for all
λ > 0, γ ∈ [0,∞], c ∈ R, the set S =
{
x ∈ Rd
∣∣∣ Fλ,γ(x) ≤ c} is compact.
Proof. Since Fλ,γ is continuous, the set S is closed. From Lemma 3.1, it follows that
Fλ,γ(x) ≥ Fλ(x) for all x ∈ Rd and γ ∈ [0,∞]. It thus suffices to prove the lemma for γ =∞.
Suppose by contradiction that there exists a sequence
{
xt
}∞
t=1
such that
∥∥xt∥∥→∞ and yet
Fλ
(
xt
) ≤ c. Consider the sequence {Πk(xt)}∞t=1 and recall that τk(x) = ‖x−Πk(x)‖1.
Since Fλ(x) ≥ λτk(x), the assumption Fλ
(
xt
) ≤ c for all t implies that ∥∥xt −Πk(xt)∥∥1 ≤ λc .
This, in turn, implies that
∥∥Πk(xt)∥∥−→
t→∞∞. Now, let σ1 be the largest singular value of A,
and let σmin be the smallest singular value of any n× k sub-matrix of A. The assumption
that any k columns of A are linearly independent implies that σmin > 0. Now,
Fλ(x) ≥ 1
2
‖Ax− y‖22 ≥
1
2
(‖AΠk(x)‖2 − ‖y‖2 − ‖A(x−Πk(x))‖2)2
≥ 1
2
(σmin‖Πk(x)‖2 − ‖y‖2 − σ1‖x−Πk(x)‖2)2.
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Plugging x = xt into the inequality above, with
∥∥Πk(xt)∥∥−→
t→∞∞ while ‖x−Πk(x)‖2 is
bounded, implies that Fλ
(
xt
)→∞, which is a contradiction.
We are now ready to prove Lemma 3.5. Our proof is based on [66, Theorem 1].
Proof of Lemma 3.5. Since γ is finite, Gλ,γ(x, x˜) is continuous in (x, x˜). This fact, together
with Lemma B.5, imply that the objective Fλ,γ(x) and majorizer Gλ,γ(x, x˜) satisfy the
conditions for Theorem 1 in [66], which guarantees that any partial limit of
{
xt
}∞
t=0
is a
stationary point of Fλ,γ . To show that all partial limits belong to the same level-set of Fλ,γ ,
suppose by contradiction that there exist two partial limits x˜1, x˜2 such that Fλ,γ
(
x˜1
)
<
Fλ,γ
(
x˜2
)
. Let δ = Fλ,γ
(
x˜2
) − Fλ,γ(x˜1). Since Fλ,γ is continuous, Fλ,γ(x˜1), Fλ,γ(x˜2) are
partial limits of the sequence
{
Fλ,γ
(
xt
)}∞
i=1
. Let t1 ≥ 1 such that Fλ,γ
(
xt1
)
< Fλ,γ
(
x˜1
)
+ δ2 .
Let t2 > t1 such that Fλ,γ
(
xt2
)
> Fλ,γ
(
x˜2
)− δ2 . Then
Fλ,γ
(
xt2
)
>Fλ,γ
(
x˜2
)− δ
2
= δ + Fλ,γ
(
x˜1
)− δ
2
= Fλ,γ
(
x˜1
)
+
δ
2
> Fλ,γ
(
xt1
)
,
which contradicts the decreasing monotonicity of the objective values
{
Fλ,γ
(
xt
)}∞
t=1
. There-
fore, Fλ,γ
(
x˜1
)
= Fλ,γ
(
x˜2
)
.
By Lemma B.8, the conditions of [66, Corollary 1] hold. Thus limt→∞ d
(
xt,Xstat
)
= 0.
Proof of Lemma 3.6. Suppose by contradiction that x˜ ∈ Rd is a stationary point of Fλ, but
not a local minimum. Then there exists a sequence
{
xt
}∞
t=1
such that xt−→
t→∞x˜ and ∀t ≥ 1,
Fλ(x˜) > Fλ
(
xt
)
. Let t be large enough such that the vectors |x˜| and ∣∣xt∣∣ are sorted in
decreasing order by the same permutation and, if x˜i 6= 0, then sign
(
xti
)
= sign(x˜i). Denote
v = xt − x˜. Then
0 >Fλ
(
xt
)− Fλ(x˜) = 1
2
(∥∥Axt − y∥∥2
2
− ‖Ax˜− y‖22
)
+ λ
(
τk
(
xt
)− τk(x˜))
(a)
≥ 〈Ax˜− y, Av〉+ λ(τk(xt)− τk(x˜)) (b)= 〈Ax˜− y, Av〉+ . . .
λ
[∑
i∈Λa
δ(x˜i, vi)vi + min
{∑
i∈Λ
δ(x˜i, vi)vi
∣∣∣∣∣Λ ⊆ Λb, |Λ| = d− k − |Λa|
}]
(c)
= ∇vFλ(xˆ),
where Λa =
{
i
∣∣ |x˜i| < ∣∣x˜(k)∣∣}, Λb = {i ∣∣ |x˜i| = ∣∣x˜(k)∣∣}, (a) follows from the convexity of
‖Ax˜− y‖22, (b) follows from a similar argument to the one used for (92), and (c) is by (80).
Thus, Fλ has a negative directional derivative at x˜, contradicting the assumption that x˜ is
a stationary point.
To analyze the convergence of Algorithm 1 at γ =∞, we first prove an auxiliary lemma.
Lemma B.9. A limit of stationary points of Fλ is a stationary point.
Proof. Let
{
xt
}∞
t=1
be a sequence of stationary points of Fλ such that xt−→
t→∞x˜. Let v ∈ R
d.
Let i ∈ [d]. If x˜i 6= 0, then for a large enough t, sign
(
xti
)
= sign(x˜i) and thus
lim
t→∞δ
(
xti, vi
)
vi = δ(x˜i, vi)vi.
If x˜i = 0, then for all t ≥ 1, δ
(
xti, vi
)
vi ≤ |vi| = δ(x˜i, vi)vi. In both cases,
lim
t→∞δ
(
xti, vi
)
vi ≤ δ(x˜i, vi)vi. (95)
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Thus, we have
∇vFλ(x˜)
(a)
= 〈Ax˜− y, Av〉+ λ∇vτk(x˜)
(b)
≥ lim sup
t→∞
[〈
Axt − y, Av〉+ λ∇vτk(xt)]
(c)
= lim sup
t→∞
∇vFλ
(
xt
) (d)≥ 0,
where (a), (c) are by the formula for ∇vFλ in (82), (b) follows from inserting (95) to
the formulas for ∇vτk(x˜), ∇vτk
(
xt
)
in (80), and (d) holds since xt are stationary points.
Therefore, x˜ is a stationary point of Fλ.
The following lemma describes the convergence of Algorithm 1 at γ =∞.
Lemma B.10. Suppose that any k columns of A are linearly independent. Let
{
xt
}∞
t=0
be
the iterates of Algorithm 1 with γ =∞. Then, starting from any initial point,
1. There exists a finite number of iterations T such that for any t ≥ T , Fλ
(
xt
)
=
Fλ
(
xT
)
, and if xt is non-ambiguous, it is a local minimum of Fλ.
2. The sequence
{
xt
}∞
t=0
is bounded, and any non-ambiguous partial limit of xt is a
local minimum of Fλ.
Proof. At γ = ∞, the image of the vector function wk,∞(x) over x ∈ Rd is finite. Thus,
during the course of Algorithm 1, only a finite number of distinct functions Fλ,w(x) are
minimized. Hence, there exists T > 0 such that for any t ≥ T , there exists t˜ < T for which
Gλ,∞
(
x,xt
)
= Gλ,∞
(
x,xt˜−1
)
∀x ∈ Rd. Let t ≥ T and its corresponding t˜ < T . Then,
Fλ
(
xt
) (a)
= Gλ,∞
(
xt,xt
) (b)≥ Gλ,∞(xt+1,xt) (c)= Gλ,∞(xt+1,xt˜−1) (d)≥ Gλ,∞(xt˜,xt˜−1) (e)≥ Fλ(t˜),
with (a),(e) holding since Gλ,∞ is a majorizer of Fλ, (b), (d) resulting from xt+1, xt˜ being
global minimizers of Gλ,∞
(·,xt), Gλ,∞(·,xt˜−1) respectively, and (c) following from our
choice of t˜. On the other hand, since t ≥ T ≥ t˜, Fλ
(
xt
) ≤ Fλ(xT ) ≤ Fλ(xt˜). Thus, for
any t ≥ T ,
Fλ
(
xt
)
= Fλ
(
xT
)
.
Moreover, since
Fλ
(
xt
)
= Fλ
(
xt+1
) ≤ Gλ,∞(xt+1,xt) ≤ Gλ,∞(xt,xt) = Fλ(xt),
we have that
Gλ,∞
(
xt,xt
)
= Gλ,∞
(
xt+1,xt
)
= min
x∈Rd
Gλ,∞
(
x,xt
)
.
Thus, xt is a global minimum of Gλ,∞
(·,xt). By Corollary B.7, if xt is non-ambiguous, it
is a stationary point of Fλ. Recall that by Lemma 3.6, all stationary points of Fλ are local
minima. Thus, for any t ≥ T , the objective Fλ
(
xt
)
becomes constant, and xt is either a
local minimum of Fλ, or an ambiguous vector. Thus, part 1 of the lemma is proven.
By Lemma B.8, the iterates xt are bounded, and thus have at least one partial limit. Let x˜
be such a partial limit. Let
{
xti
}∞
i=1
be a subsequence that converges to x˜. If xti contains
an infinite number of local minima of Fλ, then by Lemmas 3.6 and B.9, x˜ is a local minimum
of Fλ. Otherwise, xti must contain an infinite number of ambiguous vectors, which implies
that x˜ is ambiguous. Thus, part 2 is proven.
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Proof of Lemma 3.7. By Lemma 3.5, for any r, x∗r is a stationary point of Fλ,γr . Since
γr+1 > γr, by Lemma 3.1, Fλ,γr+1(x∗r) ≤ Fλ,γr(x∗r). Since Algorithm 2 is initialized at x∗r
when solving (17) with γ = γr+1, Fλ,γr+1
(
x∗r+1
) ≤ Fλ,γr+1(x∗r). Hence, Fλ,γr+1(x∗r+1) ≤
Fλ,γr(x
∗
r). Thus, part 1 of the lemma is proven.
If γr =∞ for some r, then since {γr}∞r=0 is monotone increasing, γr˜ =∞ for all r˜ > r, and
parts 2 and 3 follow from Lemma B.10. Otherwise, suppose that γr is finite for all r. Let
C =
{
x ∈ Rd ∣∣Fλ(x) ≤ Fλ,γ0(x∗0)}. By the above, the sequence {x∗r}∞r=0 is contained in C,
and by Lemma B.8, C is compact. Let x∗ be any partial limit of x∗r , and suppose that x∗
is non-ambiguous. We shall show that x∗ is a local minimum of Fλ.
First, we show there exists δ > 0 such that wk,γ(x)−→
γ→∞wk,∞(x) uniformly on the `∞ ball
Bδ =
{
x ∈ Rd
∣∣∣ ‖x− x∗‖∞ ≤ δ} .
Let Λmin ⊂ [d] be the (unique) index-set corresponding to the d − k smallest-magnitude
entries of x∗. Let δ = |x
∗|(k)−|x∗|(k+1)
3 . Since x∗ is non-ambiguous, δ > 0. Let x ∈ Rd such
that ‖x− x∗‖∞ < δ. Then the d − k smallest-magnitude entries of x are indexed by the
same set Λmin. Moreover, for any i ∈ Λmin, j /∈ Λmin,
|xi| ≤ |x∗i |+ δ ≤
(∣∣x∗j ∣∣− 3δ)+ δ < |xj | − δ. (96)
Consider an arbitrary index-set Λ ⊆ [d] of size d− k, such that Λ 6= Λmin. Then∑
i∈Λmin
|xi| −
∑
j∈Λ
|xj | =
∑
i∈Λmin\Λ
|xi| −
∑
j∈Λ\Λmin
|xj | ≤ −|Λ \ Λmin| · δ ≤ −δ, (97)
Therefore, for all Λ 6= Λmin of size d− k,
exp
−γ
∑
j∈Λ
|xj | −
∑
j∈Λmin
|xj |
 ≤ exp (−γδ)−→
γ→∞0. (98)
Thus, for any such Λ 6= Λmin,
exp
(
−γ∑j∈Λ|xj |)∑
|Λ˜|=d−k exp
(
−γ∑j∈Λ˜|xj |) =
exp
(
−γ
(∑
j∈Λ|xj | −
∑
j∈Λmin |xj |
))
∑
|Λ˜|=d−k exp
(
−γ
(∑
j∈Λ˜|xj | −
∑
j∈Λmin |xj |
))
(a)
≤ exp (−γδ)∑
|Λ˜|=d−k exp
(
−γ
(∑
j∈Λ˜|xj | −
∑
j∈Λmin |xj |
)) (b)≤ exp (−γδ)−→
γ→∞0,
(99)
with (a) following from (98), and (b) holding since the sum at the denominator contains
the term for Λ˜ = Λmin, which equals 1. On the other hand, for Λ = Λmin,
1 ≥
exp
(
−γ∑j∈Λmin |xj |)∑
|Λ˜|=d−k exp
(
−γ∑j∈Λ˜|xj |) =
1∑
|Λ˜|=d−k exp
(
−γ
(∑
j∈Λ˜|xj | −
∑
j∈Λmin |xj |
))
=
1
1 +
∑
|Λ˜|=d−k, Λ˜6=Λmin exp
(
−γ
(∑
j∈Λ˜|xj | −
∑
j∈Λmin |xj |
))
≥ 1
1 +
((
d
k
)− 1) exp (−γδ) −→γ→∞ 1,
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with the rightmost inequality following from (98). Thus,
exp
(
−γ∑j∈Λmin |xj |)∑
|Λ˜|=d−k exp
(
−γ∑j∈Λ˜|xj |) −→γ→∞1. (100)
Note that the limits in (99) and (100) do not depend on x, provided that ‖x− x∗‖∞ < δ.
By (22), this implies that as γ→∞, wk,γ(x) converges to wk,∞(x) uniformly on Bδ.
Next, let v ∈ Rd. We shall now show that for any ε > 0 there exists M such that if
i > M , then ∇vτk(x∗) − ∇vτk,γri
(
x∗ri
) ≥ −ε‖v‖1. Let {x∗ri}∞i=1 be a subsequence of x∗r
that converges to x∗. Let I1 such that for all i > I1,
∥∥x∗ri − x∗∥∥∞ < δ. Recall that
γr−→
r→∞∞. Let I2 > I1 such that for all i > I2 and all x ∈ Bδ,
∥∥∥wk,γri (x)−wk,∞(x)∥∥∥∞ < ε.
Let M > I2 such that if i > M , then for any j such that x∗j 6= 0, sign
((
x∗ri
)
j
)
= sign
(
x∗j
)
.
Let i > M . Since x∗ is non-ambiguous and γri is finite, by Lemma B.6,
∇vτk(x∗)−∇vτk,γri
(
x∗ri
)
=
d∑
j=1
(
wjk,∞(x
∗)δ
(
x∗j , vj
)
vj − wjk,γri
(
x∗ri
)
δ
((
x∗ri
)
j
, vj
)
vj
)
.
(101)
For any j ∈ [d], if x∗j = 0 then
δ
(
x∗j , vj
)
vj = |vj | ≥ δ
((
x∗ri
)
j
, vj
)
vj ,
and if x∗j 6= 0, then sign
((
x∗ri
)
j
)
= sign
(
x∗j
)
, and thus δ
((
x∗ri
)
j
, vj
)
vj = δ
((
x∗j
)
, vj
)
vj .
Therefore, for any j ∈ [d], δ
(
x∗j , vj
)
vj ≥ δ
((
x∗ri
)
j
, vj
)
vj . Plugging this to (101), we have
∇vτk(x∗)−∇vτk,γri
(
x∗ri
) ≥ d∑
j=1
(
wjk,∞(x
∗)δ
(
x∗j , vj
)
vj − wjk,γri
(
x∗ri
)
δ
(
x∗j , vj
)
vj
)
=
d∑
j=1
(
wjk,∞(x
∗)− wjk,γri
(
x∗ri
))
δ
(
x∗j , vj
)
vj ≥ −
∥∥∥wk,∞(x∗)−wk,γri(x∗ri)∥∥∥∞
d∑
j=1
|vj |
≥ −ε‖v‖1.
Now, let ε > 0 and let i be large enough such that ∇vτk(x∗)−∇vτk,γri
(
x∗ri
) ≥ −ε‖v‖1 and∥∥x∗ri − x∗∥∥2 ≤ ε. Since x∗ri is a stationary point of Fλ,γri , ∇vFλ,γri(x∗ri) ≥ 0, and thus
∇vFλ(x∗) ≥ ∇vFλ(x∗)−∇vFλ,γri
(
x∗ri
)
= 〈Ax∗ − y, Av〉 − 〈Ax∗ri − y, Av〉+ λ(∇vτk(x∗)−∇vτk,γri(x∗ri))
=
〈
A
(
x∗ − x∗ri
)
, Av
〉
+ λ
(
∇vτk(x∗)−∇vτk,γri
(
x∗ri
))
≥ −∥∥AtAv∥∥
2
∥∥x∗ − x∗ri∥∥2 − λ‖v‖1ε ≥ −(∥∥AtAv∥∥2 + λ‖v‖1)ε.
Since this is true for any ε > 0, ∇vτk(x∗) ≥ 0. Since v is arbitrary, this implies that x∗ is
a stationary point of Fλ, which, by Lemma 3.6, implies that x∗ is a local minimum of Fλ.
Thus, we have shown that any partial limit of {x∗r}∞r=0 is either a local minimum of Fλ or
an ambiguous vector, so part 3 of the lemma is proven.
Since the set C is compact, by a similar argument to that used in the proof of Lemma 3.5, it
can be shown that limr→∞ d(x∗r ,Xlmin ∪ Xamb) = 0, which proves part 2 of the lemma.
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B.5 Algorithm to compute the GSM
Proof of Lemma 4.4. It can be shown that for any i, q ∈ {1, . . . , d},
q
d− q + 1 exp
(
γ
(
zi − z(q)
)
+ bq−1,γ(z)− bq,γ(z)
)
= exp
(
γ
(
zi − z(q)
))aq−1,γ(z)
aq,γ(z)
. (102)
For q = 1, using the definition (36) of aq,γ(z), the right-hand side of (102) amounts to
exp
(
γ
(
zi − z(1)
))a0,γ(z)
a1,γ(z)
=
exp
(
γ
(
zi − z(1)
))∑d
j=1 exp
(
γ
(
zj − z(1)
)) < 1.
Thus, our claim holds for q = 1. Next, suppose by contradiction that the claim does not
hold for q ≥ 2. Then, by (102) and the definition of aq,γ in (36),
1 < exp
(
γ
(
zi − z(q)
))aq−1,γ(z)
aq,γ(z)
= exp
(
γ
(
zi − z(q)
))∑|Λ|=q−1 exp(γ(∑j∈Λ zj −∑q−1j=1z(j)))∑
|Λ|=q exp
(
γ
(∑
j∈Λ zj −
∑q
j=1z(j)
))
= exp (γzi)
∑
|Λ|=q−1 exp
(
γ
∑
j∈Λ zj
)
∑
|Λ|=q exp
(
γ
∑
j∈Λ zj
) .
Thus,
exp (γzi)
∑
|Λ|=q−1
exp
(
γ
∑
j∈Λ
zj
)
>
∑
|Λ|=q
exp
(
γ
∑
j∈Λ
zj
)
. (103)
The left-hand side of (103) can be decomposed as
exp (γzi)
∑
|Λ|=q−1
exp
(
γ
∑
j∈Λ
zj
)
=
∑
|Λ|=q, i∈Λ
exp
(
γ
∑
j∈Λ
zj
)
+ exp (2γzi)
∑
|Λ|=q−2, i/∈Λ
exp
(
γ
∑
j∈Λ
zj
)
.
(104)
Inserting (104) to (103), we have
exp (2γzi)
∑
|Λ|=q−2, i/∈Λ
exp
(
γ
∑
j∈Λ
zj
)
>
∑
|Λ|=q
exp
(
γ
∑
j∈Λ
zj
)
−
∑
|Λ|=q, i∈Λ
exp
(
γ
∑
j∈Λ
zj
)
=
∑
|Λ|=q, i/∈Λ
exp
(
γ
∑
j∈Λ
zj
)
.
(105)
We now represent each set Λ on the right side of (105) by a disjoint union Λ = Ω ·∪J , where
Ω and J are sets of sizes q − 2 and 2 respectively. To account for the multiple number of
such representations for each Λ, we divide by
(
q
2
)
. Thus,
exp (2γzi)
∑
|Ω|=q−2
i/∈Ω
exp
(
γ
∑
j∈Ω
zj
)
>
1(
q
2
) ∑
|Ω|=q−2
i/∈Ω
[
exp
(
γ
∑
j∈Ω
zj
) ∑
|J |=2, i/∈J
J∩Ω=φ
exp
(
γ
∑
j∈J
zj
)]
. (106)
For any index-set Ω of size q − 2, denote
wΩ =
1(
q
2
) exp(γ∑
j∈Ω
zj
)
, sΩ =
∑
|J |=2, i/∈J
J∩Ω=φ
exp
(
γ
∑
j∈J
zj
)
.
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Reformulating (106) with the above definitions, we have
exp (2γzi)
(
q
2
) ∑
|Ω|=q−2, i/∈Ω
wΩ >
∑
|Ω|=q−2, i/∈Ω
wΩsΩ.
Therefore,
exp (2γzi) >
1(
q
2
)∑|Ω|=q−2, i/∈ΩwΩsΩ∑
|Ω|=q−2, i/∈ΩwΩ
≥ 1(q
2
) min
|Ω|=q−2, i/∈Ω
sΩ, (107)
The minimum in the right-hand side of (107) is attained by any index-set Ω that corre-
sponds to the q − 2 largest entries among {zj | j 6= i}. By our assumption, the subvector
(z1, . . . , z2k−2) contains the 2k−2 > q−2 largest entries of z. Thus, there exists an index-set
Ω0 ⊆ {1, . . . , 2k − 2} of size q − 2 that minimizes sΩ, and i /∈ Ω0. Therefore, by (107),
exp (2γzi) >
1(
q
2
)sΩ0 = 1(q
2
) ∑
|J |=2, i/∈J
J∩Ω0=φ
exp
(
γ
∑
j∈J
zj
)
. (108)
By our assumption on z, the subvector (z1, . . . , z2k−2) contains 2k− 2− (q − 2) ≥ q entries
zj such that j /∈ Ω0 and zj ≥ zi. Let Λ0 be the index-set of q such entries. Then |Λ0| = q,
i /∈ Λ0 and Λ0 ∩ Ω0 = φ. Keeping only the summands for which J ⊆ Λ0 in (108), and
discarding of all other summands, yields
exp (2γzi) >
1(
q
2
) ∑
|J |=2, J⊆Λ0
exp
(
γ
∑
j∈J
zj
)
. (109)
Note that in (109), in the sum over possible sets J , zj ≥ zi for all j ∈ J . Therefore,
exp (2γzi) >
1(
q
2
) ∑
|J |=2, J⊆Λ0
exp (2γzi) = exp (2γzi),
which is a contradiction. Thus, our claim is proven.
Proof of Lemma 4.5. By (102), we need to show that for i = 1, . . . , d, the quantity
exp
(
γ
(
zi − z(q)
))aq−1,γ(z)
aq,γ(z)
is strictly increasing with respect to q. From (36),
exp
(
γ
(
zi − z(q+1)
)) aq,γ(z)
aq+1,γ(z)
exp
(
γ
(
zi − z(q)
))aq−1,γ(z)
aq,γ(z)
=
exp
(
γz(q)
)
exp
(
γz(q+1)
) (aq,γ(z))2
aq+1,γ(z)aq−1,γ(z)
=
exp
(
γz(q)
) ∑
|Λ|=q
exp
(
γ
(∑
j∈Λ
zj −
q∑
j=1
z(j)
)) ∑
|Ω|=q
exp
(
γ
(∑
j∈Ω
zj −
q∑
j=1
z(j)
))
exp
(
γz(q+1)
) ∑
|Λ|=q+1
exp
(
γ
(∑
j∈Λ
zj −
q+1∑
j=1
z(j)
)) ∑
|Ω|=q−1
exp
(
γ
(∑
j∈Ω
zj −
q−1∑
j=1
z(j)
))
=
∑
|Λ|=|Ω|=q exp
(
γ
(∑
j∈Λ zj +
∑
j∈Ω zj
))
∑
|Λ|=q+1, |Ω|=q−1 exp
(
γ
(∑
j∈Λ zj +
∑
j∈Ω zj
)) .
Each term exp
(
γ
(∑
j∈Λ zj +
∑
j∈Ω zj
))
in the above display is represented by two index
sets Λ,Ω ⊆ [d]. In the denominator, Λ and Ω consist of q + 1 and q − 1 unique indices
44
The Trimmed Lasso: Sparse Recovery Guarantees and Practical Optimization by the Generalized
Soft-Min Penalty A Preprint
respectively, whereas in the numerator, both sets consist of q unique indices. Note that
each exponential term in the numerator and denominator may appear multiple times, as it
may have several representations by different combinations Λ and Ω. We shall now show
that each exponential term appears more times in the numerator than in the denominator,
whence their quotient is larger than 1. Let exp
(
γ
(∑
j∈Λ zj +
∑
j∈Ω zj
))
be a term that
appears in the denominator, with |Λ| = q + 1 and |Ω| = q − 1. Let h = |Λ ∩ Ω|, and note
that 0 ≤ h ≤ q− 1. By a combinatorial argument, it can be shown that the aforementioned
term appears exactly
(
2q−2h
q−h−1
)
times in the denominator and
(
2q−2h
q−h
)
times in the numerator.
Furthermore, (
2q−2h
q−h
)(
2q−2h
q−h−1
) = q − h+ 1
q − h > 1,
which completes our proof.
C Computational details
GSM
We implemented our method in Matlab, except for the calculation of τk,γ(x) and wk,γ(x),
which was coded in C++. We used the MOSEK optimization solver [2] for the weighted `1
subproblems (26) and (27).
For the comparison in Section 5.1 between GSM, DC Programming and ADMM, problem (3)
was solved twice by each method, using the following two initializations: (i) Initialized by
the zero vector, and (ii) Initialization by its own solution of (3) with λ = 10−5λ¯. For each
method, the best of its two outputs, in terms of Fλ(x), was chosen.
To mimic an initialization in our method, we slightly modified our homotopy scheme. Let
x˜ be the solution of (3) obtained by GSM for λ = 10−5λ¯. In Algorithm 2, line 4, if for
γ = γr, Fλ,γ(x˜) < Fλ,γ
(
x∗r−1
)
, then Algorithm 1 is initialized by x˜ instead of by x∗r−1.
Values of λ. To solve (P0), our method was run with 50 values of λ. For the power-2
variant, we used exponentially increasing values λi = 10−8
50−i
50−1 (1 + δλ)λ¯ with i = 1, . . . , 50,
δλ = 10
−4 and λ¯ as in (5). For the power-1 variant, we used the sequence
λi = (1 + δλ)λb · tan
(
50− i
50− 1 arctan
(
1− δλ
1 + δλ
· λa
λb
)
+
i− 1
50− 1
pi
4
)
, i = 1, . . . , 50,
with λa, λb as in (6). This set of values is rougly twice denser near λa than near λb. For faster
runtime, in both power-1 and power-2 variants, if the obtained solutions were k-sparse for
7 consecutive values of λ, the algorithm was stopped, without further executions for higher
values of λ. The condition used to determine if x is k-sparse was
τk(x) ≤ k · εx, (110)
with εx = 10−6.
Updating γ in Algorithm 2. Let x∗0 be a global minimizer of (18), which corresponds
to γ0 = 0. The next value γ1 is chosen so that the weight vector wk,γ1(x∗0) is nearly uniform,
and thus the first instance of (17) solved for a nonzero γ is close to the convex (18). For a
small δ0 > 0, we set γ1 by
γ1 = δ0 ·
(
max
|Λ|=d−k
∑
i∈Λ
|x∗0|i − min|Λ|=d−k
∑
i∈Λ
|x∗0|i
)−1
. (111)
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This rule guarantees that the ratio of the largest to smallest exponents in (20) is exp (δ0) ≈
1 + δ0. This, in turn, ensures that all entries of wk,γ1(x∗0) are nearly uniform. Namely,∣∣∣∣∣w
i
k,γ1
(x∗0)− wjk,γ1(x∗0)
wik,γ1(x
∗
0)
∣∣∣∣∣ / δ0 ∀i, j ∈ [d].
Next, for r ≥ 2, γ is increased exponentially by a user-chosen growth rate parameter δγ > 0,
γr = (1 + δγ)γr−1. (112)
To accelerate the homotopy scheme, once every nγ iterations, we increase γ by a multiplica-
tive factor
(
1 + δ¯γ
)
, where δ¯γ is much larger than δγ . If the resulting iterate x∗r satisfies∥∥x∗r − x∗r−1∥∥1 ≤ ‖y‖2maxi=1,...,d ‖ai‖2 εx, (113)
with εx as above, then the larger increase is accepted and the algorithm proceeds as usual.
Otherwise the increase is revoked, the algorithm backtracks to the beginning of iteration r,
and γr is set by (112). We used δ0 = 10−4, δγ = 0.02, δ¯γ = 9 and nγ = 10.
Stopping criteria. Algorithm 1 was stopped if Fλ,γ
(
xt
) ≥ (1− 10−6)Fλ,γ(xt−1), or if
for two consecutive iterations Fλ,γ
(
xt
) ≥ (1− 10−3)Fλ,γ(xt−1).
Two stopping criteria were used in Algorithm 2. The first is that for 10 consecutive it-
erations, x∗r were k-sparse and with the same sparsity pattern. The second criterion is
that for 4 consecutive values of γ, the weight vector wk,γr(x∗r) was approximately (d− k)-
sparse, namely that τd−k(wk,γr(x∗r)) ≤ (d− k) · εw, with εw = 10−5. Once one of these two
conditions was met, a final iteration was run with γ =∞.
Dealing with ambiguous vectors. As discussed in Section 3.5, Algorithm 2 may output
an ambiguous vector xˆ that is not a local optimum of the corresponding problem (3) or (4),
and is empirically s-sparse for some 0 ≤ s < k. We address this issue as follows: For each
0 ≤ s < k, we run the Least-Squares OMP algorithm [43, 67], initialized by the least-squares
solution whose support is the set of s largest-magnitude entries of xˆ. The remaining k − s
columns are chosen greedily by LS-OMP. For each s, we then call Algorithm 2 with γ =∞,
initialized at the solution obtained by LS-OMP. From all the obtained solutions and the
original xˆ, we output the one with the smallest objective of interest (3) or (4).
Methods Compared
DC Programming and ADMM. We implemented in Matlab the DC programming
and ADMM schemes described in [9] using MOSEK [2] and YALMIP [51]. These schemes
do not solve (3), but rather the following regularized surrogate, which has an additional
term η‖x‖1 with η  1, minx 12‖Ax− y‖22 +λτk(x)+η‖x‖1. In both DCP and ADMM, we
used the same λ values as in our GSM method. We used η = 10−2, as in [9], and η = 10−6.
For each value of λ and η, the obtained solution was projected to its k largest-magnitude
entries, followed by solving a least-squares problem on its support. The resulting solution
with the smallest `2 residual norm was chosen.
`p minimization. IRLS and IRL1 minimize the `p-regularized problem
min
x
1
2
‖Ax− y‖2 + λ‖x‖pp
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as a surrogate for the original problem (P0). In our simulations we ran both methods with
the following 11 values of p ∈ {10−8, 0.05, 0.1, 0.2, 0.3, . . . , 0.9}, similarly to [40]. For each
p, we considered 90 exponentially increasing values of λ, λi = 10−8 · 1.5i−1, i = 1, . . . , 90.
For each p and λ, the obtained solution was projected to its nearest k-sparse vector and a
least-squares problem was solved on its support. The solution with the smallest `2 residual
norm was chosen.
As mentioned in Section 3.3, IRLS and IRL1 require weight regularization. For IRLS, we
used
wti =
(∣∣xt−1i ∣∣2 + ε2) p2−1, xt = argmin
x
1
2
‖Ax− y‖22 + λ
d∑
i=1
wti |xi|2, (114)
initialized by ε = 1 and x0 = argminx ‖x‖1 s.t. Ax = y, as in [50]. If for three consecutive
iterations the objective decreases by less than 0.1%, ε is updated by the adaptive rule of
[50], ε := min
{
ε, αε
∣∣xt∣∣
(k+1)
}
, with αε = 0.9. Iterations were stopped once ε < 10−8, or
when the iterates xt were k-sparse with a constant support for 10 consecutive iterations.
For IRL1, we used the following reweighting scheme, similar to [27],
wti =
(∣∣xt−1i ∣∣+ ε)p−1, xt = argmin
x
1
2
‖Ax− y‖22 + λ
d∑
i=1
wti |xi|,
with the same initialization as for IRLS, and using the same update rule for ε.
Least-Squares OMP. LS-OMP was implemented in Matlab according to [34, pg. 37-38],
modified to stop when reaching the target sparsity level k.
Basis Pursuit Denoising. BP was used in constrained form, solving
min
x
‖x‖1 s.t. ‖Ax− y‖2 ≤ δ,
with δ ∈ {2i‖Ax0 − y‖ ∣∣−30 ≤ i ≤ 30}. Solutions were projected to the nearest k-sparse
vector. Least-squares problems were solved on their supports, and the best solution was
taken.
Iterative Support Detection. We used the Matlab implementation of the Threshold-
ISD algorithm [74, sec. 4.1], provided by the authors. Their method requires as input
the noise parameter σ. We provided it with the ground-truth value. As with the other
methods, we projected the output of ISD to its nearest k-sparse vector and solved a least-
squares problem on its support.
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