Summary
where f is the focal length of the sensor.
As the sensor moves, p, changes and so the image location corresponding to 0 changes as follows:
The sensor frame is moving so the derivative of p°is determined using the Coriolis equation
(4)
where _ is the derivative of p in world axes and is equal to the negative of the sensor velocity in world axes, _o is the derivative of p in sensor axes, and w is the rotation of the sensor axes relative to the world axes. (1) and (4), we obtain the relation
The motion of the image point corresponding to O can now be written in terms of the sensor motion using equations (3) and (5), giving the result 
where 
[_p.,/,2 lira: 0 ]X,k) 
where H(k) is computed from X(k) as described above and the Kalman filter gain K(k) is computed using the equation
The time update equations are
Initialization
As noted above, the Kalman filter requires initial estimates for X and P. 
If we assume In our setup (as in most setups), the displacement dM between the master and slave sensors will be dominated by the dMu component; therefore, we have chosen to solve equation (17) for p_ using the equation for ps_
Equations (18) and (2) can then be solved for PM. This will be used as the initial state for the EKF in the master sensor's axis system.
4.2.
Multirate EKF delay rn such that its measured shift between frame k -rn and frame k is greater than some constant value
where [u,v] of size (2n + 1) × (2n + 1) pixels (n = 5 for a 11 × 11 cell size, and let N=(2n+l)):
i=-n j=-n 
The feature is detected at [u, v] 
The estimated time necessary to process allVPRs with a uniprocessor is 
Implementation Results
The 9 with the feature distribution in Fig. 8 , one can seethat a vertical partitioning will more evenly allocate the ATUs amongthe processorsthan a horizontal partitioning for this particular image sequence. Fig. 10 (a) and (b) showsthesefeature distributions graphically for eight compute nodes during the last frame. Fig. ll(a) and (b) compare the uniform, static, and dynamic load balancing schemes using M = 64 VPRs (much like Fig. 6 ). We found that choosing M = N 2 when N is small (i.e., N < 8), will give fine enough resolution for the static or dynamic scheduler to perform an efficient schedule for the tested feature distributions. In this paper we have not focused on parallel feature reassignment or image data acquisition and distribution. These are important issues in a real-time system and will be topics in the next phase of our research.
