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 Artificial spin ice refers to an array of elongated ferromagnetic elements, providing a 
fascinating model system to study novel magnetic behavior induced by frustration. Initially used 
as a tool to understand the behavior of the frustrated spin systems called spin ice, artificial spin 
ice has become an independent research area in its own right. The advantage of artificial spin 
ice compared to its natural counterpart is that one can vary the interaction strength and 
geometry at will. In my dissertation, I will describe a series of experimental studies that center 
around the magnetic reversal of artificial spin ice arrays. First, I investigate the magnetic 
response of permalloy brickwork artificial spin ice. Through the systematic study of the 
transport properties for finely varied magnetic field directions, I find that the vertices of 
connected brickwork artificial spin ice control its transport characteristics despite their 
relatively small extent. In addition, I find that the ground state of the system can be achieved by 
a single field sweep when the angle of the magnetic field was precisely oriented, in both 
connected and disconnected systems. The ground state formation of the connected brickwork 
artificial spin ice manifests itself in its unique magnetoresistance properties; the 
magnetotransport behavior abruptly changes when the applied field angle changes a little bit 
around the symmetry axis. Second, the magnetic avalanche study on disconnected square 
artificial spin ice will be presented. The magnetic force microscopy (MFM) study allows for the 
direct observation and characterization of one-dimensional Dirac strings. Finally, an attempt to 
study the thermally-assisted magnetization reversal of connected kagome artificial spin ice will 
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be demonstrated. I found the potentially interesting thermally-activated behavior from the 
transport measurement on the frustrated system. Investigations mentioned above illustrate the 
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Chapter 1: Background concepts 
 
In this chapter, we will cover a variety of background concepts needed to understand the 
materials in the rest of the chapter such as types of magnetism, domain wall, spin ice, and 
artificial spin ice. 
 
1.1 Types of magnetism 
 
Magnetism was first discovered in ancient world: the ancient Greeks knew about the 
attraction between lodestone and iron [1]. Nowadays, magnetism has become an indispensable 
part of our everyday life although many people may not be aware of it. Every electronics that 
has a memory like a smartphone and a computer is made possible because of mankind’s 
understanding of magnetism. In general, magnetism originates from spin and orbital magnetic 
moment of an electron, and the different collective states of spin systems can be characterized 
as paramagnetism, ferromagnetism, antiferromagnetism, and ferrimagnetism. The following 
subchapters will briefly cover these different types of magnetism.  
 
 1.1.1 Paramagnetism 
 
Atoms of paramagnetic materials have unpaired electrons in incompletely filled 
electronic sub-shells, possessing a non-zero magnetic moment. Therefore, they have an 
ability to form a non-zero magnetization when an external field is applied. Without external 
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magnetic field, magnetic moments of each atom are randomly oriented due to thermal 
fluctuations and the net magnetic moment is zero. Even when external field is applied, not 
every magnetic moment gets perfectly aligned with the external field in paramagnetic 
materials. The magnetization as a function of field in paramagnetic materials in which the 
moments do not interact follows the simple equation  
                                                             =  =                                                                         (1.1) 
where  is magnetic susceptibility, C is a Curie constant, and T is temperature. One can see 
that induced magnetization due to the field becomes larger as temperature decreases, which 
makes intuitive sense because thermal fluctuations do not suppress the moment as much at 
low temperatures.  
 
 1.1.2 Ferromagnetism 
 
Ferromagnetism is a mechanism by which a material forms a permanent magnet. An ability 
to form a permanent magnet occurs because of an exchange interaction between spins in a 
material, which minimizes the system energy when the moments are aligned. The Heisenberg 
model gives an exchange interaction in a ferromagnetic material as follows [2]: 
 = −2, ∙                                                                 (1.2) 
In the equation, , is an exchange integral that denotes the strength of the interaction and , 
is positive for ferromagnetism. Here  and  are the spins of the ith and jth atoms, respectively, 
and the interaction typically is only significant for near neighbor atoms. When an external 
magnetic field is applied to a ferromagnetic material, spins become aligned with the field 
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direction and they are parallel to each other. When the field disappears, the spins stay in parallel 
to each other because this is energetically preferable, as is evident from the formula. However, 
one has to keep in mind that the ferromagnetic behavior is valid only when temperature is below 
a critical temperature, which is named the Curie temperature ( ). Ferromagnets become 
paramagnetic at temperature above  , and the Curie-Weiss law describes the relation between 
magnetic susceptibility and temperature:  = . Accordingly, the susceptibility  diverges at 
T = Tc [3]. Only a few pure elements on the periodic table show ferromagnetism, including some 
transition metals: Fe, Ni, and Co. The approximate Curie temperatures for these elements are 
1043 K, 627 K, and 1388 K, respectively [4]. Alloys of these materials as well as those of rare earth 
metals can also be ferromagnetic. 
 The concept of domains is also important in ferromagnetism. The domain refers to a 
volume of materials in which magnetization is uniform: every magnetic moment is aligned with 
each other. In a large enough piece of ferromagnetic materials, there exist multiple domains. The 
reason for the formation of multiple domains is to minimize the internal energy: while the 
multidomain causes an unfavorable exchange interaction between spins of different domains, it 
can reduce magnetostatic energy. A boundary that separates the adjacent domains is called a 
domain wall. More detailed explanations about domains and domain walls will be presented later 
in the chapter.  
 
 1.1.3 Antiferromagnetism and ferrimagnetism 
 
 While neighboring spins prefer to align parallel with each other in ferromagnetic 
materials, it is the opposite in antiferromagnetic materials. The constant ,  in equation (1.2) has 
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a negative sign in this case. The difference between an antiferromagnet and a ferrimagnet is that 
the net moment in an antiferromagnet is zero due to the perfect cancellation of neighboring 
spins. The magnitudes of neighboring spins are not equal in ferrimagnet, so there remains a net 
magnetic moment in this case. Figure 1-1 shows schematically how the magnetic moments align 
in ferromagnets, antiferromagnets, and ferrimagnets. Antiferromagnetic materials include 
transition metal compounds such as iron manganese, nickel oxide, and ferrimagnetic materials 




Figure 1-1. Schematic describing spin configuration of (a) ferromagnetic, (b) antiferromagnetic, 
and (c) ferrimagnetic materials. Adapted from [3]. 
 
1.2 Magnetic domains and domain walls 
 
 As introduced above, magnetic domains are regions in which all adjacent magnetic 
moments are aligned with each other. Although very small magnetic particles can have a single 
domain structure due to exchange interaction, multiple domains occur in larger particles so that 
the magnetostatic energy is minimized. Figure 1-2 describes how multiple domains help 
reducing the magnetostatic energy.  
a b c 
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Domain wall, which refers to a boundary between magnetic domains, is signified as 
dotted lines in Figure 1-2b. Domain wall regions involve rotation of magnetization between the 
two magnetization directions. There exist two principal types of domain walls: Bloch walls and 
Néel walls.
 
Figure 1-2. Schematic showing how a multidomain structure can reduce the magnetostatic 
energy. (a) single domain structure. The dotted black line represents a stray field from the 
domain. (b) 4-domain structure that removes the stray field from (a).    
 
 1.2.1 Bloch walls 
 
 The Bloch wall is named after the physicist Felix Bloch, and it usually occurs in bulk 
materials. A major characteristic of Bloch walls is that the magnetization rotates perpendicular 
to the easy axis of the materials.  
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 1.2.2 Néel walls 
 
 The Néel wall is named after the physicist Louis Néel, and it is stable in relatively thin 
films. Magnetization rotates within the plane of the surface in Néel wall. Usually, Néel wall is 
stable up to 50 or 60 nm thicknesses [5]. Néel walls involve two subtypes of domain walls: a 
transverse wall and a vortex wall. A criterion for the stability of either domain wall in a 
nanostructure is a cross section of the structure. It is known that in permalloy (a ferromagnetic 
alloy of nickel and iron; Ni81Fe19), if a cross section is larger than approximately 2000 nm2, a 
vortex wall is energetically stable, and vice versa [6, 7]. 
 
 1.2.3 Superparamagnetism 
 
 We mentioned that a magnetic particle becomes multidomain if it is too large. If it is too 
small, however, the single-domain particle can become superparamagnetic. 
Superparamagnetism refers to a magnetization jumping from one state to another due to 
thermal fluctuations. In small magnetic particles, energy barriers for spontaneous 
magnetization reversal become low, which yields superparamagnetism. The mean time 
between the spontaneous reversal is called the Néel relaxation time , and it is described by 
Néel-Arrhenius equation: 
                                                                =   exp  !"#$% ,                                                                    (1.3) 




 1.2.4 Blocking temperature 
 
 Whether a magnetic particle is superparamagnetic or not actually depends on the 
measurement time &. If & ≫  , the particle will flip look like it is superparamagnetic, and if 
& ≪  , we cannot observe superparamagnetic behavior (The magnetization is blocked in its 
initial state throughout the measurement time). If & = , we are able to measure the 
superparamagnetic behavior of the particle. Therefore, it is convenient to define a temperature 
which roughly determines a transition between superparamagnetism and blocked state for 
accessible measurement frequencies. We call the temperature the blocking temperature, which 
can easily be derived from (1.3) as follows: 
) = !"#$*+ (,-,. )                                                                   (1.4)  
 
1.3 Geometric frustration 
 
Geometric frustration refers to the inability of a system to satisfy every interaction 
simultaneously due to geometrical constraints [8, 9, 10]. An archetypal example of this is when 
three Ising spins are positioned on the vertices of an equilateral triangle (Figure 1-3). Here, 
antiferromagnetic interactions between spins are assumed. After the first two spins are arranged 
antiparallel to each other, there exists no way for the third spin to maintain the antiferromagnetic 
interaction with the first two spins at the same time. The energy of the overall system is not 
affected by whether the third spin points up or down. Therefore, the geometric frustration causes 




1.4 Water Ice 
 
The most famous material that exhibits geometrical frustration is water ice, although the 
frustration is in the position of hydrogen atoms and not the orientation of spins. The crystal 
lattice of water ice is comprised of tetrahedra with an oxygen ion at the center surrounded by 
four hydrogen ions, which reside on the lines connecting adjacent oxygen ions. The configuration 
of hydrogen ions that minimizes the energy of the system occurs when two hydrogen ions are 
closer to the center oxygen ion and two are farther away [11]. We call this two-in, two-out 
configuration that minimizes the system energy, an “ice rule” [ 12 , 13 ]. If we consider a 
tetrahedron with four hydrogen ions corresponding to the vertices, there exist six ways to 
arrange hydrogen ions such that the “ice rule” is obeyed. In this manner, geometric frustration 
in water ice is manifested. 
 
Figure 1-3. Antiferromagnetically interacting Ising-spins positioned on the vertices of an 
equilateral triangle. The third spin is geometrically frustrated because of its inability to satisfy the 





Figure 1-4. Structure of water ice. Each hydrogen ion is closer to one or the other of its two 
neighboring oxygen ions.  Reproduced from [14]. 
 
1.5 Spin ice 
 
Besides water ice, a class of magnetic compounds represented by Dy2Ti2O7 [15], 
Ho2Ti2O7 [16, 17], and Ho2Sn2O7 [18, 19] show geometric frustration, and the class of materials 
is called spin ice [20], a spin analog of water ice. As can be seen from Figure 1-5, they possess a 
pyrochlore lattice, which consists of corner-sharing tetrahedra. Magnetic ions are located at the 
four vertices of each tetrahedron. A strong crystal field constrains the spins at the four vertices 
to point along the local [111] axes, which are lines connecting the vertices to the center of the 
tetrahedron [17]. Harris et al. showed that the lowest energy configuration of these four spins 
is when two spins point inwards and two spins point outwards [16]. Therefore, the class of 





Figure 1-5. The pyrochlore lattice of spin ice. The lattice consists of corner-sharing tetrahedra. 
As shown from the lower left tetrahedron, two of the four spins on a vertex point inwards and 
the other two point outwards. The white dots refer to the spins pointing inwards, and the black 
dots have the opposite meaning. Reproduced from [21]. 
 
Spin ice materials demonstrate many interesting properties, one of which is their zero-
point entropy. Since degeneracy exists for the lowest-energy ground state, we expect the entropy 
of spin ice to be non-zero at 0 K. In fact, it turns out that the number of microstates for the lowest-
energy ground state is 2( /0/)12  . Accordingly, S = 4 5)ln (84), employing Boltzmann’s equation for 
entropy. This result has been experimentally verified by Ramirez et al. in 1999 (Figure 1-7), who 
obtained the entropy that matched the expected value at near 0 K, using heat capacity 




1.6 Dumbbell model, and magnetic monopoles in spin ice 
 
Another interesting property of spin ice that has been the subject of much recent interest 
is the emergent effective magnetic charge [22, 23]. In these studies, a “dumbbell model” (Figure 
1-7) is used, where the spins are modeled as dumbbells with a north magnetic pole at one end 
and a south pole at the other such that 9 = :;, where µ is the magnetic moment of the original 
rare earth ion, d is the separation between two tetrahedra centers, and q is the effective 
magnetic charge [24]. When the “ice rule” is obeyed, no effective magnetic charge is accumulated 
in any tetrahedron. However, if a spin flips, one of the two tetrahedra that shares the spin obtains 
a positive magnetic charge and the other gets a negative magnetic charge. This is equivalent to 
the movement of an effective magnetic charge from a tetrahedron to the neighboring one. The 
movement of the effective charge is as if a monopole-antimonopole pair is created. Once the 
excitation is produced in monopole-antimonopole pairs, they diffuse away from each other to 
reduce the energy cost of the excitation. As is shown in Figure 1-7e, this leaves a wake of reversed 
spins along the way which is likened to the theoretical construct of flux channels called Dirac 
strings [25]. Evidence for the existence of this quasiparticle has been found by various techniques 





Figure 1-6. Specific heat measurement (a) and entropy calculation (b) for Dy2Ti2O7 spin ice. 






Figure 1-7. Schematic illustrating nucleation and separation of monopoles. In (a-b), a spin is 
flipped resulting in two equal but opposite magnetic charges. (c-d) Spins are visually replaced 
with dumbbells of magnetic charge, illustrating the ±2q charges. As these charges are further 
separated, the scenario in (e) emerges, where the monopoles are connected by a Dirac string 
(the set of spin flips that results in their nucleation and separation) and interact via a magnetic 
Coulomb law. Images reproduced from [26]. 
 
1.7 Artificial Spin Ice 
 
In 2006, the first artificial spin ice was experimentally realized by Wang et al. [30]. 
Artificial spin ice refers to a two-dimensional array of elongated ferromagnetic elements 
designed to mimic the frustration behavior in natural spin ice. The shape anisotropy and the 
small dimension cause each ferromagnetic element to have a single magnetic domain and 
behave like an Ising spin [31]. The development of artificial spin ice was partially motivated by 
some of the limits found in studying natural spin ice. First, not many spin ice materials exist in 
nature. Second, it is impossible to determine individual moment orientation in spin ice, which is 
three-dimensional. In contrast, one can freely change the parameters and geometry of artificial 
spin ice. By tuning these properties, artificial spin ice can be thought of as a template for 
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studying many kinds of geometrical frustration, the main limitation being the imagination of the 
experimentalist. A huge advantage is that in artificial spin ice individual magnetic moments can 
be directly observed using techniques such as magnetic force microscopy (MFM), X-ray 
magnetic circular dichroism-photoemission electron microscopy (XMCD-PEEM), and Lorentz 
transmission electron microscopy (LTEM) [32, 33, 34, 35, 36, 37]. 
Figure 1-8 shows AFM and MFM images of artificial square spin ice, the first of the kind 
realized experimentally. The nano islands are made up of permalloy (Ni81Fe19), and the 
dimension of the islands in Figure 1-8 is 220 nm long, 80 nm wide, and 25 nm thick. The 
resulting magnetic moment of each island is about 3107 Bohr magnetons (9)), and the dipolar 
energy is on the order of 104 K between nearest neighbors. Therefore, the magnetic moment is 
stable at room temperature. The artificial square spin ice shown in the figure consists of 
vertices at which four islands meet. The preference for the two-in, two-out configuration at 
these vertices has been experimentally confirmed [30]. Namely, Wang et al. found that the 
proportion of vertices that obey “ice rule” was around 75% at the lattice spacing of 320 nm, 
after a rotational demagnetization process to minimize the system energy, even though it 
would be 37.5% if the random distribution of spins was assumed.  
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Figure 1-8 The first artificial spin ice. (a) AFM image of periodic square arrays is shown. (b) MFM 
image from the same sample. The division of each island into black and white halves implies the 
single-domain nature of it. The colored outlines show different spin configuration at vertices. 
Pink and blue have two-in, two-out, and green has one-in, three-out configurations, 
respectively. (c) Magnetization configuration of the square arrays that corresponds to the MFM 
image. (d) Energy hierarchy of a vertex of the square lattice. Reproduced from [30]. 
 
 Although the lattice is often already in a relatively low energy state to begin with, 
researchers have been interested in getting the lowest energy state of the square lattice. The 
first method tried for this was a so-called ac demagnetization [38, 39, 40, 41, 42, 43, 44, 45]. In 
this method, the artificial spin ice is rotated about an axis perpendicular to the sample plane in 
an oscillating in-plane magnetic field that decreases in magnitude [38]. Even though it was 
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effective in reducing magnetization and the collective magnetostatic energy of the system, a 
global ground state was difficult to achieve for the two-dimensional square ice.  
Later researchers found that the ground state of square artificial spin ice can be 
achieved by thermal relaxation process [33, 46, 47, 48]. The thermal relaxation can occur during 
the deposition process, or through the thermal annealing procedure which heats the arrays to 
near the Curie temperature of the constituent ferromagnetic material. Also, by making the 
nanoislands small enough so that they are subject to thermal fluctuations around room 
temperature, one can eventually get the ground state of the square lattice [33]. In the ground 
state, magnetization configuration forms a loop, the chirality of which reverses for adjacent 
squares.   
The development of lithography techniques allows us to fabricate nanostructures with 
high precision, and the first experimental manifestation of artificial spin ice has been followed by 
many other studies of various lattice geometries. The most widely studied lattice among the 
artificial spin ice community other than the square lattice is the kagome lattice (Figure 1-9) [49, 
50]. Kagome artificial spin ice earned its name because if we connect the center point of each 
island in this geometry, we get a pattern that looks like kagome structure (Figure 1-9). Kagome 
artificial spin ice is distinguished from the square system in that the pairwise interaction at vertex 
is all the same due to the same angle between all pairs of nearest neighbors. In this regard, the 
system resembles spin ice more than the square lattice does. Figure 1-9c shows every possible 
magnetization configuration at a vertex for kagome artificial spin ice. Unlike square ice, there 
exist only two types. The first type is when one moment points into and two other moments 
point away from a vertex or vice versa. We say that the vertex obeys pseudo (modified) ice rule 
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in this case. Every vertex that obeys pseudo ice rule has the same energy and it is the lowest 
energy configuration for a vertex . The second type is when every moment points into or away 
from a vertex, and it has a higher energy.  
Another reason why the kagome lattice might be more interesting than the square lattice 
is that it has a very high ground state degeneracy [51]. In addition, its magnetization configuration 
has a few phases: a “paramagnet” phase, “ice-I” phase, “ice-II” phase, and “loop phase” [52]. In 
the “paramagnet” phase, magnetizations are randomly oriented. The random orientation causes 
vertices of the lattice to have either ±q or ±3q charges. The paramagnet phase has the highest 
energy. In ice-I phase, which has a lower energy than the first phase, vertices have only ±q 
charges. The pseudo ice rule is obeyed but there is no charge ordering in this phase, which means 
that +q charged vertices can be adjacent to another +q charged vertices and the same goes for -
q charged vertices. The charge ordering occurs in ice-II phase, thereby making the phase even 
more energetically stable. The loop state corresponds to the lowest energy ground state of the 
kagome lattice (see Figure 1-10). As its name suggests, this phase comprises hexagons the 
moments of which form clockwise or counterclockwise loops. Because of the unique geometry 
of kagome lattice, only 2/3 of the hexagons can have the moments forming loops at the maximum 
[53, 54]. In the ground state, the alternating clockwise and counterclockwise loops form long 
range order, so it is sometimes called Long Range Order (LRO) state. Like in square ice, 
researchers have strived to experimentally access the ground state of kagome artificial spin ice 
[34, 35, 55], but there has been limited success so far.  
An analogue of magnetic monopoles in spin ice also exists in artificial spin ice systems and 
it has been a major research topic in the research community [56, 57, 58, 59, 60]. In square 
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artificial spin ice, the Type III vertices which have < = ±2:  can be thought of as monopole 
excitations just like in spin ice [24]. In kagome artificial spin ice, however, a vertex always has a 
net magnetic charge because three magnetic moments form a vertex as opposed to square ice 
or natural spin ice. Still, magnetic monopole excitations in this system can be induced when a 
vertex becomes three-in or three-out states and has < = ±3:. Larger magnetic flux comes out 
of a magnetic monopole, and Ladak et al. were able to image it using MFM, as shown in Figure 
1-11. Researchers have studied how monopoles propagate in kagome lattice as magnetization 
reversal occurs, using MFM and XMCD-PEEM [37, 61 ]. The size of avalanche mediated by 
magnetic monopoles demonstrates an exponential distribution, which tells that the avalanche in 
this system has the one-dimensional rather than two-dimensional nature. In this sense, 


































Figure 1-9. (a) SEM image of kagome artificial spin ice (b) An image of kagome, which is a Japanese 
word for the bamboo basket woven pattern. (c) Energy hierarchy of a kagome artificial spin ice 
















Figure 1-10. A cartoon showing what the ground state magnetization configuration looks like in
kagome artificial spin ice. The moments of hexagons in the ground state form loops, and the 
chirality of the loops reverses for adjacent hexagons. Due to the geometrical constraints, not 








Figure 1-11. A magnetic monopole in kagome artificial spin ice. MFM image (a) and line scan (b) 
in zero field. The change in phase of the tip, proportional to 
?2)@?A2 , is approximately three times 
greater at the “bright” yellow vertex. Reproduced from [61]. 
 
A study on ‘connected’ artificial spin ice is also possible [64], which is a major part of the 
work presented in this dissertation. For example, Figure 1-12a shows SEM image of connected 
kagome artificial spin ice. It is a network of connected permalloy nanowires, which serves as an 
ideal material for the purpose of experiments presented in this thesis due to its near zero 
magnetocrystalline anisotropy and magnetostriction. The dimensions of each nanowire links are 
approximately 800 nm long, 75 nm wide, and 25 nm thick. There exist three leads on top and 
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bottom side of the network for voltage measurement. The leads along the long axis are used for 
longitudinal measurement, and the leads across the long axis are used for transverse 
measurement. 
Each nanowire link of connected artificial spin ice still demonstrates a single domain 
behavior, but interesting domain wall dynamics also comes into play. As every nanowire link is 
connected, domain wall can propagate through the network in magnetization reversal events. 
The geometry that has been most studied to date is the kagome lattice, and there are many other 
lattices that have not been studied yet. 
 
Figure 1-12. (a) SEM image of a connected kagome artificial spin ice. (b) MFM image 
corresponding to the SEM image. (c) A schematic describing the electrical transport 
measurement setup. Excitation current is flowed along the long axis of the sample, while the  
voltage measurements along the long axis as well as across the long axis are taken. (d) A 




The behavior of the anisotropic magnetoresistance (AMR) in connected artificial spin ice 
has also been a subject of interest [64], and will be a subject of this study. The AMR is a 
phenomenon originally discovered in 1857 [ 66 ], where the resistance of a ferromagnetic 
conductor changes depending on the relative angle B  between the magnetization and the 
current direction. According to the AMR, the longitudinal resistivity follows the equation ρDD =
ρE F (ρ∥ − ρE)HIJ4B  in which ρ∥  is the resistivity when the magnetization is parallel to the 
current and ρE is the resistivity when the magnetization is perpendicular to the current [67, 68]. 
The transverse resistivity ρDK = (ρ∥ − ρE)JLMBHIJB , and this is called the planar Hall effect 
(PHE). It is the spin-orbit interaction (SOI) that results in the AMR and PHE [69].  
 
Figure 1-13. A schematic describing the AMR and PHE of ferromagnetic structure.  
 
As mentioned above, imagination is the only limiting factor in terms of designing artificial 
spin ice lattice, and what is shown in Figure 1-14 and Figure 1-15 is a great example illustrating 
the diversity of artificial spin ice lattice types. The lattices shown in Figure 1-14 are both 
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decimations of square lattice, which means that they have been obtained by systematically 
removing certain islands from square lattice. Gilbert et al. showed that these lattices display an 
exotic phenomenon called the vertex frustration, and interesting charge screening as well as 
reduced dimensionality were observed in the lattices [78, 79].  
What is shown in Figure 1-15 is a so-called Penrose tiling named after British 
mathematician Sir Roger Penrose. Although most of the works to date on artificial spin ice have 
been on periodic systems, the lattices do not need to be periodic, and Penrose tiling is a perfect 
example of the aperiodic lattice. Shi et al. showed that a low-energy configuration for the 
complicated system can also be achieved from a step-by-step approach [70]. More and more 
artificial spin ice lattices are being designed and studied [71, 72, 73, 74, 75, 76, 77], and the field 
is getting larger. Recently, the thermal dynamics of artificial spin ice draws a lot of attention from 
the artificial spin ice community and large research facilities including synchrotron-based 
advanced light source are being used to study the magnetization dynamics of the structure [33, 
47, 72, 78, 79, 80]. The proposals for making the artificial spin ice 3D have also been suggested 
[81, 82], and recently experimentally realized by Perrin et al [83]. Lots of theoretical tools have 
been exploited to study the systems as well including Monte Carlo simulations [84, 85, 86, 87, 
88 ], mean field calculations [ 89 ], numerical modelling [ 90 , 91 , 92 ], and finite element 
micromagnetics [93, 94, 95]. Due to many recent exciting theoretical and experimental results 












Figure 1-14. Examples of possible other lattices: (a) Tetris artificial spin ice (b) Shakti artificial spin 





Figure 1-15. The central portion of Penrose tiling, which is an example of aperiodic lattice. Note 








Chapter 2: Experimental and Modelling Methods 
 
2.1 Sample fabrication 
 
In fabricating nanostructures, largely there exist two kinds of approaches: the “top-
down” and the “bottom-up” approach.  The top-down approach involves direct patterning as 
opposed to the bottom-up approach which involves self-assembly. Throughout this study, we 
use the top-down approach. Although the top-down approach is not suitable for < 5nm 
nanofabrication, we mostly do not need dimensions as low as 5 nm for our purposes. More 
importantly, it is hard to control the shape and type of the nanostructures using bottom-up 
approach.  
Electron-beam lithography (e-beam lithography) is a commonly used top-down 
approach to fabricate nanostructures [96], and it is used in this study to make artificial spin ice 
samples. Using e-beam lithography, we can make nanostructures of dimensions with a 
resolution of 10 nm. The process is described in Figure 2-1. E-beam lithography uses a focused 
beam of electrons to pattern a desired shape on a substrate covered with e-beam resists. 
Typically, PMGI/PMMA bilayer stacks are spin-coated onto a substrate for resists. In the present 
study, a 200 nm thick silicon nitride (Si3N4) wafer was used as a substrate. The spin coating 
recipe is as follows: 
 
1. The wafer is spun at 500 rpm for 10 s as MicroChem Corp. PMGI SF2 resist [97] is 
applied to the wafer with a pipette.  
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2. The resist is further cast by spinning the wafer at 3000rpm for 45 s with 5000rpm/s 
spin-up. 
3. The wafer is baked at 190°C for 5 minutes. 
4. The wafer is spun at 500 rpm for 10 s as MicroChem Corp. PMMA [98] is applied to 
the wafer with a pipette.  
5. The resist is cast at 3000 rpm for 60 s with a 1000rpm/s spin-up. 
6. The sample is baked again at 180°C for 5 minutes. 
 
Figure 2-1. Bi-layer resist e-beam lithography process. (a) PMGI (Polymethylglutarimide) or LOR 
is applied as a bottom layer resist. (b) Image resist is applied. (c) Patterns are exposed by e-
beam. (d) The top layer is developed by a solvent. (e) Bottom layer is developed by using 
another solvent. (f) Metal film (permalloy for our samples) is deposited onto the substrate. (g) 
Lift-off of all remnant resists as well as deposition leave behind only designed patterns. 




Next, the e-beam lithography writer exposes the pattern. For this, we need to prepare a 
design file that e-beam writer can read and does the exposure. CAD software is generally 
needed to write the necessary design file. In this study, we use a software called Layout Editor 
[100] to generate a design file in the GDSII (Graphic Database System II) file format. Figure 2-2 
shows an example of the design file used in this study. As can be seen from Figure 2-2b, the 
nanowire dimension is in a submicron range and e-beam lithography suits well for the 
patterning of the small feature. Employing the GDS file provided by a user, e-beam lithography 
control computer utilizes high energy electrons to expose only the areas where the patterns 
exist on the file.  
 
 
Figure 2-2. Representative design files written using Layout Editor software. (a) Full scale 




The e-beam exposure alters the solubility of the patterned areas on the resist, thereby 
enabling the selective removal of the exposed areas. The feature size of resulting 
nanostructures depends on electron dosages used. Often, the resulting feature size is larger 
than the intended size because of the proximity effect caused by forward scattering of 
electrons. Therefore, it is a good practice to perform dosage test for every pattern to achieve 
feature sizes that best match those in the design files. After the exposure, the selective removal 
of the exposed areas is done by using the following “development” recipe: 
 
1. The sample is soaked in a 1:3 mixture of methyl isobutyl ketone (MIBK) and 
isopropanol (IPA) for 90 s to develop PMMA layer.  
2. The sample is immersed in IPA for 60 s. 
3. The sample is rinsed with DI water and dried with a nitrogen gun. 
4. The sample is soaked in MicroChem Corp. Developer 101A for 48 s. 
5. The sample is rinsed with DI water for 60 s and dried with a nitrogen gun again. 
 
 After the e-beam lithography step, permalloy (Ni81Fe19) is then deposited by molecular 
beam epitaxy (MBE). Then, the lift-off process is used to obtain the final nanostructure. For the 
lift-off recipe used in the study, we first soak our samples in MicroChem’s Remover PG heated 
to 75 °C for 2.5 hours. We use heat plate to achieve 75 °C, and caution is required in this step 
because overheating to 88 °C and above will make Remover PG not usable for lift-off. For this 
reason, the temperature of Remover PG should be carefully monitored until thermal 
equilibrium is achieved. After the bath for 2.5 hours, we move the samples to a beaker of fresh 
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Remover PG heated to 75 °C and wait 2.5 hours again. Then, we sonicate the samples at 65% 
power in another fresh Remover PG for 10 minutes. The lift-off process concludes by rinsing the 
samples in IPA and DI water, followed by drying with nitrogen gas.  
 
2.2 Sample characterization 
 
The finished samples are characterized firstly by using scanning electron microscopy 
(SEM) and an atomic force microscopy (AFM). For SEM, Hitachi S-4800 which has an ultra-high 
resolution is used to precisely determine the overall integrity as well as dimension of the 
resulting nanostructure. For AFM, we have two Bruker Multimode atomic force microscopes in 
our lab, and we use those to perform the atomic force microscopy (AFM) as well as magnetic 




SEM is a very important tool to image nanostructures with high resolution. The physical 
integrity of the sample can be directly tested by taking SEM image of it. SEM uses a focused 
beam of electrons to produce image of a surface. As the wavelength of electron beams is very 
short, SEM can achieve a resolution of less than 1 nm. The resolution is dramatically improved 
from an optical microscope, the resolution of which is limited by the wavelength of the visible 
light which ranges from 400 nm to 700 nm. The electron beam used in SEM typically is 
accelerated by a voltage of about 10 kV and travels through the focus lenses and scan coils, 
which help making the beam as focused as possible down at the sample. The focused electrons 
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bombard the sample and make electrons eject from the sample surface. The ejected electrons 
are collected by a detector, which can construct an image signal using those.  
 
 2.2.2 AFM 
 
AFM is a scanning probe microscopy (SPM) technique developed in 1980s [101]. We use 
AFM to scan the topography of our nanostructures. By doing AFM scan, we can obtain the 
height information as well which cannot be obtained from SEM. The working principle of AFM 
involves Van der Waals force. For the microscopy, a sharp tip protruding from a cantilever is 
engaged to a surface of a structure and performs a raster scanning. Due to Van der Waals force, 
the tip experiences a repulsion when it gets very close to a sample surface and it can maintain 
almost the same height above the sample surface throughout the scanning. A laser beam is 
used to track the height of the tip, thereby giving us a topographical information of a 
nanostructure.  
 
 2.2.3 MFM 
 
Magnetic force microscopy (MFM) is a mode derived from atomic force microscopy 
(AFM), and it is a powerful tool to study magnetic nanostructures. Using MFM, one can achieve 
a resolution around 10 nm, which is actually better than that of XMCD-PEEM or optical MOKE 
(Magento Optical Kerr Effect) microscopy [102]. To perform MFM, a special kind of AFM tip 
covered with magnetic material is used [103]. Typically, the magnetic material for coating is 
CoCr, which has a relatively high coercivity such that the magnetization doesn’t flip during the 
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scan. The MFM tip model used throughout this study is mostly Bruker MESP V-2, which has a 
nominal coercivity of about 400 Oe and a magnetic moment of 1×10-13 emu.  
In our MFM, the tapping mode is used, meaning that the tip oscillates with a driving 
frequency. The frequency of oscillation is typically around 75 kHz. For each scanning line, the tip 
scans the surface twice. The first scan obtains the topography of the surface, and the second 
scan occurs above a sample surface by a set height (about 40 nm). During the second scan 
which happens in “lift mode” (Figure 2-3), the tip follows the topography line obtained from the 
first scan to make the distance between the sample surface and the tip constant throughout 
the scan. At the lift height, Van der Waals force which is proportional to 
0NO becomes negligible, 
and it is the magnetic interaction between the tip and the magnetic sample surface that causes 
the driving frequency of the tip oscillation to change, which in turn gets translated into a 
magnetic contrast. The sign of the change in frequency depends on whether the magnetic 








Figure 2-3. A schematic that illustrates the working principle of MFM. The first scan measures 
the height data using tapping mode, and using the topography information obtained, the 
second scan is performed at a certain lift height (typically around 40 nm). At lift height, 
magnetic interaction which is proportional to 
0NP dominates over Van der Waals force which 
varies as 
0NO, enabling MFM measurement. The figure is reproduced from [104]. 
 
During MFM measurement, the magnetic force between the sample and the tip can be 
expressed as [105, 106]: 
           Q = 9(R ∙ S)T                                                                        (2.1)                                                                               
where R is a magnetic moment of a tip, T is the stray field from the sample. At the 
same time, for small deflections, the movement of the tip can be thought of as an 
underdamped driven harmonic oscillator that satisfies the following differential equation: 
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UVW F HVX F 5V = F(z)                                                                 (2.2) 
Due to the interaction of cantilever with the sample surface, F(z) can be approximated 
to first order as F(z) = F([) F \]\A ([ − [) using Taylor expansion. The frequency of the 
system is therefore [107]: 
ω = _`1 − 15 aba[                                                                         (2.3) 
If 
\]\A ≪ 5, which is always the case for MFM, equation (2.3) becomes  
ω = _ c1 − 125 aba[d                                                                    (2.4) 
From (2.4), ∆ω = − g.4# \]\A, and if we recall equation (2.1), we can see that ∆ω~ \2)@\A2  . 
 
2.2.4 SQUID (Superconducting QUantum Interference Device) 
 
 Superconducting quantum interference device is used to do the sensitive magnetometry 
of magnetic nanostructures. Its resolution can be as low as 1 × 10k emu. We use Magnetic 
Properties Measurement System (MPMS) from Quantum Design for SQUID measurement. A 
Josephson junction is included in SQUID, and magnetization of a sample can be obtained by 
measuring supercurrent I, which is given by  
l = l msin c
Φqℏ dmΦqℏ
                                                              (2.5) 
where l  is the maximum supercurrent through the junction and Φ  is the flux in the 
junction produced by a field on the edge [108].  
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To mount a sample in the system, first the sample is attached to a quartz rod. GE varnish 
is typically used for this purpose. A hysteresis loop can be taken by using a superconducting 
magnet in the system. 
 
 2.2.5 Magnetotransport  
 
Complex spin dynamics of magnetic nanostructures can be probed via magnetotransport 
measurement. We use Physical Properties Measurement System (PPMS) from Quantum Design 
to apply a magnetic field in a temperature-controlled environment. The transport samples have 
a Hall bar structure that enables 4-point measurement. In order to measure the nanostructure, 
an additional step of wiring the nanowires with electrical pins that can readily be mounted on 
the sample holder is needed. For this, we attach the sample to the epoxy-filled DIP (Dual inline 
package) socket and use indium dots and gold wires to electrically connect nanowires to the pins. 
We choose indium because it is very malleable and easy to solder, and we use gold wires because 
they are highly conductive and does not easily get oxidized. The steps for wiring are as follows: 
 
1. The sample is attached to the epoxy-filled socket using GE varnish. 
2. The socket is placed onto a breadboard. 
3. Indium dots (nominal diameter = 200 µm) are placed onto a Teflon sheet on a glass 
slide. Then press those onto each contact pad by using an optical microscope. 
4. Utilizing the same method, attach gold wires onto pressed indium dots. 
5. Another indium dots are pressed on top of gold wires to secure electrical connection. 
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6. The other ends of gold wires are soldered to corresponding holes of the connector 
filled with indium. 
7. Test electrical connections between all pins. 
After wiring is done, we can finally mount the socket inside the measuring device, which 
is PPMS. We use AC lock-in detection to observe a small change in the voltage signal with minimal 
noise. Stanford Research SR 830 DSP (Digital Signal Processing) lock-in amplifiers are used for this 




PPMS is a very useful platform for transport measurements including electrical transport 
as well as thermal transport. It has a capability to change ambient temperature from 1.8 K to 400 
K, and it can maintain the temperature using a feedback loop. To apply a high magnetic field up 
to 14 T, PPMS uses a superconducting magnet, which is maintained by liquid helium bath [109]. 
Using the rotator option, full 360-degrees rotation is available inside the cryostat to perform the 
angular study. The motorized steps of the rotator are in 0.0532° increments. 
 
2.2.5.2 Stanford Research SR 830 DSP Lock-in Amplifier 
 
SR 830 model of Lock-in amplifier from Stanford Research Systems has been used for this 
study. The lock-in amplifier is a device by which we can reliably measure very small voltage signal 
(down to a few nV) in a noisy environment [110]. For that, the lock-in amplifier uses a reference 
signal which is a sinusoidal wave of a reference frequency. The signal of interest (input signal) 
gets multiplied by the reference signal and integrated for a time constant. During this process, 
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only the component of the input signal which has the same frequency as the reference signal 
survives. All the noises with frequencies other than the reference frequency do not contribute to 
the final signal. As a result, the output signal has a larger amplitude with much less noise. The 
frequency upto 100 kHz can be used, and the noise level achievable is around 10 nV/√Hz for 
voltage [110]. 
To control the amount of current flowing in the nanostructure, we connect a ballast 
resistor (typically on the order of 103_104 ohms) to the lock-in amplifier. The excitation current of 
the order of μA is large enough to measure the resistance of the nanostructure with not much 
noise. 
 
2.3 Micromagnetic modelling 
 
Micromagnetics is a set of computational techniques that predicts magnetic behavior of 
sub-micron structures. A main content of this thesis is a magnetotransport of artificial 
nanosturctures, so micromagnetics is essential to understanding the physics behind the 
experimental measurement. Micromagnetics centers around numerically solving the Landau-
Lifshitz-Gilbert equation, which describes temporal evolution of magnetization. It is a differential 
equation that reads [111]: 
?x?y = −|{|x × T|}} F ~  x × ?x?y %.                                              (2.6)  
where { is a gyromagnetic ratio, T|}} is an effective field, B is a Gilbert 
phenomenological damping parameter, and  is a saturation magnetization. In the 
expression, the first term on the right side generates a precession of magnetization, and 





Figure 2-4. Damped gyromagnetic precession of a magnetization vector M towards the effective 
magnetic field. Adapted from [112]. 
T|}} in turn is expressed as, [112] 
T|}} = − 0. \\x ,                                                                   (2.7)  
where E is a total energy. 
So, the goal of micromagnetic modelling is to solve the Landau-Lifshitz-Gilbert equation 
numerically for x to get the magnetization configuration of nanostructures at various 
environments. Micromagnetic modeling has been performed using an open source code 






It is a finite-difference simulation code and uses a graphical processing units (GPU) to 
accelerate speed. The use of GPU distinguishes Mumax3 from most of the other micromagnetic 
simulation softwares including OOMMF (Object Oriented MicroMagnetic Framework) [94], 
Nmag [115], and Magpar [116]. The speed boost coming from the use of GPU as opposed to 
CPU is on the order of 100. To illustrate, we show the measured computational speedup of 
Mumax3 over OOMMF in Figure 2-5. As is shown from the figure, for large scale simulations, 
Mumax3 is more suitable than other CPU-based simulators including OOMMF. The script used 
for Mumax3 simulation is written in the language of Go, which is an open source programming 
language. Mumax3 solves the Landau-Lifshitz-Gilbert equation described above, and from the 
simulation, one can output a variety of magnetic quantities including magnetization, 


























Chapter 3: Magnetic response of brickwork artificial 
spin ice 
 
 In this chapter, we systematically study how brickwork artificial spin ice reacts to external 
magnetic fields through magnetic force microscopy (MFM), magnetotransport measurements, 
and micromagnetic simulations. We find that, by sweeping an in-plane applied field from 
saturation to zero in a narrow range of angles near one of the principal axes of the lattice, the 
moments of the system fall into an antiferromagnetic ground state in both connected and 
disconnected structures. Magnetotransport measurements of the connected lattice exhibit 
unique signatures of this ground state. Also, modeling of the magnetotransport demonstrates 
that the signal arises at vertex regions in the structure – confirming behavior that was previously 
seen in transport studies of kagome artificial spin ice. The results presented in this chapter are 
published in [118]. 
  
3.1 Quest for the ground state in kagome artificial spin ice 
 
 A consistent theme in experimental studies of artificial spin ice systems has been the 
pursuit of collective magnetic ground states in different array geometries. By using thermal 
annealing protocol or making the island moments sufficiently small for thermal fluctuations 
near or below room temperature, perfect ground state ordering was achieved in the square ice 
system [33, 46, 47, 48].  
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 However, to date no group has achieved a perfect ground state of kagome artificial spin 
ice through thermalization, despite numerous attempts [41, 43] (Recently, Gartside et al. 
reported an experimental observation of the ground state by artificially flipping magnetic 
moments using an MFM tip [119]). Initial efforts to reach the ground state centered around ac 
demagnetization [39], but global ground state was not achieved via this method [41, 43]. For 
example, Mengotti et al. used ac demagnetization on the building blocks of kagome artificial spin 
ice that consisted of one, two, and three hexagons and measured the magnetization 
configuration of them by using the photoemission electron microscopy (PEEM) technique [43]. 
They reported that as the number of hexagons increases, there is a drastic decrease in the ability 
to reach a low-energy state using ac demagnetization protocol. Thermal annealing of nanoislands 
seemed to be a better method, but it did not work perfectly either. Zhang and Gilbert et al. 
reported that even though incipient charge ordering occurs which corresponds to ice-II phase 
formation of kagome artificial spin ice, no global loop state was observed after thermal annealing 
[46]. Finally, making nanoislands intentionally thin for spontaneous thermal fluctuations was not 
able to bring about the long-range order ground state either. Farhan et al. reported PEEM images 
of a thermally fluctuating three hexagon system that has fallen into lowest energy states [35]. 
However, as the system size increases to a seven-hexagon, the thermal fluctuations were not 
able to bring the system to the loop state.  
 The experiments introduced above dealt with disconnected kagome artificial spin ice, and 
Branford et al. also reported results that could have corresponded to a low energy state of 
“connected” kagome artificial spin ice [52]. They performed a magnetotransport measurement 
on cobalt connected kagome artificial spin ice and observed an asymmetry between upsweep 
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and downsweep of magnetoresistance (MR) that emerges only at low temperature (below 50K). 
The unique feature was attributed to a phase transition from ice-I to ice-II of kagome artificial 
spin ice with the formation of chiral loops on the edge of the network. Le et al. have fabricated 
connected kagome artificial spin ice made of permalloy and have seen a similar kind of 
asymmetry in MR. However, it was attributed to exchange bias [120], which was not associated 
with the low energy phase of the system. Thus, the long-range order phase of kagome artificial 
spin ice has proved experimentally inaccessible other than by artificially manipulating spins. The 
difficulty in achieving a long-range ordered state in kagome lattice suggests that the high 
frustration and extensive energy landscape that encompasses many degenerate low energy 
states, causes the system to be trapped in metastable states [42, 44, 45, 121].  
 
3.2 Brickwork artificial spin ice 
 
Brickwork artificial spin ice is a unique lattice that shares the same topology as kagome 
artificial spin ice but with 90° angles between the moments [122]. A schematic of disconnected 
and connected brickwork artificial spin ice is shown in Figure 3-1. Note that it is closely related 
to the square ice structure, and, like the tetris and Shakti lattices, it is obtained by removing a 
sublattice of the square ice lattice elements. As illustrated in Figure 3-1c, the connected 
brickwork geometry consists of legs that are connected by vertex regions, and domain walls 
rest at those vertices in equilibrium in low magnetic fields.  
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The magnetization configuration shown in Figure 3-1 corresponds to one of the two 
degenerate ground states of the brickwork lattice. In this state, the moments along the short 
sides of the rectangles are aligned in one direction (red arrows). The moments along the long 
sides of the rectangles are arranged antiferromagnetically, alternating in direction (purple and 
green arrows). Although the topology of the lattice is equivalent to that of the kagome lattice, no 
chiral magnetization loop forms in the ground state. In addition, unlike the square lattice and the 
kagome lattice, the net magnetization of the ground state of brickwork lattice is not zero. Instead, 
Figure 3-1. (a-b) A schematic of (a) disconnected and (b) connected brickwork artificial spin ice. 
The moment of each island and leg can be treated as a giant uniaxial spin, as indicated by the 
arrows, where colors correspond to directions. (c) Each junction of the connected lattice can 
be divided into a “leg” region (grey) and a “vertex” region (blue), the definition of which is used 




it points along the ±x axis. Probably for this reason, ac demagnetization protocol performed on 
brickwork artificial spin ice in the past has not brought about the ground state of the system [41]. 
In this chapter, we present our comprehensive studies on brickwork artificial spin ice that result 
in an experimental demonstration of the ground state of the system as well as interesting 
magnetotransport data. 
 
3.3 Experimental details 
 
Typical examples of our brickwork artificial spin ice samples are shown in scanning 
electron microscope images (Figure 3-2). The samples were prepared with electron beam 
lithography using a PMGI/PMMA bi-layer resist and a silicon nitride coated silicon wafer. After 
electron beam exposure and development, 40 nm of permalloy (Ni81Fe19) and 2 nm of aluminum 
were deposited via electron beam evaporation under ambient temperature at a base pressure of 
10-10 Torr and a growth rate of 0.5 Å/s, before liftoff. In the resulting structures of brickwork 
artificial spin ice, the legs of connected arrays and nanoislands for disconnected arrays are 
roughly 140 nm wide and 660 nm long. The single-domain nature of each leg and nanoisland is 
corroborated by MFM images of the samples as shown in Figure 3-3, where the white and black 
dots appear at the vertices for the connected pattern, indicating domain walls, and at the ends 
of the nanoislands, indicating complete island polarization. In these images, as in all of our zero 
field MFM images, we find that the system follows the same pseudo ice rule as in kagome spin 
ice where two moments point into each vertex and one points out, or vice versa [51, 64]. MFM 
measurements of the effects of field sweeps were taken by mounting the samples on a Ø12" 
rotating breadboard (Thorlabs) that has a custom fitting engraved for the placement of MFM to 
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vary the applied field angle. With Vernier scale, the rotator has an angular resolution of 0.08°. 
The MFM on top of the rotating breadboard was placed between the pole pieces of a dipole 
electromagnet (GMW 5403EG-20), sweeping the field from saturation (3500 Oe) to zero and then 
measuring at ambient temperature.   
For magnetotransport measurements, we used an 8-terminal Hall bar geometry, where 
an excitation current can be injected in a longitudinal direction as schematically shown in Figure 
3-2c. We measured both the longitudinal resistance, defined as  
"()"()  , and the transverse 
resistance, defined as  
"()"() , where VL and VT are the measured longitudinal and transverse 
voltages, and Iex is the excitation current. We show data taken at 17 Hz with an excitation current 
of 66.7 μA (supplied by the Stanford Research Systems SR 830 lock-in amplifier), and we obtained 
qualitatively consistent data using different frequencies (170 Hz, 1700 Hz) as well as different 
excitation currents (22.2 μA, 44.5 μA). The data were taken in a Quantum Design PPMS cryostat 
at room temperature (300 K), and the sample was mounted with the horizontal rotator option of 
the PPMS so that the in-plane magnetic field could be rotated to any angle with respect to the 
current. To calibrate the angle between the magnetic field and the excitation current, which is 
denoted by θ in Figure 3-2b, we measured the angular dependence of the longitudinal resistance 
at 10,000 Oe. In this high-field limit, the longitudinal signal shows a cos2θ symmetry with a 
maximum at θ = 0° and a minimum at θ = 90°, as expected for anisotropic magnetoresistance 
[67]. Therefore, within the PPMS, we were able to calibrate the angular position with a precision 
of 0.25°. When making magnetoresistance measurements, the field applied was swept at a fixed 







Figure 3-2. (a) Scanning electron microscopy (SEM) image of a portion of disconnected brickwork 
artificial spin ice. The angle between the applied field and the x-axis is defined as θ. (b) SEM image 
of connected brickwork artificial spin ice. The angle between the applied field and the excitation 
current direction is defined as θ. (c) A schematic of the leads for magnetotransport 
measurement.  
3.4 Results and discussion 
 




We found that the precisely aligned strong saturating magnetic field can put both 
connected and disconnected brickwork lattice into their ground states at remanence. Figure 3-3 
shows MFM images of the ground state in both of the lattices. In Figure 3-3a, a black dot 
represents a magnetic north pole, and a white dot has the opposite meaning. In the image for 
the connected lattice (Figure 3-3b), two-in/one-out vertices appear as black dots, and one-
in/two-out vertices appear as white dots. By looking at the magnetic charges, one can tell that in 
both Figure 3-3a and 3-3b, they are consistent with those expected from the magnetization 
configuration that is shown schematically in Figure 3-3, which describes a ground state of the 
lattice where the net magnetization is pointing along the x-axis. For the connected lattice, the 
magnetization does not stand out unambiguously as in the disconnected lattice because only net 
magnetic charges at vertices can be seen from MFM images. However, the fact that the image 
shown in Figure 3-3b is indeed a ground state becomes more obvious by looking at images taken 
after applying a saturating field at 2° (Figure 3-4). If we compare the two images, the majority of 
the magnetic charges are reversed. This indicates that the magnetization configuration of the 
lattice now has changed to a polarized state (Figure 3-4), wherein the magnetic charges are 
determined by magnetization of the legs aligned with the x-axis.  
The range of field angles that yield the ground state is surprisingly narrow, corresponding 
to |θ| < 0.50±0.04° and |θ| < 0.46±0.04° for the MFM measurements of a connected and a 
disconnected structure respectively. The uncertainty is obtained by analyzing MFM results at 
multiple angles to bracket the range of the ground state. The fact that the angular window 
required for achieving a ground state of the systems is so narrow can be understood from 
micromagnetic simulations as well by comparing the energy of a polarized state and the ground 
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state configuration in an applied field (recognizing that the field itself polarizes the structure in 
the field direction). We simulated both magnetization configurations at various fields by setting 
the initial state of the system as either a ground state or a polarized state and then allowed the 
system to relax in specific applied fields at θ = 0° and at θ = 2° (within our micromagnetic code). 
We then calculated the total energy of the system after the relaxation in each of the four cases 
at different magnitude fields. Figure 3-5 shows the energy difference we obtain from the 
simulations for both disconnected and connected systems. We found that at most field values 
for θ = 0°, the ground state energy was lower in energy. By contrast, the polarized state had lower 
energy for the applied field angle of 2°. We also note that the curves for each angle suddenly 
converge towards a flat line at around 2000 Oe. At this high field, the initial state of the simulation 









Figure 3-3. MFM images of (a) disconnected and (b) connected brickwork artificial spin ice in 
their ground states in zero magnetic field. For the disconnected islands, a black dot represents a 













Figure 3-4. (a) MFM image of connected brickwork artificial spin ice after applying the field of 
3500 Oe at 2°. The images were taken in zero field. (b) A schematic that shows the 





Figure 3-5. The field dependence of the simulated energy difference between the states 
obtained by micromagnetic relaxation from the ground state and from the polarized state. ΔE is 
defined as the energy obtained after relaxation from the ground state subtracting the energy 
obtained after relaxation from the polarized state, i.e., ΔE = EGS - EPS. (a) is for the disconnected 
lattice, and (b) is for the connected lattice.  
 
A major reason why the ground state is easily obtained in this system through the 
relatively simple field protocol stems from high symmetry around θ = 0° axis, and a lack of 
symmetry around θ = 90° axis of three-island (leg) vertices. Given the moments aligned with θ = 
0° axis have a fixed direction, the moments aligned with θ = 90° must have an antiferromagnetic 
ordering and this corresponds to a single lowest energy state. As long as a tilt of the field is not 
big enough, the moments aligned with θ = 90° can relax to form an antiferromagnetic ordering, 
thereby forming a ground state of the lattice. The fact that the ground state of brickwork lattice 
can be so readily achieved confirms that the local symmetry of interactions in a frustrated magnet 




 3.4.2 Ground state formation of brickwork lattice from Mumax3 simulations 
 
 
We are able to obtain ground states of brickwork lattice from Mumax3 simulations as 
well, showing the robustness of the results. The connected and disconnected brickwork lattices 
shown in Figure 3-1 were used as input images. For the simulation, we use the cell size of about 
6 x 6 x 40 nm3, exchange stiffness constant Aex = 13 × 10-12 J/m, and saturation magnetization 
value of 640 kA/m. The field of 3500 Oe was applied initially at an angle θ with respect to the x-
axis in order to polarize the lattice. The magnetic field was relaxed to zero subsequently, and 
resulting magnetization map of the lattice has been examined. We increased the applied field 
angle θ from 0° in steps of 0.1° to find the critical angle for ground state formation. For the 
disconnected lattice, the remnant state has demonstrated a ground state up to θ = 0.7° as shown 
in Figure 3-6. For the connected lattice, we have observed a ground state up to θ = 1.0°. 
Therefore, for the particular simulation, we are able to determine the critical angle as θc = 

















Figure 3-6. (a-b) Magnetization map of disconnected brickwork lattice in zero field after 
applying 3500 Oe at (a) θ = 0.7° and (b) θ = 0.8°. (c-d) Magnetization map of connected 
brickwork lattice in zero field after applying 3500 Oe at (c) θ = 1.0° and (d) θ = 1.1°. (e) Color 










θ = 0.7° θ = 0.8° 
θ = 1.1° θ = 1.0° 
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 3.4.3 Magnetotransport of connected brickwork artificial spin ice 
 
 
Figure 3-7a and Figure 3-8a show our experimental magnetotransport data for field sweeps 
between -2500 Oe and 2500 Oe at selected angles. These results are reproduced in more than 
one sample. In every magnetoresistance plot shown in Figure 3-7a and Figure 3-8a, the parabolic 
background and the field reversal symmetry confirm that AMR dominates the electrical transport 
as expected. The data show sharp features that stem from collective magnetization reversal of 
individual legs, as has been seen in previous magnetotransport studies of artificial spin ice [65, 
120]. For example, for θ = 1.5° and θ = 91.5° data, the feature at around -400 Oe corresponds to 
a collective magnetization reversal of legs that are parallel to the field. The similar discontinuity 
around -1300 Oe corresponds to a similar event for legs that are perpendicular to the field. The 
magnitudes of the field at which these reversal events occur and the AMR background of the 
experimental magnetoresistance are well captured by our modelling results, which are shown in 
Figure 3-7b and Figure 3-8b. For the modelling, we basically simulated using Mumax3 the 
magnetization configuration of the lattice at each field and calculated the MR by computing the 
voltage difference across the sample via the line integral of the electric field vector resulting in 
AMR,  =  ρ  F  Δρ( ∙ ) , where J is the electric current density vector,   a unit vector in 
the direction of the local magnetization, ρ the isotropic bulk resistivity, and Δρ the anisotropic 
magnetoresistivity [67], and then used the voltage to calculate the transverse and longitudinal 
resistance as above. For the complexity of artificial spin ice networks, we find that the 
quantitative calculation yields the best results, rather than trying to obtain an analytical solution. 
The details on how the modelling was performed will be described in Appendix A. The agreement 
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with simulation is consistent with the observed agreement in the kagome system [65]. Although 
the agreement between the simulation and the experiment is mostly good, at θ = 1.5° for the 
longitudinal case and θ = 91.5° for the transverse case the model is less satisfactory. We attribute 
the simulated discrepancies to the relatively small size of the simulated lattice that cannot fully 
capture the collective magnetization dynamics of the connected brickwork artificial spin ice, and 
possibly to the simulations being conducted at zero temperature rather than the finite 
temperature of the experiments.   
The agreement between simulation and experiment allows us to use the simulations to 
examine the origins of features in the magnetotransport. For example, Le et al. recently 
demonstrated that much of the transverse magnetoresistance signal of connected kagome 
artificial spin ice arises from the vertices [65]. Based on those findings, we investigated the effect 
of vertex regions on the transverse magnetoresistance in our brickwork samples. Figure 3-9 
demonstrates the separate contributions from vertices and legs to the total transverse signal, 
obtained simply by separating the portions of the line integrals of the electric field by region of 
the sample, i.e., integrating only over the legs or only over the vertex portions of the path. 
Consistent with the kagome artificial spin ice, the vertex regions have considerable impact 
despite the fact that they occupy significantly less area than the legs. This can be easily 
understood from the symmetry of the system in the sense that the contributions of the legs 
cancel, while those of the vertices do not [65]. Unlike the kagome case, however, where vertex 
effects considerably diminish at angles other than 0° and 90°, the vertex regions significantly 
impact the magnetotransport data in the brickwork lattice at every angle we studied. This is 
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because in kagome lattice, the cancellation effect of legs is not valid at angles other than 0° and 
90°. 
We find that the magnetotransport properties of the brickwork lattice are very sensitive to 
the field direction near θ = 0°, as seen in Figure 3-10 and 3-11, where we show MR measurements 
for θ = ± 0.5° and θ = ± 1.5° – noting that a field sweep at θ = 0.5° results in the ground state while 
θ = 1.5°, does not. Comparing the down sweep curve of the longitudinal data at θ = 1.5° with the 
one at θ = 0.5° (two plots at the top of Figure 3-10a), we find that only one kink exists at around 
-1300 Oe in the latter. We also observe a significant change of the features between θ = ± 1.5° 
and θ = ± 0.5° in the transverse data (Figure 3-11a). For example, a sudden decrease of the signal 
shown at θ = 1.5° (black curve) of Figure 3-11a at around -400 Oe is not observed at θ = 0.5° 
(green curve). The sudden decrease in resistance can be understood from the behavior of the 
moments, since for θ = 1.5°, the legs aligned with θ = 0° experience magnetization reversal 
around -400 Oe. However, at θ = 0.5°, because the moments enter the ground state configuration 
in zero field, the magnetization reversal of those legs requires a stronger applied field because 
their reversal without the ensuing reversal of neighboring perpendicular legs would form a highly 






































































Figure 3-7. (a) Longitudinal MR plots of brickwork artificial spin ice at selected angles. (b) 
Corresponding simulation data for longitudinal MR. From the top, the MR plots are for θ = 1.5°, 
θ = 30°, θ = 60°, and θ = 91.5°, respectively. Plots except for θ = 91.5° have been shifted 
upwards for viewing ease. The insets show schematics of the magnetization configurations at 













































































Figure 3-8. (a) Transverse MR plots of brickwork artificial spin ice at selected angles. (b) 
Corresponding simulation data for transverse MR. From the top, the MR plots are for θ = 1.5°, θ 
= 30°, θ = 60°, and θ = 91.5°, respectively. Plots except for θ = 91.5° have been shifted upwards 
for viewing ease. The insets show schematics of the magnetization configurations at different 






Figure 3-9. Nanowire leg and vertex contributions to the simulated transverse resistance, 
obtained by integrating only over portions of the path. Note the significant contributions from the 






































































Figure 3-10. (a) Longitudinal MR plots at closely spaced angles around θ = 0°  (b) Corresponding 
simulation data for longitudinal MR. Plots except for θ = -1.5° have been shifted upwards for 
viewing ease. The insets show schematics of the magnetization configurations at different points 
in the field sweeps. 














































































Figure 3-11. (a) Experimental and (b) simulated transverse MR during down sweep in small 
angular steps around θ = 0°. The shape of the plot abruptly changes as the angle approaches 
closer to 0°. There is also an inversion symmetry between the plots above and below 0°, 








Our observation of the ground state for both disconnected and connected brickwork 
artificial spin ice systems marks a surprisingly easy path toward approaching the ground state of 
such a system without thermalizing. This appears to result from the different symmetries around 
the primary axes of the system, and suggests that similar effects might be seen in other structures 
that have similar differences in symmetry. Combined with the effects of vertices on the 
magnetotransport, this high degree of sensitivity to field angle could potentially serve a purpose 







Chapter 4: Magnetic avalanche of square artificial spin 
ice 
 
 In this chapter, we investigate magnetic reversal behavior of square artificial spin ice by 
using magnetic force microscopy (MFM), Monte Carlo simulations, and micromagnetic 
simulations. We directly observe avalanche-type reversal behavior in three different sizes of 
lattices. The observed magnetic avalanches are well reproduced by Monte Carlo simulations as 
well as micromagnetic simulations. 
 
4.1 Motivation of the project 
 
 
 Magnetic avalanches are phenomena where magnetization reversal in a many-body 
system occurs in a cascade-like fashion. Magnetic avalanches typically occur when, in a system 
of correlated ferromagnetic elements, magnetic reversal of an element changes a dipolar field 
acting on neighboring elements and consequently reduces a switching field. As a two-
dimensional system of interacting ferromagnetic elements, artificial spin ice is an ideal system 
in which to study magnetic avalanches.  
Magnetic avalanches in artificial spin ice can be understood as magnetic monopoles 
separating from each other. Even though artificial spin ice is a two-dimensional system, 
magnetization reversal experiments in kagome artificial spin ice done by Mengotti et al. 
revealed that one-dimensional avalanches occur in connected kagome artificial spin ice [37]. 
66 
 
This is because of the chiral nature of the domain walls that propagate along one of the two 
possible branches depending on the fractional topological defects [124]. However, as Walton et 
al. pointed out [125], a truly topologically protected artificial spin ice is hard to realize in 
practice, and artificial spin ice experiences some of the two-dimensional avalanches that 
minimize Zeeman energy. In fact, Chern et al. reported that kagome artificial spin ice 
theoretically exhibited pronounced branching behaviors that resemble those found in directed 
percolation [126]. Therefore, the one-dimensional avalanche that Mengotti et al. have 
observed might be due to boundary effects in the finite clusters or the fact that the amount of 
disorder is not close to the critical point [126]. 
So far, every study on the magnetic reversal of artificial spin ice has used the polarized 
state as an initial state [36, 37, 57, 58, 59, 127, 128]. However, we believe that there can be 
more ambiguity in measuring the length of Dirac strings if the initial configuration is a polarized 
state. For example, in the experimental setup used by Mengotti et al., the starting and ending 
point of each Dirac string may become ambiguous since the initial magnetization configuration 
is a saturated one. In their experiment, the magnetization points towards the left-hand side 
initially. For the avalanche does not always occur in a one-dimensional fashion, the branching 
behavior of Dirac strings makes it tough to identify uniquely individual Dirac strings that 
constitute the wake of reversed islands, as orange circled area in Figure 4-1 illustrates. The 
issue can be resolved by doing the field sweep experiment on the ground state of the kagome 
artificial spin ice, but the ground state is difficult, if not impossible to realize on a relatively large 
scale. Meanwhile, square artificial spin ice is the first kind of artificial spin ice created, and it is 
known that through thermalization during deposition of metal, its two-fold degenerate ground 
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states can be achieved [129]. This is because at the early stages of the deposition, the thickness 
of the islands is small enough to become superparamagnetic. Thus, we decided to perform the 
field sweep experiment on the ground state of square artificial spin ice. We studied the 
distribution of Dirac string lengths for the ground state of square lattice, and particular 
attention was paid to the lattice size dependence of the avalanche behavior. Our study will be a 
nice complement to the avalanche study performed on the kagome artificial spin ice [37, 60] as 
















Figure 4-1. XMCD-PEEM image of kagome artificial spin ice when 0.99 was applied in the x-
direction, where  is the coercive field. Darker islands have magnetization pointing towards 
the right-hand side, and vice versa. Due to the reversal of the 60° islands, some Dirac strings 
show two-dimensional nature. The circled area is an example of Dirac strings merging with each 
other. Image adapted from [49]. 
 
4.2 Experimental and simulation procedure 
 
 E-beam lithography was used onto a silicon substrate coated with silicon nitride to 
pattern the nano islands. Ensuing permalloy deposition was conducted by Justin Watts at the 




nm wide, 220 nm long, and 15 nm thick. This results in a magnetic moment of ~2 × 10 9) for 
each island, which in turn generates a dipolar field of ~15 Oe onto its nearest neighbors. The 
thickness of the lattice has changed from that of brickwork lattice (40 nm) because lower 
thickness results in a better thermalization, which enables the ground state formation [130]. 
They are covered with 2 nm cap of aluminum to prevent oxidation.  
After checking the ground state configuration of the as-grown sample, GMW 
electromagnet 5403EG-20 was used to apply magnetic fields in order to investigate 
magnetization reversal. Magnetic fields of progressively larger amplitudes were applied, and 
magnetic force microscopy (MFM) images were taken at remnant states (after setting the field 
to zero). The images were taken at zero field because magnetic field can affect the 
magnetization of the MFM tip, which in turn can affect the resulting MFM image. At the same 
time, as the shape anisotropy of the artificial spin ice islands is on the order of 104 K, it is 
straightforward to image the magnetization configuration at zero field (the magnetization will 
be frozen in and there will be no significant thermal fluctuations). The field sweep continues 
until the lattice is polarized. We have used a precision rotator [131] to apply the field at a 
particular angle with an uncertainty of ±0.5°. The reversal pattern of magnetization can easily 
be visualized by comparing magnetization map of consecutive field values, which we have 
digitized into spreadsheets.  
 To better understand the avalanche dynamics of the square artificial spin ice system, we 
have carried out the Monte Carlo simulation. In this model, the Ising behavior is assumed for 
magnetization of nanoislands; magnetization does not curl under an external magnetic field and 
is always aligned parallel or antiparallel to the long axis of the islands. That way, we can 
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analytically calculate the dipolar interaction among nanoislands under the additional 
assumption that each nanoisland acts like a point magnetic dipole. In this formalism, the 
magnetization of an island i is expressed as R = J, where M is the magnetization of the 
island and J = ±1. The disorder of nanoislands is reflected through the varying switching fields 
among islands, the distribution of which is assumed to be a normal distribution with an average 
of <H> and a standard deviation of σ. We can define the strength of disorder by using the ratio 
r = . The flipping of an island is accepted if the sum of the external field and the dipolar 
field from all other islands exceed the switching field of the island ,:  F ℎ ? ∙ ̂ < −, 
[126]. 
 The same number of islands as in the experiment (1600, 2500, and 3600 islands for L = 
40, 50, and 60, respectively) was simulated, and the initial configuration was also the same as in 
the experiment. The external field was applied in the –x direction in steps of 4 Oe. At each 
stage, any island that satisfies the above criterion flips its spin. The dipolar field for all other 
spins is updated afterwards. The process repeats until no island satisfies the criterion.  
Alternately, we have also performed micromagnetic simulation using the GPU-
accelerated micromagnetic simulation package Mumax3 [117]. Initial magnetization 
configuration in the simulation was set to match with the ground state antiferromagnetic 
ordering of the experiments. The magnetization maps after applying different fields were 
computed using a cell size of 10 × 10 × 15 nm, exchange stiffness constant of 13 × 10-12 J/m, and 
a saturation magnetization value of 640 kA/m that corresponded to a VSM measurement 
performed for a witness uniform thin film of permalloy. 
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4.3 The initial lattice design: conventional square lattice 
 
 
 Figure 4-2 shows the design of the lattice we first made to study the avalanche. The 
dimension of the array was set so that 29 islands spanned both the x and y axis. Figure 4-3 
shows the example images of the MFM field sweep of the lattice (field step size = 8 Oe, field 
direction = 135°); a black dot represents a magnetic north pole, and a white dot has the 
opposite meaning. As artificial spin ice islands have simple mono-domain structures, 
magnetization of each island can be uniquely determined from MFM. As is shown in Figure 4-
3a, the thermalization during the sample growth put the lattice into the perfect ground state; 
every four-island vertex is in a Type I state. In Figure 4-3(b-d), one can clearly see from the 
MFM contrast the nucleation of Dirac strings and their propagation afterwards; this is an 
elegant visualization of Dirac strings.  
The geometry of the system can be understood as the juxtaposition of zigzag chains. 
Each alternating chain has magnetization pointing in the opposite direction. For this reason, the 
external field will flip every other chain in this geometry, thereby forcing the avalanche to stay 
within the same zigzag chain, making it effectively one-dimensional. Accordingly, the 
aforementioned ambiguity in the Dirac string length in between field steps disappears in this 
setup.   
 If there is no quenched disorder, switching will occur from islands on the edge which 
have fewer neighboring islands. Also, the switching of the islands on the edge will lead to the 
reversal of the entire zigzag chain. However, due to disorder in the systems, the Dirac strings do 
not always get nucleated from the edge and can also get trapped in the middle of the lattices. 
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One can still determine that the propagation occurs in an avalanche fashion when a small 
increase in field induces a long chain of islands to be reversed.  
To better quantify the reversal behavior of the three different sizes of lattices, we used 
the length of the string “s” in units of the number of islands as a measure for the reversal 
behavior. By comparing magnetization map of the successive MFM images at progressively 
higher magnetic fields (taken at zero field), we identified the length of the string of islands with 
reversed magnetic moments. We counted every string observed during the field sweep and 
binned them to get a string length distribution. From the distribution we calculated the 
probability to encounter a Dirac string of length s, P(s), which is shown in Figure 4-4. The bin 
size of 10 was used. The trend of the P(s) plot was not obvious to us, and at the same time we 
realized that the lattice design can be flawed when it comes to do the statistical analysis on the 
string length. The reason is that for each zigzag chain, the maximum length of the Dirac strings 
varies in this geometry. Therefore, although the lattice design introduced is one of the most 
common ones for the square artificial spin ice [36], it does not suit perfectly for our studies. The 
better lattice design can be easily introduced by rotating the lattice 45 degrees. This will be 























Figure 4-2. SEM image of the conventional square artificial spin ice. The angle between the 







Figure 4-3. (a-d) MFM field sweep of the initial design of square lattice. The field is applied at 135 ° 
All the images were taken at remnant states after turning off the field to zero.  
(b) H = 431Oe 
(d) H = 447 Oe 
(c) H = 439 Oe 







4.4 Square lattices rotated 45 degrees 
 
We fabricated a square artificial spin ice of different sizes as shown in Figure 4-5. The 
new lattice is designed such that the maximum length of Dirac strings for each row is the same 
everywhere. L = 40 means that 40 islands span each side on the x and y axis. The largest lattice 
we were able to study was L = 60 because we needed to ensure that the entire lattice could fit 
within the field of view of a MFM image and still results in a good magnetic resolution. After the 
successful thermalization, one can obtain the ground states for each size of the square artificial 
spin ice; the MFM images of them are shown in Figure 4-6. If we define that a zigzag chain of 
nanoislands forms one row and column, the system of size L consists of L rows and L columns, 
and each row and column contains L islands. 







Figure 4-4. Probability to encounter a Dirac string of length s for applied field angle of 135°. The 
field sweep was performed on the sample shown in Figure 4-2, and the field step size was 8 Oe. 






Figure 4-5. Scanning electron microscopy (SEM) images of the three different sizes of square 
lattices. One can apply an external field to the lattice, and the angle between the applied field 
and the x-axis is defined as θ. (a) square lattice of L = 40 (b) square lattice of L = 50 (c) square 









In the ground state magnetization configuration shown in Figure 4-6a, for example, rows 
of odd number have magnetization pointing towards the left, and vice versa. Therefore, if we 
apply the field to the left, only rows of even number will flip their magnetization. Example MFM 
images from the MFM field sweeps for L = 40 when θ = 180° are shown in Figure 4-7, and those 
for L = 50 and L = 60 are shown in Figure 4-8. We note that in L = 40 lattice, the system-
spanning reversals occur frequently, an example of which is shown in the boxed chain from H = 
391 Oe to H = 395 Oe. In contrast to this, the system-spanning events are rarely observed for L 
= 50, and never observed for L = 60 for the step size used in the experiment. In fact, it turns out 
that the reversal behaviors of L = 50 and L = 60 are pretty similar to each other.  
 The same trend was observed from Monte Carlo simulation, the result of which is 
shown in Figure 4-9. The example zero-field magnetization maps obtained from micromagnetic 
simulations are also presented in Figure 4-10 and Figure 4-11. Qualitatively, the results from 
both simulations explain the general reversal sequence pretty well, and from the simulation we 
corroborate that the reversal of nanoislands occurs in an avalanche fashion. Meanwhile, the 
characteristics of the two simulation methods have some differences. In terms of calculating 
dipolar fields, Monte Carlo assumes Ising model and does not take into account the curling of 
magnetization that occurs from Stoner-Wohlfarth-like coherent rotation. Moreover, Monte 
Carlo approximates the magnetization of each island as a magnetic point dipole, and this 
decreases the accuracy of the dipolar field calculation. Compared to this, the computational 
calculation of Mumax3 adopts finite size element method and overcomes the limitations 
mentioned above. Upto the recent past, the large area micromagnetic simulations such as ours 
were in general assumed to be too heavy for computations. It is the development of GPU-based 
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Mumax3 which brought about the speed increase of ~100 that made the simulations 
computationally affordable.   
The same method used for the initial design of the lattice was employed to calculate 
P(s). The data from three different samples were used to get better statistics. When the applied 
field angle θ is 180°, the experimental result looks like Figure 4-12a, and the simulation results 
from Monte Carlo simulation and Mumax3 appear as Figure 4-12b and Figure 4-12c. The bin 
size of 5 was used to build the plots. Looking at the plots, one can tell that all three curves can 
be fitted reasonably well to lines in log-linear scale, with the exception of L = 40 curve in which 
the probability starts to increase as s approaches towards the system size. The linearity of the 
probability curves indeed confirms that the probability has an exponential decay form, which is 
a characteristic of one-dimensional avalanche. The different shape of L = 40 curves is from the 
long strings that include the system-spanning chains found during the field sweep, which stem 
from the finite size of the lattice. On the other hand, the slopes of the linear fits to L = 50 and L 
= 60 are nearly identical to each other, implying that the system size has probably reached a 
critical size above which the avalanche behavior converges. Therefore, one would want the 
lattice size above L = 50 to see the true avalanche behavior, which is robust against additional 
size increase in this square artificial spin ice.  
This statement can be further corroborated by using the finite size scaling analysis, 
which is a commonly used method to study avalanche in finite systems in order to predict the 
behavior in large systems that is difficult to access and analyze. For the scaling analysis, it is 
often more convenient to use complementary cumulative distribution function (CCDF) which 
does not have to use binning procedure to do the statistics. The CCDF for a random variable X is 
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defined as C(x)=P(X>x). In scaling analysis of our results, we set our CCDF to be a function of s, 
C(s) and let C(s)=J#b  J¡¢£%, where k and σ are coefficients of the scaling collapse. We multiply 
by J# on both sides of the equation to get (J)J# = b  J¡¢£%. Now, we can plot the scaling 
function F as a function of J¡¢£. The result is shown in Figure 4-13. In the plot, L = 50 curve and L 
= 60 curve collapse very well onto each other, but L = 40 curve could not be collapsed onto 
other curves very well. This is partly because of the long vertical line towards the end of the 
curve which is due to the system-size reversal events. The excellent collapse result between L = 
50 and L = 60 verifies that the statistical results we have seen for these sizes is likely to hold for 


























Figure 4-6. (a-c) MFM images of the ground state of the square artificial spin ice in different 
sizes. Black and white dots found at the two ends of each island are due to its single domain 





























H = 407 Oe 
H = 395 Oe 
H = 367 Oe 
Figure 4-7. MFM field sweep of L = 40 square lattice when θ = 180°. Note that even a small 
increase in field induces an avalanche that spans from edge to edge (orange boxes). 
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L = 50, H = 399 Oe 
L = 50, H = 411 Oe L = 60, H = 411 Oe L = 60, H = 411 Oe 
L = 50, H = 399 Oe 
L = 60, H = 367 Oe L = 60, H = 367 Oe L = 50, H = 367 Oe L = 50, H = 367 Oe 
L = 50, H = 387 Oe L = 60, H = 387 Oe L = 50, H = 387 Oe L = 60, H = 387 Oe 
L = 50, H = 411 Oe 
L = 60, H = 399 Oe L = 60, H = 399 Oe 
Figure 4-8. The example images from MFM field sweep of L = 50 and L = 60 square lattices 
when θ = 180°. The field step size of 4 Oe was used, and the images were taken at zero field. 
Qualitatively, the avalanche behavior between the two sizes is similar to each other.  
 























L = 40, H = 460 Oe L = 50, H = 460 Oe 
L = 40, H = 456 Oe L = 50, H = 448 Oe 
L = 60, H = 428 Oe 
L = 60, H = 460 Oe 
L = 60, H = 472 Oe L = 50, H = 472 Oe 
L = 60, H = 460 
L = 60, H = 448 Oe 
L = 50, H = 428 Oe L = 40, H = 416 Oe 
L = 40, H = 468 Oe 
Figure 4-9. The example images from Monte Carlo field sweep for different sizes of square 
lattices. The field step size of 4 Oe, the disorder of r = 0.054, and the coercive field of Hc = 280 
Oe were used. Due to the small size of the lattice, L = 40 displays a system-size reversal chain 






Figure 4-10. The example images from micromagnetic field sweep simulations for L = 40. The 
field step size of 4 Oe was used, and the images were taken at zero field. A system-size reversal 
chain is observed as H increases from 440 Oe to 444 Oe due to the small size of the lattice. 
H 
H = 408 Oe 
H = 432 Oe 
H = 440 Oe 
H = 444 Oe 
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 L = 60 L = 50 
H = 454 Oe 
H = 434 Oe 
H = 426 Oe 
H = 410 Oe 
H 
Figure 4-11. The example images from micromagnetic field sweep simulations for L = 50 and 
L = 60 square lattices. The field step size of 4 Oe was used, and the images were taken at 








Figure 4-12. (a) Experimental, (b) Monte Carlo simulated, and (c) Mumax3 simulated probability 
to encounter a Dirac string of length s for L = 40, L = 50, and L = 60 lattices. The applied field 
angle θ was 180°.  
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Figure 4-13. Scaling collapse of L = 40, L = 50, and L = 60 lattices. Although the collapse between 
L = 50 and L = 60 is pretty good, data on a larger system than L = 60 would be useful to really 





In this chapter, we studied the magnetic avalanche behavior of square artificial spin ice 
made of permalloy. The thermalization during the metal deposition enabled the sample to 
reach the single domain ground state configuration, which allows for real-space observations of 
Dirac strings that can be nucleated and propagated by the application of external fields. By 
investigating the avalanche dynamics in different sizes of the lattices, we establish that the 
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avalanche in our system robustly occurs in an effectively one-dimensional fashion. In addition, 
the scaling collapse analysis establishes a characteristic system size that one wants to go above 
in order to mitigate the finite-size effect. The observed magnetic avalanches are well 
reproduced by Monte Carlo simulations as well as micromagnetic simulations. In the future, 
studying at least one size larger than L = 60 to check if the scaling collapse result holds is 
recommended. Other than L = 40 data which are heavily affected by finite size effects, we need 
three curves that collapse onto each other to draw a stronger conclusion on the collapse 
behavior and get a scaling form. At the same time, it might be worthwhile to investigate 
thoroughly other reversal schemes that could be accessed by changing the applied field angle θ 
systematically. Magnetic avalanches are the most prominent at θ = 0° because it is a symmetry 
direction for 45° and -45° islands. However, the coupling between those two islands breaks as θ 
deviates significantly from 0°. Understanding a variety of reversal mechanisms existing in the 
system will bring about a better control on its magnetic microstate, which in turn might help in 













Chapter 5: Thermally assisted magnetization reversal of 
connected artificial spin ice 
 
 In this chapter, we describe an attempt to study the thermally assisted magnetization 
reversal of connected artificial spin ice via magnetotransport measurement. By doing the so-
called “waiting time measurement” [132], we can detect the thermally assisted magnetization 
reversal of the ferromagnetic nanostructures with help from a bias field. Repeated waiting time 
measurements suggest that the thermal effect is there for the ferromagnetic system, but it is 
very small. We discuss the challenge of studying the switching time distribution due to the 
change in the switching field of the elements, which result from quenched disorder of the 
system. 
 
5.1 Motivation of the project 
 
Recently, a major trend of research in artificial spin ice focuses on studying thermally 
active behavior of the frustrated system [33, 34, 35, 48, 80, 133, 134, 135, 136]. For this type of 
study, researchers have made nanoislands extremely small, in contrast to those of conventional 
artificial spin ice which are athermal at room temperature. Consequently, appropriate 
dimensions of the nanoislands can render the magnetization fluctuate even at room 
temperature. Techniques such as magnetic force microscopy do not work on these thin 
magnetic islands because the magnetic moment of the tip switches the magnetization of 
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nanoelements as it scans the surface. Therefore, researchers mostly use a synchrotron facility 
where they can use techniques including XMCD-PEEM (X-ray Magnetic Circular Dichorism-
PhotoEmission Electron Microscopy) introduced in Chapter 1. The problem with this, however, 
is that there is a limited number of these facilities around the world, which makes it challenging 
to get an opportunity to use the technique for most of the labs in university environments. 
Thus, we wanted to make an experimental system where one can conduct a study on the 
thermal dynamics of the ferromagnetic nanoelements using techniques that are relatively easy 
to access, such as the AC lock-in technique. Due to the AMR, resistance of ferromagnetic nano 
network depends on the spin configuration of individual nanobars, so we expected to see the 
fluctuation of the resistance if thermal switching occurs. This could provide an opportunity to 
glimpse at the thermal dynamics of the many-body spin system. 
5.2 Thermally assisted magnetization reversal of kagome artificial spin ice with 
help from a bias field 
  
In 2016, Telepinsky et al. reported a transport study on a permalloy microstructure [137]. 
The structure studied is a permalloy Hall cross with a nominal thickness of 20 nm as shown in 
Figure 5-1. They used a two-wire technique to measure the magnetoresistance of the structure. 
Figure 5-1. Schematic of the measurement performed by Telepinsky et al. HA1 refers to one of 




The field was applied at B = 150°, and as can be seen from Figure 5-2(a), the magnetization 
reversal happens between 48.7 Oe < H < 49.1 Oe. As a result, the discontinuous jump of the 
resistance is observed in the transverse resistance measurement due to anisotropic 
magnetoresistance effect. Interestingly, the same switching event was thermally triggered when 
they applied a bias field of 48.25 Oe (Figure 5-2(b)). This is because an applied bias field close 
to the switching field effectively lowers the energy barrier for reversal [138], and the switching 
Figure 5-2. (a) Transverse resistance as a function of the magnetic field applied. The 
temperature is at 343 K. (b) Transverse resistance as a function of time with an applied bias 
field of 48.25 Oe. (c) The histogram of the waiting time until the switching occurs. (d) The 
average waiting time for reversal as a function of inverse temperature. The temperature range 




becomes thermally accessible [139, 140, 141]. Telepinsky and coworkers were able to repeat the 
measurement around 100 times and get the switching time distribution shown in Figure 5-2(c). 
Also, they obtained the average switching time as a function of 1/T, which could be fitted with a 
linear line in a log-linear scale. 
 They explained the behavior using Néel-Brown model [142, 143, 144, 145, 146, 147, 
148], which dictates average waiting time for thermal reversal to be  ̅ =  exp  ¦#$%, where 
 is a sample specific constant, §¨ is the field-dependent energy barrier height. Looking at the 
linear fit obtained in Fig. 5-2(d), they concluded that §¨ of their system could be approximated 
as §¨  = (1 − ©).  
We found the report by Telepinsky et al. to be very interesting in the sense that the 
same method can be applied to connected artificial spin ice to potentially observe the thermally 
assisted magnetic avalanche. Therefore, we performed the so-called waiting time measurement 
on the kagome artificial spin ice sample we have studied before. It has the same shape as that 
shown in Figure 1-10(a). Figure 5-3a shows the downsweep portion of the magnetoresistance 
result for the lattice at θ = 90° and temperature at 340 K. The huge discontinuity of the 
resistance level at around H = -400 Oe is due to magnetization reversal of ±60° legs. To 
pinpoint the magnitude of the field at which the reversal occurs, we have performed another 
field sweep with a field step size of 0.5 Oe from -350 Oe to -450 Oe (Figure 5-3b). As can be 
seen from the figure, the huge jump of the resistance consists of a large number of small jumps. 
This manifests that the reversal of the legs does not happen all at the same field, unlike the 
simple system studied by Telepinsky and coworkers. Figure 5-3c shows the result of the waiting 
time measurement on the system. The sample was first saturated in a large magnetic field at θ 
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= 90°. Then, the bias field of –353.7 Oe was applied to facilitate the thermally assisted 
magnetization reversal. The transverse resistance was monitored as a function of time to see 
when the reversal occurs. In the particular measurement shown in Figure 5-3c, we could 
observe the reversal events in about 60 seconds after the bias field was applied. This can be 
told by looking at the resistance level increase. However, the thermal energy was not enough to 
induce the magnetic avalanche of the entire chain of ±60° legs. We never observed the entire 
magnetic avalanche triggered by thermal energy that would result in a resistance change of 
~0.1 Ohms. For the partial avalanche observed, we were not sure which legs were thermally 
flipping in the lattice. We thought it would be better if we could make a system where the spin 
configuration could be determined from looking at the resistance level. Thus, we decided to 








































Figure 5-3. a. Transverse resistance (downsweep) of connected kagome artificial spin ice at θ ~ 
90°. b. Another field sweep at the same angle with smaller field steps of 0.5 Oe from -350 Oe to 
-450 Oe. c. Time series of the transverse resistance at a bias field of -353.7 Oe. 
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5.3 Two-hexagon system 
 
 
 We fabricated a small connected kagome artificial spin ice consisting of two hexagons, 
using the methods described in Chapter 2. Figure 5-4 shows the SEM and MFM images of the 
structure made. The dimension of the nanowire is about 80 nm wide, 800 nm long, and 15 nm 
thick. As Figure 5-4(b) shows, magnetic charges can be clearly seen at the vertices of the 
structure, showing that the nanowire leg is single-domain. Figure 5-5 shows the downsweep 
part of the transverse magnetoresistance data for the two-hexagon sample studied. The angle 




Figure 5-4. (a) SEM micrograph of the two-hexagon network. (b) MFM micrograph of the same 
network. Magnetic charges exist only at vertices, not in the middle of the wire, thereby proving 




At this angle, reversals happen in a two-step process. The switching field for the 90° leg 
is the lowest, but the sole reversal of the 90° leg results in a highly unfavorable three-in/three-
out states and therefore is suppressed. Depending on the slight tilt of the field, either 30° leg or 
-30° leg switches along with the 90° leg. At a slightly higher field, the remaining leg flips. This 
two-step reversal is well demonstrated in the downsweep curve, where the resistance level 
shows a drastic decrease and an increase at a field of ~-200 Oe. For the field region where the 
sudden decrease occurs, we have conducted a field sweep of a stepsize of 1 Oe. Figure 5-5b 
shows the result of the field sweep. Unlike Figure 5-3b, there exists only one discontinuity of 
the resistance. Therefore, we have attempted the waiting time measurement for the 
discontinuity, the result of which is shown in Figure 5-5c. The bias field used was -148.7 Oe, and 
the waiting time used was 300 seconds. The measurement was repeated 100 times. In contrast 
to the results from Telepinsky et al. (Figure 5-2c), where the switching time distribution shows 
an exponential decay, we have observed no switching in many instances of the waiting time 
measurements. The waiting time used was longer in our case than in the experiment by 
Telepinsky et al. The seemingly puzzling result could be understood better when we repeated 
the field sweep with small step size many times. We found that the switching field for the 
structure varies from -150 Oe to -154 Oe, as can be seen from Figure 5-5d which shows the 
switching field distribution from 50 measurements. We suspect that the variation of the 
switching field results from the disorder (edge roughness) of the nanowires which in turn 
provides multiple pinning sites for domain walls. The energy landscape for each domain wall 
pinning site seems to be a little different, resulting in a slight change in the switching field. 
Therefore, the thermal reversal in this case cannot be described in the framework of Néel-
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Brown model with a fixed energy barrier Eb. In our measurements, the change of the energy 























Figure 5-5. (a) Downsweep magnetoresistance of two-hex network when θ ~ 90°. (b) Another 
field sweep at the same angle with smaller field steps of 1 Oe from -150 Oe to -200 Oe. (c) The 
distribution of the switching time with an applied bias field of -148.7 Oe. To find out the 
switching time, the resistance was recorded for 300 seconds after the bias field was set. One 
hundred measurements are taken, and if no switching occurs within 300 seconds, we signify 







 Above we have described that the magnetic reversal of ferromagnetic nanostructure 
can be thermally triggered. By applying a field closer to the switching field, the thermally 
assisted magnetization reversal can occur within 300 seconds. However, due to edge 
roughness, the domain wall pinning for each field cycle can change. As a result, we cannot 
observe reliable thermal reversal within 300 seconds when a constant bias field is applied. This 
shows that magnetization of the permalloy nanostructure presented experiences a very small 
thermal fluctuation. The use of different materials or finding a way to significantly reduce the 















Appendix A: Modelling of magnetoresistance 
 
To model the magnetoresistance, we carried out finite element micromagnetic 
simulations at 0 K using the GPU-accelerated micromagnetic simulation package Mumax3 [114], 
basing the calculation on a segment of the brickwork lattice, which is shown in Figure A-1. We 
first computed magnetization maps at different fields, using a cell size of 10 × 10 × 40 nm, 
exchange stiffness constant of 13 × 10-12 J/m, and a saturation magnetization value of 640 kA/m 
that corresponded to a VSM measurement performed for a witness uniform thin film of 
permalloy. We then created a current density map using the Ansys Maxwell package (version 
16.0) [149], which solves the continuity equation in the finite element scheme assuming constant 
resistivity throughout the structure. In order to get the current map, we used the lattice that was 
the same size as the one used for Mumax3 as an input image. The left and right edge of the lattice 
was set to have an equipotential, respectively. This additional step beyond our previous work in 
the kagome system was necessary to obtain the more accurate current density distribution in the 
structure. The voltages responsible for transverse and longitudinal magnetoresistance were 
calculated under an assumption that the magnetoresistance effects observed originated from 
the anisotropic magnetoresistance (AMR); this phenomenon is associated with the relative angle 
of the current and the magnetization. We calculated the voltage difference across the sample by 
taking the line integral of the electric field vector resulting in AMR,  =  ρ  F  Δρ( ∙ ) , 
where J is the electric current density vector,   a unit vector in the direction of the local 
magnetization, ρ the isotropic bulk resistivity, and Δρ the anisotropic magnetoresistivity [67], 
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and then used the voltage to calculate the transverse and longitudinal resistance as above. The 
line integral was performed using the magnetization map from Mumax3 and the paths of line 
integrals for longitudinal and transverse magnetoresistance are illustrated in Figure A-1. For the 
transverse resistance simulation, we have chosen a straight-line path from point 3 to 4 in Figure 
A-1 for the simplicity of calculation. We have checked that the inclusion of the short horizontal 




Figure A-1. The geometry of the structure used for micromagnetic simulation. For the simulated 
longitudinal signal, local electric field vector was integrated along the red path (1 to 2) to obtain 
the simulated voltage. For the simulated transverse signal, the same calculation was performed 
along the blue path (3 to 4). The line integral from point 5 to 6, which included the horizontal 















































 5 to 6 (horizontal path included)
 3 to 4 (horizontal path not included)
Figure A-2. The comparison of the simulated transverse signal for two different paths. The black 
curve was obtained by doing the line integral from point 5 to 6 in Figure A-1, whereas the red 





The following is a Matlab code used to do the line integral of the electric field from AMR 





% This code performs the line integral of the voltage resulting from AMR 
% effect. Mumax simulation has to be performed beforehand, and the resulting ovf files should be converted into 
csv formats.  
%The current vectors for every cell should be calculated beforehand as well. 
%Written by Jungsik Park. 
  
I=load('10241024.txt','-ascii'); % Reads a text file that contains current vectors at different coordinates. 
filenum=103; % Number of ovf files created from Mumax simulation. 
phesum=zeros([1600 1]); 


















     Ix(i,j)=I(num*(j-startj)+(i-starti+1),1); 
     Iy(i,j)=I(num*(j-startj)+(i-starti+1),2); 
   




















    tag=strcat('m',sprintf('%06d',[ii]),'.csv'); % Generates filenames of the csv files that contain magnetization 
information. 












      res1(i,j)=0.005*(M(i,j)*Ix(i,j)+M(i+gy*gz,j)*Iy(i,j));  
    Ex(i,j)=res1(i,j)*M(i,j); 
    Ey(i,j)=res1(i,j)*M(i+gy*gz,j);  
    %computes electric field vectors resulting from AMR. 
   




         
 for count=1:3 
     if count==1 
        startj=node(count,2); 
        endj=node(count+1,2); 
         
        for j=startj:-1:endj 
                   phesum(ii+1)=phesum(ii+1)+(Ex(node(count,1),j))*-1; %Integrates from the first node to the second 
node. 
        end 
    elseif count==2 
             for i=node(count,1):-1:node(count+1,1) 
                   phesum(ii+1)=phesum(ii+1)+(Ey(i,node(count,2)))*-1; %Integrates from the second node to the third 
node. 
             end 
         
    else 
             for j=node(count,2):1:node(count+1,2) 




             end 
                  
                        
    end 
        
   
               





T=importdata('table.txt'); %Reads table.txt generated from mumax simulation. 
csvwrite('table.csv',T.data);  




    B(ii)=10000*sqrt((Q(ii,Bxlnum))^2+(Q(ii,Bxlnum+1))^2)*sign(Q(ii,Bxlnum)); %Generates a column that contains 
magnetic field information for each stage of the simulation. 
end 
  














Appendix B: Robustness test of Brickwork ASI transport 
against other variables 
 
 Chapter 3 of the thesis explores the angular dependence of the transport of brickwork 
artificial spin ice. The method used for the measurement is an AC lock-in technique that 
minimizes noise of the signal. Due to the nature of the technique, the raw signal has both real 
and imaginary parts (real part is Rcos∅ and imaginary part is Rsin∅, where R is the magnitude 
of the measurement signal and ∅ is the phase offset between the measurement and reference 
signal). I specify here that all the data presented in chapter 3 are the real parts of the signals. 
Other than that, it is also important to check if the sample is Ohmic and robust against a 
frequency of excitation current which we choose in the AC measurement.  
 The first check can be easily done by changing the excitation current used in the 
measurement. We use I = 44.5 μA in the data shown in the main chapter, but Figure B-1 and B-
2 show that essentially the resistance values are the same even if we use different current 
values.  
 The second check result is shown in Figure B-3 and B-4. They show that the data in 
chapter 3 are robust against frequency change as well. In terms of the magnitude of the signal, 
frequency around 120 Hz generates a value relatively removed from results at other frequency. 
This is due to the AC power line noise. Still though, the qualitative behavior stays the same even 
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at frequencies near 120 Hz. More importantly, the results at f = 17 Hz and f = 1700 Hz confirm 
that the frequency of f = 17 Hz used in the experiment is far away from f =120 Hz such that the 










































Figure B-1. Effects of excitation current change on the longitudinal resistance of the 
brickwork ASI. Although there is a small deviation among the three curves which probably 









Figure B-2. Effects of excitation current change on the transverse resistance of brickwork ASI. 
The three curves are essentially identical, thereby confirming the Ohmic behavior of the 
network. 
 














































































Figure B-3. Real parts of longitudinal resistance as a function of excitation frequency. The 
curves for f = 17 Hz and f = 1700 Hz are close to each other, compared to the curve for f = 
170 Hz. This is presumably due to power line noise that affects frequency around f = 120 
Hz. The measurement presented in chapter 3 has been performed at 17 Hz, far away 





Figure B-4. Imaginary parts of longitudinal resistance as a function of excitation frequency. The 
curves for f = 17 Hz and f = 1700 Hz are close to each other, compared to the curve for f = 170 
Hz. This is presumably due to power line noise that affects frequency around f = 120 Hz. The 










































Appendix C: Miscellaneous data on the thermally 
assisted magnetization reversal of connected artificial 
spin ice 
 
 On the thermally assisted magnetization reversal, we have taken more data than those 
presented in Chapter 5, and the data that do not significantly contribute to making the point 
are shown below in case interested readers want to refer to. 
 
 








































Figure C-1. An example run where the resistance level was monitored for 20 minutes. In 







































Figure C-2. Temperature dependence of the fine-grained field sweep. One can see that the 
switching field decreases as the temperature increases, as expected from the picture of Neel-

















Figure C-3. Fine-grained fieldsweep at T = 1.9 K. The same stepping behavior is observed at this 
low temperature, and the noise level of the signal does not seem to vary significantly from the 





















































































































θ = 60° 






























Equation y = a + b*x
Plot D
Weight No Weighting
Intercept 1622.09804 ± 4.21279
Slope -0.60588 ± 0.02507





Figure C-4. (a) Longitudinal resistance of two-hex network when θ = 60°, T = 300 K. (b) 
Temperature dependence of the switching field that is responsible for the blue circled region 
in (a). The trend is reproducible, and it can be fitted pretty well with a line. (c) The switching 
field distribution at various temperatures. At each temperature, the switching field results 
from 20 measurements are shown. The switching fields vary upto ~10 Oe from measurement 
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