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In non-canonical two-field inflation models, deviations from the canonical model can be captured by a pa-
rameter ξ. We show this parameter is usually one half of the slow-roll order and analytically calculate the
primordial power spectra accurate to order ξ2. The super-horizon perturbations are studied with an improved
method, which gives a correction of order ξ2. Three typical examples demonstrate that our analytical formulae
of power spectra fit well with numerical simulation.
I. MOTIVATION
Popularly taken as one ingredient of the Big Bang theory, inflation [1] has become the prevailing paradigm for studying the
very early phase of our Universe. However, we are still far from the standard model of inflation. Observationally, inflation will be
further tested or revealed in details by accumulating data of the cosmic microwave background, the baryon acoustic oscillation,
etc [2]. Theoretically, a consensus has not been attained on the inflationary Lagrangian. Besides the simplest single-field model
of inflation [3, 4] and its variants [5, 6], there are a large number of extended models, among which we will study in this paper
the generalized two-field inflation model [7–15] described by an action of the form
S =
∫
d4x
√−g
[
M2p
2
R− 1
2
(∂µφ)(∂
µφ)− e
2b(φ)
2
(∂µχ)(∂
µχ)− V (φ, χ)
]
. (1)
HereMp = (8πG)
−1/2 is the reduced Plank mass, and b(φ) is a function of scalar field φ. Thus the other scalar field χ acquires
a non-standard kinetic term. In the special case b = −φ/(√6Mp), this model is equivalent to the f(χ,R) generalized gravity
[16–20] and the generalized hybrid metric-Palatini gravity [21]. Another special case b =
√
2φ/(
√
3Mp) appears in the no-scale
supergravity inflation [22–24].
One conventional assumption made in the literature [11–14] is that M2p b
2
φ ≪ 1, which unfortunately does not hold in the
interesting case b = −φ/(√6Mp). For instance, in reference [13], the parameter ξ =
√
2bφMp
√
ǫ is introduced and treated
“on the same footing as the other slow-roll parameters”, where ǫ is the Hubble slow-roll parameter defined in (15). Under this
assumption, reference [13] kept only the terms linear in ξ, ǫ or η and developed a series of elegant formulae for inflation model
(1). Under the same assumption, reference [15] studied this model to the second order in slow-roll parameters and obtained
some analytical results which can be used to find the final power spectra.
Taking b = −φ/(√6Mp), one can directly see that ξ = −
√
ǫ/3. In this case, ξ is of one half order of the slow-roll parameter
ǫ, hence ξ2 should be taken on the same footing as ǫ in a consistent analysis. Our motivation in this paper is to take ξ2 terms into
consideration and improve precision of the results of reference [13]. We make some refinements to reference [15], including the
diagonalization of an asymmetric coefficient matrix, the nonzero imaginary part of the correlation spectrum, and an improved
treatment of super-horizon perturbations, on which we will comment in section VI. We make a further step in section (IV) to a
subclass of model and work out the power spectra analytically.
The plan of the paper is as follows. In section II we write down the background equations as well as the slow-roll conditions.
The evolution equation of inflation trajectory in field space is derived with the desired precision in subsection II C and appendix
A. In section III, we evolve the perturbations analytically inside and outside the horizon, taking ξ2 terms into account. The super-
horizon power spectra involve integrals difficult to work out analytically, so we pay attention to a subclass of model and perform
the analytical calculation in section IV. For several specific examples of this subclass, our analytical formulae are confronted
with numerical results in section V. In section VI, we comment on a few subtleties. Some technical details are relegated to
appendices B and C, in which respectively the matrix (48) is diagonalized and the Hankel function (63) is expanded in the
Taylor’s series. In appendix D, we numerically evaluate the integrals involved in the power spectra for specific examples and
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2compare our result with that of reference [15]. To give some estimate about the contribution of the terms of higher than ξ2 order,
we report some analytical results of the order ξ3, ǫξ, ηξ in appendix E.
Throughout this paper, we will be restricted to the case with a constant bφ, namely bφφ = 0. This is enough to cover many
popularmodels, e.g. the f(χ,R) generalized gravity [16–20], the generalized hybridmetric-Palatini gravity [21] and the no-scale
supergravity inflation [22, 23].
II. BACKGROUND EQUATIONS AND SLOW-ROLL CONDITIONS
In this section we will investigate the evolution of the background under the slow-roll approximation. Starting with action (1),
in subsection IIA we will write down the background equations and decompose them in the kinematic basis [25]. In subsection
II B, we will scrutinize the slow-roll condition and put forward a problem related to f(χ,R) inflation. In subsection II C and
appendix A, we will derive the evolution equations for slow-roll parameters and inflation trajectory after taking ξ2 terms into
account.
A. Background equations of motion
With the background metric
ds2 = −dt2 + a(t)2d~x2, (2)
the action (1) leads to the following equations of motion for the scalar fields
φ¨+ 3Hφ˙+ Vφ = bφe
2bχ˙2, (3)
χ¨+ (3H + 2bφφ˙)χ˙+ e
−2bVχ = 0 (4)
and the Friedmann equations
H2 =
1
3M2p
[
1
2
φ˙2 +
e2b
2
χ˙2 + V
]
, (5)
H˙ = − 1
2M2p
[
φ˙2 + e2bχ˙2
]
. (6)
The last equation is not independent from the others. Here t denotes the physical time, and a dot denotes the derivative with
respect to it. Later on, we will need the conformal time τ with respect to which the derivatives are denoted by primes.
To study the evolution of perturbations, it is more convenient to introduce the average and orthogonal fields, corresponding to
tangent and orthogonal directions of the trajectory in field space. Perturbations of the average and orthogonal fields δσ, δs are
related to perturbations of the primitive fields δφ, δχ by
δσ ≡ cos θδφ+ sin θebδχ, δs ≡ − sin θδφ+ cos θebδχ, (7)
where
cos θ ≡ φ˙
σ˙
, sin θ ≡ χ˙e
b
σ˙
, σ˙ ≡
√
φ˙2 + e2bχ˙2. (8)
In terms of average field σ and rotation angle θ, equations (3) and (4) can be put in the form [13]
σ¨ + 3Hσ˙ + Vσ = 0, (9)
θ˙ = −Vs
σ˙
− bφσ˙ sin θ. (10)
By definition (7), the first-order derivatives of the potential are related by
Vσ = Vφcθ + e
−bVχsθ,
Vs = −Vφsθ + e−bVχcθ, (11)
and the second-order derivatives of the potential are related by
Vσσ = Vφφc
2
θ + e
−2bVχχs
2
θ + e
−bVφχsθcθ + e
−bVχφsθcθ,
Vσs = −Vφφsθcθ + e−2bVχχsθcθ + e−bVφχc2θ − e−bVχφs2θ,
Vss = Vφφs
2
θ + e
−2bVχχc
2
θ − e−bVφχsθcθ − e−bVχφsθcθ. (12)
3Hereafter we will use notations sθ ≡ sin θ, cθ ≡ cos θ for brevity.
One should be warned that the average and orthogonal fields are defined perturbatively in equation (7), therefore the potential
V cannot be expressed as functions of these fields, and consequently Vσ 6= dV/dσ, Vσσ 6= dVσ/dσ, etc. Instead, a careful
calculation shows that
V˙σ = Vσσ σ˙ + Vsθ˙ − bφσ˙sθcθ(Vσsθ + Vscθ),
V˙s = Vσsσ˙ − Vσ θ˙ − bφσ˙c2θ(Vσsθ + Vscθ), (13)
where we have made use of Vφχ = Vχφ. Then the time-derivative of equations (9) and (10) leads to
...
σ
H2σ˙
= 3
(
3 +
Vσ
Hσ˙
)
− 3H˙
H2
− Vσσ
H2
+
Vs
Hσ˙
(
Vs
Hσ˙
+
bφσ˙
H
sθ
)
+
bφσ˙
H
sθcθ
(
Vσ
Hσ˙
sθ +
Vs
Hσ˙
cθ
)
,
θ¨
H2
=
(
bφσ˙
H
sθ − Vs
Hσ˙
)(
3 +
Vσ
Hσ˙
)
− Vσs
H2
+
(
bφσ˙
H
cθ − Vσ
Hσ˙
)(
Vs
Hσ˙
+
bφσ˙
H
sθ
)
+
bφσ˙
H
c2θ
(
Vσ
Hσ˙
sθ +
Vs
Hσ˙
cθ
)
. (14)
This system of equations will be solved in appendix A order by order in slow-roll parameters defined in the next subsection.
B. Slow-roll conditions and the ξ problem
Similar to the single-field inflation, it is customary to define the slow-roll parameters as [11]
ǫ = − H˙
H2
,
ηφφ =
M2pVφφ
V
, ηφχ =
M2p e
−bVφχ
V
, ηχχ =
M2p e
−2bVχχ
V
,
ησσ =
M2pVσσ
V
, ησs =
M2pVσs
V
, ηss =
M2pVss
V
. (15)
Then the slow-roll conditions are
ǫ≪ 1, (16)
|ηφφ| ≪ 1, |ηφχ| ≪ 1, |ηχχ| ≪ 1, (17)
|ησσ | ≪ 1, |ησs| ≪ 1, |ηss| ≪ 1. (18)
In terms of slow-roll parameters, relation (12) can be reexpressed as
ησσ = ηφφc
2
θ + ηχχs
2
θ + 2ηφχsθcθ,
ησs = −ηφφsθcθ + ηχχsθcθ + ηφχ
(
c2θ − s2θ
)
,
ηss = ηφφs
2
θ + ηχχc
2
θ − 2ηφχsθcθ. (19)
Thus the slow-roll conditions (17) and (18) are equivalent.
However, as we will see in the next section, the above slow-roll parameters are not enough to express the coefficients of per-
turbation equations even under the slow-roll approximation. To overcome this difficulty, reference [13] introduced a parameter
ξ =
bφσ˙
H
=
√
2bφMp
√
ǫ (20)
and treated it “on the same footing as the other slow-roll parameters”. Under this assumption, reference [13] kept only terms
linear in ξ, ǫ or η and developed a series of elegant formulae for inflation model (1).
By this definition, ξ is proportional to
√
ǫ, i.e. a half order of slow roll. In theories such the f(χ,R) generalized gravity
[16–20] and the generalized hybrid metric-Palatini gravity [21], one has to deal with models of the form b = −φ/(√6Mp). In
that case ξ = −
√
ǫ/3, and ξ2 is of order ǫ. In the no-scale supergravity inflation [22, 23], b =
√
2φ/(
√
3Mp). Then one finds
ξ =
√
4ǫ/3 and again ξ2 is of order ǫ. Therefore, it would be interesting to take ξ2 terms into consideration and refine the
analysis of reference [13, 15]. This will be done in the following sections.
Throughout this paper, we will assume that the slow-roll parameters vary slowly during inflation. This is supported by the
differential equations in the coming subsection and is confirmed by our numerical examples in section V.
4C. Inflation trajectory
In section IV, we will express the power spectra in terms of the Hubble parameter explicitly. For this purpose, we will have
to work out the evolution of rotation angle θ and slow-roll parameters ǫ, η, ξ. This has been done to the leading order of ξ in the
appendix of reference [15]. In this subsection, we will extend the results of reference [15] to O (ξ2), assuming bφφ = 0 and that
ξ2 and ǫ are of the same order.
The evolution of rotation angle θ is dictated by equation (A10) in appendix A. Accurate to O (ξ2), it can be rewritten as
θ˙ = −H
(
ησs + ξsθc
2
θ −
2
3
ξ2s3θcθ
)
. (21)
Using this equation, one can straightforwardly derive the evolution equation of slow-roll parameters ǫ, η, ξ from their definitions.
Since the calculation follows reference [15] closely, here we write down our final result directly
ǫ˙ = 2Hǫ
(
ǫ+
σ¨
Hσ˙
)
≃ 2Hǫ
(
2ǫ− ησσ − ξs2θcθ −
2
3
ξ2s2θc
2
θ
)
,
ξ˙ = Hξ
(
ǫ+
σ¨
Hσ˙
)
≃ Hξ
(
2ǫ− ησσ − ξs2θcθ −
2
3
ξ2s2θc
2
θ
)
,
˙ησσ = 2Hǫησσ − 2Hη2σs − 2Hησσξs2θcθ − 4Hησsξsθc2θ +
4
3
ησsξ
2s3θcθ −Hασσσ ,
˙ηss = 2Hǫηss + 2Hη
2
σs − 2Hηssξc3θ −
4
3
ησsξ
2s3θcθ −Hασss,
˙ησs = 2Hǫησs +Hησsησσ −Hησsηss − 2Hηssξsθc2θ −Hησsξcθ −
2
3
(ησσ − ηss) ξ2s3θcθ −Hασσs. (22)
In the above αIJK = VσVIJK/V
2, whereas the third-order derivatives are [13]
Vσσσ = Vφφφc
3
θ + 3e
−bVφφχsθc
2
θ + 3e
−2bVφχχs
2
θcθ + e
−3bVχχχs
3
θ,
Vσσs = −Vφφφsθc2θ + e−bVφφχc3θ − 2e−bVφφχs2θcθ + 2e−2bVφχχsθc2θ − e−2bVφχχs3θ + e−3bVχχχs2θcθ,
Vσss = Vφφφs
2
θcθ − 2e−bVφφχsθc2θ + e−bVφφχs3θ + e−2bVφχχc3θ − 2e−2bVφχχs2θcθ + e−3bVχχχsθc2θ. (23)
III. ANALYTICAL STUDY OF PERTURBATIONS INCLUDING ξ2 TERMS
A. Perturbation equations
In the longitudinal gauge, the metric with the scalar-type perturbation is of the form
ds2 = −(1 + 2Φ)dt2 + a2(1 − 2Φ)d~x2, (24)
while the curvature and entropy perturbations are defined by
R ≡ H
σ˙
Qσ, S ≡ H
σ˙
δs (25)
in which
Qσ ≡ δσ + σ˙
H
Φ. (26)
In reference [13], it has been shown that perturbationsQσ and δs are subject to the constraint
σ˙Q˙σ +
(
3H +
H˙
H
)
σ˙Qσ + VσQσ + 2Vsδs = −
2M2pk
2
a2
Φ (27)
and the equations of motion
Q¨σ + 3HQ˙σ +
(
k2
a2
+ Cσσ
)
Qσ +
2Vs
σ˙
δ˙s+ Cσsδs = 0, (28)
δ¨s+ 3Hδ˙s+
(
k2
a2
+ Css
)
δs− 2Vs
σ˙
Q˙σ + CsσQσ = 0, (29)
5where the coefficients are
Cσσ = Vσσ −
(
Vs
σ˙
)2
+
2σ˙Vσ
M2pH
+
3σ˙2
M2p
− σ˙
4
2M4pH
2
− bφ
[
s2θcθVσ + (c
2
θ + 1)sθVs
]
,
Cσs = 6H
Vs
σ˙
+
2VσVs
σ˙2
+ 2Vσs +
σ˙Vs
M2pH
+ 2bφ
(
s3θVσ − c3θVs
)
,
Css = Vss −
(
Vs
σ˙
)2
+ bφ(1 + s
2
θ)cθVσ + bφsθc
2
θVs − b2φσ˙2,
Csσ = −6HVs
σ˙
− 2VσVs
σ˙2
+
σ˙Vs
M2pH
. (30)
In terms of slow-roll parameters ǫ, η and ξ, these coefficients can be rewritten under the slow-roll approximation as
Cσσ = H
2
(
3ξs2θcθ − 6ǫ+ 3ησσ + ξ2s4θc2θ
)
+O (ǫ2, η2, ξ3, ǫη, ǫξ, ηξ) ,
Cσs = H
2(−6ξs3θ + 6ησs + 2ξ2s3θc3θ) +O
(
ǫ2, η2, ξ3, ǫη, ǫξ, ηξ
)
,
Css = H
2
[−3ξcθ(1 + s2θ) + 3ηss + ξ2 (s4θc2θ − c2θ − 2s4θ)]+O (ǫ2, η2, ξ3, ǫη, ǫξ, ηξ) ,
Csσ = 2ξ
2s5θcθ +O
(
ǫ2, η2, ξ3, ǫη, ǫξ, ηξ
)
. (31)
We mention in passing that equations (30) and (31) match equations (2.16-2.19) and (2.29-2.32) in reference [15] except for the
third equation of (31). The third term in the square brackets of this equation is replaced by ξ2c2θ
(
s4θ − 1
)
in reference [15]. Such
a small difference will give rise to a difference in the power spectra, as will be explained in subsection III D and illustrated in
section V.
With the perturbation equations of motion (28) and (29) at hand, we will study the evolution of perturbations Qσ, δs along
the timeline, where the physical wavelength a/k grows together with the scale factor a. At the very beginning, the physical
wavenumber is much bigger than the Hubble parameter k/a≫ H . Therein aQσ, aδs behave as free-field fluctuations, living in
a Minkowski vacuum. We will discuss the Minkowski-like vacuum as initial conditions in subsection IIIB. Starting from such
initial conditions, the evolution of perturbations during inflation can be roughly divided into two stages: the sub-horizon stage
k/(aH) & 1 and the super-horizon stage k/(aH) . 1. Perturbation evolution during the two stages will be investigated in
subsections III C and IIID. It is customary to mark the timeline with the number of e-folds. In our convention of notations, the
number of e-folds after Hubble crossing is defined by
N = ln
a
a∗
. (32)
Hereafter the quantities with a subscript star are evaluated at Hubble crossing k = a∗H∗.
B. Initial conditions
Before studying the evolution of perturbations, we should set their initial conditions. At the very beginning of inflation, the
physical wavelength a/k is far smaller than the radius of Hubble horizon 1/H , i.e. k/a ≫ H , so the coupling terms and mass
terms become negligible in equations (28) and (29), which reduce to the equations of motion of free harmonic oscillators. Then
as initial conditions, the fluctuations aQσ and aδs can be quantized as free fields. That is to say, at the initial time τi → −∞,
we have [26]
Qσ(τi) ≃ e
−ikτi
a(τi)
√
2k
eσ(k), δs(τi) ≃ e
−ikτi
a(τi)
√
2k
es(k). (33)
Here the independent Gaussian random variables eσ and es are orthogonally normalized
〈eI(k)〉 = 0, 〈eI(k)e∗J(k′)〉 = δIJδ(3)(k − k′) (34)
with I, J = σ, s.
In the next subsection, at Hubble crossing, we will need two other Gaussian random variables e1 and e2, which are related to
eσ and es via (
e1
e2
)
=
(
cosΘ∗ sinΘ∗
sinΨ∗ cosΨ∗
)(
eσ
es
)
, (35)
6Note that e1, e2, eσ, es are time-independent variables, and Θ∗, Ψ∗ are also time-independent. This transformation matrix
generalizes the rotation matrix in references [13, 27]. Especially, when Ψ∗ = −Θ∗, it reduces to the relation in [13]. In our
general form, e1 and e2 are not always orthogonal to each other. Instead,
〈eA(k)e∗B(k′)〉 = ∆ABδ(3)(k − k′) (36)
with A,B = 1, 2 and
∆AB ≡
{
1, A = B;
sin(Θ∗ +Ψ∗), A 6= B. (37)
C. Sub-horizon evolution and horizon crossing
In this subsection, we will study the dynamical evolution of perturbationsQσ and δs from deep inside the Hubble horizon to
Hubble crossing. Introducing variables
uσ = aQσ, us = aδs, (38)
and using the conformal time τ , we can rewrite equations (28) and (29) as
u′′σ +
2Vs
σ˙
au′s +
[
k2 − a
′′
a
+ a2Cσσ
]
uσ +
[
−2Vs
σ˙
a′ + a2Cσs
]
us = 0,
u′′s −
2Vs
σ˙
au′σ +
[
k2 − a
′′
a
+ a2Css
]
us +
[
2Vs
σ˙
a′ + a2Csσ
]
uσ = 0. (39)
The four coefficients CIJ have been given by equations (30). Unlike reference [13], in the following discussion, we will keep
terms of O (ǫ, η, ξ2).
From definition dτ = dt/a, we can get some useful relations
τ = −1 + ǫ
Ha
, a′ = a2H,
1
a2
≃ H2τ2(1− 2ǫ), a
′′
a
≃ 2 + 3ǫ
τ2
, (40)
which will be utilized without mention hereafter. Then the perturbation equations can be put in the matrix form[(
d2
dτ2
+ k2 − 2 + 3ǫ
τ2
)
I+ 2E
1
τ
d
dτ
+M
1
τ2
](
uσ
us
)
= 0, (41)
where I is the unitary matrix, and matrices E,M are
E =
(
0 −(1 + ǫ) (ησs − ξs3θ − 23 ξ2s3θcθ)
(1 + ǫ)
(
ησs − ξs3θ − 23ξ2s3θcθ
)
0
)
,
M =
(
H−2Cσσ(1 + ǫ)
2
(−2ησs + 2ξs3θ + 43ξ2s3θcθ +H−2Cσs) (1 + ǫ)2(
2ησs − 2ξs3θ − 43ξ2s3θcθ +H−2Csσ
)
(1 + ǫ)2 H−2Css(1 + ǫ)
2
)
. (42)
The above system of perturbation equations can be succinctly written as
u′′ + 2Lu′ +Qu = 0 (43)
if we take notations
u =
(
uσ
us
)
, L =
1
τ
E, Q =
(
k2 − 2 + 3ǫ
τ2
)
I+
1
τ2
M. (44)
It is remarkable that matrices E, L here are exactly the same as them in reference [13]. As argued in reference [13], there is
always an orthogonal matrixR obeying the differential equation
d
dτ
R = −LR, (45)
7and R is slowly varying because E is linear in slow-roll parameters. Consequently, in terms of v = R−1u, the system of
perturbation equations can be further rewritten as
v′′ +R−1(−L2 − L′ +Q)Rv = 0, (46)
where L′ = dL/dτ . From relation L = E/τ , it is easy to see
− L2 − L′ = −E
2
τ2
+
E
τ2
(47)
if slow-roll parameters vary sufficiently slowly. Here we have kept the E2 term in order to obtain O (ξ2) terms.
To proceed, we have to decouple the system (46) into two independent equations. That is equivalent to diagonalizing the
coefficient matrix of v through a similarity transformation. For this purpose, we should diagonalize the following matrix
M˜ = −E2 +E+M
=
(
3ξs2θcθ − 6ǫ+ 3ησσ −3ξs3θ + 3ησs
−3ξs3θ + 3ησs −3ξcθ − 3ξs2θcθ + 3ηss
)
+
(
ξ2s4θ 2ξ
2s3θc
3
θ + 2ξ
2s3θcθ
2ξ2s5θcθ − 2ξ2s3θcθ −ξ2 + ξ2s2θc2θ
)
, (48)
where we have kept terms of O (ǫ, η, ξ2). The second term, which is proportional to ξ2, has been neglected in reference [13].
In this paper, as we have explained in subsection II B, ξ2 is supposed to be of order ǫ and thus nonnegligible. This makes our
investigation more challenging than [13]. In particular, due to the second term, the above matrix is no longer symmetric and
hence cannot be diagonalized through an orthogonal similarity transformation. Fortunately, since M˜ has analytically two distinct
eigenvalues λ˜1, λ˜2 as given in appendix B, we can still diagonalize the matrix through a similarity transformation. Remember
that if there are exactly n distinct eigenvalues in an n× n matrix, then this matrix is diagonalizable. However, such a similarity
transformation is not always an orthogonal transformation. That is why in subsection III B the variables e1, e2 are not necessarily
orthogonal to each other. The details are given below.
Equation (48) is to be compared with equations (2.39), (2.40) in reference [15]. Comparing DQ in reference [15] with the
corresponding component here, we find the difference 2ξ2s4θ. This can be attributed to the difference inCss as noted in subsection
III A. The off-diagonal terms in reference [15] are also different from our result here. Unfortunately, reference [15] did not reveal
much calculative details, though we note that BQ = CQ therein is exactly the average value of off-diagonal components here.
Such a small difference leads to an asymmetric M˜, and for the aforementioned reason, makes our following investigation more
challenging.
Since the slow-roll parameters are approximately constant, one can diagonalize matrix M˜ with a time-independent matrix R˜∗
as
R˜−1∗ M˜R˜∗ = Diag(λ˜1, λ˜2). (49)
The values of λ˜1, λ˜2 are given by equations (B3). Without loss of generality and for later convenience, we parameterize the
inverse of R˜∗ with two angles Θ∗, Ψ∗ in the following form
R˜−1∗ =
(
cosΘ∗ sinΘ∗
sinΨ∗ cosΨ∗
)
. (50)
From R˜∗R˜
−1
∗ = I, we can directly write down
R˜∗ =
1
cos(Θ∗ +Ψ∗)
(
cosΨ∗ − sinΘ∗
− sinΨ∗ cosΘ∗
)
. (51)
If we further transform v into
w = R˜−1∗ R∗v, (52)
then because R varies slowly, we have approximately w ≃ R˜−1∗ u, and perturbation equations (46) can be decoupled into two
independent equations of the form
w′′A + [k
2 − 1
τ2
(2 + 3λA)]wA = 0 (53)
with A = 1, 2 and
λA = ǫ− λ˜A
3
. (54)
8For matrix (48), in appendix B we present the eigenvalues λ˜1 and λ˜2 as well as some trigonometric functions of Ψ∗ and Θ∗.
Keep in mind that R˜∗ is not necessarily an orthogonal matrix. As a result, the solutions w1, w2 of (53) are not orthogonal to
each other. This introduces extra complications to our study. To see this, let us utilize the notation
µA =
√
9
4
+ 3λA (55)
to write down the solutions of (53) as [27]
wA =
√
π
2
ei(µA+1/2)pi/2
√−τH(1)µA (−kτ)eA(k) (56)
where H
(1)
µ is the Hankel function of the first kind of order µ, and the variables e1, e2 have been defined in subsection III B.
Clearly 〈w†1w2〉 6= 0 because of equation (36). This will have significant implications for the calculation of power spectra.
Considering that w ≃ R˜−1∗ u at Hubble crossing, we can prove
aQσ =
cosΨ∗
cos(Θ∗ +Ψ∗)
w1 − sinΘ∗
cos(Θ∗ +Ψ∗)
w2,
aδs = − sinΨ∗
cos(Θ∗ +Ψ∗)
w1 +
cosΘ∗
cos(Θ∗ +Ψ∗)
w2
and immediately write down their correlations
a2〈Q†σQσ〉 =
cos2 Ψ∗
cos2(Θ∗ +Ψ∗)
〈w†1w1〉+
sin2 Θ∗
cos2(Θ∗ +Ψ∗)
〈w†2w2〉 −
cosΨ∗ sinΘ∗
cos2(Θ∗ +Ψ∗)
(
〈w†1w2〉+ 〈w†2w1〉
)
,
a2〈δs†δs〉 = sin
2 Ψ∗
cos2(Θ∗ +Ψ∗)
〈w†1w1〉+
cos2 Θ∗
cos2(Θ∗ +Ψ∗)
〈w†2w2〉 −
sinΨ∗ cosΘ∗
cos2(Θ∗ +Ψ∗)
(
〈w†1w2〉+ 〈w†2w1〉
)
, (57)
a2〈Q†σδs〉 = −
cosΨ∗ sinΨ∗
cos2(Θ∗ +Ψ∗)
〈w†1w1〉 −
cosΘ∗ sinΘ∗
cos2(Θ∗ +Ψ∗)
〈w†2w2〉+
sinΘ∗ sinΨ∗
cos2(Θ∗ +Ψ∗)
〈w†2w1〉+
cosΨ∗ cosΘ∗
cos2(Θ∗ +Ψ∗)
〈w†1w2〉.
Remember that Qσ and δs are related to curvature perturbation R and entropy perturbation S respectively by (25). With the
above correlations, in principle one can compute the power spectra ofR and S as well as their correlation spectrum by definitions
〈R∗kRk′〉 =
2π2
k3
PR(k)δ(3)(k − k′),
〈S∗kSk′〉 =
2π2
k3
PS(k)δ(3)(k − k′),
〈R∗kSk′〉 =
2π2
k3
CRS(k)δ(3)(k − k′) (58)
and further more the relative correlation coefficient
C˜ = CRS√PRPS
. (59)
But in practice the computation is rather complicated when Ψ∗ 6= −Θ∗ and 〈w†1w2〉 6= 0, because we want to keep O
(
ξ2
)
corrections. To accomplish the task, we will expand the spectra to O (ǫ, η, ξ2) at several e-folds after Hubble crossing, that is
k/(aH)≪ 1 or equivalently−kτ ≪ 1.
From equations (B3), we can see the leading-order term in λA is linear in ξ, so in our series expansion below we will keep
O (λ2A) terms. For instance,
µA ≃ 3
2
+ λA − 1
3
λ2A. (60)
In terms of the gamma function Γ(µ) and Bessel functions of the first kind Jµ(x), the Hankel functionH
(1)
µ (x) can be expressed
as
H(1)µ (x) =
J−µ(x)− e−iµpiJµ(x)
i sin(µπ)
,
Jµ(x) =
∞∑
m=0
(−1)m
m!Γ(m+ µ+ 1)
(x
2
)2m+µ
. (61)
9Apparently, when µ > 0 and x≪ 1, the Hankel functionH(1)µ (x) is divergent as x−µ. If we renormalizeH(1)µA (x) as
H˜(1)µA (x) ≡ xµAH(1)µA (x) (62)
and take (60) into account, then H˜
(1)
µA (x) can be expanded to O
(
λ2A
)
as
H˜(1)µA (x) ≃ H˜
(1)
3/2(x) +
(
λA − λ
2
A
3
)
dH˜
(1)
µ (x)
dµ
∣∣∣∣∣
µ=3/2
+
λ2A
2
d2H˜
(1)
µ (x)
dµ2
∣∣∣∣∣
µ=3/2
. (63)
This leads to
π
2
xµA+µBH(1)∗µA (x)HµB (x)
≃ π
2
x3
∣∣∣H(1)3/2(x)∣∣∣2
[
1 +
(
λA − λ
2
A
3
)
f(x) +
λ2A
2
g(x)
] [
1 +
(
λB − λ
2
B
3
)
f(x) +
λ2B
2
g(x)
]
≃ (1 + x2)
[
1 +
(
λA + λB − λ
2
A
3
− λ
2
B
3
)
f(x) + λAλBf
2(x) +
1
2
(
λ2A + λ
2
B
)
g(x)
]
. (64)
In the expression we have introduced
f(x) =
1
H˜
(1)
3/2(x)
dH˜
(1)
µ (x)
dµ
∣∣∣∣
µ=3/2
≃ 2− ln 2− γ − 2x
2
2 + x2
≃ 0.7296− x2,
g(x) =
1
H˜
(1)
3/2(x)
d2H˜
(1)
µ (x)
dµ2
∣∣∣∣
µ=3/2
≃ π
2
2
+ (ln 2 + γ)
(
−4 + ln 2 + γ + 4x
2
2 + x2
)
≃ 1.4672 + 2.5407x2, (65)
where γ ≃ 0.5772 is the Euler-Mascheroni constant. The details for evaluating f(x) and g(x) are relegated to appendix C.
With this result at hand, using the modified normalization condition (36), we can work out the correlations of the two solutions
(56) to O (λ2A), yielding
〈w†A(k)wB(k′)〉 =
π
4
(−τ)eipi(µB−µA)/2H∗µA(−kτ)HµB (−kτ)∆ABδ(3)(k − k′)
≃ eipi(µB−µA)/2 −τ(1 + k
2τ2)
2(−kτ)µA+µB
[
1 +
(
λA + λB − λ
2
A
3
− λ
2
B
3
)
f(−kτ) + λAλBf2(−kτ)
+
1
2
(
λ2A + λ
2
B
)
g(−kτ)
]
∆ABδ
(3)(k − k′) (66)
with∆AB defined by (37). Note here
eipi(µB−µA)/2 ≃ 1 + iπ
2
(µB − µA)− π
2
8
(µB − µA)2
≃ 1 + iπ
2
(
λB − λA − λ
2
B
3
+
λ2A
3
)
− π
2
8
(λB − λA)2. (67)
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Inserting (66) into equations (57), by definitions (58) we finally obtain the spectra after Hubble crossing
P¯R =
(
H2∗
2πσ˙∗
)2
(1 + k2τ2)(1 − 2ǫ∗)
{
cos2 Ψ∗ + sin
2 Θ∗
cos2(Θ∗ +Ψ∗)
+
(6λ1 − 2λ21) cos2 Ψ∗ + (6λ2 − 2λ22) sin2 Θ∗
3 cos2(Θ∗ +Ψ∗)
f(−kτ)
+
λ21 cos
2 Ψ∗ + λ
2
2 sin
2 Θ∗
cos2(Θ∗ +Ψ∗)
[
f2(−kτ) + g(−kτ)]− cosΨ∗ sinΘ∗
cos2(Θ∗ +Ψ∗)
sin(Θ∗ +Ψ∗)
[
eipi(µ1−µ2)/2 + e−ipi(µ1−µ2)/2
]
×
[
1 +
(
λ1 + λ2 − λ
2
1
3
− λ
2
2
3
)
f(−kτ) + λ1λ2f2(−kτ) + 1
2
(
λ21 + λ
2
2
)
g(−kτ)
]}
=
(
H2∗
2πσ˙∗
)2
(1 + k2τ2)
{
1− 2ǫ∗ +
(
6ǫ∗ − 2ησσ∗ − 2ξ∗s2θ∗cθ∗ −
4
3
ξ2∗s
4
θ∗
)
f(−kτ)
−ξ2∗s4θ∗
[
f2(−kτ) + g(−kτ)]}, (68)
P¯S =
(
H2∗
2πσ˙∗
)2
(1 + k2τ2)(1 − 2ǫ∗)
{
sin2 Ψ∗ + cos
2 Θ∗
cos2(Θ∗ +Ψ∗)
+
(6λ1 − 2λ21) sin2 Ψ∗ + (6λ2 − 2λ22) cos2 Θ∗
3 cos2(Θ∗ +Ψ∗)
f(−kτ)
+
λ21 sin
2 Ψ∗ + λ
2
2 cos
2 Θ∗
cos2(Θ∗ +Ψ∗)
[
f2(−kτ) + g(−kτ)]− sinΨ∗ cosΘ∗
cos2(Θ∗ +Ψ∗)
sin(Θ∗ +Ψ∗)
[
eipi(µ1−µ2)/2 + e−ipi(µ1−µ2)/2
]
×
[
1 +
(
λ1 + λ2 − λ
2
1
3
− λ
2
2
3
)
f(−kτ) + λ1λ2f2(−kτ) + 1
2
(
λ21 + λ
2
2
)
g(−kτ)
]}
=
(
H2∗
2πσ˙∗
)2
(1 + k2τ2)
{
1− 2ǫ∗ +
[
2ǫ∗ − 2ηss∗ + 2ξ∗(1 + s2θ∗)cθ∗ −
4
3
ξ2∗s
2
θ∗c
2
θ∗
]
f(−kτ)
+ξ2∗
(
1 + s2θ∗c
2
θ∗
) [
f2(−kτ) + g(−kτ)]}, (69)
C¯RS =
(
H2∗
2πσ˙∗
)2
(1 + k2τ2)(1− 2ǫ∗)
{
− sin(2Ψ∗) + sin(2Θ∗)
2 cos2(Θ∗ +Ψ∗)
− (3λ1 − λ
2
1) sin(2Ψ∗) + (3λ2 − λ22) sin(2Θ∗)
3 cos2(Θ∗ +Ψ∗)
f(−kτ)
−λ
2
1 sin(2Ψ∗) + λ
2
2 sin(2Θ∗)
2 cos2(Θ∗ +Ψ∗)
[
f(−kτ)2 + g(−kτ)]
+
eipi(µ1−µ2)/2 sinΨ∗ sinΘ∗ + e
−ipi(µ1−µ2)/2 cosΨ∗ cosΘ∗
cos2(Θ∗ +Ψ∗)
sin(Θ∗ +Ψ∗)
[
1 +
(
λ1 + λ2 − λ
2
1
3
− λ
2
2
3
)
f(−kτ)
+λ1λ2f
2(−kτ) + 1
2
(
λ21 + λ
2
2
)
g(−kτ)
]}
=
(
H2∗
2πσ˙∗
)2
(1 + k2τ2)
{(
2ξ∗s
3
θ∗ − 2ησs∗ −
4
3
ξ2∗s
3
θ∗cθ∗
)
f(−kτ) + ξ2∗s3θ∗cθ∗
[
f2(−kτ) + g(−kτ)]
+
iπ
3
ξ2∗s
3
θ∗cθ∗
(
2c2θ∗ + 1
)}
. (70)
Here we have used overbars to avoid confusions with the notations in equations (87), (88) and (89). We have dropped nearly
scale-invariant factors (−kτ)3−µA−µB as usually done for spectra near the Hubble crossing [13, 27, 28]. This amounts to
discarding the divergent lnx terms in equations (2.61), (2.62), (2.63) of reference [15].
Let us comment the above results. First, the results of [13] can be recovered if one switches off terms proportional to ξ2.
Second, our final expression depends explicitly on τ and allows us a precise estimate of the spectra around the time of Hubble
crossing. At several e-folds after Hubble crossing, we can safely replace the factor (1 + k2τ2) by 1, and the functions f(−kτ),
g(−kτ) by the numbers 0.7296 and 1.4672 respectively. The resulted asymptotic values of spectra will be taken as initial
conditions for super-horizon evolution in the next subsection.
Another difference with references [13, 15] is that the imaginary part of CRS , proportional to (λ1 − λ2) tan(Θ∗ + Ψ∗), is
nonzero here although very small. In both references [13, 15], the matrix M˜ is symmetric and can be diagonalized by matrix
(50) with Ψ∗ = −Θ∗, therefore the imaginary part of CRS vanishes exactly. The numerical simulations in section V are in favor
of our nonvanishing result, see figure 5.
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D. Super-horizon evolution
In the previous subsection, we have studied the evolution of perturbations from the sub-horizon scale to several e-folds after
Hubble crossing. In this subsection, taking the asymptotic values of (68), (69), (70) as initial conditions, we will study the
evolution of perturbations on the super-horizon scales k2τ2 ≪ 0.
As preparation, it is interesting to note that Qσ and its time derivative in equation (29) can be eliminated simultaneously with
the help of (27), resulting in
δ¨s+ 3Hδ˙s+
(
k2
a2
+ Css +
4V 2s
σ˙2
)
δs+
4M2pVs
σ˙2
k2
a2
Φ = 0. (71)
More interestingly, in terms of the curvature perturbationR and the entropy perturbation S, we can translate equations (27) and
(71) into
R˙ = 2(θ˙ + bφσ˙sθ)S −
2M2pH
σ˙2
k2
a2
Φ, (72)
S¨ +
(
3H − 2H˙
H
+
2σ¨
σ˙
)
S˙ +
(
k2
a2
+ Css +
4V 2s
σ˙2
+ 6H˙ − Vσσ + bφsθcθVχ − Vsθ˙
σ˙
− 2σ˙Vσ
M2pH
+
2H˙2
H2
)
S
+
4M2pHVs
σ˙3
k2
a2
Φ = 0, (73)
where equations (6), (9) have been used. In the large-scale limit k2/(a2H2)→ 0, the k2-terms are negligible, then the entropy
perturbation evolves independently and works as a source term for the curvature perturbation. Unlike the canonical situation
[28], even if the inflation trajectory is straight in field space (θ˙ = 0), the curvature perturbation is not conserved in the large-scale
limit in the presence of entropy perturbation as long as ξsθ 6= 0. This conclusion does not rely on slow-roll conditions, initial
conditions or sub-horizon evolution.
For the same reason, we omit k2-terms in equations (27) and (71), and write down perturbation equations on the super-Hubble
scale
σ˙Q˙σ +
(
3H +
H˙
H
)
σ˙Qσ + VσQσ + 2Vsδs = 0, (74)
δ¨s+ 3Hδ˙s+
(
Css +
4V 2s
σ˙2
)
δs = 0. (75)
Starting from the Hubble-crossing spectra (68), (69), (70), in this section we will analytically evolve perturbations on the super-
Hubble scales according to equations (74), (75) with a precision of O (ǫ, η, ξ2).
To the first order of ξ, we can neglect the δ¨s term in equation (75) by virtue of the slow-roll conditions. This approximation is
supported by the resulted first-order differential equation
δ˙s+
1
3H
(
Css +
4V 2s
σ˙2
)
δs+O (ξ2) = 0, (76)
which implies δ˙s = O (ξ) because
Css +
4V 2s
σ˙2
= H2
[
3ηss − 3ξcθ(1 + s2θ) + ξ2(s2θc2θ + 3s6θ − 1)
]
+O (ǫ2, η2, ξ3, ǫη, ǫξ, ηξ) . (77)
Differentiating equation (76) with the help of equation (21), we get
δ¨s+H
[
ηss − ξcθ
(
1 + s2θ
)]
δ˙s+ 2H2ξ2s2θc
4
θδs+O
(
ǫ2, η2, ξ3, ǫη, ǫξ, ηξ
)
= 0. (78)
Now it is clear that δ¨s = O (ξ2) as we have expected. We can eliminate the δ¨s term in equations (75) and (78), obtaining
H
[
3− ηss + ξcθ
(
1 + s2θ
)]
δ˙s+H2
[
3ηss − 3ξcθ(1 + s2θ)− ξ2(1 + s2θ − 3s4θ − s6θ)
]
δs+O (ǫ2, η2, ξ3, ǫη, ǫξ, ηξ) = 0. (79)
Neglecting corrections of O (ǫ2, η2, ξ3, ǫη, ǫξ, ηξ), we can write equations (74) and (79) in the form
Q˙σ ≃ AHQσ +BHδs, δ˙s ≃ DHδs, (80)
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where
A = 2ǫ− ησσ − ξs2θcθ −
2
3
ξ2s2θc
2
θ,
B = 2ξs3θ − 2ησs +
4
3
ξ2s3θcθ,
D = ξcθ(1 + s
2
θ)− ηss −
2
3
ξ2s4θ. (81)
Differential equations (80) can be solved formally by (D1), from which one can write down the power spectra and correlation
(D2), (D3), (D4), see also reference [15, 29]. Unfortunately, the solution involves double integrals that cannot be performed
analytically for the case studied in the next section. In the main body of this paper, we will take a more efficient approach by
writing the solution as
Qσ(N) ≃ Qσ∗e
∫
N
N∗
AdN + δs∗
(
Y e
∫
N
N∗
DdN − Y∗e
∫
N
N∗
AdN
)
,
δs(N) ≃ δs∗e
∫
N
N∗
DdN , (82)
where the coefficient Y is subject to a differential equation
Y˙ + Y (D −A)H = BH. (83)
This differential equation can be integrated explicitly to reproduce (D1) from (82). However, since the explicit solution contains
the same double integral, in the next section we will solve equation (83) perturbatively. For constant A, B, D, equation (82)
goes back to the solution (86) in reference [13].
Here we should point out that, barring terms of O (ǫ2, η2, ξ3, ǫη, ǫξ, ηξ), reference [15] gives a different value of D, here
notated as
DdBR = ξcθ(1 + s
2
θ)− ηss −
4
3
ξ2s4θ. (84)
This is not surprising, because in their paper Css is slightly different from our result (31).
Under the slow-roll approximation, we can make use of equation (A9) to prove the following equation
1
H
d
dt
ln
H
σ˙
= −2ǫ+ ησσ + ξs2θcθ +
2
3
ξ2s2θc
2
θ = −A (85)
and then integrate it,
H
σ˙
=
H∗
σ˙∗
e−
∫
N
N∗
AdN . (86)
Recall that Qσ and δs are related to the curvature and entropy perturbations by (25). Therefore, corresponding to solution (82),
the power spectra and correlation spectrum on super-Hubble scales are
PR(N) ≃ PR∗ + PS∗
(
Y eγ˜ − Y∗
)2
+ 2Re(CRS∗)
(
Y eγ˜ − Y∗
)
, (87)
CRS(N) ≃ CRS∗eγ˜ + PS∗eγ˜
(
Y eγ˜ − Y∗
)
, (88)
PS(N) ≃ PS∗e2γ˜ , (89)
where γ˜ =
∫ N
N∗
(D − A)dN . In the next section, we will find analytical expressions for γ˜ and Y approximately. What is more,
PR∗, PS∗, CRS∗ can be estimated by the asymptotic values of P¯R, P¯S , C¯RS , namely by taking the kτ → 0 limit of (68), (69),
(70). It is intriguing to note that at large e-folds, equations (87), (88) and (89) are all dominated by terms proportional to PS∗.
By definition of the relative correlation coefficient (59), |C˜| tends to 1 at large N . This explains the behavior of |C˜| in figure 5.
When the entropy perturbation is absent, the curvature perturbation remains frozen on super-Hubble scales as a consequence
of equation (72). In this particular situation, the power spectra of curvature perturbation is given by the single-field result
PsfR(k) ≃
H4
4π2σ˙2
. (90)
Its Hubble-crossing value PsfR∗ will be utilized to normalize the power spectra and correlation spectrum when comparing with
numerical examples.
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IV. CASE STUDY: V (φ, χ) = U(φ) + 1
2
m2χχ
2 WITH cos2 θ ≪ 1
In the previous section, we have solved the background and perturbation equations analytically. In the next section, we will do
this numerically to evaluate the power spectra and correlation. However, the analytical expressions (87), (88) and (89) cannot be
compared directly with numerical simulations unless γ˜ and Y are determined. Regarding A, B, D as constants, reference [13]
worked out γ˜ and Y analytically. For time-dependent A, B and D, this was done by numerical integration in reference [15], as
we will do in appendix D.
In the current section, we will calculate γ˜ and Y analytically, taking the time dependence of A, B, D into account. To this
end, we have to solve the differential equations in subsection II C. For most models, this is impossible analytically even though
bφ is constant. A key insight is given by equation (21). From this equation we can see that fixed points of field trajectories
should satisfy |sθc2θ| ≪ 1, that is, |sθ| ≪ 1 or |cθ| ≪ 1. By power counting we can infer that near |cθ| ≪ 1 the trajectories are
more steep. Therefore, typical solutions of equation (21) can be sorted into three categories: θ ≃ 0, 0 < θ < π/2 (unfixed) and
θ ≃ π/2. As an application of analytical formulae, it is enough for us here to concentrate on field trajectories near θ ≃ π/2, or
concretely, c2θ . ξ
2. In this region, our expression (81) for A andD yields
D − A = ησσ − ηss − 2ǫ− 2
3
ξ2 + 3ξcθ. (91)
At the same time, because equations (3), (4) can be reformed as
3Hσ˙cθ + Vφ = bφσ˙
2s2θ,
(3H + 2bφσ˙cθ)σ˙sθ + e
−bVχ = 0 (92)
under the slow-roll approximation, the smallness of cθ implies
Vφ
e−bVχ
=
3cθ − ξs2θ
(3 + 2ξcθ)sθ
= O (ξ) . (93)
This equation can be combined with equations (5), (6), (9), (11) to prove
ǫ = −18M
4
pH
2H˙
18M4pH
4
=
9M2pH
2σ˙2
2V 2
≃ M
2
p e
−2bV 2χ
2V 2
. (94)
Similarly, we have
ησσ ≃ ηχχ =
M2p e
−2bVχχ
V
. (95)
Before going to specific models in the next section, we study now the case with a potential of the form V (φ, χ) = U(φ) +
1
2m
2
χχ
2. If we further assume U/V ≪ 1 in accordance with |cθ| ≪ 1, then this potential satisfies V 2χ ≃ 2V Vχχ and thus
ǫ ≃ ησσ . This enables us to calculate γ˜ and Y for trajectories near θ ≃ π/2 analytically but still keeps some generality. For this
form of potential, ηφχ = 0 exactly by definition (15). Then relation (19) can be combined to give
ησs = (ησσ − ηss)sθcθ, (96)
and differential equations (21), (22) are reduced to
c˙θ = Hcθ
(
ησσ − ηss − 2
3
ξ2 + ξcθ
)
,
ǫ˙ = 2Hǫ (2ǫ− ησσ − ξcθ) ,
ξ˙ = Hξ (2ǫ− ησσ − ξcθ) ,
˙ησσ = 2Hησσ (ǫ− ξcθ) ,
˙ηss = 2Hǫηss,
˙ησs = 2Hǫησs +Hησsησσ −Hησsηss − 2Hηssξsθc2θ −Hησsξcθ −
2
3
ησsξ
2. (97)
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The last equation can be derived from the others and relation (96). Note that ασσσ , ασss, ασσs are suppressed by cθ because
Vφφχ = Vφχχ = Vχχχ = 0 and s
2
θ ≃ 1.
With the reduced equation (97), it is easy to show
γ˜ =
∫ N
N∗
(D −A)dN
=
∫ N
N∗
(
c˙θ
Hcθ
− ˙ησσ
Hησσ
)
dN
= ln
cθ
ησσ
− ln cθ∗
ησσ∗
. (98)
However, in case that cθ is vanishingly small, this expression is unreliable, because higher-order terms such as 2Hξ (ǫ− ησσ) /3
will dominate the right hand side of the first equation of (97), as evident in equation (A12). Fortunately, under the circumstance
ξcθ ≪ ǫ, the other equations of (97) can be readily solved,
ǫ = ησσ +
(ǫ∗ − ησσ∗)H4∗
H4
,
ησσ =
ησσ∗H
2
∗
H2
,
ηss =
ηss∗H
2
∗
H2
. (99)
Substituting them into equation (91) and remembering that ξ =
√
2bφMp
√
ǫ, we can integrate out
γ˜ =
∫ N
N∗
(D −A)dN
=
∫ H
H∗
[
ησσ − ηss −
(
2 +
4
3
b2φM
2
p
)
ǫ
]
dH
−ǫH
=
(
2 +
4
3
b2φM
2
p
)
ln
H
H∗
+
1
2
(
ηss∗
ησσ∗
− 1
)
ln
[
1 +
ησσ∗
ǫ∗
(
H2
H2∗
− 1
)]
. (100)
Asymptotic expressions (98), (100) can be combined in the form
γ˜ = ln
{(
ξs2θcθ
ǫ
)3
ξcθ
ξ∗cθ∗
+
[
1−
(
ξs2θcθ
ǫ
)3](
H
H∗
) 4
3
b2φM
2
p+
ηss∗
ησσ∗
−2
}
− 3
2
ln
ησσ
ησσ∗
, (101)
where for simplicity we have made use of the approximation ǫ ≃ ησσ .
In order to obtain Y , we introduce Y¯ = B/Y and rewrite equation (83) as
˙˜Y
H
+ Y˜ 2 = Y˜
[
D −A+ B˙
HB
]
= Y˜
(
−ηss − 2
3
ξ2 + 2ξcθ
)
(102)
whose leading-order solution ought to be of the form
Y˜ = y1ǫ+ y2ησσ + y3ηss + y4ξ
2 + y5ξcθ + y6c
2
θ. (103)
Substituting this form of Y˜ into equation (102) and making use of equations (97), in principle one can solve the resulted
polynomial equations to obtain constants ti’s. However, we find the solution is trivial, Y˜ = 0. On the other hand, if we take
ǫ ≃ ησσ and
Y˜ = 2ησσ − ηss − 4ǫ− 2
3
ξ2 + 2ξcθ, (104)
we will find
˙˜Y
H
+ Y˜ 2 − Y˜
(
−ηss − 2
3
ξ2 + 2ξcθ
)
= 2ξcθ (2ǫ− ηss) . (105)
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This is the only nontrivial solution that satisfies the most polynomial equations derived from equation (102). Therefore, in the
coming section, we will estimate Y with the following expression
Y ≃ B
D −A− (2ǫ− ησσ + ξs2θcθ)
. (106)
If the value ofD is replaced byDdBR in equation (84) or reference [15], parallel arguments lead to
γ˜dBR = γ˜ −
∫ N
N∗
2
3
ξ2dN = γ˜ +
4
3
b2φM
2
p ln
H
H∗
, (107)
YdBR ≃ B
D −A− (2ǫ− ησσ + 13ξs2θcθ) (108)
instead of (101) and (106) respectively.
V. COMPARISONWITH NUMERICAL EXAMPLES
In section III, we have calculated the power spectra and correlation for curvature and entropy perturbations analytically.
Although the details are complicated, the logic is quite clear: we solve the coupled system of differential equations (28), (29)
with the initial conditions (33), and then evaluate the power spectra and correlation according to definitions (58). The same logic
can be also applied to numerical calculations. A numerical approach has been developed in reference [30] by virtue that eσ and
es are two independent Gaussian random variables. In this approach, one has to run the integration algorithm twice. In the first
run, one sets es = 0 in the initial conditions (33) and gets the numerical solutionsR = R1 and S = S1. In the second run, one
chooses eσ = 0 and getsR = R2 and S = S2. Then the power spectra and correlation spectrum can be evaluated by [30]
PR = k
3
2π2
(|R1|2 + |R2|2) ,
PS = k
3
2π2
(|S1|2 + |S2|2) ,
CRS = k
3
2π2
(
R†1S1 +R†2S2
)
. (109)
This numerical method was adopted in references [13, 15] to judge their analytical results. We will follow it in this paper. Note
in this method the correlation CRS is not guaranteed to be real, agreeing with definition (58).
As an example, we apply our analytical results and this numerical algorithm to a typical model described by
b(φ) =
αφ
Mp
, V (φ, χ) =
1
2
m2φφ
2 +
1
2
m2χχ
2. (110)
It belongs to the subcase we have studied analytically in section IV and can be utilized to judge our analytical results in previous
sections. Concretely, in all figures of this paper, we work out three benchmarks with the following choices of parameters
Left panels : α = −1, mφ = mχ;
Middle panels : α = 1, mφ = 3mχ;
Right panels : α = − 32 , mφ = mχ.
(111)
The left-panel benchmark is exactly the double inflation model with non-canonical kinetic terms in reference [13]. The middle-
panel benchmark is exactly the linear non-canonical double inflation model withmχ/mφ = 1/3 in reference [15].
Under the slow-roll approximation, the background equations of motion (3) and (4) reduce to a couple of first-order differential
equations. Therefore, to numerically solve the background equations, we need two boundary conditions. Following reference
[13], our algorithm starts at eight e-folds before the Hubble crossing and ends at 60 e-folds after Hubble crossing. At the start
point N = −8, we set φ = 0 in accordance with the canonical initial conditions (33). At the end point N = 60, we set ǫ = 1
to make sure the slow-roll condition breaks down as the inflation ends. In reference [15] the boundary condition is different
at the end point, so their figures are quantitatively different from ours, but this does not ruin the judgement here as long as the
boundary condition imposed on numerical curves is the same as that on analytical curves.
Figures 1 and 2 correspond to our numerical results of the background evolution. The classical inflationary trajectories in the
field space are depicted in figure 1. In every panel of the figure, the field χ decreases monotonically, while field φ moves from
zero to the negative direction and then returns, forming a bent trajectory. The turn point and the exact shape of trajectory are
sensitive to model parameters. The evolution of cθ and slow-roll parameters ǫ, ησs are shown in figure 2 by blue dashed lines,
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Figure 1. (color online). The classical inflationary trajectory for model (110) with parameters given by (111). At the start point N = −8,
φ = 0 as we set. The left panel is the same as figure 1(b) in reference [13], and the middle panel is similar to the top right panel of figure 1 in
reference [15].
Figure 2. (color online). The evolution of cθ and slow-roll parameters ǫ, ησs in model (110) with parameters given by (111). Blue dashed
lines, thick solid lines and purple dotted lines depict cθ , ǫ, ησs accordingly. At the end point N = 60, ǫ = 1 as we set.
thick solid lines and purple dotted lines accordingly. In all panels of this figure, we can see ǫ has been kept very small until an
instant near the end of inflation N = 60. In agreement with relation (96), ησs is strongly suppressed. During inflation, cθ has
passed through the zero line as we have mentioned in section IV.
Figures 3, 4 and 5 show analytical predictions for the power spectra and the relative correlation coefficient against numerical
results. In these figures, thick solid lines depict results from the full numerical approach (109), while thin solid lines reproduce
the analytical results of reference [13]. The blue dashed lines show our analytical approximation for results of reference [15], by
replacing γ˜, Y in (87), (88) and (89) with γ˜dBR, YdBR and switching off the imaginary part in correlation spectrum (70). They
fit the numerical results better than thin solid lines. The purple dotted lines depict our analytical results (87), (88) and (89) with
γ˜ and Y given by equations (101), (106), which in most figures fit the numerical results best.
In figures 3 and 4, the power spectra PR and PS are normalized to the Hubble-crossing value of (90), namely PsfR∗ ≃
H4∗/4π
2σ˙2∗. As we have discussed in subsection III A, the expression of Css we obtained in equation (31) is slightly different
from the parallel result in reference [15]. This leads to the difference between blue dashed lines and purple dotted lines. In fact,
numerical integration of analytical formulae favors our result (31) in all of the three benchmarks, see appendix D. In figure 5, we
present the magnitude as well as the imaginary part of the relative correlation coefficient C˜. Because Im C˜ vanishes in references
[13, 15], there is neither a thin solid line nor a blue dashed line for lg |Im C˜|. The magnitude of C˜ is dominated by its real part,
so all analytical curves of lg |C˜| coincide with the numerical result. The large-N behavior of |C˜| is also in accordance with our
analysis below equation (89).
17
Figure 3. (color online). Three different analytical predictions against the numerical result for the power spectrum of curvature perturbation PR
in model (110) with parameters given by (111). Thick solid lines depict the numerical result, and thin solid lines show the analytical prediction
of reference [13]. Our analytical prediction (87) are shown by purple dotted lines, and an analytical approximation for the prediction of
reference [15] is given by blue dashed lines.
Figure 4. (color online). Three different analytical predictions against the numerical result for the power spectrum of entropy perturbation PS
in model (110) with parameters given by (111). Thick solid lines depict the numerical result, and thin solid lines show the analytical prediction
of reference [13]. Our analytical prediction (89) are shown by purple dotted lines, and an analytical approximation for the prediction of
reference [15] is given by blue dashed lines.
VI. COMMENT
In this paper, we analytically computed the primordial power spectra with a precision of O (ǫ, η, ξ2) for inflation model (1).
When doing this, we found the perturbation equations (46) cannot be diagonalized through an orthogonal similarity transforma-
tion, because a term of order ξ2 makes the coefficient matrix (48) nonsymmetric. This difficulty can be overcome by introducing
a nonorthogonal diagonalization (49) and a nonorthogonal basis (36) at Hubble crossing. To keep the O (ξ2) corrections, we
expanded the Hankel function (63) to the second order. Confronting the difficulty was rewarding: we got a nonzero imaginary
part in the correlation spectrum of curvature and entropy perturbations. Future investigation is necessary to extract such a signal
from observational data.
The perturbations Qσ and δs are subject to three differential equations: the constraint (27), which is a first-order differential
equation, and the equations of motion (28), (29) which are second-order differential equations. Eliminating Qσ and Q˙σ in
equation (29) with (27), one can obtain the second-order differential equation (71) for δs. On the super-Hubble scale k/(aH)≪
1, the k2-terms can be omitted in these equations. In references [11, 13, 30, 31], the super-horizon perturbations are studied
with equations (28) and (71), or more concretely, by truncating the Q¨σ term in equation (28) and δ¨s in equation (71). In
subsection III D of this paper, a different approach has been taken: we study the super-horizon perturbations with equation
(27) and the truncated form of equation (71). Unlike the second-order differential equation (28), equation (27) is a first-order
differential equation and hence can be employed without truncation. We have checked but not shown here that incorporating
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Figure 5. (color online). Three different analytical predictions against the numerical result for the relative correlation coefficient C˜ in model
(110) with parameters given by (111). Thick solid lines depict the numerical result, and thin solid lines show the analytical prediction of
reference [13]. Our analytical prediction (88) are shown by purple dotted lines, and an analytical approximation for the prediction of reference
[15] is given by blue dashed lines. All analytical predictions for |C˜| coincide almost perfectly with the numerical result, approaching 1 at large
e-folds. Because the imaginary part of CRS is nonzero only in our analytical prediction, we plot neither a thin solid line nor a blue dashed line
for lg |Im C˜|.
O (ξ2) corrections into the method of references [11, 13, 30, 31] leads to the same result as equation (81). Therefore the two
methods are equivalent.
One difference of our treatment from that of references [13, 15] is that we take ξ2 on the same footing as ǫ. This indeed occurs
in several interesting models: the f(χ,R) generalized gravity [16–20], the generalized hybrid metric-Palatini gravity [21], and
the no-scale supergravity inflation [22, 23]. It will be interesting to apply the formulae and techniques here to observationally
relevant subcases of these models.
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Appendix A: Solution of background equations
In this appendix, we will solve the system of equations (14) order by order in slow-roll parameters. This will be done by
assuming that
...
σ/(H2σ˙) and θ¨/H2 are ofO (ǫ, η, ξ2) and checking later our solution is consistent with the assumption.
Under the above assumption, we can keep terms of O(1) in equations (14)
3
(
3 +
Vσ
Hσ˙
)
+
(
Vs
Hσ˙
)2
+O (ξ) = 0,
− Vs
Hσ˙
(
3 +
Vσ
Hσ˙
)
− Vσ
Hσ˙
Vs
Hσ˙
+O (ξ) = 0 (A1)
to find the leading-order result
Vσ
Hσ˙
= −3 +O (ξ) ,
Vs
Hσ˙
= 0 +O (ξ) . (A2)
We have dropped the unphysical solution Vσ/(Hσ˙) = −4 because it is in conflict with the condition σ¨/(Hσ˙) ≪ 1 or
H¨/(HH˙)≪ 1.
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With the leading-order result taken into consideration, equations (14) accurate to O(ξ) give
3
(
3 +
Vσ
Hσ˙
)
− 3ξs2θcθ +O
(
ǫ, η, ξ2
)
= 0,
3
(
Vs
Hσ˙
+ ξsθ
)
− 3ξsθc2θ +O
(
ǫ, η, ξ2
)
= 0. (A3)
This leads to the solution of O(ξ)
Vσ
Hσ˙
= −3 + ξs2θcθ +O
(
ǫ, η, ξ2
)
,
Vs
Hσ˙
= −ξs3θ +O
(
ǫ, η, ξ2
)
. (A4)
Substituting the solution into equations (9) and (10), we can obtain
σ¨
Hσ˙
= −ξs2θcθ +O
(
ǫ, η, ξ2
)
,
θ˙
H
= −ξsθc2θ +O
(
ǫ, η, ξ2
)
. (A5)
Remembering that ξ = bφσ˙/H with a constant bφ and that that the slow-roll parameters vary slowly during inflation, we can
compute the time derivative of the above equations
...
σ
H2σ˙
= ξ2s2θc
2
θ(1 + c
2
θ) +O
(
ǫ2, η2, ξ3, ǫη, ǫξ, ηξ
)
,
θ¨
H2
= ξ2sθc
3
θ
(
2c2θ − 1
)
+O (ǫ2, η2, ξ3, ǫη, ǫξ, ηξ) . (A6)
This is in agreement with our assumption at the beginning of this section.
With a precision of O (ǫ, η, ξ2), equations (14) give
ξ2s2θc
2
θ(1 + c
2
θ) = 3
(
3 +
Vσ
Hσ˙
)
− 3H˙
H2
− Vσσ
H2
− ξs3θ
(−ξs3θ + ξsθ)− 3ξs2θcθ +O (ǫ2, η2, ξ3, ǫη, ǫξ, ηξ) ,
ξ2sθc
3
θ
(
2c2θ − 1
)
= ξs2θcθ
(
ξsθ + ξs
3
θ
)− Vσs
H2
+
(
ξcθ + 3− ξs2θcθ
)( Vs
Hσ˙
+ ξsθ
)
− 3ξsθc2θ +O
(
ǫ2, η2, ξ3, ǫη, ǫξ, ηξ
)
,(A7)
whose solution is
Vσ
Hσ˙
= −3− ǫ+ ησσ + ξs2θcθ +
2
3
ξ2s2θc
2
θ +O
(
ǫ2, η2, ξ3, ǫη, ǫξ, ηξ
)
,
Vs
Hσ˙
= ησs − ξs3θ −
2
3
ξ2s3θcθ +O
(
ǫ2, η2, ξ3, ǫη, ǫξ, ηξ
)
. (A8)
Substituted into equations (9) and (10), it yields
σ¨
Hσ˙
= ǫ− ησσ − ξs2θcθ −
2
3
ξ2s2θc
2
θ +O
(
ǫ2, η2, ξ3, ǫη, ǫξ, ηξ
)
, (A9)
θ˙
H
= −ησs − ξsθc2θ +
2
3
ξ2s3θcθ +O
(
ǫ2, η2, ξ3, ǫη, ǫξ, ηξ
)
. (A10)
Repeating the same procedure, we can find out terms proportional to ξ3, ǫξ and ηξ to get
σ¨
Hσ˙
= ǫ− ησσ − ξs2θcθ −
2
3
ξ2s2θc
2
θ −
4
3
ξησssθc
2
θ +
4
3
ξ (ǫ− ησσ) s2θcθ −
4
9
ξ3s2θc
3
θ +O
(
ǫ2, η2, ξ4, ǫη, ǫξ2, ηξ2
)
, (A11)
θ˙
H
= −ησs − ξsθc2θ +
2
3
ξ2s3θcθ −
2
3
ξ (ǫ− ησσ) s3θ −
2
3
ξηsssθc
2
θ +
4
9
ξ3s3θc
2
θ +O
(
ǫ2, η2, ξ4, ǫη, ǫξ2, ηξ2
)
. (A12)
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Appendix B: Diagonalization of M˜
If (a− d)2 + 4bc > 0, an arbitrary matrix of two dimensions
M˜ =
(
a b
c d
)
(B1)
can be always diagonalized by transformation (49) with R˜−1∗ given by (50) and
λ˜1 =
1
2
[
a+ d−
√
(a− d)2 + 4bc
]
,
λ˜2 =
1
2
[
a+ d+
√
(a− d)2 + 4bc
]
. (B2)
Specifically, when M˜ takes the form (48), its eigenvalues are
λ˜1 ≃
(
1 + 3s2θ
)−1/2 [
ξ2
(
cθ + s
2
θcθ
)− 6ησss3θ +
(
3
2
ηss − 3
2
ησσ + 3ǫ
)(
2c3θ − 3cθ
)]
+
3
2
ξ
(√
1 + 3s2θ − cθ
)
+
3
2
ηss +
3
2
ησσ +
1
2
ξ2c2θ − 3ǫ+O
(
ǫ2, η2, ξ3, ǫη, ǫξ, ηξ
)
,
λ˜2 ≃ −
(
1 + 3s2θ
)−1/2 [
ξ2
(
cθ + s
2
θcθ
)− 6ησss3θ +
(
3
2
ηss − 3
2
ησσ + 3ǫ
)(
2c3θ − 3cθ
)]
−3
2
ξ
(√
1 + 3s2θ + cθ
)
+
3
2
ηss +
3
2
ησσ +
1
2
ξ2c2θ − 3ǫ+O
(
ǫ2, η2, ξ3, ǫη, ǫξ, ηξ
)
, (B3)
and one obtains the following combinations
tan(Θ + Ψ) =
2ξs3θc
3
θ
3
√
1 + 3s2θ
+O (ǫ, η, ξ2) ,
cos(Θ −Ψ)
cos(Θ + Ψ)
= − 2c
3
θ − 3cθ√
1 + 3s2θ
− 4s
3
θ
[
ησs
(
6c3θ − 9cθ
)
+ s3θ
(
3ηss − 3ησσ − 2ξ2 + 6ǫ
)]
3ξ (1 + 3s2θ)
3/2
+O (ǫ, η, ξ2) ,
sin(Θ−Ψ)
cos(Θ + Ψ)
= − 2s
3
θ√
1 + 3s2θ
+
(4c3θ − 6cθ)
[
ησs
(
6c3θ − 9cθ
)
+ s3θ
(
3ηss − 3ησσ − 2ξ2 + 6ǫ
)]
3ξ (1 + 3s2θ)
3/2
+O (ǫ, η, ξ2) (B4)
whose higher-order expressions are useful for deriving equations (68), (69) and (70).
Appendix C: Expansion of the Hankel function
In terms of the gamma function Γ(µ) and Bessel functions of the first kind Jµ(x), the Hankel function H
(1)
µ (x) can be
expressed as equations (61) and expanded as
H(1)µ (x) =
J−µ(x) − e−iµpiJµ(x)
i sin(µπ)
=
1
i sin(µπ)
[
∞∑
m=0
(−1)m
m!Γ(m− µ+ 1)
(x
2
)2m−µ
−
∞∑
m=0
(−1)m
m!Γ(m+ µ+ 1)
(x
2
)2m+µ
e−iµpi
]
≃ 1
i sin(µπ)
(
2
x
)µ [
1
Γ(1− µ) −
1
Γ(2− µ)
(x
2
)2]
=
1
iπ
(
2
x
)µ
Γ(µ)
[
1− Γ(1− µ)
Γ(2− µ)
(x
2
)2]
=
1
iπ
(
2
x
)µ
Γ(µ)
[
1− 1
1− µ
(x
2
)2]
(C1)
for µ ≃ 3/2 and x≪ 1, where we have made use of the equality
π
sin(µπ)
= Γ(µ)Γ(1 − µ). (C2)
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Apparently, when x→ 0, the Hankel functionH(1)µ (x) is divergent as x−µ. In this paper, we renormalizeH(1)µ (x) as
H˜(1)µ (x) ≡ xµH(1)µ (x) (C3)
and define
f(x) =
1
H˜
(1)
3/2(x)
dH˜
(1)
µ (x)
dµ
∣∣∣∣∣∣
µ=3/2
, g(x) =
1
H˜
(1)
3/2(x)
d2H˜
(1)
µ (x)
dµ2
∣∣∣∣∣∣
µ=3/2
. (C4)
Then H˜
(1)
µA (x) can be expanded to O
(
λ2A
)
as (63).
With the help of polygamma function, we can get the numerical values of f(x) and g(x). The polygamma function of order
m is defined as
ψ(m)(x) ≡ d
m+1
dxm+1
ln Γ(x), (C5)
which can be calculated by the integrations
ψ(0)(x) = −γ +
∫ 1
0
1− tx−1
1− t dt, ψ
(m)(x) = −
∫ 1
0
tx−1
1− t ln
m tdt (C6)
if x > 0 andm > 0. From these formulae, we can derive
ψ(0)
(
3
2
)
= 2− 2 ln 2− γ, ψ(1)
(
3
2
)
=
π2
2
− 4. (C7)
Using the above definitions and equations, we can compute f(x) and g(x) to O(x2) as
f(x) =
d ln H˜
(1)
µ (x)
dµ
∣∣∣∣∣
µ=3/2
= ln 2 +
d ln Γ(x)
dµ
∣∣∣∣
µ=3/2
− 1
(1− µ)2
(x
2
)2 [
1− 1
1− µ
(x
2
)2]−1∣∣∣∣∣
µ=3/2
= ln 2 + ψ(0)
(
3
2
)
− x2
(
1 +
x2
2
)−1
= 2− ln 2− γ − 2x
2
2 + x2
= 0.7296− x2 +O(x4), (C8)
g(x) =
[
d ln H˜
(1)
µ (x)
dµ
]2∣∣∣∣∣∣
µ=3/2
+
d2 ln H˜
(1)
µ (x)
dµ2
∣∣∣∣∣
µ=3/2
= f2(x) +
d2 ln Γ(x)
dµ2
∣∣∣∣
µ=3/2
− 2
(1− µ)3
(x
2
)2 [
1− 1
1− µ
(x
2
)2]−1∣∣∣∣∣
µ=3/2
− 1
(1− µ)4
(x
2
)4 [
1− 1
1− µ
(x
2
)2]−2∣∣∣∣∣
µ=3/2
= f2(x) + ψ(1)
(
3
2
)
+ 4x2
(
1 +
x2
2
)−1
− x4
(
1 +
x2
2
)−2
=
(
2− ln 2− γ − 2x
2
2 + x2
)2
+
π2
2
− 4 + 8x
2
2 + x2
− 4x
4
(2 + x2)2
=
π2
2
+ (ln 2 + γ)
(
−4 + ln 2 + γ + 4x
2
2 + x2
)
= 1.4672 + 2.5407x2 +O(x4). (C9)
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Figure 6. (color online). Numerical integration predictions against the numerical result for the power spectrum of entropy perturbation PS in
model (110) with parameters given by (111). Thick solid lines depict the numerical result. Numerical integration predictions (D4) are shown
by blue dashed lines withDdBR in equation (84) and purple dotted lines withD in equation (81).
Appendix D: Integration of super-horizon evolution equations
In subsection III D, we derived the evolution equations (80) for super-Hubble perturbations and wrote their solution in the
form (82) with an undetermined function Y . Actually, as indicated in references [15, 29], equations (80) can be integrated
completely, yielding the formal solution
Qσ(N) ≃ e
∫
N
N∗
AdN
(
Qσ∗ + δs∗
∫ N
N∗
Beγ˜dN
)
,
δs(N) ≃ δs∗e
∫
N
N∗
DdN , (D1)
in which γ˜ =
∫ N
N∗
(D − A)dN . Correspondingly, the power spectra and correlation spectrum on super-Hubble scales take the
form
PR(N) ≃ PR∗ + PS∗
(∫ N
N∗
Beγ˜dN
)2
+ 2Re(CRS∗)
∫ N
N∗
Beγ˜dN, (D2)
CRS(N) ≃ CRS∗eγ˜ + PS∗eγ˜
∫ N
N∗
Beγ˜dN, (D3)
PS(N) ≃ PS∗e2γ˜ , (D4)
This form of spectra is inconvenient for analytical calculations but useful for numerical computations.
As discussed in the main body, the expression ofCss in this paper is different from the one in reference [15]. Such a difference
leads to different values of D given by equations (81), (84). Substituted into the formulae above, they yield quantitatively
different power spectra. In section V, we have made a comparison between them by an analytical approximate approach for
three benchmark models. In this appendix, we would like to make a more precise comparison by numerical integration. This
will help us to confirm the expression of Css. Since there is no difference in A or B, it is enough to restrict to the power
spectrum of entropy perturbation (D4). We plug equations (81) and (84) respectively into formula (D4), and then perform the
integral numerically. The results, which we call the numerical integration results, are plotted in figure 6 against purely numerical
result [30] of section V. The purely numerical result is shown by thick solid lines as we have done figures 4. The numerical
integration result withD, depicted by purple dotted lines, behaves slightly better than the numerical integration result withDdBR
i.e. the blue dashed lines.
Appendix E: Partial analytical results to order ξ3
In this section, we will give some estimate about the contribution of the terms of order ξ3. Since we take ξ2 to be of the
same order as ǫ in this paper, we should pick up all the terms of O (ξ3, ǫξ, ηξ) in this section for consistency. The extension of
equations (66), (79) to higher orders is very cumbersome, so we will report theO (ξ3, ǫξ, ηξ) corrections to equations (31), (48)
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only, which lead to corrections of the same order to the spectra (68), (69), (70). The final results are summarized below. As they
should be, all of the results are suppressed by a factor ξ in comparison with our results in the main text.
Cσσ = terms in equation (31)+H
2ξsθ
[
4ǫsθcθ + ησs(3s
2
θ − 2) +
2
3
ξ2s3θcθ(1− 2s2θ)
]
+O (ǫ2, η2, ξ4, ǫη, ǫξ2, ηξ2) ,
Cσs = terms in equation (31)+H
2ξ
[
−2ǫs3θ + 2ησscθ(2s2θ − 1) +
4
3
ξ2s3θc
2
θ(1− 2s2θ)
]
+O (ǫ2, η2, ξ4, ǫη, ǫξ2, ηξ2) ,
Css = terms in equation (31)+H
2ξsθ
[
ησs(1 + s
2
θ) +
2
3
ξ2sθcθ(1− 3s2θ)
]
+O (ǫ2, η2, ξ4, ǫη, ǫξ2, ηξ2) ,
Csσ = terms in equation (31)+H
2ξs2θ
(
−2ǫsθ − 2ησscθ + 8
3
ξ2s3θc
2
θ
)
+O (ǫ2, η2, ξ4, ǫη, ǫξ2, ηξ2) . (E1)
M˜ = −E2 +E+M
= terms in equation (48)+O (ǫ2, η2, ξ4, ǫη, ǫξ2, ηξ2)+ ( 23ξ3s4θcθ 83ξ3s3θc4θ4
3ξ
3s3θc
2
θ(2s
2
θ − 1) 23ξ3s2θc3θ
)
+
(
ξsθ
[
10ǫsθcθ − ησs(1 + c2θ)
]
ξ
[−11ǫs3θ + 2ησσs3θ − 2ηsssθc2θ + 2ησscθ(2s2θ − 1)]
ξsθ
[−5ǫs2θ − 2ησσs2θ + 2ηssc2θ − 2ησssθcθ] ξcθ [−6ǫ(1 + s2θ) + ησssθcθ]
)
, (E2)
P¯R = terms in equation (68)+O
(
λ3A
)
+O (ǫ2, η2, ξ4, ǫη, ǫξ2, ηξ2)
+
(
H2∗
2πσ˙∗
)2
(1 + k2τ2)
ξ∗sθ∗
4s6θ∗ + (2s
2
θ∗ + 1)
2
c2θ∗
{
1
24
π2ξ2∗s
5
θ∗cθ∗(2c2θ∗ + 3c4θ∗ − 17)
+
1
36
(3c2θ∗ − 5)
[
6ησs∗c2θ∗ − 30ησs∗ − ξ2∗s4θ∗ + 2
(
6ησσ∗ + ξ
2
∗ − 6ǫ∗
)
s2θ∗
]
f(−kτ)
+
1
192
[
ξ2∗(−10c3θ∗ − 6c5θ∗ + 3c7θ∗ + c9θ∗) + 12
(−56ησσ∗ + ξ2∗ + 168ǫ∗) cθ∗] sθ∗f2(−kτ)
+
1
96
[
ξ2∗(−62c3θ∗ + 14c5θ∗ + 5c7θ∗ − c9θ∗) + 4
(−84ησσ∗ + 11ξ2∗ + 252ǫ∗) cθ∗] sθ∗g(−kτ)
+
1
2
[ησs∗(13sθ∗ − 3s3θ∗) + 3(ησσ∗ − 3ǫ∗)c3θ∗]sθ∗
[
f2(−kτ) + g(−kτ)]}, (E3)
P¯S = terms in equation (69)+O
(
λ3A
)
+O (ǫ2, η2, ξ4, ǫη, ǫξ2, ηξ2)
+
(
H2∗
2πσ˙∗
)2
(1 + k2τ2)ξ∗
{
1
12
π2ξ2∗s
6
θ∗(5cθ∗ + c3θ∗)
−2
9
sθ∗c
2
θ∗
(
3ησs∗ + ξ
2
∗s2θ∗
)
f(−kτ) + 1
3
xi2s6θ∗(5cθ∗ + c3θ∗)f
2(−kτ)
+
[(
5ǫ∗ − 5ηss∗ + 4
3
ξ2∗
)
cθ∗ − 4ησs∗s3θ∗ + (ηss∗ − ǫ∗)c3θ∗
] [
1
2
g(−kτ) + 1
2
f2(−kτ)− 1
3
f(−kτ)
]}
, (E4)
C¯RS = terms in equation (70)+O
(
λ3A
)
+O (ǫ2, η2, ξ4, ǫη, ǫξ2, ηξ2)
+
(
H2∗
2πσ˙∗
)2
(1 + k2τ2)ξ∗
{
1
24
π2ξ2∗s
3
θ∗c
2
θ∗(c4θ∗ − 7)
+
1
18
[
3ησs∗(7cθ∗ + c3θ∗) + 12(ηss∗ + ησσ∗ − 2ǫ∗)s3θ∗ − 8ξ2∗s3θ∗c2θ∗
]
f(−kτ)
+
1
24
ξ2∗s
3
θ∗(−13c2θ∗ + 2c4θ∗ + c6θ∗ − 14)f2(−kτ)
+
[
(−ηss∗ − ησσ∗ + 4ǫ∗)s3θ∗ − ησs∗cθ∗
] [
f2(−kτ) + g(−kτ)]
− 1
12
iπ
[
ησs∗(cθ∗ + 3c3θ∗) + 8ηss∗sθ∗c
2
θ∗ − ξ2∗s2θ∗cθ∗s4θ∗ + 4(3ǫ∗ − 2ησσ∗)s3θ∗
]
+
1
3
iπξ2∗s
3
θ∗c
2
θ∗(c2θ∗ + 2)f(−kτ)
}
. (E5)
24
We should emphasize that the exposed terms in equations (E3), (E4), (E5) are incomplete, because we did not worked out the
O (λ3A) terms, that is, the higher order corrections to equation (66). These corrections are also of order ξ3 in view of equations
(B3). We can expect that the full corrections are still suppressed by a factor ξ in comparison with our results in the main text.
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