Machine Learning Approaches for Detecting the Depression from
  Resting-State Electroencephalogram (EEG): A Review Study by Radenković, Milena Čukić & Lopez, Victoria Lopez
Machine Learning Approaches for Detecting the Depression from 
Resting-State Electroencephalogram (EEG): A Review Study 
 
Milena Čukić Radenković1,2, PhD and Victoria Lopez Lopez3*, PhD 
 
1Department for General Physiology and Biophysics, University of Belgrade, Belgrade, 
Serbia 
2Amsterdam Health and Technology Institute, HealthInc, Amsterdam, the Netherlands 
3Facultad de Informatica, Universidad Complutense, Madrid, Spain 
  
Author Info 
* Correspondence concerning this article should be addressed to Victoria Lopez Lopez, 
Profesor J. Santesmases, 9, 28040 Madrid, Tel: +34629975771, Email: 
vlopezlo@ucm.es 
  
Milena Čukić, Ph.D., Koningin Wilhelminaplein 644, 1062KS Amsterdam, the 




In this paper, we aimed at reviewing present literature on employing nonlinear analysis 
in combination with machine learning methods, in depression detection or prediction 
task. We are focusing on affordable data-driven approach, applicable for everyday 
clinical practice, and in particular, those based on electroencephalographic (EEG) 
recordings. Among those studies utilizing EEG, we are discussing a group of 
applications used for detecting the depression based on the resting state EEG (detection 
studies) and interventional studies (using stimulus in their protocols or aiming to predict 
the outcome of therapy). We conclude with a discussion and review of guidelines to 
improve the reliability of developed models that could serve improvement of diagnostic 
and more accurate treatment of depression. 
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1. Introduction 
 
Before 2030 depression can become the first reason for disability worldwide (WHO, 
2014 and 2017; Mathew and Loncar, 2006). Only 11-30% of patients diagnosed with 
depression are reaching remission within the first year of treatment (Rush et al., 2008; 
Rost et al., 2002; Cipriani et al., 2009). Among other problems hampering the 
improvement is so-called co-morbidity, where a person can be diagnosed with more 
than one disorder, according to DSM-IV manual presently in use (or two persons can be 
labelled with the same disorder with completely non-overlapping symptoms). Unlike 
many other specializations in medicine, psychiatry is not using objective physiological 
tests in the diagnostics process (Shorter and Fink, 2010; Gillan et al., 2017). Many 
researchers and clinicians are aware that this diagnostic process needs improvement. 
Matching the patients with interventions, finding specific biomarkers and various 
technical solutions can provide much-needed improvement of this process.  
Computational Psychiatry is a discipline conceived as a combination of 
computational neuroscience and psychiatry, with an aim to find neuro-biological 
underpinnings behind clusters of clinical symptoms, making it easier to adjust the 
treatment to the patients on a personal level (Montague et al., 2011; Wang and Krystal, 
2014; Yahata et al., 2017). One of the most impressive studies in detecting three 
depression sub-types was performed by Tokuda and his colleagues, by analyzing 
demographic data, prior medical histories and MRI data (Tomoki Tokuda et al., 2018). 
There are two approaches to computational psychiatry: theory-driven and data-driven. A 
data-driven approach is typically using some kind of machine learning and seems to be 
much more reliable than the other approach due to comparably lover costs of data 
collection. Although the most popular work being published in last period applying the 
data-driven approach by utilizing MRI or fMRI data, the drawbacks of that approach are 
the subject of the debate among researchers. Much more realistic version of this 
approach, according to our opinion, would be relying on electroencephalographic (EEG) 
data, due to much lower costs and higher accessibility for patients. EEG is the oldest 
form of neuroimaging which is non-invasive and is very well based in neurology and 
neuroscience; in psychiatry, it is used to confirm the existence of epileptiform only. In 
comparison to fMRI for example, the time needed for recording and the price of 
processing, EEG is much more suitable for frequent testing. Data mining is, according 
to Witten and Frank (2005) ‘the extraction of implicit, previously unknown, and 
potentially useful information from the data', and nowadays popular machine learning is 
one part of that discipline. Typical pipeline in this framework includes recording the 
EEG, managing the artefact removal (manual, software, or using artefact-free epochs), 
linear or nonlinear analysis of EEG, feature extraction, feature selection and then 
application of machine learning (both training and testing phase) method of choice. As 
highly structured data EEG (a matrix of voltage values as columns/recorded from 
different electrodes and time) is highly suitable for machine learning (Craik et al., 
2019).  
Physiological complexity is another area of research, still considered to be novel 
among medical professionals. It is based on Complex systems dynamic theory 
(popularly known as ‘Chaos theory') and comprises of vast families of different 
approaches of analyses in a mathematical sense. Many researchers are utilizing those 
methods since physiological signals are known to be nonlinear, nonstationary and 
generated from a highly complex system which is usually operating far from the 
equilibrium state. To apply any mechanistic approach (suitable for stationary signals) 
for analysis of electrophysiological data - which are 3N: nonlinear, nonstationary and 
noisy (Klonowski, 2007) is yielding risks of wrong interpretation. Recent research 
showed that mathematical link exists between usually applied Fourier analysis and 
Fractal analysis (Kalauzi et al., 2012) and Fourier seems to be redundant for the former. 
Professor Klonowski speculates that the reason for omnipresent classical spectral 
analysis in electrophysiology is due to the deeply rooted utilization of it in medicine; 
nonlinear analysis is usually known just in research (Klonowski, 2007). For review 
about application of varying nonlinear methodologies in detecting the depression based 
on EEG see de la Torre-Luque (2017). 
In the last ten years, the number of research utilizing some form of machine 
learning on EEG dataset to detect the depression or predict the outcome of treatment, 
related to depression is booming. This study aims at reviewing that literature to make a 
cross-section useful in realizing what best practices are. We opted to focus on the 
combination of physiological complexity (application of nonlinear measures of analysis 
of EEG) and computational psychiatry data-driven approach since we believe that this 
combination can lead to faster improvement of current clinical practice in treating 
depression.   
In this paper, we are firstly describing our Method (section 2) and eligibility 
criteria, then we described Detection (section 3) and Interventional studies (section 4), 
and finally (in section 5) we discuss the drawbacks and possible solutions for noticed 




This systematic review of the literature aimed at finding and comparing published 
studies that employed a combination of nonlinear (and spectral) methods of analysis in 
combination with various machine learning methods in the depression detection task. 
Therefore, we made inclusion criteria list, since we knew that many studies were 
published in the last decade. Since we followed the literature for quite some time, we set 
the start in 2011, and finalize the search in May 2019. Given the fast pace development 
in this area of research due to faster computers, cloud utilization and internet improved 
performances, we think that this period for inclusion is sufficient. We systematically 
searched Web of Science and PubMed databases on May 24. 2019. with the following 
combination of keywords:  
(‘Data mining' OR ‘machine learning') OR (‘Support Vector Machines' OR ‘Neural 
Networks' OR ‘Logistic regression' OR ‘K Nearest Neighbors' OR ‘Naïve Bayes' OR 
‘Linear regression' OR ‘genetic algorithm' OR ‘Decision three' OR ‘Random Forest') 
AND (‘EEG' OR ‘Electroencephalography') AND (‘Depression' OR ‘MDD'). 
Also, databases that index both fields including Springer, Scopus and 
ScienceDirect were searched for relevant literature, as well as Cornell repository 
Arxiv.org.  
After original search yielded 197 papers, the authors reviewed all the titles and 
abstracts in order to decide which of those are in line with our search criteria (eligibility 
testing): a study published between 2011 and 2019; detection of depression or 
forecasting the outcome of depression treatment; sample comprising of patients 
diagnosed with depression (MDD) and Healthy controls; EEG dataset (preferably 
resting-state EEG); utilization of fractal and nonlinear analysis as features for machine 
learning; utilization of machine learning for task of detection the depression. After 
primary selection (in which we read all the publications independently), our sample 
comprised of 32 publications which we agreed to downsize on 26 after internal 
discussion and comparative analysis. After reading the entire text of each publication 
we decided to include 14 detection studies and 12 interventional studies. To summarize, 
we included EEG studies only, those which are published in last 8 years, those which 
employed task classification performed by humans using EEG signals (excluded were 
power-analyses only, non-human feature selection, or those with no end classification 
studies) which performed machine learning task aimed at detecting depression. There 
were lots of studies describing mobile phone applications and online collection of data 
(psychiatry going online) utilizing machine learning, but we reviewed that in other 
research work already (Llamocca et al., 2018). 
Before this systematic search, we also made a list of characteristics of a study 
that we are going to compare and discuss to present the best practices and results. First, 
we compared the size of the sample, and only one intervention study was large enough 
to analyze the sample bigger than 100 participants (just one comprised of female 
subjects only). Since we opted to include EEG studies only, we divided them on resting-
state EEG (employed in diagnostic) and those which used a kind of stimulus during the 
recording; our idea from the point of view of nonlinear analysis is strongly for 
analyzing resting-state records, because in much prior research it was showed that they 
are most information-rich (Goldberger et al., 20011 and 2006). Berman showed that in 
depression, ruminative activities can be detected in task-free recordings only (Berman et 
al., 2011). Studies also varied in the number of electrodes used for recording, as well as 
standards used.  
Next stage comparison would be for the method used for preprocessing of the 
data; there are some which used standard sub-bands (although, there is not yet published 
data or evidence that dividing EEG into sub-bands has any physiological meaning, 
Baçar et al., 2011) and those which analyzed the broadband signal. Those which used 
any of reductionistic approaches like Fourier's analysis, or wavelet transform or cosine 
transform, and those which analyzed the raw data. Those which removed artefact 
manually (but probably introduced other sources of artefacts that way), or removed 
them with some software (automatically), or decided to analyze the epochs from 
artefact-free sections of recorded signal (meaning no removal of artefacts). Another 
point to discuss was how much filtering and preprocessing at all was performed, or 
whether researchers focused on any part of the spectral content of the signal. Also, we 
compared what sampling frequency was applied to raw signals, which is important for 
further interpretation of results.  
Next level was to determine what kind of analysis was performed on previously 
pre-processed data and what the chosen features were for further machine learning. 
Studies differed also in the way how they chose to extract the features or to select the 
features. 
We also noted whether the internal and external cross-validation was performed 
(and reported) and whether the study would be possible to replicate. And lastly, we 
compared what methods of machine learning were utilized in every paper, as well what 
was the accuracy after the testing phase, what was the sensitivity and specificity. 
Another question was whether they used ROC curves to probe the goodness of 
performed accuracy. We tried to make exhaustive analysis to those publications which 
complied with our eligibility criteria. 
3. Diagnostic studies 
In the present literature, there are several approaches in examining the changes in the 
complexity of EEG characteristic for depression. Among researchers there seem to be 
appearing a consensus that the characteristic of depression is elevated the complexity of 
EEG when compared to healthy peers (for review see, de la Torre-Luque, 2017). From 
previously published fMRI and DTI (FA) studies (de Kwaasterniet et al., 2013; 
Vederine et al., 2011) and graph theory applications on EEG signal (Kim et al., 2013) 
we know that in different depressive disorders changes in functional connectivity are 
confirmed. That is possibly reflected on the excitability of cortex so we could detect the 
difference in EEG between people diagnosed with depression and healthy controls 
(Ahmadlou et al., 2011; Bachmann et al., 2013; Hosseinifard et al., 2014; Faust et al., 
2014). The conclusion of de la Torre-Luque reviewing study (2017) was that ‘EEG 
dynamics for depressive patients appear more random than the dynamics of healthy 
non-depressed individuals.' Also, there is a consensus about the utilization of more than 
one nonlinear measure, because different measures are detecting unique features of the 
EEG signals ‘revealing information which other measures were unable to detect' (Burns 
and Rayan, 2015). 
We are reviewing here 14 studies (which we classified as Detection studies) 
published between 2011 and 2019. The problem with this cohort of studies is similar 
like with those trying to elucidate the changes of complexity from depressed patient's 
EEG; the direct comparison is challenging due to very different methodologies used. 
One of the first studies using resting-state EEG to classify depressed persons and 
healthy controls were the one by Ahmadlou (Ahmadlou et al., 2012). They also aimed at 
comparing two different algorithms for calculating the fractal dimension. What they 
found is in line with the work of several other authors (Esteller et al., 1999 and 2001; 
Castiglioni, 2010). Ahmadlou and colleagues wanted to examine which of two 
algorithms for calculating the fractal dimension (FD) is better as a feature of resting-
state EEG for classification of MDD from healthy adults: Katz FD or Higuchi FD 
(HFD). From previous literature, they knew that different algorithms for calculating FD 
may differently interpret self-similarity and irregularity of time series since they are 
calculating it in different ways. Esteller et al., (2001) showed that KFD is more robust 
to noise compared to Petrosian's and Higuchi's algorithm, but other showed 
(Raghavendra and Narayana 2009; Castiglioni, 2010) that KFD is dependent on the 
sampling frequency, amplitude and waveforms, which is a disadvantage in analyzing 
biosignals. The disadvantage of HFD is, according to Esteller (2001) that it is more 
sensitive to noise than KFD. The sample for this study comprised of 12 non-medicated 
MDD patients and 12 healthy controls. The DSM-IV and Beck depression scale was 
used for scores for MDD. In their experiment resting-state, EEG was recorded for 3 
minutes, with closed eyes, and the sampling rate was 256Hz. They opted to record just 
frontal electrodes for this experiment (7 electrodes Fp1, Fp2, Fz, F3, F4, F7 and F8, 
10/20 standard) because of the previous finding that prefrontal cortices showed 
abnormal functioning in MDD. They used wavelets to decompose the raw EEG signal 
into 5 standard sub-bands (gamma, beta, alpha, theta, and delta), but they also analyzed 
the broadband signal. Klonowski showed (2007) that wavelet is a little bit better than 
classical Fourier's decomposition, but still distorting signal under study. Ahmadlou and 
team used averaged calculated KFD and HFD values (they divided it between the left 
and right electrodes and averaged it) as features for Enhanced Probabilistic Neural 
Networks (EPNN) after application of ANOVA which evaluated the ability of a feature 
to discriminate the groups based o variations both between and within groups. Authors 
found that MDD and non-MDD are more separable in the beta band based on HFD 
(contrary to the previous belief that the differentiation is best in the alpha band) and that 
HFD in both beta and gamma bands in MDD is higher than in healthy participants. That 
implied on higher complexity of signal recorded from frontal cortices (according to their 
data left frontal lobe is more affected). Based on HFD (which performed better than 
KFD) they obtained high accuracy of 91.3%.  
Subha Puthankattil and her colleagues (2012) aimed at a classification of EEG 
records of depressed patients and controls by utilization of relative wavelet energy 
(RWE) and artificial feedforward neural network. Their sample comprised of 30 
depression patients and the age and gender-matched healthy controls (16 females, 14 
males). There is no information on whether the patients were medicated or not. The 
recording was taken from four locations in total; FP1-T3 (left) and FP2-T4 (right 
hemisphere). For 5 minutes they recorded resting-state EEG (the information about 
closed or open eyes is missing), sampling frequency was 256Hz, and they used notch-
filter, but also utilized total variation filtering (TVF) for high-frequency noise. The 
signal was divided into sub-bands, eight levels multiresolution decomposition method 
of discrete wavelet transform (DWT) was used. As for feature extraction, an RWE 
analysis provided information about the signal energy distribution at different 
decomposition levels; twelve features were extracted for training and testing NNs. Nine 
features included values of RWE for different frequency bands, and two were obtained 
by observing the trend of the variation of the average RWE of EEG signals. The signal 
energy RWE is higher in depression. Coif let 5 showed the highest correlation 
coefficient and indicated the best match for depression patient's EEG (out of an array of 
23). The performance of artificial neural networks yielded an accuracy of 98.11% 
(normal and depression signals). Sensitivity was 98.7%; Selectivity was 97.5%; 
specificity was 97.5% (Puthankattil et al., 2012).  
Hosseinifard and colleagues (2014) examined the nonlinear analysis of EEG in 
45 unmedicated depressed patients (23 females; 20-50 years old) and 45 healthy 
controls (19 to 60 years old). DSM-IV interview and Beck Depression Inventory were 
used. Their study aimed to classify healthy and depressed persons and to improve the 
accuracy of classification. The resting-state EEG with eyes closed was recorded for 
5minutes from 19 electrodes from 10/20 standard system. Sampling frequency was 
256Hz, and they used high and low plus notch filtering. Artefacts were removed 
manually. They divided raw EEG signal into standard sub-bands and applied both 
classical (Welch method) and four different nonlinear measures (detrended fluctuation 
analysis (DFA) Higuchi fractal dimension (HFD), correlation dimension and Lyapunov 
exponent) to characterize the signal. After feature extraction was performed, one 
classical and four nonlinear measures were calculated for all 19 electrodes for each 
person. Each feature vector (19 features related to 19 electrodes) is applied to K-nearest 
neighbours (KNN), Linear Discriminant Analysis (LDA) and Linear Regression (LR) 
classifiers. Two third of the sample was used for the training phase and the remainder 
for the test set. Leave-one-out cross-validation (LOOCV) method was applied to the 
training dataset. For feature selection they used a genetic algorithm (GA) the size of the 
population is set to 50, cross over the rate to 80% (They also tried PCA, but GA 
outperformed it significantly). Classification accuracy was the best in the alpha band for 
LDA and LR both reaching 73.3% (the worst was KNN in delta and beta and LDA in 
the delta with 66.6%). The best accuracy in the experiment was obtained by LR and 
LDA classifiers. The accuracy of all classifiers increased when the signal was 
characterized with nonlinear features, not classical power (LR reached 90% with 
correlation dimension). The conclusion was that ‘nonlinear features give much better 
results in the classification of depressed patients and normal subjects' contrary to the 
classical one. Also, they concluded that depression patients and controls differ in the 
alpha band more than other bands, especially in the left hemisphere (Hosseinifard et al., 
2014). 
Faust and colleagues used EEG signals in the automated detection of depression 
(Faust et al., 2014). They probably used the same sample as Subha D. Puthankattil, and 
Paul K. Joseph, namely 30 patients diagnosed with clinical depression and 30 controls 
(age from 20 to 50; 16 females and 14 males) recorded earlier (2011/12) in Calcut, 
Kerala, India. Only 4 electrode positions were used, left FP1-T3 and right FP2-T4. They 
also used wavelet packet decomposition (WPD, Db8 wavelet) to extract appropriate 
sub-bands from the raw signal. Those extracted sub-bands were input for calculating 
several entropy measures; Bispectral entropy (Ph, including Higher-order spectra HOS 
technique, from Fourier analysis), Renyi entropy (REN), Approximate entropy (AppEn) 
and Sample entropy (SampEn). The process of extraction the sub-bands comprised of 
sending the original data through a sequence of down-sampling and low pass filters 
which defined the transfer function (which is like classical spectra analysis distorting 
the information content of the data, according to Klonowski, 2007). Also, prior to that 
extraction, researchers claim that high-frequency components did not contribute 
relevant information (contrary to our findings, Čukić et al., 2018) and removed them as 
well. After applying Student's t-test to evaluate features, several classification 
algorithms were applied. Gaussian Mixture Model (GMM), Decision Trees (DT), K-
nearest neighbors (KNN), Naïve Bayes Classifier (NBC), Probabilistic Neural Networks 
(PNN), Fuzzy Sugeno Classifier (FSC) and Support Vector Machines (SVM) were 
used. In this experiment, the authors applied ten-fold stratified cross-validation. The 
accuracy was 99.5%, sensitivity 99.2%, and specificity 99.7%. Contrary to Hosseinifard 
they claim that the EEG signals from the right part of the brain discriminate better the 
depressive persons (Faust et al., 2014).   
The sample used for another study (Acharya et al., 2015) comprised of 15 
healthy and 15 depressed persons (20-50-year-olds). Resting state EEG was recorded 
from just four positions in 10/20 standard system, left FP1-T3 and right FP2-T4, during 
5 minutes (eyes closed and eyes opened). The sampling rate was 256Hz, notch-filtered 
(also comprising from 2000 samples like in Faust and Puthankattil, the method and 
sample were strikingly similar), artifacts were manually removed. Feature extracting 
consisted of 15 different measures: fractal dimension (Higuchi fractal dimension, HFD), 
largest Lyapunov exponent (LLE), sample entropy (SampEn), DFA, Hurst’s exponent 
(H), higher order spectra features (weighted Centre of bispectrum, W_Bx, W_By), 
bispectrum phase entropy (EntPh), normalized bispectral entropy (Ent1) and normalized 
bispectra squared entropies (Ent2, Ent3), and recurrence quantification analysis 
parameters (determinism (DET), entropy (ENTR), laminarity (LAM) and recurrent 
times (T2)). These extracted features are ranked using the t value. The information 
whether some of them were calculated on standard EEG sub-bands and other on 
broadband signal is missing (like classical spectral measure high order spectra utilizing 
Fourier's analysis, must have been computed in sub-bands, but that was not mentioned). 
After a large number of trials, the authors decided based on a comparison of values to 
formulate Depression Diagnosis Index taking into account only LAM, W_By and 
SampEn, without the explanation. It says that ‘DDI is a unique formula that yields 
nonoverlapping ranges for normal and depression classes.' This (probably) heuristically 
obtained index is used here instead of usually utilized classifiers. Features are ranked 
based on t value and fed to classifiers one by one obtaining the accuracy higher than 
98%, sensitivity higher than 97% and specificity more than 98.5%. This best result is 
reportedly obtained by utilization of SVM with a polynomial kernel of order 3 (for both 
left and right hemisphere; they used averaged values for left and right hemisphere), 
although in previous papers by the same authors SVM as discarded before. The text has 
an ambiguity in ‘features are fed to SVM classifier’ and in the next sentence ‘SVM 
classifier yielded the highest classification performance with the average accuracy…’ 
(Acharya et al., 2015). Whether SVM is actually used is among other inconsistencies in 
this groups’ work report. In comparison to Faust and colleagues used EEG signals in the 
automated detection of depression (Faust et al., 2014). They probably used the same 
sample as Subha D. Puthankattil, and Paul K. Joseph, namely 30 patients diagnosed 
with clinical depression and 30 controls (age from 20 to 50; 16 females and 14 males) 
recorded earlier (2011/12) in Calcut, Kerala, India. Only 4 electrode positions were 
used, left FP1-T3 and right FP2-T4. They also used wavelet packet decomposition 
(WPD, Db8 wavelet) to extract appropriate sub-bands from the raw signal. Those 
extracted sub-bands were input for calculating several entropy measures; Bispectral 
entropy (Ph, including Higher-order spectra HOS technique, from Fourier analysis), 
Renyi entropy (REN), Approximate entropy (AppEn) and Sample entropy (SampEn). 
The process of extraction the sub-bands comprised of sending the original data through 
a sequence of down-sampling and low pass filters which defined the transfer function 
(which is like classical spectra analysis distorting the information content of the data, 
according to Klonowski, 2007). Also, prior to that extraction, researchers claim that 
high-frequency components did not contribute relevant information (contrary to our 
findings, Čukić et al., 2018) and removed them as well. After applying Student's t-test 
to evaluate features, several classification algorithms were applied. Gaussian Mixture 
Model (GMM), Decision Trees (DT), K-nearest neighbors (KNN), Naïve Bayes 
Classifier (NBC), Probabilistic Neural Networks (PNN), Fuzzy Sugeno Classifier (FSC) 
and Support Vector Machines (SVM) were used. In this experiment, authors applied 
ten-fold stratified cross-validation. The accuracy was 99.5%, sensitivity 99.2%, and 
specificity 99.7%. Contrary to Hosseinifard they claim that the EEG signals from the 
right part of the brain discriminate better the depressive persons (Faust et al., 2014).   
The sample used for another study (Acharya et al., 2015) comprised of 15 
healthy and 15 depressed persons (20-50-year-olds). Resting state EEG was recorded 
from just four positions in 10/20 standard system, left FP1-T3 and right FP2-T4, during 
5 minutes (eyes closed and eyes opened). The sampling rate was 256Hz, notch-filtered 
(also comprising from 2000 samples like in Faust and Puthankattil, the method and 
sample were strikingly similar), artifacts were manually removed. Feature extracting 
consisted of 15 different measures: fractal dimension (Higuchi fractal dimension, HFD), 
largest Lyapunov exponent (LLE), sample entropy (SampEn), DFA, Hurst’s exponent 
(H), higher order spectra features (weighted Centre of bispectrum, W_Bx, W_By), 
bispectrum phase entropy (EntPh), normalized bispectral entropy (Ent1) and normalized 
bispectra squared entropies (Ent2, Ent3), and recurrence quantification analysis 
parameters (determinism (DET), entropy (ENTR), laminarity (LAM) and recurrent 
times (T2)). These extracted features are ranked using the t value. The information 
whether some of them were calculated on standard EEG sub-bands and other on 
broadband signal is missing (like classical spectral measure high order spectra utilizing 
Fourier's analysis, must have been computed in sub-bands, but that was not mentioned). 
After a large number of trials, the authors decided based on a comparison of values to 
formulate Depression Diagnosis Index taking into account only LAM, W_By and 
SampEn, without the explanation. It says that ‘DDI is a unique formula that yields 
nonoverlapping ranges for normal and depression classes.' This (probably) heuristically 
obtained index is used here instead of usually utilized classifiers. Features are ranked 
based on t value and fed to classifiers one by one obtaining the accuracy higher than 
98%, sensitivity higher than 97% and specificity more than 98.5%. This best result is 
reportedly obtained by utilization of SVM with a polynomial kernel of order 3 (for both 
left and right hemisphere; they used averaged values for left and right hemisphere), 
although in previous papers by the same authors SVM as discarded before. The text has 
an ambiguity in ‘features are fed to SVM classifier’ and in the next sentence ‘SVM 
classifier yielded the highest classification performance with the average accuracy…’ 
(Acharya et al., 2015). Whether SVM is actually used is among other inconsistencies in 
this groups’ work report. In comparison to Faust, who analyzed (probably) the same 
sample, here SampEn among other features is showing significantly higher values for 
depression than controls.  
Bairy et al. (2015) used a discrete cosine transform (DCT) to decompose the raw 
EEG (of depressed and healthy persons) data to frequency sub-bands. Further, they 
calculated sample entropy, correlation dimension, fractal dimension, Lyapunov 
exponent, Hurst exponent and detrended fluctuation analysis (DFA) on DCT 
coefficients and the characteristics features are ranked by utilization of t-value. These 
features are used as input for classifiers DT, SVM, KNN, and NB. SVM with radial 
basis function (RBF) yielded an accuracy of 93.8%, the sensitivity of 92% and 
specificity of 95.9% (Bairy et al., 2015).  We cannot say whether internal or external 
validation was performed, nor the details of, for example, the method used to calculate 
fractal dimension (that description is missing, so we cannot compare for example our 
work on Higuchi fractal dimension), hence the reproducibility of this study which 
claims so high accuracy is close to zero.  
Another study is published in the same year (Mohammadi et al., 2015). This 
study used a sample of 53 MDD patients and 43 HC. EEG recordings lasted for 3 
minutes (vigilance controlled eyes closed and eyes opened) in resting condition. The 
sampling rate was 500 Hz, a bandpass filter was used. Brain Vision Analyzer Software 
served for automatic artifact rejection. 28 electrodes are used for FFT analysis yielding 
a total of 12 datasets. After preprocessing the data, cleaning, and normalization, they 
applied Linear Discriminant Analysis (LDA) to map features into a new feature space 
(data evaluation phase). Authors applied Genetic Algorithm (GA) to identify the most 
significant features. They build predictive models with Decision Tree (DT). In two 
experiments, they first analyzed each frequency band individually, while the second 
experiment analyzed the bands together. The model showed an average accuracy of 
80% (MDD vs. HC) (Mohammadi et al., 2015). There is no clear information about the 
checking of liability of their high accuracy nor both internal and external validation (in 
terms of a good generalization). 
Liao et al. (2017) proposed a method based on scalp EEG and robust spectral-
spatial EEG feature extraction based on kernel eigen-filter-bank common spatial pattern 
(KEFB-CSP). They first filter the multi-channel EEG signals (30 electrodes traces) of 
each sub-band from the original sensor space to new space where the new signals (i.e., 
CSPs) are optimal for the classification between MDD and healthy controls, and finally 
applies the kernel principal component analysis (kernel PCA) to transform the vector 
containing the CSPs from all frequency sub-bands to a lower-dimensional feature vector 
called KEFB-CSP (with 80% accuracy). Their sample comprises of 12 (4 males, 8 
females, 43 -70 years old) patients plus 12 healthy controls, and resting state EEG was 
measured for 5 minutes. KNN, LDA, and SVM were used. They also used the majority 
voting strategy based feature selection. 
Mumtaz and colleagues published their study on the same year as Liao: 2017; 
and another one in the same task in 2018. It relied on resting state EEG recorded from 
33 MDD patients and 30 Healthy controls. Measures were spectral power of different 
frequency bands for diagnosing depression. A matrix was formed from extracted 
features, z-score standardization was applied, according to its mean and variance. To 
determine the most significant features a weight was assigned to each feature based on 
its ability to separate the target classes according to the ROC criterion. Only the most 
significant features were used for training and testing the classifier models: Logistic 
regression (LR), SVM and Naïve Bayesian (NB). The models are validated with the 
application of 10-fold cross-validation that has provided the metric for accuracy 
sensitivity and specificity. LR (acc 97.6%, sens 96.66%, spec 98.5%), NB (acc 96.8%, 
sens 96.6%, spec 97.02%), SVM (accuracy 98.4%, sensitivity 96.6% and specificity 
100%). In their 2018 study the same group of authors used EEG-derived 
synchronization likelihood (SL) features for further machine learning: support vector 
machine (SVM), logistic regression (LR) and Naïve Bayesian (NB). This research 
resulted in SVM classification accuracy = 98%, LR classification accuracy = 91.7%, 
and  NB classification accuracy = 93.6% . 
Yet another study utilizing resting state EEG was published by Bachman et al., 
2018. In this study (after the first one from 2013 when they explore the possibility of 
detection with novel spectral index SASI and Higuchi FD, but back then with k=50), 
Bachmann and colleagues performed classification task with resting state EEG 
measured from just one electrode. Their sample comprises of 13 depression patients 
(medication-free) and 13 healthy controls; they analyzed alfa power variability and 
relative gamma power, but also Higuchi's fractal dimension and Lempel-Ziv 
complexity. From 30 channel EEG, they opted on relying on a record from just one 
electrode. Features were used for classification by utilization of logistic regression with 
leave-one-out cross-validation. They reached maximal accuracy of 85% with HFD and 
DFA, but also HFD and LZC, and for only one nonlinear measure maximal 77%. This 
time, for calculating HFD they used k=8 (like in all of our former studies). Researchers 
claim that accurate detection of depression is possible with utilization the record from 
only one electrode and explain that with the possible acceptance from clinicians who 
prefer straightforward methods of detection. They also concluded that 'there is no single 
superior measure for detection of depression.' 
In our study from 2018 (Čukić et al. 2018), we aimed to elucidate the 
effectiveness of two non-linear measures, Higuchi’s Fractal Dimension (HFD) and 
Sample Entropy (SampEn), in detecting depressive disorders when applied on EEG. We 
recorded EEG in 21 participants diagnosed with depressive disorder and 20 healthy age-
matched peers. The 10/20 International system for electrode placement was used (19 
channels). The HFD and SampEn of EEG signals were used as features for seven 
machine learning algorithms including Multilayer Perceptron, Logistic Regression, 
Support Vector Machines with the linear and polynomial kernel, Decision Tree, 
Random Forest, and Naïve Bayes classifier, discriminating EEG between healthy 
control subjects and patients diagnosed with depression. We confirmed earlier 
observations that both non-linear measures can discriminate EEG signals of patients 
from healthy control subjects. Besides, our results suggest that if there is a proper 
feature selection, a useful classification is possible even with a small number of 
principal components. Average accuracy among classifiers ranged from 90.24% to 
97.56%. Among the two measures, SampEn had better performance.  
We concluded that using HFD and SampEn and a variety of machine learning 
methods we can accurately discriminate patients diagnosed with depression vs. controls 
which can serve as a sensitive, clinically relevant marker of depression. In comparison 
with previously mentioned studies which also used resting state EEG, we confirmed that 
the number of electrodes is important because from PCA readings it is clear that every 
electrode has its own contribution to the result (Čukić et al., 2018). And, an elevated 
complexity can be detected on all the positions (as also reported by Bachmann et al., 
2013). Further, we cannot say that all mentioned studies are giving sufficient 
information for replication, like for example Bairy, who did not even state what method 
he used for calculating the fractal dimension, not to mention the algorithm. Others 
concentrated on the improvement of classification but did not undertake all the 
measures necessary to reach unwarranted optimism in their results. Last but not least all 
the studies (ours included, although we stated it was a pilot study) had very modest 
samples, which is affecting the generalizability of the model.  
 
Table 1: Fourteen Detection Studies filtered with our inclusion criteria, published from 2011-2019. We 
compared sample sizes, basic technical details (the number of electrodes of recording rsEEG, sampling 
frequency), preprocessing details, features used for machine learning, machine learning models used and 
finally obtained accuracy in every study. 
  
4. Interventional EEG studies 
There are also studies published in the same time interval (2011-2018) based on EEG 
registration, but the difference from work mentioned above, is that they opted to use a 
stimulus (hence, not resting state EEG), a sound stimulation, or ERP, so we will briefly 
mention their results here. Kalatzis and colleagues published the first study (our 
exception from time frame for chosen studies for review) about the SVM-based 
classification system for discriminating depression by using P600 component of ERP 
signals (Kalatzis et al., 2004). EEG was recorded on 15 electrodes, and a sample 
comprised of 25 patients and an equal number of healthy controls. The outcomes of 
SVM classification were selected by Majority vote engine (MVE). Classification 
accuracy reportedly was 94% when using all leads, and from 92% to 80% when using 
only right or left points for classification. They concluded that their findings support the 
hypothesis that depression is associated with the dysfunction of right hemisphere 
mechanisms mediating the processing of information that assigns a specific response to 
a particular stimulus. Lee et al., (2011) tried to predict the treatment response of major 
depressive disorder. Their study was designed to check whether the connectivity 
strength of resting state EEG could be a potential biomarker (ROC was 0.6 to 0.8) to 
answer this question. They concluded that ‘…the stronger the connectivity strengths, the 
poorer the treatment response.' The experiment also suggested that frontotemporal 
connectivity strengths could be a potential biomarker to differentiate responders and 
slow responders or non-responders in MDD.  We tried to compare our results, but their 
sampling frequency is low as 100Hz, so that was difficult. Also, in a 2011 study, 
Cavanagh and colleagues analyzed EEG recordings from 21 medication-free MDD 
patients and 24 healthy controls while performing probabilistic reinforcement learning 
task (Cavanagh et al., 2011). They measured EEG responses to error feedback, which 
can demonstrate selective alteration of avoidance learning, important in MDD. 
Khodayari-Rostamabad and colleagues probed machine learning methodology as a 
prediction model for a successful outcome of SSRI medication in MDD, based on 
resting-state EEG recorded prior the treatment (Khodayari-Rostamabad et al., 2010 and 
2013). The sample comprised of 22 participants (11male, 11 female). For the 
experiment, they used only 16 electrodes (10/20 standard) in opened and closed eyes 
recording for 6.5 minutes and combined sections of it in six files per person. Welch 
model analysis yielded various spectral measures but mentioned ‘only as candidate 
features’ since they did not want to state in advance what feature would have the 
predictive power. After selecting the features extracted from EEG, authors fed them to 
the mixture of factor analysis (MFA) model, whose output is the predicted response in 
the form of a likelihood value; leave-one-out randomized permutation cross-validation 
procedure was used for validation. For visualization (but also a reduction of 
dimensionality) they used kernelized principal component analysis (KPCA). Authors 
did not perform evaluation on unseen sample, nor they compared the features with 
healthy controls, relying solely on spectral measures of their modest sample. They 
reported overall prediction accuracy of 87.9%.  
A study from 2014, tried to predict the response of treatment in depression (Arns 
et al., 2014). The authors claimed that there is no difference between MDD and HC in 
non-linear EEG measures (they used Lempel-Ziv complexity), but somehow came to 
the conclusion that nonlinear measures are adding the value to this research; yet, they 
claim it is the first study to utilize nonlinear metrics to predict outcome of depression 
treatment (rTMS in their case). According to their reported method, the potential reason 
for that could be concentration on just one specific band and not on analysis of 
broadband signal, for many researchers after (and before) them succeeded to find 
significant difference by utilizing many nonlinear measures for this kind of detection 
task (Ahmadlou et al, 2012; Bachmann et al, 2013, 2018; Hosseinifard et al, 2013; 
Mumtaz et al, 2015; Mohammadi et al, 2015; Čukić et al., 2018). They also claimed that 
they were ‘the first’ to use complexity measures in this task. Nandrino and Pezard 
performed that approach to analysis of EEG in depression in 1994, as well as several 
other researchers groups (Nandrino and Pezard, 1994). Bachmann and colleagues 
(2018) applied exactly the same methodology (Lempel-Ziv complexity) and 
demonstrated significant differentiation between patients and controls. Mumtaz used in 
several papers spectral measures, but found the useful difference in predicting the 
outcome of treatment in depression (Mumtaz et al., 2017 and 2018). 
Etkin and colleagues applied machine learning in the task of predicting the 
medication therapy outcome in MDD by utilizing cognitive testing (Etkin et al., 2015). 
They used pattern classification with cross-validation to determine individual patient-
level composite predictive biomarkers of antidepressant outcome based on test 
performance and obtained 91% accuracy. 
Erguzel and colleagues (Erguzel et al., 2016) tested their optimized classification 
methods on 147 participants with MDD treated with rTMS. They tested the 
performance of a genetic algorithm (GA) and a back-propagation neural network 
(BPNN); they were evaluated using 6-channel pre rTMS EEG patterns of theta and delta 
frequency bands. By using the reduced feature set, they obtained an increase under the 
receiver operating curve (AUC) of 0.904. Zhang et al. explored neural complexity in 
patients with post-stroke depression (Zhang et al., 2015) in a resting state EEG study. 
Their sample comprised of 21 post-stroke patients and 22 ischemic-stroke non-
depression and 15 healthy controls: 16 electrodes were used for recording of resting 
state EEG. Lempel-Ziv complexity (LZC) was used to assess changes in complexity 
from EEG. PSD (depressed) patients showed lower neural complexity compared with 
PSND (non-depressed) and Control subjects in the whole brain regions. LZC 
parameters used for Post-stroke depression (PSD) recognition possessed more than 85% 
in specificity, sensitivity and accuracy suggesting the feasibility of LZC to serve as a 
screening indicator for PSD. Additionally, there were two antidepressive treatment non-
response prediction studies: Shahaf et al. (2017), and al-Kaysi et al. (2017).  Shahaf and 
his colleagues developed new electrophysiological attention-associated marker from a 
single channel (two electrodes: Fpz and one earlobe) using 1 min samples with auditory 
oddball stimuli and showed to be capable of detecting a treatment-resistant depression 
(26 patients, 10 controls). Al-Kayasi and team aimed at predicting tDCS treatment 
outcome of patients with MDD using automated EEG classification. They accurately 
predicted 8 out of 10 participants when using FC4-F8 (with accuracy 76%), and 10 out 
of 10 when using CPz-CP2 (accuracy 92%). This finding demonstrates the feasibility of 
using machine learning to identify patients to respond to tDCS treatment. Cai et al., 
2018. Utilized only three electrodes on prefrontal positions to record the signal, while 
stimulating their participants with a sound. They claim that due to a small number of 
electrodes which can be easily positioned, their method has a great potential of 
translation to clinics. Cai and colleagues used electrophysiological database comprising 
of 92 depressed patients and 121 healthy controls; resting state EEG was recorded while 
sound stimulation (they used pervasive prefrontal lobe electrodes on positions Fp1, Fp2, 
and Fpz). After denoising (Finite Impulse Response, FIR filter) they combined Kalman 
derivative formula and Discrete Wavelet Transformation, and Adaptive predictor Filter; 
a total of 270 linear and nonlinear features were extracted (it is not clear what were 
they). Feature selection was minimal-redundancy-maximal-relevance, which reduced 
the dimensionality of the feature space. Four classification methods were applied: SVM, 
KNN, Classification threes and Artificial Neural Networks (ANN). For evaluation, they 
used 10-fold cross-validation. KNN had the highest accuracy of 79.27%. Jaworska and 
her colleagues published two papers; in 2018 and in 2019. First, they examined a 
variation of pre-treatment EEG in order to predict the treatment success in depression 
(Jaworska et al., 2018) and in second one they performed a machine learning study to 
predict the outcome of pharmacology treatments in 51 MDD patients in 12 week study 
(Jaworska et al., 2019). They used both electrophysiological and demographic data 
(including MADRS scores before and after the treatment) as well as source-localized 
current density (sLORETA) and utilized Random Forest for classification, with 78-88% 
accuracy depending of complexity of the model. They also used kernel principal 
component analysis to reduce and map important features. As many research mentioned 
above, this lays the groundwork for research on personalized, “biomarker”-based 
treatment approaches. For this group of studies, it can also be said that they are 
challenging to compare methodologically, but they are the part of the same effort of 
showing that not only detection but monitoring and predicting the pace of recovery, or 
output of the treatment (sometimes called ‘responders’ detection) is possible. The 
problem with both detection and interventional studies is generally modest samples and 
almost total absence of external validation process (on previously un-seen data, from an 
independent sample), which is putting in question typically high accuracies they 
reported.  
5. On overrated optimism in machine learning and how the present methods 
can be improved to serve in clinical practice 
To predict clinical outcomes or relapses (for example, after remission in recurrent 
depression) would be of great clinical significance especially in clinical psychiatry. 
However, developing a model for predicting a particular clinical outcome for the 
previously unseen individual have certain challenges both methodological and statistical 
(Whelan, 2013). A group of authors elucidated risks, pitfalls and recommend the 
techniques how to improve model reliability and validity in future research (Whelan and 
Garavan 2013; Gillan and Whelan, 2017; Yahata et al., 2017). The authors described 
that neuroimaging researchers who start to develop such predictive models are typically 
unaware of some considerations inevitable to accurately assess model performance and 
avoid inflated predictions (called ‘optimism’) (Whelan and Garavan, 2013; Cho et al., 
2019). The common characteristics to that kind of research are: classification accuracy 
is typically overall 80-90%; the size of sample is typically small to modest (less than 
50-100 participants); the samples are usually gathered on a single site. Support vector 
machines (SVM) and its variants are popular but recommendable is the use of 
embedded regularization frameworks, at least with absolute shrinkage and selection 
operator (LASO) (Yahata et al., 2017). Leave-one-out and k-fold cross validation are 
also popular procedures for validation (for model evaluation), and generalization 
capability of a model is typically untested on an independent sample (Yahata et al., 
2017). For model evaluation or even reduction, Vapnik-Chevronenkis dimension should 
be used (Vapnik, 1988). A common denominator to majority of studies is a lack of 
external validation. In that sense, there is one study which did not use imaging, but 
demonstrated an impeccable methodology in machine learning in every aspect, in the 
task of prediction the responders to medication in MDD (Chekroud et al., 2016). 
From a methodological point of view, there are many problems to resolve. What 
is the problem with a generalization? When we test the generalizability, we are basically 
testing whether or not a classification is effective in an independent (not shown to the  
algorithm before) population. When developing the model, one doesn't want to train the 
classifier on a general characteristic of a sample; for example, if using nonlinear 
measures, they can differ because some of the measures change with age (Goldberger et 
al., 2000) or they can be characteristic for gender (Ahmadi et al., 2013). Some authors 
call this ‘nuisance variables’, because the algorithm basically learns to recognize that 
particular dataset with all its characteristics. It is infamous overfitting and consequently 
the treatment of nuisance variables. Overfitting happens when ‘a developed model 
perfectly describes the entire aspects of the training data (including all underlying 
relationships and associated noise), resulting in fitting error to asymptotically become 
zero’ (Yahata et al., 2017). For that reason, the model will be unable to predict what we 
want on unseen data (test data). The size of the sample is usually small to modest 
(typically less than 100, in Chekroud is, for example, more than 4000, using 
collaborative dataset). Hence, the balancing of the complexity of the model against the 
sample size is essential for improving prediction accuracy for unseen (test) data (Yahata 
et al., 2017). How that goal can be achieved? By collecting more data. Like in collecting 
other more expensive neuroimaging data, it would be a solution to establish standard 
set-up and start collaborative projects, because one single site is usually not capable of 
gathering large samples alone. The model for this in EEG collections could be one of  
large collaborative projects like RDoC, STAR*D, IMAGEN, etc. Also, co-recording 
with fMRI and MEG should be a solution. Another option would also be to use wireless 
EEG caps. Another line of research is developing wireless EEG caps (Epoch, ENOBIO 
Neuroelectrics, iMotions, just to mention the few) which can be used for research in the 
environment without restraining the patient, and even for monitoring of recovering from 
severe episodes. If wireless EEG recorder would become accessible soon, we are sure 
that early detection and timely intervention will prevail fast. In the frameworks like 
National Institute of Mental Health Research Domain Criteria and European Roadmap 
for Mental Health Research which aim at finding stratifications that are based on 
biological markers that cut across current calcifications (Marquand et al., 2016) that 
should be possible. Then with big collaborative efforts, we may approach the conditions 
to extract genuinely reliable models for clearly defined neuromarkers for future clinical 
use (Gillan and Dow, 2017). Large-scale imaging campaigns and collection of general 
population data are the conditions for translation of those research findings to clinics. 
By allowing their usual check-up medical data to be a part of such organized 
collaborative efforts patients would also contribute to the improvement of this precise 
diagnostic of a (near) future. According to Wessel Kraiij (Data of value, 2017) P4 
concept for healthcare improvement stands for: Prediction, Prevention, Personalization 
and Participation. An important motivation is the observation that healthcare is too 
focused on disease treatment and not enough on prevention. And another important 
observation (Kraiij, 2017) is, that treatment and diagnosis are based on population 
averages. In some cases, the treatment has a negative effect. So, there is a lot of room 
for precision improvement (and for other three Ps aside Personalization). The collection, 
analysis and sharing of the data play an important role in improvement of the healthcare 
that we know. In that sense, the first project to implement 4P is SWELL project part of 
a Dutch national ICT program COMMIT (between 2011 and 2016 in the Netherlands, 
Leiden University).  
Whelan and Garavan (2013) precisely addressed other methodological issues, 
overfitting included. Their goal was to describe how regression models can appear, 
incorrectly, to be predictive, and to describe methods for quantifying and improving 
model reliability and validity. The authors conclude that ‘…perhaps counterintuitively 
to those who deal primarily with a general linear model, optimism increases as a 
function of the decreasing number of participants and the increasing number of 
predictor variables in the model (model appears better as sample size decreases)’ 
(Whelan and Garavan, 2013).  
Despite this expert knowledge about false optimism from our machine learning 
research, rare is that kind of attempt to quantifying the model performance. To resolve 
this, one could collect more data. The theory of data mining is clear; all those models 
work best on more significant numbers. Use the repository to test your developed model 
on the unseen cohort. At least, what I learned is that we need statistics to stop making 
fools from ourselves. Data mining is the art of finding the meaning from supposedly 
meaningless data (Peter Flack, 2014). A minimum rate of ten cases per predictor is 
common (Peduzzi et al., 1996), although not a universal recommendation (Vittinghof 
and McCulloch, 2007). Optimism can also be lowered with the introduction of the 
regularization term (Moons et al., 2004). Also, using previous information to constrain 
model complexity relying on Bayesian approaches is recommendable. Bootstrapping is 
another helpful method (Efron and Tibshirani, 1993) as well as cross-validation (Efron 
and Tibshirani, 1997). Cross-validation tests the ability of the model to generalize and 
involves separating the data into subsets. Both Kohavi and Ng described the technique 
(Kohavi et al., 1996; Ng et al., 1997). Besides, very useful and efficient ten-fold cross-
validation, Elastic Net is useful to optimize parameters. Ng stated that ‘…optimism 
becomes unreliable as the probability of overfitting to the test data increases with 
multiple comparisons' (Ng et al., 1997). One can use several functions available in 
MATLAB (The MathWorks, Natick, Massachusetts) like lassoglm, bootstrap for 
bootstrap sampling, or several functions for Bayesian analysis, or crossvalind for testing 
sets and cross-validation. To conclude Whelan wrote on the importance of keeping 
training and test subsets completely separate; ‘any cross-contamination will result in 
optimism’ (Whelan and Garavan, 2013).  Further research is needed to reframe 
nosology in psychiatry and improve patient’s journey to remission. 
Acknowledgements: Part of this work was supported by the project Social Big Data –
CM ( S2015/HUM-3427) 
 







1. World Health Organization. Depression and other common mental disorders. 2017. Available 
from http://apps.who.int/iris/bitstream/10665/254610/1/WHO-MSD-MER-2017.2-eng.pdf 
2. World Health Organisation. 2017. Available from 
http://apps.who.int/iris/bitstream/handle/10665/254610/WHO-MSD-MER-2017.2-
eng.pdf;jsessionid=CDB26E156DD7DC804DF23ADC24B59B90?sequence=1.  
3. Whitefold, H. A., Degenhardt, L., Rehm, J., Baxter, A. J. (2013). Global burden of disease 
attributable to mental and substance use disorders: Findings from the Global Burden of Disease 
study. Lancet, 382, 1575-1586. 
4. Mathers Collin D., Loncar Dejan. (2006) Projections of Global Mortality and Burden of 
disease from 2002 to 2030. Plos Medicine, November 2006, Volume 3, Issue 11, e442. 
5. Gillan, C. M., Daw, N. D. (2016). Taking Psychiatry Research Online. Neuron (NeuroView), 
91(1), 19-23.  
6. Gillan, C. M., Whelan, R. (2017). What big data can do for treatment in psychiatry. Current 
Opinion in Behavioral Science, 18, 34-42. 
7. Rush, A. J., et al. (2006). Acute and long-term outcomes in depressed outpatients requiring 
one or several treatment steps: a STAR*D report. Am. J. Psychiatry, 163, 1905-1917. 
8. Rost K, Nutting P, Smith JL, Elliott CE, Dickinson M.Managing depression as a chronic 
disease: a randomised trial of ongoing treatment in primary care. BMJ 2002; 325: 934. 
9. Cipriani A, Furukawa TA, Salanti G, et al. Comparative efficacy and acceptability of 12 new-
generation antidepressants: a multiple-treatments meta-analysis. Lancet 2009; 373: 746– 
10. Shorter Edward and Fink Max (2010) Endocrine Psychiatry: Solving the Riddle of 
Melancholia. Oxford University Press, 2010. 
11. Parker G., Fink M. Et al., (2010) Issues for DSM-5: Whither Melancholia? The Case for Its 
Classification as a Distinct Mood Disorder .Am J Psychiatry 167:7, July 2010 
12. Gillan, C. M., Daw, N. D. (2016). Taking Psychiatry Research Online. Neuron 
(NeuroView), 91. 
13. Berinsky, A., Huber, G., and Lenz, G. (2012). Evaluating online labor markets for 
experimental research: Amazon.com’s Mechanical Turk. Polit. Anal. 20, 351–368. 
14. Montague, P. R., Dolan, R. J., Friston, K. J., Dayan, P. (2012). Computational Psychiatry. 
Trends in Cognitive Science, 16(1), Special Issue: Congition in Neuropsychiatric Disorders, 
Cell Presss. 
15. McLoughlin, G., Makeing, S., Tsuang, M. T. (2014). In search of biomarkers in psychiatry: 
EEG-based measures of brain function. Americal Journal of Medical Genetics B: 
Neuropsychiatric Genetics,165B, 111-121. 
16. Wang X.J and Krystal J.H (2014) Computational Psychiatry. Neuron Perspective, Neuron 
84, November 5, 2014. Cell Press. 
17. Yahata, N., Kasai, K., Kawato, M. (2016). Computational neuroscience approach to 
biomarkers and treatments for mental disorders. Psychiatry and Clinical Neuroscience, PCN 
Frontier Review, doi: 10.1111/pcn.12502.Tomoki Tokuda et al., 2018 
18. Open Science Collaboration (2015) Estimating the reproducibility of psychological scinece. 
Science 2015, 349:aac4716. 
19. Tokuda, T., Yoshimoto, J., Shimizu, Y., Okada, G., Takamura, M., Okamoto, Y., 
Yamawaki, S., Doya, K. (2018). Identification of depression subtypes and relevant brain regions 
using a data-driven approach. Scientific Reports, 8, 14082, doi: 10.1038/s41598-018-32521-z. 
20. Jollans, L., Whelan, R. (2018). Meuromarkers for Mental Disorders: Harnessinf Population 
Neuroscience. Frontiers in Psychiatry, 9, 242. 
21. Gillan, C. M., Whelan, R. (2017). What big data can do for treatment in psychiatry. Current 
Opinion in Behavioral Science, 18, 34-42. 
22. Yarkoni, T., Westfall, J. (2017). Choosing prediction over explanation in psychology: 
lessons from machine learning. Perspect Psychol Sci, 1-23. 
23. Zou, H., Hastie, T. (2005). Regularization and variable selection via the elastic net. Journal 
of Royal Statistical Society B Stat Methodology, 58, 267-288. 
24. Vapnik, V. N., Statistical Learning Theory. Canada: John Wiley & Sons, Inc., 1998, ch. 10, 
p. 42. 
25. Goldberger, A. L., Peng, C. K., Lipsitz, L. A. (2002). What is physiologic complexity and 
how does it change with aging and disease? Neurobiology of Aging, 23, 23-26. 
26. Ahmadi, K., Ahmadlou, M., Rezazade, M., Azad-Marzabadi, E., Sajedi, F. (2013). Brain 
activity of women is more fractal than men. Neuroscience Letters, 535, 7011. 
27. Wessel Kraiij (2017) Data of value, Inaugural lecture, University of Leiden. 2017. 
28. Peduzzi, P., Concarto, J., Kemper, E., Holford, T., Feinstein, A. (1996). A simulation study 
of the number of events per variable in logistic regression analysis. Journal of Clinical 
Epidemiology, 49, 1373-1379. 
29. Moons, K., Donders, A., Steyerberg, E., Harrelli, F. (2004). Penalized maximum likelihood 
estimation to directly adjust diagnostic and prognostic prediction models for overoptimism: A 
clinical example. Journal of Clinical Epidemiology, 57, 1262-1270. 
30. Mumtaz, W., Xia, L., Azhar, A. S. S, Mohd Yasin, A., Hussain, M., Malik, A. S. (2017).  
Electroencephalogram (EEG)-based computer-aided technique to diagnose major depressive 
disorder (MDD). Biomedical Signal Processing and Control, 31, 108-115. Craik et al., 2019 
31. Klonowski, W. (2007). From conformons to human brains: an informal overview of 
nonlinear dynamics and its applications in biomedicine. Nonlinear Biomed. Phys. 1(1), 5. 
http://dx.doi.org/10.1186/1753-4631-1-5. 
32. Kalauzi A., Bojić T and Vučković A. (2012) Modeling the relationship between Higuchi’s 
fractal dimension and Fourier spectra of physiological signals. Med Biol Eng Comput 17. May 
2012. 
DOI 10.1007/s11517-012-0913-9 
33. De la Torre-Luque, А., Bornas, X. (2017). Complexity and Irregularity in the Brain 
Oscillations of depressive Patients: A Systematic Review. Neuropsychiatry (London), 5, 466-
477. 
34. Pavel Llamocca, Axel Junestrand, Milena Cukic, Victoria Lopez and Diego Urgelés (2018) 
Data Source Analysis in Mood Disorder Research. CAEPIA 2018 (XVIII Conference of the 
Spanish Association of Artificial Intelligence, Granada 2018) pp.893-899. 
35. Berman M. G., Scott Peltier, Derek Evan Nee, Ethan Kross, Patricia J. Deldin, and John 
Jonides. (2011) Depression, rumination and the default network. SCAN (2011) 6, 548-555. 
doi:10.1093/scan/nsq080 
36. Basar E., Schurman M., Demiralp T, et al., (2001) Event related oscilations are ‘real brain 
responses’- wavelet analysis and new strategies. Int. J. Psychophysiol. 39(2-3), 91-127. 
37. de Kwaasteniet, B., Ruhe, E., Caan, M., et al. (2013). Relation Between Structural and 
Functional Connectivity in Major Depressive Disorder. Biological Psychiatry, 74(1), 40–47. 
http://dx.doi.org/10.1016/j.biopsych.2012.12.024. 
38. Vederine FE, Wessa M, Leboyer M, Houenou J. A(2011) meta-analysis of whole-brain 
diffusion tensor imaging studies in bipolar disorder. Prog. Neuropsychopharmacol. Biol. 
Psychiatry 2011; 35: 1820–1826. DOI: 10.1016/j.pnpbp.2011.05.009. 
39. Ahmadlou, M., Adeli, H. & Adeli, A. (2012). Fractal analysis of frontal brain in Major 
depressive disorder. International Journal of Psychophysiology, 8, 206–211. 
40. Hosseinifard, B., Moradi, M. H. & Rostami, R. (2014). Classifying depression patients and 
normal subjects using machine learning techniques and nonlinear features from EEG signal. 
Computational Methods and Programs in Biomedicine, 109, 339–345. 
41. Faust Oliver, Chuan, P., Ang, A., Puthankattil, S. D., Joseph, P. K. (2014). Depression 
Diagnosis support System Based on EEG Signal Entropies; Journal of Mechanics in Medicine 
and Biology, 14(3), doi/abs/10.1142/S0219519414500353. 
42. Čukić et al., (2018). EEG machine learning with Higuchi’s fractal dimension and Sample 
Entropy as features for detection of depressive disorder. https://arxiv.org/abs/1803.05985 
43. Basar  E., Guntekin B., Atagun I. (2011) Brain’s alpha activity is highly reduced in 
euthymic bipolar disorder patients. Cog Neurodyn Springer (September 2011). DOI: 
10.1007/s11571-011-9172-y 
44. Bachmann, M., Lass, J., Suhhova, A., Hinrikus, H. (2013). Spectral asymmetry and 
Higuchi’s fractal dimension measures of depression electroencephalogram. Comput. Math. 
Methods Med, 1–8. http://dx.doi.org/10.1155/2013/251638. 
45. Bachmann, M., Kalev, K., Suhhova A., Lass J., and Hinrikus H. (2015), Lempel Ziv 
Complexity of EEG in Depression. Chapter in IFMBE proceedings · January 2015. DOI: 
10.1007/978-3-319-11128-5_15. 
46. Bachmann, M., Päeske, L., Kalev, K. et al. (2018), Methods for classifying depression in 
single channel EEG using linear and nonlinear signal analysis. Computational Methods and 
Programs in Biomedicine, 155, 11-17. 
47. Burns T. and Ryan R., (2015) Combining complexity measures of EEG data: multiplying 
measures reveal previously hidden information. F1000Research 2015, 4:137 
48. Van Essen, D. C., Ugurbil, K., Auerbach, E. et al. (2012). The human connectome project: 
A Data acquisition perspective. Neuroimage, 62, 2222-2231. 
49. Castellanos, F.X., Di Martino, A., Craddock, R.C., Mehta, A.D., Milham, M.P. (2013). 
Clinical applications of the functional connectome. Neuroimage, 80, 527-540. 
50. Cao, L., Guo, S., Xue, Z., et al. (2013). Abberant functional connectivity for diagnosys of 
major depressive disorder; A discriminant analysis. Psychiatry and Clinical Neuroscience, 68, 
110-119. 
51. Li, Y., Tong, S., Liu, D., et al. (2008). Abnormal EEG complexity in patients with 
schizophrenia and depression. Clinical Neurophysiology, 119(6), 1232–1241. 
http://dx.doi.org/10.1016/j.clinph.2008.01.104. 
 
52. Lee YS, Yang JH et al., Detrended fluctuation analysis of resting EEG in depressed 
outpatients and healthy controls. Clin. Neurophysiol 118, 2489-2496 (2007) 
53. Esteller, R., Vachtsevanos, G., Echauz, J., & Litt, B. (2001). A comparison of waveform 
fractal dimension algorithms. IEEE Transactions on Circuits and Systems I: Fundamental 
Theory and Applications, 48(2), 177–183. https://doi.org/10.1109/81.904882 
54. Esteller Rosana, George VachtsevanosJ. EchauzB. Lilt, (1999) Comparison of fractal 
dimension algorithms using synthetic and experimental data. IEEE Explore, August 1999,  DOI: 
10.1109/ISCAS.1999.778819 
55. Castiglioni P. What is wrong with Katz’s method? Comments on: a note on fractal 
dimensions of biomedical waveforms. Comput. Biol.Med. 2010; 40: 950-952. 
DOI:10.1016/j.compbiomed.2010.10.001. 
56. Raghavendra BS, Narayana Dutt D.(2009) A note on fractal dimensions of biomedical 
waveforms. Comput Biol Med. 2009 Nov;39(11):1006-12. doi: 
10.1016/j.compbiomed.2009.08.001 
57. Puthankattil, S. D., Joseph, P. K. (2014). Analysis of EEG Signals Using Wavelet Entropy 
and Approximate Entropy: A Case Study on Depression Patients. Int. J. Medical, Heal. Biomed. 
Bioeng. Pharm. Eng, 8(7), 420–424. 
58. Puthankattil, S. D., Joseph, P. (2012). Classification of EEG Signals in Normal and 
Depression Conditions by ANN using RWE and Signal entropy. Journal of Mechanics in 
Medicine and Biology, 12(4), 1240019. 
59. Acharya, U. R., Sudarshan, V. K., Adeli, H. et al. (2015). A Novel Depression Diagnosis 
Index Using Nonlinear Features in EEG Signals. European Journal of Neurology, 74, 79–83. 
DOI: 10.1159/000438457. 
60. Bairy, G. M. et al. (2015). Automated Classification of Depression Electroencephalographic 
Signals Using Discrete Cosine Transform and Nonlinear Dynamics. J. Med. Imaging Health 
Inform. 5, 1–6.Mumtaz et al, 2015 
61. Mohammadi, M., Al-Azab, F., Raahemi, B., Richards, G., Jaworska, N., Smith, D., de la 
Salle, S., Biler, P., Knott, V. (2015). Data mining EEG signals in depressoion for their 
diagnostic value. BMC Medical Informatics and Decision Making, 15, 108, 
Doi:10.1186/s12911-015-0227-6. 
62. Liao, S. C., Wu, C. T., Huang, H. C., Cheng, W. T., Liu, Y. H. (2017). Major Depression 
Detection from EEG signals Using Kernel Eigen-Filter-Bank Common Spatial Patterns. 
Sensors, 17, 1385, doi: 10.3390/s17061385.Mohammadi et al., 2015 
63. Guo, H., Cheng, C., Cao, X., Xiang, J., Chen, J., Zhang, K. (2014). Resting-state functional 
connectivity abnormalities in first onset unmedicated depression. Neural Regeneneration 
Research, 9, 153-163. 
64. Mumtaz, W., Xia, L., Azhar, A. S. S, Mohd Yasin, A., Hussain, M., Malik, A. S. (2017).  
Electroencephalogram (EEG)-based computer-aided technique to diagnose major depressive 
disorder (MDD). Biomedical Signal Processing and Control, 31, 108-115. Efron, B., Tibshirani, 
R. J. (1993). An introduction to the Bootstrap. (Vol. 57) New York: Chapman & Hall. 
65. Wajid Mumtaz, Syed Saad Azhar Ali, Mohd Azhar Mohd Yasin, Aamir Saeed Malik (2018) 
A machine learning framework involving EEG-based functional connectivity to diagnose major 
depressive disorder (MDD). Medical & biological engineering & computing 2018, Volume 56, 
Issue 2, pp: 233-246 
66. Wajid Mumtaz, Likun Xia, Mohd Azhar Mohd Yasin, Syed Saad Azhar Ali, Aamir Saeed 
Malik (2018) A wavelet-based technique to predict treatment outcome for major depressive 
disorder. PlosOne, Volume 2, Issue 2, pp: e0171409 
67. Cao, L., Guo, S., Xue, Z., et al. (2013). Abberant functional connectivity for diagnosys of 
major depressive disorder; A discriminant analysis. Psychiatry and Clinical Neuroscience, 68, 
110-119. 
68. Cai H. et al., (2018) A Pervasive Approach to EEG-Based Depression Detection. Hindawi 
Complexity, Volume 2018, Article ID 5238028, 13 pages, 
https://doi.org/10.1155/2018/5238028 
69. Kalatzis I. et al., (2004) Design and implementation of an SVM-based computer 
classification system for discriminating depressive patients from healthy controls using the P600 
component of ERP signals. Computer Methods and Programs in Biomedicine (2004) 75, 11—
22. 
70. Lee T.W., et al., (2011) The implication of functional connectivity strength in predicting 
treatment response of major depressive disorder: A resting EEG study. Psychiatry Research: 
Neuroimaging 194 (2011) 372–377 
71. Arns M et al., (2014) Non-linear EEG analysis predict non-response to rTMS treatment in 
major depressive disorder. Clinical Neurophysiology 125 (2014), 1392-1399. 
72. Li, Y., Tong, S., Liu, D., et al. (2008). Abnormal EEG complexity in patients with 
schizophrenia and depression. Clinical Neurophysiology, 119(6), 1232–1241. 
http://dx.doi.org/10.1016/j.clinph.2008.01.104. 
73. James F. Cavanagh, Andrew J. Bismark , Michael J.Frank and John J.B. Allen (2011) 
Larger error signals in major depression are associated with better avoidance learning. Frontiers 
in Psychology, 12. November 2011. doi: 10.3389/fpsyg.2011.00331 
74. Ahmad Khodayari-Rostamabad, Gary M Hasey, Duncan J MacCrimmon, James P Reilly, 
Hubert de Bruin (2010) A pilot study to determine whether machine learning methodologies 
using pre-treatment electroencephalography can predict the symptomatic response to clozapine 
therapy. Clinical Neurophysiology, Vol. 121, Issue 12, pp: 1998-2006. 
75. Ahmad Khodayari-Rostamabad, James P. Reillya, Gary M. Hasey, Hubert de Bruin, Duncan 
J. MacCrimmon (2013) A machine learning approach using EEG data to predict response to 
SSRI treatment for major depressive disorder. Clinical Neurophysiology 124 (2013) 1975–
1985. 
76. Nandrino, J. L., Pezard, L., Martinerie, J., et al. (1994). Decrease of complexity in EEG as a 
symptom of depression. Neuroreport, 5(4), 528–30. 
http://www.ncbi.nlm.nih.gov/pubmed/8003689. 
77. Zgang  Ying , ChunfangWang , Changcheng Sun , XiZhang , YongjunWang ,Hongzhi Qi , 
FengHe , XinZhao , BaikunWan , JingangDu , DongMing (2015)Neural complexity in patients 
with poststroke depression: A resting EEG study. Journal of Affective Disorders188(2015)310–
318 
78. Etkin A., Patenaude B., Song YJC, Usherwood T., Rekshan W., Schatzberg A.F., Rush A.J. 
and Williams L.M. (2015). A Cognitive–Emotional Biomarker for Predicting Remission with 
Antidepressant Medications: A Report from the iSPOT-D Trial. Neuropsychopharmacology 
(2015) 40, 1332–1342 
79. Erguzel T.T., Ozekes S., Tan O., and Gultekin S. (2015) Feature Selection and 
Classification of Electroencephalographic Signals: An Artificial Neural Network and Genetic 
Algorithm Based Approach. Clinical EEG and Neuroscience 2015, Vol. 46(4) 321–326 © EEG 
and Clinical Neuroscience Society (ECNS) 2014 
80. Shahaf G, Yariv S, Bloch B, Nitzan U, Segev A, Reshef A and Bloch Y. (2017) A Pilot 
Study of Possible Easy-to-Use Electrophysiological Index for Early Detection of Antidepressive 
Treatment Non-Response. Front. Psychiatry 8:128. doi: 10.3389/fpsyt.2017.00128  
81. al-Kaysi A.M. et al. (2017) Predicting tDCS treatment outcomes of patients with major 
depressive disorder using automated EEG classification. J Affect Disord. 2017 Jan 15;208:597-
603. doi: 10.1016/j.jad.2016.10.021. Epub 2016 Oct 24. 
82. Wang, X. J., Krystal, J. H. (2014). Computational Psychiatry. Neuron Perspective, Neuron, 
84, Cell Press. 
83. Whelan, R., Garavan H. (2014). When Optimism Hurts: Inflated predictions in Psychiatric 
Neuroimaging. Techniques and Methods. Biological Psychiatry, 75, 746-748. 
84. Zhang, J., Wang, J, Wu Q, et al. (2011). Disrupted Brain Connectivity Networks in Drug-
Naive, First-Episode Major Depressive Disorder. Biological Psychiatry, 70(4), 334–342. 
85. Zhang, K., Liu, Z., Cao, X., et al. (2017). Amplitude of low-frequency fluctuations in first-
episode, drug-naïve depressive patients: A 5-year retrospective study. PLoS One [Internet]. 
12(4), e0174564. Available from: http://www.ncbi.nlm.nih.gov/pubmed/28384269. 
86. Rajamannar Ramasubbu et al., (2016) Accuracy of automated classification of major 
depressive disorder as a function of symptom severity. NeuroImage: Clinical. Volume 12, 
February 2016, Pages 320-331 
87. Jaworska N, Wang H, Smith DM, Blier P, Knott V, Protzner AB (2018) Pre-treatment EEG 
signal variability is associated with treatment success in depression. NeuroImage: Clinical 17 
(2018) 368–377 
88. Jaworska Natalia, de la Salle Sara, Ibrahim Mohamed-Hamza, Blier Pierre and Knott 
Verner, (2019). Leveraging Machine Learning Approaches for Predicting Antidepressant 
Treatment Response Using Electroencephalography (EEG) and Clinical Data. Frontiers in 
Psychiatry, 2019. 14 January 2019. doi: 10.3389/fpsyt.2018.00768 
89. Gyeongcheol Cho, Jinyeong Yim, Younyoung Choi, Jungmin Ko, and Seoung-Hwan Lee 
(2019) Review of Machine Learning Algorithms for Diagnosing Mental Illness. Psychiatry 
Investig. 2019;16 (4): 262-269Korean Neuropsychiatric Association Journal, 
doi.org/10.30773/pi.2018.12.21.2 
90. Chekroud, A. M., Zotti, R. J., Shehzad, Z., Gueorguieva, R., Johnson, M. K., Trivedi, M. H., 
Cannon, T. D., Krystal, J. H., Corlett, P. R. (2016). Cross-trial prediction of treatment outcome 
in depression: a machine learning approach. Lancet Psychiatry, 2, 243-250. 
91. Chen, C., Takahaski, T., Nakagawa, S., Inoue, T., Kusumi, I. (2015). Reinforcement 
learning in depression: A review of computational research. Neurosci. Biobehav. Rev., 55, 247-
267. 
92. Ahmadi, K., Ahmadlou, M., Rezazade, M., Azad-Marzabadi, E., Sajedi, F. (2013). Brain 
activity of women is more fractal than men. Neuroscience Letters, 535, 7011. 
93. Andre F. Marquand,Thomas Wolfers, Maarten Mennes, Jan Buitelaar and Christian F. 
Beckmann (2016) Beyond Lumping and Splitting: A Review of Computational Approaches for 
Stratifying Psychiatric Disorders. Biol Psychiatry Cogn Neurosci Neuroimaging. 2016 Sep; 
1(5): 433–447. 
94. Kraiij Wessel, (2017) Data of Value. Innaugurational speech on the acceptance of his 
position as professor of Applied data Analytics at University Leiden, February 24, 2017. 
Universiteit Leiden, The Netherlands.  
95. Peduzzi, P., Concarto, J., Kemper, E., Holford, T., Feinstein, A. (1996). A simulation study 
of the number of events per variable in logistic regression analysis. Journal of Clinical 
Epidemiology, 49, 1373-1379. 
96. Vittinghoff, E., McCulloch, C. (2007). Relaxing the rule of ten events per variable in 
logistic and Cox regression. American Journal of Epidemiology, 165, 710-718. 
97. Moons, K., Donders, A., Steyerberg, E., Harrelli, F. (2004). Penalized maximum likelihood 
estimation to directly adjust diagnostic and prognostic prediction models for overoptimism: A 
clinical example. Journal of Clinical Epidemiology, 57, 1262-1270. 
98. Montague, P. R., Dolan, R. J., Friston, K. J., Dayan, P. (2012). Computational Psychiatry. 
Trends in Cognitive Science, 16(1), Special Issue: Congition in Neuropsychiatric Disorders, 
Cell Presss. 
99. Efron, B., Tibshirani, R. J. (1997). Improvement on cross- validation. The 632+ bootrstrap 
method. Journal of American Statistical Association, 92, 548-560.  
100. Kohavi, R. (1995). A study of cross-validation and bootstrap for accuracy estimation and 
model selection. Proceedings of the Fourteenth International Joint Conference on Artificial 
Intelligence, 2, 1137-1143. 
101. Ng, A. Y. (1997). Preventing overfitting of cross-validation data. Presented at the 14th 
International Conference on Machine Learning (ICML), 1997. Available at: 
http://robotics.stanford.edu/~ang/papers/cv-final.pdf 
 
