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Abstract
The paper studies conditions for injectivity and surjectivity of generalized Collatz functions. Necessary and su/cient
conditions for each property, involving the complete set of parameters, are derived. The injectivity condition is formulated
as a property of gcd matrices and the surjectivity condition is shown to be related to covering congruences. Furthermore,
it is proved that injectivity implies
∑d−1
i=0
1
mi
6 1 while surjectivity implies
∑d−1
i=0
1
mi
¿ 1. Next, some implications of
injectivity and surjectivity are discussed. In particular, it is shown that any injective Collatz function which is not surjective
has divergent trajectories.
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1. Introduction
The attempts to study the Collatz conjecture concerning the 3x+1 function (see below and Lagarias’ extensive review
[7]), have led to the study of various generalizations of it [3,7,9]. This paper studies generalized Collatz functions as
de=ned by Matthews and Watts in [9,10] (generalizing [12]):
Denition 1. A function T : Z → Z is called a (generalized) Collatz function if there exist a positive integer d¿ 2,
a d-tuple of positive integers m = (m0; : : : ; md−1) and another d-tuple of integers r = (r0; : : : ; rd−1) satisfying ri ≡
i · mi (mod d), such that
T (x) =
mi · x − ri
d
if x ≡ i (mod d):
The notation “a (d;m; r) function” will be used to refer to a speci=c Collatz function with a speci=c set of parameters.
For example, the original 3x + 1 function is, in this notation, the (2; (1; 3); (0;−1)) function. Other terminology which is
used in the literature is periodically linear functions and generalized 3x + 1 mappings.
The main interest in these functions is in understanding the behaviour of the trajectories formed by their iterates.
The following de=nition gives terminology for classifying trajectories.
Denition 2. Let T :Z → Z be any function and let x be any integer. The in=nite sequence of T iterates, (Tk(x))k¿0,
is called the trajectory of T starting at x. A trajectory (Tk(x))k¿0 is called a cycle if there exists a positive integer l
satisfying x = T l(x). The minimal such l is the cycle length. (Tk(x))k¿0 is said to eventually cycle if there exists a
non-negative integer j such that (Tk(T j(x)))k¿0 is a cycle. Otherwise it is said to be divergent.
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Remark 3. The reader can verify that for a Collatz function T , if a trajectory (Tk(x))k¿0 is divergent then either
limk→∞ Tk(x) =∞ or limk→∞ Tk(x) =−∞.
The Collatz conjecture asserts that all trajectories of the 3x + 1 function, restricted to the positive integers, eventually
cycle to the cycle (Tk(1))k¿0 = 1; 2; 1; : : : : The generalized functions or special cases of them were studied by several
authors [2,7–13] both theoretically and numerically. These eIorts have led to the formulation of various conjectures about
the behaviour of the trajectories. The following formulation is due to Matthews and Watts [9].
Conjecture 4. Let T :Z → Z be a (d;m; r) function. Assume that gcd(mi; d) = 1 for all 06 i6d − 1 (the relatively
prime case).
1. If m0 · : : : · md−1 ¡dd, then all trajectories eventually cycle.
2. If m0 · : : : · md−1 ¿dd then almost all trajectories are divergent, that is (Tk(x))k¿0 is divergent for any x∈Z unless
x∈ S where the exceptional set S satis=es |{n∈ S | − L6 n6 L}|= o(L).
3. The number of cycles is =nite.
4. If the trajectory (Tk(x))k¿0 does not eventually cycle, then the iterates are uniformly distributed mod d for each ¿ 1,
that is
lim
N→∞
1
N + 1
|{k6N | Tk(x) = j (mod d)}|= 1
d
for each j∈{0; 1; : : : ; d − 1}.
This paper studies conditions for injectivity and for surjectivity of a Collatz function. Collatz functions which are
Z-permutations, i.e., both injective and surjective, have been considered since the early days of the 3x + 1 problem.
In fact, “the original Collatz problem” [7] is the study of the iterates of the following function:
T (x) =


2
3 x x ≡ (0mod 3);
4
3 x − 13 x ≡ (1mod 3);
4
3 x +
1
3 x ≡ (2mod 3);
(1)
which is indeed a Z-permutation. Collatz was interested in the question of whether (Tk(8))k¿0 is divergent. It is believed
[9] that the answer to this question is positive but there is no proof to that eIect.
Venturini [14] gave a necessary and su/cient condition for a Collatz function to be a Z-permutation. Venturini’s
condition is reproduced in the results of Section 2 where injectivity and surjectivity of a Collatz function are treated as
two separate questions. Section 2 gives necessary and su/cient conditions for each of these properties. The necessary and
su/cient conditions involve the full parameter set, (d;m; r), of the function. In each case the conditions are formulated
in terms of number theory objects which arise in other contexts, independent of the 3x + 1 problem. These formulations
are then used to derive necessary conditions for injectivity and for surjectivity in the form of inequalities involving only
the parameters d and m. Appendix presents an alternative “Collatz function” type derivation of these necessary conditions
which uses density arguments.
Section 3 contains a discussion of possible implications that injectivity or surjectivity or the lack of them might have
for the main questions concerning the trajectories of Collatz functions. The two main results in this section are that the
second and the third part of Conjecture 4 are not independent for injective functions, and that injective functions which
are not surjective necessarily have divergent trajectories, which can be explicitly characterized.
2. Conditions for injectivity and surjectivity
A necessary and su/cient condition for the injectivity of a Collatz function can be formulated as a property of a pair
of two special kinds of integer matrices, gcd matrices and dierence matrices, to be de=ned below (De=nition 5). gcd
matrices were studied by several authors ([1,6] and references given there) in other contexts (note that De=nition 5 is not
identical with the one given in [6]).
Denition 5. 1. A d×d integer matrix G=[Gij]16i; j6d is a gcd matrix if there exist d non-zero integers m=(m1; : : : ; md)
such that Gij = gcd(mi; mj) for all i = j. Any sequence m with this property is called a gcd sequence for G, and G is
said to be determined by m.
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2. A d × d integer matrix D = [Dij]16i; j6d is a diIerence matrix if there exist d integers q = (q1; : : : ; qd) such
that Dij = qi − qj . Any sequence q with this property is called a diIerence sequence for D, and D is said to be
determined by q.
Denition 6. We say that a d× d integer matrix A is a total non-divisor of a d× d integer matrix B if
Aij ABij for all i = j:
Theorem 7. Let T :Z→ Z be a (d;m; r) function. For each 06 i6d− 1, de4ne the integer qi by
ri = imi + qid: (2)
Then, T is injective if and only if
gcd(mi; mj) A qi − qj; ∀i = j; (3)
that is, if and only if the d× d gcd matrix [gcd(mi; mj)] is a total non-divisor of the d× d dierence matrix [qi − qj].
Remark 8. Eq. (3) coincides with part (i) of Venturini’s Theorem 4 [14].
Proof of Theorem 7. T is injective iI T (x1)=T (x2)↔ x1=x2. Let x1; x2 be any pair of integers and let i; j∈{0; : : : ; d−1}
be such that x1 ≡ i (mod d) and x2 ≡ j (mod d). Then T (x1) = T (x2) is equivalent to
mix1 − mjx2 = ri − rj:
By assumption, there exist integers x′1 and x
′
2 such that x1 = i + x
′
1d and x2 = j + x
′
2d. Substituting this and (2) into the
last equation yields
mix
′
1 − mjx′2 = qi − qj:
This is a linear Diophantine equation for the pair (x′1; x
′
2). It has a solution iI gcd(mi; mj) | qi − qj . If i = j we get the
trivial solution x1 = x2 and no other. Hence, there exist non-trivial solutions iI gcd(mi; mj) | qi − qj for some i = j.
The next result, formulated as a property of gcd matrices, implies, by Theorem 7, a necessary condition for the injectivity
of a Collatz function which involves the parameters d and m.
Theorem 9. Let G be a d × d gcd matrix with a gcd sequence (m1; : : : ; md). Suppose that G is a total non-divisor of
some d× d dierence matrix. Then:
d∑
i=1
1
mi
6 1: (4)
The proof of this theorem will based on the following lemma.
Lemma 10. Let G be a d × d gcd matrix with a gcd sequence (m1; : : : ; md). Let D be a d × d dierence matrix with
a dierence sequence (q1; : : : ; qd) such that G is a total non-divisor of D. Fix some 16 i6d. Let  be any divisor of
ci = m=mi where m= lcm(m1; : : : ; md). De4ne a (d+  − 1)× (d+  − 1) gcd matrix G′ by the gcd sequence:
(m′1; : : : ; m
′
d+−1) =

m1; : : : ; mi−1;  · mi; : : : ;  · mi︸ ︷︷ ︸
 times
; mi+1; : : : ; md


and a (d+  − 1)× (d+  − 1) dierence matrix D′ by the dierence sequence:
(q′1; : : : ; q
′
d+−1) =

q1; : : : ; qi−1; qi; qi + mi; : : : ; qi + ( − 1)mi︸ ︷︷ ︸
 times
; qi+1; : : : ; qd


Then the following is true:
1. G′ is a total non-divisor of D′.
2. m′ = lcm(m′1; : : : ; m
′
d+−1) = m.
3.
∑d+−1
j=1 c
′
j =
∑d
j=1 cj where c
′
j = m
′=m′j .
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Proof. In order to prove the =rst claim it will be su/cient to show that for all j∈{i; i + 1; : : : ; i +  − 1}, and all
l∈{1; : : : ; d+  − 1} such that j = l:
gcd(m′j ; m
′
l) A (q′j − q′l)
because the other cases follow directly from the assumption that G is a total non-divisor of D. If l∈{i; i+1; : : : ; i+−1}
we have
gcd(m′j ; m
′
l) = gcd( · mi;  · mi) =  · mi
and
q′j − q′l = (t − s)mi;
where the integers s = t satisfy 06 s; t6  − 1. Consequently, 0¡ |s − t|¡ and  · mi does not divide (t − s)mi. If
l ∈ {i; i + 1; : : : ; i +  − 1} we have, for some 06 t6  − 1 and some k ∈{1; : : : ; d} such that k = i:
gcd(m′j ; m
′
l) = gcd( · mi; mk);
q′j − q′l = qi + tmi − qk :
By assumption, gcd(mi; mk) does not divide qi−qk . Since it does divide mi it does not divide qi+ tmi−qk or equivalently,
it does not divide q′j − q′l. Moreover gcd(mi; mk) divides gcd( ·mi; mk), hence gcd( ·mi; mk) does not divide q′j − q′l as
required.
The second Claim holds because  is a divisor of m. In order to prove the third claim note that for j∈{i; i + 1; : : : ;
i +  − 1} we have
c′j = m
′=m′j = m=( · mi) = ci=
while for j ∈ {i; i + 1; : : : ; i +  − 1} we have c′j = cj if j¡ i and c′j = cj−+1 if j¿ i +  − 1. Hence we get
d+−1∑
j=1
c′j −
d∑
j=1
cj =
i+−1∑
j=i
c′j − ci =  · (ci=)− ci = 0:
Proof of Theorem 9. Let D be a d × d diIerence matrix with a diIerence sequence (q1; : : : ; qd) such that G is a total
non-divisor of D. Let m = lcm(m1; : : : ; md). Set n = |{mi |mi = m}|. We prove the claim by induction on n. For n = 0,
we have m1 = · · ·=md =m. Hence,
∑d
i=1 1=mi = d=m, and we have to prove d6m. Since G is a total non-divisor of D
and gcd(mi; mj) = m for all 16 i; j6d we have
qi ≡ qj (modm); ∀i = j
i.e. q1; : : : ; qd all have distinct remainders modulo m and this implies d6m. For the induction step, choose 16 i6d
such that mi = m and use Lemma 10 with =ci=m=mi. By Lemma 10 we can construct a gcd matrix G′ and a diIerence
matrix D′ both of dimension d+− 1 such that G′ is a total non-divisor of D′, m′=m and ∑d+−1j=1 c′j =∑dj=1 cj . These
two equalities imply
∑d+−1
j=1 1=m
′
j =
∑d
j=1 1=mj . Moreover, it can be seen that by our choice of , the new pair satis=es
the induction assumption so the claim follows.
Remark 11. It is easy to see that inequality (4) is not su/cient for a Collatz function to be injective. In fact, for any
condition which leaves the qi unconstrained, we can choose the qi to satisfy gcd(m1; m2) | (q1 − q2), so that G is not a
total non-divisor of the resulting diIerence matrix.
Now we consider the surjectivity condition. This condition turns out to be related to the concept of a system of covering
congruences, introduced by ErdMos [4].
Denition 12. A family of d residue classes ai (modmi) where mi are positive integers and ai are integers is called a
generalized system of covering congruences if every integer belongs to at least one of the residue classes.
Remark 13. In the de=nition of a system of covering congruences it is required that 1¡m1 ¡ · · ·¡mr . For our purpose
we need to allow the modulus 1 as well as repetitions of moduli.
Theorem 14. Let T :Z→ Z be a (d;m; r) function. T is surjective i −qi (modmi) where 06 i6d− 1 and the qi are
de4ned by Eq. (2) is a generalized system of covering congruences.
D. Levy /Discrete Mathematics 285 (2004) 191–199 195
Proof. Let y∈Z be arbitrary, then y∈ Im T iI there exists x∈Z such that y = T (x). Equivalently, y∈ Im T iI there
exists 06 i6d− 1 and an integer x′ such that
y =
mix − ri
d
;
and x = i + x′d. We get that T is surjective iI for all y∈Z there exists 06 i6d− 1 and an integer x′ such that
mix
′ = y + qi:
This latter equation has a solution for x′ iI mi|(y + qi) or, equivalently, if y ≡ −qi (modmi). To summarize, T is
surjective iI for all y∈Z there exists 06 i6d− 1 such that y ≡ −qi (modmi). This latter condition is equivalent, by
De=nition 12, to the statement that −qi (modmi) is a generalized system of covering congruences.
The following result (see [5, Chapter 3, Proposition 1.7]) about generalized systems of covering congruences implies,
by Theorem 14, a necessary condition for surjectivity of a Collatz function.
Lemma 15. Let (m1; : : : ; md) and (a1; : : : ; ad) be two sequences of integers where the mi are all positive.
1. If ai (modmi) is a generalized system of covering congruences then
d∑
i=1
1
mi
¿ 1: (5)
2. If a gcd matrix determined by (m1; : : : ; md) is a total non-divisor of a dierence matrix determined by (a1; : : : ; ad),
then ai (modmi) is a generalized system of covering congruences i
d∑
i=1
1
mi
= 1: (6)
Proof. 1. Let m = lcm(m1; : : : ; md), and ci = m=mi. Clearly, ai (modmi), 16 i6d, is a generalized system of covering
congruences iI for all y∈ Zm = {0; 1; : : : ; m − 1} there exists 16 i6d such that y ≡ ai (modmi). Fix an arbitrary
16 i6d, and count how many distinct solutions the congruence y ≡ ai (modmi) has in Zm. In fact, the solutions in the
required range are given explicitly by:
ai modmi; ai modmi + mi; : : : ; ai modmi + (ci − 1)mi;
so there are exactly ci solutions for a =xed i. Hence, the total number of solutions (summed over all i) is bounded above
by
∑d
i=1 ci (there may be overlaps in the counting between diIerent i values). An obvious necessary condition is that the
total number of solutions will be at least |Zm| = m. This gives ∑di=1 ci¿m and after canceling m on both sides we get
inequality (5).
2. From the hypothesis of the second assertion we get, by Theorem 9, that
∑d
i=1 1=mi6 1. If ai (modmi) is a generalized
system of covering congruences then, by the =rst claim we have
∑d
i=1 1=mi¿ 1, forcing
∑d
i=1 1=mi = 1. In the other
direction, suppose
∑d
i=1 1=mi = 1 or, equivalently,
∑d
i=1 ci =m. We assert that, under the hypothesis of 2,
∑d
i=1 ci is the
exact value of the total number of y∈ Zm satisfying one of the congruences y=ai (modmi) and, therefore, ai (modmi) is a
generalized system of covering congruences (see Proof of 1). To prove this, it is su/cient to show that each y∈ Z satis=es
at most one of the congruences y ≡ ai (modmi). Suppose to the contrary that there exist i = j such that y ≡ ai (modmi)
and y ≡ aj (modmj). This implies the existence of integers xi and xj such that
ai + ximi = aj + xjmj
or, equivalently,
xjmj − ximi = ai − aj;
implying gcd(mi; mj)|(ai − aj)—a contradiction.
Remark 16. The second part of the last lemma coincides with part (ii) of Venturini’s Theorem 4 [14]. Venturini’s theorem
follows from Theorem 7 and Lemma 15, Eq. (6). One easily uses this criterion to verify that the function de=ned by
Eq. (1) is indeed a Z-permutation.
196 D. Levy /Discrete Mathematics 285 (2004) 191–199
E
Fig. 1. An entry point into a cycle.
3. Trajectories of injective Collatz functions
In this section we consider some possible implications of injectivity and surjectivity of Collatz functions on the behaviour
of their trajectories.
3.1. Restrictions on trajectories
We start by showing that injectivity restricts the types of trajectories that can occur. Fig. 1 illustrates an entry point (E)
of a trajectory that eventually cycles into its cycle. The existence of such a point is clearly inconsistent with injectivity.
Lemma 17. Let T :Z→ Z be an injective Collatz function. Any trajectory of T that eventually cycles must be a cycle.
Proof. Let (Tk(x))k¿0 be a trajectory of T that eventually cycles. Suppose to the contrary that the minimal integer j for
which (Tk(T j(x)))k¿0 is a cycle, satis=es j¿ 0. Let l be the length of this cycle. Then both
T (T l+j−1(x)) = T j(x);
T (T j−1(x)) = T j(x)
while T l+j−1(x) = T j−1(x). This contradicts injectivity.
Lemma 17 has straightforward implications for the application of Conjecture 4 to injective Collatz functions. The next
theorem shows, using Lemma 17, that for injective Collatz functions the third part of Conjecture 4 implies that the second
part of Conjecture 4 holds. Thus, it provides some evidence for the self-consistency of Conjecture 4.
Theorem 18. If T is an injective Collatz function having a 4nite number of cycles then almost all trajectories of T are
divergent. If, in addition, the number of cycles is non-zero, then m0 · : : : · md−1 ¿dd.
In order to prove this theorem we need the following fact.
Lemma 19. Let m0; : : : ; md−1 be d positive real numbers, satisfying
d−1∑
i=0
1
mi
6 1
then
m0 · : : : · md−1¿dd; (7)
and equality holds i
m0 = · · ·= md−1 = d:
Proof. This claim is an immediate consequence of the arithmetic-geometric mean inequality which states that(
1
m0
· · · 1
md−1
)1=d
6
1
d
d−1∑
i=0
1
mi
;
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if 1=mi are all real and positive, and that equality holds iI all 1=mi are equal. Combining this with inequality (4) gives(
1
m0
· · · 1
md−1
)1=d
6
1
d
;
which is equivalent to inequality (7). The veri=cation of the equality condition is left to the reader.
Proof of Theorem 18. Since the number of cycles is =nite, the number of x∈Z such that x belongs to a cycle is =nite.
By Lemma 17, if x∈Z does not belong to a cycle, it belongs to a divergent trajectory. Thus almost all x∈Z (in the
sense of part 2 of Conjecture 4) belong to a divergent trajectory.
By Theorem 9 and Lemma 19, the injectivity of T implies m0 · : : : · md−1¿dd. By Lemma 19 equality holds iI
m1 = · · ·= md = d. In this case ri is divisible by d and we have
T (x) = x − ri
d
if x ≡ i (mod d):
This type of function has a “translation symmetry by d multiples”, namely,
T (x + sd) = T (x) + sd; ∀s∈ Z:
From here one can prove, by induction on k¿ 0:
Tk(x + sd) = Tk(x) + sd:
Now suppose, in addition, that there is at least one cycle and let (Tk(x))k¿0 be a cycle of length l. Then (Tk(x+ sd))k¿0
is also a cycle of length l. Moreover, if s = 0 these two cycles must be distinct. For instance, if s¿ 0 the maximum
of the cycle (Tk(x + sd))k¿0 is strictly bigger than the maximum of (Tk(x))k¿0. Therefore, if (Tk(x))k¿0 is a cycle,
((Tk(x+ sd))k¿0)s¿0 is an in=nite set of cycles contradicting the assumption that T has a =nite number of cycles. Hence,
m0 · : : : · md−1 ¿dd.
3.2. Identi4cation of divergent trajectories
According to Conjecture 4, given a Collatz function, in the relatively prime case, whose parameters satisfy m0 · : : : ·
md−1 ¿dd, then almost all of its trajectories are divergent. However, it seems that besides some trivial choices of
parameters (see below) one cannot prove the existence of even a single divergent trajectory. This problem is discussed
in [7, Section 3.2] under the title “the existence conjecture”. Matthews gives in [9] several examples of Collatz functions
for which there is numerical evidence for the existence of divergent trajectories. Among these are the function de=ned by
Eq. (1) (Matthews’ Example 2.4), the function
T (x) =


x
2
; x = 0 (mod 2);
5x + 1
2
; x = 1 (mod 2)
(Matthews’ Example 2.3), for which (Tk(7))k¿0 appears divergent, and the function
T (x) =


2x; x = 0 (mod 3);
7x + 2
3
; x = 1 (mod 3);
x − 2
3
; x = 2 (mod 3)
(Matthews’ Example 2.7). For this function it is conjectured that all divergent trajectories must enter the 0 (mod 3)
congruence class.
However, one should note that for certain regions of the parameter space (d;m; r) it is rather trivial to identify divergent
trajectories. For example, suppose mi ¿d for all 06 i6d− 1. In this case, for any x∈Z satisfying
x¿max
{
r0
m0 − d ; : : : ;
rd−1
md−1 − d
}
we have T (x)¿x, and for any x∈Z satisfying
x¡min
{
r0
m0 − d ; : : : ;
rd−1
md−1 − d
}
we have T (x)¡x. Thus, all values which satisfy either of these inequalities belong to what can be termed “monotone
trajectories” which are clearly, strictly divergent. Consequently, parts 2 and 3 of Conjecture 4 are seen to hold.
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From here on we will focus on regions in parameter space where some of the mi are smaller than d and others
are bigger than d. Under this assumption, the previous argument for existence of monotone trajectories does not apply.
The next result shows that injective but not surjective Collatz functions give rise to divergent trajectories.
Theorem 20. 1. Any injective Collatz function which is not surjective has a divergent trajectory. In particular, any
y ∈ Im T lies in a divergent trajectory.
2. There exists an injective Collatz function which is not surjective and which has a non-monotone divergent trajectory.
Proof. 1. Let T :Z→ Z be an injective Collatz function. Let y∈Z be such that y ∈ Im T . By Lemma 17 (Tk(y))k¿0 is
either a cycle or a divergent trajectory. However, if it is a cycle then y∈ Im T in contradiction to the assumption.
2. We give a concrete example of a function satisfying the required properties. Let T :Z→ Z be the (5;m; r) function
whose parameters are given by m = (2; 4; 8; 16; 32) and q = (3; 2; 4; 8; 16) (giving r = (15; 14; 36; 88; 208)), that is
T (x) =


2x
5
− 3; x = 0 (mod 5);
4x
5
− 14
5
; x = 1 (mod 5);
8x
5
− 36
5
; x = 2 (mod 5);
16x
5
− 88
5
; x = 3 (mod 5);
32x
5
− 208
5
; x = 4 (mod 5):
Injectivity can be veri=ed by checking that Eq. (3) is satis=ed. The fact that T is not surjective is evident from the fact
that the necessary condition (5) for surjectivity is not satis=ed. In fact, by checking all y∈ Z32 (see proof of Lemma 15)
one obtains
Z− Im T = {y∈Z | y = 0 (mod 32)}:
Thus, for all y∈Z such that y=0 (mod 32), (Tk(y))k¿0 is a divergent trajectory of T . The reader can verify the existence
of non-monotone trajectories by calculating a few iterates of (Tk(32))k¿0.
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Appendix
Here we oIer an alternative proof of Theorem 9. We =rst reformulate the theorem as a statement about Collatz functions.
Theorem (Theorem 9 reformulated). Let T : Z → Z be an injective (d;m; r) Collatz function. Then
d−1∑
i=0
1
mi
6 1:
Proof. Let B(i; m) = {x∈Z | x ≡ i (modm)}, then, for any (d;m; r) Collatz function T :Z→ Z we have
T (B(i; d)) = B(T (i); mi):
The congruence classes B(i; d) satisfy, for all i = j,
B(i; d) ∩ B(j; d) = !:
If T is injective then this implies, for all i = j,
B(T (i); mi) ∩ B(T (j); mj) = !:
The congruence class B(T (i); mi) has asymptotic density 1=mi. Since by the above argument, B(T (i); mi) are pairwise
disjoint, their union has an asymptotic density equal to the sum of their densities. Hence we get
∑d−1
i=0 1=mi6 1.
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Remark 21. One can extend this proof to show that if T :Z → Z is an injective (d;m; r) Collatz function then T is
surjective iI
∑d−1
i=0 1=mi = 1.
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