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van anza
Se ha llegado al final de un duro recorrido y este
preámbulo no hace sino situar en su verdadero contexto este
trabajo que nace, como tal, a partir de la publicación del
“corpus” de errores espontáneos en español y como continuación y
complemento parcial del mismo.
El atractivo que los errores del habla tienen para el
estudioso es que permite inferir, a partir de las regularidades
observadas en los mismos, algunas de las características de la
información lingOistica durante la producción. Es decir, el
funcionamiento anómalo de una emisión verbal puede proporcionar
información relevante sobre la actuación normal del sistema de
producción. En aras de esta caracterización, los estudios más
experimentales sobre errores cumplen con dos objetivos generales.
En primer lugar, replicar, con técnicas de laboratorio, algunas
do las regularidades o efectos que se dan en errores espontáneos.
En segundo lugar, investigar sobre fenómenos insuficientemente
comprobados o sobre problemas o hipótesis planteadas en el
análisis de éstos y que no son abordables mediante registros
puramente observacionales. En este sentido, los trabajos sobre
errores espontáneos e inducidos en laboratorio no pueden por
menos que necesitarse y complementarse.
Este trabajo se sitúa en esta línea y tiene el interés
fundamental de constituir una aportación experimental relevante
para llenar el vacio, detectado en el idioma español, de
investigación sobre errores en s~tuaciones controladas de
laboratorio. Su alcance teórico está centrado en el nivel de
codificación fonológica, para cuyo estudio desarrolla una amplia
y variada metodología tomando como punto de partida la ya clásica
técnica de Motley et al. para inducir errores de sonido mediante
sesgo fonológico.
Este interés es el que he querido dejar reflejado a lo
largo de seis capítulos, teniendo como objetivos fundamentales la
ubicación adecuada de los estudios sobre codificación fonológica
en el contextoo general de los trabajos sobre producción del
lenguaje, la réplica experimental de regularidades constatadas en
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errores espontáneos, especialmente del español, y la
clarificación, en términos funcionales, del papel de la estructura
silábica en los procesos de codificación del habla. Todo ello
para llegar a una mcta tan difícil como atractiva como es la de
aportar datos concluyentes que permitan caracterizar Cl tipo de
procesos responsables, tanto de los errores como de las emisiones
correctas del habla e integrarlos en un modelo explicativo
adecuado.
El trabajo está estructurado en dos partes de tres
capítulos cada una. En la primera se intenta ubicar la
ínvest~gaci6n en el contexto general de los estudios teóricos y
experimentales de producción del lenguaje. En la segunda, se
presenta la evidencia experimental aportada en 14 experimentos
sobre los mecanismos de codificación fonológíca en el habla, se
discuten los resultados y se sacan las conclusiones finales.
En el primer capitulo me he detenido en la explicación que
dan los modelos autonómicos e interactivos de producción sobre
las representaciones y procesos que subyacen especialmente al
nivel fonológico de producciónSe hace además un breve recorrido
sobre la fonología con el fin de destacar cómo es entendida la
estructura silábica y los constituyentes de la sílaba española.
En eí segundo capitulo he revisado las part~cularidades
metodológicas y resultados obtenidos en las colecciones de
error~ espontáneos, sobre todo del español. Las regularidades
observadas han servido para definir con mayor precisión los
procesos y representaciones del procesador humano en el nivel
fonológico. Sie he detenido especialmente en dos fenómenos de
interés teórico come son el efecto de lexicalidad en los errores
subléxicos y la influencia fonológica sobre los errores léxicos.
En el tercer capitulo he presentado exhaustivamente las
principales técnicas experimentales utilizadas en situaciones
controladas de laboratorio, en los estudios de producción:
inducción de errores, trabalenguas, juegos de fusiones, “priming”
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implícito, etc. He destacado un aspecto también muy discutido y
relevante como es el de la existencia de un presunto editor
dentro del sistema de producción encargado de chequear emisiones
lingúisticas anómalas.
La segunda parte comprende tres capítulos muy definidos.
En el cuarto se aportan los resultados obtenidos en siete
experimentos en torno a los siguientes aspectos: efecto de
inicialidad, efecto de lexicalidad, efecto de semejanza y
consistencia de los “onsets” silábicos cuando aparecen integrados
por un grupo de consonantes. Algunos de estos efectos son
estudiados en varios experimentos a la vez. Las técnicas
empleadas han sido fundamentalmente tres: inducción clásica de
errores ( bien en su versión visual o transmodal ¾inducción por
interferencia generalizada e intercambios por instrucción.
En el capitulo quinto he recogido los resultados de otros
siste experimentos sobre la organización interna de la sílaba, la
influencia de la sonoridad de los segmentos fonémicos en. esa
organización y el papel desempeñado por los diversos
constituyentes silábicos. Este interés por la sílaba es la
consecuencia de haber detectado en los errores que, aunque la
sílaba no constituye una unidad de planificación durante el
procesamiento fonológico, impone determinadas constricciones
pos~cíonales sobre los errores que hacen necesario su estudio. La
metodología empleada en esta capítulo es diferente a la del
anterior. Está basada en el empleo de dos técnicas de fusión de
silabas sin sentido: fusiones por preferencia y fusiones por
instrucción.
En el capítulo sexto se ha hecho la evaluación global de
todos los resultados obtenidos y se ha intentado integrarlos en
un modelo de codificación fonológica. El capitulo termina con una
breve exposición de las conclusiones.
El trabajo se completa con la Bibliografía y dos
apéndices. uno (Apéndice A ) recoge todos los materiales
empleados en los experimentos y, el otro, (Apéndice E) las tablas
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de los análisis de varíanza aplicados a los datos.
En los capítulos con Notas, éstas aparecen al final de los
mismos.
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PRIMERA PARTE
LA CODIFICACION FONOLOGICA EN LA PRODUCCION DEL
LENGUAJE: REVISION TEORICA Y METODOLOGICA
CAPITULO PRIMERO
EL NIVEL FONOLOGICO EN LA PRODLJCCION DEL LENGUAJE
1.1. JNTRODuCCIoN
A nadie se le oculta que, para cualquier persona adulta,
hablar su liropla lengua materna resulta, al menos
aparentemente, una tarea fácil. La actividad lingúística
hutnana emerge en el adulto con un automatismo tal que, de una
forma rápida, se consigue de mil y una maneras uno de los
objetivos básícos del lenguaje: comunicarnos, entendernos con
nuestros interlocutores mediante múltiples expresiones bien
formadas. Tan sólo cuando nos retrotraemos a los estadios
primeros de adquisición, cuando el lenguaje se ve alterado por
alguna disfunción cerebral, cuando cometemos espontáneamente
errores a! hablar o cuando encontramos dificultades para
art~Cular un pensamiento que tenemos en la punta de la
lengua’ tan sólo entonces, al observar y reflexionar sobre
estos y otros fenómenos, nos damos cuenta de que hablar o
comprender lo que otros dicen es una conducta muy compleja.
Pero no es la finalidad comunicativa del lenguaje la que
aQui nos interesa. CiAéndonos al campo de la producción que es
el ámbito en el que se va a desarrollar este trabajo, se trata
de caracterizar a partir de qué tipo de representación Se pone
en marcha el proceso de producción y dónde finaliza: cómo se
procesa la información lingúistica. Desde Que una persona
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concibe una idea en so mente, hasta que dicha idea es
transformada en una secuencia estructurada de sonidos, median
una serie de operaciones o procesos que actúan sobre un
conjunto de representaciones mentales en las que, se supone,
está estructurada la facultad lingúistica desde una
perspectiva computacional . Dicho de otra manera, desde que se
comienza a planificar el contenido de una expresión y se
cuenta con una representación inicial de dicho contenido, se
ponen en marcha un conjunto de procesos que culminan con la
emisión de un mensaje en forma de secuencias de sonidos. En
este sentido, el organismo humano actuaría como un sistema
natural de computación que trabaja sobre representaciones,
mediante una serie de procesos que van desde una
reorementación interna del mensaje a emitir, a una
representación fonética que culmina en un producto
linguistico. Definir estas representaciones y procesos es el
problema básico de la producción dm1 lenguaje y, como tal, uño
de los objetivos de las investigaciones en psicolingúistica.
Este trabajo pretende contribuir a enriquecer los
estudios psicolingúisticos dentro del nivel fonológico de
producción del lenguaje. Se sitúa dentro de un amplio proyecto
de investigación en & que se incluye el estudio de los
errores del habla. Hacer una validación trnaslingúistica con
hablantes españoles de los datos obtenidos en otros idiomas y
potenciar los recursos metodológicos disponibles en
situaciones experimentales. son otros de los objetivos
perse g u idos
La complejidad de la conducta lingUistica, junto a la
rapidez y precisión con Que se manifiesta, ha dificultado y
sigue dificultando el tratamiento experimental del lenguaje en
el campo de la producción (Goldman—Eisler, 1968; Butterworth,
1980 b; García—Albea, Igos y Sánchez— Bernardos, 1987).
Parecería entonces muy pretencioso abordar su estudio desde
una perspectiva tan general, amplia e integrada que
comprendiera tanto la intención comunicativa de los hablantes
como el conjunto de creencias y conocimientos de su sistema
cognitivo Que, sin duda alguna, condicionan la formulación de
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un mensaje. Sin minusvalorar este enfoque, resultaría más
plausible desde el punto de vista metodológico, un
acercamiento, por etapas, a las distintas operaciones mentales
Que median entre concebir una idea y expresarla en sonidos,
aunque, en un momento dado, hubiera Que integrarlas en un
sistema general de producción del lenguaje. Para ello habría
que partir de la hipótesis —cosa que parece bastante aceptable
a priori-~, de que dichas operaciones mentales se organizan en
virtud de las clases de información lingúistica que manejan
los hablantes y presentan una jerarquía de niveles de
representación cuya computación es obligatoria y ajena a la
voluntad y conciencia del sujeto. Los distintos planes de los
que disponemos para expresar lingoisticamente una idea se
desarrollarían, de este modo, en etapas sucesivas, en cada una
de las cuales se seleccionarían y elaborarían elementos y
esquemas lingúisticos necesarios para el desarrollo de las
etapas que restan hasta la articulación de sonidos.
A partir de estos presupuestos, se han ido configurando a
lo argo de los últimos años distintos modelos de producción
del lenguaje en un intento por conocer mejor el funcionamiento
de dicho sistema. Modelos cuyas formulaciones y
reformulaciones sucesivas se han ido moviendo al ritmo marcado
por la necesidad de ir incorporando a los mismos los datos
procedentes de las investigaciones experimentales. Las
principales fuentes de datos de las que éstas se han
alimentado han sido el estudio de los trastornos del habla a
consecuencia de lesiones cerebrales (afasias>, los patrones
temporales del habla y los errores espontáneos emitidos por
sujetos normales. Estas tres Arcas de investigación se centran
en el análisis de fallos o desviaciones del habla normal para
inferir, a partir de ellos, propiedades del sistema
responsable de la generación del habla. Responden, pues, con
las consiguientes limitaciones, a una estrategia de trabajo
bastante razonable en princip~o: dada la dificultad de acceder
a los distintos “inputs del proceso de producción, es muy
útil acercarse al output’ del sistema en forma de fallos para
inferir de éstos las propiedades generales y los principios
que rigen el funcionamiento normal del lenguaje, presuponiendo
e,
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la no existencia de mecanismos específicos diferentes para el
caso de que el comportamiento lingoistico sea el esperado o el
anómalo. Pues bien, otra de las contribuciones fundamentales
de esta tesis intenta ser la de aportar evidencia empírica en
el campo de los errores del habla. Parte de las aportaciones
realizadas por 5. del viso et al. (del Viso, 1990 ; del Viso,
Igoa y G~—Albea, 1987> en un “corpus” de errores espontáneos
en español, con unos 3800 casos, y las complementa con un
conjunto de experimentos sobre errores subléxicos inducidos
experimentalmente o analizados con otras técnicas, y sobre el
papel de la estructura silábica, estudiada a través de
técnicas de fusión de sílabas sin sentido. La descripción de
las regularidades que gobierna la emisión de errores
subléxicos y la caracterización de la estructura interna de la
sílaba constituyen el punto de partida de un objetivo más
amplio: poner en relación los diversos mecanismos de
producción de errores, sean éstos espontáneos o
experimentales, y tratar de integrarlos en un modelo general
de producción que oermita conocer un poco mejor la estructura
y procesos del nivel de codificación fonológico en particular.
La presentación de los modelos generales de producción.
de cuyas características se ocupará el punto siguiente, no
responde al deseo, al menos en principio, de subrayar las
ventajas de unos sobre otros, según el sesgo particular de
cada uno, sino que obedece a la intención de facilitar marcos
adecuados de integración de los datos empíricos, destacar las
posibilidades y limitaciones de cada uno y aclarar el poder
e>plicativo de los diferentes fenómenos de producción desde
una perspectiva o de otra.
cuando se trata de dar cuenta de los distintos procesos
implicados en el origen de una expresión linguistica:
conceptualización, formulación y articulación <Rempen. 1977;
Levelt, 1989 ), todos los modelos coinciden en partir de la
existencia de niveles de procesamiento especificados por el
tipo de información sobre la que actúan. En dichos niveles
distinguen, a su vez, dos tipos de procesos: los que tienen
que ver con la selección y recuperación de elementos del
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léxico y los que hacen referencia a la construcción de los
marcos estructurales en los que se van a insertar dichos
elementos. Las diferencias aparecen en la caracterización de
las relaciones existentes entre niveles o entre los dos tipos
de procesos dentro de cada nivel. Así, mientras unos autores
proponen un sistema modular de procesamiento con restricciones
en cuanto al flujo de información (Garrett, 1980 a; 1904;
1908;!, otros se inclinan por un sistema interactivo
Isteroberger, 1985; Dell. 1986; Lapointe & Dell, 1908).
Las características de los enfoques modulares e
interactivos de la producción serán contempladas en los
apartados siguientes de este capitulo. Me centrará, de manera
especial, en los modelos de codificación fonológica, Que es el
marco en el que se ha desarrollado ni investigación, y
concluiré destacando aspectos de cierta relevancia lingúistica
con las peculiaridades especificas del espa~ol , que tengan una
proyección psicológica importante para avanzar en la
comprensión del nivel de codificación fonológica; unidades de
planificac~ón, estructura y procesos.
1.2. MODELOS GENERALES DE PRODUcCION DEL LENGUAJE
Todo modelo de producción intenta responder a tres tipos
de problemas (Butterworth,1980 dI: qué clase de información
debe estar representada (niveles de representación), cuáles
son los procesos de control que regulan el flujo de
información (procesos de control) y cuáles son las
constricciones sobre la capacidad para transferir y
transformar esos flujos de información.
Para Butterworth, cualquier modelo tendria que
incorporar, por lo menos cinco niveles de reoresentación: e!
nivel de representación de la información fonética, de la
información fonológica, de la información morfológica, de la
información léxica y de la información sintáctica (otros
incorporan los niveles prosódico y pragmatico). Otra cosa será
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ponerse de acuerdo sobre cómo están organizadas cada una de
estas representaciones o sobre cuáles son las conexiones entre
ellas. Si un sistema representacional toma como input la
información proviniente de un sólo nivel, transformándole en
un output simple, el modelo que incorpora tal sistema es
autónomo. Y es interactivo si, en el transcurso del proceso de
transformación de la información, se está disponiendo de la
procedente de varios niveles o sistemas de representación a la
vez.
En cuanto a los orocesos de control, sin que ahora Sea
necesario hacer más concreciones, los datos experimentales
parecen apoyar estructuras de control complejas. Butterworth
(1981), diseAa un modelo basado en estas estructuras de
control que abarca una proliferación de representaciones
implicadas en los errores del habla, y permite a los “inputs”
de niveles superiores acceder a procesos de niveles
inferiores, directa e indirectamente, uniéndose más tarde sus
“outputs’ en un camino final común. Propone, además, un -doble
proceso de selección léxica en el léxico semántico y en el
fonológico, necesarios para explicar los errores de
sustitución según la forma y el significado, y los de fusión.
Por lo que se refiere a las constricciones sobre los
modelos de producción, éstas se diversifican en tres
conjuntos:
a) Constricciones sobre los sistemas reoresentacionales
(articulatorio, fonético, fonológico, léxico, sintáctico,
semántico) necesarias para una adecuada caracterización del
modo de operar de dichos sistemas.
bí Constricciones sobre los procesos de control,
necesarias para producir un “output” lin~úistico coherente.
Para Butterworth habría tres tipos de información que procede
de los sistemas sintáctico, léxico y orosódico (y tal vez
cuatro, sí se incluye el pragmático), actuando
independientemente y, por tanto, en paralelo, y confluyendo en
el sistema de unidad fonológica que, vía sistema fonético,
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conduciría al sistema articulatorio a través de una cadena de
controles.
cl Constricciones sobre la capacidad del sistema.
Determinados parámetros como tiempo y tamaño de las unidades
de procesamiento, impondrían limitaciones a los sistemas
representacionales y a las relaciones entre las operaciones
subyacentes a dichos sistemas para que no quedaran bloqueadas.
Todas estas consideraciones son tenidas en cuenta, de una
o de otra manera, por los distintos modelos de producción que,
como se indicó anteriormente, se han ido configurando, sobre
todo, a partir de los análisis de datos de los errores en el
nabla (espontáneos y experimentales> para explicar los
procesos subyacentes a las regularidades lingilisticas
observadas en dichos errores.
Pues bien, existen dos formas de entender los mecanismos
generales de producción del lenguaje:
a> El arítQQyaautorómico o modular, según el cual, el
sistema computacional encargado del lenguaje se organiza en
niveles de procesamiento a través de los cuales la información
potencial contenida en un “input” dado, está sujeta a
sucesivas representaciones estructurales fijas,
independientemente de los factores extralingúisticos y de los
cambios que puedan darse en el tipo de tarea y/o en el tipo de
modal dad. Tales niveles de procesamiento actúan sobre
diferentes tipos de información sin interferencias de unos
sobre otros. El flujo de información se desplaza en una única
dirección: de arriba abajo <‘top—down).
E) El enfooue interactivo, que propugna una interacción
múltiple y multidirecc~onal entre los diversos niveles de
representación lingúistica. La información de orden superior
<sintáctica y semántica> interactús con procesos inferiores
(léxico y fonológico) en todo el procesamiento de datos
togúisticos. Este procesamiento, mucho más flexible, hace
posible que los análisis efectuados en un determinado nivel
estén disponibles en las operaciones de niveles distintos. Es
decir, en estos modelos el procesamiento subyacente al uso que
hacemos del lenguaje viene a constituir una aplicación más de
los principios generales Que rigen el procesamiento de
cualquier tipo de información, de modo que la información
lingúistica no se corresponde con unos procesos específicos de
los que depende el uso del lenguaje sino que interactúa con
otros flujos de información. Estos se encuentran disponibles.
en mayor o menor grado, en función de distintas variables
situacionales que hacen que los procesos implicados en unos
determinados comportamientos lingúisticos varien según los
cambios que puedan darse en el tipo de tarea y/o en el tipo de
modalidad.
.2.1. Modelos autonómicos de producción del
Los modelos autonómicos de producción del lenguaje se
basan en la idea de Que el procesamiento se realiza a través
de distintas etapas secuenciales y autónomas y en dirección
“top—down” (Fromkin, í971;1973); Clark, 1977; Garrett. 1980
a). Tanto el modelo de Fromfin como el de Garrett conciben la
sarquitectura funcional del sistema de producción como un
conjunto de niveles de procesamiento, relativamente
independientes, definidos por la información procesada en cada
uno de ellos. En líneas generales, reconocen un nivel de
selección de significado, de construcción de un marco
sintáctico con posiciones estructurales reservadas a las
palabras e información prosódica, de selección de palabras de
contenido y recuperación del léxico de la forma fonológica de
las mismas, de formación de afijos y selección de palabras
funcionales, de especificación de segmentos fonéticos y de
articulación de sonidos. Estos niveles de procesamiento son
independientes y un fallo en su funcionamiento da lugar a
distintos tipos de errores, o bien por una asignación
equivocada de una palabra a una posición estructural, o bien
por la selección de palabras o segmentos fonéticos
alternativos, o bien por un desorden de las unidades de
planificación de dicho nivel.
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El modelo del ‘Generador de emisiones” de Fromkin (Véase
fig. 1.>.>, se organiza en niveles que se corresponden con
etapas del proceso de producción. Fromkin diferencia 5 etapas:
a> Especificación del significado de la oración en
términos de rasgos semánticos de carácter pro—léxico.
bí Determinación de la estructura sintáctica mediante
la asociación de rasgos semánticos con funciones sintácticas.
o> Asignación del perfil de entonación a la oración.
d> Búsqueda de elementos léxicos en función de las
propiedades semánticas y sintácticas de los constituyentes
definidos anteriormente, seguida de una especificación
segmento! que incluye la ubiéación de los elementos léxicos en
la estructura de la oración,
e> concreción de la forma fonética de los morfemas
colocados en el orden correspondiente en la estructura
superficial de la oración.
Por la especial repercusión que para la psicolingúistica
contemporánea han tenido los trabajos de Garrett, se hace
preciso detenernos, de manera especial, en la exposición de su
modelo (Carrett, 1975, 1980a, i982a, 1984, 1900>. (véase fig.
.2.1.
Como representante de planteamientos modulares, Garrett
reconoce en su modelo de producción, la existencia de tres
sistemas: conceptual, 1 ingúistico y motor, pero se detiene
especialmente en los procesos y representaciones que
caracterizan el módulo lingúistico o nivel de la oración.
Garrett representa el procesamiento del lenguaje como el
producto de un conjunto de sistemas de procesamiento
independientes, cada uno con su estructura interna, y trata de
ver cuáles son esos sistemas y las constricciones sobre su
interacción, La descomposición computacional del procesamiento
del lenguaje refleja, como hemos dicho, la descomposición
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Desde el momento en que un hablante tiene algo que decir
hasta que traduce su idea en sonidos, se suceden tres niveles
de representación’ e! nivel del mensaie, producto de un
conjunto de procesos conceptuales generales, el nivel de la
oración, al que dan lugar diversos procesos sintácticos, y el
articulatorio construido a partir de procesos de control
motor.
1 Nivel del mensaje
Al nivel de representación del mensaje se llega a través
de un conjunto de procesos inferenciales aplicados a
estructuras conceptuales influidas por el estado perceptual y
afectivo del hablante, así como por su conocimiento general
del mundo. Esta representación comprende un vocabulario básico
de conceptos simples y una sintaxis para la elaboración de
proposiciones complejas. Este nivel no Se identifica
necesariamente con el nivel semántico reconocido por las
gramáticas formales, entre otras razones porque,. por’
hipótesis, es sensible tanto a información lingúistica como no
1 ingUistica.
2> Nivel de la oraci6n
La transición de la representación del nivel del mensaje
a la representación funcional constituye el paso de un nivel
inferencial general a las primeras estructuras específicamente
1 ingUisticas.
Garrett desarrolla con un lnterés especial este nivel de
representación de la oración, hasta el punto de entender la
producción del lenguaje en términos de producción de
oraciones. Su objetivo principal está centrado en la
caracterización de los Procesos y representaciones
computacionales necesarias durante el procesamiento de la
oración.
El nivel de la oración comprende, a su vez, un nivel
funcional de naturaleza lógico—sintáctica, un nivel




a) Representación del nivel funcional
En la construcción de la representación del nivel
funcional intervienen tres tipos de procesos computacionales
que actúan sobre el nivel del mensaje: procesos de búsqueda y
selección léxica, procesos de especificación de estructuras
funcionales y procesos de asignación de funciones
estructurales a los elementos léxicos. (Véase fig. 1.3.)
La búsqueda y selección léxica implica una localización
de entradas léxicas en base a sus propiedades semánticas, y
una selección de entidades abstractas que se corresponden con
elementos del vocabulario superficial <categorías mayores:
nombres, verbos y adjetivos>. sin especificación alguna de su
forma fonológica,
Fn la especificación de estructuras funcionales
abstractas en la oración, se soncretan los distintos papeles
sintácticos o relaciones gramaticales básicas entre los
elementos de la oración.
La asignación de papeles, en la estructura funcional, a
los elementos léxicos, se hace sobre la base de sus
propiedades semánticas, sin influencia de su forma fonológica.
La representación funcional tiene, pues, un carácter
abstracto e incluye especificaciones sobre el significado de
los elementos léxicos, pero no sobre su forma. La transición
de este nivel al posicional, representa el paso de una
representación orientada por la lógica a una representación
orientada por la pronunciación.
5> Representación del nivel posicional
En la configuración del nivel posicional, intervienen
cuatro tipos de procesos
- Pecuperación de la estructura fonológica de las
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Pig. 1.3.— Procesos de construcción de la
representación funcional de una oración
(Tomado de Garrett, 1984)
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- determinación de la geometría de la oración
superficial (marcos de planificación) en la que se especifican
Tos perfiles entonacionales y el ordenamiento de posiciones en
las que se van a insertar los elementos correspondientes a las
categorías mayores. Estas posiciones se definen por las
categorías gramaticales menores y los morfemas gramaticales,
tanto libres como ligados, sin ser concretadas
fonológicamente.
— Asignación de la estructura segmental y prosódica de
los formantes léxicos a las posiciones del marco de
planificación, mediante la inserción de dichos elementos
léxicos en estas posiciones.
- Interpretación y ubicación de los formantes
gramaticales en la secuencia superficial de los elementos de
la frase. (véase fig. 1,4.)
cl nepresentación del nivel fonético
Una vez construida la representación posicional a través
de los cuatro tipos de procesos anteriores, otro conjunto de
procesos regulares (reglas morfofonémicas), aplicadas a dicha
representación, contribuyen a especificar detalladamente sus
características fonéticas, Por su relevancia para este
trabajo, se analizarán, de modo específico, en un apartado
posterior.
dI Representación del nivel articulatorio
Al nivel articulatorio se llega mediante procesos de
codificación motora que traducen las matrices de rasgos
distintivos representados en el nivel fonético, en
instrucciones de control del sistema articulatorio y
respiratorio. Estos procesos explica las relaciones que se
mantienen entre la actividad articulatoria y los valores
segmentales especificados en las matrices de rasgos.
relaciones en términos de condiciones sensoriales y motoras
denominadas “patrones orosensoriales” (“orosensory patterns”)
(Stevens y Perkell, 1977).
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Levelt (1983) admite la existencia, junto a estos
procesos, de otros de carácter no automático actuando sobre
representaciones semánticas anteriores a los niveles de
construcción de oraciones con el fin de reformular la idea que
un hablante Quiere expresar u operando sobre los outputs”
lingúisticos del nivel ore-articulatorio para corregir los
errores que se cometen en la formulación del mensaje. Esta
función de “control y autocorrección” es ejercida a través de
dos mecanismos, uno de análisis (“parsing”) y otro de control
<“monitoring’). El mecanismo de análisis actúa a modo de
almacén con secuencias de materiales lingúisticos codificados
forológicamente que facilitan al hablante la comprensión del
lenguaje y una programación eficaz de las instrucciones
articulatorias en los procesos de producción, El mecanismo de
ontrol posibilita la ru,isión de los diversos “outputs’
lingúisticos con el fin de corregir posibles errores,
comparando el material arulzado, o bien con el mensaje Que 55
cuiere transmitir o bien con las normas de producción que
garantizan la adecuación icnqúistica y prosódica del “output”
~roducido.
El modelo de producción diseñado por Garrett da cumplida
razón de cómo se produ~r la mayoria de errores así como de la
imposibilidad de que ce cometan otros, y constituye una
aproximación a lo que es el curso del procesamiento normal del
lenguaje, Se trata de ur modelo “top doen” que impide la
influencia de los nivele inferiores sobre los superiores.
Así, la impermeabilidaO ‘Ial nivel funcional al posicional
determinará que los er’ores que se atribuyen al nivel
funcional no se vean afectados por factores fonológicos,
recuperados en el nivel posicional. Garrett destaca que la
distinción e independev’>a entre estos dos niveles de
procesamiento, el func~crn¡ y posicional, permiten explicar
las regularidades obseriadas en los errores léxicos y
subléxicos. El nivel furo onal es un nivel multisintagmático y
opera con información de ir co semántico y sintáctico. El nivel
posicional. sin embargo, actúa sobre un solo sintagma y con
información fonológica.
Todas estas consideraciones las infiere Garrett a partir
de los datos procedentes de algunas categorías importantes de
errores del habla que afectan a unidades léxicas y subléxicas.
Así, los intercambios de palabras, que se dan en el nivel
funcional, suelen afectar a palabras de la misma categoría
gramatical que desempeñan la misma función en el sintagma, y
suelen pertenecer a sintagmas distintos, sin que exista entre
ellas ninguna semejanza fonológica o métrica. Sin embargo, en
los errores de intercambio que afectan a unidades subléxicas —
que ocurren en el nivel posicional—, se da una semejanza
fonética entre los elementos implicados y entre sus entornos
silábicos, una correspondencia en el valor de acento en las
sílabas de las Que proceden los sonidos afectados y aparecen
dentro de ámbitos más reducidos, normalmente un sintagma.
Otra observación hecha por Garrett para proponer la
distinción entre el nivel funcional y posicional. está basada
en que los errores de intercambio, tanto de palabra como de
sonido, se dan preferentemente entre categorías gramaticales
mayores <nombres, verbos y adjetivos~ mientras que los
errores de desplazamiento, en los que un elemento se mueve a
posiciones incorrectas, dejando vacía la que le correspondía,
afectan a categorías gramaticales menores (pronombres,
conjunciones, etc.>. Con ello Garrett trata de mostrar cómo en
los procesos que actúan en los dos niveles, no se dispone a la
vez de ambos tipos de categorías gramaticales.
Los procesos implicados en el nivel funcional tienen
mucho que ver, por tanto, con las palabras de clase abierta,
mientras que las palabras de clase cerrada, aunque
identificadas en el marco de planificación, no se especifican
fonológicamente hasta más terde, cuando las palabras de clase
abierta ya se han insertado en las posiciones del marco de
pl an i fi cac i ón.
Por la atención particular prestada por Garrett a los
procesos de selección léxica, es preciso destacar la
importancia que tienen los errores de sustitución de palabra
basados en la forma. La detección de dos clases de errores de
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sustitución de palabra, unos basados en la forma y otros
basados en el significado, le dan pie para sugerir dos tipos
de procesos de recuperación léxica (unos basados en la forma,
y otros basados en el significado), actuando por separado y
sintácticamente constreñidos. La búsqueda léxica via
significado ocurriría durante la construcción del nivel
funcional, y un fallo en dicho proceso daría lugar a errores
de sustitución de palabra basados en el significado. A su vez,
e~ proceso de recuperación léxica via forma de las palabras
tendría lugar en la construcción del nivel posícional y su mal
funcionamiento produciría errores de sustitución de palabras
basados en la forma. sin embargo, esta distinción es para Dell
y Reicti menos absoluta de lo que parece (Dell y Reich, 1981).
Finalmente, hay una categoria de errores mucho más
compleja y problemática que es la de las fusiones, en las que
se mezclan segmentos procedentes de dos elementos léxicos
distintos que luchan por ocupar una misma posición. Surgirían
a partir de dos momentos diferentes: uno, al especificar
semánticamente un elemento léxico, y otro, al recuperar Su
forma fonolóqica.
.2.2. Modelos interactivos de producción del lenoci~jq
A diferencia de los modelos autonómicos en los que el
hablante trabaja tan sólo en un nivel de procesamiento del
lenguaje. pasando al siguiente nivel cuando dicho
procesamiento se ha completado (Neta 1), los modelos
interactivos sostienen la existencia de muchos procesos
actuando en paralelo e incluso en diferentes niveles.
Por seguir directamente la tradición del estudio de los
errores en el habla, nc detendré, especialmente, en los
modelos de producción interactivos de Stemberger (19S5s) y
Dell <4984, 1986, iSOBa, Dell y Reich, 1980, 1981>. Ambos
pueden contribuir a completar el marco teórico en el que se
desarrollan los objetivos de esta investigación.
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1.2.2.1. Modelo deStemberggr
De acuerdo con Stemberger, cualquier sistema cognitivo
comprende la existencia de unidades <nodos) y conexiones
entre unidades puestas en marcha mediante procesos de
activación. El nivel de activación oscila entre un mínimo,
cuando las unidades no se ven envueltas en procesamiento
alguno, y un máximo, cuando dichas unidades intervienen en el
procesamiento. Cada unidad tiene un nivel de reposo
característico que recupera una vez utilizada. La activación
se propaga de una unidad a otra a través de conexiones hasta
alcanzar el umbral máximo, momento en el que la activación
procedente de otras unidades va perdiendo fuerza. Estas
conexiones permiten también aumentar o disminuir los efectos
de unas unidades sobre otras. Junto a conexiones activadoras
hay otras inhibitorias que hacen descender el nivel de
activación de la unidad afectada hasta un mínimo. Los
distintos patrones de conexiones activadoras e inhibidoras
entre unidades, configuran distintos patrones de conducta. La
propagación de la activación no exige que dos unidades estén
directamente conectadas entre éllas, si bien en este caso su
fuerza será menor.
El sistema lingúistico es una red organizada de unidades
linguisticas conectadas entre sí. comprende varios niveles con
conexiones entre unidades actuando tanto dentro de cada nivel
como entre niveles. En general, las conexiones intra— nivel
tienden a ser inhibitorias y las inter—nivel, activadoras,
influyendo en la selección de unidades en los niveles
contiguos dentro del sistema. Lo difícil es concretar
dónde acaba el procesamiento en un nivel y comienza en otro,
dentro de esta gran red de unidades interconexionadas. En
cualquier caso es una cuestión empírica. El modelo asume, de
todas formas, que los componentes interactúan entre si.
El proceso de producción del lenguaje comienza en el
momento en que un hablante concibe una idea que quiere
expresar. Esta idea alimenta el componente del sistema de
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memoria donde se almacena la información, activando un
conjunto de unidades semánticas y pragmáticas y el sistema del
lenguaje en forma de fragmentos lingUistiCOS Que se
corresponden a claúsulas, oraciones o proposiciones. El
sistema lingístico atraviesa una serie de procesos hasta dar
con el adecuado. Stemberger utiliza de forma equivalente los
términos acceso y selección para referirse a un momento
estable del sistema lingúisticO en el que una determinada
unidad tiene el nivel máximo de activación y el resto de
unidades que compiten con élla, el nivel más bajo. El patrón
de activac,ón no se estabiliza inmediatamente. El acceso
implica, por ejemplo, que un elemento léxico tenga un nivel de
activación suficientemente alto como para garantizar el acceso
correcto al resto de unidades de nivel inferior asociadas con
él <en este caso, los fonemas). Este procedimiento de
activación en cascada (Mc Clelland, 1979> de las palabras y de
las unidades inferiores asociadas a éilas es bidireccional , de
modo que las unidades inferiores activadas propagan, a su vez,
parte de activación a niveles superiores del sistema en forma
de feed—bóck” - Esto hace que exista una activación parcial de
palabras que no responden a la intención del hablante.
El acceso a la estructura sintáctica es similar al acceso
léxico, tiene lugar al mismo tiempo e interactúa con él. Las
unidades de este nivel son reglas de estructura sintagmática y
son activadas por parte de la información semántica y
oragmática, diferente a la que activa la selección léxica,
según su adecuación a dicha información. Se accede a todos los
elementos léxicos de una claúsula en paralelo y se desencadena
un proceso de competencia por ocupar los espacios de la
estructura sintáctica correspondiente en el que ‘gana” quien
tenga un mayor grado de activación. La estructura sintáctica
jerárquica de las reglas de estructura sintagmática,
determinan directamente el orden serial, El sistema se
normaliza antes de que el hablante articule las oraciones
codificadas. La activación a nivel sintáctico implica la
activación de los niveles inferiores interactuando al mismo
tiempo hasta de4,bocar en la codificación motora.
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Este modelo, según Stemberger explica gran parte de los
datos procedentes de los errores en el habla e intenta dar
respuestas más satisfactorias que Garrett a otros tipos de
errores (sustituciones de palabra basadas en la forma,
sustituciones y adiciones fonológicas no contextuales,
errores de rasgo, efectos léxicos sobre errores fonológicos,
efectos de frecuencia en los desplazamientos, etc.).
El funcionamiento de estas redes de activación no
siempre es pertecto. Existen tres tipos de fenómenos o ruidos
que dan lugar a los errores:
a> La variación aleatoria en el nivel de activación
básico o de reposo de las diferentes unidadesCuando una
unidad está por debajo de su nivel de reposo, precisa una
mayor activación, de tal forma que otra unidad no deseada, que
esté más activada en ese momento, puede inhibir la unidad
deseada y provocar así error.
b> La variación en la frecuencia de las unidades de
procesamiento. A mayor frecuencia, mayor nivel de reposo tiene
esa unidad y menor cantidad necesita para ser activada. De ahí
que los errores vayan a afectar menos a unidades de alta
frecuencia.
c) La propagación sistemática de activación a unidades
no deseadas procedente de unidades semánticas y de los
procesos de “feed—back” dentro del sistema.
Sobre la estructura del modelo, véase figura 1.5.
1.2.2.?. Modelo de Dell
G. Dell entiende la producción del lenguaje como un
conjunto de procesos a través de los cuales la representación
semántica de una oración es traducida a una representación
fonética que pueda guiar la musculatura y la producción del
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procesos de codificación sintáctica a través de los cuales se
seleccionan y ordenan las palabras según las reglas de la
gramática de la lengua del hablante, procesos de
codificación morfológica, que especifican las palabras en
términos de sus morfemas constituyentes, y procesos de
codificación fonológica, que descomponen los morfemas en
sonidos.
Dell trata de combinar las aportaciones de la teoría
lingúistica referentes a unidades y estructura del lenguaje
con los mecanismos de recuperación basados en los modelos de
activación por propagación que postulan la existencia de una
red de reglas y unidades linguisticas que son seleccionadas en
el proceso de producción, en función del nivel de activación
de que disponen los nodos que representan dichas reglas y
unidades.
Junto a los niveles reconocidos por las teorías
linguisticas, cada uno de éllos asociados a un conjunto de
reglas categoriales que determinan las distintas posibilidades
de combinación de las unidades del nivel correspondiente,
asume la existencia de un léxico o almacén de información
representado como una red. Esta red contiene nodos
correspondientes a unidades linguisticas: palabras, morfemas,
fonemas, rasgos fonémicos, sílabas y constituyentes silábicos,
relacionadas entre sí. Así mismo, otro tipo de conocimiento
lingUistico, las reglas de inserción, se encarga de relacionar
la información almacenada en el léxico y la información
representada en las reglas categoriales.
Bajo estos supuestos de la teoría lingúistica, Dell
estructura su modelo en tres niveles (sintáctico, morfológico
y fonológico), un conjunto de marcos estructurales para cada
nivel (“tactio frases”) donde actúan las reglas categoríales
correspondientes, y una red léxica (“lexical network”) donde,
a través de las reglas de inserción, se van especificando los
nodos de la red que van a ocupar las posiciones concretas de








































Fig. 1.5.— Estructura de un modelo de activación
(Del 11985>.
Para Dell, en cada nivel se construye una representación
de la oración que se va a expresar. Cada representación es un
conjunto ordenado de elementos léxicos, un conjunto de
“etiquetas” ordenadas sobre nodos de la red léxica, señalando
los contenidos de la representación y su orden. Funciona
simultáneamente con las representaciones de otros niveles
incorporando parte del procesamiento propio de su nivel y
parte del procesamiento procedente del nivel inmediatamente
superior. La construcción de cada representación está dirigida
por la representación superior y el mecanismo a través del
cual se pasa información de una representación a otra es el de
la propagación de activación a través del léxico. La
representación superior, semántica, está constituida por
unidades o conceptos que aparecen en la red léxica conectados
a nodos de palabra. Mediante un mecanismo inespecífico, esos
conceptos se tornan disponibles tantas veces como lo requiera
la codificación sintáctica. En efecto, una vez Que las reglas
categoriales especifican el marco estructural correspóndiente
a un nivel de representación, intervienen las reglas de
inserción seleccionando en el léxico los elementos candidatos
a ocupar dichas posiciones estructurales en base a un
criterio: el mayor nivel de activación de los nodos que
representan a tales elementos.
El procesamiento léxico posibilita que determinadas
unidades adecuadas a un particular nivel de representación
sean activadas a través del mecanismo mencionado de
propagación de la activación. En la teoría de Dell, el nivel
de activación es una variable real con un nivel de activación
para un nodo determinado en un momento concreto que es siempre
positivo. Puede difundirse entre nodos conectados entre si,
aumentar, al recibir activación de otros nodos, o disminuir,
al no recibir activación, retornando al nivel de reposo.
La red lexical está estructurada de un modo jerárquico y
las conexiones entre sus nodos son de dos tipos: excitatorios
‘top—down” o excitatorios ‘bottom—up’. Los nodos son
seleccionados y “etiquetados” para formar parte de una
representación a través de las reglas categoriales y de
inserción, que se mencionaron anteriormente.
El procesamiento léxico comienza cuando un nodo en acción
(“current node”), que se corresponde con un ítem de una
representación de nivel superior a punto de ser traducido a
items correspondientes al nivel inmediatamente inferior, es
activado a través de una cantidad arbitraria de activación
(“signaling activation”), incrementando su nivel. Mientras
ésto sucede, las reglas asociadas con el nivel inferior van
componiendo un marco de posiciones categoriales. A
continuación, mediante las reglas de inserción se buscan los
niveles de activación de aquellos nodos marcados con la
categoría especificada y se seleccionan los items cuyos nodos
tienen el nivel más alto. Selección que es seguida de una
reducción de su nivel de activación a cero y de la
etiquetación del nodo . El procesamiento concluye con el paso
de activación a otro nodo en acción y la repetición del mismo
proceso. Resulta así una representación consistente en un
conjunto ordenado de items etiquetados, unidos a las
posiciones vacías de la red que se corresponden a los iteas
seleccionados- Una representación puede tener un nodo
etiQuetado más de una vez. Los errores se producen cuando un
cem no programado, con un nivel de activación superior al
deseado, es seleccionado debido a la activación de fondo de la
red léxica, que proporciona una fuerte variabilidad a los
patrones de activación durante la producciónEl orden de a
representación viene dado por las reglas que constituyen el
marco estructural de la oración definiendo posiciones
categoriales que van a imponer un conjunto de constricciones
a la expresión. Estas posiciones, interactuando con el nivel
de activación, determinan el orden serial de la
representación.
1.3. MODELOS DE CODIFICACION FONOLOGICA
La mayor evidencia psicolingúistica sobre procesos de
codificación fonológica ha procedido y procede de los trabajos
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sobre errores en el habla. En ellos se ha tratado de responder
a dos cuestiones básicas: cuáles son las unidades subléxicas
seleccionadas y combinadas en la codificación fonológica de
una expresión (¿son los rasgos, los segmentos simples, un
conjunto de segmentos, la sílaba?) y cuál es el curso temporal
de dicho proceso (¿es paralelo o secuencialfl.
La primera cuestión tiene mucho que ver con la lingUistica Que
propone diversas hipótesis sobre el modo de estructurarse las
representaciones fonológicas implicadas en la producción (¿es
una representación lineal o jerárquica?), aunque no
necesariamente tienen por Qué corresponderse las unidades
linguisticas con las unidades de planificación en el
procesamiento del lenguaje. La segunda, está relacionada con
los modelos al uso en la producción, en los Que acabamos de
detenernos. Se hace preciso, pues, avanzar en la consideración
de los modelos concretos de codificación fonológica en
oarticular y en las aportaciones de la fonología sobre las
unidades de planificación, aspectos Que se estudiarán a
continuación. Profundizar en las aportaciones de los datos del
español a una mejor comprensión de los procesos de
codificación fonológica, constituye uno de los objetiuos
básicos de esta investigación.
1.3,1. Modelo_autonómico de_codificación fonológica de
Shattuck—Hufnagei
La posición de Shattuck—Hufnagel se inscribe dentro de
los modelos autonómicos que propugnan la creación de las
representaciones mentales de una expresión a través de la
asociación entre elementos lingúisticcs y las posiciones
vacias correspondientes a dichos elementos dentro de los
marcos estructurales generados independientemente,
Tomando como base los errores de sonido, destaca las
regularidades observadas y lo que ellas dicen sobre las
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representaciones del procesamiento subyacente a dichos
errores. (Shattuck—Hufnagel , 1975, 1979, 1981, 1983, 1985a,
1905b,t966,l987; Shattuck—Hufnagel a Klatt, 1979a, 1979b>:
las unidades de codificación fonológica parecen ser o
segmentos fonológicos individuales o conjuntos de segmentos
“clusters’ que se corresponden con los constituyentes
silábicos, y son representadas corno unidades autónomas
separables de sus posiciones pretendidas en la expresión
(“target”): tales unidades son las Que se ven envueltas más
nabitualmente en los errores subléxicos,
- también los rasgos distintivos juegan un cierto papel
en la representación, tanto de las vocales como de las
consonantes: cuanto más rasgos comparten dos fonemas, su
probabilidad de interactuar en un error Os mayor,
- cuando se están procesando los segmentos fonológicos,
aun no se han recuperado sus formas fonéticas superficiales:
los segmentos de error se acomodan fonéticamente a los nuevos
cOn te x tos
— el marco estructural que especifica la posición de
cada segmento se representa separadamente de la información
sobre los mismos segmentos: éstos se desplazan, en el caso de
errores de movimiento, a posiciones determinadas,
-- algunos aspectos de estructura de palabra y de sílaba
parecen estar disponibles durante el procesamiento: la
constricción posicional de palabra y de sílaba así lo apunta,
— el acento principal de palabra está ya asignado y
asociado a posiciones estructurales más que a segmentos
asociados con esas posiciones: los segmentos implicados en un
error suelen compartir el mismo valor de acento.
El modelo de Shattuck—Hufnagel (Véase fig. 1.’1>
comprende:
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1> La generación y selección inic,al de segmentos de
planificación <“fillers”).
2) La construcción de un marco estructural con una serie
de posiciones o huecos (“slots”), especificados según
parámetros relevantes.
3) Un mecanismo de asociación de los segmentos a las
posiciones del marco estructural que incluye un mecanismo de
copia ( “soan—copier” > y un mecanismo de control ( “check—off
monitor”).
Los segmentos de planificación en la codificación
fonológica torre los segmentos fonémicos individuales y las
secuencias de segmentos ( “clusters” > Que se corresponden a los
constituyentes silábicos (“onset”, núcleo y coda). Cuando se
origina la representación fonológica de una expresión, dichos
segmentos son seleccionados, a la vez que se construye un
marco estructural que viene definido por la estructura
silábica cuyas posiciones se corresponden con los
constituyentes silábicos, y se integran los segmentos en estas
posiciones.





Fig. 1.7.— Esquema de los procesos de un modelo serial
(ShattucR—Hufnagel , 1979, 19871
El marco silábico cumple dos funciones: proporcionar una
estructura de posiciones ordenadas serialmente y representadas
de forma separada de los segmentos que las van a ocupar, junto
a otras posiciones vacias a las que los segmentos puedan
desplazarse o adjuntarse, e imponer constricciones sobre qué
segmentos posibles pueden hacerloDos tipos de argumentos
apoyan ésto. Por una parte, los errores de anticipación
muestran que el habla se planifica con cierto detalle en
extensiones mayores que la palabra y Que los elementos
correspondientes a esas extensiones, disponibles para el
hablante en un retén o almacén de memoria operativa, se
procesan antes de Que se asignen a sus debidas posiciones. Por
otra parte, los elementos implicados en errores de movimiento,
no se desplazan a un lugar cualqu~era de forma aleatoria.
El mecanismo de copia selecciona los segmentos y
determina su asociación a las posiciones correspondientes del
marco estructural, copiándolos en dirección izquierda-’derecha
y, tal vez, hasta la extensión de un sintagma. Los segmentos
son seleccionados seríalmente bajo las prescripciones
proporcionadas por el marco estructural. Dadas las
constricciones que operan sobre los errores de intercambio
los elementos que interactúan aparecen normalmente en
posiciones paralelas, comparten el mismo número de rasgos y se
mueven dentro de unas fronteras similares), parece que el
sistema responsable de los procesos de orden y asociación
tiene que ser sensible a aspectos estructurales, prosódicos y
de rasgos,
El mecanismo de control Cumple con dos funciones:
registrar los segmentos ya copiados en su orden de producción,
previniendo su reproducción múltiple y borrándolos de la
memoria a corto plazo para impedir la aparición de secuencias
fonológicas anómalas, <control de chequeo), y detectar
secuencias similares que pudieran originarse por error
(contro? de error).
Los distintos tipos de errores subléxicos (intercambios,
sustituciones anticipatorias y perseveratorias, adiciones,
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omisiones y desplazamientos) se producen por un fallo en el
mecanismo de control, de copia o deambos a la vez y preceden
al ajuste fonético posterior. Shattu¿k—Hufnagel subraya que
los errores de interacción se dan por un inadecuado proceso de
selección entre segmentos similares más que por un proceso
de sustitución de un elemento fuerte por uno débil. Tal
similaridad viene dada tanto porque los pares de segmentos que
interactúan tienden a compartir más rasgos distintivos de lo
que correspondería por azar <Boomer & Laver, 1968; Nootebocom,
1967; Mackay, 1370; Shattuc$<—Hufnagel & Klatt, 1979;
Shattuck—Hufnagel , 1903) como por servir unas veces de
“target’ error (segmentos desplazados por otros) y otras veces
como intrusiones (segmentos que desplazan a otros) (Nota 2>.
A partir de los elementos destacados anteriormente, resulta
más fácil adentramos en el funcionamiento integrado del
modelo. Se parte de que la estructura sintáctica ya está
formada y de que los procesos de codificación fonológica se
inician actuando sobre palabras de contenido o clase abierta.
A continuación:
— se seleccionan en el léxico las palabras de clase abierta
según su forma fonológica (en la que van especificados los
segmentos y su orden serial) y se transfieren a un almacén de
memoria corto plazo,
— se construye la estructura silábica de las palabras
comprendidas, probablemente, dentro de las fronteras de un
sintagma, especificando la posición de cada uno de los
constituyentes . Así mismo, intervienen otros mecanismos de
asignación de acento léxico principal a los elementos de clase
abierta,
— un mecanismo de copia (“scan—copier’) examina en el
almacén de memoria el conjunto de unidades fonológicas y
determina, por separado, qué segmento/s van a ocupar las
posiciones estructurales de ‘onset” silábico (segmento/s
iniciales prevocálicos), por un lado, y del resto de
constituyentes por otro, copiando las unidades seleccionadas
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en sus posiciones adecuadas. Esto se hace secuencialmente,
espacío a espacio, desde el comienzo al final de la expresión.
Puesto que se accede a todos los segmentos a la vez, el
mecanismo de copia decide a menudo entre varios candidatos
para una posición dada en base a su orden serial,
- un mecanismo de control (“check-otf monitor”) registra
los elementos copiados para que no se repitan y analiza las
secuencias de sonidos producidas detectando las erróneas y
borrándolas o cambiándolas a su forma correcta,
- se transforma la representación, jerárquicamente
organizada, a Que han dado lugar los procesos anteriores, e,
una cadena completa de elementos discretos totalmente
especificados y en un patrón de órdenes motoras caracterizadas
por una sustancial superposición temporal en los efectos de
s.egmentos contiguos.
132, Modelo interactivo de codificación fonotóajca
(“soreading activation”) (Dell, 1986, 1988)
O. Dell trata de combinar los modelos, en los que las
representaciones fonológicas se crean por la inserción de
unidades suúléxicas en posiciones ordenadas dentro de un marco
estructural generado independientemente, con los modelos de
activación, que representan el conocimiento lingúistico en una
red tic nodos interconelcionados. Mientras en Shattuck—Hufnagel
se presuponía Que las unidades subléxicas se habían
seleccionado se habían creado los marcos estructurales, en
Dell son los niveles de activación los que especifican la
~elección de unidades y a generación de marcos.
La estructura en red de este modelo comprende dos
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La red léxica, tal y como apuntamos al hablar de los
modelos generales, está constituida por nodos relacionados,
que se corresponden con reglas lingúisticas o con unidades
léxicas o stjbléxicas. Las conexiones entre los nudos de
palabra y los fonemas son excitatorias y bidireccionales.
Además, cada nodo de palabra de la red léxica está conectado
con un nodo “cabecera” (“header”) de la forma de palabra, que
representa el patrón de categoría fonémíca de la palabra,
unido, a su vez, a una secuencía de categorías fonémicas. Al
asunir la existencia de distintas formas posibles de palabra,
Goelí modifica el modelo de 1986 que admitía, tan sólo, una
forma canónica de sílaba (CvC) junto a otras categorías
especiales de elementos nulos y unidades “cluster”, lo cual
dificultaba, en una prueba de simulación del modelo, la
aparición de errores de adición y de omisión.
Los nodos, como unidades de procesamiento, pueden estar
más o menos activados. La activación se propaga a través de
ellos de modo que cada nodo envía parte de mu activación a los
nodos conectados con él directamente, incrementando así su
nivel de activación <“signaling activation”), y también, en
menor grado, a otros nodos próximos (“anticipatory
activation” 1. Asi mismo, estos nodos están recibiendo
activación procedente de otros. Tras un periodo determinado de
tiempo se crea una representación mediante la selección y
combinación de las unidades y reglas adecuadas en función de
estar más o menos activadas, momento en que su nivel de
activación comienza a descender.
La red de forma de palabra responde a la separación de la
estructura fonológica de una palabra en dos componentes:
- un marco o secuencia de posiciones vacías en las que va
especificada la forma abstracta de la palabra, e? número,
tipos de sílaba y fonemas que contiene,
— una representación separada de los sonidos de las
palabras que se asocian a esas posiciones (Shattuc*c—Hufnagel,
1979; Reich, 1977; Stemberger, 1984b) (Nota 3>.
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El modelo de O. Dell asume una jerarquía de unidades
lingúisticas relevantes para la codificación fonológica, que
incluye: morfemas, sílabas, rimas, grupos de segmentos,
segmentos fonológicos y rasgos. Los segmentos y grupos de
segmentos están marcados con respecto a las posiciones
silábicas Que ocupan (“onset”, núcleo y coda>. Aquéllos que
puedan aparecer dos veces (en “onset” y coda) se representan
doblemente con diferentes especificaciones posicionalesLa
regla más relevante de codificación establece que la sílaba
incluye los constituyentes “onset, núcleo y coda en este
orden. Cada vmz que se activa esta regla, se crea una
plantilla con tres posiciones ordenadas correspondientes a
esos tres constituyentes silábicos. La sílaba, dentro de la
jerarquía de unidades linguisticas, tiene como nodos
subordinados los segmentos y grupos de segmentos.
(Véase fig. 1.9>.
El procesamiento comienza con la activación de los nodos
correspondientes a morfemas y la propagación de la misma a
través de toda la red léxica. Purante el proceso de
codificación fonológica la activación se propaga en paralelo
desde los morfemas a las unidades subléxicas. En un momento
dado un morfema es seleccionado como “nodo en acción”. A
continuación, es otro el morfema el que adquiere tal status y
así sucesivamente, smgún el orden que van a adquirir en la
expresión. Mientras se seleccionan los nodos en acción, los
nodos correspondientes a los morfemas reciben un incremento de
activación, transmitiendo cierta proporción de la misma a sus
unidades subléxicas, que quedan más activadas que el resto. El
status de nodo en acción se aplica también a las silabas de
los morfemas polisilábicos sucesivamente, enviando, a su vez,
mayor activación a sus unidades subordinadas: segmentos y
grupo de segmentos.
Mientras la activación se propaga desde los morfemas a las
unidades subsilábicas, la regla silábica se activa una y otra
vez creando un marco de posiciones ordenadas: ‘onset” , núcleo
y coda. A intervalos temporales, se analizan los niveles de





las unidades correspondientes al “onset”. núcleo y coda, que
en ese momento están más activadas, se seleccionan e insertan
en sus posicionesCada segmento o grupo de segmentos sólo se
puede asociar a un único tipo de constituyente silábico
quedando marcado como tal. Cada posición del marco silábico es
ocupada en paralelo. A partir de entonces el nivel de
activación de los constituyentes se reduce a cero. Esta
inhibición post—selección previene reselecciones indefinidas
no deseadas, si bien el nivel de reposo va a ser rápidamente
alterado por la recepción de activación de otros nodos de la
red. Esta inhibición es análoga al mecanismo de control
“check—off monitor”) de Shattuck-Hufnagel y muy parecido a 1=,
inhibición post-activación de Mackay <1982). Rumelhart y
Norman <1982>.
Cada vez que se activa una regla silábica, se selecciona
otra sílaba y se repite el mismo proceso. La codificación
fonológica se resume, pues, en una serie de ciclos de
codificación, dedicado cada uno de ellos a la codificaciór de
una sílaba.
La selección y orden serial de las unidades subléxicas son
gobernadas, en definitiva, por dos mecanismos en interacción:
el orden temporal en que alcanzan el máximo de activación los
morfemas y las silabas y la inserción de los segmentos y
grupos de consonantes en las posiciones ordenadas del marco
silábico, según las especificaciones hechas en ellos por las
reglas de inserción.
Los errores fonológicos se dan cuando segmentos río
deseados, pero de la misma categoría fonémica, alcanzan
niveles de activación mayores que los deseados. Este mayor
grado de activación procede de tres fuentes:
— la interferencia producida por las palabras
palabras seleccionadas al activar otras palabras y
fonemas relacionados con ellas, pero que no están
realmente implicados en la exoresión,
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la interferencia creada por las palabras previas y las
siguientes cuando la tasa de habla es rápida,
- la interferencia causada por otros factores cognitivos
y perceptivos extraños,
Así, por ejemplo, la tendencia de los errores
contextuales a darse entre segmentos similares se debe a un
feed—back en dirección bottom-up” del nivel de rasgos al
nivel de segmentos. Desde el funcionamiento general del
sistema, puede entenderse cómo un nodo correspondiente a un
segmento y que es activado, transmite parte de su activación a
los nodos de rasgo de ose segmento y éstos, a su vez, activan
todos los segmentos con los que están relacionados. De esta
forma, cuando un segmento Que comparte varios rasgos con Un
segmento target recibe una activación adicional, puede
ustituir al segmento targeir al estar más activado.
De otra forma, la constricción de posición en los
errores de sonido se explica asumiendo que el mecanismo por el
que se seleccionan los segmentos para ocupar las posiciones
del marco silábico, se ajustan estrictamente a las
,.onstricciones categoriales definidas por dichas posiciones,
ce forma que, por ejemplo, cuando se va a ocupar una posición
de “onset silábico, sólo se van a tomar en consideración los
posibles segmentos “onset” -
Este modelo propuesto por Goelí explica también otros
efectos observados en los errores de sonido: diversos tipos de
sesgos en los ‘outputs”, efectos de similaridad, de tasa de
habla, de distancia, efectos semánticos y sintácticos. Todos
éllos afectan a la probabilidad de que Se corneta un error,
En cuanto a los sesgos en los “outgyts”, puesto que la
activación se propaga bidireccionalmente (de morfemas a
fonemas y rasgos y a la inversa), se producen, en la
codificación fonológica, un conjunto complejo de curvas de
feed—back que dan lugar a los siguientes fenómenos:
— los ‘outputs’ resultantes de la activación, en
los errores del habla, tienden a ser palabras o
morfemas de la lengua (sesgo lexical 1,
— los ‘outputs” tienden a ser silabas de la lengua y
no sílabas que, aunque fonológicamente legales, no
se dan, ya que cada silaba existente está representada
por un nodo simple en la red (sesgo silábico>,
-‘ los sonidos más frecuentes tienden a reemplazar a los
menos frecuentes al estar más activados por su conexión
a un mayor número de sílabas (sesgo de frecuencia>,
— como consecuencia de lo anterior, se da una tendencia a
producir combinaciones de unidades oua son más
frecuentes (sesgo de frecuencia contingente>.
£1 efecto de familiaridad o sinilaridad en los errores de
sonido aparece reflejado de dos maneras: en cuanto los fonemas
que intercambian tienden a ser fonéticamente similares
<Ooldstein, 1977; Kupin, 1979; ‘lackay, 1970; Shattuck—Hu-fnagel
Klatt. 1979; Stemberger, 1902b>, y en cuanto el contexto
inmediato de los elementos Que interactúan tiende a ser
idéntico (MacKay, 1970). Debido a la influencia contextLjal
entre fonemas adyacentes, es más frecuente que se cometan
errores de sonido entre sílabas Que comparten alguno de sus
fonemas. El hecho de que, experimentalmente, se hayan
elicitado errores en fonemas no contiguos a los repetidos,
lleva a Dell a explicar el efecto como consecuencia de lo
estructura de la red: dos nodos de sílaba que comparten un
fonema, conectan indirectamente a través del nodo
correspondiente al fonema común (Dell, 1984;Nooteboom, 1969!.
La tasa de habla ejerce también su influencia sobre los
errores. Puesto que el factor temporal es importante en la
activación y desactivación de nodos, la proporción de errores
de intercambio o anticipación se ve afectada por la tasa de
habla, de modo que a tasas más lentas, los errores disminuyen
(Kupin, 1979; Mackay, >971).
¿o
Por lo que se refiere a ladistarpla, los elementos
subléxicos en los errores de movimiento tienden a desplazarse
a posiciones de palabras adyacentes dentro del mismo sintagma
<Boomer & Laver, 1968; Oarrett, 1975; MacKay, 1970). Ello es
debido a que los elementos Que compiten en un momento dado por
.>cupar una posición determinada, tienden a ser aquéllos que
yan han sido seleccionados en posiciones cercanas.
Dentro del nivel fonológico, los errores que se dan
parecen estar influenciados por variables fonológicas
<estructura de las silabas y sonidos del habla) y por
elementos léxicos. Pero una teoría completa da la producción
debe dar cuenta también de otros procesos de nivel superior
actuando de fondo y contribuyendo a una explicación de los
efectos semánticos y sintácticos observados en algunos errores
de sonido. Por eso Dell reconoce la existencia de esos
procesos superiores que actúan simultáneamente con la
codificación fonológica y están indirecta pero continuamente
‘nfluyendo en los niveles de activación de los nodos
Fcno’ógicos. Asi se han observado constricciones sintácticas
en ¡os errores de sonido <sobre todo en intercambios y
anticipacinnes>. en el sentido de que el sonido o los sonidos
que se mueven ro atraviesan las fronteras de la cláusula,
dándose, pues, más frecuentemente, en fragmentos definidos
sintácticamente,
Finalmente, Dell reconoce las limitaciones de su modelo
cara dar una adecuada explicación de otros fenómenos
relacionados con los errores subléxicos: la mayor frecuencia
con la que se ven afectados los sonidos iniciales de sílaba
<efecto de nicialidad (Mackay. 1970c; Stemberger, 1982a). la
mayor proporción ce errores de sonido oue aparece en palabras
de contenido, el fallo en la constricción de posición silábica
(Stemberger, 1982c; Macfay, 19700; Shattuck— Huinagel , 1983!,
Y Otros.
A modo de recapitulación, pues, tanto el modelo de
Shattuck—Ñufnagel como el de Dell asumen que, durante la
codificación fonológica de una expresión, se recuperan
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unidades subléxicas que Se insertan en las posiciones de
estructuras silábicas suprasegmentales generadas
independientemente. Pero mientras Shattuck—Hufnagel presupone
que tales unidades y marcos estructurales ya han sido
seleccionados a partir de información léxica y explica el
proceso de asociación entre segmentos fonémicos, como unidades
básicas de procesamiento, y posiciones, Dell especifica más el
proceso de selección de las unidades subléxicas y de
generación de los marcos estructurales, a través de mecanismus
de propagación de activación.
Por otra parte, el proceso de correspondencia entre
segmentos fonémicos y posiciones es descrito de moao diferente
por ambos modelos. Para Sbattuck—Hufnagel , a la vez que se
crea la estructura silábica, se recupera la secuencia
correspondiente de segmentos fonémicos. Posiciones y segmentos
soon alineados según su orden en la expresión, antes de que se
asocien mutuamente. Cada posición es ocupada por una unidad
lingúistica secuencialmente, de principio a fin. Para -Dell,
los ‘rarcos estructurales de silabas sucesivas se origina y
ocupan secuencialmente. Existirian distintos ciclos de
codificación en cada uno de los cuales se genera un marco
silábico, se recuperan las unidades subléxicas y se insertan
en las posiciones de esos marcos. Las unidades
correspondientes a una misma silaba se seleccionan y asocian a
sus posiciones en paralelo. Puesto Que en cada ciclo el nodo
activo es un no¿o silábico diferente, diferentes segmentos son
identificados cada vez como unidades más activadas en sus
respectivas categorías de “onset” , núcleo y coda y
seleccionadas para ocupar las posiciones silábicas
correspondientes. Así, aunque ambos modelos asumen Que la
codificación procede desde el comienzo al final de la palabra,
para Dell cada etapa de procesamiento se dedica a la
codificación de una sílaba, mientras que para Shattuck—
->ufnagel tan sólo una posición del marco silábico es ocupada
en cada etapa de procesamiento.
tu
El modelo de shattuck—Hufnagel es un modelo ser,al que
funciona de arriba—abajo y tiene como principales
constricciones la de semejanza entre segmentos fonémicos y la
de estructura silábica , de tal forma que predice los errores
que cumplen tales constricciones.
En el modelo de Dell, la activación se propaga de
arriba—abajo y también de abajo arriba, con etiquetados
específicos de selección de unidades subléicicas y de inserción
de las mismas en un orden adecuado, y explica mejor ciertos
sesgos constatados en los errores como el de familiaridad, de
fonema repetido de lexicalidad.
1.4. LA REPRESENTACION FONOLOGICA EN LOS EST~O10S
LINGUISTICOS: ASPECTOS GENERALES Y
FARTICULARTOADES DEL ESPAROL
Dentro del snfoque de la lingúistica generativista,
existen dos modelos o formas de entender la representación
fonológica: uno, más tradicional, que admite un único nivel
oe representación fonológica (fonología lineal>, y otro, más
reciente, que acepta la existencia de representaciones
fonológicas multinivel (fonología no lineal).
Para la primera corriente, una representación fonológica
Consiste en una única secuencia lineal de segmentos
fonológicos <vocales y consonantes) que forman conjuntos
desordenados de rasgos fonológicos distintivos, dotados cada
uno de él?os de un valor binario <positivo o negativo) y con
un misno alcance: el de un segmento. Los fonemas, por tanto,
reunirían un conjunto de características fonológicas con una
valencia (4) o (—), que podría combinarse en unidades
superiores. La única estructura jerárquica impuesta a esta
cadena de segmentos, sería de orden morfosíntáctico:
combinación de cadenas de segmentos para formar sucesivamente
morfemas, palabras, sintagmas y oraciones.
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Para la segunda corriente, las características fonológicas
se proyectarían en diversos estratos (“tiers”) y, mediante una
serie de reglas universales y específicas, se determinaría la
sucesión de segmentos fonológicos para formar silabas. Nos
encontraríamos, pues, con representaciones multilineales
donde, junto a la estructura morfosíntáctica, habría
estructuras jerárpuicas fonológicas y donde ya no tendría
sentido hablar de lOS segmentos fonológicos como conjuntos
desordenados de rasgos. En el caso concreto de la sílaba, su
estructura jerárquica comprendería los siguientes niveles:
— un estrato silábico (“svllable tier”>.
— un estrato segmental (“segmental melody tier”), cuyas
unidades serían segmentos definidos como matrices de
rasgos y
un estrato de marco estructural (“skeletal tier’),
que representaría la unión entre silabas y segmentos
fonológicos y definiría la forma de los distintos









La sílaba, así entendida, vendría a ser una especie de
plantilla con un cierto número deposiciones del “skeletal
tier’ que especificaría qué tipo de segmentos pueden asocíarse
a dichas posiciones y qué forma de combinar los segmentos está
ermitida. En este caso, los rasgos distintivos no tendrían el
alcance de un sólo segmento. Estarían representados en otro
estrato y se podrían asociar, de modo independiente, a las
diferentes posiciones de la estructura silábica a la vez.
Autores como Clement:s y Keyser <1903> han desarrollado
esta idea poniendo especial énfasis en la importancia del
½keletal tier’, al que caracterizan como “CV tier’, cuyos
elementos distinguen entre picos (segmentos dominados por
vocal> y no picos de sílaba (segmentos dominados por
consonante) (En adelante. C = consonante; y vocal),
1.4.1, Estructura de la sílaba
Algunos autores como Fromkin han insinuado que cualquier
unidad lirígúística que funciona regularmente como unidad de
error en los errores del habla, puede ser una unidad de
planificación de la producción del lenguaje <Nota 4>. Sin
embargo. el hecho de que no todos íos errores comprendan el
mismo tipo de unidad <rasgos, segmentos simples, grupos de
segmentos y sílabas) y el hecho de que no todas las unidades
se vean afectadas con la misma frecuencia (abundan los
0egmentos y los grupos de segmentos> hacen necesario
distinguir, según su importancia, entre dos categorías de
unidades: silabas y rasgos, por una parte, y segmentos simples
y grupos de segmentos por otra, siendo la combinación de estos
últimos los que parecen dar lugar, preferentemente, a la
representación fonológica <Nota 5). Porque, aunque es verdad
que las unidades implicadas en los errores tienden a
representar constituyentes silábicos completos. son los
segmentOs simples o los grupos de segmentos los que
corresponden a dichos constituyentes.
¿iS
Otro dato procedente de los errores, como es el de la
constricción de posición en los errores de sonido (tendencia
de los segmentos que ínteractúan a ocurrir en la misma
posición de la sílaba>, se ha explicado,
— o bien recurriendo a la estructura silábica
(constricción basada en la Sílaba>,
— o bien recurriendo a las posiciones -que ocupan en la
palabra las unidades error <constricción basada en la
palabra>.
La relevancia de la constricción posicional en la
literatura psicolingúlstica sobre los errores de la
constricción silábica, hace necesario detenerse en el estudio
de la sílaba y de sus constituyentes para analizar cuáles son
las leyes estructurales sobre posición de sílaba que gobiernan
los errores segmentales. Pues bien, en el campo puramente
lingúistico ha habido un desplazamiento desde modelos que
propugnan una estructura lineal de la sílaba a modelos qué
defienden una estructura jerárquica y en los que me detendré a
continuación ( sin que ello guarde correspondencia con la
fonología lineal vs. no lineal a la que acabamos de
referirnos).
1.4.1.1. Estructura_lineal de la sílaba
La estructura lineal de la sílaba determina qué secuencias
de segmentos fonológicos representan sílabas bien formadas.
Para todas las corrientes dentro de la fonología no
lineal, la estructura de la sílaba proporciona, de alguna
manera, la información necesaria que permite asociar los
segmentos fonológicos a las posiciones del skeletal tier”.
Para unos autores <Clements—Keyser, 1933; Halle—
vergnaud, 1980>, las posiciones terminales del árbol silábico
se etiquetan “C” o “y” para designar los rasgos U silábico) y
[+ silábico) u otros rasgos o combinaciones de rasgos que
definen a las consonantes y vocales. Sólo las consonantes
pueden ir a posicíones—C y las vocales a posiciones—y,
Para otros <Levin, 1985), las posiciones del “skeletal
tier” se encuentran sin especificar. Los lugares a los que las
consonantes y vocales se pueden asociar, se distinguen por sus
posiciones dentro de la sílaba, de tal forma que las vocales,
por ejemplo, solo ocupan posiciones pertenecientes al núcleo
de la sílaba,
Según la opinión de Selkirk <1984b), los rasgos mayores
(+silábico> <+ consonántico> y (+ sonoro) no dicen nada en
una teoría sobre la estructura silábica. En su lugar, habría
que situar los sonidos en un continuuni de sonoridad, donde las
clases mayores de segmentos (vocales, “glides” —semivocales o
semiconsonantes— y obstruyentes —oclusivas, africadas y
fricativas—) podrían definirse cono segmentos con idénticos o
similares valores de sonoridad. En este continuum, las vocales
serian las más sonoras seguidas, en Orden decreciente, por
“glides”, liquidas, nasales y obstruyentes <Hooper, 1976;
vogel. 077>. Selkirk subraya que las sílabas se ajustan a la
llamada “Generalización de la secuencia de sonoridad”, según
la cual, en cualquier sílaba, hay un segmento que constituye
el máximo <‘peakt de sonoridad, precedido y/o seguido de una
secuencia de segmentos con valores de sonoridad en disminución
progresiva (Figura 1.11)
Así pues, los segmentos se ordenarían de tal forma que
se daría un incremento de sonoridad desde los márgenes al
centro de la sílaba, y se podrían especificar las posiciones






1— + 1 1 ~— — — — + 4
Obstru— Nasal Liqui. ‘Glide” Vocal Glide Ligo. fias. Obstr
yente
Fig. 1.11. Escala de sonoridad
La escala de sonoridad, así entendiLa, impondría
constricciones en cada lengua sobre lo que es o no una sílaba
bien formada. A ésto habría que añadir la prohibición de Que
se den grupos de segmentos cuyos valores de sonoridad sean muy
similares <el grupo “lr” no estaría permitido) <Harris, 1983;
Selkirk, 1984b) y de que la distancia de sonoridad tenga un
mínimo, a la hora de justificar por qué, en el caso concreto
del español, una obstruyente inicial no puede ir seguida de






____ ——--“4” . —-y
Figlí?. Sílaba bien formada en español según la
escala de sonoridad.
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L í qu ida Nasal vocal Nasal
L M A fi
e- --------~—------------ ---~ --t-----”------- --Y?
Obstruyente Vocal Nasal Líquida
P A ~.1
Fig.l.13, Sílabas mal formadas en español, según
la escala de sonoridad,
lA. 1.2. Estructca ,jerárquica de la silaba
cada vez se va abriendo más paso entre las
investigaciones lingúisticas, la teoría de que la sílaba no es
meramente, una cadena de fonemas encadenados uno tras otro
sino Que tiene una estructura jerárquica interna <Cairns &
Feinstein, 1952; fudge, 1969; Halle y Vergnaud. 1380; Hocfrett,
1967:1973; Kahn, 976; Kiparsky, 1979; Ceben, 1980; Mcoarthy,
1979; Selklrk, 1978, 1982; Vergnaud & Halle, 1979). Aun
admitiendo ligeras divergencias en cuanto a la naturaleza de
la estructura jerárquica (niveles de representación,
naturaleza de la ramificación de los árboles silábicos, etc.),
la mayoría de los lingúistas distinguen claramente en la
sílaba dos constituyentes o unidades básicas: ONSET y lUMA
(Vergnaud & Halle, lS79hNota 6). El “onset” es opcional y
conprende las posiciones pre-vocálicas (Consonante o grupo de
consonantes iniciales de sílaba). La rima es obligatoria y
comprende las restantes cosiciones (vocal o diptongo y
49
cualquier consonante posterior, siendo la vocal o el diptongo
obligatorios y la consonante o consonantes posteriores,
opcionales). A su vez, algunos lingúistas ( Cairns &
Feinstein, 1982;Haugen, 1958; Halle & vergnaud, 1980; Pike &
Pike. 1947; Selkirk, 1978, 1982; Trubetzkoy, 1958) descomponen
la rima en otras dos unidades: NUCLEO o PEAK (Fudge,
1969>(vocal o diptongo) y COPA (consonante o consonantes
postvocálicas opcionales). Cada uno de estos constituyentes
silábicos incluyen Oria o roAs posiciones terminales que ocupan





Las razones que apoyan la distinción entre los
constituyentes mayores: “onset” y risa, son de tipo
dístribucional y prosódico. Por una parte, hay muchas
constricciones posicionales al interior del onset” y de la
ríma, pero pocas entre ambos constituyentes (Fudge, 1959). de
forma Que, salvo escasas excepciones, cualquier “onsett
fonológicamente legal, se puede combinar con cualquier rima
legalmente constituida <Clements y Keyser, 1983>. Esto apunta
a una delimitación clara entre las fronteras del “onset” y de
la rina y, de hecho, en la literatura psicol&ngúistica han
sido tratadas como unidades separadas en variedades de tareas:
errores del habla (Mackay, 1972: Etemberger, 198gb; Treiman,
1989), juegos de palabras y errores de memoria Treiman.
1983)<Nota 7). Por otra parte, la relación existente entre
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estructura de sílaba y asignación de acento, en función de la
cual el acento principal solo puede caer en sílabas que
incluyen cierto número o tipo de segmentos, ha llevado a
distinguir entre silabas fuertes y débiles según atraigan o no
el acento. Pues bien, este “peso silábico” viene determinado
por la estructura de la rima con independencia de la del onset
Rayes, 1901; Hyman, 198%.
Ca estructura interna de la risa es discutida entre los
diversos autores. Selkirk (1984b> no admite constiLuyentes
intermedios entre la risa y las posiciones finales de sílaba
<ejemplo (1—151. Otros trabajos reconocen la separación entre
‘as Dosiciones del núcleo <vocal o diptongo> y las de la coda,
~ue incluyen las restantes consonantes (ejemplcs (l—2) y
<1-3>), Para otros, las liquidas post—vocálicas se consideran
más parte del núcleo que de la coda (Mackay, 1970c, 1972;
hattuck-rlufnagel . 1982: Stemberger, 1982b; Treiman, 1984)
a- o-
(1—1>









onset rima onset rima
núcleo coda nucleo coda
A
d i e z p e r
A partir de todas estas consideraciones sobre la sílabo,
se puede concluir oue, si a representación fonológica se
estructura tal y como lo propone la fonología no lineal, se
hace preciso que cualquier modelo de codificación fonológíra
explique, entre otros, los siguientes aspectos: cómo se
originan los diversos estratos (“akeletal tier” y “segmental
tier” ¾ la independencia o fío de estos estratos y su
integración en el modelo, cómo se asocian los distintos
segmentos a las posiciones estructurales, si en éstas va
especificado el tipo de segmento que puede ocuparlas y si tal
especificación tiene algo que ver con la integración de las
distintas representaciones, etc.
Puesto que la evidencia procedente de los errores del
habla parece apoyar una representación fonológica no lineal,
cualquier modelo que parta de ellos no puede ignorar las
cuestiones anteriores. Las unidades de error son segmentos
fonológicos (unidades del “segmental tier”) que normalmente
corresponden a constituyentes silábicos y obedecen a
constricciones posicionales. Esto hace pensar que la
estructura silábica tiene algún modo de representación Que
afecta a los procesos de codificación fonológica. Además, los
errores muestran que las unidades del ‘segmental—tier” son
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funcionalmente diferentes de las de la estructura silábica.
Los segmentos fonológicos funcionan como unidades de error,
mientras la estructura silábica determina qué segmentos
tienden a ser incorrectamente seleccionados o desplazados y
qué posiciones nuevas tienden a ocupar. En los siguientes
capítulos se aportarán datos del español al respecto y
se hará un intento de integración de los mismos en un modelo
de codificación fonológica basado en el tipo de
representaciones propuesto por la fonología no lineal. Pero
antes nos detendremos en las particularidades de la estructura
de la sílaba en español.
1.4.2. Estructura de la sílaba en emparo? (Rarris, 1983)
En el punto anterior nos hemos hecho eco del acuerdo en
la literatura en reconocer que los árboles silábicos son de
estructura binaria <“onset”/rima) y comprenden tres estratos
representacionales relacionados entre sí: silábico,
estructural y segrental
cada lengua se puede definir, a partir del tipo de sílaba
nuclear CV, Que pertenece a la gramática de todas las lenguas,
en términos de su sílaba máxima, establecida como ampliación
del esquema general C<*) y’ <*) Cc (*13, donde * quede ser
,eer¡iplazado por un entero mayor que uno. Así, C~V define una
lengua que pernite ciusters iniciales de sílaba de cualquier
longitud y una vocal. A partir de aquí, se específica el
conjunto de condiciones de estructura silábica positiva que, a
modo de reglas, establece secuencias de consonante y vocal
bien formadas, y otro conjunto de condiciones de estructura
silábica negativa que, a modo de filtro, especifican las
secuencias mal formadas.
Las asociaciones permitidas entre elementos del
“skeletal tier” y del “segmental tier”, están determinadas, en
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parte, por principios universales y, en parte, por las reglas
especificas de cada lengua. Así, en el caso del onset hay un
primer principio que establece Que las consonantes inicial y
final de sílaba se maximizan hasta donde lo permiten las
condiciones de estructura silábica positiva del lenguaje en
cuestión. Las asociaciones entre los elementos de cada estrato
son de tres tipos: de un elemento a otro elemento, de uno a
varios y de varios elementos de un nivel a uno de otro nivel.
En el caso concreto del espa?¶ol, la fórmula de la sílaba
máxima es, según Saporta—Cohen (ISSB), la siguiente:
+ c <C) + (Si> ~ (3±) t C (Cl
—
onset núcleo coda
siendo C consonante cualquiera, S
5z semiconsonante <15 -vocal
no silábica del diptongo creciente:/ie/io//ia/ /iu/ /ue/ /uo/
/ua//ui/) S~. semivocal (elemento no vocálico del diptongo
decreciente:/ei//oi//ai//ui//eu//ou//au/). V vocal.
(En adelante, sólo excepcionalmente se harán transcripciones
fonéticas).
Esta estructura coripleta de la sílaba, con todas sus
posibilidades, no se da; tendría tan solo una relevancia
fonética. Por eso Alarcos, considerando que las
semiconsonantes, las semivocales y la coda compleja no tienen
entidad fonológica, establece la siguiente estructura básica
de la sílaba fonolóqica
:
o o N O N núcleo
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Según Saporta & Contreras (1962), la sílaba en español
tiene un máximo de cinco segmentos si hay un grupo de
consonante inicial de dos segmentos, un máximo de cuatro si
solo hay una consonante inicial y un máximo de tres si no
existe consonante inicial (ejemplos (1—5) (1—6) (1—7) (1—8)>:
<1—5) c 1 a
1 2 345
~ ~












Las reglas de la estructura silábica espaAola están
constreMdas para dar lugar a outputs silábicos en forma de
árboles de ramificación binaria, atendiendo a requisitos de
extensión máxima y mínima, escala de sonoridad, etc. Tales
constricciones vienen establecidas por una serie de reglas que
asignan una estructura jerárquica determinada a una cadena de
fonemas suministrada flor el léxico, y por una serie de filtros
que caracterizan a algunos constituyentes como desviados.
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1.4.2.1. Estructura del “onset’
En cuanto al “onset” de la sílaba española, hay una
regla general que establece que en un árbol de ramificación
binaria correspondiente al ‘onset”, cuyas ramas dominan
segmentos consonánticos Que no son adyacentes en la escala de
sonoridad universal, solo los conjuntos obstruyente+liquida
son adecuados. Teniendo en cuenta esta regla se pueden
establecer las siguientes especificidades del “onset” de la
súlaba española:
— el onset es optativo,
— sílabas sin onset se pueden dar en cualquier
posición dentro de la palabra,
— tiene dos consonantes como máximo que no pueden
sucederse en la escala de sonoridad. Así, no es un







/o bs t ru ye nte+obs t r u yen te/
/obstruyentei-nasal /
/nasal’+líquida/ <Nota 8>
- cualquier segmento consonántico puede constituir un
“onset” de segmento único, a excepción de Ir—] a
comienzo de palabra.
- “onsets” de dos segmentos comprenden una obstruyente
única seguida por una líquida vibrante simple/r/o
lateral /1/,
- excepcionalmmente se admiten “onsets” complejos de
comienzo de palabra: ¡psi. /pt/.
1,4.2.2, Estructura de la risa
La rima española presenta las siguentes características:
Cualquier rima espaPola contiene, por lo menos, una vocal,
Su estructura es más compleja que la del
un máximo de tres segmentos dando lugar
posi bí es configuraciones:









3) 3 segmentos: a u s — (tral>
5<
Las rimas con más de tres segmentos están mal formadas.
— La estructura básica está constituida por un árbol de
ramificación binaria cuya rama izquierda es obligatoria
1. silábico] E— consonántico] y cuya rama derecha es
oncional [-silábico]. Ejemplo:
R pa—ra—













En esta estructura básica se puede mt
segmento optativo E— consonántico] la
que sea una “gí ide” (semiconsonante),
lugar a rimas bien formadas del tipo:
















Cuando el segmento se adjunta a la derecha, se
producen rimas prohibidas universalmente por violar la
escala desonoridad. Ejemplos:
R
¡ + siláb, ¡
L conso)
5 iláb.J I¿- conson.J
vi
lO
La rima sigue la escala de sonoridad en orden
decreciente: y > G > U > fi > o (vocal > ‘glide”
liquida nasal > obstruyente.
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Las “glides’ se dan antes de /s/. antes de nasales y junto
a vocales, en cualquier lugar, La mayoría de secuencias GV
y VG dan lugar a rimas bien formadas.
Las liquidas aparecen, dentro de la rinia, solo después
de vocales y antes de /s/.
Las_nasales van sólo después de vocales y antes de ¡sí.
En este caso, la única que puede preceder a /5/ es
/n/ (monstruo>.
Las obstruventes que no sean /s/ son relativamente
infrecuentes en rimas espa6olas (pacto, objeto, indigno).
— La ¡sí tiene un status especial no conipartido con otros
segmentos. Puede unirse a la derecha de cualquier rima bien
formada, siempre que se respete la constricción de longitud
de la risa de un máximo de tres segmentos. La /s/ parece -
violar esta constricción en el caso de algunas formas
verbales <limpiáis, averiguéisí. Sin embargo, en este
contexto, las consonantes Son elementos extramétricos y se
adjuntan a la estructura de la rima por un principio




[i :i~~.JL- siláb. 3 (5)
No están permitidas las secuencias de segmentos altos
~— consonántico) iguales entre sí o muy similares: luí
i //uuiiuu¡
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— Dentro de la rima se dan secuencias especiales:
vON <vocal*glide+nasal > no ocurren a final de
palabraEn posición media, solo aparecen en tres
palabras:veinte, treinta, aunque.
VGO (vocall’glide+obstruyente> son más marginales
que VGN.
ovo (‘9lide-4-vocal-glide> se dan en posición final en
un pequeño número de palabras de uso general
(buey>.
OVOs (glide±vocal+glide+s) son imposibles en
posición interna de palabra.
La estructura de la risa impone determinadas
constricciones prosódicas, de tal forma que el acento
en la antepenúltima sílaba es imposible si la rina de
la penúltima pertenece a una sílaba cerrada o está
ramificada <telégrafo, sosiego).
1.4,1.3, Segmentos en posición de coda
En español son ¡ruy pocos los segmentos que oueden
posiciones de coda, tanto si se considera a ésta un
constituyente separado del núcleo silábico como si se la
cuntempla parte integrante de la rima. Estas son las
observaciones más importantes:
- Si la coda comprende un solo elemento, los fonemas
posibles, en final de palabra son /l//si/r//8//9//n/.
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Excepcionalmente, /g/ (reloj) y /b/ <club>, Si la sílaba
se encuentra en interior de palabra, además de /1//si/rl
se dan /p//b//fi//ti/di/k//g/iri.
- Si la coda comprende dos elementos, el segundo
siempre tiene que ser is/. solo son posibles, y en
primeras sílabas de palabra: /—ns/ /—rs/ /—bs/ /—st/
/—ks/ /—gsi/— si /—ds/ /— s/. En coda final de palabra no
aparecen grupos consonánticos.
No obstante lo anterior, en español los segmentos
más frecuentes en posición de coda son /n/ /s/ /1/ /r/.
¡n/ y /s/ aparecen más frecuentemente, ya que
diferencian el morfema de número y son habituales en
preposiciones, verbos, artículos, demostrativos, etc.
/1/ es habitual en posición implosiva y /r/ en
infinitivos.
En general, liquidas y nasales difieren del resto de
consonantes y su frecuencia de uso es mayor en
posiciónsilábica post nuclear.
ib/ /d/ /9/, son bastante infrecuentes en posició,í
implosiva debido, tal vez, a las realizaciones fonéticas
variadas en las diferentes zonas de hiapano—habianteo.
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1.5. CONCLUSIONES
A lo largo de las páginas anteriores, se han tratado de
presentar las corrientes teóricas en las que se han
desarrollado los estudios psicolingúísticos en el área de la
producción del lenguaje y que van a constituir el marco de
referencia del presente trabajo. Nos hemos detenido en la
consideración de los modelos de producción del habla en
general y de los modelos de codificación fonológica en
part¡cular, por ser en este nivel de procesamiento en el que
se ha centrado nuestra investigación. Se han abordado dichos
modelos desde las dos concepciones al uso: la perspectiva
autonómica y la interactiva. Para los modelos autonómicos, el
lenguaje se organiza en submódulos funcionalmerite diversos,
trabajando de manera indenendiante con tipos de información
linguistica diferentes y jerarquizados, a los que se accede en
una secuencio temporal obligatoria. Para los interactivos, se
da una interacción constante y multidireccional entre las
operaciones responsables del acceso y construcción de las
diferentes propiedades de los mensajes verbales, con una
siniultaneidad temporal en la utilización de los distintos
tipos de información lingúistica.
Se han evitado, en este capitulo, valoraciones criticas
sobre ambas concepciones, ya que el objetivo era meramente
expositivo con miras a un posible esfuerzo integrador en
oág~nas posteriores, de tal forma que sea la evidencia
empírica Que se va a aportar, la que defina qué datos pueden
ser mejor explicados por cada modelo. Hemos aludido, breve
pero puntualmente, a cómo los modelos se han desarrollado,
sobre todo, a partir de los datos procedentes de un campo
concreto en 01 área de la producción: los errores en el habla,
tanto esDontáneos como inducidos experimentalmente.
Se ha subrayado la importancia que, para una mejor
comprensión de los procesos de codificación fonológica, tiene
este trabajo, ya que va a aportar datos, en español, extraídos
de las siguientes fuentes:
GZ
— errores espontáneos subléxicos pertenecientes a un
“corpus” español
— errores fonológicos inducidos experimentalmente,
intercambios por instrucción
- fusiones por preferencia y por instrucción de sílabas sin
sentido.
La profundización en las variables que afectan a los
errores sublóxicos recogidos en el “corpus” español, así como
el desarrollo de técnicas de inducción de errores y de otras
tareas experimentales, constituye otra de las aportaciones
metodológicas fundamentales a la psicolingúística española.
oe ha realizado una incursión en el terreno de a
lingUistica para destacar el papel de la sílaba, de su
estructura interna, de las fronteras entre sus constituyentes
y de las características específiczs del español, anal izar loo
puntos de convergencia con la evidencia psicolingúíst,ca y
proporcionar una panorámica coherente de la estructura
silábica en la producción basada en los postulados de la
fonología no lineal.
Finalmente, se han apuntado, a lo largo del capitulo, los
problemas básicos a los Que este trabajo va a ir tratando de
responder:
— ¿ Qué unidades de procesamiento se ven afectadas con
mayor ft’ecuencia en el nivel fonológico y cuáles son las
constricciones que operan sobre ellas, a la luz del “corpus”
de errores espontáneos en español?.
— o Qué nos dicen estos datos acerca de los procesos de
codificación fonológica?, ¿responden a procesos autonómicos o
interactivos?.
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— ¿ cuáles son las aportaciones más significativas de los
datos sobre errores inducidos experimentalmente?. Más en
concreto, ¿ concuerdan estos datos con los observados en los
errores espontáneos ?. ¿Se cumplen los efectos de inicialidad,
lexicalidad y de semejanza fonética?. ¿cómo integrarlos en el
modelo?.
El nivel de codificación fonológico ¿ está organizado en
subniveles independientes de procesamiento en consonancia con
los niveles de representación reconocidos por los linguistas
que se mueven en los postulados de la fonología no lineal, al
hablar de la estructura de la silaba?. ¿Dónde se sitúan las
fronteras entre los constituyentes sílábicos?.¿Cuáles son las
apuntaciones más significativas al respecto de los datos
experimentales obtenidos a partir de los intercambios por
instrucción y de las fusiones por preferencia y por
ínstrucci¿n de sílabas sin sentido?.
— ¿Qué relación hay entre los procesos subyacentes a los
distintos tipos de errores estudiados?. ¿confluyen o no en la
conf,guracíón de un modelo integrado de codificación
fonológica?, ¿cuál sería el funcionamiento de este modelo
integrado?,
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NOTAS DEL CAPITULO 1
1. Buckingham reclama precaución a la hora de afirmar
que en los modelos seriales de producción sea necesario que
los procesos de un nivel superior estén completamente acabados
antes de que se pongan en marcha los siguientes (l-l.W.
Buckingham, 1986, págs. 199—200).
2. La tendencia observada por Shattuck—Hufnagel en la
mayoría de los errores de interacción de consonante a darse
entre consonantes que ocupan posiciones de “onset” de palabra,
aun siendo ésta polisílaba y no acentuada, hace necesario
introducir una modificación en el modelo: una representación y
procesamiento independientes para el “onset” de palabra y para
el resto. De ahí que la autora haya adnitido recientemente la
existencia de dom procesos separados durante los cuales se dan
los errores subléxicos. El primero de estos procesos comprende
la representación diferenciada de las consonantes en posición
de “onset” de palabra, por una parte, y del resto de los
elementos, por otra. El segundo, posibilita el acceso a todos
los segmentos individuales de cada palabra,
3. También los linguistas, como veremos
posteriormente, reconocen la necesidad de esta distinción por
cuanto las formas fonológicas y morfológicas unas veces se
pueden describir en referencia al marco estructural (“CV—
skeleton”) y, otras, con referencia a los segmentos <“melody>.
4. Tradicionalmente se ha considerado a los fonemas
como las unidades básicas de procesamiento del habla. Sin
embargo, investigaciones recientes destacan cada vez más el
papel de la sílaba, no tanto como unidad de procesamiento sino
corno marco estructural que impone determinadas constricciones
a sus componentes. Desde una perspectiva psicológica, parece
bastante pobre caracterizar la sílaba como una cadena de
fonemas. Se hace preciso una comprensión de la misma en otros
términos para dotarla de mayor poder explicativo.
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5. Cualquier modelo tiene que dar cuenta de los
errores de rasgo y de sílaba, cuando se producen. En este
sentido se podría decir que los errores de rasgo se originan
durante la codificación fonética de una expresión. Y hay
argumentos lingoisticos que apoyan la existencia de un estrato
inferior en la estructura jerárquica de la sílaba: el del
rasgo. En este nivel, los segmentos fonémicos, definidos como
un conjunto de rasgos en el estrato superior, se
descompondrían en rasgos individuales, justamente en la
derivación de la representación fonética (Mohanan, 1986>.
6. MacKay (1972), ampliando la sugerencia de Hockett
(1967) de sub—unidades dentro de la sílaba, habla de grupo
consonántico inicial (una o más consonantes) y de grupo
vocálico (núcleo de vocal y, opcionalmente, grupo de
consonante final).
7. Hacl<ay (1972) apoya la división de la rima
basándose en el dato de que, en las fusiones de palabras con
significado similar, no se rompen los grupos de consonante
(sin especificar si son de comienzo o de final de sílaba>. El
análisis de los errores sugiere que la rima no siempre tiene
una estructura simple y + o o v*c(í) + C(2), siendo 0(1)
líquida (Mackay, 1970; Stemberger, 1983b). Está afectada,
pues, por el status de la consonante postvocálica (Treiman,
1983), teoría consistente con el punto de vista lingUistico de
que las consonantes difieren según su dimensión de sonoridad
(Hooper, 1976; Kiparsky, 1979).
8. Treiman <1983> sugiere que la escala de sonoridad
no es bidireccional, en el sentido de no afectar al “onset”.
9. Sobre los procesos fonológicos en los diptongos
españoles, cfr. Olements y Keyser (1983), págs. 85—95.
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CAPITULO SEGUNDO
LA COOIFICACION FONOLOGICA A TRAVES DEL ESTUDIO DE LOS
ERRORES ESPONTANEOS EN EL HABLA
2.1. INTRODUCCION
En este capítulo tratará de responder a los dos primeros
problemas planteados en las conclusiones del capitulo
anterior: por una parte, cuáles son las unidades de
procesamiento, estructura y ámbito de la codificación
fonológica y, por otra parte. el relacionado con la
autonomía vs. interacción de dichos procesos de codificación.
Partirá de la evidencia que aportan los análisis de
errores de sonido realizados sobre las distintas colecciones
de errores espontáneos. Haré una descripción del modo como se
han elaborado estas colecciones, de los problemas
metodológicos que plantea su clasificación y del interés
psicológico que encierran, con especial atención al “corpus”
de errores en español (del Viso, Igoa y García—Albea, 1987),
que constituye una de las últimas y más interesantes
contribuciones a los estudios de producción del lenguaje, de
cara a la validación translingUística de muchas hipótesis
planteadas.
Tomando como base las regularidades y constricciones Que
operan sobre los errores de sonido, intentaré aproximarme al
origen y estructura del nivel de representación fonológico.
Las unidades de error que aparecen con más frecuencia y que,
en lineas generales, pueden ser clasificadas en términos
68
lingúisticos, nos permitirá conocer las unidades de
planificación de la codificación fonológiCa. La constricción
de posición sobre los errores, en función de la cual segmentos
iniciales de las silabas~origen~dCl”’CrrOr reemplazan los
segmentos iniciales de las silabas~que~5e~PretendCn”decír. los
nucleares reemplazan a los nucleares y los finales a los
finales <Boomer y Laver. 1958). implicará la necesidad de una
descripción de la estructura silábica de una expresión en el
origen de la representación fonológica, de forma que las
posiciones del marco de codificación pueden ser contempladas
como constituyentes silábicos a los que se asocian las
unidades error.
El análisis de las distancias que median, sobre todo en
los errores de movimiento, entre el segmento origen del error
y el segmento pretendido aportará información relevante acerca
del ámbito de codificación fonológica.
Finalmente, me detendré en el estudio de efectos que
aparecen en distintos tipos de errores y que pudieran dar pie
a interpretaciones acerca de las influencias de variables
léxicas en el nivel fonológico (influencias “top—down”) o de
variables fonológicas en el nivel léxico (influencias
“bottoni—tip ), de cara a mediar en la discusión entre modelos
autonómicos e interactivos de producción del lenguaje.
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2.2. ANTECEDENTES HISTORICOS EN EL ESTUDIO DE
LOS ERRORES ESPONTANEOS
El estudio da los errores espontáneos en el habla
(“lapsus linguae”) ha despertado un gran interés entre los
investigadores, sobre todo en las últimas décadas, si bien
tiene ya Una larga historia. Los trabajos sobre errores se han
ido afrontando desde perspectivas muy diferentes:
a) como fuente de cambio línguistico histórico
(Sturtevant, 1917, 1947; Jesperson, 1922; Hackay,
1970c),
b) como medio para entender los mecanismos que subyacen
al proceso de producción del habla (Lashley, 1951;
Boomer & Laver, 1968; t’íackay, lgSg, 1970c; Nockett,
1967; Fromkin, 1968; Nooteboom, 1969), -
o> como expresión de represiones psicológicas <Freud,
1924>,
dI como acercamiento a la realidad de unidades y reglas
fonológicas y a la relación entre competencia y
actuación lingoistica (Fromkin, 1968; Oreen, 1969).
Remontándonos al siglo XVI, observamos cómo ya Rabelais
hizo de los errores un ejercicio de fino ingenio y más tarde,
en 1622, cómo H. Peaohan advierte de las curiosidades
producidas por determinados intercambios de sonido.
H. Paul, en 1886, fue el primer lingoista en sugerir la
importancia de los errores para descubrir los cauces naturales
de algunos cambios lingúisticos. En esce descubrimiento del
valor de los errores para los lingúistas, es acompañado de O.
von der Gabelentz Ul&9I) y O. Jespersen (1894> al estudiar los
errores en sujetos normales, y de 8. Delbrúck (1887> al
hacerlo en sujetos con lesiones cerebrales.
Sin embargo, el padre del interés linguistico por los
errores es R. Meringer, por la publicación de un “corpus’ de
más de 8.000 errores del habla, lectura y escritura <Meringer
R. y 1<. Mayer, 1895; Meringer, R.1908), que ha constituido y
constituye una buena fuente de análisis para los estudiosos.
Se trata de un corpus” de datos rigurosamente clasificados
(incluye anticipaciones, perseveraciones, intercambios,
contaminaciones y sustituciones), en cuya base sitúa
mecanismos muy distintos a los aportados por Freud. Meringer
explica estos errores, reeditados y discutidos por Cutíer y
Eay en 1978 por un fallo mecánico del proceso articulatorio y,
en definitiva, por la influencia de componentes no ajenos al
mismo discurso, palabra o sintagma.
Casi al mismo tiempo, psicólogos como Wundt (1900> en
Europa y Saeden — que publica un corpus de 100 errores en 1900
Wells <1900> y Jastrow (1906) se interesaban Por los
errores por lo que podían significar de ventana abierta a la
mente. Wundt opina, en su obra sobre las leyes de desarrollo
del lenguaje, que el fenómeno de los errores no es ajeno a
determinadas influencias psíquicas y sostiene la existencia de
un factor positivo <la corriente no inhibida de las
asociaciones de sonidos y palabras) y de un factor negativo
<relajamiento de la atención inhibitoria) actuando sobre
dichos errores.
En esta línea de influencia del psiquismo en los errores,
se sitúa Freud, en un capítulo de su libro “Psicopatología de
la vida cotidiana” (1901). Para Freud, los errores están
determinados por la influencia de un plan cognitivo que entra
inconscientemente en competencia con el plan verbal original.
Todos ellos revelarían ansiedades y motivaciones ocultas del
hablante y estarían causados por mecanismos de índole
represiva (a excepción de los casos más simples de
anticipación y perseveración>, mecanismos perturbadores
procedentes de algo exterior a la intención del hablante, bien
en forma de pensamientos inconscientes, aislados, o bien en
forma de un motivo psíquico general dirigido contra el
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discurso. Aunque esta linea de explicación ha sido desestimada
por la mayoría de los estudiosos, ha dado lugar a
investigaciones centradas en la influencia de diversos
factores de personalidad y sítuacionales en la producción de
errores en laboratorio (Motley, 1980 ).
En 1917, Sturtevant continúa el planteamiento de Meringer
de relacionar los errores en el habla con la existencia de
cambios lingúisticos y apunta un dato relevante: tales errores
no son fortuitos sino que presentan algunas regularidades. La
monografía de Jakobson (1941) sobre el lenguaje del niño y la
afasia, comparte este mismo interés de Meringer y Sturtevant
por la relación entre errores y cambios lingúisticos.
Lashíes’ (1951>, pone de relieve la importancia de los
errores para una teoría general del lenguaje y de la conducta
lingo-istica. Partiendo de que el habla constituye una ventana
privilegiada para observar la actividad cerebral, pasa a
demostrar la imposibilidad de las teorías asociativas E/R para
poder explicar la multiplicidad de procesos integradores
subyacentes a la producción del lenguaje. Y propone la
existencia de diversos niveles de organización de la actividad
cerebral, jerárquicamente estructurados, cuya alteración daría
lugar a un tipo de error u otro.
wells (1951> representa un esfuerzo pionero de
contribución del uso de los errores a la comprensión del
lenguaje y del comportamiento lingúistico. Y Hockett en
diversos trabajos (1955, 1968, 1967) sigue manteniendo el
interés por los errores en cuanto aportan datos lingoisticos
relevantes.
A partir de 1967, el estudio de los errores adquiere un
nuevo impulso, publicándose entre ese año y 1973, en que y.
Fromkin edita una recopilación de los artículos más
importantes en “Speech errors as Linguistio Evidence” , más
trabajos sobre errores que en todos los años anteriores de
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historia iingi,iistica ( Hockett, 1967; Nooteboom, 1969; Boomer
& Laver, 1968; Fry, 969; Eromkin, 1971, 1973b; McKay, 1970c,
1972 >. Esta trayectoria se ha ido manteniendo posteriormente
con contribuciones relevantes ( Fay y Cutíer, 1977; Shattuck-
Hufnegel, 1979; Garrett, 1975, 1976, 198Db, 1982a; Cutíer,
1980; cutíer e rsard, 1980; Garrett y <can, 1980; Fay. 1980;
Fromkin, 1980b; McKay, 198Db; Dell y Reich, 1981, etc.)
Actualmente, los principales estudiosos del fenómeno de
los errores, utilizan éstos como una fuente de datos
importantísima para validar las principales hipótesis teóricas
y predicciones derivadas de los distintos modelos teóricos de
producción del lenguaje. El enfoque predominante es el de
procesamiento de la información. En este sentido, tal como
dejamos apuntado en el capitulo anterior, los errores pueden
aportar evidencia relevante para la elaboración de modelos de
producción organizados en etapas de procesamiento que se
corresponden con los niveles de representación o los tipos de
información lingUistica que define la gramática. Esta
correspondencia entre etapas de procesamiento y niveles de
representación es destacada por Fay al establecer que los
errores no se pueden explicar si no se atribuye a los
hablantes un conocimiento de un sistema de lenguaje similar, o
incluso coincidente, con el construido por los lingúistas. En
definitiva, recogiendo el punto de vista de Chomsky (1972> de
que una teoría de la actuación tiene que incorporar como parte
esencial de la misma una teoría de la competencia. se trataría
de analizar las exigencias impuestas por el estudio de los
errores para la construcción de modelos de actuación según el
paradigma del procesamiento de la información, a partir de las
descripciones aportadas por los modelos de competencia
linguistica, de cara a una validación de los mismos.
Importarían, pues, las implicaciones que el estudio de los
errores tiene para la caracterización de la producción como un
sistema de etapas de procesamiento que corresponden a los
niveles de las representaciones lingúisticas.
<1
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Resumiendo, pues, en este somero recorrido histórico se
advierte un claro desplazamiento en el interés por los errores
del habla. Mientras éstos fueron tomados en consideración en
los primeros trabajos con la finalidad de extraer luz acerca
de las unidades y reglas lingoisticas implicadas en los
mismos, las investigaciones actuales se centran en la búsqueda
de regularidades y constricciones lingúisticas que permitan
conocer los procesos y representaciones con que opera el
procesador humano en el curso de la producción y,
consiguientemente, en la evidencia que puedan proporcionar
para la elaboración de modelos de producción.
2.3. JUSTIFICACION DEL ESTUDIO DE LOS ERRORES EN LOS
PROCESOS DE PRODUCCION DEL LENGUAJE
Los errores que, de forma espontánea, se producen en el
habla normal (“lapsus linguse”), han constituido, junto al
análisis de los patrones temporales y las alteraciones
patológicas del habla, una de las principales fuentes de datos
en que se ha basado el estudio de la producción del lenguaje.
El que todas estas fuentes de datos hayan sido recopiladas a
partir de métodos observacionales, da cumplida cuenta de la
dificultad en la aplicación de tratamientos experimentales en
la producción del lenguaje (Goldman-Eisler, 136~; Butterworth,
1980b; García—Albea, Igoa y Sánchez—Bernardos, 198?), debido a
los inconvenientes encontrados en la manipulación de “inputs”
que pongan en marcha el proceso de producción relacionado con
la intención comunicativa y que sólo son accesibles a los
sujetos que inician las expresiones verbales y a la pobreza de
outputs” o respuestas verbales, tan constreñidas como para
permitir hacer inferencias válidas sobre los procesos
responsables de los mismos.
Aunque el interés psicológico por los errores espontáneos
ha sido diverso, desde un punto de vista psicolingUístico han
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sido tomados en cuenta por su estrecha relación con el estudio
del sistema computacional del que dependen directamente.
En efecto, ya desde Meringer s’ Mayer (1895) se ha
observado que los errores cumplen determinadas regularidades y
parecen estar gobernados por ciertas constricciones
linguisticas, lo que ha llevado a pensar que no se producen de
forma aleatoria sino que obedecen a pautas distribucionales,
manifestadas de forma bastante sistemática, que hacen
imposible la comisión de algunos errores.
Si consideramos los errores espontáneos como el resultado
de un fallo en el funcionamiento normal de la facultad
linguistíca ~Fromkin, 1973a; Garrett, 1980a>, que
habitualmente procede de un modo eficiente y rápido , parece
óg~co justificar su estudio por cuanto permiten inferir
propiedades generales del sistema y principios que rigen dicho
funciunamíento en circunstancias normales. O lo que es lo
mismo, la ltgíca subyacente al estudio de los errores consiste
en utilizar los procesos anómalos como medio de un mejor
conocimiento de los procesos normales a los que, como ya hemos
dejado indicado en el caso del lenguaje, es difícil acceder
mediante tratamiento experimental. Para el lo se parte del
supuesto de que no hay mecanismos específicos responsables de
los errores que sean diferentes de los que, en condiciones
adecuadas, producen los comportamientos esperados libres de
error.
A partir de esta justificación y de este supuesto,
resulta más fácil comprender la relevancia psicológica que
tiene el estudio de los errores, ya que,
a) los elementos lingúisticos implicados y su
distribución en las distintas partes de la oración, permiten
establecer modelos de procesamiento normal del lenguaje y
precisar las fases de planificación del habla y los tipos de
información sobre los que se actúa en cada una de ellas, y
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b> las constricciones observadas en las diversas clases
de errores en función de los elementos linguisticos afectados,
contribuyen a clarificar la autonomía o interrelación entre
las distintas fases de planificación y a integrarlas en el
sistema computacional encargado del lenguaje,
Junto a esta línea de investigación, de índole más
observacional, centrada en el estudio de diversos ‘corpora’ de
errores espontáneos, es preciso destacar el desarrollo de otra
línea basada en la provocación artificial de errores bajo
condiciones experimentales de laboratorio (Baars y Motley,
1974a 1974b, Motley y Eaars, 1976b), con el fin de poner a
prueba, de una forma más controlada, hipótesis derivadas de
las regularidades observadas en aquéllos.
La confluencia de ambas lineas de investigación en las
páginas siguientes, contribuirán a diseñar un panorama
integrador, aunque reducido al campo fonológico, de los
estudios psicolingíiísticos sobre errores en español.
2.4. LAS COLECCIONES DE ERRORES ESPONTANEOS COMO BASE
DE DATOS PARA LOS ESTUDIOS DE PRODUCCION
2.4.1. Obietjvos del análísi~de errores espontáneos
La riqueza informativa que el estudio de los errores
del habla aporta al conocimiento de los procesos de
representación psicológica, subyacente a los procesos de
producción del habla, ha llevado a los estudiosos a elaborar
diversos ‘corpora” de errores. Su análisis, dicho ahora en
términos muy generales, ha demostrado no ser tan solo el
resultado de fallos articulatorios sino de complejas
reestructuraciones de las unidades de planificación del habla
que se corresponden a los elementos abstractos que los
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hablantes/oyentes de una lengua conocen. De ahí el interés por
conocer fundamentalmente:
el tjpo de seqmentos implicados en los procesos de
planificación y producción. El hecho de que un elemento del
discurso se vea afectado por un error, es indicativo de Que
ese elemento tiene un status representacional que actúa como
unidad en el proceso de producción,
— las constricciones a que se ven sometidos, a partir de
las regularidades tan llamativas que los diversos patrones de
error manifiestan. Estas regularidades aportan algo sobre las
formas de representación de los segmentos s’ sobre su proceso
de encadenamiento en la producción,
- los modelos da~roducción del lenguaje que puedan dar
razón de los errores y las regularidades y constricciones que
actúan sobre ellos.
2.4.2, Colecciones de crrores más conocidas
:
5gq~agj9q,¶?~pdol óo i cas
Si bien son muchas las colecciones de errores existentes,
haremos una breve alusión a las más conocidos, destacando
aquellos aspectos de especial contribución metodológica, y nos
detendremos más extensamente en la colección de errores en
español <Para una revisión de los mismos, ver del VisoiSgO>:
— La colección de Meringer y Mayer (1895) y Meringer
(1908). Comprende más de 8.800 errores de habla, lectura y
escritura en alemán, y es el pionero de este tipo de trabajos.
Los autores anotan la fecha de nacimiento de quien comete el
error, grado de cultura y de salud y fecha en que se produce.
— La colección de cohen (1966), con más de 600 errores
dehablantes holandeses, observados en conversaciones
ordinarias o discusiones informales. Algunos errores no son
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anotados inmediatamente y se ignora, en algún caso, el
contexto lingúistico completo en que se producen,
— La colección de Boomer y Laver <1968), elaborada a lo
largo de varios años, con más de lOO fragmentos breves del
habla en inglés, grabados de discusiones, conversaciones
normales y entrevistas con pacientes psiquiátricos. Comprende
otros 100 fragmentos recogidos ortográficamente al oído.
— La colección de y. Fromkin (1973a), recopilada a lo
largo de tres años, en el que se incluyen errores cometidos
por el equipo de investigación o escuchados a otras personas.
Incluye grabación del nombre del hablante y fecha de
producción del error. Siempre que se puede, se pregunta al
hablante lo que había pensado decir.
— La colección M.I.T (Garrett, 1975—1988 ; Shattucl<—
Hufnagel, 1975—1988 ) con más de 6.000 errores coleccionados
inicíalmente por M. Garrett y, posteriormente, ampliados por
sus colaboradores. Los errores se registraban ortográficamente
y de modo inmediato, tan pronto como se producían, en unas
tarjetas, anotando la mayoria del contexto que se recordara,
identidad del hablante, del oyente y cualquier otra
circunstancia relevante. Cuando era posible, se preguntaba al
hablante si habla advertido el error y cuál era su intención.
Si el error se corregía espontáneamente, se anotaba la
corrección entera para tener una visión completa de la unidad
sintáctica. Muchos de los errores eran recogidos por los
mismos hablantes que los cometlan.Se intentaba registrar la
intención del hablante y verificar el error original. Este
método de recogida presenta, entre otras ventajas, la de ser
rápido y sencillo, asegurar el registro de un gran número de
errores garantizando su espontaneidad, no molestar mucho a los
hablantes, proporcionar información contextual muy
interesante, etopor el contrario, no obvia una serie de
inconvenientes como son: la escasa fiabilidad de la muestra
que, al no ser sistemática ni exhaustiva, no es representativa
de los errores que se producen en la Vida real, no comprende
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suficientes errores con interés teórico relevante debido a su
baja frecuencia, no recoge variables individuales y
situacionales de los hablantes, no refleja las caracteristucas
acústicas del habla, hace imposible una estimación de la tasa
de frecuencia de losdiferentes tipos de errores, etc. Estos
rasgos negativos se ven acentuados cuando los errores no se
anotan inmediatamente o no son escuchados con claridad. A ello
habría que añadir el Sesgo procedente del grado de habilidad y
de práctica del coleccionador así como de sus características
perceptivas y de memoria (Cole, 1973)(ciertos errores son más
fáciles de percibir o recordar que otros).
La colección de Toronto, con más de 4000 ejemplos en
inglés, reunida entre 1975 y 1977 <Dell y Reich, 1981) por 200
estudiantes de Psicolingúistica de la Universidad de Toronto,
con más de 4000 ejemplos en inglés. En esta colección se
intentó evitar el problema de los sesgos perceptuales de los
coleccionistas, ya que, aunque no eran expertos y podían estar
inclinados a más sesgos perceptivos, era poco probable que
tuvieran sesgos teóricos sistemáticos derivados de las teorías
sobre errores del habla. Los efectos de sesgo perceptual Se
minimizaron restringiendo el análisis de los tipos de error a
los detectados con facilidad,
— La colección de Har~ey <1984), de unos 1129 errores,
recopilada por dicho autor en las Universidades de Cambridge
y Dundee. cada ejemplo era anotado nada más producirse con
todo el contexto precedente y de conversación que fuera
posible. Se preguntaba al hablante sobre lo que consideraba
había sido la causa del error, lo que había intentado decir,
lo oue había estado pensando, si había advertido o no el error
al hablar, si lo había corregido, ambiente y otros posibles
factores contamínerites.
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2.4.3. La colección de errores esoontáneos en español
:
caracteriatica y limitaciones metodolóqicas
El corpus” español consta de 3611 errores,
coleccionados a lo largo de cuatro años y clasificados según
el tipo de elemento envuelto en el error y la naturaleza del
mismo (del viso, Igoa & García—Albea, 1987). El proyecto de
recogida de errores comenzó en 1.983 y formaba parte de un
programa de investigación sobre producción del lenguaje.
diseñado y llevado a cabo por un grupo de profesores y
estudiantes graduados de la Universidad Complutense de Madrid,
dirigido por el Profesor J.E. García—Albea.
Siguiendo las directrices apuntadas por M.Garrett sobre
procedimientos de recogida de datos (Garrett, 1975), un equipo
de investigadores, debidamente entrenado, anotaba por escrito
los errores no intencionados detectados en los hablantes en
las más variadas situaciones naturales, tratando, cuando las
circunstancias lo permitían, de reseñar el mayor contexto
lingúistico posible y la expresión que el hablante,
presumiblemente, intentaba proferir.
Esta tarea se vió facilitada en gran manera, por cuanto
los hablantes corregían espontáneamente su error —tan solo en
torno a un 30% no apareció claro lo oue se pretendía decir-
indicándose, en tales circunstanCias, el lugar exacto en que
el hablante habla interrumpido su discurso y en el que lo
había reanudado con la expresión corregida
Los observadores disponían de una ficha informativa
en la que dejaban constancia del nombre y edad del hablante —
cuando éste era conocido —, del nombre del observador, de las
características peculiares del hablante (tasa de habla a
grandes rasgos, clima emocional, idiomas, acento ocualquier
tipo de perturbación del habla>, de la relación
haólante/observador, del día, hora y contexto no linqúistico
en que ocurría el error, de su contexto lingoistico anterior y
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posterior, de lo que, presumiblemente era la expresión
pretendida, del tipo de error posible y de cualquier otra
circunstancia aclaratoria al respecto, como el comentario del
hablante sobre sus propias intenciones, su grado de duda o
certeza en la producción del error, la seguridad del
observador en su detección o transcripción, la inmediatez o no
de su registro, etc. A pesar de todas estas precauciones,
cuando no se adivinaba lo que el hablante quería decir, se
intentaba clarificar preguntándole directamente o, en los
casos en que ésto no era posible, tratando de establecer
hipótesis mínimamente razonables al respecto.
Sin ignorar las dificultades metodológicas que este
procedimiento de recogida implica y que, como hemos visto,
aparecen también en las otras colecciones, se establecieron
criterios muy estrictos a la hora de contabilizar un error
dentro de la colección, excluyendo, en el recuento final,
aquéllos que no ofrecían garantías de fiabilidad y siendo
precavidos respecto de otros a la hora de formular, en pasos
posteriores, hipótesis explicativas a partir de sufrecuencia
y/o regularidad.
Al hilo de esta somera revisión de las distintas
colecciones, se han ido significando diversos inconvenientes
en los métodos de recopilación de errores que obliga, a
a cualquier investigación basada en ellos, a tomar un mínimo
de precauciones a la hora de hacer interpretaciones.
La realidad de tales inconvenientes ha llevado a Mackay
<1980) a advertir de la necesidad de buscar caminos para
mejorar la fiabilidad de los métodos de registro
observacional : registro magnetofónico, entrenamiento de jueces
en la transcripción de errores de forma independiente,
incorporación de las innovaciones tecnológicas y metodológicas
de los trabajos de campo de la etología y psicología social,
extensión a otro tipo de errores, mejora de los procedimientos
estadísticos de evaluación de datos, etc. Aportaciones que,
foco a poco, están siendo tomadas en cuenta por los estudiosos
y que, en el caso de no poder asumir, deben exigirles una más
amplia y rigurosa descripción de los métodos de recogida.
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2.5. PRECISIONES TERMINOLOGICAS
Aunque se han dado distintas definiciones de lo que es
un error — “innovación linguistica no intencional”
(Sturtevant, 1947>, “desviación involuntaria de la intención
fonológica, gramatical o léxica habitual en el hablante”
<Boomer & Laver, 1968) . Shattuck— Hufnagel , tratando de
salvar algunos problemas metodológicos, adopta un criterio
operativo según el cual un error es considerado como tal
cuando un hablante.,íTh.,,py9pt~nerciben una muestra de habla de
un adulo normaben ~kprqPI% 1 dioma~como desviada d~ la
inteng~ónde1o~uequerAadecir (Shattuck—Hufnagel , 1975>. En
esta misma línea se sitúa la definición de del Viso, Igoa y
García—Albea (1987> cuando entienden el error del habla como
una desviación involuntaria de la_expresión,,~nMeun hablante
~ un fracaso en la emisión_de
un mensaje verbaL orepi~ndizadq~en]ajorrn iin~ú½sticamente
im,plementada. concebí da orjl..rtaruamante~por el hablante.
Según esta definición, un error del habla debe reunir las
siguientes condiciones para ser considerado como fallo
1 ingdistico:
a) El error debe ser diferente, en su forma superficial,
del segmento deseado, de forma que posibilite la
identificación de un elemento anómalo (el mismo error> y de un
elemento “target” <segmento que, según el plan verbal del
hablante, se tenía la intención de proferir>. Ello hace que no
se puedan confundir con simples fallos gramaticales.
b) El hablante no sólo tiene que fallar en la emisión
de un mensaje verbal completo en su forma superficial deseada,
sino también producir, en su lugar, una expresión desviada,
Esto diferencia los errores de las falsas salidas o dudas.
o) Los errores tienen que ser considerados como
emisiones linguisticas impropias desde el punto de vista de
las normas de buena formación lingUistica que tiene el
S ‘e
hablante, y no tanto de las reglas estilísticas de la
comunidad lingdistica.
En todo error del habla, se pueden distinguir estos
tres elementos:
- elemento error o elemento anómalo que el hablante
profiere de hecho, y que puede comprender desde rasgos
fonéticos, sonidos individuales o conjuntos de sonidos hasta
morfemas, palabras o sintagmas,
-‘ elemento oretendido f”target”) o elemento que el
hablante tiene intención de expresar y que es sustituido o
desplazado por el elemento error, y
- elemento oriqen o elemento de la emisión que se
introduce incorrectamente enotra posición, dando lugar al
error.
2.6. CLASIFICACION DE LOS ERRORES DEL HABLA
2,6.1. El Rroblema de laaniliísúedad
La clasificación de los errores espontáneos no siempre
es tarea fácil porque existen errores que admiten más de una
explicación posible. Este problema de la ambigúedad ha sido
afrontado por A. Cutíer (>988) quien, al hablar de las
características de lo que sería un “error perfecto”
diferencia tres tipos de ambigúedad:
a> Ambigoedad en cuanto al origen del error. Es el caso
de las antic~paciones/perseveraciones, en las que el elemento
origen puede estar antes o después del error:
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Error (E.): ‘intentando redudir distancias”
Intención <1.>; reducir
b) Ambiguedad en cuanto al tipo de unidad afectada:
E.:’ pelo de perro”
1. : perro de pelo
o) Ambigúedad en cuanto al tipo de error, tan habitual
en los errores incompletos, cuando el hablante se corrige:
E.: “y a la pr-ose/ procesión”
Para Cutler, dar soluciones a la ambigoedad es tarea
harto difícil, por ser los procesos de producción inaccesibles
a la observación.
Consciente de estas dificultades, Shattuck—Hufnagel
(1988) sugiere acercarse a la clasificcaión de los errores con
las debidas precauciones. Parte de Que cualquier sistema de
categorización sobre lo que se supone es la estructura del
error, refleja inevitablemente las posiciones teóricas de los
estudiosos.
Sin olvidar este sesgo Shattuck—Hufnagel propone una
una medida preventiva que afecta a los métodos de recopilación
de los errores: recuperar el máximo de información sobre un
error para tratar de minimizar así las distorsiones
procedentes de fallos en el reconocimiento de la ambigúedad y
los Sesgos teóricos.
En un intento por construir un sistema neutral,
impermeable a cualquier teoría y que refleje tan sólo la
estructura de una expresión <tamaño, posición, contexto,
elemento/s intrusols, elemento—origen, etc.),
Shattuck—Hufnagel aporta una serie de orientaciones y
distinciones relevantes:
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1> Clasificar lo que ha ocurrido y no lo que se presume
que ha ocurrido.
2) Diferenciar los errores ambiguos de los que no lo son,
distinguiendo en aquéllos las distintas dimensiones de
ambi gUedad.
3) separar los errores con un origen claro de aquéllos
que no lo tienen.
4> Destacar los elementos de error que corresponden a
unidades língoisticas de los que no.
5) Señalar si los elementos pretendido y origen están
dentro de la misma palabra o no.
5) Advertir si el elemento error da lugar o no a una
palabra.
7> Distinguir los errores completos de los incompletos.
8) Marcar el contraste entre los errores en los que se
identifica tan sólo el elemento origen y los errores en los
que junto a éste, existe otro elemento idéntico al elemento
pretendido o al elemento intruso.
Estas distinciones - es obvio - permiten un acercamiento
pluridimensional a los corpora” de errores espontáneos,
multiplicando su interés, pero, a la vez, no eximen al
investigador de tomar decisiones arbitrarias acerca del
carácter básico o no de determinadas dimensiones de
clasificación en función de sus objetivos y que le llevan, en
consecuencia, a no tomar en consideración otros contenidos
informativos pertinentes que los datos en sí aportan,
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2.6.2. PrinCipales dimensiones de clasificactóride los
errores
.
El trabajo sobre errores espontáneos del habla ha
estado centrado, fundamentalmente, en la búsqueda de unos
criterios de clasificación adecuados y compartidos por la
mayoría de la comunidad científica, así como en la detección
de las regularidades en las que se vieran reflejadas sus
propiedades distribucionales relacionadas con las siguientes
dimensiones:
1> Ligo de unidad o elemento linqúistico afectado por el
error — o nivel de descripción del segmento—error — (rasgos,
fonemas, morfemas, palabras...>. Se corresponde, en parte, a
los niveles de descripción utilizados por la Lingúistica, pero
su categorización no es directamente impuesta por ésta sino
por los patrones de error observados. Tal correspondencia
incompleta es puesta de relieve por cuanto algunas de - estas
entidades lingúlsticas tradicionales no siempre se han
encontrado en los errores.
Esta dimensión de clasificación plantea algunos
problemas, como la posibilidad de adjudicar un determinado
error a más de un nivel o la no correspondencia de niveles
entre el elemento pretendido y el elemento error. No obstante,
apoya la idea de que los eiernétitósSmplícados en los errores
constituyen unidades de planificación que se corresponden a
descripciones lingúisticas y son psicológicamente relevantes.
2) Ambito al que se circunscribq~re~ror: palabra,
sintagma, claúsula. .
3) Naturaleza del error: sustitución, movimiento, fusión,
4) Sentido de la influencia del elemento origen en el
elemento pretendido. Puede ser:
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- mntIQp4tQria cuando el elemento pretendido precede
al elemento origen del error,
- pe~,severa~prSa, cuando el elemento pretendido sigue
al origen,
- artUmi2atoria oerseveratoria, cuando el elemento
pretendido”target’ precede y sigue al origen, y
sl11gN. cuando el elemento origen no es
perfectamente identificable.
Aunque el sentido de la influencia no es fácil de
precisar a veces, debido a que el registro contextual del
error es insuficiente o a que el origen no está perfectamente
definido, resulta muy positiva su concreción como modo de
orocedimiento,
2.6,3. La clasificación de errores en el “corousl
esoañol
Sin olvidar lo que acabamos de decir, dos son los
criterios de clasificación más utilizados en función de su
interés psicolingúistico: la naturaleza del error y el tipo de
unidad linguistica envuelta en el mismo.
2.6.3.1. En cuanto a la naturaleza del error
Los dos tipos de procesos que dan lugar a errores
lingúisticos como resultado de su funcionamiento anómalo, a
saber, los orocesoá~e inserción (encargados de colocar los
elementos lingúísticos en el orden correcto dentro de la
oración) y los Drocesos de selección (que eligen dichos
elementos lingúisticos antes de ser debidamente colocados en
la expresión>, permiten diferenciar entre dos categorías
S
mayores de errores: errores de movimiento o contextuale~~ y
errorgs de selección o ri~cor~textualC5. Otras categorías
menores comprenden errores de acento y entonación y errores
que son el resultado de una mezcla de diversos tipos.
Errores de movimiento o contextuales:
Son aquéllos que se sitúan en un lugar incorrecto de la
cadena hablada y aparecen relacionados con el contexto
1 ingúistico.
Pueden ser completos o inconpletos. En los errores de
movimiento comol@ps. se produce un de~plazamiento de un
elemento dado desde su posición pretendida a otra. Incluyen:
al Errores decgpia, en los que un elemento error es
repetido en un lugar incorrecto de la cadena hablada. Cuando
el elemento pretendido aparece en una posición anterior a la
del elemento origen, se trata de un error de anticip~ci~n
,
mientras que se habla de perseveración cuando el elemento
origen es anterior al elemento pretendido. El efecto que se
produce puede ser de sustitución de un elemento por otro
[Ejemplos (1) y <2)] o de adición, a) copiarse el eler,iento
origen en una posición vacía [Ejemplo (3)3:
Ejemplos:
Anticipación:
<11 E: Wna Ceta rica en hierro”
1: “una dieta rica en hierro’
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Perseveración:
<2) E: “Panfletos que me van llevando”
1: ‘Panfletos que me van llegando’
Anticipación:
(3> E: “contrar con un grupo
1: ‘Contar con un grupo
Cuando los errores de copia tienen más de un origen
(anterior o posterior) en la cadena hablada, nos encontramos
con errores de anttcipéciénjnerseveréción. como tales, Son
errores amb~guos [Ejemplo <4)]:
Anticipación/perseveración:
(4) E: “Aquí en Burgos hace vierto fuerte”
1: “Aqui en Rurgos hace viento fuerte”
bí Des~1azamientos, cuando un elemento es desplazado a
otro lugar anterior o posterior al que le corresponde en la
cadena hablada, dejando tras de sí una huella:
E: “¿Qué está p obrando?”
1: “¿Qué está probando?”
ci Intercambios, cuando dos elementos dentro de la
cadena hablada intercambian mutuamente sus posiciones. En
estos errores los elementos se mueven a posiciones ocupadas
por otro. Los elementos implicados son siempre dos, de ahí que
puedan entenderse como una doble sustitución:
E: “A cachar y a escullar”
z: A callar y a escuchar”
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Los errores de movimiento incomoletos Son casos
ambiguos y se dan cuando el nablante interrumpe su discurso
para corregir sobre la marcha un error recién cometido:
E: “Hemos visto salpar 1 saltar a un
hombre muy rápido”
1: “Hemos visto saltar a un hombre
muy rápido”
2) Errores no contextuales
Estos errores no tiene” un origen detectable en el
contexto lingúistico inmediato de la emisión en la que se dió
el error. Incluyen sustituciones, adiciones, omisiones y
fusiones:
a> Las sustituciones ocurren cuando un elemento
pretendido es reemplazado por otro extraño que no tiene un
origen aparente en el marco de la expresión lingUistica. En el
caso de las sustituciones de palabra, según sea la relación
entre la palabra pretendida y la palabra error, se distingue
entre sustituciones de palabra basadas en la forma o
malapropismos (Fas’ y Cutíer, 1977) y sustituciones de palabra
flasadas_en el sig~jjicado. Sin olvidar también la existencia
de sustituciones debidas a factores contextuales o a cualquier
tipo de factores contaminantes:
Sustitución de consonante:
E: “El mejor ejemplo que pusieron poner
1: “El mejor ejemplo que pudieron poner
Sustitución de palabra basada en la forma:
E: “Nos viene un paciente a conducta”
1: “Nos viene un paciente a consulta
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sustitución de palabra basada en el significado:
E: “Este ha sido un verano muy frío”
1: “Este ha sido un invierno muy frío”
sustitución de palabra basada en el contexto:
E: tAnda que esta tortillaC
Y: -‘ i Anda que esta orquesta
Contexto: Viendo un concierto en TV y
comiendo tortilla.
Sustitución de palabra basada en factores
contaminantes:
E: “Toda la nañana andando por la tarde
”
Y: “Toda la mañana andando por la calle”
bí Se denominan adición a la intromisión de elementos
nuevos en ¡a secuencia deseada. Tales intrusiones pueden tener
O rio un origen aparente,
E: “Se me trablaba la lengua”
1: “Se me trababa la lengua”
o> Las omisiones se producen cuando un elemento
pretendido desaparece del lugar indicado en la secuencia
deseada.
E: “Estando en la segunda pía ca”
1: “Estando en la segunda planta”
d> Se habla de fusiones cuando se combinan fragmentos
pertenecientes a dos elementos distintos dando lugar a un
elemento nuevo. Normalmente las fusiones son el resultado de
la combinación de segmentos de dos morfemas libres, palabras o
Si
sintagmas. Cuando éstos son más o menos sinónimos, la fusión
se denomina sinonímica; cuando pertenecen a posiciones
diferentes dentro de la forma superficial de una expresión, se
denomina fusión secuencial. Asimismo, cuando la relación entre
los elementos que se mezclan es síntagmátíca o paradigmática,
dan lugar a fusiones sintagmátícas o paradtflmát ‘cas,
respectivamente:
Fusión sintagmática:
E: “Ponerse los ses~rgnsm
Y: “ponerse los cinturones de seguridad”
Fusión paradigmática
E: “Hay un buen trocho”
Y: “Hay un buen trozo/trecho”
2,6.3,2. En cuanto a las unidades envueltas en el error
En cuanto al nivel lingúistíco de los elementos
implicados en el error, se distinguen tres tipos de unidades:
a> Unidades subléxicas <fonemas o grupos de fonemas):
E: “Me hafe falta”
Y: “Me hace falta”
E: “La trección’
1: “LS lección trece”
b> Unidades léxicas (morfemas o palabras):
E: “Riesgo de conformación”
Y: piesgo de malformación”
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E: “La moneda de la casa
1: “La casa de la moneda”
cl unidades suoraléxicas <sintagma). Son mucho menos
frecuentes:
E: “;Pios madre)”
Y: “Dios mio + madre mia’
Las unidades envueltas en los errores normalmente se
ajustan, como se acaba de ver, a descripciones lingúisticas,
sí bien no todas las unidades lingúísticas tienen relevancia
psicológ~ca.
La distribución de frecuencias de los errores en el
“corpus” español, según su categoría y le unidad lingUistica
implicada, aparece en la tabla 2.1.
Tabla 2.1. Distribución de errores en función del tipo
de error y la unidad lingúística implicada
<del Viso, 1990).
ilPODE 1 PO OP iNI bAO
ERROR ubid .~,. 1. S~p’,l6..o. ifliaL
M3JIMLFNSO 379 829 12 2220
9.7,9, ¿6 0 222
¿~ 473 129 0 602
A,t’Pv,. 72 II 0 82
28,19 l,,.,,,,íl<’ 73 125 3 199
640,0 94 80 9 393
l970,O8609. ¿II 379 2 z¿2
NO EtiiEl TU
6L&5 202 954 84 ‘322
So.1,to,0, 20 738 0 059
234 90 97
83 82 3 228
Ad,Ci6fl 8 28 0 38
01902 33 35 ¿9
8 9
90,0. 23 21 0 60
10160. 0040680.> 3694 220 97 3600
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2.1. PRINCIPALES REGULARIDADES OSSERVAOAS EN LOS
ERRORES
Dada la importancia que tiene el estudio de las
regularidades que ocurren en los distintos tipos de errores
para establecer hipótesis acerca del funcionamiento del
sistema de producción del lenguaje, y una vez establecido que
este trabajo se centrará en los aspectos . relacionados con el
nivel fonológico de procesamiento, me ha parecido importante
hacer, en primer lugar, una breve reseña de las regularidades
encontradas en los errores léxicos y subléxicos, para
detenernos después en las características de los errores
subléxicos del “corpus” español.
2.72. Re~qlaridadesen lo~ errores Que afectan a
elementos léxicos
Si tenemos en cuenta las propiedades distribucionales
de los errores léxicos observados en los principales ‘corpora”
(Fronkin, 1973a, 1980a; Garrett, 1975, 1916, 1980a;
Shattuck—Nufnagel, 1979; del Viso. Igoa y García—Albea, 1987)
aparecen las siguientes regularidades:
a) En los errores de morfemas los elementos error y
-pretendido suelen pertenecer a la misma clase de morfemas.
b) En el caso de las palabras, los errores suelen
pertenecer al mismo vocabulario de clase abierta o cerrada,
con escasas interacciones entre ellos.
cl Los elementos léxicos implicados en el error suelen
ser miembros de la misma categoría gramatical en cada clase de
vocabulario.
d) Las palabras implicadas en errores de movimiento
suelen pertenecer a sintagmas distintos.
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e> En las sustituciones de palabra y las fusiones se
dan, con frecuencia, relaciones semánticas y formales entre
la palabra error y la pretendida.
fI La principal unidad de planificación es la
cl aúsu la.
2.7.2. Princioales reqularidades observadas en los
errores subléxicos
Cuando los elementos implicados en los errores de
movimiento son sonidos o conjunto de sonidos, los distintos
“corpora” analizados dan cuenta, en términos generales, de las
siguientes regulan dades:
a) Los errores de sonido no suelen alterar la buena
conformación fonética del mensaje emitido.
b) Los segmentos error y pretendido son fonáticamente
próximos en rasgos distintivos y prosódicos y proceden de
contextos semejantes < ocupan la misma posición de palabra:
rjooteboom, 1967, 1969; Boomer y Laver. 1968; McKay, 1970c, y
los fonemas adyacentes tienden a ser similares>.
c< Los fonemas iniciales de palabra y sílaba se ven más
envueltos en los errores que los aparecen en otras posiciones
(Mckay, 1970c: fitemberger, 1982b>.
d) Los segmentos error aparecen habitualmente en
sílabas con el mismo valor de acento y. en general, preservan
el acento de palabra y frase.
e> Los errores de fonemas individuales son los más
comunes (Shattuck—Hufnagel , 1979, 1983; Stemberger, igasa)
fI El ámbito de ocurrencia del error no suele
sobrepasar los limites del sintagma.




g) La mayoría de errores de sonido tienden a darse cori
más frecuencia en palabras de contenido que en palabras
funcionales (Garrett, íg75; Stemberger, 1984 o).
h) Anticipaciones y perseveraciones tienden a recorrer
distancias mayores que los intercambios.
i) Palabras de baja frecuencia son más vulnerables a
los errores fonológicos que las de alta frecuencia (Stemberger
y Mc Whinney, 1986a).
j) Fonemas comunes tienden a reemplazar a los menos
comunes (Levitt y Healey, 1985; Motley y Baars, iSísa;
Shattuck—Hufnagel y Klatt, iDisa>.
A partir de estas regularidades, algunos autores
infieren que los procesos encargados de computar las oraciones
en el fenómeno de la producción del habla se organizan de
forma serial, y que los errores a que da lugar el
funcionamiento inadecuado de los mismos, se originan en etapas
jerárquicamente definidas del procesamiento, de forma que las
etapas superiores serían impermeables a los fallos producidos
en las inferiores. Inferencia no compartida por otros autores
como Dell, Reich, Harley, Stemberger, para quienes dichas
regularidades podrían explicarse de una manera más
parsimoniosa mediante la interacción de procesos
computacionales.
El esquema general del modelo de producción de Shattuck—
Hufnagel , propuesto en el capítulo anterior proporciona un
marco adecuado para describir cómo se producen los distintos
tipos de error:
Los intercambios serian debidos a fallos en el proceso
de selección de los elementos para ubicarlos en las posiciones
de los marcos estructurales. La selección se realizaría
basándose en criterios de semejanza, entre otros, y las
posiciones estarían especificadas según características del
entorno.
Las anticipaciones y perseveraciones serian debidas a
fallos de selección de los elementos adecuados y a fallos en
el proceso de etiquetado de dichos elementos como ya usados.
Los desplazamientos se producirían a consecuencia de
una selección anómala de un segmento para una posición
especificada como vacía, o de un segmento nulo para una
posición especificada como llena.
Las sustituciones podrían surgir en el momento en el
que se genera el conjunto de elementos que van a ocupar las
posiciones estructurales, al filtrarse incorrectamente alguno
de ellos o al transferir al marco estructural la información
correspondiente a cada elemento.
Las adiciones y omisiones serian atribuibles también a
un fallo en la creación inicial de los elementos.
Las fusiones surgirían en dos momentos diferentes: al
especificar semánticamente un elemento léxico entre dos
alternativos y al recuperar su forma fonológica.
Por lo que se refiere a la ubicación de los distintos
tipos de error, se podría tomar como referencia el modelo de
Garrett y, en base a las regularidades descritas, establecer
lo siguiente:
a) Las sustituciones semánticas, fusiones, intercambios
y, tal vez, las anticipaciones, perseveraciones y errores de
movimiento incompletos de palabra y de raíz tendrían lugar
durante los procesos sintácticos y lógicos que dan lugar a la
representación funcional de una expresión.
b) Las sustituciones fonológicas, intercambios de
sonidos, fusiones, movimientos de sonido, omisiones, adiciones
y desplazamientos de aorfemas y palabras ocurrirían durante
los procesos sintácticos y fonológicos que dan lugar a la
representación posicional de una expresión.
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2.8. MECANISMOS DE CODIFICACION FONOLOGICA A PARTIR DEL
‘CORPUS” DE ERRORES FSPA~0L
Si nos centramos en los errores subléxicos del “corpus”
de errores espontáneos en español, dos son los aspectos
relevantes que pueden atraer nuestro interés, en cuanto sirven
para caracterizar los mecanismos de codificación fonológica y
su relación con otros mecanismos de producción del habla.
En primer lugar, el análisis de las regularidades y
constricciones que aparecen en errores que comprenden unidades
subléxicas puede servir para especificar las unidades de
codificación del procesamiento fonológico, los marcos
estructurales en los que se insertan y las posibles
influencias procedentes de otros niveles de procesamiento en
las operaciones de este nivel. En este sentido, dos son los
tipos de constricciones tenidas en cuenta: intrínsecas y
extrínsecas. Las constricciones intrínsecas se refieren á las
relaciones entre el elemento error y el pretendido, y
proporci.ian información sobre el tipo de representación de
dichos elementos en el momento de producirme el error. Las
constricciones extrínsecas manifiestan la semejanza entre el
elemento pretendido y el origen, así como las distancias entre
ellos, tipo y número de fronteras que cruzan, etc. Como tales,
sólo se pueden analizar en los errores de movimiento.
En segundo lugar, la detección de posibles efectos de
variables fonológicas en los errores que afectan a unidades
léxicas pueden constituir un indicador de hasta qué punto las
operaciones de otros niveles son sensibles a la influencia del
nivel fonológico.
Uno y otro aspecto serán objeto de nuestra consideración en
las páginas siguientes.
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2.8.í. Unidades subléxicas implicadas en los errores
Tradicionalmente, ha sido un tema bastante
controvertido la especificación de la naturaleza de las
unidades envueltas en los errores subléxicos. Se habla de los
rasgos distintivos, de los segmentos fonémicos individuales de
los grupos o secuencias de segmentos correspondientes a
constituyentes silábicos, de la sílaba y hasta de los grupos
fonémicos pertenecientes a silabas distintas.
En el “corpus” español, una vez seleccionados los casos
más claros de errores subléxicos y, determinada la naturaleza
de las unidades de codificación, nos encontramos con que, de
un total de 642 errores, un 90 % corresponden a segmentos
fonémicos individuales y el 10 % restante, a secuencias de
segmemtos (silabas, constituyentes silábicos o secuencias
intersilábicas> (Tabla 2.2.).
Tabla 2.2. Unidades subléxicas implicadas en los
errores (del Viso. Isgó)
TIFO 0! 1 1 P O O E E R R O R
U’4IOAD tíov~,e¡,nto No Cont.xtual TOTAL %
Fon.e~s indigidupleus 445 ¶31 57¿ 90’t<
Conson.nt,s 338 89 427
Voc.I,s 107 42 ¶49
Stcuencí•s d~ 4on.m,’s, 32 34 66 IQ’/.
TOTAL 4fl 263 ¿42
74X 262<
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A la luz de esta distribución, se puede decir que en
español las unidades subléxicas más frecuentemente implicadas
en los errores de sonido, son los segmentos fonémicos
individuales, incluyendo en éstos tanto las consonantes como
las vocales que nunca interactúan entre si.
Es poca la evidencia que permita considerar a la sílaba
como unidad de codificación, debido a la escasa frecuencia con
que aparece en los errores y a la ambigaedad que caracteriza a
muchos de los presumibles errores silábicos. Es llamativo el
hecho de que sea superior el porcentaje de errores que
envuelven grupos de fonemas atraviesan las fronteras silábicas
que el de errores donde el grupo de fonemas tiene algo que ver
con los constituyentes silábicos. ¿Quiere ésto decir que todo
apunta a considerar los segmentos fonémicos individuales como
la unidad básica de los procesos de codificación fonoló9ica,
segmentos que son recuperados uno a uno y que, en muy pocas
ocasiones, se agrupan y guian tales prOcesOs,
independientemente de su status silábico?
La dirección de los datos parece responder
afirmativamente a esta cuestión, si bien, como advierten
oportunamente del Viso y García—Albea, debe ser tomada con las
debidas precauciones ya que, en el porcentaje de errores que
se ha tomado en consideración, parece que las silabas y sus
constituyentes han sido subestimados. En el empe~o por
prescindir de los casos ambiguas, se advierte que, en muchas
ocasiones, es imposible determinar si la unidad implicada es
un segmento individual o un conjunto de segmentos al coincidir
los fonemas adyacentes a los segmentos que interactoan.
Pues bien, si estos errores son contemplados como de
segmento individual, estaríamos ante el efecto de fonema
repetido, tan destacado por autores como Oclí (1984>, defensor
de los procesos interactivos en el nivel fonológico.
Por lo que se refiere a los errores en los que se ven
envueltos los rasgos distintivos, no aparecen en el “corpus”
suficientes casos críticos para ser tenidos en cuenta por lo
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Que, tal vez, Queden enmascarados en algunos errores de
segmento individual. En cualquier Caso, su existencia no
plantearla problemas especiales ya Que, al ser los rasgos
distintivos propiedades de los segmentos, la mayoría de
errores segmentales podrían ser fácilmente interpretables como
errores de rasgo (y de hecho, a mayor proximidad fonética
entre dos segmentos, mayor probabilidad hay de que interactúen
en un error>. Corno dice Garrett (1988), esta caracterización
de los errores de sonido en términos de conjuntos de rasgos
asociados a posiciones segmentales del marco silábico estaría
en consonancia con los natos empfr~cos y seria asimflable a
las teorías formales de la fonología.
2.8.2. Constricciones intrínsecas en los errores
de sonido: semejanza entre el segmento
error y el pretendido.
Aunque los rasgos distintivos no aparecen envueltos en
los errores subléxicos, eso no significa que no tengan nada
que ver con los errores fonológicos, ya que determinan una de
las regularidades más características según la cual la
probabí idad de Que dos fonemas interactúen en un error está
muy asociada a su semejanza fonética. Estos datos no discrepan
de los obtenidos en otros estudios (Fronhin, 1971
Shattuck—hufnagel , 1983; Shattuck—Hufnagel 1979>. Así, al
comparar la probabilidad de aparición de dos segmentos que
difieren entre si en uno, dos o tres rasgos, tal y como se
distribuyen en el espatioi, con la similaridad fonémica de los
segmentos que ,nteraccúan en los errores de sonido, es digno
de rese~ar que las proporciones empíricas se ven incrementadas
en un lO 5 sobre la probabilidad distribucional, en el caso de
os segmentos que se distinguen en un rasgo, y en un 5 %
Cuando se diferencian en dos. Sin embargo, el porcentaje
desciende en un 30 5 cuando los segmentos difieren en tres
asgos fonéticos.
Si se clasifican los rasgos según el lugar, modo de
lo’
articulación y sonoridad, esta última categoría es la que más
favorece los efectos de similer-idad, de for-ma Que el 67 t de
pares de segmentos envueltos en los errores de sonido,
coinciden en sonoridad, frente al 35 % y al 30 t que coincide
en modo y lugar de articulación respectivenlente.
Estos datos, pues, confirman la no intervención de los
los rasgos distintivos como unidades de planificación, pero
ponen de relieve e] papel relevante Que juegan al influir en
la probabilidad de que dos segmentos simultáneamente
disponibles interactúen en un error.
2.8.3. Constricciones extrínsecas sobre lgt&rr.gres de
son i dfl
Las constr,cc,ones extrínsecas en cuanto definen, corno
vimos, las semejanzas en el entorno de los elementos origen y
pretendido, regulan variables como posición y acento de los
segmentos implicados en un error, longitud de las palabras a
las que pertenecen los segmentos, la distancia entre unidades,
las relacionadas con el efecto de lexicalidad, etc. Las
constricciones en cuanto a la posición y el acento son un buen
medio para determinar los marcos estructurales de codificación
fonolóqica, mientras que el efecto de lexicalidad permite
clarificar hasta qué punto las operaciones en el nivel
fonolóqico son sensibles a las influencias de otros niveles de
procesamiento. Tales constricciones, sobre todo las
relacionadas con los marcos estructurales, concuerdan, en
español, con los resultados obtenidos en otras lenguas y son
más evidentes en los errores de movimiento que envuelven
segmentos individuales.
2.8.3.1. Constricción de~posición enja sílaba
En la mayoría da errores en español (97 tI, los
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segmentos origen y pretendido interactúan entre si ocupando la
misma posición silábica <onset. núcleo y coda) y, cuando el
~onset incluye dos consonantes, ocupando la misma posición
dentro del onset. Las únicas excepciones a esta regularidad
se dan en cinco perseveraciones y un intercambio.
Estos datos se ven reforzados al advertir que, en los
errores de movimiento que comprenden la adición de segmentos
desplazamientos y algunas anticipaciones y perseveraciones),
el elemento intruso siempre va a ocupar una posible posición
vacía dentro de la estructura canónica de la sílaba
coincidente con la de suposición original.
Existe, además, el dato significativo de que el 60 % de
os errores que respetan laconstricción de posición en la
sílaba se dan en posición inicial, lo cual supone el 66 de
todos los casos. (Fi 9,2. 1 1. Esta tendencia de la posición
inicial de sílaba a verse envuelta en los errores de
movimiento, no concuerda con los resultados sobre errores en
inglés notificados por Shattuck—Hufnagel (1987), para quien,
esa tendencia existe sólo cuando la posición inicial de sílaba
sa la vez, posición inicial de palabra, siendo irrelevante
en los demás casos.
Por otra parte, si se observan los porcentajes de
errores de moviniento, cuando los segmentos origen y
pretendido proceden de la misma oosición en la palabra 38 5
de los casos 1, la tendencia del error a afectar a la primera
silaba se ve bastante reducida (¶1 % ) %ig.2.2j. Este patrón
se cumple también en errores de sustitución no contextuales
<un 93% afecta a posiciones iniciales de sílaba y sólo un 18%
a posiciones iniciales de palabra).
una forma de poner a prueba si los errores de posición
inicial de silaba lo son por ser también de posición inicial
de palabra, consiste en seleccionar los casos críticos -
errores que afectan a consonantes iniciales de sílaba a través
de palabras polisilábicas o dentro de palabras de más de dos

















Posición en la sílaba de los segmentos
que interactúan <del Viso, ~99O)
Figura 2.2. Posición en la palabra de los segmentos
Que interactCjan <del viso, 1990)
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casos críticos evidencia un mayor número de errores en los que
se ven implicados consonantes en posición inicial de sílaba
que no es comienzo de palabra, que errores de consonante que
es, a la vez, comienzo de palabra y de sílaba. (Tabla 2.3.)
Tabla 2.3. Errores de movimiento que afectan a
consonantes en posición inicial de sílaba
(casos críticos> <del Viso, 1990>
TflRA-PALARRA INlER—PALASRAS TOTAL
Inicial de palabra 77 207 27/
No inicial de palabra 2t/ 37/ 737
Esta observación debe ser tomada con las debidas
precauciones y preservar de hacer afirmaciones demasiado
precipitadas, como que la posición inicial de sílaba juega el
papel más importante en los procesos de codificación. Si
alguna conclusión puede sacarse es, como dice del visola de
que esa regularidad puede reflejar la distribución estadística
de las silabas en español, donde, como se sabe, predominan las
silabas abiertas de consonante inicial (CV o Ccv>. Así, si
seleccionamos los errores críticos que afectan a consonantes
de silabas cerradas (CVC o CCVC), el porcentaje de errores se
distribuye casi por igual entre la consonante en posición
inicial y la consonante en posición final (51% frente al 49%
respectivamente).
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2.8.3.2. constricción de similaridad prosódica
En cuanto a los valores de acento, dos son las
observaciones a destacar:
a) En los errores de movimiento, los contextos silábicos
de los segmentos que interactúan tienden a tener el mismo









Valor de acento de las silabas a las que
pertenecen los segmentos que interactúan
<del Viso, IS9O>
bí Esta correspondencia es menor cuando se toma en
consideración el patrón de acento de las palabras a las que
corresponden los segmentos que interactúan entre si <ng.
2.4.)
Dado que, en términos generales, el factor de
correspondencia en el valor de acento de los errores
subléxicos es más débil que el de correspondencia posicional,
se podría pensar en la relativa inperneabilidad de este nivel
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ACEHIe DE IR PALARRA
Figura 2.4.Valor de acento de las palabras a las
que pertenecen los segmentos que
interactúan en los errores. (del Viso,1990>
de procesamiento a las variables prosódicas y admitir que la
asignación de acento ocurre en etapas más tempranas de
procesamiento.
La tendencia de los errores subléxicos en español a darse
casi por igual en silabas acentuadas y no acentuadas, podria
contribuir a esclarecer la controvertida hipótesis del stress
pre—entry <NlcKay, 1971>. Analizando los 41 errores críticos —
errores de intercambio dentro de palabras de más de dos
silabas que Derrni ten una condición control — tan sólo el 27%
(11 casos> cumplen dicha hipótesis y mueven el segmento
afectado de una sílaba acentuada a una no acentuada. En el 34%
<14 casos) el segmento Se mueve de una sílaba no acentuada a
una sílaba acentuada y el 39% (16 casos) corresponde a
intercambios entre silabas no acentuadas.
A la vista de estos resultados, si algo se puede
destacar, es que no confirman la hipótesis del stress
pre-entry sino que, más bien, apuntan una ligera tendencia en
sentido contrario de forma que, en estos casos, los segmentos
correspondientes a silabas acentuadas estarían más protegidos
de un posible desplazamiento que los demás.
2.8.3.3. Constricciones debidas a factores
contextuales de oalabra
Además de las variables de posición y valor de acento que
acabamos de n,encionar, otros elementos contextuales estudiados
en los errores de movimiento son la correspondencia en
longitud y categoría gramatical de las palabras a las que
pertenecen los segmentos que interactúan.
Por lo que se refiere a la IpngItv~4 <número de silabas>,
no se observa en el corpus español una correspondencia en
tal sentido en las palabras implicadas. Más bien aparece una
tendencia a no coincidir en número de sílabas, aunque esta
observación habría que contrastaría con los resultados de una
estimación al azar de la correspondencia en longitud entre dos
pal abras.
En cuanto a la tateqoria iramatical, es patente el
predominio de errores interactivos entre palabras de clase
abierta, sin que la correspondencia, en cuanto a su categoría
gramatical, sea muy sistemática.
En resumen, si las características de las palabras
afectadas por los errores de movimiento de segmentos no
imponen constricciones sistemáticas a dichos errores, habrá
que pensar en la hipótesis de Que, tal vez, sean propiedades
inherentes a la suaba, más que a la palabra entera, las que
son tomadas en consideración a la hora de concretar & marco
estructural de inserción de los elementos fonológicos en la
producción del habla.
los
28.3.4. Ambttgde codificación fonolómica
Si nos centramos en los errores de movimiento y
analizamos la distancia entre el segmento que da origen al
error y el segmento pretendido, se puede obtener información
relevante sobre el tamaño de las unidades de planificación en
un momento determinado de producción de una oración.
Exoresando esta distancia en términos de unidades
lingúleticas, se podrían analizar también las constricciones
que actúan sobre tal planificación, al contar con la clase y
número de fronteras atravesadas en cada tipo de error de
movimiento.
Las distancias entre segmento origen y pretendido del
error se miden en términos de silabas, palabras, sintagmas y
c?aúsulas. Ce una forma convencional se establece una
distancia O cuando los segmentos origen y pretendido de un
error se localizan dentro de la misma unidad lingúistica;
distancia 1 cuando se localizan en unidades adyacentes, y
así sucesivamente.
Pues bien, aplicado este criterio a los errores en
español, se obtienen los datos reseñados en la tabla 2.4.
Un análisis de los mismos permite destacar que la
distancia media que se da en los errores de cop,a
(anticipación y perseveraclón) es mayor Que la del grupo de
desplazamientos e intercambios, debido, tal vez, a que las
constricciones que operan en la relación entre segmento error
y origen son menores en el caso de los primeros.
En general, los movimientos de sonido rara vez
atraviesan los limites de la císúsula e incluso del sintagma,
efecto mucho más acentuado en el caso de desplazamientos y de
intercambios. y no menos interesante es el hecho de que la
mayoría de errores de intercambio y desplazamiento de sonido
en español, se dan dentro de una palabra simple, mientras que
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Tabla 2.4. Ámbito de movimiento de los errores
subí éx i cos
TIPO DE SILABAS PALABRAS SINlAGI4S CLAUSULAS
ERROR Media Rango Mcdi. Rango Mcdi. Rango Media Rango
Anticip. 2.7 1—lO 1.6 0—? 0.? 0—3 0.0 0—1
Pez-sse. 2.1 1-10 1.5 06 0.6 04 0.2 02
Desplaz. 1.2 1—3 0.3 0—3 0.1 0—1 0.0
Interc. 1.3 0—4 0.3 0—2 0.2 0—2 0.0 0—1
Incatipí . 3.3 1—14 2.0 ¡—6 1.0 0—4 0.2 0—2
las anticipaciones y perseveraciones tienden a comportarse de
manera diferente. En cualquier caso, los errores de movimiento
que comprenden unidades subléxicas son completamente locales:
los segmentos, rara vez van más allá de palabras adyacentes en
errores entre palabras, y más allá de silabas adyacentes en
errores intrapalabra.
2.8.3.5. Efecto de lexicalidad
Una de las variables que más eco ha tenido en las
investigaciones, es la del efecto de lexicalidad. A través de
esta variable se pretende estudiar hasta qué punto la
probabilidad de cometer un error fonológico está influida por
el hecho de que el “output del error sea un producto léxico
(una palabra> o no. Aspecto, por otra parte, central en la
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falta de consistencia en los resultados entre tareas
experimentales de inducción de errores por un lado, y errores
espontáneos, por otro, ha llevado a autores como García-Albea,
I~oa, del Viso (G~ Albea y del Viso, 1988; dei Viso, !goa y G~
Albea, 199<> y Dell & Reich (1981) a replicarlos.
Para Sarda-Albea, del Viso e Igoa, tomando conjuntamente
todas las categorías de errores espontáneos subléxicos en
español , los datos no dejan lugar a dudas ya que el porcentaje
de ½utpuC palabra es sólo del 35% <Tabla 2.5). Analizando
los distintos tipos de errores por separado, también aparece
un porcentaje mayor de no palabras salvo en el caso de las
sustituciones, donde la relación se invierte. Pero, copio
dichos autores reconocen, la categoría de las sustituciones
Tabla 25. Efectos de lexicalídad en errores de sonido
(del Viso, 1990>
TIPODE R E 3 u u T A O O
ERROR PALABRA NO PALABRA
M~JIM1ENTO
:
Anticipaci¿n 6 (1973 34 <817.>
Pcrsever,ci¿n 55 <30%> 132 <707.>
Desplazan,iento 8 (17/> 40 (63’!.)
Intercambio 32 <36/.> 52 (62’!.)
Incccpl,tos 32 (36/) 5? <64>9
NO C~1TEXTUALES
Sust¡tuc.¿n 41 <Sr’.> 30 (47/.>
24 (437,) 32 (57/.)
Adicián 0 1 (1007.)
TOTAL: 203 (35>9 376 (¿5%)
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asume ciertas particularidades ya que incluye muchos errores
-curiosamente aquéllos cuyo resultado es una palabra— que
acaso sean léxicos y no fonológicos, dado que podrían haberse
clasificado como malapropismos o sustituciones de palabra
basadas en la forma. En consecuencia, dicha categoría resulta
ambigua y con un marcado sesgo léxico, cosa, por otra parte,
lógica, debido a sus dificultades de clasificación.
Dell y Reich <1981) se apoyan en los datos a favor del
sesgo léxico para dar una explicación en términos de
interacción entre diversos niveles de procesamiento y rechazan
la propuesta del editor prearticulatorio. Hacen una
aportación metodológica digna de interés que es la de
determinar -en concreto, sobre el corpus de errores
espontáneos de Toronto— qué probabilidad existe de que se
produzcan al azar palabras y no palabras teniendo en cuenta el
factor de vecindad entre palabras y utilizando para el
cálculo las mismas palabras objeto de error. Esta ¼ecinda&se
interpretaba como la probabilidad de que un error que afectase
a una palabra produjera otra palabra cuanto más palabras
formalmente próximas tuviera <asi, la palabra piso tiene
más vecinas: paso, pesa, pisa, poso.. .que la palabra leña
Posteriormente comparan con dicha probabilidad la proporción
empírica obtenida de palabras y no palabras.
Pues bien, analizando únicamente los errores de
movimiento Que afectaban a fonemas consonánticos, en posición
inicial de palabra y en los que se daba una sustitución del
fonema pretendido seguido de Vocal , observaron el efecto de
sesgo léxico junto al efecto complementario de que las
palabras oreadas en los errores eran de una frecuencia
ligeramente superior a las creadas al azar, cosa que habla
sido puesta en cuestión por Garrett.
Esta aportación metodológica fué retornada por García—Albea
y del Viso y aplicada al ‘corpus español. En este caso el
análisis no se limitó a los errores en posición inicial de
palabra —en español abundan sás en posición inicial de sílaba—
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sino Que incorporó también errores en posición postinicial <en
el caso de consonantes trabadas) y final de sílaba, siempre
que dieran lugar a una secuencia fonológicamente legal. Los
resultados obtenídos no mostraron diferencias significativas
entre proporciones empíricas y teóricas en cuanto al sesgo
léxico.
Esta ausencia de sesgo léxico en los errores de
movimiento de sonido en español, apoyarla entonces la autonomia
o impermeabilidad del nivel posicional de procesamiento en la
producción del lenguaje respecto del status léxico de las
unidades con las que opera, si bien quedaria sin explicar lo
que ocurre en el caso de los errores inducidos
experimentalmente.
223.6. Influencias ±9flRi~RtQa$en los errores
l~x i ces
Otro aspecto de gran relevancia para determinar la
autonomía o no de los niveles de procesamiento es ver hasta
qué punto las operaciones propias del nivel funcional, en
terminología de Garrett, son influenciables por los tipos de
información manejados en el nivel posicional. Con otras
palabras, interesa analizar posibles influencias de lo
fonológico —nivel posicional— sobre el léxico —nivel
funcional—.
Siguiendo a Garrett <ig8Oa), hay dos procesos de
naturaleza no fonológica, a saber, el de selección e Inserción
de elementos léxicos, que son atribuibles al nivel funciona?
de representación. ¿Cómo interpretar la existencia de huellas
fonológicas en dichos procesos?
l1~;
2.8.3.6.1. ~ en errores
deselección3éxica
En el proceso de selección de elementos léxicos se
producen principalmente un tipo de errores, el de
sustituciones de palabras <Nooteboom, 1969; Fromkin, 1971;
Garrett, 1958a), que presentan las siguientes propiedades:
a> Las palabras implicadas en anbos tipos de errores
casi siempre son miembros de la misma categoria gramatical.
b) Frecuentemente se da una relación semántica entre
ellas.
Si estos dos tipos de constricciones sintácticas y
semánticas, actuando sobre dichos errores, se cumplen con
regularidad, quiere decir que estos errores son
inequívocamente atribuibles al nivel funcional. Pero hay un
dato aparentemente paradójico que parece contradecir tal
conclusión y es la existencia de gran número de sustituciones
de palabras que, aun observando la constricción sintáctica, no
parecen tener entre si ninguna relación semántica sino más
bien fonológica. Me refiero al caso de los malapropismos o
sustituciones de palabra basadas en la forma.
Esta dificultad encontró, sin embargo fácil salida al
postular diversos autores <Fromkin, 1971; Fay y Cutíer, 1977;
Garrett, 1980a> que el proceso de selección léxica se daba en
dos etapas. En una se trabaja sobre información de naturaleza
semántica y encuentran explicación los errores de sustitución
basados en el significado y las fusiones. Garrett la incorpora
en su modelo al nivel funcional. En la otra etapa no se hace
sino recuperar la forma fonológica de las entradas léxicas,
explica las sustituciones de palabra basadas en la forma y se
lleva a cabo, para Garrett, en el nivel posicional.
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Esta propuesta suponía avanzar en la concreción de dos
factores independientes que podían dar razón de los errores de
sustitución: uno, relacionado con la semejanza semántica, de
tal forma que los casos de una relación semántica clara entre
el segnento error y el pretendido no deberían mostrar parecido
fonolóqico; otro, relacionado con la semejanza fonológica,
donde 1as palabras relacionadas fonológicamente no deberían
mostrar relación semántica. Pero, como es obvio, no afrontaba
el problema pertinente para nosotros de cómo explicar, en el
caso de errores de sustitución semánticas, la aparición de
carecidos formales entre las palabras implicadas.
Para clarificar este problema, García—Albea y del Viso
seleccionaron una muestra de 524 sustituciones tomadas del
.,orpus de errores en español y analizaron la semejanza
fonolóqica entre la palabra sustituyente y la sustituida, de
acuerdo con loS siguientes indices:
Porcentaje de casos en que son idénticos los fonemas
¿orrespcnd:ertes a dichas palabras en cada una de sus
oosicior,es dentro de dichas palabras.
2> Porcentaje de casos con idéntico patrón de
estructura vocálica.
Pcr-entaje de casos con igual número de sílabas.
entaje de casos con idéntico patrón de acento.
Realizaron una estimación del Dorcentaje de
correspondencias atribuibles al azar y la compararon con los
valores ehp’ricos llegando a las siguientes conclusiones:
— Las sustituciones de palabra basadas en la forma y en
el significado son grupos independientes cuyo locus de error
se da en niveles distintos de procesamiento, tal y como
parecen a:>~nsar los índices 1 y 2 <se dió >na fuerte
correspondencia tanto de fonemas en las primeras posiciones
como de estructura vocálica, únicamente en las sustituciones
fonolóqices
‘va
— La correspondencia en número de sílabas y acento
<indices 3 y 4) caracteriza tanto a las sustituciones
fonológicas como semánticas, por lo que tales aspectos podrían
estar presentes, de algún modo, ya en el nivel funcional de
procesamiento.
— La frecuencia de las palabras (otro índice
complementario aplicado y según el cual la hipótesis de una
tendencia de la palabra pretendida a ser menos frecuente que
la palabra error sólo se confirmó en el caso de las
sustituciones fonológicas> no es relevante en el nivel
funcional mientras que si lo es en el nivel posicional.
Un caso especial de análisis de los efectos fonológicos
en los errores de selección léxica lo constituyen las
sustituciones mixtas y las fusiones.
Aunque la incidencia de las sustituciones mixtas es
baja, constituyen un tipo de errores digno de tener en cuenta
ya que manifiestan un parecido semántico y formal (E: carpeta;
Y: cartera). Esto crea problenmas a los partidarios de
influencias estrictamente ‘top—down’. Para obviar esta
dificultad se han dado explicaciones en las que los equiparan
totalmente a sustituciones fonológicas pertenecientes a un
mismo campo semántico o los entienden como una facilitación
semántica sobre los procesos de recuperación fonológica,
Por su parte, las fusiones tienen también un status
especial ya que en ellas aparece una semejanza semántica y
normal. Sin embargo no plantean el problema de las
sustituciones mixtas. En efecto, la semejanza semántica se
explica porque el origen del error parece situarse en el
momento de seleccionar dos indicadores léxicos. Y el carecido
formal se comprende porque la fusión se produce después de
recuperar la estructura fonológica de cada una de las entradas
léxicas. Es decir, su origen no parece atribuirse al nivel
funcional y, por tanto, están a salvo de la posible influencia
de variables pertenecientes a distintos niveles de
procesamiento.
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2.8.3.6.2. Efectos fonolóqicos sobre errores
de inserción léxica
Siguiendo a Garrett se consideran como errores de
inserción léxica, atribuibles al nivel funcional, los errores
de movimiento de palabras y, en especial, los intercambios.
Según Dell y Reich, para que estos errores sean
catalogados corso tal, se deben cumpí ir los siguientes
criterios:
- Que los errores afecten a palabras completas.
— Que las dos palabras implicadas sean de la misma
categoria gramatical.
— Que entre la palabra pretendida y la palabra origen
medien al monos don palabras.
Partiendo de estas observaciones, Sarcia—Albea y del Viso
trataron de poner a prueba la irrelevancia de la semejanza
fonológica entre las dom palabras implicadas en estos errores,
esperando no encontrar mayor semejanza que la esperada por
azar. para sus análisis se basaron sólo en 90 errores de
intercambio de palabras, pertenecientes al vocabulario de
clase abierta, adoptando los 4 indices de semejanza fonológica
utilizados en los errores de selección léxica que acabanos de
ver.
Sus resultados evidenciaron, una vez más, la ausencia de




A lo largo del presente capitulo se ha tratado de hacer
una incursión en los antecedentes históricos del interés
despertado en los últimos años por el estudio de los errores
espontáneos, como una buena fuente de datos para entender los
mecanismos de producción del lenguaje. En ese recorrido se han
ido desvelando distintos enfoques en la forma de afrontar
dicho estudio. Los trabajos psicolingúisticos actuales están
preocupados, prioritariamente, por analizar las regularidades
y constricciones sobre los elementos linguistícos implicados
en los errores, de cara a plantear hipótesis sobre lo que es
el procesamiento normal del lenguaje, niveles de
planificación, información sobre la que actúan, relación e
integración de dichos niveles, etc. Éstos trabajos se basan,
en general, en los datos recogidos de forma observacional en
colecciones de errores espontáneos, en diversos idiomas,
continuando una tradición emprendida en 1895 por Meringer y
Hayer.
Me he detenido en las dificultades netodológicas que la
recogida y clasificación de los errores de estas colecciones
conlíeva y he pasado a analizar el corpus español, su
contribución a la validación de las investigaciones
translingúisticas y su caudal de información psicolingúistica
sobre las peculiaridades del idioma español.
Se han reseñado las regularidades que aparecen en los
distintos errores y se ha dedicado el último apartado del
capitulo a estudiar solamente los errores subléxicos en
español con el objetivo de clarificar las propiedades y
mecanismos de codificación fonológica. nivel de especial
interés en el que se centra esta investigación.
Las regularidades y constricciones que muestran los
errores del español, han servido para determinar las unidades
de codificación fonológica y los marcos estructurales en que
se insertan.
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Por lo que se refiere a las unidades de codificaqj~fl, el
½orpu< español no difiere, en lineas generales, de los
resultados de otros corpora. Asumiendo que los segmentos
error son clasificacbles en términos linguisticos y
corresponden a unidades de planificación, se podría concluir
que la representación fonológica es guiada mediante la.
recuperación y combinación de segmentos simples más que de
sílabas, grupos de segmentos o rasgos distintivos. El dato de
que un 90 5 de errores que afectan a unidades subléxicas
corresponde a segmentos fonémicos individuales, es muy
significativo. Sin embargo, y a pesar del bajo porcentaje de
otras unidades, tanto la sílaba como los rasgos fonéticos no
son del todo ajenos a las unidades de codificación. La sílaba
impone fuertes constricciones posicionales a los errores y sus
constituyentes se corresponden en muchos casos a segmentos
error < así ocurre con los segmentos individuales, normalmente
asociados, en los errores de intercambio, a ~onsets
~ilábicos>. Los rasgos, por su parte, definen la naturaleza
fonémica de los segmentos error y determinan la probabilidad
de que dos segmentos fonémicos interactúen en el error, siendo
mayor cuanto más rasgos comparten. Todo ello llevaría a pensar
en el papel integrador de los constituyentes silábicos que
serían interpretables en términos del segmento o conjunto de
segmentos a los que se asocian y de los rasgos que definen
dichos segmentos, y que serian recuperados a la vez dentro de
una misma sílaba.
La concreción del parco estructural en el que se
insertan los elementos fonológicos, parece que viene mejor
definida por propiedades inherentes a la silaba que por
propiedades inherentes a la palabra. Los dos segmentos que
interactúan en el error suelen ocupar la misma posición en sus
respectivas silabas, cuyo valor de acento suele ser
coincidente. No aparece una tendencia a ocurrir en una
posición determinada <inicial, postinicial o final) o en
silabas tónicas y átonas, Ni la posición dentro de la palabra
ni el patrón de acento ni la longitud ni la categoría
gramatical de las palabras afectadas por los errores de
movimiento imponen constricciones sistemáticas a dichos
errOres.
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Se ha intentado concretar el ámbito de codificación
fonológica en términos de distancia entre segmentos pretendido
y origen. Tomando como base los errores de movimiento, casi
todos ellos se producen dentro de una misma palabra, la
mayoría son internos al sintagma y casi nunca cruzan las
fronteras de la claúsula. Esto se hace particularmente
evidente en el caso de intercambios y desplazamientos, mucho
más constreñidos en cuanto a la distancia.
Finalmente me he detenido en un punto crucial para la
discusión entre modelos autonómicos e interactivos de
codificación fonológica, Se trataba de analizar hasta Qué
punto las variables procedentes de otros niveles de
procesamiento influían en el nivel fonológico y en qué medida
otros niveles de procesamiento estaban abiertos a influencias
fonológicas.
En principio, parecería que los efectos en uno u otro
sentido se dan, a juzgar por la existencia de sesgo léxico en
los errores subléxicos y de efectos fonológicos en errores de
selección e inserción léxica. Es lo que para Dell y
Stemberger constituiría una prueba contundente de
pmrmeabilidad e interacción entre niveles de procesamiento.
Si nos ponemos a analizar el efecto de lexicalidad, los
resultados no son coincidentes. Autores como Fromkin (1971) y
Garrett <1976> no encuentran en sus respectivos corpus este
efecto, mientras Dell y Reich (1981) y Stemberger <1984b), sí.
Este sesgo léxico aparece, asimismo, más de lo que seria
esperable por azar en una red de simulación de errores de
sonido (Dell, 1986) y se acentúa en el caso de errores
inducidos experimentalmente (Baars, Motley y ?lcKay, 1975). En
elcorpus español no se da dicho sesgo.
Se han formulado distintas hipótesis explicativas. Para
Dell <1986) el efecto de lexicalidad seria perfectamente
comprensibleen un sistema estructurado en un conjunto de redes
de activación, cuyos lodos correspondientes a estructuras
fonológicas estarian asociados a nodos léxicos, con una
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transferencia de información recíproca, lo que demostraría la
interacción entre el nivel posiclonal (fonológico) y funcional
<léxico> de procesamiento. Para Carrete, no sería preciso
poner en duda la impermeabilidad entre niveles: bastaría con
incorporar al sistema un editor pr-e—articulatorio o
cualquier otro dispositivo de control, que chequease el status
léxico del producto final del habla. Sin ignorar estas
aportaciones, tal vez habría que hacer estudios más finos en
los que se controlase desde el posible sesgo perceptivo de los
coleccionistas de errores hasta la mayor disponibilidad de
ai9unos fonemas para ocupar posiciones de constituyentes
silábicos de la palabra pretendida, en función de la cercanía
fonética de esta palabra pretendida con otras. Sin necesidad
de recurrir a dispositivos especiales podría tratar-se de
fallos en los mecanismos internos de codificación fonológica,
encargados de transferir información segmental a posiciones
estructurales
Otro efecto, el de influencia fonológica en error-es
léxicos, tampoco está exento de polémica. El estudio de los
errores de selección léxica <sustituciones de palabra y
fusiones> llevó a Garrett a postular que el proceso de
selección léxica se desdobla en dos etapas: una en la que se
acude a información semántica, tiene lugar en el nivel
funcional de procesamiento y explica los errores de
.ustitución basados en el significado; otra, en la que se
recupera la torna fonológica de las entradas léxicas, ocurre
en el nivel posicional y da razón de las sustituciones de
palabra basadas en la forma. Con este planteamientio se
cerraban las puertas a las hipótesis interactivas que veían en
la existencia de dichos error-es una prueba importante de la
relación entre niveles de procesamiento. Pero no resolvia un
problema más determinante aún: explicar posibles parecidos
formales en errores de sustitución semánticos, tal y como
algunos autores habian sugerido (Dell y Reich, 1981; Mar-ley,
1984>. El trabajo de García-Albea y del viso con errores en
espaaol, aplicando a las sustituciones cuatro indices de
semejanza fonológica entre la palabra sustituyente y la
sustituida <posición, número de silabas, patrón de acento y de
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estructura silábica> es una contribución muy importante al
respecto. En él se demuestra la ausencia de correspondencias
fonológicas en las sustituciones semánticas, reforzando ami la
hipótesis de Garrett sobre la existencia de locus de error
independientes para las sustituciones de palabra basadas en la
forma y en el significado. Y parecida aportación hacen en
cuanto a los errores de inserción léxica (errores de
movimiento, especialmente, intercambios de palabras) donde no
encuentran una semejanza fonológica mayor que la que vendría
dada por azar.
Esta evidencia procedente de los errores espontáneos
parece apoyar que la representación fonológica en los procesos
de producción del lenguaje se estructura, en lineas generales,
conforme a los postulados de la fonología no lineal. Las
unidades de error vienen a ser segmentos fonológicos o
unidades del estrato segmental (capítulo primero). El hecho de
Que estas unidades correspondan a los constituyentes silábicos
y estén afectadas por una constricción posicional permite
asumir que la estructura silábica tiene algún modo de
representación que influye en los procesos de codificación
fonológica. Segmentos fonológicos y estructura silábica
desempeñarían, en este mar-co, funciones diferentes. l4ientras
aquéllos actuarían como unidades de error, ésta determinaría
los segmentos erróneamente seleccionados y las nuevas
ubicaciones a ocupar.
Los resultados sobre errores espontáneos en español
confirman muchas de las hipótesis autonómicas sobre el nivel
de codificación fonológíca. Su refrendo con datos procedentes
de errores inducidos experimentalmente así como la
profundización en el estudio de aspectos no resueltos <efecto
de inicialidad, sesgo léxico, papel de los constituyentes
silábicos, etc.>, constituirá el objetivo de las páginas
siguientes. En el capítulo siguiente se revisarán los
principales procedimientos utilizados para inducir errores en
situaciones controladas de laboratorio.
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CAPITULO TERCERO
LA CODIFICACION FONOLOGICA A TRAVES DE LAS DISTINTAS
TECNICAS DF INVESTIGACION EN LABORATORIO
3.1. INTRODUCCION
La dificultad en el estudio de los procesos de
producción del lenguaje, tal como reseñábamos en los capítulos
anteriores, se hace más patente cuando se intentan olanificar
y desarrollar métodos experimentales para comprobar hipótesis
relevantes. En el caso concreto de los errores, en cuanto
método clásico de invesugación en psicolingtiística, ésto te
ha traducido en una cierta descompensación entre los métodos
de registro observacional - diversas colecciones de errores
espontáneos, tan en auge en los últimos años y ya Con una
dilatada historia — y los métodos de laboratorio, no tan
abundantes o, flor lo menos, no tan diversificados y casi
ausentes en la literatura hasta los años 70. ¿a ausencia de
estudios controlados experimentalmente sobre errores verbales
fue debida parcialmente a la casi inexistencia de técnicas con
las que manipular fiablemente, en laboratorio, los errores del
había. Y es que no es tarea fácil observar los efectos de
variables independientes en estudios de codificación del
lenguaje, a causa de los obstáculos que se interponen en la
ideación de medios con que alterar el producto normal del
habla de los sujetos (outputs lingúisticos) en contra
de su voluntad Puesto que el hablante controla esos
cutputs, es difícil medir la conducta lingúistica especifica
que se desea observar.
Desde los trabajos pioneros de Motley y Eaars (1973> y
Baars y Motley (1974a), aportando una técnica de inducción de
errores experimentales que adquirió posteriormente una gran
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resonancia - curiosamente, técnica SLIP <‘Spoonerisms of
Laboratory—Induced Predisposition) —, han ido apareciendo
diversos métodos de producción de errores bajo condiciones
controladas. En casi todos éllos se presupone que los errores
inducidos tienen las mismas propiedades que los errores
naturales. Por una parte, persiguen como objetivo encontrar en
los errores artificiales las mismas regularidades y
constricciones que las observadas en los errores espontáneos
para poder generalizar los resultados, poniendo a prueba las
diversas hipótesis explicativas . Por otra parte, tratan de
concentrar-se en el análisis de aquellas categorías de errores
que suelen dar-se, espontáneamente, con muy poca frecuencia,
pero que resultan criticas para decidir entre teorías.
En las páginas siguientes revisaré, en primer lugar-, los
principales métodos de inducción de errores, su adecuación
para producir distintas categorías de errores y las hipótesis
sometidas a prueba en los errores artificiales. En segundo
lugar, haré una valoración de las técnicas más importantes.
rinalmente, recapitularé los objetivos de esta primera parte
estableciendo la transición a los experimentos presentados en
los dos siguientes capítulos.
3.2. PRINCIPALES TECNICAS DE INDUCCION DE ERRORES
VERBALES
3.2.1. TÉCNICAS QE SESGO ANTICIPATORIO DE LA RESPUESTA
3.2.1.1. Técnica SLIP : orocedimiento básico
<Baars, Motley & MacKay, 1975; Motley,
1980, 1986; ?Aotley & Baars Igísa,
1g76b,1976c, 1978, 1979; Motley, Baars
& Camden, 1981, 1963a; MotlCy, Canden
& Baars, 1979, >981, 1982).
Se trata de una técnica diseñada originariamente para
provocar un tipo determinado de errores, espuner-ismos o
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intercambios no intencionales de fonemas correspondientes a
silabas o palabras adyacentes, introduciendo un sesgo
fonológico en algunas palabras que interferían la correcta
emisión de otras palabras criticas (pares target> Por
ejemplo, si el par de palabras crítico a pronunciar por el
sujeto era MESA—Pozo se le hacia preceder de palabras con los
fonemas iniciales intercamoiados tipo PALO— MITO para inducir
el error PESA-MOZO El sesgo anticipatorio introducido par-a
provocar el error no sólo era de naturaleza fonológica; podía
ser también léxico, sintáctico, semántico, cognitivo, etc.
Motley parte de una técnica desarrollada anteriormente
por MacKay (1971) para estudiar el papel del acento (stress
preentry motor) y que consistía en hacer repetir a los
sujetos con rapidez, secuencias de cuatro silabas (Ejemplo:
TAY - CAY - RAY - DM) con acento prosódico en una de éllas
designada previamente por el experimentador. Con este
procedimiento se producían más intercambios de silaba entre la
sílaba acentuada accidentalmente y la precedente, que entre la
sílaba acentuada y la siguiente. En la secuencia tay — gay
EM - dey, ocurrían más errores de intercambio tipo BAY—gay
que day—RAY (el intercambio se produce en la dirección sílaba
acentuada—suaba no acentuada>. Motley critica dos aspectos de
esta técnica: la presunta confusión articulatoria a la que se
induce al sujeto (la repetición de la secuencia se convertía
en una especie de trabalenguas> y la incertidumbre para
concretar si lo que se or-oduce es un intercambio de sílaba
completa o de consonante inicial por ser la secuencia
fonológica que sigue a la primera consonante la misma en las
dos silabas
Para superar estos inconvenientes asume dos importantes
criterios oue, en su opinión, deberían estar a la base de una
buena técnica de producción de errores en laboratorio: Que los
errores provocados sean lo más parecido posible a los errores
espontáneos en cuanto a naturalidad, no intencionalidad y
diversificación de categorías y que, en consecuencia, se trate
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de error-es correspondientes a niveles de procesamiento
superiores al nivel articulatorio o neuromotor. Bajo estos
criterios, Motley desarrolla una metodología propia basada en
la aplicación de la técnica SLIP.
Esta metodología consiste, sumariamente, en hacer- leer a
los sujetos una serie de listas de pares de palabras que se
presentan a través de un tambor de memoria o de la pantalla de
un ordenador. Las palabras se leen en silencio a excepción de
algunas pares críticos (target’> que aparecen acompañadas de
un pitido y Que los sujetos pronuncian en voz alta. Por
supuesto, éstos desconocen que se trata de palabras clave y
que los pares precedentes están diseñados para provocar
errores de intercambio de sonido mediante la trasposición de
los fonemas correspondientes a aquellas posiciones Que se
espera que intercambien. Así, sí se quiere inducir un error de
intercambio de fonema inicial, el par target NOSEY—COOKS se
hace preceder de pares de interferencia como COULD-KNOCI<
COLD—NUNS, etc que tienen sus fonemas ini¿iales
intercambiados con respecto al par critico y crean el sesgo
fonológico suficiente para conducir al error deseado, en este
caso, COZY-NOOKS. La estructura de cada lista experimental de
palabras comprende pares neutrales o control, pares de
interferencia y par crítico o target . Los oares de Dalabras
neutrales son aquéllos cuyas posiciones criticas implicadas en
el intercambio deseado no están ocupadas por fonemas idénticos
a los del par critico <en el ejemplo anterior, el par sALE—
rECEIPT>. Los fiares de interferencia son aquéllos cuyas
posiciones criticas están ocupadas por los mismos fonemas que
los del par critico pero intercambiados (cúLD—nUNS en el
ejemplo>. El Dar criticq es aquél que define las posiciones
deseadas cuyos fonemas se espera Que intercambien los sujetos
produciendo el error < nOSEY—cOOKS en el ejemplo >.El pArn
error- es aquél resultante de intercambiar los fonemas
correspondientes a las posiciones definidas en el par critico
cOZY—nOOKS en el ejemplo ).
En las primeras versiones de sus experimentos, Motles/
presenta las listas de palabras a través de un taquistoscopio,
I
a intervalos de un segundo <900 m/s de exposición y ¶00 m/s de
intervalo interestímulo> cada par. En cada una de las listas
los pares de palabras neutrales preceden a los pares de
interferencia y algunos de éllos se ven también acompañados,
de forma aleatoria, de un pitido para que los sujetos los lean
en voz alta al igual ~ue los pares críticos. Se pretende así
que los sujetos no adivinen el patrón estructural de las
palabras ni puedan predecir el momento de aparición de las
pal abras <Ir iticas
Además los pares críticos son seleccionados a partir de un
conjunto de intercambios aparecidos en colecciones de errores
espontáneos - son, pues, Dotenciales intercambios
experimentales-..Para asegurar la atención de los sujetos a los
pares de interferencia, puesto que podían solamente fijarse en
los pares criticos, se indica explícitamente que presten su
atención a todos los pares de palabras de la lista ya que
tenían Que recordarlos posteriormente en una ficticia prueba
de memoria cloe, en realidad, no se pasaba. Con esta técnica se
obtienen porcentajes de errores, tanto de intercambios
<ompietos como incompletos <anticipaciones y perseveraciones>
en torno a un ¶0 5 en los pares criticos y a un 0 5 en los
pares neutrales. La figura 3.1 explicita la Secuencia
experimental de una lista de palabras.
LISTA CE PAVAERAS























Par neutral veró phrase




Par target COZY NOOKS
* Asignación al azar-
Figura 3.1. Ejemplo
errores
de una lista experimental para inducir
con la técnica sLIP.
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Normalmente, cada par de palabras target va precedido
de tres pares de palabras de interferencia fonológica conforme
al algoritmo descrito originalmente por Motley & Baars
<Motley & Baars, 1975a, 1976b, 1979; Motley, Eaar-s & Camden,
1981; Motley, Canden & Baars, 1979, 1981, 1962; Motley, 1986;
Sínsabaugh & Fox, 1965) <Figura 3.2). En cada lista, los pares
de relleno oscilan entre tres y cinco con asignación al azar
del pitido que advierte a los sujetos del par que deben
pronunciar en voz alta. Los pares de interferencia, nunca van
compañados de dicho pitido.
Características Pares de palabras Patrón fonémico de los
de los pares de los pares de
palabras
Interferencia need mop XBC XQR
Interferencia quiche top ABX xCR
Interferencia keen dot ABX PQX
larget deed cop ABC POR
(—> Reed dop 1
error esperado
Figura 3.2. Algoritmo de pares de interferencia y
target en una lista experimental de
inducción de errores con la técnica SLIP.
A, 8 y C representan la consonante inicial, vocal
media y consonante final, respectivamente, de la primera
palabra del error esperado. P , O y R, tienen los sismos
referentes en la segunda palabra del error esperado. X
representa cualquier fonema distinto de A,B,C,P,O,~. El patrón
vocálico es el mismo en todos los pares ).
!23
3.2.12. Técnica SLIP: Procedimien~g~
gntl’Ó zados
En un intento por optímizar al máximo la técnica SLIP
y hacerla más versátil, Motley y col introducen una serie de
variaciones que someten a prueba en distintos experimentos
cuyos resultados se podrían agrupar de la siguiente manera:
variaciones en cuanto al tíerqpod~presentación de
los estímulos
El tiempo de presentación óptimo para cada par de
palabras es el de un segundo y el del intervalo ínter-estimulo,
de menos de lOO mi lisegundos (mis). Con tiempos muy breves de
exposición (menos de medio segundo) los sujetos encuentran
muchas dificultades para realizar correctamente la tarea y
cometen errores muy complejos, en lugar de intercambios. Por
el contrario, con tiempos muy largos <‘.500 1,1/5 de
presentación ¡ 100 m/s de intervalo interestimulo) la tarea
resulta tan fácil que apenas se producen errores, cuando el
ritmo de presentación de los estímulos se ajusta al
parámetro óptimo, se obtiene un 10% de espunerismos,
porcentaje Que desciende a un 4% fuera de los limites
óptimos.
¿1 variaciones en el modo de presentación de los
estímulos
El Porcentaje de errores no varía sustancialmente cuando
las listas se presentan a través de un tambor de memoria o de
un magnetofón <bien por medio de un sólo canal o de dos
canales). Sin embargo, estudios pilotos hechos con ordenador,
resultan muy poco eficaces para elicitar errores (Motley,
986). Sin encontrar respuestas definitivas para ello, Motley
apunta como posibilidad explicativa de la diferencia de
nodal dad las siguientes razones:
l2r~
a) La presentación de los estímulos con un tambor de
memoria es instantánea, mientras que con ordenador,
los estímulos se van imprimiendo. si bien de una
forma muy rápida, de izquierda a derecha y letra a
letra en la pantalla.
b> En el tambor de memoria, el mecanismo de avance de
los estímulos produce un leve ruido que puede servir
de señal de atención a los sujetos. Esta ventaja
desaparece cuando la tarea se realiza con ordenador.
o) Los caracteres tipográficos de los estímulos son
mayores cuando éstos se presentan por medio de un
tambor de memoria que cuando lo hacen por ordenador.
3) Mariaci es en la señal de aviso
Cuando la señal de aviso a los sujetos <en este caso, un
pitido) no aparece simultáneamente al par de palabras
target sino entre 350 y 500 mIs después, el porcentaje de
errores aumenta un 65. Esta variación fuerza a los sujetos a
mantener la atención a cualquier par de palabras pero,
puesto que la señal coincide parcialmente con la aparición
del primer par de palabras de la lista siguiente, puede dar
lugar a interferencias hacia atrás. ( Camden et al. 1982a;
ilotley & Baars, 1375a, 1976c, íS?8, 1979; Motley, Baars &
Camden, 1981; Motley, Camden & Baars, 1979, 1981, 1982 ).
4) Variaciones en los pares de interferencia
En el procedimiento básico de la técnica SLIP, la
secuencia de palabras en cada lista experimental es la
siguiente: cuatro pares neutrales i- dos pares de interferencia
4- un par critico. Este patrón puede variar-se cuantitativa y
cualitativamente. Cuantitativamente, cambiando el número de
pares de interferencia entre un mínimo de uno y un máximo de
cuatro. Cualitativamente, modificando la similaridad entre el
1 _
par o pares de interferencia y el intercambio esperado,
siempre que los sujetos no puedan predecir ni el patrón de
interferencia ni el momento de aparición de la señal de aviso.
La fórmula que proporciona los mejores resultados (un 12 5 de
errores) es la construida con tres pares de palabras de
interfereocia siguiendo el algoritmo de la figura 32.
5> Variaciones en los fiares críticos
Cuando Ios pare.s de palabras críticos son creados
libremente por el experimentador, el porcentaje de error-es se
mantiene aproximadamente en un 10 5, similar al obtenido con
críticos seleccionados a partir de colecciones de errores
espontáneos.
e> Variaciones en el status léxico deles
Guardo las listas, en vez de estar elaboradas con pares
de palabras (en los experimentos en inglés casii siempre se
usan palabras rnonosilabas), lo están con no—palabras o silabas
sin sentido tanto en los pares críticos como en los de
interferencia de control, y se presentan a intervalos
inferiores a 100 m/s y con un tiempo de exposición de dos
segundos, el porcentaje de errores crece en torno a un 30 5.
3.2.1.3. Técnica 5L1P: Procedimiento modificado
La duda sobre si el procedimiento clásico de la técnica
SLIP (figura 3.3.) elicita verdaderos errores del habla
semejantes a Ths errores naturales o sí son debidos a que los
sujetos se equivocan en la lectura de los pares de palabra o
fallan en su recuerdo, le llevan a Dell <1.984) a aplicar la
técnica básica SLIP pero introduciendo algunas
modificaciones con el fin de controlar los posibles errores de
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concluyen que sus errores


















Figura 3.3. Fragmento de lista experimental según el
procedimiento básico de elicitación de
errores con la técnica 5L1P
Algunas de las modificaciones introducidas por Dell son
las siguientes: Los pares target son silabas con estructura
CVC y el mismo o distinto patrón vocálico; los pares de
interferencia son tres o cuatro y su patrón vocálico es
distinto al de los pares target; los pares target no
críticos tienen las mismas consonantes iniciales que el par
neutral inmediatamente anterior.
Cada par- de palabras aparece en la pantalla durante 900
m/s seguido do ¶00 m/s de pantalla en blanco. Los sujetos leen








(critico y no critico) aparece un conjunto de interrogantes
que avisan al sujeto para que repita en voz alta el par
anterior- rápida y claramente. Pos segundos después de la señal
aparece en la pantalla la pregunta ¿¡-<es cometido un error?” a
la que los sujetos responden sí o no. Dos segundos más tarde
aparece la palabra repita’ para que los sujetos digan, en
caso de advertir un error, el par de palabras que habían
,ntentado decir. Este juicio adicional junto con la tarea de
recordar de nuevo las palabras deseadas, se hacen para
identificar aquellos errores que pueden haber ocurrido durante
el “input. Así, por ejemplo, si al presentar- el par mad—
back un sujeto dice bad—mack , no advierte su equivocación
y recuerda luego el mismo par bad-mack como emisión deseada,
quiere decir que hay más probabilidad de que ese error
cometido sea un error de lectura que de habla. De lo
contrario, el sujeto corregir-fa su respuesta. <Figura 3.4).
Pares de palabras Explicación de su diseño
<‘oíl pat Par neutral
seed reap Par neutral
same rope Par target no crítico
Señal de aviso
lamb toy Par de interferencia
loan tent Par de interferencia
let tank Par de interferencia
tíme line Par target crítico
o,oo’floQ ~ Seflal de aviso
Figura 3.4. Ejemplo de lista experimental de elicitación de
errores por el procedimiento modificado de la
técnica SLIP <Dell, 1984>
Posteriormente Dell (1988> Dell introduce en su
procedimiento otra pequeña modificación consistente en
manipular el intervalo temporal disponible de respuesta. A los
sujetos se les pide responder tan rápido como puedan o,
mediante un tono, se les advierte del máximo intervalo
disponible para responder según variables establecidas. Corno
en el paradigma da 1984, también aquí los sujetos tienen que
juzgar si han cometido o no un error y repetir su respuesta.
<Figura 3.5)
Pares de palabras Explicación de su diseño
seed reap Par neutral
same rope Par neutral
lanb toy Par neutral
big dumo Par de interferencia
bust dog Par de interferencia
bet dart Par de interferencia
deal back Par target critico
QOO99099009 Señal de respuesta
Sonidos tonales Intervalo temporal
de respuesta
deal back Respuesta esperada
Figura 3.5. Fragmento de lista experimental <Dell, 1988)
3.2.1.4. valoración crítica de la técnica ~SLIP
Una de las criticas Que se ha hecho a este tipo de
técnicas ‘SLIP ha sido la de que no discrimina
suficientemente si los errores que elicita son verdaderos
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errores de producción o de percepción. El diseño de las tareas
a las que van asociadas tiene como objetivo provocar errores
de producción, ya que los sujetos tienen que leer en voz alta
los pares críticos correctamente, aun cuando la estrategia
experimental va encaminada a que se articulen de forma
incorrecta. Pero no es de excluir la posibilidad de que los
pares de interferencia confundan a los sujetos provocándoles
un input incorrecto que, en este caso, les llevaría a
producir un output correcto en función del target dictado
por dicho input . Sin embargo, el descontento de los sujetos
al cometer errores, 7~a inducción de outputs de error noléxicos y otros apoyos experimentales (Motley & Baars, 1976),
parecen reforzar la idoneidad de la técnica slip para
provocar errores de producción.
Para otros autores, los errores experimentales de este
tipo son provocados por una interferencia articulatoria — como
sí una articulación subvocal acompañara la lectura de los
pares de interferencia - que los situaría más próximos a los
errores de trabalenguas que a los espontáneos. Tal vez esa
subvocal ización se produzca pero no hasta el punto de
provocar una confusión articulatoria que conduzca a los
sujetos al error o de considerar que sea esa interferencia
articulatoria la fuente principal del error. Así se ha
puesto de relieve en dos tipos de experimentos donde se ha
tratado de minimizar la posible influencia de la interferencia
articulatoria subvocal <Motley & Baars, 1976bh En unos
experimentos se usaban palabras sin sentido con un tiempo de
exposición de dos segundos y se hacia oir la señal de aviso
500 m/s después del par target’ . Con éllo se trataba de
alejar lo más posible la presunta subvocalización del último
par de interferencia del intercambio deseado (dos segundos y
medio), de torna que, en este caso, se podría postular que la
articulación subvocal iba a facilitar una correcta
articulación de los pares “targel§ más que la comisión de un
error. Pues bien, el porcentaje de errores se incrementó hasta
un 34 %.
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En otros experimentos, la interferencia fonológica
afectaba minimarnente al par de palabras que precedía al
target, cuya similaridad con el intercambio esperado
consistía solamente en que la consonante inicial de la primera
palabra del par era idéntica. Subyacía la hipótesis de que la
capacidad de producir interferencia articulatoria seria muy
baja y, en consecuencia, los errores casi desaparecerían. Sin
embargo, el porcentaje de errores descendió tan sólo levemente
manteniéndose en tasas cercanas a las obtenidas cuando la
interferencia fonológica era mayor <un 7 5).
2.2. TÉCNICAS DE CoNrLIcTo
La presunción de que, en la base de algunos errores
espontáneos late un conflicto de elección entre distintos
fonemas, elementos léxicos o formas alternativas de expresar
un mismo mensaje según unas determinadas reglas, ha llevado a
algunos investigadores a diseñar otro tipo de experimentos de
inducción de errores provocando en los sujetos conflictos
similares que den lugar a interferencias cognitivas y,
consiguientemente, a errores <Raars & Motley, 1976; Motley,
1985b). En este tipo de tareas se mantiene la hipótesis, pues,
de que en todo plan de producción del habla el hablante se
mueve tratando de elegir entre diversas alternativas de
ejecución de dicho plan. Esta situación de conflicto no se
resuelve hasta estadios posteriores de procesamiento y hace
posible que se cometan errores <Baars, lSmOb). Oajo esta
hipótesis, se pueden inducir errores involuntarios pero
predictibles bajo la condición de presentar a los sujetos la
posibilidad de elegir entre dos alternativas de misión y de
reducir-les el tiempo disponible para seleccionar una de ellas
Así, nos encontramos con experimentos donde lo que se manipula
es la posibilidad de asignar uno u otro orden a una palabra en
un sintagma o a un sintagma en una oración, o experimentos de
selección entre una u otra oración o de recuperación de una u
otra palabra. En este sentido conviene recordar cómo muchos
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errores espontáneos están basados en alguna fuente de
conflicto (Motley, 1985). Así, en algunos errores el conflicto
se produce entre el mensaje que se está planificando para su
emisión y otro pensamiento ajeno: Ejemplo: ‘Es necesario una
unidad orgásmica” <dicho por un profesor a una atractiva
alumna> cuando se pretendía decir-: . . . una unidad orgánica”.
En otros errores el conflicto se da entre dos palabras que
compiten por su emisión <ejemplo: frilly” resultante de la
fusión de chilly” y frigid> o es debido a la indecisión por
modificar un sustantivo o no (ejemplo: roon mock’ por la
indecisión entre moon rock” o ‘rock’), o pone en juego dos
formas de ordenar palabras <ejemplo: “Spench and Franish” por
F<ench and Spanish vs. Spanish and French> o de ordenar
oraciones <ejemplo: ½epíllate la cama y... por ½epíllate
los dientes y haz tu cama ve. haz tu cama y cepíllate los
dientes> o dos modos legítimos de expresar un mismo mensaje
(ejemplo: ~Listen to the honking geeses” por Listen to the
honkíng gees vs. listen to the geeses honking’). Entre las
principales técnicas de conflicto están las siguientes:
1> Técnicas de conflicto secuencíal léxico <Técnica
WOC: Word—Order Competition> (Baars & Motley, 1976>
En los conflictos secuenclales léxicos se toma como
base el procedimiento básico de la técnica SLIP’ pero se
omiten los pares de palabras de interferencia. Se van
presentando a los sujetos distintos pares de palabras y. a
continuación, una pequeña señal o flecha advierte a los
sujetos del orden en que tienen que decir en voz alta el par-
precedente en el caso de que oigan un pitido. Se pide a los
sujetos que retengan momentáneamente cada par de palabras y
que lo repitan en voz alta, en el orden indicado por la señal,
cuando oigan un pitido que suena al mismo tiempo que aparece
dicha señal.
En versiones más actuales, se proyectan en la pantalla de un
ordenador pares de palabras seguidas de la instrucción
1.3 —
inviert&que requiere del sujeto decir el par de palabras
precedente en orden inverso, o la instrucción repita”
significando que el sujeto debe pronunciar en voz alta la
pareja precedente en el mismo orden que se le ha proyectado,
De esta forma se predicen errores como deal-some” o some—
deal” para “seal-dumb”, inversa de “dumb—seal. En cada lista
se incluyen pares control y pares ‘target en orden aleatorio,
Cada par “target” experimental va precedido por uno, dos o
tres par-es de control, sin ningún sesgo, alguno de los cuales
también los sujetos deben pronunciar en orden inverso.
2) Técoicas de conflictos secuenciales sintagmáticos
(Técnica POc: Phrase—Order Conflict) <Baars, ¶977;
Baars & Motley, 1982a>
En este tipo de conflictos se proyectan en la pantalla de
un ordenador oraciones con dos sintagmas verbales que puedan
intercambiar-se sin alterar seriamente el significado, ejemplo:
“La mujer llamó al taxi e ignoró al hombre”. La tarea de los
sujetos consiste en repetir las oraciones con los sintagmas
verbales en el mismo orden o en orden inverso <en el ejemplo
anterior: “La mujer ignoró al hombre y llamó al ta,~i >. De
esta forma se producen errores de intercambio como: “La mujer
llamó al hombre e ignoró al taxi”, o “La mujer ignoró al taxi
y llamó al hombre”.
3> Técnica de conflicto en la elección de_or aciones
Con esta técnica se trata de elicitar errores creando un
conflicto o competición simple entre dos versiones de
estructura superficial de un mismo mensaje. Los sujetos
observan dos oraciones, cada una de ellas precedida de una
letra/clave distinta, durante diez segundos. Ejemplo:
T “Po 1 have to put on my seat beltt
M : “Do Y have to put ms/ seat belt ont
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La pantalla sobre la que se proyectan las oraciones
queda en blanco durante cinco segundos y, a continuación,
aparece una de las letras/clave (T o ti> indicando a los
sujetos la oración que debe decir en voz alta. Así se esperan
errores sintácticos como los discutidos por Fay <1980): Ej.:
“Po 1 haya te put on ny seat belt ont <repetición de “on”>,
utilizando este mismo paradigma, dos oraciones que contienen
palabras sinónimas Ushout” y ye)V) pueden llegar a producir
fus,ones como “shell” tipo: ‘Do Y have to put on my seat belt
ont <repetición de ont
4) fl~cnica~~e conflicto en la recuoeración léxica
(Baars, iSQOal
Algunos errores de fusión de palabras se inducen
invitando a los sujetos a recuperar una palabra sinónima de
otra previamnente dada. Para ello se les entrega una lista de
palabras básicas. A cada una de ellas asignan un sinónimo.
Tras un periodo de aprendizaje, los sujetos responden con toda
rapidez a la aparición de una palabra básica diciendo en voz
alta la palabra sinónima asociada a ella. De esta manera se
pueden elicitar fusiones corno ½ristli” para el par ghastly’
y “grizzly’.
5) Técnicas de conflicto transformacional
(Baars, 1980a; Mckay, 1976)
Otro tipo de errores se pueden producir presentando a los
sujetos oraciones como John hit the balí”, seguidas de la
~eñal AcTIVA o PASIVA o PRESENTE o PASADO que avisa a los
sujetos de la transformación verbal a realizar. Cuando éstos
repiten la oración con la transformación oportuna, cometen
errores como Salí hit the bali” o ‘Bali hit the John”.
3.2.3. TÉCNICAS DE TRABALENGUAS
Algunas de las tareas experimentales con trabalenguas
onstituyeri una adaptacií~n de. le técnica “cLIP. El
1~<’
procedimiento es el mismo pero cambia la estructura de diseño
de los estímulos que es la que va a darles el carácter
especifico de trabalenguas.
Levitt & Healy (íSeB> utilizan como estímulos pares de
silabas sin sentido con estructura CV. Su patrón vocálico es
el mismo y tan sólo el par “target” presenta la consonante
inicial intercambiada. Ejemplo:
Pares de interferencia Par “tarqet
”
tu si — tu si — tu si ~ su ti
Los estímulos son presentados auditiva o visualmente y la
tarea de los sujetos consiste en pronunciar en voz alta no
sólo los pares de silabas “target sino también los de
interferencia. Para prevenir efectos anticipatorios en las
respuestas u otro tipo de efectos, se incluyen pares “target”
distractores <con las consonantes iniciales sin intercambiar>
y pares neutrales en listas de diferente tamaño <entre 1 y 4
pares). En la modalidad visual, la tarea de pronunciar cada
par de sílabas en voz alta con la mayor precisión posible, es
acompañada de la emisión de un ruido nítido a través de unos
auriculares, con el fin de favorecer una respuesta lo más alta
posible y minimizar la habilidad para controlar las propias
respuestas de los sujetos. En la modalidad auditiva, se
presentan cuatro silabas con el formato ABRA para las
consonantes y el formato ABAB para las vocales y los sujetos
tienen que responder con la mayor rapidez y seguridad. Ño
existen secuencias distractoras ni neutrales:
Sílaba í sil,? Sil.3 511.4 Patrón
Consonante s t t 5 A B B A
Vocal a u a u A 8 A 8
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Levitt y Healy intentan con estos experimentos aportar
evidencia experimental para una explicación del proceso de
producción de errores según la cual, la fuer-za de un segmento
es función de su frecuencia de aparición en el idioma, de tal
forma que los segmentos débiles (o infrecuentes) tienden a
aparecer como sustituidos, mientras los fuertes ( o
frecuentes> tienden a actuar como sustituyentes.
Trabajos experimentales con trabalenguas han sido
popularizados por Shattuck-’Hufnagel <1980, 1981, NaSa, 1986,
1987>. Esta investigadora emplea tanto sílabas sin sentido
corno palabras y su objetivo teórico es el de intentar
demostrar que los segmentos simples son las unidades de error
más comunes en los errores subléxicos y estudiar el papel de
la posición y del acento en dichos errores, Las silabas, con
estructura CVC, se seleccionan de acuerdo al siguiente
paradigma:
Ejemplo: / pof bis bat pus /
Sílaba 1 Sil.2 Sil. 3 Síl.4 Patrón
consonante inicial p b b p ABSA
Vocal media c a u ABCP
consonante final f s f s ASAR
Shattuck—Ñufnagel diseña sus experimentos tomando pares
de consonantes altamente confundibles (por ejemplo, p/f, un,
m/d, b/g, e/a) seleccionados de una matriz de confusión de
fonemas del corpus de errores del MIT.(Shattuck—Hufnagel &
Klatt, 1979a). Combina estos pares de consonantes en patrones
distintos para formar cadenas de palabras monosílabas como
mob dig dab mug /, Que son transformados en secuencias de
sílabas sin sentido con sólo cambiar sus vocales. Ejemplo:
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Pares de consonantes / m, d i y ¡ b, g ¡
Palabras: mob dig dab mug
Silabas sin sentido : mib deeg dobe mag
A su vez, intercamPiando las consonantes iniciales y
finales y seleccionando las vocales apropiadas se construye un
nuevo trabalenguas palabra/no palabra, con cada par de
consonantes en cuatro posiciones diferentes: inicial y final
en el trabalenguas de palabras e inicial/final en el
trabalenguas de palabras sin sentido:
ipalabras con /m, d/ en posición inicial : mob dig dab mug
2.Sllabas sin sentido con /m, d/ inicial : mib deeg dobe mag
3.Palabras con ib, ql en posición inicial : beam god bid game
4.Silabas sin sentido con /b, g/ inicial : bome geed boid gume
Los trabalenguas se escriben en tarjetas que se presentan
a los sujetos que leen cada secuencia tres veces en voz alta
y, luego, tapando la tarjeta, intentan repetirlo dos o tres
veces de memoria. Se anotan los errores producidos tanto en la
condición de lectura como en la condición de recuerdo.
Estos mismos estipiulos son también empleados en contexto
de oración con palabras—función (artículos, preposiciones y
pronombres> para analizar el papel de la estructura sintáctica
y prosódica. Ejemplo:
Con palabras CAt the pace of the cash with a curse and a
push”
Con silabas sin sentido: “It’s a tep in the dake for the
dipe of” a tuke”.
Esta metodología experimental con trabalenguas aparece
asimismo en los trabajos de Wilshire (1985).
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Wilshire emplea pares de fonemas altamente confundibles
<similares) y minimamente confundibles (no similares) para
estudiar el papel de la similaridad fonética en la
distribución de errores y son seleccionados sobre la base del
número de rasgos distintivos que comparten y no de una matriz
de confusión de fonemas, coso hace Shattuck—Hufnagel . La razón
es oue en una matriz no se distingue entre errores en posición
nicial y final de sílaba y tal vez los pares de fonemas no
sean igualmente confundibles en todas las posiciones. Se parte
de Que el uso de pares altamente confundibles puede crear
cierta confusión articulatoria y de Que los patrones de
alternancia aperiódica de los fonemas en las sílabas <ABRA)
producen una mayor confusión que los patrones de alternancia
regular <ARAR) <Butterworth & Whittaker. 1980; Kupin, 1979;
Schourup, 1913), por lo que el comportamiento de estímulos
similares y no similares es probable que sea diferente.
Se presentan conjuntos de palabras con estructura CVC,
siendo la consonante inicial distinta de la consonante final.
En la mitad de los conjuntos, los pares de consonantes
difieren solamente en un rasgo fonológico (ejemplo: /c/ /6/ y
¡m/ /n/: fonemas similares> y en la otra mitad difieren en más
de un rasgo (ejemplo: Idi iki y Ini /p/: fonemas no
similares). Cada consonante aparece dos veces en el conjunto
pero no hay dos palabras que contengan las mismas consonantes
nicril ¡ final. Cada par de consonantes se da dos veces en
cada conjunto: una en posición inicial y otra en posición
rina~ Por tanto, en el ejemplo:
chin chíme sheen shame ‘, el par ¡mi ini aparece como
un par final, mientras que en el ejemplo:
mob sud nib node “ aparece como un par en
posición inicial. Este paradigma no se cumplirla en
el ejemplo:
- chum chime shin aheen
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Las palabras de cada conjunto se configuran según un
patrón diferente:
a) Patrón de alternancia regular <ARAR) para las
consonantes iniciales y de alternancia aperiódica (ABRA) para
las consonantes finales. Ejemplo: - mob node mud nib
Sílaba 1 511.2 SIl.3 511.4 Patrón
Consonante inicial
Consonante final
m n m n ARAR
o d ABRA
bí Patrón de alternancia aperiódica (ABRA> para las
consonantes iniciales y alternancia regular (ARAR> para las
consonantes finales. Ejemplo: “ chin shame sheen chipe
Sílaba 1 Sil. 2 Sil. 3 SIl. 4 Patrón
Consonante inicial 5 ASmA
Consonante final n a n m ARAB
Igualmente, las palabras aparecen en forma de Lista
<ejemplos anteriores) o en forma de contexto de sintagma con
preposiciones y determinadores: Ejemplo:
‘From the chin of the shame to the sheen of the chime”
También se incluyen estimulos de contraste que contienen
palabras ortográficamente”irregulares” para controlar posibles
interferencias ortográficas. Ejemplo:
psalm knock gnome sack
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A los sujetos se les presentan los conjuntos de
estímulos en forma escrita con el fin de estudiarlos en
silencio y recitarlos, posteriormente, de memoria durante
cinco veces, cuando los estímulos aparecen en el contexto de
sintagma, los sujetos disponen de una tarjeta con los
elementos preposicionales y determinadores de relleno impresos
para que no se tengan que memorizar. Un metrónomo imprime a
los sujetos una velocidad regular y rápida (lOO beats/minutol
en sus respuestas.
Los resultados sugieren que la confusión creada por los
trabalenguas experimentales es efectiva para la elicitación
selectiva de errores interactivos y que los sujetos no actúan
solamente a niveles de procesamiento muy inferiores
<articulatorio> ya Que la existencia de ciertos errores como
desplazamientos y sustituciones de palabras apunta, por
ejemplo, a la influencia de otros niveles superiores. Aunque
los estimulas similares son más proclives al error que los no
similares, no hay diferencias en la susceptibilidad al error
entre los estimulos en forma de lista o en contexto de
sintagma ni entre un orden u otro <patrón similar o no
similar).
Los efectos de similaridad fonológica parecen reflejar-se
en mayor grado en los errores interactivos que en otro tipo de
errores. Tal similaridad actúa creando confusión entre
segmentos específicos más que incrementando la dificultad
articulatoria de la emisión como un todo. No se confirma la
hipótesis de que el patrón aperiódico (ABRA) induce más
errores que el patrón regular <ARAR>. Parece que los errores
ínter-activos de consonante final — sobre todo intercambios -
predominan en los estímulos en forma de lista y los de
consonante inicial en los estímulos que aparecen en el
contexto de sintagmas.
Modificaciones posteriores presentaron los estímulos en
contexto de sintagma con los elementos de relleno
(preposiciones y modificadores> formando secuencias iguales
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<ejemplo:”in the chin in the shame in the sheen in the chime)
Los sujetos podían leer en voz alta los estímulos en la fase
de entrenamiento <tres veces) antes de recitar-los de memoria
(cinco veces) en la fase experimental. Con esta modalidad
experimental:
— se obtuvieron mayor número de errores ínter-activos de
consonante final,
— la proporción de errores interactivos de consonante
final fué mayor que en la modalidad de presentación
de los estímulos en forma de lista,
— el comportamiento en todos los errores interactivos
en general, fué casi idéntico al de los errores en
contexto de sintagma con secuencias de elementos de
relleno diferentes.
Estos resultados sugieren que la buena formación
gramatical es suficiente para el procesamiento de los
sintagmas
Finalmente, no quisiera concluir este apartado sin hacer
referencia a otro tipo de tareas desarrolladas por Lackner &
Tuller <1979) muy próximas a los trabalenguas. Estos autores
entregan a los sujetos una secuencia o conjunto de cuatro
silabas <por ejemplo “pi di ti gi” ) y se les pide repetir
ininterrumpidamente esta secuencía durante un periodo de 30
segundos a un ritmo de una secuencia por segundo, ritmo
marcado por un haz de luz. De esta forma se inducen
ocasionalmente errores fonológicos. Los sujetos deben apretar
un botón cada vez que advierten uno de esos errores, midiendo
así la capacidad para detectar un error autoproducido y la
latencia en la detecc%n del mismo (intervalo temporal entre
el onset” verbal y la respuesta de autodetección del error ).
En unas condiciones, la tarea de autodetección es limpia y
clara, sin Verse perturbada por ruido alguno; en otras, se ve
dificultada por un ruido fuerte emitido a través de unos
auriculares y Que enmascara el habla.
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Los tipos de secuencias silábicas son diferentes: o bien
comprenden silabas cV con distintas Consonantes iniciales
(ejemplo: pi di ti gV) o bien alternan silabas CV y V
(ejemplo: ‘pi a ti o”) o bien incluyen únicamente sílabas
vocálicas. Las dos primeras modalidades permiten analizar
errores fonológicos de consonante según el lugar de
articulación la sonoridad o ambos rasgos a la vez.
3.3. LOS ERRORES FREUDIANOS EN LAS TÉCNICAS DE
r~oucc ION
Parte de la investigación experimental se ha centrado
también en la réplica de los “errores freudiano& en
situaciones de laboratorio. Como ya Subrayábamos en el
capitulo anterior, su estudio carece del suficiente interés
teórico para nuestros objetivos por ser ajenos a factores
específicamente lingaisticos y estar estrechamente vinculados
a pensamientos y ansiedades ocultas (Motley, 1980: Motley &
Saars. 1970).
Las hipótesis freudianas sobre los errores se han
sometido a prueba experimentalmente mediante el procedimiento
básico de la técnica SLIP’ de inducción de errores. Un
elemento común a estos estudios es la hipótesis de que en
muchas emisiones lingUisticas influyen distintos criterios de
evaluación semántica. Algunos de los resultados más relevantes
son los Siguientes:
1> En los criterios de evaluación semántica utilizados
por el presunto editor prearticulatorio influyen factores de
interferencia semántica verbal. En efecto, utilizando la
técnica base “SLIP”, los errores de intercambio <“mad bug”)se
dan con mayor frecuencia cuando los pares “target’ <“bad mug”)
van precedidos de pares de palabras con interferencia
semántica (“irate wasp”, ‘angry insect” 1, que cuando no
(Motley & Baars, 1976b). En estos casos, el significado de los
1. 4?
pares de interferencia es similar al de los intercambios
esperados, pero independiente del significado del par
“target”.
2) Las tareas de evaluación semántica están también
basadas, a veces, en estados cognitivos situacionales del
hablante. Asf, en experimentos donde a los sujetos se les
informa de la aplicación de falsos electrodos con descargas
eléctricas aleatorias — en realidad, no se producía ninguna —
o se les presenta como experimentadora una señorita vestida
provocativamente, aumentan los errores relacionados con dichas
situaciones de ansiedad. En el caso de la amenaza de descarga
eléctrica, los sujetos tendían a decir cursed wattage” en vez
de “worst cottage” , o ‘happy ses” en lugar de “sapy hex” en
los casos de ansiedad sexual, Lógicamente, los pares ‘target”
estaban diseñados para inducir errores relacionados con la
descarga eléctrica o la atracción sexual respectivamente
(Motley &Baars, 1979),
3) Las características de personalidad influyen en los
criterios de evaluación semántica. Sujetos con alto nivel de
ansiedad sexual, evaluado mediante pruebas previas, cometen
más errores relacionados con el sexo < get laid” en vez de
let gaid > que los que tienen menor nivel de ansiedad
(Motley, Camden & Raars, 1979
Todos estos experimentos, al igual que los realizados con
frases ambiguas, respaldarían la idea de que información que
presuntamente no tiene nada que ver con el mensaje que se
Quiere transmitir, puede entorpecer la producción del mismo
<Motley, 19a5b).
3.4. I’ECNTCAS DE JUEGOS DE PALABRAS
Otra modalidad experimental en el estudio de los
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errores ha sido la desarrollada por l’reiman y col. (l’reiman.
1983, 1984, 1986>. No se trata propiamente de técnicas de
inducción de errores aunque eso no quiere decir que sean
ajenos a aspectos de la producción puestos de relieve a través
de los errores. Se trata de un conjunto de técnicas diseñadas
para analizar el papel de los constituyentes
silábicos<”onset”, núcleo y coda). Han sido empleadas tanto
con adultos como con niños y consisten en transformar una
sílaba en dos o fusionar dos sílabas en una según una regla
previamente establecida o de libre elección.
3.4.1. Jueg9s de desogroposjsióflde una sllabaopmlabra
Estos Juegos de transformación de dos silabas o
palabras en comprenden dos fases: una de entrenamiento o otra
de prueba:
1> En la fase de entrenamiento los sujetos aprenden
juegos de palabras que admiten soluciones alternativas. En un
primer momento, el experimentador lee un conjunto de
sílabas/estimulo sin sentido y fonológicamente legales, con
ura estructura determinada (por ejemplo, consonante + vocal 4”
consonante. En adelante, CVC), transformada seguidamente en
dos silabas. La primera sílaba/respuesta contiene alguno de
los fonemas iniciales <par ejemplo, la consonante inicial)
seguida de un fonema o fonemas previamente seleccionados (por
ejemplo /aez/>. La segunda allaba/respuesta Contiene el resto
de fonemas de la silabaiestimulo (por ejemplo, vocal 4”
onsonante final). Sigu~endo esta estrategia, los sujetos se
encontrarían con
ki 4. kaez ig
Los sujetos repiten los ejemplos presentados por el
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experimentador. En un segundo momento, éste presenta, en orden
aleatorio, las silabas/estímulo y los sujetos deben decir las
dos sIlabas/respuesta resultantes hasta no cometer error
alguno. Si, en el ejemplo anterior se quiere estudiar la
preferencia por evonset”, existirían tres reglas posibles
presuntamente aplicadas por los sujetos en sus segmentaciones
y que para éllos, en principio, serían indistinguibles:
Regla 1: Añadir /aez/ al “onset” de la sílaba/estimulo y
continuar con el resto.
Regla 2: Añadir Iaezí al pjjmer_fonema de la
sílaba/estimulo y continuar con el resto.
Regla 3: Añadir /aez/ a l~primera_letra_imaAinariamente
detectada por_el sujeto y continuar con el resto.
2) En la fase experimental se presentan tres tipos
diferentes de estímulos:
a> Silabas criticas, con estructura diferente a las de
entrenamiento <por ejemplo CCVC : “skef”), diseñadas para
discriminar entre las reglas a estudiar y comprobar si los
sujetos prefieren la regla que se refiere a los constituyentes
naturales de la sílaba o reglas que comprenden otras unidades.
La sílaba crítica “skeU por aplicación de la regla 1
(regla del onset) daría lugar a las silabas /skaez/
lefí, mientras que las reglas 2 y 3 darían lugar a
/saez/ ikef/.
b) Silabas de control de memoria con estructura CVC,
como las de entrenamiento, cuyas consonantes iniciales se
puedan deletrear como letras simples, para comprobar si los
sujetos recuerdan lo aprendido en la fase de entrenamiento. En
el ejemplo tac% todas las reglas darían lugar a /taez/ /ac/.
o> Silabas de control de letra con estructura cvc, cuyas
consonantes iniciales puedan deletrear-se como dos Letras ( /~‘/
-—* /sh/ 1, para diferenciar la regla Rasada en la primera
letra de la regla basada en el Primer fonema. En el ejemplo
sog”, la aplicación de las reglas 1 y 2 darían lugar a I?Aezi
/09/, mientras que de la regla 3 resultaría /saez/ /hog/.
Los sujetos repiten en primer lugar las silabas
presentadas por el experimentador y, a continuación, las
descomponen en dos silabas/respuesta siguiendo el mismo
procedimiento aprendido en la fase de entrenamiento.
Semejantes procedimientos experimentales se emplean para poner
a prueba no sólo el status del “onset, sino también de la
risa y de la coda silábicas.
Aprovechando la intuición básica subyacente a esta
estrategia experimental, Treiman y cols. desarrollan una
versión modificada de este procedimiento. La predicción
contemplada es que, si las teorias de la estructura jerárquica
interna de la sílaba es correcta, las reglas segOn las cuales
los sujetos dividen las sílabas por fronteras no naturales
serán más difíciles de aprender que las que las dividen por
fronteras naturales. Para poner a prueba estas predicciones
realizan varios experimentas, cada uno de los cuales abarca
dos modalidades de juegos. En la primera modalidad, cada
sílaba/estimulo - con distinta estructura para el onset
(CCVC(, la coda <CVOC) y la rima <CVC> — es dividida después
de una frontera determinada correspondiente a uno de los
constituyentes silábicos reconocidos por la teoría:
slo~ /slaez/ /po~/ en el ‘onset”
gaind /gait/ /Oaend/ en la coda
Moz - /y s g/ /soz/ en la rima
En la segunda modalidad, cada sílaba/estimulo se
fragmenta en el punto correspondiente a una frontera no
natural
slo /saez/ Iplo& en el “onset’
gaind /gaint/ / c9aed/ en la codayo /yog/ /sc z/ en la rima.
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Los sujetos repiten la primera sílaba/estimulo
presentada por el experimentador y, seguidamente, disponen de
20 segundos para transformarla en dos nuevas silabas según el
procedimiento usado en los ejemplos. Los errores son
corregidos por el experimentador que informa, asimismo, de las
respuestas correctas cuando los sujetos no responden dentro
del intervalo temporal disponible. Los juegos se realizan en
sesiones distintas separadas por una semana como mfnimo con el
fin de evitar interferencias de aprendizaje.
3.4.2. Juegos de fusión de dos sílabas
Con los rinsmos objetivos teóricos que los juegos
anteriores, otras técnicas experimentales tratan de analizar
la preferencia de los sujetos para transformar dos sílabas sin
sentido en una nueva o la habilidad para aprender una regla de
transformación dada.
A los sujetos se les presentan dos sílabas sin sentido
con estructura CCVCC y se les pide combinarlas para formar una
nueva sílaba de la misma longitud que cada una de las
anteriores, produciendo así fusiones similares a las de los
errores espontáneos, debidas a la intrusión de elementos
sinónimos. La tarea se realiza en la modalidad de preferencia
o de habilidad.
En la modalidad de fireferencia los sujetos escuchan dos
silabas sin sentido, fonológicamente legales <por ejemplo,
flirz + gruns > y las combinan para formar una nueva sílaba
de la misma longitud, tomando parte de la primera sílaba
seguida de parte de la segunda. Son advertidos de que no hay
respuestas correctas. Primero repiten tres veces las
sIlabas/estimulo y luego realizan la tarea pedida. Cuando
repiten inadecuadamente las silabas/estimulo son corregidos.
El no seguimiento de las instrucciones hace que éstas se
tengan que repetir nuevamente y que los sujetos tengan que
emitir una nueva respuesta. Cada par de silabas/estimulo
pueden combinar-se y fusionar-se siguiendo reglas que dan lugar
a respuestas diferentes. Las reglas críticas que interesan e
efectos experimentales aparecen en la fig, 3.6.
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flins CC O V i O O) Segmentación rima
flirs CC O V o i O) Segmentación coda
Fig. 3.6. Reglas de aplicación aplicadas en las fusiones
por preferencia.
En la modalidad de habilidad los sujetos aprenden una
regla de fusión por cada sesión experimental con un intervalo
de tres dias por lo menos entre una y otra y tiene que unir
dom sílabas dadas conforme a esa regla para formar una nueva.
Al concluir la última sesión, el experimentador explica las
reglas aplicadas y pide a los sujetos una valoración de la
regla que les resultó más natural y fácil de aprender.
Tareas parecídas son las de “naming time” en las que a
los sujetos se les presenta visualmente una palabra
fragmentada en dos partes separadas. Los sujetos tienen que
decir la palabra entera como respuesta. Se compara la
velocidad con la Que los sujetos fusionan unidades
subsilábicas ( CC + yO ) con la que emplean para fusionar
unidades no segmentadas por fronteras subsílábicas ( 0 + CVC)
Muy próximos también a esta metodología experimental
desarrollada por Treiman y col., están los trabajos de Arnolda
(1985> para estudiar la estructura jerárquica de la sílaba en
los que, partiendo del paradigma de intercambio de sonidos
desarrollado por Carter & Bradshaw <1984> y Burrows (1984>, se
implica a los sujetos en tareas de segmentación de pares de
palabras y de posterior fusión de las mismas. En el paradigma
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de Carter y Bradshaw se presenta visualmente a los sujetos un
par de palabras y, en sesiones separadas, se les pide
intercambiar unidades particulares del par y decir el
intercambio resultante como respuesta. De esta forma, si el
intercambio a realizar es el de los onsets del par de palabras
“praa—flog”, el intercambio resultante será ‘flam”-prog”. En el
paradigma de Amolde, en unos casos los sujetos tienen que
aplicar una regla para fusionar dos palabras de una forma
concreta (regla de formación de fusiones); en otros casos,
tienen que decidir si una determinada palabra es la resultante
de una posible fusión de un par de palabras presentado con
anterioridad <regla de decisión de fusión):
Tareas de formación de fusiones
A los sujetos se les presenta un par de palabras
escritas con estructura OCVC y se les pide segmentar en dos
partes cada palabra por una posición específica para,
seguidamente, unir los fonemas correspondientes a la primera
parte de la primera palabra segmentada con los fonemas de la
segunda parte de la segunda palabra usando como respuesta la
fusión CCVC resultante. Las reglas de formación de las
fusiones son las mismas que las usadas por Treiman.
Existen tres posiciones por las que una palabra 9CaV,C,puede
segmentar-se:
al En la frontera entre las dos consonantes iniciales de
la sílaba:
0/ C,,V, 0,) Fusión regla Inicial
bí En la frontera de “onset” y ríma:
0,0,»’ V, 0,) Fusión regla “Onset
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c> En la frontera de peak” y coda:
O, O,V, / O>) Fusión regla Final
Por ejemplo, con el par de palabras “pr-am + flog” ( 0,0
vC,- C%C~V,~cj las palabras resultantes de la aplicación de
cada una de las reglas anteriores serian:
a> Fusión regla Inicial : plog ‘ < 0,4” C,V~C~>
b) Fusión regla ‘onset” : “ prog - < 0,0k+ V~C3
c) Fusión regla Final : - prag “ ( O,C~v,. C~>
Se trata de pares de estímulos monosilábicos, con
estructura CCVC. La mitad de pares dan lugar a palabras y la
otra mitad a no palabras como consecuencia de la aplicación de
una de las tres reglas de formación de la fusión. Cada tipo de
fusión se realiza en sesiones experimentales separadas.
Al sujeto se le dan instrucciones generales sobre la
naturaleza de la tarea subrayando la importancia de mantener
velocidad y exactitud. Antes de cada sesión recibía también
instrucciones sobre la fusión particular a realizar. El
experimentador se comunica con los sujetos mediante micrófono,
animándoles a repetir la sesión de entrenamiento tantas veces
corno sea necesario para asegurar-se una buena realización de la
tarea. Los sujetos disponen, además, de una tarjeta con un
ejemplo del tipo de fusión a realizar y controlan la
presentación de est<mulos a través de la pantalla de un
ordenador mediante un conmutador, Cada par de estímulos es
presentado durante 1.500 m/s y se miden los tiempos de
reacción desde la aparición del onset del par/estimulo hasta
el onset del estímulo/respuesta. Si un sujeto no inicia su
respuesta después de cuatro segundos de la aparición del onset
del par/estimulo ese item se considera incorrecto y se le
informa a dicho sujeto sqsualmente de que la respuesta no ha
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sido detectada. Y si una respuesta se inicia dentro del
intervalo de los 200 m/s es considerada como una falsa
respuesta accidental. Las respuestas dadas entre los 200 m/s y
los cuatro segundos, son anotadas manualmente por el
experimentador.
Los resultados de estos experimentos muestran una
preferencia por las segmentaciones Que se ajustan a las
fronteras entre las unidades subsilábicas. La segmentación
entre “onset” y rima se realiza de una forma más rápida y
segura que la realizada entre otras fronteras (entre las
consonantes de un “onset”, entre el núcleo y la coda o entre
las consonantes de una coda silábica).
2) lareas de decisión de t~So~s
Este tipo de tareas comprenden la presentación de un
par de estímulos con estructura CCVC seguido inmediatamente de
otro ítem COya. El sujeto debe juzgar si este último estímulo
es una fusión de sonidos del par de estímulos precedente
apretando una llave de respuesta. La fusión puede dar lugar a
palabras o a no palabras. De una forma esquemática se puede
ver un ejemplo experimental en la fig,3.7.
Los sujetos aprietan un conmutador de pie para iniciar la
presentación de cada par de estímulos durante un segundo. Al
desaparecer de la pantalla del ordenador este par, aparece una
palabra o no palabra target, también durante un segundo,
debajo del lugar donde han aparecido los pares/estímulo. Los
sujetos utilizan una llave de respuesta para indicar si el
target” es o no una fusión de sonidos correspondientes al par
de estímulos precedente. El tiempo de reacción se mide a
partir del “onset’ del “target’. Los sujetos reciben feed—back
visual de la precisión, corrección y velocidad de cada una de
sus respuestas.
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Fig. 3.7. Ejemplo de una tarea de
Arnolda utiliza
0n estructura cvcC
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3.5. TÉCNICAS DE PRIMINO IMPLíCITO
Otra de las modalidades desarrolladas en la
investigación sobre la codificación fonológíca es la utilizada
por Meyer <1988, 1990) en sus experimentos siguiendo el
paradigma de priming implícito”, con el objetivo de estudiar
el curso temporal de la codificación fonológica. Mediante
dicho paradigma Meyer introduce una tarea de aprendizaje de
pares de palabras asociados donde los sujetos, tras aprender
cinco pares de palabras durante un tiempo de práctica
determinado, se someten a los ensayos experimentales. En éstos
se presentan dos bloques de estímulos, cada uno de los cuales
comprenden Cinco grupos de palabras de cinco pares cada uno
con una relación fonológica sistemática entre las palabras que
constituyen el segundo miembtd dél ~ar Crí uno de los bloques
<bloque homogéneo), las palabras que constituyen el segundo
miembro del par de cada grupo están formalmente relacionadas






En el otro bloque (bloque heterogéneo>, por el








El priming implícito viene a ser el segmento o conjunto
de segnentos fonológicos que las palabras respuesta de un
grupo homogéneo tienen en común. La tarea a realizar por los
sujetos comprende una primera etapa de aprendizaje y una
segunda etapa experimental en la que, a la presentación del
primer miembro de uno de los pares <“prompt’) se responde
diciendo en voz alta el segundo miembro asociado de ese par
<palabra respuesta) lo más rápidamente posible, ya que se
tienen en cuenta tiempos de reacción.
Las palabras utilizadas en cada grupo de cada bloque se
pasan cinco veces en orden aleatorio. Suelen ser palabras
comunes del idioma (en este caso del holandés>, con el mismo
patrón de acento y el mismo número de silabas y tan sólo se da
una asociación semántica <según diversas formas de relación>
entre la palabra “prompt” y su correspondiente palabra
respuesta cuí dando de que tal asociación no se dé con el resto
de palabras del bloque.
Los sujetos disponen en la fase de aprendizaje de unas
tarjetas con los pares de palabras del bloque experiemntal
siguiente impresos en ellas. Los sujetos, una vez que están
seguros de haber aprendido de memoria todos los estímulos,
pasan a la fase experimental. Cada ensayo presenta la
estructura siguiente: se oye un tono <1000 hz> y aparecen en
la pantalla dos barras de fijación horizontales marcando, de
izquierda a derecha, el campo de aparición de la palabra
‘prompt” posteriormente. El tiempo de presentación de las
barras y el tono es de 200 m/s, seguido de 800 m/s de pausa,
al término de los cuales se presenta la palabra “prompt”
durante 150 m/s. Los sujetos entonces reaccionan diciendo la
palabra respuesta tan rápidamente como les es posible a través
de una llave vocal. El tiempo de reacción es medido desde el
onset de la palabra “prompt’ hasta el onset de la palabra
respuesta. La palabra prompt” va seguida de una pausa de 1050
m/s tras la cual se inicia el ensayo siguiente. Si los sujetos
no responden dentro de los 1000 m/s posteriores al onset de la
palabra “promot’ se varia ligeramente la estructura del ensayo
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haciendo oir un tono de castigo de 500 hz durante 200 mis
seguido de otra pausa de 200 m/s. Los sujetos son advertidos
de la importancia de evitar dicho tono de castigo. Se les
motiva asimismo a responder con rapidez y seguridad y se les
da a través del monitor, al final de cada bloque, un feedback
de sus respuestas: tiempo de reacción medio y número de
respuestas correctas, incorrectas y lentas. Los sujetos ganan
un punto por cada respuesta correcta, pierden dos por cada
respuesta incorrecta y uno por respuesta lenta.
Las principales predicciones de estos experimentos son
la de que, por tratarse de una tarea fácil, tanto en el bloque
homogéneo como heterogéneo se darán pocos errores y la de que
el tiempo de reacción de las respuestas será menor en la
condición de homogeneidad que de heterogeneidad, ya que el
prirning’ implícito que afecta a la primera condición
facilitará la respuesta. Es decir, los sujetos presumiblernente
reaccionan más rápidamente en los bloques homogéneos que en
los heterogéneos — se supone que el priming” imp] icito
servirá de preparación para la respuesta —, de forma parecida
a coco, en los experimentos de “priming’ clásico las palabras
“prompt” que guardan algún tipo de relación fonológica o
semántica con las palabras respuesta, ejercen efectos
facilitadores sobre la respuesta. Estos efectos desaparecen
cuando el priming es neutral <Brown, 1979; Carr y otros, 1382;
Pisoni y otros, 1985; Tanenhaun y otros, 1985>.
Meyer trata en sus experimentos de estudiar el Orden
temporal en que se codifican las silabas sucesivas y la
codificación fonológica de los segmentos de una sílaba. sus
resultados demuestran que las silabas sucesivas se codifican
secuencialmente mientras que los segmentos dentro de una
sílaba lo hacen simultáneamente. Meyer entiende los efectos
facilitadores del “priming’ implícito como fonológicos, y
propone Que el marco silábico es ocupado no a intervalos
regulares, Como propone Dell, Sino tan pronto como los
segmentos “onset”, núcleo y coda alcanzan cierto umbral de
set í yac ión.
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3.6, LA LECITIMIOAP LINGUIST¡CA DE LOS ERRORES DEL
HABLA ELICITADOS EXPERIMENTALMENTE: TEORíAS
EXPLICATIVAS.
La evidencia aportada por la mayoría de trabajos
experimentales de errores provocados en situaciones de
laboratorio, apunta a que un gran porcentaje de errores se
ajusta a las reglas de una buena formación sintáctica o
fonocáctica y dan lugar a palabras del idiona <sobre todo en
tareas ‘SLIPN, siendo muy poco numerosos lo que contienen
alguna anomalía lingú(stica, Esta tasa diferencial entre
errores legitimas ¡anómalos producidos por medio de técnicas
de inducción experimental ha sido tomada como un dato a favor
de la existencia, en el proceso de producción, de diversos
sistemas de control o de evaluación del producto linglifstico
encargados de prevenir o de impedir cualquier tipo de
anomalía. En este sentido se podría hablar, al igual que
ocurre con los esrrores espontáneos, de una relativa
normalidad de los errores inducidos. La forma de entender
esos sistemas de control durante el proceso de producción
varía en los distintos autores. Para unos, los resultados de
la producción del lenguaje son analizados o evaluados mediante
d,sDosit,vpsext~rnos al sistema de producción <teorías del
editor 1. Para otros, nc se necesitarían dispositivos externos
encargados de chequear el propio discurso del hablante, ya que
el mismo sistema está dotado internamente de mecanismos de
autocontrol que, a modo de feedback, actúa en distintos
momentos, de abajo arriba, de un modo directo y automático,
detectando inmediatamente cualquier error (teorías del
formLflador>
3.6.1. jp~prías del editor
Entre los autor-ea que reconocen la existencia de un
dispositivo externo de chequeo en los procesos de producción
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del lenguaje, unos lo conciben como distribuido a lo largo de
todo el sistema y otros con una actuación mucho más
restringida <editor prearticulatorio).
Los primeros entienden el editor como una especie de
homúnculo vigilante conectado a cada procesador y actuando en
los diferentes niveles de procesamiento (Laver, 1973, 1980; De
Smedt & Kempen, 1987; van Wijk & Kempen, 1987). Esta actuación
múltiple y especializada en distintas •formas de chequeo se
despliega mediante la toma en consideración de diferentes
criterios evaluadores Que explicarían muchos de los resultados
experimentales:
1> Criterio fonotáctico que explicaría por qué son más
frecuentes los errores cuanto mayor es la probabilidad de que
los fonemas implicados en el error cumplan las reglas
fonotácticas del idioma. Así, seria muy difícil que se
produjera el error “shlip sod” a partir del “target ““ slip
shod” <Motley & Raars, 1975).
2) Oriter4o léxi~q, que explicaría por qué los errores
que dan lugar a palabras (‘dum seal”———’* “some deal”> son más
frecuentes que los que dan lugar a no palabras incluso cuando
los estímulos “targeU son no palabras Cwice nin’—-——~ nice
win’) <Raars. Motley & Maxay, 1975a).
3) Criterio sintáctico, oue daría razón de por qué los
errores son más frecuentes cuando un intercambio de sonido da
lugar a una secuencia sintácticamente legitirra Cree han’——-—>
“he ran”> que cuando da lugar a una secuencia sintácticamente
anómala <“ree hurí” * “he run”> <Motley, Raars & Camden,
1981).
4) Criterio semántico, implicado en que, en el caso de
conflictos secuenciales de frase, los sujetos cometan más
errores de intercambio de palabras cuando éstas son
semánticamente legitimas <‘The woman ignore the boat aríd buy
the plane) que cuando no lo son <The woman fly the boat aríd
buy the plane”) <Raars & Motley, IsaZa).
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5) Criterio de aceg~spilidad social, en virtud del cual
los errores son más frecuentes cuando dan lugar a oraciones
socialmente aceptables (“tool carts”—-——’* “cool tarts”) Que
cuando dan lugar a oraciones que incluyen palabras tabú <“tool
Pera Levelt (>989> este editor distribuido por todo el
sistema presenta el problema de la reduplicación de tareas, en
el sentido de que al evaluar el “output de un componente de
procesamiento particular tiene que incorporar el misno tipo de
onocirniento del componente al que chequea, con lo cual se
Qaria en cada nivel de procesamiento una reduplicación de
conocimiento: el del procesador y el del editor y no quedaría
garantizada la autonomía de cada editor
Los autores Que restringen la actuación del editor a un
nivel dé procesamiento en concreto proponen Que dicho editor
chequca tan sólo los ½utputs” prearticulatorios. Este editor
prearticulatprtv sigue a la codificación fonológica y actúa
nterceptando o vetando un “output” extraño antes de su
articulación, de tal forma que cuando los sujetos construyen
una cadena de fonemas legitimos desde el punto de vista
léxico, dicha cadena encuentra vis libre para transformar-se en
un “output’ 1 ingóistico, mientras Que cuando elaboran un
‘output’ potencial, léxicamente anómalo, el editor lo rechaza
impidiendo su articulación (Reich & Dell, 1976; ClarW & Clark,
1977; Dell & Reich, 1977, 1950; Foss & Hakes, 1978; Carnsey &
Dell, 1904; Baars, Motley & t.ícKay, 1976; Motley & Baars,
1975a, 1975b, 19750, 1978, 1979; Motley, 1980; Baars & Motley,
‘976; Baars, 1977, 1978; Motley, Caeden & Baars, 1979, 1982;
Notley, Raars & Camden, 1981; Rosenberg & Cohen, 1966>. En los
trabajos en que se utiliza la técnica .5~jp~ parecería como
que los pares de interferencia crearían una confusión dentro
del proceso de secuenciación de los fonemas multiplicando las
posibilidades de elección de secuencias que podrían acompañar
la articulación deseada del ‘target”. En ese momento, el
editor prearticulatorio decidirla cuál iba a ser la cadena
fonémica definitivamente articulada, seleccionando entre las
distintas posibilidades.
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A la vista de esta actuación limitada del editor
prearticulatorio, consiguientemente no podría evaluar los
otros outputs’ intermedios en el proceso de generación del
habla, no estaría implicado en la actuación de la mayoría de
los componentes de procesamiento y, en definitiva, no
resolverla el problema de la reduplicación, ya que su tarea
evaluadora, por realizar-se inmediatamente antes de la
articulación, incluiría lo semántico, lo sintáctico y lo
fonológico.
3.6.1.1. Modelo de croducción del habla basado en
editor (Motley, Baars y Canden, 1983a1.
Motley et al. <1983a), recogiendo los resultados de
muchas invstigaciones sobre errores provocados, elabora un
modelo de producción del habla <Figura 3.8.> al que incorpora
el dispositivo del editor prearticulatorio.
En dicho modelo, el proceso de producción se inicia
cuando el hablante concibe una idea o nensaje (1) que desea
transmitir y articular. Cuando el léxico <2a) se activa se
producen las diversas representaciones léxicas de la intención
semántica. Como hay varias opciones léxicas para el mensaje
concebido, tienen que reducir-se o filtrarse hasta encontrar la
más adecuada (Sal. También se activan los procesadores
sintácticos <2b> en respuesta a la intención semántica,
seleocionándose, tras varios filtros (ab) la opción sintáctica
más viable. El mensaje se formula <4) teniendo en cuenta las
constricciones léxicas y sintácticas. Esta formulación
posteriormente se codifica fonológica <5> y neuromotóricamente
<6) y se articula <8> una vez que el editor prearticulatorio
<7) cheques el mensaje a emitír.
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Figura 3.8. Modelo de producción del habla con
editor (Slotley, Baars y Camden, 1983a>
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SINTAxIS (2 bí
El modelo implica la interacción entre algunos componentes
y un modo de procesamiento en paralelo más que secuencial , En
este sentido, apenas se diferencia de otros modelos <Olark &
Clark, 1977; Foss & Hakes, 1978). Su aportación específica
está en la incorporación del componente editorial y en el
reconocimiento de la influencia del contexto y otros factores
extralingúisticos <x>.
El léxico es concebido como una red de activación, Más en
concreto, la activación de un nodo léxico se propaga a los
nodos semánticos, fonológicos y sintácticos asociados y, a su
vez, el léxico puede recibir activación de otras fuentes
lingúlaticamente extrañas. La activación múltiple de un nodo
dado tiene un efecto acumulativo, de forma que los nodos
léxicos más activados son seleccionados para la formulación
del mensaje.
El editor prearticulatorio actúa sobre los mensajes
formulados chequeándolos en confrontación con el nivel de
activación de los nodos correspondientes del léxico. Si el
nodo léxico correspondiente al formulador es el más activado,
es aprobado para su emisión; si no lo es, queda vetada.
3.6.1.2. Qbservaciones en torno al editor
PLs~i-ticulatorio
La hipótesis del editor orearticulatorio no está exenta
de algunos interrogantes. En primer lugar, de los escritos de
Motley se desprende Que dicho editor incorpora en su tarea
evaluadora todos los criterios de valoración descubiertos
experimentalmente y citados anteriormente, por lo que seria
más prudente hablar de editores múltiples o de un editor con
múltiples funciones que, en muchos casos reduplicarían
funciones de otros niveles de procesamiento. Motley, Baars &
Camden (1983a), aunque en un principio postularon la
existencia de varias operaciones de control independientes o
en su inactividad hasta tanto no se presentasen formulaciones
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problemáticas, sugieren que se trata de una única operación de
chequeo que tiene en cuenta todo tipo de criterio Algo
explicable, asumiendo como asumen que el léxico recibe
activación de diversas fuentes, que existe interacción con los
diferentes subplanes sintácticos y que la activación recibida
se difunde a todos los nodos semánticos, fonológicos y
sintácticos asociados Bastaría, para este proceso de
evaluación múltiple, chequear los niveles de activación de los
nodos léxicos relevantes. Los errores harían referencia a los
niveles de activación residual de los nodos léxicos.
En segundo lugar, no aparece claro si el editor
prearciculatorío actúa vetando planes de producción
~napropiados o fomentando los apropiados. Los estudios de
laboratorio parecen demostrar-tanto lo uno como lo Otro. Este
hecho de la coexistencia de formas anómalas y adecuadas de
planes de producción, que podría ser contemplado como una
contradicción o como la manifestación de dos procesos
diferentes, es entendido más como formando parte de un
continuo que como una dicotomia en cualquiera de los criterios
relevantes, El editor, si es asi, consideraría la legítimídad
relativa del plan “cutput, vetando los planes muy anómalos en
comparación con los más apropiados. Los nodos más activados
necesitarian, en el modelo de Motley, la aprobación del editor
y los menos activados, su rechazo, de tal forma que los
niveles de activación de los nados dados corresponderian
generalmente a su nivel de apropiación para la formulación del
nensaje deseado.
En tercer lugar, uno se plantea la pregunta obvia de por
qué se dan los errores a pesar del editor prearticulatorio
que, en principio parecería como un mecanismo protector del
sistema frente a los mísmos. La respuesta de Motley es que,
cuando el editor actúa sobre la formulación de un mensaje dado
sus criterios son los de su legitimidad léxica, sintáctica,
etc,, pero no si tal formulación se corresponde con el plan
“target” , en cuyo caso se requerirla una completa
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reformulación del plan. Es decir, la formulación del mensaje
“target no es un criterio de evaluación. De esta forma, la
formulación de un error puede ser aprobada por el editor si
ese error se corresponde con nodos léxicos altamente
activados. Y, por otra parte, el editor, en último caso
podría fallar por no disponer de tiempo suficiente o para
detectar una anomalía o para corregirla una vez detectada o
para expresar el mensaje formulado tal como es. Esta
explicación , sin embargo, por querer decir todo no dice nada
y, desde mi punto de vista, no creo Que Se pueda afirmar
rotundamente que las propiedades generales del mensaje
“targe< sean completamente irrelevantes para el editor.
En cuarto lugar, no puede uno sustraer-se a la curiosidad
sobre lo que sucede después de que el editor- yeta un mensaje
formulado. Según los resultados de laboratorio, las
formulaciones vetadas parecen ser reemplazadas por el “target
original, a causa de que los nodos error, si sus niveles de
activación son bajos, son sustituidos por los nodos asociados
más activados que, generalmente, corresponderán a los del
“target” original. Estos nodos constituyen posteriormente el
output linguistico.
A la vista de las dificultades que las teorías del
editor plantea, no quisiera concluir este apartado sin hacer
una breve referencia a la opinión de Levelt sobre las mismas,
ya que no deja de ser sugerente. Desde su perspectiva, la
función del editor seria identificable con el sistema de
comprensión del lenguaje, con lo cual resultaría obsoleto
cualquier otro dispositivo adicional de control. De la misma
manera que cualquier hablante puede atender el habla de
cualquier interlocutor también podría atender su propio
discurso mediante idénticos mecanismos de comprensión del
lenguaje. Eso exigiría un doble recorrido perceptual por el
sistema linguistico: uno interno a través del cual el hablante
presta atención a su propia habla interna antes de
exteriorizar-se, y otro externo de consideración de su propio
habla exteriorizado (Levelt, 1983;1989)).
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3.6.2. Teorías del formulMgr
Las teorías del editor no excluyen que los resultados
obtenidos experimentalmente puedan ser también razonablemente
explicados mediante otras teorfas. Entre éstas ha adquirido
una cierta relevancia en la literatura la hipótesis de la
formulación, según la cual, los resultados obtenidos con
tareas de inducción experimental de errores admiten una
explicación en términos de decisiones cognitívas que tienen
lugar en estadios tempranos de procesamiento, más en concreto,
en el estadio de formulación regido por reglas encargadas de
activar palabras reales y de impidir las formulaciones
anómalas (no habría, pues, ni producción ni revisión de
anomalías, como sucedía con el editor), En este caso, pues,
entrarían en funcionamiento constricciones procedentes de
estadios tempranos de producción del habla, encargados de
prevenir anomalías lirigúisticas, de forma Que sólo llegaran a
formular-se corno ‘autputs” potenciales los errores
linquisticamente legítimos y no los anómalos <Raars, 1977b;
Dell & Re’ch, 1900>.
Se han propuesto diversas hipótesis basadas en la teoría
de la formulación; las más relevantes son las incluidas en los
modelos de Formulación Generativa <McKay. 19721 y en los
modelos connexionistas o de activación (Collins & Loftus,
1975; Dell, 1986; Stemberger, 1984a; Mckay, iSOSa>.
Según el modelo de Formulación Generativa de Mckay, sólo
se producen errores lingúisticamente legítimos de una forma
“tao- down’, a partir de alguna representación conceptual.
Funciona de una forma parecida a la gramática
transformacional Si en este marco sólo tienen cabida los
errores normales, se sigue que los errores con una formulación
anómala nunca llegarían a producir-se con técnicas de
laboratorio.
Por su parte, los modelos de activación permiten una
activación parcial de nodos correspondientes a fonemas,
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palabras o conceptos y, en consecuencia, que puedan producir-se
algunos errores con una formulación anómala, aunque el sistema
es guiado por constricciones que llevan a formulaciones
legitimas con más probabilidad que a formulaciones anómalas,
Estas apenas ocurren ya que , cuando los nodos léxicos son
activados, dicha activación se propaga hacia sus nodos
semánticos, sintácticos y fonológicos asociados, de forma que
la probabilidad de emitir-se es determinada por los niveles de
activación acumulados. La difusión de activación favorece la
selección de nodos legítimos y que los anómalos no lleguen a
formular-se. Sin embargo, estas hipótesis deben ser tomadas con
la debida cautela, ya que autores como Motley, Camden y Oaars
<1981, 1982) han demostrado que ciertos tipos de errores
anómalos pueden llegar a formular-se aunque no lleguen a
articular-se.
Las teorías connexionistas de control implican, por
tanto un sistema complejo de mecanismos de activación y de
feed—back que hace las funciones de un editor y posibilita la
detección inmediata y automática de cualquier tipo de error.
Pero ésto no siempre sucede así (Levelt, 1983> ni es
suficiente para explicar algunos efectos encontrados por
Raars, Motley & McKay (1975)en el sentido de que el efecto de
sesgo léxico desaparece cuando se utilizan corno estisiulos
experimentales tan sólo no palabras
Para concluir, no han faltado quienes han intentando
compatibilizar parcialmente las teorías de la formulación y la
del editor. Así, un modelo de editor puede comprender también
un estadio de formulación en que intervienen diversos
componentes <semánticos, léxicos, sintácticos> gobernados por
reglas y que dan lugar, de forma predominante, a formulaciones
linguisticamente legítimas. Se trataría de ver si tal
predisposición es impermeable a la creación subsiguiente de
diversas anomalías. Para Motley. Camden & Raars (1982>, éste
no seria el caso. Puesto que la competición entre distintos
planes de habla y otras clases de ruido de codificación
podrian dar lugar, ocasionalmente, a un plan distorsionado en
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estadios de formulación posteriores, en eme momento
comenzarían a ponerse en funcionamiento las operaciones
propias del editor (Baars & Motley, 1976; Motley & Raars,
1g76a). Habría, pues, procesos adicionales a los de
formulación que rebajarían la probabilidad de que aquellas
formulac,ones que v¶olasen el sistema de reglas llegaran a
articularse como “output’. La cuestión no estaría, por tanto
en analizar si el estadio de formulación de la producción del
habla es tan sofisticado como para ser capaz de evitar ciertos
errores, sino en aceptar Que, por ser susceptible al error,




Se han revisado tres grupos de técnicas de laboratorio
distintas, utilizadas en los estudios de producción: técnicas
de inducciónde errores <“slipt de conflicto y de
trabalenguas>, técnicas de juegos de palabras y técnicas de
‘priming” implícito. Con el primer grupo de técnicas se han
logrado inducir experimentalmente, a pesar de la dificultades
que comporta, tres tipos de errores de movimiento
fundamentalmente: intercambios, anticipaciones y
perseveracíones. Aunque el porcentaje de errores producidos no
ha sido muy elevado <sólo en contadas ocasiones se ha llegado
a un 30 %) han constituido un recurso importante de cara a
analizar regularidades y constricciones por las que dichos
errores se han visto afectados y a confrontar con los
resultados obtenidos en los errores espontáneos. Con los otros
dos grupos de técnicas , en los que no interesan propiamente
los errores, se ha intentado estudiar el papel de los
constituyentes silábicos en los procesos de producción.
En las técnicas de conflicto subyace la hipótesis de que
en cualquier nivel de procesamiento en la producción del
lenguaje existen diversos planes que cumplen con las
exigencias impuestas por la intención del hablante en ese
nivel. Es decir, una misma intención semántica puede ser
realizada mediante diversas emisiones ligtiísticas
correspondientes a los distintos planes con que puede
expresarse esa intención. Esto requiere que el sistema
língúistico realice, en algún momento del proceso de
producción, una selección entre los diversos planes que pueden
expresar el mensaje deseado y un “control de calidad” de los
mismos en base a una reglas determinadas, antes de dar via
libre a su emisión. Estas operaciones de selección y control
implican un tiempo de resolución de dichas actividades
cognitivas. De ahí que la estrategia básica para inducir
experimentalmente errores mediante este tipo de técnicas
consista en:
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a) Garantizar que el hablante disponga de dos
alternativas a elegir.
U> Limitar-le el tiempo necesario para la selección y
control normal de una de esas alternativas,
En el caso de la técnica básica “SLIP” — dónde, en
principio, no se manifiesta tan claro el conflicto y se induce
a los sujetos al error mediante un sesgo fonológico
anticipatorio de la respuesta —‘ el conflicto se establece
predisponiendo a los sujetos a repetir pares de palabras que
conrenzan, por ejemplo, con /p/ ib/ (pares inductores de
interferencia) cuando en las palabras “target” o deseadas, el
orden de los fonemas uflc~ales es ibI Ipi < baño — pate ¼ En
el caso de un intercambio de fonema inicíal completo, hay un
sesgo hacia la pr-e—entrada de la segunda consonante /p/ y la
post—entrada de la primer-a /b/, Que predispone a los sujetos,
en el caso de los palabras “target a comenzar can /p/ (paño)
y disparar el comienzo de la segunda palabra del par con ibí
(bata), produciendo el error “paño—bata”. (Raars & Motley,
1976>.
Esta hipótesis de la competencia entre planes
alternativos del habla parece más alar-o en el resto de las
técnicas <WOC, Poe, etc.>.
En cuanto a los error-es freudianos, éstos son el
resultado de un conflicto entre el mensaje que se pretende
transmitir- y otros pensamientos ajenos a dicho mensaje, que se
quiere mantener ocultos ante los ojos de los demás. Es algo
parecido a lo que ocurre con las frases ambiguas no
intencionales donde, a una determinada emisión corresponden
dos significados: uno, relacionado con lo que se quiere decir-;
otro, con pensamientos que están en la mente del hablante y no
se quieren comunicar.
Estos dos tipos de errores (freudianos y frases
ambiguas), pues, a diferencia de los anteriores, se produce
porque el mensaje deseado es obstaculizado por- elementos
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léxicos que, aunque activos, no se encuentran entre los
tomados en consideración de cara al mensaje.
En definitiva, el conflicto que da origen a errores donde
diversos elementos están compitiendo por introducir-se en un
mensaje, puede deber-se a:
a> Una indecisión acerca de la selección de una palabra
concreta <es el caso de los sinónimos).
b) Una indecisión en torno a la secuencia final de los
sintagmas, las palabras o los fonemas correspondientes a un
mensaje,
c) una indecisión acerca de la selección de dos opciones
sintácticamente válidas de expresar- un mismo mensaje.
Desde mi punto de vista, el éxito de las técnicas de
inducción de errores tomando como base el principio de
provocar distintas formas de indecisión cognitiva en el
hablante en torno a formas alternativas de expresar un
mensaje, no equivale a decir que todos los errores
experimentales obedezcan a conflictos de este tipo ni, mucho
menos, que los errores espontáneos tengan también este mismo
origen en todos los casos.
Es verdad Que conflictos de esta clase pueden ser
responsables de muchos errores espontáneos (Notley, iflOS).
Pero también es posible que los errores espontáneos tengan un
origen distinto.
Otro problema muy diferente es el de concretar el modo
de actuación del sistema de producción del habla. Los
resultados obtenidos en inglés con errores espontáneos y
experimentales, han servido par-a formular y reformular
distintas hipótesis interpretativas al respecto. Entre las más
consistentes destaca la tendencia del sistema lingoistico a
producir emisiones legitimas. Así, los errores que forman
174
palabras reales son mucho más comunes que los que constituyen
palabras carentes de sentido, los errores sintácticamente
anómalos son mucho menos frecuentes que los sintácticamente
legítimos y apenas aparecen errores con anomalías fonológicas.
Estos resultados flan dado pie a sugerir como hipótesis la
existencia de mecanismos de protección automática frente a
construcciones anómalas dentro del sistema de producción. La
concreción de la forma de actuar de dichos mecanismos, es aun
una cuestión abierta. La discusión se ha centrado
fundamentalmente en dos tipos de teorías como hemos visto.
Para unos autores, los resultados pueden explicar-se en
términos de decisiones cognitivas que tienen lugar en estadios
tempranos de procesamiento, más en concreto, en el estadio de
formulación sintáctica o semántica (teorías de la
formulación), debido a procesos de activación generalízada del
léxico que, como tales, protegerían automáticanente al sistema
frente a emisiones anómalas. Para otros, sin embargo, se haría
preciso postular la existencia de uno o múltiples orocesos de
revisión que se pondrían en funcionamiento antes de articular
cualquier tipo de emisíón y que, a modo de editor-es,
analizarían la integridad linguistica de las posibles
emisiones <teorías del editor-).
Haciéndome eco de los resultados con errores espontáneos
en inglés <Gar-rett, iSle; Fromkin, 1973a) y en español <del
Viso, 1990), se observa que el sesgo léxico en los errores
fonológicos no es un efecto definitivamente probado por-que, o
no aparece o existe una mayor- proporción de error-es que dan
lugar a no- palabras. Tal constatación nos sitúa en una doble
naradoja que plantea serios problemas a las hipótesis del
editor-. Por una par-te, la de limitar la actuación del editor
sólo a las tareas experimentales donde, por lo menos en
inglés, parece que se da el sesgo léxico, ya que en los
errores espontáneos o es muy débil o no existe <¿por- qué sólo
opera u opera más eficazmente en errores experimentales y no
en errores espontáneos?>. Por otra, la de tener- que explicar
por qué el supuesto editor fracasa en su cometido, aun en el
caso de los error-es experimentales inducidos, permitiendo la
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articulación de secuencias de sonido que no son palabras <¿por
qué unas veces actúa eficazmente y otras no?). Consciente de
estas paradojas, me he propuesto contribuir al estudio de los
efectos léxicos sobre los errores fonológicos, aportando uno
de los eslabones que faltaba en la cadena de resultados:
someter a prueba la existencia del sesgo léxico en errores en
espanol provocados.
En cuanto a las tareas con trabalenguas, aunque no han
sido tan utilizadas como las anteriores en procedimientos
experimentales de elícitación de errores, han dado también pie
al estudio de variables relevantes que afectan a los errores,
si bien desde objetivos teóricos no tan comunes: probabilidad
de aparición de los segmentos fonémicos en función de su
frecuencia de aparición en el idioma (Levítt y Healy),
capacidad de autodetección de errores <Lackner & Tuller>,
ámbito de las unidades de error en los errores subléxicos,
papel de la posición silábica y del acento
<Shattuck—Ñufnageí), etc. En este tipo de tareas se introducen
dos modalidades <auditiva y visual) en la presentación de
estímulos y éstos comprenden silabas sin sentido o palabras
presentadas o bien aisladamente o bien en contexto de frase.
Si bien hay que admitir que toda situación experimental
es artificial y que, por ser tal, en el caso del lenguaje, se
utilizan secuencias lingoisticas no naturales que inducen a
los sujetos a cometer errores, desde mi punto de vista, en
experimentos con este tipo de tareas la artificialidad es, a
veces, tan acentuada, que uno puede preguntar-se si las errores
obtenidos pueden producir-se por los mismos mecanismos
operativos del habla espontáneo.
Por una parte, la repetición o recuerdo de material
previamente preparado o aprendido que se exige en algunas de
estas tareas, aparte de pasar por- alto la posible presencia o
influencia de algunos de los niveles superiores de
procesamiento, plantea la dificultad de atribuir los error-es a
fallos mnemotécnicos o a fallos en el nivel fonológico de
procesamiento.
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Por- otra parte, la utilización de fonemas altamente
similares, unida a la repetición rápida de los mismos, hace
depender, en ocasiones, la producción de error-es de una
confusión o inercia articulatoria, razón por la cual nos
encontraríamos con errores debidos más bien a dificultades
articulatorias y, por tanto, de escaso interés para nuestros
propósitos.
Las juegos de palabras forman parte de múltiples
trabajos experimentales realizados por Treiman, cori niños y
adultos, y Arnolda, con la finalidad de estudiar el papel de
los constituyentes silábicos. Comprenden dos tipos de
estrategias: la descomposición, libre o conforme a una
determinada regla, de una sílaba en dos añadiendo uno o varios
fonemas a la primera parte resultante de la descomposición
(juegos por- transformación), y la fusión o mezcla, libre o
conforme a una determinada regla, de dos sílabas en una
<juegas da fusión>.
Para poner un ejemplo, si se presentan a los sujetos los
estímulos “cren flis, las tareas a realizar- podrían consistir-
en
Tarea 1: Transformar libremete uno de los dos estímulos
en dos añadiendo los fonemas ¡ap/ a la primera parte




Tarea 2: Transformar uno de los dos estímulos en dos
añadiendo los fonemas /ap/ a la primera parte resultante
conforme a una de estas reglas:




b) Añada /ap/ al onset del estímulo y continúe con el
resto:
crap en
Tarea 3: Fusionar libremente los dos estímulos formando
uno nuevo de la misma longitud que cada uno de ellos tomado




Tarea 4: Fusionar los dos estimulos formando uno nuevo
de la misma longitud que cada uno de ellos por separado, en la
dirección izquierda—derecha y conforme a una de estas reglas:
a> Segmente el primer estimulo después del primer






primer estímulo después del
siguientes tomándolos del
crí 5
c> Segmente el primer estímulo tras el núcleo y ai’iádale




Tarea 5: Determinar si el estimulo “cres” resulta de
fusionar, de una determinada forma, algunos de los fonemas






Pues bien, las tareas 1 y 3 están evaluando la
preferencia por descomponer o fusionar- estímulos de una manera
o de otra por tratar-se de una libre decisiónEn consecuencia,
cualquier respuesta es válida con tal de que se ajuste a las
instrucciones generales. Las tareas 2 y 4 evalúan el
aprendizaje en la aplicación de una cierta regla de
descomposición o fusión de los estímulos. Por tanto, pueden
dar-se respuestas erróneas como consecuencia de una mala
aplicación de la regla en cuestión. En la tarea 5, se trata de
un juicio de decisión sobre la buena conformación o no de un
estimulo a unas determinadas instrucciones.
Varias son las observaciones que se me ocurren al
respecto. En primer lugar-, la no uniformidad de las tareas de
juegos de palatras, introduce un sesgo mnemotécnico
diferencial que no puede pasar-se por alto. Así, el componente
de memoria en las tareas 2 y 4 quizá sea mayor- que en las
restantes, ya oue exige recordar una determinada regla y
demostrar la habilidad necesaria en la aplicación de la misma.
Ambas variaples se acentúan más en las tareas de
descomposición que de fusión y da la impresión de resultar-
bastante difíciles y artificiales para los sujetos por el
añadido de fonemas ajenos a los que el sujeto ve o escucha
copio estímulos. Su control, se hace, pues, necesario. El
aprendizaje de las reglas en sesiones separadas de las
propiamente experimentales, o el poder- contar con cartulinas
escritas par-a recordar las reglas, atenúa el problema pero no
lO resuelve del todo.
En segundo lugar, se hace preciso controlar el tiempo de
respuesta de los sujetos. Si lo que se está poniendo en juego
es la naturalidad o no de la segmentación de una serie de
estímulos por las fronteras correspondientes a los límites
entre los distintos componentes silábicos, tal actividad,
cuanto más natural, implica menor gasto cognitivo y SC expresa
en un menos tiempo empleado en su realización. Treiman, en sus
experimentos, parece no tener muy en cuenta esta variable
temporal ya que tan sólo impone como constricción la
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existencia de un intervalo máximo de respuesta. De ahí que la
aportación de Arnolda al introducir la variable tiempo de
reacción me parece una contribución importante.
En tercer lugar, y es algo a lo que alude también
Arnolda, en realidad, la tarea puesta en juego tanto en
transformaciones como en fusiones tiene un carácter doble
similar en ambos casos: exige primero la segmentación de los
flnputs’ y, a continuación, la unión de otros fonemas o de
algunas de las partes resultantes de la segmentación. Esto
hace que los resultados puedan ser interpretados o bien como
una preferencia de los sujetos por ensamblar- unidades que se
conforman a la estructura silábica o bien como una preferencia
por segmentar en los límites de dichas unidades.
En cuarto lugar, es necesario controlar la variable
lexicalidad, tanto en los estímulos experimentales utilizados
como en las posibles respuestas de los sujetos, por la
influencia que puedan tener en los resultados.
Finalmente, no pueden pasar-se por alto las dificultades
inherentes al procedimiento experimental más adecuado para
tratar aquellas tareas, como la 1 y la 3, en las que los
sujetos gozan de libertad para transformar o fusionar
estímulos según la regla que les parezca más oportuna. Aun
estableciendo constricciones precisas en las instrucciones,
las probabilidades de elección son tantas que se corre el
riesgo de tener que invalidar- los resultados experimentales o
perder muchos datos de escaso interés para los objetivos
teóricos. Es necesario, entonces, mantener un equilibrio que
permita establecer las constricciones más adecuadas que, aun
reduciendo algunos grados de libertad la respuesta de los
sujetos, dejen la posibilidad de elegir entre las diversas
alternativas más relevantes, sin sesgar a los sujetos hacia
unas respuestas determinadas.
En cuanto a los experimentos de Meyer siguiendo el
paradigma del “priming” implícito, creo que constituyen una
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aportación ingeniosa al estudio de los mecanismos de
codificación tonológica. Sin embargo, ami juicio, se tornan
excesivamente dependientes de las hipótesis más generales del
modelo de activación de Dell. Haré dos consideraciones.
Fn primer lugar, en el mar-co del modelo de Dell, el
proceso de codificación fonológica es un proceso recursivo
donde una misma sílaba es codificada repetidamente. En cada
ciclo de codificación reaparece la estructura silábica, cuyas
posiciones vacías son ocupadas por- los segmentos fonológicos
primados. Al final de cada ciclo, el nivel de activación de
estas segmentos desciende momentáneamente a cero pero
enseguida se reactivan y seleccionan de nuevo en el ciclo
siguiente, puesto que los segmentos recurrentes se mantienen
en un estado de activación más elevado que el resto de
segmentos. Situados aquí, es fácil intuir- que la sílaba
nr-imada facilxtará l~ codificación de las palabras respuesta
que contengan esa sílaba, seleccionándose más rápidamente,
bajo la suposición de Que la codificación de una sílaba
termina cuando la activación de sus segmentos alcanzan un
cierto nivel.
Sin embargo, el hecho de que los segmentos fonológicos
primados se preactiven y alcancen un nivel dado de selección
más rápidamente, va a influir- en la codificación fonológica de
las palabras respuesta en función de la posición de sílaba que
ocupan. Si es la primera sílaba, la codificación se hace más
rápida, pero si es la segunda, la preactivación de sus
segmentos interfiere con la codificación de la primera,
empleando más tiempo en la codificación. La cual es fácil de
entender desde la teoría de Dell, en que las sílabas de una
palabra se codifican secuencialmente y, por- tanto, la
preactivación de unos segmentos interfieren con la selección
de los segmentos Que tienen que ser seleccionados con
anterioridad a los preactivados. Por tanto, la eficacia de los
primes implícitos en las diversas posiciones de palabra, tal
coimo ínter-pr-eta Meyer, puede ser tornada como una base para
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inferir el orden temporal en que las diferentes partes de una
palabra se codifican fonológicamente.
En segundo lugar, no me parece que Quede definitivamente
resuelta la objección puesta por determinados resultados
experimentales a la predicción de Meyer de que los primes
implícitos ejercen efectos facilitadores sobre las palabras
respuesta. Según estos resultados, en ciertas tareas de
memoria en que se use el paradigma - de recuerdo serial
inmediato <ISP repetición inmediata y en el mismo orden de
una secuencia de estímulos verbales presentada previamente>,
la relación fonológica entre las palabras provoca una
interferencia que dificulta su recuerdo <Thomassen,
1970).Par-ece como que, en este tipo de experimentos, los
sujetos realizan su tarea generando y reteniendo
representaciones de las formas fonológicas de los estímulos,
de tal forma que la similar-idad entre ellos provoca la
interferencia.
Meyer responde a esta objección destacando las
diferencias entre su paradigma y el paradigma ISP. Así, en sus
experimentos, el que los sujetos, antes de la tarea
experimental, dispongan de todo el tiempo que deseen para
estudiar los estímulos, es más bien un indicador de que se
recuerdan sobre la base de una representación semántica más
que fonológica y, por tanto, no ha lugar a tal interferencia
fonológica <Raddeley, 1966b; Baddeley & Dale, 1966). Además,
hay evidencia a favor- de que la recuperación de estímulos
individuales se ve facilitada ligeramente por su relación
fonológica (Baddeley & Lewis, 1981; Monselí, 1984; Thomassen,
1970) y que lo que dificulta la tarea de los sujetos es el
recuerdo del orden serial de los estímulos recuperados
<Wickelgren, 1985), aspecto que no entra en juego en el
paradigma del pr-iming implícito. Y, como aspecto
complementario, en el paradigma de priming se tienen en cuenta
el tiempo empleado por- los sujetos en la recuperación de las
palabras respuesta, variable que no es considerada en las
tareas de recuerdo inmediato.
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A mi modo de ver, este posicionamiento de Meyer deja
claramente mar-cadas las diferencies entre uno y otro paradigma
pero no afronta con precisión, tal vez porque tampoco lo
pretenda, el papel ejercído por la relación semántica y/o
fonológica entre los estímulos. Estos son seleccionados de tal
forma que en cada par cada palabra está relacionada
semánticamente con su palabra asociada, tanto cuando forman
parte de bloques homogéneos como heterogéneos, pero no guardan
relación semántica alguna con las otras palabras del grupo, Y
sólo en los bloques homogéneos, junto a la relación semántica
se da una relación fonológica entre las palabras respuesta de
cada grupo,
Puesto que los efectos de ‘prirning fonológico aparecen
solamente en los bloques homogéneos donde, además, hay una
relación semántica entre los miembros de cada par de palabras,
tales resultados podrían interpretar-se como que, sobre una
misma base de asociación semántica, el “priming fonológico
ejerce efectos facilitadores en la recuperación de palabras
respuesta relacionadas fonológicamente.
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RECAPITULACION pg Los OBJETIVOS DE LA PRIMERA PARTE.
Con este capitulo se concluye la primera parte de este
trabajo. A lo largo de tres capítulos se ha intentado ubicar
adecuadamente el contenido de la investigación a desarrollar
en la segunda, en el contexto general de los estudios de
producción del lenguaje.
En el orimer- caoítulo nos hemos detenido en la
explicación que dan los modelos autonómicos e interactivos de
la naturaleza y funcionamiento de los procesos de producción
del lenguaje así como de los tipos de representación sobre los
que operan, deteniéndonos, de manera especial, en el nivel
fonológico. Este recorrido nos fla servido para:
a> Trazar una breve panorámica de los problemas básicos
que abordan los estudios de producción del lenguaje. -
b) Sistemetizar las líneas generales que configuran los
modelos más usuales de producción: autonómicos <Garrett) e
interactivos <Stemberger->,
c) Caracterizar las representaciones y procesos que
subyacen al nivel fonológico de codificación, tanto desde la
perspectiva de los modelos autonómicos <Shattuck-Hufnagel)
colmo de los modelos inter-activos (pelVi. Esta caracterización
particular del nivel fonológico se hace necesaria para acotar-
el ámbito más especifico en el que se va a desarrollar la
investigación de la segunda parte de este trabajo.
d> Hacer una breve incursión en el campo de la fonología
con el fin de destacar cómo es entendida la estructura
silábica, el papel de los constituyentes Silábicos y las
particularidades que, en este sentido, se dan en español,
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En el s~gundo capitulo se han revisado las
particularidades metodológicas y los principales r~ultados
obtenidos en una de las fuentes tradicionales de estudio de la
producción: los errores espontáneos del habla (lapsus
linguae”>. se ha pr-estado atención preferente a los datos
proporcionados recientemente por del Viso en su “corpus” de
errores espontáneos en español. Esta revisión ha permitido:
a) Conocer las regularidades y constricciones
linguisticas que operan sobre los error-es.
b> Definir, con mayor precisión, a partir de estas
regularidades y constricciones, los procesos y
representaciones con que actúa el procesador humano en el
nivel fonológico,
c> Especificar las unidades de codificación fonológica
en función de las unidades lingúisticas envueltas en los
error-es y los marcos estructurales en los que operan dichas
unidades. Estos marcos se definen por- la posición de los
segmentos afectados por- el error- en las sílabas y palabras, su
valor de acento, el efecto de la longitud de las palabras y su
categoría gramatical y el análisis de la distancia recorrida
entre las unidades subléxicas que ínter-actúan en un error-, ya
que dicha distancia sir-ve para determinar el ámbito de
planificación,
dI Concretar los dos fenómenos más determinantes para
optar entre modelos autonómicos o ínter-activos según su mayor
o menor- poder explicativo:
— el efecto de lexicalidad en los error-es fonológicos
o probabilidad de que éstos se vean influidos por- el
hecho de que el resultado del error sea una palabra,
y
-. la influencia fonológica sobre los errores léxicos.
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En el tercer c~pitulo se han presentado de modo
exhaustivo las principales técnicas experimentales utilizadas
en situaciones controladas de laboratorio en los estudios de
producción: técnicas SLIP’ de inducción de errores,
trabalenguas, juegos de palabras y ‘priming implícito. Las
técnicas SLIP’, trabalenguas y “pr-iming’ implícito se han
empleado tradicionalmente par-a replicar- las regularidades,
constricciones y efectos aparecidos en las colecciones de
errores espontáneos, así como para investigar problemas no
resueltos con claridad en tales colecciones. Las técnicas de
juegos de palabras se han utilizado para especificar la
función de los constituyentes silábicos en los procesos
fonológicos de producción.
En la segunda parte del trabajo se presentará el trabajo
experimental realizado para estudiar los procesos de
codificación fonológica en la producción del lenguaje.
Comprende dos capítulos. En el capitulo cuarto se replican
algunos de los efectos más importantes observados en error-es
espontáneos en siete experimentos en los que se utiliza la
técnica básica de inducción de errores —en su versión clásica
o modificada— y la técnica de intercambios por instrucción, El
capítulo quinto se centra en el análisis de la estructura
interna de la sílaba a través de otros siete experimentos con
tareas de fusión por preferencia o por instrucción.
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SEGUNDA PARTE
LA CoPIFICACION FONOLOGICA EN LA PRODUCCION DEL LENGUAJE:
EVIDENCIA EXPERIMENTAL
OBJETIVOS GENERALES y PLAN EXPERIMENTAL
En esta segunda parte del trabajo se plantean los
problemas e hipótesis más relevantes abordados en la
investigación, así como el método, resultados discusión y
conclusiones de los experimentos realizados.
Aparece estructurado en dos capítulos muy definidos. El
capitulo cuarto parte de las regularidades observadas y
efectos analizados en los errores subléxicos que forman parte
de la colección de errores espontáneos en español y constituye
una réplica experimental de dichos efectos. Consta de siete
experimentos en los que se aplican o bien algunas de las
técnicas SUP de inducción de error-es, revisadas en el
capítulo tercero, o bien técnicas de intercambio por-
,nstrucción.
Los principales efectos a contrastar empíricamente son
los siguientes
1> El efecto de inicialidad que incluye dos aspectos:
a) La tendencia de loa errores subléxices de
consonante, en silabas OVO, a dar-se en posiciones iniciales y
no finales de dichas silabas (Experimentos 1, 2 y 3), y b) la
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tendencia de los errores subléxicos a ocurrir en posición
inicial de sílaba, sea o no inicial de palabra (Experimentos 4
A y 4 8).
2) El efecto de lexicalidad o tendencia de los errores
subléxicos a crear palabras <ExperImentos 1. 2, 3 y 5
3) El papel de la correspondencia entre los valor-es de
acento de las silabas a las que pertenecon los segmentos que
interactúan en los errores subléxicos de movimiento
(Experimentos 4 A y 4 R).
4) El efecto de semejanza, en función del cual la
probabilidad de que dos fonemas ínter-actúen en un error viene
dada por la semejanza fonética de dichos segmentos, entendida
en términos de los rasgos fonéticos que comparten.
(Experimento 5).
5> El grado de consistencia de los “onsets” silábicos en
cuanto unidades de planificación,cuando aparecen integrados
por un grupo de consonantes (obstruyente+liquida) (Experimento
6),
Las técnicas utilizadas serán fundamentalmentes tres:
1) La técnica clásica de inducción de errores
desarrollada por Motley et al. y comentada en el capitulo
anterior <técnica SLIP). en su versión visual (Experimentos 1
y 4 A) o transmodal — auditivo/visual— <Experimento 4 8).
2) La técnica de inducción de error-es flor interferencia
qeneralizada que es una modificación de la anterior, en la que
todos los pares previos al “target incorporan un sesgo
fonológico determinado según el error que se quiera inducir- y
son repetidos, junto al target’, en voz alta (Experimentos 2,
5 y 5>.
3) La técnica de intercambios por instrucción, que
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consiste en aplicar, de la forma más rápida y precisa posible,
una regla de intercambio de sonidos señalada por el
experimentador (Experimento 3).
En todos estos experimentos se analizan dos tipos de
datos: errores cometidos y tiempo de reacción empleado.
El capitulo ouinto constituye una contribución original e
importante al estudio de los mecanismos de codificación
fonológica. Recoge los resultados de la investigación
realizada en siete experimentos sobre la organización interna
de la sílaba, la influencia de la sonoridad de los segmentos
fonémicos en esa organización y el papel desempeñado por los
constituyentes silábicos. Esta atención a la sílaba se deriva
de una constatación observadá en los errores según la cual,
aunque no pueda considerar-se como unidad de planificación
durante el procesamiento fonológico, impone, no obstante,
determinadas constricciones posicionales sobre los errores
subléxicos.
Junto a esta diferenciación en el objeto de estudio, este
capitulo incorpora una metodología diferente basada en el
empleo de dos técnicas de fusión de sílabas sin sentido:
fusiones Por preferencia (Experimentos 7 A, 7 8, 8 A y 9) y
fusiones por-instrucción (Experimentos 8 B, 10 y 11>. En las
fusiones por preferencia se elige libremente la forma de
combinar- dos sílabas sin sentido en una nueva, mientras en las
fusiones por instrucción las silabas se combinan par-a formar
una nueva de acuerdo a una regla señalada por el
experimentador.
El caDitulo sexto tratará de evaluar e integrar los
resultados obtenidos en un modelo de codificación fonológica y
recogerá las aportaciones más relevantes de esta investigación
en forma de conclusiones.
En resumen, en plan experimental es el siguiente:
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A> PRIMERA PARTE DE LA INVESTIGACION (CAPITULO CUARTO):
REPLICA EXPERIMENTAL DE ALGUNOS
LOS ERRORES ESPONTANEOS.
EFECTOS OBSERVADOS EN

















8) SEGUNDA PARTE DE LA INVESTIGACION <CAPITULO QUINTO):
ESTUDIO EXPERIMENTAL DE LA
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ESTUDIO DE ALGUNOS EFECTOS OBSERVADOS EN ERRORES
ESPONTANEOS SUBLEXICOS: EVIDENCIA BASADA EN ERRORES
INDUCIDOS E INTERCAMBIOS POR INSTRUCCION.
El estudio de las regularidades y constricciones
intrínsecas y extrínsecas observadas en los errores
espontáneos, cuenta con una gran tradición en las
investigaciones sobre producción del lenguaje. Este estudio ha
servido, entre otros objetivos, para especificar las unidades
de planificación implicadas en los distintos niveles de
procesamiento, para esclarecer los marcos estructurales en los
que se mueven tales unidades y para detectar la independencia
o interaccción entre niveles. Muchos trabajos de laboratorio
se han desarrollado par-a replicar-, en situaciones controladas,
estas regularidades y constricciones o para clarificar
problemas no resueltos, bien porque los datos no fueran
coincidentes, bien por la importancia de abordar aspectos
teóricos relevantes poco explicitados en los error-es
espontáneos.Así, en el nivel fonológico de producción han ido
apareciendo investigaciones centradas en el análisis del tipo
de unidad afactado por el error- <rasgos fonéticos, segmentos
fonémicos, grupos de segmentos, sílaba), de semejanzas
fonéticas entre el segmento error y el que se desea proferir
(“target”), de semejanzas en el contexto de los segmentos que
intervienen en el error (posición y valor de acento de la
sílaba y palabra a que pertenecen>, del valor léxico de los
errores cometidos, etc.
El desarrollo de estos trabajos experimentales en otros
idiomas como el inglés es ya abundante mientras que, en
español, es casi nulo. Esta investigación responde, en su
mayor parte, al deseo de llenar esta laguna aportando la
evidencia experimental que se hacia necesaria en españOl.
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Mucho más si, con ello, se pueden desvelar determinadas
particularidades del idioma, ya ap&cntadas por del Viso en su
tesis doctoral (1990) cuando pone de relieve la no
coincidencia de algunas regularidades observadas en su
colección de errores espontáneos con las detectadas en otros
idiomas.
Este capitulo recoge la réplica experimental en español de
los siguientes aspectos analizados en los errores espontáneos
donde las aportaciones tranalingoisticas no siempre van en la
misma línea: efectos de inicialídad, de lexicalidad y de
semejanza, influencia del valor de acento de la sílaba
envuelta en los errores subléxicos y consistencia del grupo de
consonantes en posición inicial de sílaba. Incluye:
a) Un primer apartado de introducción en el que se
revisan teóricamente estos aspectos, se plantean los problemas
e hipótesis principales, se explican algunas características
especificas de la metodología y se describen algunas
particularidades sobre el análisis de los datos.
b> Un segundo apartado con el método, resultados y
discusión de cada uno de los experimentos.
o) Un tercer apartado de discusión general y conclusiones
de la primer-a parte.
4.1.— INTRODUCCION GENERAL
4.1.1. Obietivos específicos, problemas e hipótesis
4.1.1.1, Efecto de inicialidad
Los datos procedentes de distintas investigaciones sobre
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errores espontáneos, destacan la tendencia de los dos
segmentos que inter-actúan en los errores de movimiento a
ocupar la misma posición en la sílaba <constricción de
posición silábica) y la existencia de una proporción mayor de
errores fonémicos en posiciones iniciales de sílaba que en
otras posiciones (Meringer y Mayer, 1985: Soomer y Laver,
1968/73: Garrett, 1975, 1980 a: Nooteboom, 1969/73; Magno y
Tonelli, 1986). A esta tendencia de los errores fonémicos a
ocurrir en posición Inicial de sílaba se denomina ‘efecto de
inicialidad”, En la colección de errores en español, los
resultados apoyan estos efectos. Por- una parte, en el 97 % de
los casos se cumple la constricción de posición silábica : por
ejemplo, el error (E.> CAEBAS Y BAt~O, cuando se quiere decir-
<target”: 7.) CA~AS Y BAHEO. Por otra parte, cuando los
elementos origen y “target ocupan la misma posición en la
sílaba -cosa que ocurre en el 97 % de los casos— , la posición
inicial se ve afectada en el 66 5 de los error-es (Ej.: E: PELO
GE PERRO -# T: PERRO PE PELO > y la posición final en el 17 5
de los casos (Ej.: E: PERCAO DEL MESCAO -‘* 7: PESCAO DEL
MERCAGI. Estos datos, sin embargo, deben ser tomados con
reservas porque, como subraya del Viso, podrían estar
reflejando no tanto la preferencia por- la posición inicial de
sílaba sino la mayor frecuencia estadística de la sílaba CV en
español. En efecto, cuando se estudian los errores críticos al
respecto en silabas CVC o CCVC, la frecuencia se reparte cesi
por igual en posición inicial (Si 5) y final de sílaba (49 51.
Los resultados obtenidos en tareas experimentales de
inducción de errores en las que se manipula la posición
silábica son tambien revelador-es. Shattuck Nufnagel (1986) en
una tarea de trabalenguas con silabas sin sentido y estructura
CVC (Ej. LEPP NOTT NAIP LEET),encontró que los errores
elicitados ocurrían preferentemente en posición final de
sllaba.Y no sólo ésto.Cuando los estímulos eran palabras <Ej.
LEAP NOTE NAP LUTE) esta tendencia se acentuaba aún más
<Shattuck—Hufnagel, 1981>. sólo cuando se les pedía a los
sujetos que realizasen la tarea con esas mismas palabras en
contexto de oración mediante la inserción de palabras función
Ej. FROM THE LEAP OH THE NOTE 70 TRE NAP OF THE LUTE) los
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errores aparecían predominantemente en posición inicial. Estos
resultados llevan a Shattuck—Hufnagel a insinuar la existencia
de un doble mecanismo independiente de producción de errores:
uno que actuaría sobre palabras de clase abierta, mucho más
susceptible a la producción de errores en posiciones iniciales
de palabra —tal vez influido por aspectos tales como la
gramaticalidad o estructura prosódica—, y otro, que actuarla
sobre todas las palabras y posibilitar-la la existencia de
errores en todas las posiciones.
Esta interpretación de los resultados de Shattuck—
Huinagel es cuestionada por Wilshire (1985) utilizando también
tareas de trabalenguas con palabras en contexto de oración,
pero donde los estímulos de relleno <palabras función) unas
veces eran iguales y otras, variados. Pues bien, en los casos
en que los items de relleno respondían a un patrón fijo (Ej.
IN THE TOAD IFJ THE PUP IN THE TAPE IN THE PDO), los errores en
posición inicial fueron menores que cuando los iterna de
relleno seguían un patrón variable <Ej. SES ThE TOAD OF THE
PUP AS A TAPE POR THE PDO).
Estos resultados llevaron a Wilshire a descartar el
pr-opósito de Shattuck—Hufnagel de establecer un doble
mecanismo de procesamiento y a postular una explicación de los
mismos basada en patrones prosódicos (pies o unidades rítmicas
del habla en inglés). La tendencia de los errores a ocurrir en
posiciones iniciales cuando las palabras aparecen en contexto
de oración se justificarla porque su contorno prosódico
seria mucho más parecido al del habla normal, donde, como se
ha señalado, los errores tienden a dar-se también en posiciones
iniciales.
Tal y como se acaba de definir, la inicialidad pone de
relieve un aspecto interesante como es el de la mayor
probabilidad con que se ven envueltos en los errores los
segmentos fonéinicos en posición inicial de sílaba, frente a
segmentos en otras posiciones (medias o finales>. Existe
además otro aspecto de la inicialidad referido a si ésta es
silábica o léxica. Con otras palabras, resulta relevante
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analizar también si los errores producidos en posiciones
silábicas iniciales, ocurren en sílabas Que, a la vez, Son
iniciales de palabra (inicialidad léxica> o no <inicialidad
silábica>. Si se comprobar-a el efecto de iniclalidad léxica,
seria entonces la posición inicial de palabra y no de sílaba
la que determinaría la probabilidad de unh error sublé>cicO de
interacción. Así, sería más probable el error PERCAO DEL
MESCAO que CARRAS Y BA~O.
Los datos referidos a esta dimensión de la inicialidad no
son coincidentes. Shattuck—Hufn&gCl (1975, 1985 b, 1987)
propugna un efecto de inicialidad léxica. Sus trabajos
muestran un predominio de errores que, afectando a sonidos en
posición inicial de sílaba, ocupan a la vez la posición
inicial de la palabra sobre los errores en posición inicial de
sílaba que no es inicial de palabra.
Los resultados procedentes de la colección de errores en
español, no parecen apoyar estas concluslones,Cu&ndO los
elementos origen y ‘target proceden de la misma posición en
la palabra —cosa Que ocurre en el 38 5 de los errores— la
tendencia a dar-se en la primera sílaba es de un 11 5. Este
dato no es determinante para comprobar- si los errores en
posición inicial de sílaba predominan por- ser-, al mismo
tiempo, iniciales de palabra, pero si lo es el análisis de 105
casos críticos referidos a errores de consonante inicial de
sílaba que se dan entre palabras polisilábicas (Ej. E: TABALLO
ASCURCON --> T:CABALLO ASTURCON) o en errores que ocurren
dentro de una misma palabra en palabras de más de dos silabas
<Ej: E: MEQMIDO -Ú 7: MEDICO). Pues bien, el cómputo de estos
casos críticos nos muestran que el porcentaje de error-es de
movimiento de consonante en posición inicial de sílaba que, a
la vez, es inicial de palabra, es de un 27 5 , mientras que el
de errores que afectan a posiciones iniciales de sílaba que no
ocupan posiciones iniciales de palabra es de un 73%.
La falta de resultados sólidos en la interpretación del
efecto de inícialidad, deja abierta la cuestión de si, en los
procesos de codificación fonológica, desempeña un papel
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especial la posición inicial y si, de ser así, ese papel puede
ser atribuible a ocupar una posición inicial de sílaba pero no
de palabra o de sílaba que es, a la vez, inicial de palabra.
Los experimentos 1, 2 y 3 se ocuparán de analizar el primero
de los aspectos referidos de la Inicialidad que consiste en
comparar errores de sonido en posición inicial vs. final de
sílaba, en silabas iniciales de palabra. Los experimentos 4 A
y 4 B tratarán de clarificar el segundo de los aspectos: si la
inicialidad es léxica o silábica.
4.1.1.2. valor de acento de las silabas implicadas en
los errores
Al estudiar el efecto de inicialidad en los errores
subléxicos algunos autores se han preguntado si la tendencia
de las consonantes iniciales de sílaba, tanto si son iniciales
de palabra como si no, a verse envueltas en los errores,
podría deber-se a la tendencia de dichas silabas a estar
acentuadas.
Sobre esta influencia del valor- de acento de la sílaba
sobre los errores fonémicos, ya Boomer y Laver (1968/1973) nos
habían puesto sobre aviso al encontrar que la sílaba origen y
la sílaba ‘target implicadas en un error compartían el mismo
valor de acento: las dos eran tónicas o átonas, con predominio
de las primeras. Esta constatación se ha visto apoyada por
Shattuck-. Hufnagel (1987) con datos procedentes del “corpus
de errores del M.I.T. Esta autora destaca cómo el 94 5 de los
pares de consonantes que interactúan en los errores de
intercambio en posiciones iniciales de palabra, constituyen
“onsetr de silabas acentuadas. Y lo que es mucho más
importante. Una vez hecha una limpieza de datos, excluyendo
los errores que se dan en tar-gets monosilábicos que, al ser
por naturaleza acentuados, no permiten distinguir si los
errores se veían afectados por una constricción de similaridad
basada en la posición o en el acento, los resultados obtenidos
fueron parecidos. De los 291 casos críticos seleccionados en
targets polisilábicos, un 89 5 ocurrieron en ‘onsets de
sílabas acentuadas que eran iniciales de palabra. Estos
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porcentajes son muy similar-es al 92 5 de palabras con acento
en la primera sílaba encontrados por Carterette y Jomes <1914>
con una muestra de habla espontánea en inglés.
Para determinar- si la predisposición de los pares de
consonantes a interactuar en los errores es debida a
constricciones basadas en su posición inicial en las palabras
o a constricciones basadas en el acento, Shattuck—Hufnagel
realizó una segunda selección de casos críticos: errores de
consonante en silabas iniciales de palabra no acentuadas. El
análisis de estos errores, en palabras cuyo acento principal
no caía en la primera sílaba, mostró que era la posición
inicial de las consonantes y no el acento lo que constreñía
más eficazmente los errores de interacción.
Mucho más significativos son los datos obtenidos por
Shattuck—F’{ufnagel en errores inducidos con tareas de
~rabalenguas (Shattuck—Hufnagel , 1985 a). ya que las
conclusiones anterior-es estaban fundamentadas en muy pocos
errores, Estos datos muestran que:
1> Cuando el segmento crítico de las palabras del
trabalenguas 1 /p/ en el ejemplo >. ocupa posición inicial de
palabra pero en sílaba no acentuada <Ej.: EARADE PAT FOOT
PAROLEI,se producen casi el doble de errores <n = 121> que
cuando aparece en posición inicial de sílaba acentuada que no
es inicial de palabra ( n = 58 1 (Ej.: REPEAT FAO FOOT
IREPAUIl
2) Cuando el segmento critico ocurre en posición inicial
de palabra y en sílaba acentuada, se obtienen efectos
acumulativos, ya que el número de errores inducidos (n178)
está muy próximo a la suma de los conseguidos en los dos casos
anterior-es (nM?l+58) (Ej.: PERIL FAD FOOT EARROT>.
3> Cuando el segmento critico no se da ni en posición
inicial de palabra ni en posición inicial de sílaba acentuada,
apenas se producen errores <n~8). (Ej.: RIPPLE FAO FOOT
RAPID).
19?
Como puede observarse, estos resultados con errores
inducidos refuerzan los apuntados con errores espontáneos en
el sentido de que la posición inicial de sílaba tiene mayor-
poder de constricción del movimiento de los segmentos
fonémicos que el valor de acento. Y, tomados de manera
conjunta, demuestran que los ‘onsets” de silabas acentuadas
son especialmente propensos al error.
El efecto concurrente de la influencia del acento y la
posición silábica en los errores fonémicos, seria comparable
al efecto conseguido con errores vocálicos que suelen formar
parte, también, de sílabas portadoras del acento principal
<Shattuck— Hufnagel, 1986>.
Los datos procedentes de errores espontáneos en español
son coincidentes con los obtenidos en inglés en cuanto a la
correspondencia entre los valores de acento de las silabas a
las que pertenecen los segmentos que interactúan en los
errores de movimiento. Sin embargo, aparecen por- igual en
silabas tónicas y átonas, con ligero predominio de las átonas,
y en palabras con el mismo o distinto patrón de acento. La
concurrencia del efecto del valor de acento sobre la posición,
no es, pues, tan fuer-te como en inglés. (del Viso, 1990>.
Los experimentos 4 A y 4 B tienen por objetivo estudiar-
la influencia del valor de acento de la sílaba en los errores
fonémícos. Tratan de Comprobar si los errores fonénlicos se
reparten por igual en silabas tónicas y átonas. Como hipótesis
más plausible, se parte de que, en español, no hay una
preferencia clara con respecto al valor de acento de las
silabas envueltas en los errores y que, en consecuencia, éste
no desempeña un papel especifico de cara a constreñir el
movimiento de los segmentos fonémicos.
4Y1.l.XyEfecto de lexicalidad
Desde los primeros trabajos de inducción experimental de
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errores en laboratorio realizados por Baars, Motley y MacKay
(1975) se ha destacado la tendencia de los errores subléxicos
a crear palabras más frecuentemente que no palabras (sesgo
léxico). Así, en condiciones experimentales en las que, de
cometer-se un error, el resultado es palabra ( Ej.: E.:
LENTA—MANCHA --~ 7: MENTA — ~ANCHA ) se producen más errores
que en condiciones en las que el resultado es no-palabra
Ej.: E: TARCO - eoLDO --> 1: PARCO - IOLDO).
La existencia o no de este efecto de lexicalidad es
crucial para determinar la permeabilidad o no del nivel
posicional, en que se dan los errores subléxicos, a
información procedente del léxico. El estudio de este efecto
llevó a distintos ínvestigadores ( Baars, Motley y Mackay,
1975; Baars y Motley, 1976; MotlOy, Baars y Caeden. 19811983
Motley, Camden y Baars, 1982) a postular la existencia de un
‘editor prearticulatorio~ encargado de analizar el status
léxico de los productos del habla, antes de su articulaclón,
impidiendo o facilitando el paso de los que constituyeran
no—palabras o palabras del idioma, respectivamente, según los
casos
Esta evidencia, comúnmente aceptada en las
investigaciones sobre errores inducidos en laboratorio, no
concuerda con los resultados procedentes del análisis de
d,stintas colecciones de errores espontáneos. Ya V. Fromkin
<i971/73) advirtió que muchos errores fonológicOs daban lugar-
a expresiones sin sentido y cor-pora’ de error-es espontáneos
como el del MIT. analizado por Garrett (1976)0 el de Fromkin
(1973c) confirmaron esta tendencia, poniendo en cuestión la
existencia del editor. Una réplica a estos resultados por
parte de autores como Dell y Reich (1981) y Stemberger < 1984
a 1 probó estadísticarnente la existencia de sesgo léxico en
sus coleccIones de errores espontáneos. Con ello aportaban
evidencia experimental a sus modelos teóricos de producción
ínter-activos. Sus conclusiones subrayaban que no era preciso
incorporar al sistema de producción un mecanismo editor puesto
que el mismo sistema, constituido por múltiples nodos en
interacción en los distintos niveles de procesamiento.
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enviaría un flujo de información de los nodos léxicos a los
subléxicos, explicando, de esta manera, el efecto de
lexicalidad. Un trabajo posterior de Dell (1985) sobre errores
inducidos experimentalmente y usando una versión modificada de
la técnica de Baars y Motley, en la que se variaba el tiempo
disponible de respuesta, demostró que, cuando los sujetos
tienen que responder rápidamente, el sesgo léxico tiende a
desaparecer. Dell ve en ello una prueba más a favor de su
modelo teórico de activación ya que, en este caso, la rapidez
en el habla impediría a los nodos del nivel fonológico ser
activados por el flujo de información procedente de los nodos
1 éx i cos.
Una investigación reciente de 5. del Viso <1990) basada
en el estudio de una colección de errores espontáneos en
español, vuelve a plantear la discusión y resulta
especialmente crítica par-a el problema que nos ocupa Sus
datos resultan concluyentes ya que, considerando todas las
categorías de error, sólo el 35 5 da lugar a palabras. Pero lo
más importante es la aportación metodológica que hace. Por
razones que la autora explica Oportunamente, selecciona en Sus
análisis los errores de movimiento de consonante producidos
tanto en posición inicial como postinicial y final de silaba.
Aplica sobre ellos un procedimiento ya usado por- Dell y Reich
<1981), pero ligeramente modificado, consistente en hacer una
estimación al azar de la posibilidad de que se produzcan
palabras, teniendo en cuenta el número de “palabras vecinas”
de cada una de las palabras implicadas en el error, para
comparar posterior-mente con dicha probabilidad la proporción
empírica obtenida de palabras y no palabras. Pues bien,
comparando la proporción empírica de casos que dan lugar a
palabras <37 5> con la proporción teórica obtenida al azar <35
5), no encuentra diferencia significativa entre ellas
Concluye, por tanto, que bajo condiciones más exigentes de
control como las expuestas, no se encuentran pruebas de sesgo
léxico en los errores de movimiento de sonido
La discusión, pues, sobre el efecto de lexicalidad en los
errores del habla está aún sin zanjar. La evidencia disponible
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a—punta a que so trata de un efecto consistente en
determinadas tareas experimentales, pero no en errores
espontáneos. Los experimentos 1, 2, 3 y 5 pondrán a prueba
este efecto bajo la hipótesis más plausible, para situaciones
controladas de laboratorio, de la existencia de sesgo léxico
en los errores de sonido.
4,1.1.4. Efecto de semeianza fonética
Una de ~as constricciones intrínsecas roAs estudiadas en
los errores subléxicos ha sido la de semejanza entre los
segmentos error y target y su influencia en las
interacciones que puedan dorso entre dos fonemas en los
errores del habla. flicha semejanza es entendida en términos de
ra~aos fonéticos compartidos. Pos segmentos son más semejantes
cuanto rijAs rasgos fonéticos comparten.
La evidencia disponible al respecto, procedente de
colecciones de errores espontáneos, no es del todo
coincidente. Los resultados de Soomer y Laver (1968/73) en su
análisis de 200 errores en inglés, parecen demostrar que las
sustituciones entre dos segmentos fonémicos obedecen a un
patrón aleatorio, sin restricción alguna en cuanto a sus
semejanzas. Sin embargo, Nooteboom (1967), con errores en
holandés y Fromkin (1971> con errores en inglés destacan la
existencia de una fuerte intluenc,a del efecto de semejanza.
MacKay (1970 b), con errores en alemánconstata cómo
determinados rasgos (sonoridad y nasalidad) y no otros (lugar
de articulación) determinan la probabilidad de intercambio de
dos segmentos. Van der aroeci<e y Goldstein (1960), en un
análisis multidirnensional de cuatro corpora de errores (dos
en inglés, uno en alemán y otro en holandés) confirman la
existencia de la constricción de similaridad, pero advierten
Que algunos rasgos fonéticos contribuyen en mayor grado al
intercambio de segmentos que otros. Un estudio de Shattuck—
Hufnagel y Klatt (1979 a>, sobre una amplia muestra de errores
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del corpus del M.I.T. destaca un sólido efecto de la
semejanza fonética en las interacciones entre ños fonemas
consonánticos en los errores del habla, Para ShattucR—Hufnagel
(1986), la constricción de semejanza se mantiene también en
los errores de vocal, Y Leavitt y Healy (1985) confirman su
aparición en errores elicitados experimentalmente.
Del Viso <1990) ha puesto a prueba este efecto de
semejanza en errores espontáneos en espaf¶ol. Utilizando el
procedimiento de Klatt (1968) de análisis de matrices de
confusión de consonantes y vocales en términos de rasgos
fonéticos, trata de determinar si los segmentos target y
error comparten un determinado rasgo más de lo que cabria
esperar por azar. Para ello compara la probabilidad que existe
en espaíiol de que dos fonemas interactúen según difieran en un
rasgo, dos o tres, con la semejanza fonética encontrada de
hecho en los errores. Sus resultados ponen de manifiesto que
los segmentos más similares tienen mayor probabilidad de
interactuar. En cuanto a los rasgos fonéticos, el que más
contribuye a definir la semejanza entre dos fonemas es el de
sonoridad, que es compartido en el 87 % de errores de sonido,
seguido del modo de articulación con un 35 % y del lugar de
articulación, con un 30 %.
Apenas se han observado asimetrías (Shattuck—Hufnagel
1983) o predominio en la tendencia a actuar como sustituyentes
o sustituidos, ni en el caso de los segmentos fonémicos ni en
el caso de los rasgos. Este dato contrasta con los resultados
de Levitt y Healy (1985), con errores inducidos
experimentalmente, que muestran una diferencia entre fonemas
fuertes —menos vulnerables al error y que actúan como
sustituyentes— y débiles -más vulnerables y que actúan como
sustituidos—, en posiciones iniciales de sílaba.
Esta tendencia a la simetría, observada en el número de
veces parecido que los distintos segmentos fonémicos actúan
como error o sustituyente y como target o sustituido, es
interpretada por del Viso como un indicio fuerte de que los
segmentos que interactúan en un error, en el nivel fonológico
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de producción, se encuentran simultáneamente disponibles para
el hablante en función de su proximidad fonética que los hace
fácilmente confundibles e intercambiables. Por su parte, las
escasas asimetrías encontradas o predominio de algunos
segmentos como sustituyentes o sustituidos, parecen obedecer a
aspectos específicos del sistema fonológico y de la
realización fonética de los segmentos abstractos, ya que se
circunscribe a muy pocos fonemas (liquidas, sobre todo).
Los resultados aportados por del Viso parecen bastante
esclarecedores puesto que refuerzan a idea de que, aunque los
rasgos fonéticos no actúan como unidades de planificación al
no verse afectados de forma independiente por los errores,
desempeñan un papel relevante al influir en la probabilidad de
que dos segmentos interactúen en un error.
El experimento 5 intentará comprobar este efecto de
semejanza en segmentos que ocupan posiciones iniciales de
sílaba. La evidencia disponible apunta a la hipótesis de Que
la probabilidad de error será mayor cuanto mayor Sea la
semejanza de los dos segmentos que interactúan (cuanto más
rasgos distintivos compartan). En consecuencia, la función
principal de los rasgos fonéticos en el proceso de
panificación será determinar la probabilidad de que dos
segmentos determinados interactúen en un error.
4.l.t 5. El papel de los grupos consonánticos en
pg~jción inicial de sílaba
otro de los aspectos contemplados en la literatura sobre
errores ha sido el análisis del tipo de unidad envuelto en los
mismos. Por lo que se refiere a los errores de sonido, las
unidades subléxicas implicadas son, en un %lto porcentaje,
fonemas individuales -consonantes o vocales— y, en mucha menor
proporción, secuencias de fonemas. Estas secuencias de fonemas
pueden coincidir con unidades lingaisticas o no. Entre las
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secuencias que se corresponden con unidades lingúfsticas, las
más frecuentes son las silabas y los grupos de consonantes Que
coinciden con alguno de los constituyentes silábicos, bien sea
en posición inicial —‘onset silábico, que en español sólo
permite la combinación obstruyente/liquida, bien sea en
posición final — coda silábica— que en español es menos
frecuente. Entre las secuencias que no pueden definirse en
términos de unidades lingúisticas conocidas están las
secuencias intersilábicas. como es el caso del error YO SOY
UNA CHICA PUSTA Y CARA (Target: YO SOY UNA CHICA PUPA Y
CASTA).
Los datos disponibles sobre errores espontáneos en inglés
parecen demostrar que, cuando los grupos de consonante forman
parte de una sílaba, en el caso de que se produzca un error
subléxico de consonante, normalmente no es afectado el grupo
como un todo sino alguno de sus segmentos por separado
(Fromkin, 1973). cm el ~corpus de errores del M.I.T., de los
210 errores de intercambio completo no ambiquos en los• Que
aparecen implicadas unidades subléxicas, el 56% ocurre entre
segmentos individuales (incluyendo, aunque en menor grado, los
que se dan entre consonantes que forman parte de grupos
consonánticos) y el resto, un 34 %, entre otras unidades. Pues
bien, este 34 % incluye un 15 % de errores que se dan,
fundamentalmente, entre un segmento consonántico individual y
un grupo consonántico y, en menor proporción, entre dos grupos
~~4-r~ (Shattuc~— H¡ifnsonl 1982k Además, de los 446
intercambios incompletos, un 16 5 mUeven grupos consonánticos
completos y un 14 5 los dividen (Shattuck—Mufnagel, 1987>.
Por su parte, Stemberger y Treman <1986), en otro corpus de
7220 errores, analizan los errores subléxicos de adición,
omisión y sustitución que afectan a palabras con grupos de dos
consonantes y llegan a las conclusiones siguientes:
1) Él segmento consonántico que se añade o se omite ocupa
más frecuentemente la segunda posición que la primera.
2> En errores de sustitución no contextuales y, en
errores de sustitución contextuales que interactúan con otro
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grupo de consonantes, también es la segunda consonante la que
se ve más veces implicada en el error que la primera.
3) En el caso de sustituciones contextuales donde
ínteractúa un grupo de consonantes y una consonante aislada,
cualquiera de las dos consonantes del grupo se ven afectadas
por el error indistintamente.
Estos datos son similares a los obtenidos con tareas de
deletreo en niños <Treiman, 1985) y adultos (Wing y Eaddeley,
1 980).
Por lo que se refiere al corpus de errores espontáneos
en español, de los 642 errores subléxicos recogidos, el 90 %
afecta a fonemas individuales y el 10 % a secuencias de
fonemas, un análisis cualitativo de estos resultados aporta
aspectos significativos que destaco a continuación:
i> sólo en el 4 5 de los errores de secuencias de
fonemas <ntg), aparece implicado un grupo de consonantes
integrante de un constituyente silábico ( 8 de movimiento y 1
no contextuaD.
2) Los errores que afectan a fonemas consonánticos
individuales <el 74 5 del total), si se analizan los casos en
los que dichos fonemas forman parte de un grupo consonántico o
dan lugar a él, predominan en las posiciones post-iniciales de
los grupos. Estos casos criticos ocurren en 78 de los 91 casos
de errores de movimiento ( 18 son adiciones anticipatorias y
24 adiciones perseveratorias que dan lugar a grupos) y en 39
de los 43 casos de errores no contextuales, de los que lO son
sustituciones de una líquida por otra, 20 sOn omisiones que
rompen un grupo y 9 son adiciones que forman un grupo.
Un perfil semejante de resultados se ha obtenido con
errores inducidos experimentalmente en inglés. En tareas de
trabalenguas en las que se repiten palabras de dos sílabas sin
sentido, con una de dichas silabas formada por un grupo de
consonantes, es la segunda consonante la que con mayor
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frecuencia se ve afectada por errores, sobre todo de omisión y
de adición (Kupin, 1982). Y en tareas de inducción, siguiendo
la técnica clásica utilizada por Baars, Motley y cols. (Eaars,
Motley y MacKay, 1975; Motley, Baars y Camden, 1983 a) y por
Dell (1984>, también aparecen más errores en la segunda
consonante del grupo Que en la primera, siendo más frecuentes
los de adición, seguidos por los de desplazamiento y omisión
(Stemberger y Treiman, 1985y
A falta de datos disponibles sobre errores inducidos
experimentalmente en español, parece relevante llenar esta
laguna para analizar si el patrón de resultados es consistente
con los obtenidos en errores espontáneos —en español e inglés—
y de laboratorio —en inglés—. Puesto que en español las
secuencias de consonantes son más frecuentes en posiciones
iniciales, se diseñó el experimento 6 que incluye palabras con
secuencias consonánticas en posiciones iniciales, con el fin
de estudiar el comportamiento, tanto de las secuencias como
todo cuanto de cada uno de sus segmentes por separado. El
comportamiento diferenciado de cada uno de los segmentos
posibilita hacer consideraciones acerca de la influencia que
la posición serial que ocupan los segmentos en la escala de
sonoridad, puede tener en su tendencia al error. La
utilización de este tipo de estímulos permite, por otra parte
analizar las siguientes interacciones:
M~rnnQnnnntpq
— grupo de CO¡lSOnalltGS 1 ~.
— grupo de consonantes ¡ consonante aislada
— consonante inicial o postinicial del grupo 1
consonante inicial o postinicial del grupo
— consonante inicial o postinicial del grupo ¡
consonante aislada.
Nuestras predicciones se basan en la hipótesis de que los
errores Inducidos:
1) rara vez afectan a una secuencia de consonantes como
un todo y, en este supuesto, es más probable un error de
intercambio grupo de consonantes ¡ consonante aislada, que
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grupo de consonantes ¡ grupo de consonantes. En consecuencia,
2) implican mucho más frecuentemente a alguna de las
consonantes de la secuencia por separado, en espacial a las
liquidas postiniciales más que a las obatruyentes iniciales,
3) predominan los errores de omisión y adición de las
líquidas postiniciales, dando a estas consonantes, en español,
un status especifico de vulnerabilidad debido a su posición
serial en grupos consonánticos iniciales.
4.1.1.6. Resumen de las hipótesis planteadas
Puesto que los problemas y objetivos abordados en esta
primera parte experimental son variados, concluyo este primer
apartado recapitulando las hipótesis que van a ser sometidas a
prueba en cada uno de los experimentos y Que están
relacionadas con los distintos efectos a estudiar:
Efecto de inicialidad
En tareas de laboratorio, la posición final de silaba
será más proclive al error que la posición irvic~al, en
silabas Que son comienzo de palabra (Experimentos 1,2
y 3).
Por otra parte, la posición inicial de sílaba que no
es comienzo de palabra aglutinará más errores Que iS
posición inicial de palabra (Experimentos 4 A y 4 8>.
Valor de acento de las silabas implicadas en los
erro ~as
No se manifestará una preferencia clara a favor de Que
<It,”
las silabas envueltas en los errores subléxicos sean
tónicas o átonas (Experimentos 4 A y 4 2).
Efecto de lexicalidad
Predominarán los errores que den lugar a palabra sobre
los errores que den lugar a no palabra <Experimentos
1, 2, 3, y 5).
Efecto de semeianza
La probabilidad de un error será mayor cuando los
segmentos que interactúen en el mismo compartan más
rasgos fonéticos <Experimento 5>.
PaDel de las secuencias de consonante enposlc,ones de
onset~ silábico
Habrá mayor probabilidad de que cada uno de los
segmentos de consonante por separado se vean envueltos
en los errores que la secuencia como un todo. Si ésto
es así, la posición más vulnerable al error será la
postinicial.
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4.1.2. Taro~s y técnicas experimentales
En los siete experimentos que se van a exponer en esta
capitulo, se emplearán cuatro tipos de técnicas. Tres de ellas
son, estrictamente, técnicas de inducción de errores mientras
que la cuarta responde a un modelo distinto, consistente en la
realización de intercambios de sonido siguiendo instrucciones
previamente concretadas por el experimentador.
Las tres técnicas de inducción de errores aplicadas
comprenden:
1) El procedimiento básico de inducción desarrollado por
Motley et al. (método SLIP. o 8poonerisms of Laboratory
induced PredispositionD, bajo la mg~alidad visual
.
2) cl procedimiento básico de inducción en versión
transmodal (auditivo/visual
3> Un procedimiento modificadq de la técnica SLIP de
inducción de errores por interferencia generalizada
La elección, casi exclusiva, del método clásico SLIP
obedece a dos razones. En primer lugar, la gran tradición con
que cuenta en las investigaciones de laboratorio y que, en
español, apenas se ha desarrollado, En segundo lugar, porque
cuenta, en mi opinión, con la ventaja adicional sobre las
técnicas de inducción con trabalenguas, de no estar provocando
una confusión articulatoria o cuasi—articulatoria que podría
desvanecer, en parte, la presunción de encontrarnos trabajando
en el nivel fonológico de producción y de estar provocando
verdaderos errores fonolóqicos. Una de las reservas hacia este
tipo de tareas, en el sentido de no tener certeza absoluta de
estar induciendo, en último término, errores de output o de
input/lectura, ha sido superada por autores como Dell quien,
al introducir en la técnica algunas modificaciones para
controlar este posible efecto (cfr. cap. 32), ha demostrado
que se trata de verdaderos errores de output
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El porcentaje de errores experimentales obtenido mediante
procedimientos de inducción es bajo (en inglés, en el mejor de
los casos, se llega a un 12 % de errores). Ello encarece
sobremanera el coste experimental ya que requiere la
utilización de gran número de estímulos y de sujetos para
obtener un minimo de datos que permitan hacer comparaciones
pertinentes en cada una de las variables a estudiar. Sin
embargo, no se debe subestimar como fuente de datos por la
dificultad que comporta toda investigación sobre producción.
En este sentido, no se debe olvidar que en estimaciones hechas
sobre muestras de habla espontáneo, el porcentaje de errores
cometido gira en torno a un 2%.
Por otra parte, es importante acoger la sugerencia dada
por Shattuck-Hufnagel, en conversaciones privadas, en el
sentido de crear, con los datos procedentes de las
investigaciones, todo un corpus de errores inducidos y hacer
análisis, no sólo de los resultados de cada experimento en
particular sino también de bases de datos más amplias
procedentes de varios experimentos.
Finalmente, quisiera subrayar cómo las técnicas de
inducción permiten obtener, junto a errores estrictamente
experimentales, una amplia variedad de otros errores que
pueden resultar de interés para hacer observaciones
complementarias.
En cuanto a la técnica de intercambios por instrucción
,
su utilización responde al objetivo de proporcionar datos
afiadidos sirviéndonos de un tipo de tarea que permite evaluar
la facilidad con que se ejecutan intercambios que ocurren en
errores espontáneos.
A continuación se describen las características generales
de cada una de las técnicas. Los aspectos más específicos se
comentarán al exponer el método de cada experimento por
separado.
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4.1.2». Técnica clásica de inducción de errores
:
modalidad visual
Esta técnica constituye una réplica del prodedeimiento
básico desarrollado por Motley y cols. y consiste en presentar
visualmente en la pantalla de un ordenador listas de pares de
palabras intervalos regulares de tiempo (normalmente de un
segundo). Los sujetos leen en silencio cada uno de los pares,
a excepción de algunos, denominados pares target a cuya
presentación sigue una señal de aviso . Esta señal advierte de
Que debe repetirse en voz alta, con la mayor rapidez posible,
el par de palabras visto inmediatamente antes. Los pares
target pueden ser críticos o no criticos. Los pares target
no críticos van precedidos de pares neutrales o de relleno,
mientras que los críticos van precedidos de pares de
interferencia <normalmente, tres> Que sesgan a los sujetos
para cometer el error esperado. En nuestro caso —por ser el
nivel en e> que nos movemos— , el sesgo introducido en los
pares de interferencia es de naturaleza fonológica. Por
ejemplo, si el par target critico a repetir en voz alta es
MESA POZO y se quiere provocar un error de intercambio de
las consonantes iniciales ¡ml y ¡pl (PESA - MOZO), el sesgo
fonológico consiste en presentar pares de interferencia como
PALO - MIlO , con sus consonantes iniciales intercambiadas
respecto al par “target e iguales a las del error esperado.
La manipulación experimental de estos fonemas implicados en el
error, posibilita el estudio de variables como semejanza,
inicialidad, lexicalidad, etc, en errores provocados de
son i do.
El diseño de esta técnica es especialmente idóneo, por la
configuración misma de la tarea, para provocar artificialmente
determinados errores subléxicos de movimiento, sobre todo,
errores de copia <anticipaciones y perseveraciones), de
intercambio y desplazamiento, si bien la propia tarea de
los sujetos <repetición de pares de palabras) no excluye la
posibilidad de producción de otras categorías de errores no
contextuales como sustituciones , omisiones y adiciones.
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Este procedimiento básico, tal y sorno se ha aplicado en
nuestros experimentos, incluye la presentación de listas
ex2erimentales y listas de re1len~
.
una lista experimental comprende un par de palabras
target criticas, tres pares de interferencia y un nónero
variable de pares neutrales.
El par ‘taroet crítico es el único que se repite en voz
alta y su diseño marca en qué posiciones aparecen los fonemas
que se van a manipular en los pares de interferencia y qué
tipo de error es el que se espera. Así, el par target
critico TINTA - CERCO, define un intercambio de las
consonantes iniciales ¡ti y íd que se manipulan en los pares
de interferencia para provocar el error CINTA — TERCO. Y el
par ~target COLCI-t4-SANTO un intercambio de las consonantes
finales de la primera sílaba para el error pretendido CONCHA —
SALTO. Los fonemas que se manipulan en los pares de
interferencia (iniciales o finales de silaba> son distintos a
los del primer par de la lista siguiente. Se controlo así el
posible efecto de una interferencia hacia atrás, ya que el
comienzo de la respuesta de los sujetos coincide, en parte,
con la aparición del primer par de la lista siguiente.
Los bares de interferencia son tres por cada lista y
preceden inmediatamente al par target crítico. Introducen el
sesgo fonológico deseado en los fonemas que ocupan las
posiciones definidas en el par critico, según el error a
inducir. Esta manipulación sigue puntualmente el algoritmo
descrito por Motley y cols. (Motiey, 1986; Motley y Baars,
1975 a, b; 1976 b; 1979) con el fin de ir creando en cada par
un sesgo progresivamente creciente que provoque el error.
Cuando el error a inducir es de intercambio de los
fonemas iniciales ~Ej.: E:CINTA — TERCO ——4 T: TINTA — CERCO),






















<A,8 y C representan la consonante inicial, vocal media y
consonante final, respectivamente, de la primera sílaba de la
primera palabra del error esperado: CINTA. P,Q y R tienen los
mismos referentes en la segunda palabra del error esperado:
TERcO. x representa cualquier fonema distinto de A,B,C,P,Q,R.
El patrón vocálico es el mismo en todos los pares).
Si el error a provocar consiste en un intercambio de los
fonemas finales de la primera silaba(Ej. : COLCHA SANTO), los






















(A,B,C,P,Q,R y X responden a los mismos
anterior>.
referentes del ejemplo
Loe pares neutrales cumplen una función de control. Por una









tamaiios que dificultan la predicción del momento de aparición
de los pares target. Por otra, al caracterizarse por ser
palabras cuyas posiciones iniciales o finales de la primera
sílaba están ocupadas por fonemas distintos a los definidos en
los pares target críticos para provocar el error,
obstaculizan que los sujetos adivinen el patrón estructural
de los pares target’ y de interferencia.
Así, en una lista con el par critico TINTA—CERCO, del que
se espera un error de intercambio de consonante inicial, los
pares neutrales comienzan por cualquier consonante diferente
de ¡t/ o Id, 1 Ejemplo: BORDE—DISCO). Y si el error a inducir
consiste en un intercambio de consonante final, los pares
neutrales no pueden incluir los segmentos ¡nl y ¡rl en las
posicionesfinales de su primera sílaba <Ejemplo:
PALCO—BOSQUE>.
La estructura de una lista de relleno consiste en un par
target no critico y un número variable (de 1 a 4> de pares
neutrales. La única diferencia entre el par target no
critico y los pares neutrales radica en que aquél se repite en
voz alta y éstos no. Los pares neutrales preceden
inmediatamente al target no critico y sus fonemas iniciales
no coinciden en ningún par de la lista.
En resumen, en una lista experimental, la secuencia de
pares es la siguiente:
1> Pares neutrales (ninguno, 1, 2 ó 3>
2) Pares de interferencia <siempre tres)
2) Un par target critico.
Y los pares de una lista de relleno se ordenan de esta
forma:
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1) Pares neutrales (1, 2, 3 ó 4).
2> Un par target~ no critico.
Tanto las listas experimentalea COSO de relleno se
ordenaron cuasi-aleatoriamente para Su presentación a los
sujetos. No aparecieron más de tres listas seguidas del mismo
tipo Ninguna lista consecutiva podía tener el nisrilo número de
pares ni incluir palabras repetidas. Con ello SO prevenía
cualouier estrategia de adivinación del momento de aparición
del target o de configuración estructural de los estímulos.
La secuencia temporal seguida en la presentación de los
pares de una lisis experimental fue le siguiente. Primero, los
sujetos ve=an en silencio los pares neutrales y¡o de
ínterferencia. Cada par permanecía en la pantalla del monitor
durante 1100 nilisegurdos (mis), seguido por un intórvalo
de 100 rilisegundos durante los cuales la pantalla quedaba
en blanco, A continuación aparecia el par “target” Critico
critico durante otros 1100 mis y una nueva pausa de 100 mis de
pantalla en, blanco. Finalmente, transcurridos 400 mis desde el
comienzo de la presentación del primer par de estímulos de la
lista siguiente, se escuchaba un tono de 700 Ii. durante 100
mis que avisaba al sujeto para que repítiera. en voz alta, el
par ~tarqet critico inmediatamente anterior. La flsca
siguiente proseguis con esta misma configuración de variables
temporales. Ouiere ésto decir Que el primer par de palabras de
cada lista -duera ésta experimental o de relleno— incluía la
aparición, durante 100 mis, de una interferencia auditiva Que
cesaba durante los 600 mis restantes en los que el sujeto



























1100 FALSA SIGNO CINTA TERCO
loo
Fig. 4.1 . Ejemplo de la secuenciación temporal
pares de una lista experimental para






secuencio temporal seguida en los pares de las
relleno fue la misma. Aquí, sin embargo, no hubo










Esta técnica clásica de inducción de errores se utilizó
e los experimentos 1 y 4 A.
4.12.2. Técnica clásica de induccIón de errores
:
versión transmodal
La versión transmodal del procedimiento básico de
inducción de errores constituye una de las contribuciones























1100 TASCA PULSO BORDE MENTA
loo
Fig. 4.2 Ejemplo de la secuenciación temporal de los pares
de una lista de relleno (Técnica basica de Motley>.
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Aunque los experimentos de presentación de estímulos
bajo dos modalidades distintas: auditivo/visual se han hecho
ya tradicionales en los trabajos psicolingúlsticos, en el
campo de los errores inducidos esta versión transmodal apenas
ha sido utilizada. Esta técnica se aplicó en el experimento 4
B y allí se dará la justificación de su empleo.
En lineas generales, se trata de una réplica del
procedimiento básico de inducción que se acaba de describir.
Mediante la inserción, en listas de palabras, de pares de
interferencia que preceden inmediatamente al par target
critico, se sesga a los sujetos a cometer determinados errores
al repetir éste en voz alta. La estructura, pues, tanto de las
listas experimentales como de relleno es idéntica a la
empleada con el método anterior. La diferencia viene dada por
el modo de presentación de los estimulos y su secuenciación
temporal.
En la versión tranaruodal todos los pares que preceden a
los targets’ de cualquier lista son escuchados en silencio a
través de unos auriculares y sólo los pares target se
presentan visualmente a través de la pantalla de un ordenador
y son repetidos en voz alta. De esta forma se fuerza a prestar
atención a todos los pares debido al carácter obligatorio’
del input auditivo.
La secuencia temporal de los estímulos sigue este
proceso (véase figura 4.3 1: primero se escucha cada uno de
los pares neutrales y de interferencia durante un segundo a
intervalos de 500 milisegundos. A continuación aparece en la
pantalla de un monitor, durante 800 mis, el par ‘target
crítico que los sujetos tienen que repetir en voz alta tan
pronto como puedan. Tras otra pausa de 500 m/s comienzan a










neutral/es 1000 Auditiva MOSCA BULTO
500
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800 visual TINTA CERCO
500
Fig.4.2 Ejemplo de la secuenciación temporal de los pares de
una lista experimental (Versión transmodal Y
4.1.2.3. Técnica de inducción de errores por
interferencia general izada
La adopción de esta técnica que, en definitiva, no es
sino una modificación de las anteriores, es otra de las
aportaciones metodológicas de esta investigación. Se emplea en
los experimentos 2, 5 y 6. Con ella se intentan conseguir dos
objetivos. En primer lugar, es un intento de opt,rnización del
procedimiento clásico de inducción de errores. Se trata de








preceden al target de cada lista experimental con el fin de
incrementar, de esta manera, el porcentaje de errores
producido. En segundo lugar, se introduce una situación de
control que permite comparar los errores elicitados en un
m,smo par taroet cuando éste va precedido sólo de pares de
interferencia o sólo de pares neutrales (en una lista
experimental o en una lista de control > . Lógicamente, se
presupone que los errores inducidos van a ser
significativamente más numerosos en los casos en que el
‘target sigue a los pares de interferencia que cuando sigue a
los pares neutrales. Se logra así evaluar indirectamente la
eficacia de la tarea de interferencia.
En la tarea de inducción por interferencia generalizada
todos los pares de las listas, presentados a través de la
pantalla de un ordenador, son repetidos en voz alta por los
sujetos. Se emplean dos tipos de listas: experimentales y de
control.
Una lista experimental comprende un número variable de
pares de interferencia (entre 2 y 5) y un par target
crítico. No incluye, por tanto, pares neutrales . Los pares de
interferencia no siguen el algoritmo de Hotley en su
configuración, sino un patrón de interferencia fonológica
generalizada que consiste en intercambiar en todos ellos les
sonidos correspondientes a las posiciones definidas en el
correspondiente par target critico para provocar un
determinado error. Por ejemplo, si se quiere provocar en el
par target critico IINTA — CERCO un error de intercambio de
consonantes iniciales como CINTA — TERCO, todos los pares que
le preceden en la lista comienzan por los segmentos íd /t/.
Se forma así la lista
CERCA — TINT= Primer par de interferencia
CINCO — TERMA Segundo par de interfmrencia
CISMA — TENSO Tercer par de interferencia
CESTO — TILDE Cuarto par de interferencia
TINTA — CERCO Par “target’ crítico
CINTA — TERCO Error esperado
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una lista de control incluye, a su vez, un número
variable de pares neutrales (entre dos y cinco) y el mismo par
‘target de la lista experimental Que aquí cumple funciones de
tarQet controk Al target critico de la lista anterior le
correspondería, pues, una lista de control como la siguiente:
MANTO — VERBO Primer par neutral
SUSTO - RONDA Segundo par neutral
BALSA DENSO Tercer par neutral
FIRME — LISTO Cuarto par neutral
TINTA — CERCO Par target control
A cada par target se le asigna, por tanto, una lista
experimental y una de control y ello permite comparar los
errores cometidos por los sujetos en las dos condiciones. Las
listas se ordenan cuasi—aleatoriamente evitando secuencias de
más de tres listas experimentales o de control, o con el mismo
número de pares.
El procedimiento de aplicación incluye algunas
variaciones respecto del utilizado con las técnicas
anteriores.
En primer lugar, el sujeto ve en el monitor un conjunto
de asteriscos Que permanece en pantalla durante 1200 m/s. Su
finalidad es advertir del comienzo de una lista y contribuir a
centrar la atención. Tras una pausa de 200 m/s comienzan a
aparecer los pares que preceden al target” a intervalos de
200 mis y un tiempo de presentación de 1200 mis. Los sujetos
tienen que repetir en voz alta cada uno de los pares.
Finalmente, y después de 200 m/s de intervaloaparece durante
otros 1200 m/s el par target que también es repetido en voz
alta. Otros 200 mis de intervalo dan paso a la aparición de
asteriscos de la lista siguiente. Es decir, de cara a los
sujetos y desde el punto de vista de la tarea a realizar, nada
diferencia los pares de las listas puesto que todos tienen que
repetirse en voz alta y ajustarse a los mismos valores
temporales. En las figuras 4.4 y 4.5 se pueden observar las
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~ig. 4.4 : Ejemplo de secuenciación temporal de los pares de
una lista experimental para inducir errores


























Fig. ~.s : Ejemplo de la secuenciación temporal de los pares
de una lista de control en experimentos de
inducción de errores mediante una técnica de
interferencia generalizada.
Antes de referirme a la última de las técnicas,
quisiera justificar por qué se seleccionaron estos valores
temporales en la presentación de los estimulos en las tres
técnicas de inducción descritas.
Si se observan detenidamente los ejemplos de
secuenciación de las diferentes listas, uno puede reparar con
facilidad en la variación que se da en la. configuración de las
valores temporales de los estímulos correspondientes a cada
una de las modalidades experimentales. Dicha variación no es
caprichosa.
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Como se apuntó en el capitulo anterior, al hablar de las
variaciones introducidas para sacar la mayor productividad a
la técnica básica SUP, se dejó constancia de que el tíempo de
presentación óptimo para cada par de palabras era el de un
segundo y el del intervalo interestimulo, de menos de 100
milisegundos. Analizando los materiales empleados como
estímulos en los experimentos en lengua inglesa, se observó
que, en su mayor parte, se trataba de palabras monosílabas.
Teniendo en cuenta este dato y el escaso número de palabras
rnonosiilabas disponibles en español, se optó por emplear en
nuestros experimentos palabras bisílabas. Consiguientemente,
se supuso que, a mayor longitud de los estímulos, se iba a
requerir mayor tiempo de procesamiento. Esta fue la razón por
la que el tiempo de presentación de los estímulos en español
sobrepasó el segundo. Además se hicieron pruebas piloto para
establecer un tiempo de presentación óptimo, con la finalidad
de que la tarea no resultase ni demasiado fácil ni demasiado
difícil para los sujetos. En los experimentos de réplica de la
técnica de Motley y en los de interferencia generalizada ese
tiempo quedó establecido entre 1100 y 1300 m/s y, entre 800 y
300 mis, en la versión transmodal.
Junto a esta justificación de tipo general, se hace
preciso explicarla selección de los valores temporales por
cada modalidad experimental de inducción de errores:
En la técnica básica de inducción de errores basada en
Motley, se eligieron 1100 m/s de tiempo de presentación de
estímulos, 100 m/s de intervalo interestirnulo y una señal de
aviso (tono) a los 500 ir/s de la desaparición del par
target, cuando ya el sujeto estaba viendo en pantalla el
primer par de palabras de la lista siguiente. Tal elección
responde al deseo de ser lo más fiel posible a las variables
temporales tenidas en cuenta por Motley, de forma que los
experimentos en español fueran una réplica exacta de los suyos
en inglés. Motley señalaba para estímulos en inglés un tiempo
de presentación de 1000 mis, un intervalo interestimulo en
torno a 100 mIs y una señal de aviso entre 250 y 500 m/s tras
la desaparición del par target’. Teniendo en cuenta, tal
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y como se reseñó anteriormente, que las palabras en español
son más largas, nos inclinamos por un tiempo de presentación y
un intervalo interestimulo mayores, manteniendo una cierta
proporcionalidad. Para la señal de aviso se respetó la
propuesta de Motley de presentarla a los 500 m/s de la
desaparición del par ‘target. La razón de por Qué no se hacia
coincidir la aparición de la señal de aviso con el par
target” se deja entrever en las investigaciones de Motley
cuando subraya que, hacerlo así, favorece que se preste
atención preferencial sólo a los estimulos acompañados de
dicha señal y, en consecuencia, se atenúen los posibles
efectos de interferencia fonológica de los pares inductores al
pasar más inadvertidos para los sujetos. Esta explicación es
razonable de por sí, pero no evita el riesgo de provocar una
nueva interferencia al hacer coincidir parcialmente la señal
de aviso con el primer par de palabras de la lista siguiente.
2) En la versión transmodal de la técnica de Motley, los
tiempos elegidos fueron de 1000 mis para los pares que
precedían a los target de cada lista y que eran presentados
vis auditiva, y de 500 m/s para los intervalos interestimulo.
Se trataba de ajustar los tiempos al ritmo del habla normal y
al encadenamiento de unos pares con otros ya que éstos fueron
grabados previamente en cinta magnetofónica y eran escuchados
por los sujetos a un ritmo constante. El tiempo de
presentación de los pares target (800 m/s> se redujo
teniendo en cuenta que, al ser los únicos que aparecían en el
monitor, los sujetos estaban predispuestos a advertirlos y
responder con mayor rapidez. En efecto, pruebas piloto
demostraron que para un tiempo de presentación de 1100 m/s, la
tarea resultaba demasiado fácil y no se cometía error alguno.
3) En la técnica inducción de errores por interferencia
general izada, los valores temporales seleccionadas fueron
de 1200 m/s de presentación y de 200 m/s de intervalo
interestimulo. Dos razones están en la base de esta opción:
a) Por una parte, los sujetos repetían en voz alta todos
los pares (no sólo los ‘target’ ) y había que evitar
que el final de la respuesta de los sujetos se
~olapara con el comienzo del par siguiente.
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b) Por otra, puesto que también se media el tiempo de
reacción, había Que controlar la posibilidad de Que
el final de la respuesta oral de los sujetos lentos
al repetir el último par de interferencia o neutral
coincidiera con el iniciodel par target y, por
tanto, con la puesta en funcionamiento del reloj que
contabilizaba el tiempo derespuesta, deteniéndolo
precipitadamente. En estos casos, los tiempos de
reacción no serían nada fiables.
Los asteriscos, a su vez, desempeñaban funciones de aviso
para facilitar el mantenimiento de la atención de los sujetos.
4.1.2.4. Técnica de intercambios por instrucción
Esta técnica de realización de intercambios por
instrucción, utilizada en el experimento 3, sirve de
complemento a las anteriores. No trata de inducir errores sino
de comprobar la facilidad con que se ejecutan tareas
presumiblemente similares a las desarroladas al cometer un
error espontáneo de intercambio de sonido.
En este tipo de tarea un error o, con otras palabras, la
realización incorrecta del intercambio pedido en la
instrucción, se interpreta de modo diferente a un error
inducido. Con las técnicas anteriores se espera que la
interferencia aumente la probabilidad de errores. Con la
técnica de intercambio por instrucción se espera un
seguimiento correcto de la instrucción y, por tanto, menos
errores o respuestas incorrectas. De ahí que la medida más
importante sea, en este último caso, el tiempo de reacción
invertido en la ejecución correcta de la tarea y no el número
de errores cometido.
La técnica consiste sumariamente en la presentación, a
través de la pantalla de un ordenador, de pares de palabras.
Estas palabras o ‘targeto aparecen con alguno de sus fonemas
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subrayados y se pide a los sujetos que digan en voz alta, tan
pronto como puedan, el par de palabras resultante de
intercambiar los fonemas subrayados. El target va precedido
de unos asteriscos que sirven de aviso al sujeto y permanecen
en pantalla 1000 mis, seguidos de un intervalo de 500 m/s. A
continuación aparece el target durante 2500 m/s. Una pausa
de 1000 m/s da paso a los asteriscos que preceden al target
siguiente. (Véase figura 4.5>. Por ejemplo, al presentar el
target MENTA — LANCHA se espera que la respuesta sea LENTA -
MANCHA, o sea, un intercambio de consonante inicial. Si el
target es MARCO - SONDA se espera la respuesta MANCO -
SORDA es decir, un intercambio de consonante final. El



















Figura 4.6 Ejemplo de la secuenciación temporal de los
estímulos en la aplicación de la técnica de
intercambios por instrucción.
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4.1.3. Observaciones generales acerca del tratamiento
y análisis de datos
En todos los experimentos Que se presentarán a
continuación se analizan dos tipos de datos: errores y tiempo
de reacción de los sujetos. Ya se ha advertido de la distinta
interpretación que hay que dar a estos datos en los
experimentos de inducción y en los - de intercambio por
instrucción.
En cuanto a los errores, solamente se contabilizan en
los análisis los que ocurren en los pares target. Se
diferencian dos categorías principales: errores experimentales
y no experimentales
Por errores experimentales se entienden todos aquéllos
que afectan a los targets de las listas experimentales y en
los que se ven envueltos tanto los segmentos como las
posiciones manipuladas experimentalmente Son los
estrictamente relevantes para los análisis. Por ejemplo, en
una lista con el target TINTA-CERCO, se catalogan como
errores experimentales respuestas como CINTA—TERCO,
CINTA—CERCO TINTA—TERCO, ya que los segmentos implicados en
todos los casos son ¡t/ y/o íd en posición inicial de
palabra. Pero no se considera error experimental la respuesta
PINTA—CERCO, donde el error, aunque implica la posición
inicial, incluye un segmento no manipulado como es ¡pi.
Los errores no experimentales pueden ocurrir en
posiciones criticas o en Posiciones no criticas. Errores no
experimentales en posiciones Críticas Son aquéllos errores en
los targets de listas experimentales que ocurren en las
posiciones esperadas pero np afectan a los segmentos
manipulados. (Ej.: E: PINTA— CERCO ——* T: IINTA-gERCO).
Errores no experimentales en Posiciones no criticas Son
aquéllos que afectan a segmentos manipulados o no manipulados
de los targets de las listas experimentales, en posiciones
distintas a las esperadas. <Ej.: E: CINTA—TERSO ——> T: CINTA-.
TERCO).
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En ambas categorías de errores se contabilizaron
también los errores ocurridos en los targets de las listas
no experimentales ya que se presumía que no iban a aparecer y,
de hacerlo, resultarían decisivos al compararlos con los
producidos en los target de las listas no experimentales.
A los datos procedentes de los errores experimentales se
les aplicó, por regla general, un tratamiento estadístico de
significación de proporciones para ver el grado de
significación del porcentaje de errores cometido en cada una
de las variables.
En cuanto a los tiempos de reacción, salvo en el caso de
los intercambios por instrucción, su medida obedece al deseo
de contar con una medida complementaria de estudio. Se
presuponía que, como han mostrado otras investigaciones, el
número de errores inducidos iba a ser pequeño de forma que, en
algunos casos, el tratamiento estadístico de los mismos
resultaría poco relevante e insatisfactorio.
Por otro lado, aunque en los experimentos clásicos de
Motley no se miden tiempos de reacción, parece una variable
digna de tener en cuenta —otros autores como Garrett la
Incorporan en sus trabajos-, por cuanto en estas tareas de
producción el tiempo puede ser indicativo del mayor o menor
gasto de procesamiento.
En este sentido, se puede asumir la hipótesis de que,
cuanto más tiemoo empleen los sujetos en realizar la tarea,
existirá un mayor gasto de procesamiento y, en consecuencia,
un menor automatismo en la producción. Si ésto es razonable,
en tareas de inducción de errores resultará coherente suponer
que, si los sujetos responden correctamente sin Cometer error
alguno, el tiempo empleado en su respuesta será mayor que si
sus respuestas non erróneas. El sesgo fonológico introducido
en las palabras que preceden al par target’ presumiblemente
fuercen al sujeto a dejarse llevar en sus respuestas del
automatismo establecido en los pares de interferencia y el
tiempo empleado será menor. Por el contrario, si a pesar del
229 -
sesgo los sujetos responden correctamente, se puede postular
la actuación de algún mecanismo de control que se traduceen un
menor automatismo, un mayor gasto de procesamiento y un mayor
tiempo de reacción. En todo caso, es una cuestión empírica que
se retomará en algún análisis posterior, comparando los
tiempos de reacción de las respuestas correctas y erróneas aun
con el inconveniente de que estas últimas, al ser escasas en
número, resten fiabilidad a la comparación.
En los análisis se contabilizan únicamente los tiempos de
reacción de las respuestas correctas. Los datos son tratados
mediante análisis de varianza <ANOVA>, estableciendo dos tipos
de limites <cutoff points) para moderar la influencia de los
tiempos de reacción extremos. En primer lugar se concretan
unos limites absolutos en función de la naturaleza de las
respuestas de los sujetos a la tarea y que en casi todos los
experimentos son de 200 y 2000 mis. Tanto las respuestas por
debajo de 200 m/s como por encima de 2000 mis se consideranque
no son válidas por algún tipo de fallo ajeno a la situación
experimental, dadas las características de la tarea a
realizar. Por eso son excluidas de los análisis. En segundo
lugar, los tiempos que se apartan dos desviaciones típicas por
encima o por debajo de la media de cada sujeto, son
sustituidos por los tiempos obtenidos en el limite de esas
desviaciones típicas. Esta limpieza de datos es admitida por
diversos autores ya que, de lo contrario, las puntuaciones
extremas pueden ocasionar serios problemas a los análisis
estadisticos al sobredimensionar las medidas de dispersión,
debilitando asi el poder de los experimentos.
En los casos en que el análisis de varianza muestra
efectos significativos en alguno de los factores, tanto en el
análisis por sujetos como por estímulos, se aplica el
estadístico minE • propuesto por Clark (1973>. Que da un mayor
poder de generalización a los resultados por tratarse de una
medida conservadora. En los demás casos, el valor minEno es
notificado.
El análisis de datos proporciona valores en el
factor grupo <de sujetos o de estímulos) además de los
factores princiPales y de su interacción. Estos valores
aparecen incluidos en los resultados sólo en aquellos
experimentos en que el factor grupo se manipula como variable.
Una mayor concreción sobre el tratamiento y análisis de
datos se hará en cada uno de los experimentos.
En general, las predicciones que se pueden hacer sobre
los resultados esperados en estas dos variables de medida son
las siguientes:
a> En los experimentos en que se utiliza algunas de las
modalidades de técnicas de inducción (Experimentos 1
2, 4 A, 4 9 , 5 y 6> se espera:
— un mayor porcentaje de errores en los targets
críticos, como consecuencia del procedimiento de
interferencia aplicado,
— un mayor tiempo de reacción en las respuestas
correctas.
Si volvemos a las hipótesis planteadas en cada uno
de los experimentos, estas predicciones se
concretarán en un mayor porcentaje de errores y un
mayor tiempo de reacción a favor de los efectos
oropuestos en las hipótesis como más probables.
bi En el experimento 3, de intercambios por
instrucción, una mayor facilidad en la ejecución de
la tarea se reflejará en
- un menor tiempo de reacción en las respuestas que
siguen correctamente la instrucción,
— un menor porcentaje de errores, es decir, menos
respuestas incorrectas a la instrucción.
31
En concreto, y de acuerdo a las hipótesis
establecidas, esperaremos un menor tiempo de
reacción y menor porcentaje de errores en las
respuestas de intercambio de los sonidos finales
de sílaba y en las respuestas donde el intercambio
pedido en la instrucción da lugar a palabra.
A continuación se pondrán a prueba estas predicciones.
Como se dijo anteriormente, sí plan experimental de esta
primera parte comprende la realización de siete experimentos
en los que se trata de replicar los principales efectos
observados en errores espontáneos (inicialidad, semejanza,
lexicalidad, papel del acento y de las secuencias de
consonante iniciales de sílaba>, con la variedad metodológica
que se acaba de describir.
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4.2. EXPERIMENTOS METODO, RESULTADOS Y DISCUSION
4.2.l. EX PERIMEN T O
En este experimento se estudia el efecto de inicialidad
y de lexicalidad en errores subléxicos inducidos
experimentalmente. Se replica la técnica básica de inducción y
se mide el número de errores y el tiempo de reacción de las
respuestas correctas. Los estímulos son pares de Dalabras con
estructura CVC en la primera sílaba. Se plantea la hipótesis
de que se van a provocar más errores en sonidos finales de




En este experimento partiparon 35 estudiantes
universitarios de ambos sexos de la Facultad de Psicología de
la Universidad Complutense de Madrid. La mayoría formaba Darte
de un grupo de prácticas de la asignatura de Psicología de la
Percepción. Antes del experimento se les motivaba
oportunamente para su participación y se les invitaba a elegir
la fecha y hora más conveniente. Una vez concluido el
experimento se les daba una explicación de los objetivos e
hipótesis más significativos de la investigación. Siempre que




Se seleccionaron 48 pares de palabras ‘tarqet
criticas, la mayoría de uso frecuente en español. Todas eran
palabras bisílabas, llanas con estructura
consonante—vocal—consonante (CVC) en la primera sílaba y
consonante—vocal, en la segunda (CV): ej.: tinta cerco. De
estos 48 pares, 24 fueron asignados para intercambios de
consonante inicial de la lé sílaba y 24 para intercambios de
consonante final A su vez, en cada uno de estos dos grupos de
intercambio, 12 pares fueron elaborados de forma que, de
producirse un error de intercambio de consonantes iniciales o
finales, el resultado fuera un par de palabras ( Ej.:
Target: TINTA-CERCO ----> Error a inducir: CINTA— TERCO;
Target: COLCHA—SANTo ~* Error a inducir: CONCHA-SALTO) y
los otros 12 pares para que el resultado de un error de
intercambio fueran no—palabras <Ej. Target’: EARCHE—PULTO
——. Error a inducir: BARCHE—PULTO Target : MOSCA —FALTA ——t
Error a inducir: MOLCA — FASTA>.
En principio, en la elaboración de los materiales se
adoptó el criterio inicial de usar palabras suficientemente
conocidas del idioma español, sobre todo en los target
críticos.Asf mismo se procuró que ninguna palabra se repitiera
en las listas y, en caso de no poder respetar esta
constricción, que la palabra repetida estuviera incluida en
los pares neutrales. A posteriori estos criterios no pudieron
respetarse en todos los casos, debido a tres tipos de
dificultades:
a) La limitación impuesta por las variables
experimentales a estudiar (inicialidad,
lexicalidad. . . ) a la hora de seleccionar los pares
dr 1 ti dos.
b> La necesidad de respetar un determinado algoritmo de
patrón fonémico en los pares de interferencia.
c> El amplio número de palabras requeridas para
confeccionar todas las listas.
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Estas constricciones impuestas por la necesidadde
estudiar los efectos experimentales, redujeron sobremanera el
número de palabras disponibles del espaf~ol dando lugar a una
doble consecuencia: por una parte, la necesidad de incorporar,
con carácter excepcional, alguna palabra de baja frecuencia de
uso y, por otra, la de emparejar palabras de cualquier
categoría gramatical de clase abierta. Así, nombres, adjetivos
y verbos se emparejaron indistintamente pero se evitaron pares
de sustantivos que pudieran dar lugar a algún tipo de
asociación semántica y pares de sustantivo-verbo que formaran
una secuencia cargada de significado. Se controló también el
número de rasgos fonéticos en que diferían los segmentos a
intercambiar.
Con estos 48 pares de palabras criticas se elaboraron las
48 listas experimentales. Todas ellas incluían, antes del par
crítico, tres pares de interferencia fonológica, cuyas
consonantes iniciales o finales —Según el intercambio a
inducir— seguían, en su primera sílaba, el algoritmo de patrón
fonémico establecido por Motley para cada caso <ver pág.213 ).
Además, algunas de dichas listas seleccionadas aleatoriamente,
podían tener 1 , 2 ó 3 pares de palabras neutrales cuyas
consonantes correspondientes a las posiciones que se esperaba
intercambiasen en el error, no seguían patrón alguno y nunca
coincidían con las del par crítico. Resultaron así:
17 listas de 4 pares (3 de interferencia + “target)
17 listas de E pares (1 neutral + 3 de interferencia +
target)
10 listas de 6 pares (2 neutrales * ~ de interferenCia
+ ‘target)
4 listas de 7 pares (3 neutrales + ~ de interferencia
+ target)
Los distintos tamaños de las listas se asignaron por
igual a las listas de intercambio de consonante inicial y
final.
Otros 48 pares de palabras se eligieron como pares
target no críticos. Se trataba de palabras neutrales que
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formaban parte de listas de relleno y en las que, por no ir
precedidas de par interferencia, se esperaba no ocurriera
error alguno. Sus consonantes en posiciones criticas no
coincidían con las del par target de la lista experimental
siguiente. Tenían la misma estructura silábica que las
palabras target” criticas e incluían también sustantivos
adjetivos y verbos, con ellos se formaron 48 listas de
relleno, integradas por pares neutrales, con una longitud que
oscilaba entre 2 y 5 pares, y distribuidas de la siguiente
manera:
18 listas de 2 pares (1 neutral + target no critico)
11 listas de 3 pares (2 neutrales 4 target” no critico>
9 listas de 4 pares (3 neutrales + ‘target” no crítico)
4 listas de 5 pares (4 neutrales 1- target’ no crítico).
Las 48 listas experimentales y las 48 de relleno fueron
ordenadas cuasi—aleatoriamente para su presentación a- los
sujetos. Se evitó que hubiera más de dos listas seguidas de la
misma longitud y que los sonidos iniciales o finales de la
primera sílaba del primer par de palabras de cada lista
coincidiera con los del target’ de la lista anterior. El
orden de presentación de las listas se mantuvo fijo para todos
los sujetos. Se hicieron dos bloques experimentales con 48
listas cada uno <24 experimentales y 24 de relleno>. Al final
de cada bloque se añadieron algunos pares neutrales para que
el tono que servia de señal de respuesta a los sujetos se
escuchara a la vez que aparecía proyectándose en el monitor un
par de palabras, tal y como sucedía en las listas anteriores.
Antes de ejecutarse los bloques experimentales, se
presentó a los sujetos un bloque de práctica, formado por seis
listas. Cuatrocontenian taryetsque representaban alguna de
las condiciones experimentales, y dos, targets de relleno.




El experimento fue realizado individualmente por los
sujetos en el Laboratorio de Psicolingúistica de la Facultad
de Psicología <u.C.M.>.
Los sujetos eran invitados a sentarse ante un monitor de
ordenador. Junto a ellos estaban ubicados una llave oral para
medir los tiempos de reacción y un micrófono para grabar sus
respuestas. Tras una pequeña introducción realizada por el
experimentador, centrada en tranquilizar y motivar a los
sujetos, se les invitaba a leer detenidamente las
instrucciones y a hacer cualquier tipo de observación en el
caso de que no fueran claramente comprendidas. Las
instrucciones explicaban la tarea a realizar y la necesidad de
combinar rapidez y precisión en las respuestas.
Se utí 1 izó un ordenador OLIVETTI M—240 , Este disponía
de un dispositivo de interface al que iba conectado la llave
oral que permitía medir el tiempo de reacción de los sujetos
al detener, con el comienzo de su respuesta, el reloj interno
que se había puesto en funcionamiento al aparecer los pares
tarqet. Las respuestas de los sujetos eran grabadas mediante
un micrófono Belí & Hoselí 437581 en una pletina Yamaha
<--2 20.
El experimentador estaba presente en a misma cabina
experimental que los sujetos, sentado discretamente en un
lugar que no interfiriera la realización de la tarea. Ello le
permitía poner en marcha personalmente el experimento haciendo
uso del teclado, detenerlo cuando fuera necesario, aclarar
cualquier tipo me dificultad y supervisar o controlar
cualquier tipo de incidencia experimental reseñable.
Aunque las respuestas orales de los sujetos quedaban
grabadas en cintas magnetofónicas y los tiempos de reacción se
almacenaban en archivos individuales , se tomó la precaución
de imprimir las respuestas con los tiempos de reacción de los
sujetos, agrupados por condiciones experimentales, y de
chequear periódicamente el funcionamiento de la pletina para
no perder ninguna respuesta.
no—
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Dada la sensibilidad de la llave oral para dispararse
por eventos acústicos ajenos a la situación experimental, se
registró todo tipo de incidencia al respecto, eliminándose los
datos afectados por tales circunstancias. No se tuvo en cuenta
la mayor o menor sensibilidad de la llave oral para dispararse
según la categoría fonética de los segmentos iniciales de las
palabras pronunciadas por los sujetos.
La tarea consistía en leer en silencio cada uno de los
pares de palabras que fueran apareciendo en el centro de la
pantalla del ordenador en letras minúsculas, a excepción de
algunos pares que tenían que repetir en voz alta, un tono de
700 Hz. de frecuencia les advertía de que el par a repetir era
el visto inmediatamente antesLas instrucciones enfatizaban el
hecho de que el tono se escuchaba mientras aparecía en el
monitor un par de palabras que no era precisamente el que
tenían que decir en alto. Por supuesto, los sujetos
desconocían que los pares formaban parte de las listas y no
podían predecir el momento de aparición del tono debido al
distinto tamaño de las listas. A su vez, la estrategia de
repetir las palabras inmediatamente anteriores a la audición
del tono, aunque podía constituir un factor de interferencia,
garantizaba el mantenimiento de la atención a todos los pares.
Les valores que configuraron la presentación de los
estímulos de cada lista fueron elegidas tras diversas pruebas
piloto realizadas con 26 sujetos distintos a los que
participaron en el experimento. Aparecen reseñadas en la pág.
216: los pares aparecían a intervalos de 100 m/s y permanecían
en pantalla 1100 m/s. El tono de aviso, que se escuchaba a los
400 mis de la aparición del primer par de cada lista durante
100 m/s, ponía en marcha un reloj que se detenía Con el inicio
de la respuesta de los sujetos a través de la llave oral y
permitía registrar el tiempo empleado.
El experimento se realizó en dos fases: una de prueba o
de práctica y otra experimental.
Los sujetos realizaron primero el bloque de práctica que
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podía repetírse hasta un máximo de tres veces hasta que se
lograre un nivel de familiarización con la tarea adecuado. A
continuación se pasaron los dos bloques experimentales
separados por un descanso de unos tres minutos.
Diseño _ y~ análisis de datos
Se hizo un diseño factorial intragrupo con dos factores:
posición del intercambio esperado , con dos niveles, inicial
vs. final de sílaba, y lexicalidad del error esperado, también
con dos niveles, palabra vs. no palabra. Resultaron así cuatro
condiciones experimentales, cada una de ellas con doce
observaciones.
Los resultados se analizaron conforme a dos variables:
número de errores cometidos y tiempo de reacción de los
sujetos.
En cuanto a los errores cometidos, la tarea pretendía
inducir errores de intercambio de sonido inicial o final de
sílaba. Teniendo en cuenta que en este tipo de experimentos el
porcentaje de errores de intercambio completo es bastante
bajo, se contabilizaron todo tipo de errores de sonido
cometidos tanto de movimiento como no contextuales, con
especial atención a los primeros. No olvidemos que tanto
anticipaciones como perseveraciones podrían ser contemplados
como intercambios incompletos
Por intercambio completo se entendió aquel par de
palabras que contenía por lo menos las consonantes iniciales o
finales de la primera sílaba de las palabras del error
esperado. Por ejemplo, en el target TINTA-CERCO, tanto la
respuesta CINTA—TERCO, como CINTA—TE o CINTA-TEN se computaron
como intercambios completos. Y en el target PURGA-CALDO,
respuestas como PULGA—CARDO, PULGA—CAR o PULGA—AR se evaluaron
como errores de intercambio completo. El mismo criterio se
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aplicó en errores de anticipación y perseveración. En los
mismos ejemplos anteriores, se consideraron como
anticipaciones CINTA—CERCO, CINTA—CE, CINTA—CEN, 01-CERCO,
CIN-CERCO, etc, y como perseveraciones TINTA—TER, TINTA-TE,
TIN—TERCO, TI—TERCO. Cuando uno de los sonidos implicados en
el error esperado se movía a otro lugar dejando detrás de si
un hueco, se interpretaba que había tenido lugar un
desplazamiento: Ej.: la respuesta CANSTO-Ro_CA para el
target’ CANTO—RO$cÁ.
Un error de movimiento incompleto se producía cuando, al
repetir el par ‘target <ej.. TINTA—CERCO>, el sujeto corregía
sobre la marcha el error que acababa de cometer sin haber
iniciado la pronunciación de la segunda palabra del par (ej.:
CINTAITINTA-CERCO) En estos casos, no había otro modo de
saber sí, de no haber mediado la corrección del sujeto, el
error cometido iba a consistir en una anticipación
<CINTA—CERCO) o en un intercambio completo <CINTA—TERCO).
Se diferenciaron dos categorías de errores:
experimentales (ocurren en targets críticos de las listas
experimentales y afectan a los segmentos y posiciones
manipuladas) y no experimentales <en posiciones criticas y no
críticas). Las características de estas dos categoría de
errores se expusieron en la introducción (pág.230).
Aunque los errores experimentales fueron los que
aglutinaron nuestro interés por razones obvias, también se
contabilizaron los errores no experimentales.
Los errores experimentales se analizaron estadisticamente
mediante pruebas de significación de las proporciones
obtenidas en cada una de las variables.
En cuanto a los tiempos de reacción sólo se tuvieron en
cuenta los de las respuestas correctas. Se realizó un análisis
de varianza por sujetos con medidas repetidas, examinándose
los efectos de los dos factores principales < posición del
error en la sílaba y lexicalidad ), así como su interacción.
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Como se indicó en la introducción <pág. 230>, se establecieron
dos tipos de ‘cut—off points’: los tiempos por encima de 2000
m/s y por debajo de 200 m/s fueron excluidos de los análisis,
y los que se apartaron dos desviaciones típicas respecto de la
medía de cada sujeto, fueron reemplazados por el cut—off
point correspondiente.
R E s u L T A D OS
a) B~iMltadoa en número- de errores
El número de errores experimentales de sonido provocados,
aparece en la tabla 4.1. La tabla recoge en una fila los
errores <nl cometidos en ‘target críticos y, en otralos
producidos en targets no críticos. Los porcentajes ( %
son calculados sobre el total de respuestas posibles (número
de sujetos multiplicado por el número de targets). Este
esquema de organización de datos se mantendrá en las tablas de
todos los experimentos de esta primera parte.
Pues bien, interesa analizar, sobre todo, los errores en
targets críticos, que son los propiamente experimentales,
mientras que los errores en targets no crfticos sirven para
hacer comparaciones complementarias, al igual que los errores
no experimentales recogidos en las tablas siguientes.
En primer lugar, se observa que la tarea de
interferencia provocó un 6.3 % de errores experimentales y
Que, en los ‘targets no críticos, que iban precedidos de
pares neutrales, se dieron un 2 % de errores.
si nos centramos en los resultados obtenidos en cada una
de las variables estudiadas, nuestras hipótesis se cumplen. En
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Tabla 4.1. : Errores experimentales cometidos en función de su
posición en la sílaba y lexicalidad.
N POSzCIoN SILnBICA LEXICPLIDAD
% mnicia} Final Palabra No Palabra
Targets 106 20 56 87 19
criticos 6.3
Targets 34 4 30 2k U
no
críticos 2
cuanto al efecto de inicialidad, el 81 % de errores
experimentales obtenido ocurren preferentemente en posición
final de sílaba < a = 6.2, p 0.01 ). En relación con el
efecto de lexicalidad, también el porcentaje del 82 5 de
errores que dan lugar a palabras en los ‘targeta críticos, es
significativo < z = 6.4, p < 0.01 Y
A la luz de estos datos, se puede afirmar que, en tareas
de laboratorio, es la posición final de sílaba la que aglutina
el mayor porcentaje de errores inducidos y que hay un
predominio de errores que dan lugar a palabras.
En los targets no críticos, los datos manifiestan una
tendencia convergente con los anteriores.
Los errores subléxicos no experimentales se pueden ver en
las tablas 4.2. y 4.3.
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Tabla 4.2. : Errores no experimentales de sonido en posiciones
cr~t idas.
N POSICION SILP8IcA LExIcOLIOQO
* Inicial Final Palabra No Palabra
Targets la a io 12 6
críticos 05
Taroeta 49 27 22 32 17
no
críticos 1.5




Inicial Final Otros Palabra No Palabra Otros
Taroets lY&8 89 28 1 74 43
críticos




Los datos de estas tablas refuerzan la tendencia de los
errores a dar lugar a palabras, mientras que en el efecto de
inicialidad se invierte la tendencia de los errores a ocupar
posiciones finales de sílaba, sobre todo en las posiciones no
criticas.
Este resultado es, sin embargo, lógico, ya que al
tratarse de errores en posiciones no criticas (que no son
inicial o final de la primera sílaba), en palabras con
estructura CVCtCV en cada uno de los pares <Ej. MONJE—TANGo)se
están primando en el cómputo errores de consonante inicial de
la segunda sílaba por cuanto ésta carece de coda.
La distribución de datos según el tipo de error cometido,
muestra la idoneidad de la técnica para elicitar, sobre todo,
errores de movimiento. Es lo que se desprende de observar la
distribución de los errores experimentales en targets
críticos que incluye 64 intercambios completos, 39
intercambios incompletos o frustrados (anticipaciones y
perseveraciones) y 3 errores de movimiento incompleto. (Tablas
4.4, 4.5 y 4.6)
Tabla 4.4. : Distribución de errores experimentales según
el tipo de error cometido.
TIPO OE TARGET
TIPO DE
ERROR Critico No critico TOTAL
Anticipación 28 17 45
Perseveración 11 8 19
Antic./Persev. - 1 1
Intercambio 64 5 69
Mov. incompleto 3 3 6
T O 1 A L 106 34 140
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Tabla 4.5. : Distribución de errores no experimentales en




ERROR Critico No critico TOTnL
Perseveración 3 3
Mov, incompleto - 1 1
Sustitución 15 40 63
T O T Á 16 49 67
Tabla 4.6. Distribución de errores no experimentales en




ERROR Critico No critico TOTAL
Anticipación 25 9 34
Perseveración 13 9 22
Antic./Persev. £ 1 2
Intercambio 6 7
Sustitución 72 48 120
Adición 1 ¿ 7
Omisión - 6 6
T O T P L 110 00 198
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Junto a estos errores experimentales y no experimentales,
en los que el segmento implicado era una consonante, se
produjeron otros errores no experimentales donde el segmento
afectado en los target críticos fue un fonema individual
vocálico <n50), una secuencia de fonemas (n4), una sílaba
(nz7) o una palabra (n=262).
En particular, quisiera subrayar el elevado número de
errores léxicos en los que incluyen 62 omisiones y 146 no
respuestas. Las omisiones eran , en realidad, respuestas
parciales, ya que los sujetos sólo repetían en voz alta una
palabra del par. Desde mi punto de vista, este dato constituye
un indicio razonable de la dificultad que los sujetos
encontraron en la realización de la tarea.
b) Resultados en ttf~ggls de reacción
Los tiempos de reacción medios de los sujetos <expresados
en milisegundos) aparecen en la tabla 4.7.
Tabla 4.7. : Tiempo de reacción medio (TR, en milisegundos),
en función de la posición silábica y lexicalidad.
POSICION EN LA LEXICALIDAD EJEMPLO TR
SI LASA
Inicial Palabra menta—lancha 651
Inicial No palabra parche4ulto 659
Final Palabra purga—caldo 629
Final No palabra pardo—delta 636
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Se realizó un análisis de varianza por sujetos, con
medidas repetidas, examinándose los efectos de los dos
factores principales (posición del error y lexicalidad) así
como su interacción. El tiempo de reacción medio fue mayor
<21.5 m/s) cuando los sonidos implicados en el error esperado
ocuparon posiciones iniciales de palabra que cuando ocuparon
posiciones finales de la primera sllaba,siendo esta diferencia
significativa E F <l,34)z 5.68, p 1 0.02 3. No se dieron
efectos significativos ni en el factor lexicalidad ni en la
interacción entre posición y lexicalidad. (Véase figura 4.7>.
No se cumplieron, pues, nuestras predicciones ya que se
esperaba un mayor tiempo de reacción en targets donde el
error esperado ocurriría en posición final de sílaba y darla
lugar a palabra.
Al justificar anteriormente la inclusión de los tiempos
de reacción como variable de medida complementaria, se apuntó
que la incorporación a los análisis de los tiempos
correspondientes a las respuestas correctas, presuponía que
éstos iban a ser superiores a los de las respuestas erróneas y
se habló de que, en todo caso, era una cuestión empírica que
había que abordar Así se hizo en este experimento y los
resultados mostraron que los sujetos eran significativamente
más lentos al repetir ‘targets en los que cometían errores (t
- 2.57, p <0.05>. Nuestros presupuestos no se vieron apoyados
por los datos. Sin embargo, este análisis crea dudas
razonables sobre su fiabilidad, ya que el número de respuestas
erróneas era, comparativamente, mucho menor que el de
respuestas correctas. Por esta razón se descartó hacer
análisis similares en los demás experimentos en los que el
número de errores fue inferior.
DI SCUS ION
una primera apreciación que se desprende de los resultados,
es que la técnica clásica de elicitar errores siguiendo el
procedimiento de Notley, no es tan eficaz en español como en
ínglés.Un 6.3% sobre 1680 posibilidades de errores
experimentales obtenido en este experimento dista un poco del












Figura 4.7 .— Distribución de los IR de cada condición
experimental (Inicial vs. final de sílaba)
en función del carácter léxico del error
esperado.
procedimientos optimizados Como los utilizados por nosotros
<Motley et al. 1976). Este bajo promedio no desvirtúa, sin
embargo, la relativa importancia de los datos obtenidos, si
los comparamos con los errores en targets no críticos < 2 %
), que no fueron precedidos de interferencia fonológica
alguna.
Con respecto a los factores estudiados, los resultados
no muestran una consistencia clara en las dos variables de
medida. La frecuencia de errores que ocurren en posición final
de sílaba es mayor que la de los que se producen en posición
inicial. Se confirma asf la hipótesis de Shattuck—Hufnagel y
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Wilshire de que, en tareas de laboratorio y utilizando
palabras que no están en contexto de frase, como estímulos,
los errores aparecen preferentemente en posición final de
sílaba. Este resultado no es critico para la comparación
inicial de palabra vs. inicial de sílaba <en este caso
coinciden> pero si posibilita hacer alguna consideración. Por
una parte, nos hace ser receptivos a lo apuntado por del Viso
cuando, tras analizar los casos críticos de errores
espontáneos que permiten la comparación entre segmentos en
posición inicial y final de sílaba (silabas CVC 6 CVCC),
constata una tendencia a distribuirse casi por igual,
desapareciendo el efecto de inicialídad tan evidente cuando se
contabilizan también los casos no críticos (silabas CV ó CCV>.
Por otra parte, aun en el caso de que el efecto de inicialidad
fuera claro, los resultados-de este experimento no pueden
pasar por alto la observación de Wilshire cuando apela a
factores prosódicos para explicar dicho efecto, dado que
nuestros estímulos se presentaron en todos los casos en forma
de lista.
Los resultados en tiempos de reacción muestran efectos
significativos en el factor posición. Los sujetos tardan más
tiempo, sin embargo, en responder cuando los sonidos que se
espera aparezcan implicados en el error ocupan posición
inicial de sílaba. Esta falta de convergencia, en el factor
inicialidad, entre los datos procedentes de los errores y los
procedentes de los tiempos de reacción tal vez podría deberse
a características estructurales de la sílaba en español.
A falta de una consolidación mayor del efecto de inicialidad
en situaciones experimentales más controladas, se podría
postular que, en nuestro idioma, la posición final de sílaba,
en errores que ocurren en sílaba inicial de palabra, es más
susceptible al error que la posición inicial, que estaría más
protegida del error, tal vez debido a su mayor relevancia
perceptiva o a características estadísticas y estructurales de
la sílaba española.
Estudios linguisticos realizados sobre distintas muestras
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de fragmentos literarios, evidencian que la estructura
silábica Cv es estadisticamente más frecuente <52 %
aproximadamente) que la estructura cvc <19 %). <Guerra, 1983;
Navarro Tomás, 1967; Guireo y Borzone, 1966, Lloyd y
Schnitzer, 1967).
Esta constatación estadística, junto a la asimetría
en cuanto al número de consonantes posibles que pueden ocupar
posiciones iniciales o finales en silabas CVC - en español,
las consonantes más frecuentes en silabas que no son final de
palabra quedan reducidas a cuatro: /11 ¡s/ ¡rl InI— es
interesante. Por una parte, el tiempo de reacción seria
superior al procesar los segmentos en posiCiones iniciales o
bien por la saliencia perceptiva de estas posiciones o tal vez
porque la búsqueda segmental en el nivel fonológico implicaría
un mayor gasto computacional, al tener que seleccionar entre
un número mayor de segmentos candidatos a ocupar dichas
posiciones estructurales. Y, a su vez, la búsqueda y selección
de los segmentos que van a ocupar posiciones finales exigiría
un menor gasto por haber menos candidatos. En un caso y en
otro, se haría necesar,o incluir en el nivel fonológico un
proceso de especificación de posiciones estructurales en la
sílaba. Por otra parte, habría un predominio de errores en
posiciones finales debido a la semejanza fonética de los
segmentos consonánticos en esas posiciones, que los haría más
fácilmente confundibles.
Atendiendo a la variable lexicalidad, los errores
muestran una tendencia a ocurrir en targets que, al verse
afectados por el error, dan lugar a palabras, mientras que, en
los datos procedentes del tiempo de reacción, el factor
lexicalidad no adquiere significación. Estos datos sobre
errores se situarian en la línea de otras investigaciones
experimentales. Pero quedaría por resolver el problema
planteado por los datos procedentes de errores espontáneos
donde, como también ha mostrado del Viso, no se encuentran
pruebas de sesgo léxico en los errores de movimiento de
sonido. La no significación del tiempo de reacción seria
convergente con esta ausencia de sesgo léxico. Teniendo ésto
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en cuenta, parece que, al menos en tareas experimentales, la
hipótesis de una función de control léxico en el proceso de
producción del lenguaje, no puede descartarse. Explicitar cómo
se ejerce esa función, en qué momento y por qué pierde
efectividad cuando se trata de errores espontáneos, es una
cuestión empírica que aún permanece abierta. Quizás las tareas
experimentales, por realizarse en situaciones controladas,
activan al máximo ese papel revisor,ya que exigen al sujeto
una atención mayor que se ve atenuada en la producción normal
del habla debido a su mayor automatismo. Si ésto fuera verdad,
estaríamos más cerca de las hipótesis que propugnan la
existencia de un editor prearticulatorio. actuando en
estadios próximos a la articulación del producto linguistico,
que de las hipótesis que sostienen la existencia de mecanismos
de feed-back informativo desde un nivel léxico superior, tal y
como proponen Otemberger y Dell. Aunque en este experimento no
se manipuló, como hace Dell, el tiempo disponible de
respuesta, la impresión expresada por los sujetos de haber
realizado una tarea presentada con bastante rapidez (de hecho,
como se viO, hubo un considerable número de omisiones> tendría
que haber apuntado, en el caso de cumplirse las predicciones
de Dell, a una desaparición del sesgo léxico.
En definitiva, a ausencia de efectos significativos en
tiempo de reacción en el factor lexicalidad nos deja abiertos
a la duda sobre la existencia de una función de control de
orden superior que, en tareas experimentales, se encargaría,
tal vez, más de evitar el error que de revisar su status
1 éx do.
La falta de datos concluyentes invita a seguir
investigando. Los dos experimentos siguientes tratarán de
buscar un apoyo más sólido a los efectos estudiados,
modificando la técnica básica de inducción de errores
utilizada por Motley. En el experimento 2 se tratará de
introducir alguna innovación en la técnica básica de
inducción, con el fin de conseguir un mayor número de errores
y de garantizar unas mejores condiciones de control sobre los
estímulos. En el experimento 3, una nueva técnica
(intercambios por instrucción) permitirá evaluar la




En este experimento se vuelven a analizar los efectos de
lexicalidad e inicialidad en errores inducidos de sonido
mediante la aplicación de la técnica de interferencia
generalizada. Diversas modificaciones en cuanto a la
elaboración de estímulos, diseño y control experimental Se
introducen respecto al experimento anterior.
ME TODO
Su ictos
Pl experimento fue realizado por 24 sujetos estudiantes
universitarios de ambos sexos distintos de los que
participaron en al experimento anterior pero con
características similares. Todos ellos pertenecían a la
Facultad de Psicología <U.C.M.>
Materiales
Se seleccionaron un total de 48 pares target de
palabras bisilabas, llanas, con estructura CVC en la primera
sílaba - La mitad de~tos pares fueron asignados para inducir
un intercambio de consonante inicial en la primera sílaba:
doce estaban diseflados para que, de producirse el error, el
resultado fueran palabras <RENTA-LASCA para el target— LENTA
RASCA7, y los doce restantes para que el error esperado fueran
no palabras <NISTA — hORMA para el target’ LISTA—NORMA).
Otros 24 pares fueron preparados para inducir errores de
intercambio de consonante final de la primera sílaba. Como en
los pares anteriores, la mitad se esperaba que dieran lugar a
palabras (error CARDO PULGA pare el target CALDO PURGA) y la
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otra mitad a no palabras <error BASDA MLJNGO para el target
BANDA MUSGo>.
Puesto que en el experimento anterior se observó que el
número de fonemas distintos que podían entrar en combinación
en las posiciones iniciales de palabra de cada par era mucho
más numeroso que los fonemas posibles en posiciones finales de
sílaba, se introdujo aquí una situación control. Consistía en
lograr que, aunque con distintas palabras, los segmentos que
iban a intercambiar en las posiciones iniciales de cada par,
fueran las mismas que se intercambiaran en las posiciones
finales (LENTA RASCA y CALDO PURGA). Así, se tomaron en cuenta
los segmentos más frecuentes en posiciones finales (l,r,n,s) y
se combinaron para formar los distintos pares, asignando a
cada una de las seis combinasiones resultantes cuatro pares
de palabras target para los intercambios de consonantes
iniciales y otros cuatro pares de target para intercambios
de consonantes finales, de los cuales dos darían lugar a
palabras y dos a no palabras. Las combinaciones de dichos
segmentos fueron las siguientes: ls—li, ¡1—rl, /1—n/, /s-r/,
/n-s/, fr—ni. De esta forma, cualquier segmento ocupaba alguna
vez la posición inicial o la final en cada una de las palabras
de los pares tarqet.
Esta situación de control en la configuración de
estímulos redujo considerablemente el universo disponible de
palabras de mayor frecuencia de uso que se ajustaban a las
constricciones impuestas. Ello dió lugar a que algunos pares
target en los que se trataba de inducir un intercambio de
consonante inicial, y que sólo podían comenzar por /1/, /r/,
ini o ¡sí fueran muy poco frecuentes.
Por cada uno de los 48 pares target se elaboraron dos
listas: una experimental y otra de control, con un tamaño
entre 2 y 5 pares. En concreto se hicieron 24 listas de 3
pares, 24 de 4, 24 de 5 y 24 de 6 (doce experimentales y doce
de control por cada tamaflo de lista). Las listas
experimentales no seguían el algoritmo establecido por Motley
en las palabras que precedían al target sino que respondían,
~iMl
‘Ja
en todos los pares previos, a un patrón de interferencia
generalizada en función del error que se quisiera inducir. En
concreto, los pares previos tenían los segmentos iniciales o
finales de la primera sílaba intercambiados con respecto al
target critico, fuera cual fuera el tamaño de la lista.
Sobre el resto de segmentos de la sílaba no se ejercía control
alguno. Por ejemplo, una lista de cinco pares ( cuatro
inductores + target critico ) donde el error que se quería
provocar era de intercambio de consonante inicial, tenía la
siguiente estructura:
linde—surge, lorcha—siente, lezna—sorbo, lancha—silva
SARNA-LENGUA <error esperado: LARNA—SENGUA).
Y si el error esperado era de intercambio de consonante
final, la estructura era ésta:
bosque—cinto, tosco-tanto, masco-danza, peste-pincha,
JUNTA—CISCO (error esperado: JUSTA-CINCO).
Las listas de control incluían solamente pares neutrales
con respecto al par target control <en este caso, era igual
que el target crítico de la lista experimental
correspondiente), es decir, palabras cuyos segmentos iniciales
o finales de la primera sílaba no coincidían nunca, en ningún
miembro del par, con los del ‘target’. Así, en la lista:
chirla—pasma, ritmo—mundo, parche—cinto, venta—zarza,
SARNA—LENGUA
ninguno de los pares previos comenzaban por los segmentos ¡si
o /1/.
Como por cada combinación de segmentos iniciales o
finales a intercambiar contábamos con cuatro target, a cada
uno de estos pares se les asignaron aleatoriamente una lista
experimental y otra de relleno de un tamaño diferente.
Las 96 listas resultantes dieron lugar a dos bloques
2~4
diferentes de 48 pares.Cada forma incluía los mismos target
<=4dc control y 24 críticos) con la única diferencia de que,
si en un bloque se asignaba a un target <target critico)
una lista experimental (con todos los pares previos de
interferencia), a ese mismo target <target0 de control) sele asignaba en el otro bloque una lista de control (con todos
los pares previos neutrales) del mismo tamaño.Asi pues, cada
bloque estaba integrado por 48 listas con todos los pares
target. 24 experimentales (12 donde se inducia un error de
intercambio de consonante inicial, y 12 en las que se esperaba
un error de íntercambio de consonante final) y 24 de control.
con los distintos tamaños de las listas representados por
igual.
Las 48 listas de cada bloque fueron ordenadas cuasi—
aleatoriamente para su presentación a los sujetos. La única
constricción impuesta consistió en evitar que aparecieran más
de tres listas experimentales o de control seguidas o con el
mismo número de pares. El orden de presentación se mantuvo
idéntico en cada forma. Los dos grupos de sujetos vieron, por
tanto, el mismo número de listas, con el mismo tamaño y los
mismos tarqets <la mitad incluidos en listas de control y la











bloque iba precedido por un conjunto de pares de
integrado por 8 listas de tamaños diferentes. En
estas listas, sus targets estaban seleccionados de
representaban algunas de las condiciones
(iban precedidos de pares que inducían errores
inicial o rina) de sílaba y que daban lugar a
palabras) y no aparecían en las listas que
experimento ni como pares inductores ni como
Las otras cuatro listas eran de control (véase
255
Procedimiento
Dos grupos de sujetos, a los que se fue presentando
alternativamente cada forma de listas, realizaron
individualmente el exper,mento.
A todos se les instruyó, a través de la pantalla del
ordenador, para que leyeran en voz alta, tan rápido como
pudieran y sin omitir ninguno, cada uno de los pares de
palabras correspondientes a diferentes listas, que aparecían
en letras minúsculas y separados por un guión, en el centro de
la pantalla. Un grupo de asteriscos les advertía del comienzo
de cada una de las listas.
Las valores temporales que configuraron la presentación
de cada lista aparecen en la pág.222.
A diferencia del experimento anterior, los sujetos
repetían en voz alta todos los pares de las listas, lo cual
les obligaba a permanecer atentos de una manera continuada y
les enmascaraba, en parte, las particularidades del par
target. El dispositivo de medición del tiempo, al que se
aludió en la introducción general, se ponía en funcionamiento
solo cuando aparecía el par target, y era detenido con el
inicio de la respuesta del sujeto a través de la llave oral.
Este intervalo entre la aparición en la pantalla del par
‘target~ y el comienzo de la respuesta del sujto, constituía
el tiempo de reacción que era medido en milisegundos. A la
vez, las respuestas quedaban grabadas en una cinta
megnetofónica para analizar posteriormente los errores
cometidos.
Los sujetos vejan primero el bloque de listas de
práctica y seguidamente las 48 listas del bloque experimental
que se les hubiera asignado, con un descanso intermedio para
atenuar los efectos de la fatiga. El bloque de práctica se
podía repetir hasta tres veces y los bloques experimentales
tenían los mismos pares ~target, con la única diferencia de
que los pares que para un grupo de sujetos eran targets




Se realizó un diseño inter—intragrupo, con tres
factores: tipo de lista < experimental vs. relleno ), posición
del intercambio esperado <inicial ve. final de sílaba ) y
lexicalidad < palabra ve. no palabra ).
Los resultados se analizaron atendiendo tanto al número
y tipo de errores como al tiempo de reacción de los sujetos.
En cuanto al número y tipo de errores cometidos, se
siguieron los mismos criterios de clasificación del
experimento anterior, estableciéndose tres categorías de
errores en los que se vieron implicados los targete: errores
propiamente experimentales. -errores no experimentales en
posiciones criticas y errores no experimentales en posiciones
no criticas. No se contabilizaron todos los errores que
afectaron a los pares inductores de las listas, aunque se
recogieron como parte integrante de un corpus de errores,
cuyo análisis podía resultar de interés para otros objetivos.
A los tiempos de reacción se les aplicó un análisis de
varianza por sujetos (con medidas repetidas en los tres
factores) y por estímulos (con medidas repetidas en el factor
tipo de lista y no repetidas en los otros dos). Al igual que
en el experimento anterior, se contabilizaron los tiempos
correspondientes a las respuestas correctas y la limpieza de
datos excluyó los tiempos de las respuestas por debajo de 200
m/s y por encima de 2000 m/s. Además, los Que se apartaron dos
desviaciones típicas respecto de la media de cada sujeto
fueron sustituidos Por el valor del limite (cut—off point)
correspondiente.
RESULTADOS
a) Resultados en número de errores
La tabla 4.8 recoge el número de errores experimentales
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cometidos, en función de las variables estudiadas.
Como puede observarse, el porcentaje de errores
experimentales obtenido en targets críticos no llegó al 1.5
%, por debajo del conseguido en el experimento anterior con la
técnica básica de Motley. Por tanto, las conclusiones a las
que nos llevan los datos deben ser tomadas con las debidas
precauciones.
En este experimento es importante hacer una primera
comparación entre los errores en targets críticos y errores
en los targets de control, ya que el diseño la incluía como
factor a estudiar. La diferencia en el porcentaje de errores
correspondiente a estos dos tipos de targets no resultó
significativa (z= 1.2, p > 0,05>. Este dato plantea serias
dudas a la eficacia de la tarea de interferencia generalizada.
Tabla 4.5 : Errores de sonido experimentales en función de la
posición silábica y la lexicalidad en targets
críticos y de control.
N POSICION EN LA SILABé LEXICALIDAD
~e Inicial rinal Palabra No Palabra
TARGETS 7 6 1 7 -
CRíTICOS 1.2
TARGETS” 4 4 4 -
DE CONTROL 0.7
En cuanto a las otras dos variables estudiadas, los 7
errores inducidos se produjeron en pares donde el error
esperado daba lugar a palabra y 6 en consonante inicial de
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sílaba. Esta tendencia a ocupar la posición inicial es
significativa <z z 2, p < 0.05 1. Se cumplen así nuestras
predicciones a favor de la hipótesis de la lexicalidad, como
en el experimento 1, pero no la predicción a favor de la
implicación de la consonante final de sílaba en el error.
En las tablas 4.9 y 4.10 aparecen las otras dos
categorias de errores no experimentales producido. Estos
resultados, si bien no tienen la misma importancia que los
anteriores, muestran una consistencia clara con ellos en
cuanto al efecto de inicialidad y una inconsistencia en cuanto
al efecto de lexicalidad, con ligero predominio de errores que
dan lugar a no palabras.
Tabla 4.9 Errores no experimentales de sonido en posiciones
criticas.
POSICION EN LA SíLABA LEXICALIDAL)
N
Inicial Final Palabra No Palabra
~TA~GETS 10 10 - 4 6
CRíTiCOS
~TARGETS 20 19 1 12 8
DE CONTROL
Atendiendo al tipo de errores cometidos, los datos son,
en general, los esperados. En errores experimentales
predominan los de movimiento (sólo un intercambio completo),
y, en los no experimentales, errores no contextuales de
sustitución. (Tablas 4.11., 4.12. y 4.13.
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Tabla 4.10 : Errores no experimentales de sonido en posiciones
no críticas.
POSICION EN LA SíLABA LEXICALIDAD
N
Inicial Final Palabra No Palabra
TARGETS 24 21 3 9 15
CRíTICOS
TARGETS 19 14 5 10 9
DE CONTROL
Tabla 4.11.: Distribución de errores experimentales de sonido
según el tipo de error cometido.
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Tabla 4.12 : Distribución de errores no experimentales de
sonido en posiciones criticas según el tipo de
error cometido.
TI PO DE TARGET
TIPO DE
ERROR Critico De Control TOTAL
Perseveracion - 3 3
Intercambio í 1
Sustitución 9 16 25
Omisión 1 1
TOTAL 10 20 30
Tabla 413.: Errores no experimentales de sonido en posiciones
no criticas según el tipo de error cometido.
TIPO DE TARGET
TIPO DE
ERROR Critico Ce relleno TOTAL
Anticipación 2 2 4
Perseveración 5 2 7
Antic./Persever. £ 1
Mov. incompleto - 1 1
Sustitución 12 14 26
Adición
Omisión 3 .3
TOTAL 24 19 43
Además de estos errores de sonido en los que el segmento
implicado en el error era una consonante Se produjeron otros
errores donde el elemento afectado fue una vocal <nzs) o una
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secuencia de sonidos <n=2). No se produjeron omisiones
palabra o no respuestas. Así mismo, se dieron 168 errores
sonido en los pares no target (4.1 t>, de los cuales






b) Resultados en tiemoo de reacción
Los resultados en tiempos de reacción (en milisegundos)
aparecen en la tabla 4.14.
Tabla 4.14. : Resultados en tiempo de reacción (TR> por







































El análisis de varianza puso de manifiesto que los
sujetos eran más rápidos cuando los sonidos envueltos en el
error esperado ocupaban posiciones finales de sílaba, que
cuando ocupaban posiciones iniciales. Este efecto fue
altamente significativo tanto en el análisis por sujetos
(F(l.23) 22.88, p < 0.0001) como por iteras (F(l,44> 8.12,
p < 0.006> ( mm FIl,65) 5.98, p < 0,05 >.No se apreciaron
efectos importantes en los otros factores <tipo de lista y
1 ex i cali dad Y
La diferencia entre los tiempos de reacción de los
sujetos en Tas distintas condiciones, correspondientes a las
listas experimental y de control ( 3 mis>, revelan la poca
sensibilidad de los resultados a la tarea de interferencia,
haciéndola poco fiable. Se aprecia una ligerisima tendencia de
los sujetos a tardar más cuando el output esperado en el
error es palabra que cuando es no palabra, tanto dentro de las
listas experimentales (9 mIs), como de control (18 mis>.
Aunque se esperaban efectos de interacción, tampoco éstos
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Figura 4.8: Distribución del TRen la variable inicialidad
<inicial vs. final) en función del tipo de lista














Lista Éeo.ri,rsnt&I Lista Control
— Palabra 4- No palabra
Figura 4.9 : Distribución del TR en la variable lexicalidad
(palabra va. no palabra> en función del tipo de
lista de estímulos (experimental vs. control>.
DISCOS ION
El escaso porcentaje de errores experimentales obtenidos
con este tipo de técnica nos lleva a ser bastante cautos a la
hora de interpretar los resultados y de sacar conclusiones. Si
algo queda claro, es que esta técnica de elicitación de
errores es menos eficaz que la que sigue el algoritmo de
Motley y más fácil que ella, a juzgar por la ausencia de
omisiones y de no respuestas Esta apreciación nos deja
abiertos al interrogante de la viabilidad de la técnica en si
misma, a juzgar por el número de errores no experimentales que
se producen.
Desde el punto de vista de los tiempos de reacción,
tampoco la situación de control introducida en este
experimento parece haber producido los resultados esperados ya
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que el patrón de tiempos obtenidos en listas experimentales y
de control fue prácticamente similar. Al tratarse de unos
mismos targets era coherente predecir que se iba atardar más
en repetirlos correctamente cuando fueran precedidos de pares
de interferencia que cuando lo fueran de pares neutrales. De
hecho, no ocurrió así. Esto, junto a la ausencia de efectos de
interacción, nos vuelve a plantear la duda sobre la eficacia
de las técnicas de inducción.
Estas limitaciones, que no pueden ignorarse, no impiden,
sin embargo destacar algunas de las tendencias observadas . En
primer lugar, y por lo que se refiere a la variable
lexicalidad, el escaso número de errores obtenido muestra
corno en el experimento 1. la existencia de sesgo léxico. Oicho
efecto desaparece en las otrAs dos categorías de errores no
experimentales.
Los resultados en cuanto a la posición del error en la
sílaba, nos invitan a seguir investigando . Así como en el
experimento anterior los errores tendían a acumularse en
posición final de sílaba, en este experimento los errores
afectaron más a posiciones iniciales de sílaba en todas las
categorias. La medida de control introducida aquí, que
consistía en asignar los mismos segmentos a posiciones
iniciales y finales, no logró los efectos deseados,
invirtiendo la dirección de los datos del experimento 1.
Con las precauciones correspondientes, algunas
explicaciones podrían dar, en parte, razón de este patrón de
resultados. En primer lugar, analizando los targets en los
que se pretendía inducir un intercambio de segmentos
iniciales, aparece un porcentaje mayor de palabras de menor
frecuencia de uso que en los targets donde el error esperado
implicaba segmentos en posiciones finales. Si ésto es así,
acaso variables de tipo léxico estarían mediando en el proceso
de asignación de segmentos a posiciones en el nivel
fonológico, do forma que los segmentos correspondientes a
palabras más frecuentes se verían reforzados y dotados de una
mayor resistencia al error. Ignoro hasta qué punto este mismo
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argumento seria aceptable, ya no en función de la mayor o
menor frecuencia de las palabras, sino de la mayor o menor
frecuencia de las silabas. Cualquier indicio en este sentido,
reforzarla aún más el papel preponderante de la estructura
silábica en los procesos de codificación fonológica.
En segundo lugar, podría pensarse en características
específicas de la tarea como causantes de este efecto. En este
sentido, el algoritmo utilizado por Motley en sus tareas de
inducción de errores seria más fuerte para elicitarlos en
posiciones finales que en iniciales. Aunque en principio no
tendría por qué suceder así, no disponemos de datos aportados
por Motley en este sentido, ya que en sus materiales en inglés
utiliza solo palabras monosílabas y un algoritmo de inducción
para posiciones iniciales de sílaba.
En tercer lugar, habria un argumento digno de tener en
cuenta. La medida de control a la que aludimos anteriormente,
según la cual los mismos segmentos < consonantes liquidas y
nasales más la fricativa ¡s/> eran objeto del intercambio
esperado en posiciones iniciales y finales, podrían aportar
algún dato revelador. Introducir esa situación de control
equivalía a prescindir, como estímulos experimentales, de
muchas palabras que comienzan por consonante obstruyente y que
son muy frecuentes en español. En consecuencia, si al
desaparecer las obstruyentes <salvo el segmento ¡si), en
posición inicial de sílaba, los errores aumentan en esta
posición, puede constituir un indicio de que las obstruyentes
protegen del error las posiciones iniciales de sílaba, mucho
más que otras consonantes. O, tal vez, no quiere decir más
que, cuando las posiciones iniciales y finales de sílaba son
ocupadas sólo por consonantes sonorantes (líquidas y nasales>,
son las posiciones finales las más resistentes al error
<¿quizás por ser más frecuentes en esas posiciones?).
En cuanto a los tiempos de reacción de las respuestas
correctas, los resultados convergen con los del experimento
anterior puesto que los sujetos tardaron menos tiempo en
responder cuando los segmentos que se esperaba que
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interactuasen en el error ocuparon posiciones finales, aunque
no en la linea de nuestras predicciones. Esta convergencia es
digna de destacar porque apoya la hipótesis de partida que
establece, para cada uno de los efectos críticos propuestos,
más errores y un mayor tiempo de reacción. Como en el
experimento 1, los tiempos de reacción en el factor
lexicalidad no resultaron significativos.
Finalmente, subrayo que el dato de la ausencia de
significación en el factor lista, aparte de encarecer
sobremanera el experimento, plantea una seria duda acerca de
la idoneidad de la tarea, puesto que da la impresión de que el
sesgo fonológico anticipatorio de una respuesta errónea no
tiene toda la eficacia que seria de esperar. Aun así,
asístirianos una vez más a un aumento de la carga de
procesamiento tal vez debido a la mayor relevancia de las
posiciones silábicas iniciales o la mayor disponibilidad de
segmentos a procesar en dichas posiciones. Esto se traduciría
en un menor automatismo de la función revisora que protege del
error en los onsets silábicos.
En resumen, el efecto de lexicalidad se ve apoyado por
los datos sobre errores, pero el de inicialidad arroja, en
cuanto a errores, resultados en una linea distinta a la del
experimento 1. Las dudas expuestas acerca de la eficacia de la
tarea utilizada, nos lleva a poner a prueba los mismos




En este experimento se estudian nuevamente los efectos de
inicialidad y de lexicalidad. A falta de resultados sólidos en
los dos experimentos anteriores, se incorpore una nueva
técnica, la de intercambios por instrucción, con medida del
tiempo de reacción. Mediante esta técnica se trata de analizar
la facilidad con la que los sujetos realizan intercambios de
consonante en posición inicial o final de sílaba, dando lugar
a palabras o a no—palabras. Se espera una mejor ejecución por
parte de los sujetos cuando la tarea impuesta responde a las
regularidades observadas en los errores. En concreto, se
plantea la hipótesis de que el tiempo de reacción será menor y
el porcentaje de errores (respuestas que no siguen la
instrucción) inferior en los intercambios de los sonidos
finales de sílaba y en aquéllos que dan lugar a palabra.
M
Su i etos
En este experimento participaron 24 estudiantes
universitarios de ambos sexos de la Facultad de Psicología de
Madrid (IJ.C.MA.
Materialee
Corno en los experimentos anteriores, se seleccionaron 48
pares de palabras, bisilabas, llanas, con estructura CVC en la
primera sílaba y CV en la segunda, la mayor parte de uso
frecuente en español. Un bloque de 24 pares fue diseñado para
que los sujetos realizaran, mediante instrucción previa, un
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intercambio de sus consonantes iniciales < menta-lancha: error
LENTA—MANCHA>, y el resto para efectuar un intercambio de
consonantes finales < marco—sonde: error MANCO—SORDA). Tanto
en uno como en otro bloque, 12 pares daban lugar a palabras.
como consecuencia del intercambio ( ejemplos anteriores) y los
otros 12 pares, a no—palabras (parche-~olsa: error
BARCHA—POLSA: baoda— mu~go: error BASDA—MUNGO). Se elaboraron
cuatro pares de palabras para cada uno de los 6 grupos en los
que el contraste de los segmentos iniciales a intercambiar era
el siguiente: lpl—lbl, lf/—lsl, ¡lI—/rl, iti—i 1, /ch¡—¡p¡ y
/m/—il¡. Otros cuatro pares se asignaron igualmente a 6 grupos
distintos de contraste de los segmentos finales a
intercambiar: /l/—lr/, /1/—Ini, ir/—/n/, ¡s/— 111, ls/—Ir! y
/nl—is/. Los 24 pares pertenecientes a cada uno de los bloques
fueron ordenados aleatoriamente, de forma separada, para su
presentación a los sujetos. Este orden de presentación se
mantuvo filo para todos los sujetos.
Asimismo se construyó un bloque de práctica de 12 pares
de palabras distintas de las anteriores, 6 para intercambio de
consonante inicial ( 3 daban lugar a palabra y 3 a no palabra>
y 6 para intercambio de consonante final 1 3 producían
palabras y 3 no palabras>.
Todos los pares, tanto los de los bloques experimentales
como de práctica tenían subrayados los elementos a
intercambiar. con el fin de facilitar la tarea. (Véase
apéndice).
Procedimiento
El experimento fue realizado individualmente. Doce
sujetos vieron primero el bloque de los intercambios de
consonante inicial y a continuación el bloque de intercambios
de consonante final, y los otros 12 sujetos, en orden inverso.
Los estímulos se presentaron a través de la pantalla de
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un ordenador, en letras minúsculas, separados por un guión y
en lugar central. Cada par de palabras iba precedido de unos
asteriscos para reclamar la atención de los sujetos cuya tarea
consistía en intercambiar las letras que vieran subrayadas de
una palabra a otra, diciendo en voz alta el nuevo par de
palabras o no palabras resultante. A los sujetos se les
advertía en las instrucciones que aparecían en la pantalla del
ordenador, que respondieran lo más rápido que pudieran sin
preocuparse de las respuestas incorrectas, una vez que se
hubieran asegurado del intercambio a realizar. En estas mismas
instrucciones se les ilustraba la tarea a realizar con tres
ejemplos. Oespués de despejar cualquier tipo de duda, se
realizaba el bloque de práctica seguido de los dos bloques
experimentales,con un breve descanso intermedio.
Los asteriscos de aviso permanecían en pantalla 1000 mIs,
seguidos de un intervalo de 500 mIs, tras los cuales aparecían
los pares target durante 2500 mIs. Entre la desaparición de
los target” y los asteriscos transcurrían 1000 m/s, que daban
paso a una nueva secuencia con estas mismas valores
temporales.
Los sujetos disponían de un micrófono con el que
registrar sus respuestaa y de una llave oral para medir su
tiempo de reacción entre el comienzo de la aparición del
target” y el inicio de su respuesta.
flj~ñffi~~nálisis
Se hizo un diseño factorial intragrupo con dos factores:
posición del intercambio a realizar <inicial vs. final) y
carácter léxico del mismo (palabra vs. no palabra).
En los resultados se tuvieron en cuenta los tiempos de
reacción de los sujetos y sus respuestas incorrectas o
errores,
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Los tiempos de reacción fueron tratados mediante un
análisis de varianza por sujetos y por errores con medidas
repetidas en los dos factores. Se contabilizaron los tiempos
de las respuestas correctas y se aplicó una limpieza de datos
rechazando los que quedaron por debajo de 400 m/s y por encima
de 3000 m/s. Los tiempos con valores superiores a dos
desviaciones típicas respecto de la media de cada sujeto, se
sustituyeron por el valor del cut-off point correspondiente.
Los datos de 12 sujetos no fueron tenidos en cuenta en los
análisis definitivos por alcanzar porcentajes de errores
superiores al 50 % en algunas de las condiciones
experimentales
RESULTADOS
Dada la distinta interpretación que en este experimento
tienen los errores (respuestas incorrectas a la tarea> no
fueron clasificados según las categorías establecidas en el
resto de experimentos, por no tratarse de errores inducidos.
Sin embargo son tenidos en cuenta en el análisis de varianza.
a> Tiemoos de reacción de las resouestas correctas
Los tiempos de reacción medios correspondientes a los 12
sujetos seleccionados tras la limpieza de datos, quedan
reflejados en la tabla 4.15.
El análisis de varianza por sujetos, no mostró efectos
significativos ni en el factor posición del intercambio
(F(l,l1) 1.42, p > 0.05> ni en el factor lexicalidad
<F(I,ll) = 3.8, p > 0.05) ni en su interacción (Hill>
0.17, p > 0.05>. Como tendencia general se aprecia que los
sujetos fueron 84 m/s más rápidos cuando el intercambio a
realizar afectó a posiciones finales de sílaba, y 64 mis más
rápidos cuando el intercambio realizado dió lugar a palabras.
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Tabla 4.15 : Resultados en tiempo de reacción por















En el análisis de varianza por estímulos el factor
lexicalidad adquirió una significación alta (F(1,5> = 31.09, p
0.002>. La tarea resultó más fácil de ejecutar en aquellos
estímulos donde el intercambio de consonantes daba lugar a
palabras. Ni el factor posición del intercambio ni la
interacción resultaron significativos, si bien se ejecutaron
con mayor rapidez los intercambios de consonantes finales que
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Figura 4.10. Distribución del TR en cada condición
experimental <intercambio inicial/final de
sílaba) en función del carácter léxico del
intercambio.
b> Análisis de varianza del % de errores cometido
Se realizó también un análisis de varianza de los
errores (Tabla 4.16>. Los resultados evidencian efectos
significativos en el factor lexicalidad (F<1,l1) = ¶4.35, p
0.003 ). Los sujetos cometieron más errores cuando el
intercambio de los segmentos a realizar daba lugar a no
palabras. Ni el factor posición del intercambio ni la





















La tendencia a responder más incorrectamente en
intercambios de consonantes iniciales que finales <casi
U, está en consonancia con la tendencia mostrada en
análisis por sujetos a realizar con mayor lentitud
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Figura 4.11.— Distribución del % de errores en cada
condición experimental (Intercambio




Los resultados obtenidos, a pesar de la ausencia de
significación en el análisis por sujetos, apoyan, en general,
nuestras predicciones como lo muestra la tendencia de los
sujetos a realizar con mayor rapidez intercambios en
posiciones finales e intercambios que dan lugar a palabras.
Por otra parte, el menor porcentaje de errores en los
intercambios léxicos confiera una mayor solidez al efecto de
lexical idad.
El perfil de los datos se corresponde con el del
experimento 1, tomando en éste, como variable de medida, el
núnero de errores que predominaron en posiciones finales y
cuando el output era léxico. La tendencia al efecto de
lexicalidad destaca más si comparamos las características de
la tarea empleada en este experimento y en los anteriores.
En los experimentos 1 y 2, la tarea de los sujetos
consistía simplemente en repetir un par de palabras y el
efecto léxico o no léxico aparecía más encubierto, menos
detectable para ellos. Sin embargo, en una tarea como la aquí
empleada el seguimiento de las instrucciones ~obliga a los
sujetos a producir palabras o no palabras. Y es precisamente
la extrañeza de los sujetos al intentar emitir dos no palabras
la que puede activar automáticamente algún dispositivo de
control que, en este caso, por querer preservar el carácter
léxico de la emisión, conduce precisamente al error. Nos
encontraríamos, pues, por caminos distintos, con una misma
función editora encargada de dar vía libre a productos léxicos
que, a posteriori, son contemplados de forma diferente según
la tarea realizada. Así, en los experimentos anteriores la
función editora haría que el error de intercambio lenta—mancha
para el targetoenta—lancha fuera más frecuente que el error
barche—Rolsa para el target parche— bolsa. Sin embargo, en
este experimento el editor haría que el intercambio o
respuesta correcta a la instrucción, lenta—mancha fuera
realizado con mayor facilidad que barche—polsa.
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En cuanto a los tiempos de reacción, aun sin obtener
resultados significativos, los datos se aproximan también a
los del experimento 1 en el sentido de que, ahora, los sujetos
emplean menor tiempo en realizar los intercambios de
consonante final de sílaba y su tarea se ve facilitada cuando
el intercambio da lugar a palabra. Tal vez, como se apuntaba
en el experimento 1, -el mayor gasto computacional que requiere
el procesamiento de los segmentos iniciales, puede deberse a
la mayor relevancia de los onsets silábicos y a la mayor
proporción de segmentos candidatos a ocupar tales posiciones
estructurales. Y por lo que se refiere al status léxico de los
estímulos, no seria ajeno al resultado obtenido pensar en la
interferencia entre una tarea que obliga a producir dos
no—palabras y la actuación presumible de un editor encargado
de evaluar el carácter léxico de los productos lingúisticos.
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4.2.4. EXPERIMENTO 4 A
Los experimentos 4 A y 4 B tienen por objetivo estudiar
de una manera controlada el efecto de inicialidad léxica VS.
silábica y la influencia del valor de acento de la sílaba en
los errores fonémicos. Se trata de comprobar si se producen
más errores subléxicos en posiciones iniciales de palabra que
en posiciones iniciales de sílaba que no son comienzo de
palabra, y si se reparten por igual en silabas tónicas y
átonas. Se parte de la hipótesis de que, en español, las
posiciones iniciales de sílaba aglutinan más errores
subléxicos que las posiciones iniciales de palabra y que
dichos errores se reparten por igual en silabas tónicas y
átonas.
El experimento 4 A aborda estos objetivos mediante la
técnica básica de inducción de errores (modalidad visual),
mientras que el experimento 4 8 constituye una réplica del 4 A
con una nueva tarea: la versión transmodal <auditivo-visual>
de la técnica anterior. En ambos experimentos se analizan el
número de errores y el tiempo de reacción de las respuestas
correctasLa discusión de los resultados se hace conjuntamente
al final del experimento 4 8.
METODO
Su ietos
En este experimento participaron 20 sujetos
universitarios de ambos sexos, estudiantes de Psicología en
la universidad Complutense de Madrid. Eran integrantes de un




Los estímulos del experimento se agruparon en dos
bloques experimentales y uno de práctica.
Por cada bloque experimental se seleccionaron 24 pares
de palabras target críticos y 18 pares target no
críticos.
Los target críticos del bloque experimental A eran
palabras llanas, bisilabas, con diferentes estructuras
silábicas <Ej.: néctar-mármol, peste—disco, joven—chasis.
Todas las sílabas implicadas en el error esperado tenían la
estructura CVC. Doce pares se diseñaron para inducir errores
de intercambio del fonema consonántico inicial de la primera
sílaba de palabra ( el error inducido seria caracterizado, por
tanto, como error de consonante inicial de palabra
correspondiente a sílaba acentuada: ej.: néctar — mármol ¾
Otros doce pares se seleccionaron para producir
errores de intercambio del fonema consonántico inicial de la
segunda sílaba <el error inducido pertenecería, por tanto, a
la categoría de error de consonante no inicial de palabra
correspondiente a sílaba no acentuada: ej.: joven—chasis).
Para neutralizar la influencia de la lexicalidad, en todos los
casos, de producirse el error pretendido, éste daba lugar a
no—palabras. De igual forma, para prevenir la posible
influencia contaminante de la semejanza fonética, la mitad de
las consonantes implicadas en los intercambios pretendidos
diferían en un solo rasgo fonético y la otras mitad en dos o
más.
Los 18 pares target no críticos correspondientes a
este bloque se formaron sin más constricciones que ser
palabras llanas, bisílabas, distintas a las de los target
críticos.
Los pares target” críticos del bloque experimental 8
eran palabras agudas, bisilabas, con distintas estructuras
silábicas: Fj: perdiz—mantel,bambú-multó,pared—metal.
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También aquí las silabas implicadas en el error tenían la
estructura CVC. Doce de estos pares se eligieron para provocar
errores de intercambio de consonante inicial de palabra <por
tanto, en sílaba no acentuada: ej.: Rerdiz—mantel 1. Los otros
doce pares se seleccionaron para inducir errores de consonante
inicial de la segunda sílaba ( por tanto, en sílaba acentuada:
ej.: pared— metal>. La mitad de consonantes que interactuaban
en el error deseado, se diferenciaban en un rasgo fonético, y
la otra mitad, en dos rasgos. El output error era,en todos
los casos, no palabra. Los 18 pares ~target no críticos eran
palabras bisilabas, agudas, distintas de las críticas.
Por la dificultad para encontrar pares de palabras que
respetasen los criterios anteriores y fueran relativamente
frecuentes, se permitieron estímulos pertenecientes a todas
las categorías mayores, incluidos infinitivos y formas
flexivas, con la única limitación de que los pares, a ser
posible, no constituyeran sintagmas o una relación de
concordancia sustantivo—adjeti yo.
Una vez seleccionados los pares críticos y no críticos
de cada bloque, se construyeron tres pares de interferencia
fonológíca por cada par critico, siguiendo el algoritmo de
Motley. Estos pares de interferencia, como en el experimento
1, precedían inmediatamente al target y tenían por finalidad
sesgar a los sujetos a cometer un error de intercambio de
consonante inicial de palabra o de sílaba, según los casos. En
la tabla figura 4.12 se muestra un ejemplo del algoritmo de
interferencia para el caso de un intercambio de consonante
inicial de palabra y para el caso de un intercambio de
consonante inicial de sílaba que no es comienzo de palabra. En
ambos casos, ABC, representan respectivamente los fonemas
inicial, medio y final de. la sílaba ~target de la primera
palabra del error esperado. P,Q,R tienen los mismos
referentes en la segunda palabra del error esperado. X
representa cualquier fonema distinto de A,B,C.P,Q,R.
Se asignaron aleatoriamente distintos tamaños de lista
tanto a los “target’ críticos como no críticos. Las listas
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quedaron configuradas de la siguiente manera: en cada bloque
había 8 listas de 4 pares, 8 de cinco y a de seis precediendo
a los ‘target críticos, distribuidas por igual en los que se
iba a inducir un intercambio de consonante inicial y no
inicial de palabra, y 6 listas de dos pares, 8 de tres, 2 de
cuatro y 2 de cinco, precediendo a los pares no criticos.En
resumen, resultaron 84 listas: 42 de palabras llanas (24
experimentales correspondientes a los target’ críticos y 18
de relleno correspondientes a los target no críticos> y42 de
palabras agudas <24 experimentales y 18 de relleno). En total,
6 listas de dos pares, 8 de tres, 10 de cuatro, lo de cinco y
8 de seis, por cada bloque, excluyendo los target. Los pares
de las listas de relleno eran pares neutrales cuyas
consonantes iniciales no coincidían con las de sus ~target de







hogar—color10 par interferencia XBC XQR tarta—ponche
29 par interferencia ABC XOR farsa-monte curar—dador
39 par interferencia ABX PQX falda—coste voraz—veloz
Par “target critico PBC AOR carne—fondo telar—furor
Error esperado ABC POR farne—gondo terar—fulor
Fig.4.12 : Configuración de los pares de interferencia de
cada lista para inducir errores de consonante
de sílaba inicial o no inicial de palabra.
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Como los pares target críticos llevaban asociados tres
pares de interferencia, hubo que completar cada lista
experimental con los pares neutrales correspondientes, según
el tamaño que se le hubiera asignado.
Todas las listas de cada bloque se ordenaron cuasi-
aleatoriamente para su presentación a los sujetos. Se evitó
que aparecieran más de
más de dos con el mismo
de intercambio a inducir
También se controlaron,
listas, los efectos de
la repetición en voz
parcialmente con la apari
lista siguiente. Con
lista no podía comenzar
del par anterior cuando
cuando se trataba de
tres listas experimentales seguidas o
tamaño o más de dos con el mismo tipo
<inicial o no inicial de palabra).
en el orden de aparición de las
una interferencia hacia atrás, ya que
alta de un par target coincidía
ción en pantalla del primer par de la
este fin, el primer par neutral de una
con las mismas consonantes iniciales
éste era un target no critico. Y
un target critico, las consonantes
del primer par neutral de la lista siguiente no podían
coincidir con las correspondientes a las posiciones implicadas
en el error a inducir. De esta manera, si el sujeto tenía
que repetir el par mental—pulgar, el primer par neutral de
la lista siguiente no podía incluir ni ¡tI ni ¡g/ en la
primera posición de la segunda sílaba de cada una de
sus palabras.
Junto a estos estímulos se elaboraron también dos
bloques de práctica de 6 listas cada uno. uno de ellos
precedía al bloque experimental de las palabras llanas y el
otro al bloque de las palabras agudas. Cuatro listas
incluían ‘targets que representaban las mismas condiciones
experimentales que se iban a tener en cuenta y dos eran
listas de relleno. SO tamaño osciló entre 3 y 7 pares
incluido el target’>.
Finalmente se añadieron dos pares de estímulos al final
de cada bloque, tanto de práctica Como experimental. Las
características técnicas de realización de la tarea, exigían,
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tal y como estaba configurado el programa del experimento,
que la repetición del último ‘target de un bloque coincidiera
con la aparición de un nuevo par de estímulos para que se
pudiera contabilizar el tiempo de reacción empleado.
Veinte palabras de los 48 ‘targets críticos junto a
otras 20 seleccionadas aleatoriamente se incluyeron en una
lista impresa que se pasó a los sujetos al finalizar el
experimento para que señalasen todas aquéllas que recordaban
haber visto. El objetivo era mantener la atención durante la
presentación de todos los pares. Los resultados de esta prueba
de memoria no se tuvieron en cuenta a efectos experimentales.
(Véase apéndice>.
Procedimjento
El procedimiento fue similar al empleado en el
experimento 1, con las mismas instrucciones, tiempo e
intervalo de presentación de los estímulos. La única excepción
consistió en una ligera modificación de las instrucciones en
las que se advertía especialmente a los sujetos que prestasen
atención a todos los estímulos ya que el experimento
finalizaría con una prueba de memoria. La realización del
experimento 1 nos había dado algún indicio de que, o bien por
el tamaño de alguna lista, o bien por tener que repetir en voz
alta sólo los pares target, o bien por la duración del
experimento, algunos sujetos habian pasado por episodios de
distracción. Pues bien, para atenuer estos posibles efectos,
se redujeron las listas de relleno de 48 a 36 y se incluyó
esta prueba de memoria
Los sujetos participaron individualmente en el
experimento, en presencia del experimentador. Diez sujetos
vieron primero el bloque experimental de las palabras llanas
y, en segundo lugar, el bloque de las agudas y otros diez
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sujetos, a la inversa. Después de cada bloque había un pequeño
descanso. Aunque la prueba de memoria no tenía tiempo límite,
se aconsejó hacerla lo más rápidamente posible. Esta falta de
control temporal obedecía al planteamiento de no considerar
experimentalmente los resultados de la prueba.
Diseño ~análisis de datos
Se hizo un diseño factorial intragrupo con dos factores:
posición del intercambio esoerado con dos niveles (sílaba
inicial de palabra vs. no inicial de palabra) y valor de
acento de la sílaba implicada en el error también con dos
niveles <tónica vs. átona>. A- continuación aparece un ejemplo
de las cuatro condiciones experimentales:
Condición 1: Intercambio sílaba inicial
Tóni ca
Condición 2: Intercambio sílaba inicial
Atona
Condición 3: Intercambio sílaba no inicial
Tón i ca
Condición 4: Intercambio sílaba no inicial
Atona
Se midieron dos variables dependientes:








Se aplicaron dos análisis de varianza sobre los tiempos
de reacción de las respuestas correctas: uno por sujetos, con




con medidas no repetidas. En la limpieza de datos se siguieron
los mismos criterios de establecimiento de los “cut—off
points de los experimentos 1 y 2.
RESULTADOS
a) Resu tados en número de errores
La tarea utilizada pretendía inducir errores de
consonante inicial en sílabas que fueran o no comienzo de
palabra, con acento o sin él. Se adoptaron, como en los
experimentos 1 y 2, tres criterios de clasificación de
errores: errores propiamente experimentales, errores no
experimentales en posiciones criticas y errores no
experimentales en posiciones no criticas. (Véase
introducción).
La tabla 4.17 recoge el número de errores
experimentales cometidos en función de las variables
estudiadas.
El bajo porcentaje de errores inducidos <1.4 % > no
permite sacar conclusiones estadisticamente fiables.Ni el
porcentaje de errores en posición no inicial (z0.S5, p
0.05) ni el de errores en silabas tónicas (z=í.95, p
0.05) fueron significativos, si bien este último estuvo
próximo a la significación. Sin embargo, los datos
muestran algunas tendencias destacables como es el
predominio de errores iniciales de sílaba en las posiciones
no iniciales de palabra.Esto ocurre en 8 de los 13 errores.
Si se tienen en cuenta el valor de acento de la sílaba
afectada por el error,la tendencia de los datos es aún más
marcada ya que lo errores se dan en silabas tónicas.
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Tabla 4.17 : Errores experimentales de sonido en
targets críticos y no críticos.
N INICIAL PALABRA NO INICIAL PALABRA
TONICA ATONA TONICA ATONA
(llana) (aguda> (aguda) (llana)
TARGETS’ 13 o — 5 3
CRíTICOS 1.4
TARCEIS 1 - 1
NO CRíTICOS 0.14
Aunque los errores no experimentales no sean tan
relavantes para nuestros análisis, se observa en ellos una
distribución casi por igual de los errores en los distintos
valores de las variables estudiadas. Aparece una ligerísima
tendmncia a favor de posiciones no iniciales de palabra y de
sílabas átonas. (Tablas 4.18 y 4.19).
Tabla 4.18 : Errores no experimentales de sonido en
posiciones criticas en targets’ críticos y no
c r it i cos.
INICIAL PALABRA NO INICIAL PALABRA
N
TONICA ATONA TONICA ATONA
(llana> (aguda) (aguda) (llana>
‘TARGETS 4 1 - 1 2
CRíTICOS
“TARGETO 8 - 3 3 2
NO CRíTICOS
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Tabla 4.19: Errores no experimentales de consonante
en posiciones no criticas de los
target
INICIAL PALABRA NO INICIAL PALABRA
TONICA ATONA TONICA ATONA
(llana) (aguda) (aguda) (llana)
TAPGETS 32 8 7 6 11
CRíTICOS
TARGETS 21 4 5 4 0
NO CRíTICOS
La distribución según el tipo de errores que aparece en
las tablas 4.20, 4.21 y 4.22, confirma, una vez más, el
predominio de errores de movimiento debido a las
características mismas de la tarea. En los errores
experimentales el número de intercambios completos fue el más
numeroso <n=9).
Tabla 4.20: Distribución de errores experimentales según
el tipo de error cometido.
T 1 PO O E T ARGEl
TIPO DE
ERROR C R 1 T 1 C O N O C R 1 T 1 C O TOTAL
Anticipación 3 1 4
Perseveración 1 1
Intercambio 9 9
TOTAL 13 1 14
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Tabla 4.21 : Distribución de errores no experimentales




ERROR CRITICO NO CRITICO TOJAL
Mo’> incompleto 1
Sustitución 3 8 11
TOTAL 4 8 12
Tabla 4.22 Distribución de errores no experimentales
en posiciones no criticas según el tipo de
error cometido.
7 1 PO DE T ARCE 1
TIPO DE
ERROR C R 1 7 1 C O u O C R 1 T 1 C O TOTAL
Anticipación 3 3
Perseveración 3 2 5
Ant./ Pers. 1 3
Intercambio 4 4
Sustitución 15 10 25
Desplazamiento
Adición 6 2 8
Omisión 3 1 4
Acento 13 6 19
TOTAL 45 27 72
44,
237 9’- - -
Además de los errores subléxicos contabilizados,
se produjeron 196 errores más en targets críticos y
131 en targets no críticos donde el segmento afectado por
el error no era un segmento consonántico individual.
Especialmente fueron las palabras las más afectadas (175
errores léxicos en targeta críticos y 122 en no críticos> y
las omisiones (105 en targets críticos y 184 en targets no
críticos) y sustituciones los tipos de errores más frecuente.
Digno de tenerse en cuenta es el amplio número de no
respuestas : 143 en targets” críticos y 275 en no críticos.
b) Resultados en tiempo de reacción
Los resultados en tiempos de reacción por sujetos y por
estímulos aparecen en la tabla 4.23.
Los tiempos de reacción de las respuestas correctas de
los sujetos no mostraron diferencias significativas en ninguno
de los factores ni en análisis por sujetos (Ft¶,1S>z0.l0, p
>0.05; F<1,lS)=O.02, p > 0.05> ni en el análisis por estímulos
(F(1,44)=O.l1, ~ > 0.05; F(1,44>~O.I2, p > 0.05). El tiempo de
reacción es ligeramente inferior <5 mIs) en los pares en que
el error esperado se da en posición no inicial de palabra y
en silabas acentuadas <3 mIs). Por tanto, ni la posición
del intercambio <inicial vs. no inicial de palabra) ni su
patrón de acento parecen desempeñar un papel decisivo
de cara a constreñir el movimiento de los segmentos
fonérnicos en base a estos datos. Con ello queda rechazada la
hipótesis de partida de que es la posición no inicial de
palabra la que se ve más implicada en los errores. Pe haberse
cumplido la hipótesis, los tiempos correspondientes a las
palabras en las que el intercambio a inducir implicaba
consonantes ea posiciones no iniciales hubiera sido
superior.( Figura 4.13).
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Tabla 4.23: Tiempo de reacción medio (en milisegundos)






























Figura 4.13.- Distribución de los TR de cada condición
experimental (inicial palabra/no inicial de
palabra) en función del valor de acento de la
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DISCUSION
Los datos proporcionados por los errores no tienen el
peso suficiente que permitan sacar conclusiones claras, dado
la pobreza de los mismos. Sin embargo, apuntan a algo bastante
claro como es la escasa fiabilidad de la tarea empleada. Una
técnica tan escasamente eficaz y tan difícil para los sujetos,
como lo demuestra el elevado número de omisiones y no
respuestas, encarece sobremanera el trabajo experimental y
remite a la búsqueda de otras tareas más adecuadas y eficaces
para abordar los estudios de producción. Por esta razón cobran
más fuerza los datos proporcionados por los tiempos de
reacción aunque no reflejen tendencias significativas.
Basándome en estos datos se podría decir que, en errores
subléxicos, lo fundamental es la constricción de posición
silábica y de acento: los segmentos que interactúan en un
error tienden a ocurrir en la misma posición de sílaba
(segmentos iniciales interactúan con iniciales, postiniciales
con postíniciales y finales con finales) y a mostrar una
correspondencia en el valor de acento de las silabas a las que
pertenecen. Esta constricción, sin embargo, no aporta nada a
la discusión sobre el tipo de posición <inicial o no inicial)
más propensa al error ni sobre el valor de acento de la sílaba
implicada en el mismo. A la luz de nuestros datos, estos
aspectos no parecen ser muy decisivos para constreñir el
movimiento de los segmentos fonémicos.
El experimento 4 B constituye una réplica del 4 A e
intenta llegar con otro tipo de tarea, como es la versión
transmodal de la técnica básica de inducción, a resultados más
claros.
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4.2.5. EXPERIMENTO 4 B
METODO
Su ietos
En este experimento participaron, de manera voluntaria,
20 estudiantes de ambos sexos de la Facultad de Psicología
dela Universidad Complutense de Madrid, que formaban parte de
un grupo de prácticas de Percepción.
Materiales




Se aplicó un procedimiento mixto de presentación de
estímulos (versión transmodal de la técnica básica de
inducción> con los pares previos de cada lista emitidos por
vía auditiva y los pares “target’, visualmente. Las
características generales de este procedimiento así como la
configuración temporal de las valores de presentación de
estímulos, se describieron en la introducción general <pág. 249
La utilización de este procedimiento, ampliamente
reseñado en las investigaciones psicolinguisticas, respondía,
en nuestro caso, a dos objetivos fundamentales: por una parte,
asegurar en los sujetos un seguimiento atencional de todos los
pares de las listas y, por otra, simplificar la tarea
experimental reduciendo el número de errores no experimentales
o de no respuestas. Este segundo objetivo parecía importante,
ya que la valoración de la tarea efectuada por los sujetos en
los experimentos 1 y 4A, ponía de relieve su dificultad de
2a1
ejecución. El análisis de datos lo confirmaba también al
observarse muchos errores de no respuesta, de omisión de
palabras y otros errores no experimentales por la
interferencia que se producía en los sujetos al coincidir su
respuesta con la aparición del primer par de palabras de la
lista siguiente. Un estudio piloto realizado con la técnica
trans—modal y estímulos procedentes de experimentos anteriores
nos demostró que la tarea se veía facilitada sobremanera para
los sujetos, si bien se reducía aún más el número de errores
producido. En esta prueba piloto se experimentaron distintas
valores temporales de presentación de estímulos con el fin de
determinar un intervalo óptimo para hacer más eficaz la tarea.
Un magnetofóno REVOXB—77 —MUí — STEREO, conectado
mediante un interface al ordenador, permitía a los sujetos
escucha los pares previos al target de cada lista mediante
unos auriculares stéreo PIONEER SE—450, a intervalos de 500
m/s. La cinta de grabación tenía incorporados unos clícks
después del último par que precedía al “target’ de cada lista.
Estos cliks hacían posible que el par target correspondiente
a cada lista se proyectase en la pantalla del ordenador
durante 800 m/s y pusiera en marcha un reloj interno que se
detenía cuando los sujetos repetían en voz alta dicho target
a través de una llave oral, quedando así registrado el tiempo
de reacción empleado. A través de un micrófono Eell & Howell
437681 se grababan las respuestas de los sujetos en una
pletina Yamaha 1<- 220, con el fin de analizar posteriormente
los errores.
La cinta con los estímulos fue grabada con dos voces
masculinas diferentes: una para explicar las instrucciones y
otra para los estímulos.
Los sujetos escuchaban en silencio los pares previos y
repetían en voz alta, lo más rápidamente posible, los pares
~target que aparecían en la pantalla. El tiempo de reacción
se contabilizaba desde la aparición del par target hasta el
inicio de la respuesta de los sujetos.
El experimento se realizaba en una única sesión con un
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descanso intermedio que diferenciaba los dos bloques de
estímulos experimentales con diferente patrón de acento, en el
orden asignado a los sujetos. Cada uno de los bloques iba
precedido por un bloque de práctica.
Diseño y análisis de datos
Las características de diseño y análisis de datos fueron
similares a las del experimento anterior.
Los resultados finales del ANOVA sobre los tiempos de
reacción, incluyeron los datos procedentes de los 20 sujetos.
RESU LTADOS
a) Resultados en número de errores
Los errores se clasificaron conforme a las tres
categorías descritas en los experimentos anteriores.
Los datos correspondientes a los errores exoerimentales
,
se muestran en la tabla 4.24. sólo se provocó un error de
perseveración en posición no inicial de palabra y en una
sílaba tón~ca.
Tabla 4.24: Errores experimentales de sonido en targets
críticos y no críticos.
N INICIAL PALABRA NO INICIAL PALABRA
~ TONICA ATONA TONICA ATONA
(llana) (aguda) (aguda) (llana>
TARGETS 1 - — 1 —
CRíTICOS 0.1
“TARGETS” 2 1 — — 1
NO CRíTICOS 0.3
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Los errores no exoerimentales aparecen en las tablas 4.25
y 4.26. Tomando en consideración el reducido número de errores
en targets críticos en las dos tablas, se observa una cierta
tendencia a ocurrir en posiciones no iniciales de palabra. A
su vez, no se da una distribución preferencial clara de los
errores, a favor de silabas tónicas o átonas.
Tabla 4.25 : Errores no experimentales de sonido en
posiciones criticas.
:NICIAL PALABRA NO INICIAL PALABRA
N
TONICA ATONA TONICA ATONA
(llana) (aguda) (aguda) (llana)
TARGETS 10 - 2 3 5
CRíTICOS
“TARGETS 12 - 7 1 4
NO CRíTICOS
Tabla 4.26: Errores no experimentales de consonante
en posiciones no criticas.
INICIAL PALABRA NO INICIAL PALABRA
N
TONICA ATONA TONICA ATONA
(llana) (aguda) (aguda) (llana)
‘TARGETS 13 2 2 4 $
CRíTICOS
TARGETS 10 1 4 1 4
NO CRíTICOS
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La distribución del tipo de errores correspondiente a
cada categoría clasificatoria pone de manifiesto, una vez más,
lo que en función de las características de la tarea se
espera: un predominio de los errores experimentales de
movimiento. Relevancia especial adquiere la aparición de
errores de acento y el número de errores de sustitución.
(Tablas 427, 4.28y4.29>.
Tabla 4.27 Distribución de errores experimentales
se9ún el tipo de error cometido.
TIPO DE TARGET
TIPO DE -
ERROR C R 1 1 1 C O N O C R 1 T 1 0 0 TOTAL
Perseveración 1 2 3
TOTAL 1 2 3
Tabla 4.28 Distribución de errores no experimentales en




ERROR C R 1 T 1 C O t4 O C R 1 T 1 C O TOTAL
Anticipación 1 1
Perseveración - 1
Sustitución 4 5 9
Omisión 1 1
Acento 5 s lo
TOTAL 10 12 22
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Tabla 4.29 : Distribución de errores no experimentales de
consonante en posiciones no criticas según eí
tipo de error cometido.
TIPO OlE TARGET
TIPO DE
ERROR C R 1 1 1 c O Ii O C R 1 1 1 C O TOTIIL
Anticipación 2
Perseveración 3 3
Sustitución 6 4 10
Oesplazamiento 1 1
Adición 3 4 7
Acento 3 3
TOTAL 16 10 26
Tanto en los target críticos como no críticos, se
produjeron otros errores no experimentales en los que la
unidad afectada no era un segmento consonántico. A diferencia
del experimento 4 A, los errores léxicos fueron escasos < 8 en
target críticos y 13 en no críticos), desaparecieron las
omisiones y apenas se produjeron no respuestas ( 2 en target
críticos y 2 en no críticos>.
bí Resultados en tiemoo de reacción
Los resultados en tiempo de reacción por sujetos y por
estímulos se presentan en la tabla 4.30.
Tal como ocurrió en el experimento anterior, los datos
no mostraron diferencias significativas en ninguno de los
factores ni en el análisis por sujetos <F<l,l9)zO.37, p >0.05;
F(l,19h0.O3, 9 >0.05 1 ni en el análisis por estímulos
<F<l,44)’O.49, p > 0.05; F<l,44)0.20, 0>0.05). Los tiempos
medios son tan parecidos que huelga cualquier comentario. Tan
sólo merece la pena destacar los tiempos muy ligeramente
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Tabla ¿.30 Tiempo de reacción medio <en milisegundos) por
sujetos y por estímulos.
CONDICIONES
EXPERIMENTALES














inferiores ( 9 m/s) obtenidos cuando, en las palabras a
repetir por los sujetos, el error esperado tenía lugar en
posición inicial de palabra. Se apoya de nuevo la hipótesis de
que ni la posición en la palabra, ni el valor de acento son
determinantes en la constricción del movimiento de los
segmentos fonémicos en los errores.
DISCUSION
Tomados en su conjunto,
experimentos nos conducen a
metodológíco y teórico.
los resultados de estos dos










En primer lugar, desde el punto de vista metodológico,
la réplica en versión transmodal del experimento anterior, no
aporta resultados dignos de interés. En líneas generales, se
podría decir que esta modalidad resulta mucho más fácil de
ejecutar para los sujetos, a juzgar por el menor número de
errores producido. En este sentido, resulta llamativo que tan
sólo se haya producido un error experimental y que apenas
aparezcan no respuestas o errores de omisión de palabra.
Admitida la dificultad inherente a todo tipo de técnica
de inducción de errores, se hace preciso buscar procedimientos
experimentales alternativos que reunan Simultáneamente una
relativa facilidad de ejecución y una mínima eficacia en la
producción de errores. Este equilibrio no parece haberse
conseguido en estos experimentos. Con la técnica básica
de inducción de Motley, el porcentaje de errores inducidos
aumenta, pero la dificultad de la tarea lleva a desaprovechar
muchos datos. Esto es claro si subrayamosde nuevo, el número
de omisiones y no respuestas que la tarea provoca. En el otro
extremo, la técnica transmodal es de más fácil ejecución pero,
en cambio, de menor eficacia, ya que apenas contribuye a la
producción de errores experimentales
En segundo lugar, centrados ya en aspectos más teóricos,
los datos obtenidos son pobres y poco concluyentes, sobre todo
en la variable de medida de los errores. Muestran
coincidencias por un lado y divergencias, por otro, aunque en
una misma dirección desde una perspectiva inter-experimento
Los errores experimentales muestran una tendencia a afectar a
silabas que no son iniciales de palabra en los target
críticos. Y en cuanto al valor de acento, tanto en el
experimento 4 A como en éste, los errores experimentales se
dan preferentemente en sílabas acentuadas. Fn ma errores no
experimentales que afectan tanto a targets críticos coso no
críticos, esa tendencia no es tan clara en ninguna de las dos
variables estudiadas.
Este patrón de resultados, en relación con la posición en
la palabra, se acerca más al obtenido con errores espontáneos
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en español que en inglés. El factor determinante en los
errores que ocurren en posiciones iniciales seria el hecho de
que esas posiciones sean iniciales de sílaba y’ no de palabra,
en discordancia con la hipótesis mantenida por
Shattuck-$iufnagel a favor de una inicialidad léxica en inglés.
Sin embargo, la tendencia observada en los errores del
experimento 4 A, a ocurrir en silabas acentuadas, no seria tan
convergente con los datos del español, donde no se aprecia un
claro predominio del valor de acento de la sílaba implicada en
el error, ni con los del inglés en los que la implicación de
los errores en posiciones iniciales de palabra es más
determinante que el hecho de que la sílaba en la que ocurre el
error sea acentuada.
El perfil de los datos procedentes del número de errores
no se ve apoyado por los resultados en tiempos de reacción ya
que, en ninguno de los dos experimentos, aparecieron
diferencias significativas en los factores estudiados.
En línea con los errores espontáneos,estostnsultados
apoyarían la hipótesis de que, en espaiiol,ni la posición de
sílaba en la palabra, ni su valor de acento serían factores
determinantes del movimiento de los segmentos fonémicos. Es
decir, dentro del nivel subléxico en el que nos movemos, los
errores de sonido se distribuirían por igual en posiciones
iniciales y no iniciales de palabra y corresponderían tanto a
silabas acentuadas como no acentuadas. Esto nos llevarla a
postular que hay una influencia débil e indirecta del acento
en los procesos de codificación fonológica, tal vez debido a
su procesamiento en etapas más tempranas, y a tomar en
consideración otros factores tales como la descripción de la
estructura silábica, que explicaría efectos más consistentes
obtenidos en la investigación sobre errores como la
constricción de posición silábica.
Con este experimento concluye la investigación sobre el
efecto de inicialidad. Se han utilizado variedad de técnicas
de cara a lograr resultados más sólidos. Aunque no se hayan
demostrado con claridad las hipótesis formuladas, se han
destacado aquellas tendencias más interesantes.
En el experimento 5 se retomará el estudio del efecto de
lexicalidad y se abordará el del efecto de semejanza.
299
4.2.6. EXPERIMENTO 5
El objetivo de este experimento es estudiar el efecto
de semejanza fonética en errores subléxicos de sonido. Se
parte de la hipótesis de que la probabilidad de que ocurra un
error va a ser mayor cuanto más rasgos fonéticos compartan
los segmentos que interactúan en dicho error, es decir, cuanto
mayor semejanza fonética tengan. De modo complementario, se
volverá a abordar el problema de la lexicalidad.
La comprobación de estos efectos se realiza mediante la
utilización de la técnica de inducción de errores por
interferencia generalizada, con medida del número de errores y
del tiempo de reacción de las respuestas correctas.
ME TODO
Su i etos
El experimento fue realizado, de manera voluntaria, por
24 estudiantes universitarios de ambos sexos de la Facultad de
Psicología de la universidad Complutense de Madrid.
Materiales
Se seleccionaron 48 pares target de palabras
bisilabas, llanas, con estructura CV$CV. Se evitó que la vocal
de la primera sílaba fuera la misma en cada palabra del par
con el fin de no crear ambigúedades que dificultaran
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identificar un error como de consonante o de sílaba. En
24 pares las consonantes iniciales diferían en un sólo rasgo
fonético. Se asignaron 4 pares de target a cada una de las
6 categorías de rasgos que se eligieron: cuatro afectaban al
lugar de articulación (p/t, p/k, s/(x), m/n) y dos al modo de
articulación (n/l, 1/rl. En cada una de estas categorías, dos
pares, de producirse el intercambio esperado de sus
consonantes iniciales, daban lugar a palabras <loza—risaerror
roza—lisa> y otros dos pares daban lugar a no palabras
<laca-rifa: error raca—lifa>.
En los 24 pares restantes, las consonantes iniciales se
oponían en dos o más rasgos fonéticos. Se establecieron cuatro
categorías de oposición de segmentos iniciales en dos rasgos
fonéticos: lugar y modo de articulación, (c/k, p/c, fík,
alt) y dos de oposición de los segmentos iniciales en 3
rasgos fonéticos: lugar, modo de articulación y sonoridad
(l/[x], tím>. A cada una de las categorías se les asignó
cuatro pares target. También aquí, dos de los pares
asignados a cada categoría daban lugar a palabras en el caso
de que ocurriera el intercambio esperado de sus consonantes
iniciales (taza—mimo: error maza—tino) y otros dos daban lugar
a no palabras <torre—musa: error morre—tusa).
Resultaron así 24 target cuyas consonantes iniciales
se oponían en un sólo rasgo fonético <R1> y otros 24 cuyas
consonantes iniciales diferían en dos o más rasgos <fl > 1¾ En
ambos casos, de producírse el error deseado, la mitad podía
formar palabras y la otra mitad no palabras. Todos los pares.
por tanto, se seleccionaron para inducir errores de
intercambio de consonante inicial.
A cada una de las categorías de los pares target se
les asignó de forma aleatoria distintos tamaños de lista
<entre 2 y 5 pares). Seguidamente se elaboraron dos listas
diferentes <una experimental y otra de control 1 por cada
par target con el número de pares inductores asignado. La
lista experimental contenía exclusivamente pares de
interferencia fonológica que sesgaban a los sujetos a cometer
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un error de intercambio de consonante inicial puesto que Sus
posiciones iniciales estaban ocupadas por las mismas
consonantes del par target pero intercambiadas. Se trataba,
pues, de un procedimiento de interferencia generalizada, como
en el experimento 2, que no seguía el algoritmo de Motley. Por
ejemplo:
toma—pisa, tuna—piña, PASO—TIRA.
La lista de relleno incluía pares neutrales
cuyas consonantes iniciales no coincidían con las del
partarget al que precedían. Ejemplo:
goma—faro, bai5o-cota, PASO—TIRA.
Cada una de las listas asignadas a los pares target se
distribuyeron en dos bloques o formas distintas en función del
tipo de lista. De este modo, el target que en una forma
tenía asignado una lista experimental, en la otra forma iba
precedido de una lista neutral, y a la inversa. Cada forma,
pues, incluía 48 listas con los mismos pares “target, 24
experimentales y 24 de control. Todos los sujetos veían, en
consecuencia, los mismos target~ pero con listas diferentes.
Las 48 listas que integraban cada bloque fueron
ordenadas cuasi—aleatoriamente para su presentación a los
sujetos, manteniéndose el mismo orden en ambos bloques. Se
evitó la aparición de más de tres listas experimentales o de
control seguidas y de más de tres listas consecutivas del
mismo tamaño.
Se formé también un bloque de práctica integrado por 8
listas de distintos tamaños (cuatro incluían pares neutrales y
cuatro pares de interferencia>. Los targets correspondientes
a estas listas representaban alguna de las condiciones
experimentales que se iban a estudiar posteriormente. Ninguno




El procedimiento fue similar al del experimento 2.
La técnica de inducción por interferencia generalizada,
a pesar de su eficacia relativa, se volvió a utilizar ante a
constatación en los exper~mentos 4 A y 4 B del alto coste
experimental que suponía aplicar el algoritmo de interferencia
de Motley para llegar a resultados tan pobres. Por otra parte,
al utilizarse silabas CV y no CVC, dicho algoritmo no podía
replicarse, con lo cual se perdía parte de su poder de
interferencia.
Di sello yaná í i si s
Se realizó un diseño inter—intragrupo con tres
factores: tipo de lista <experimental vs. control 1, semejanza
(diferencia de los segmentos iniciales en un rasgo fonético
va. dos o más rasgos fonéticos> y carácter léxico del
intercambio esperado <palabra va. no palabra).
Para el análisis de resultados se tuvieron en
cuenta el número de errores cometidos y el tiempo de
reacción de las respuestas correctas dadas por los
sujetos.
Para más detalles sobre el análisis de datos, consultar
este mismo apartado en el experimento 2 <pág.25T
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RESULTADOS
a> Resultados en número de errores
Como en los experimentos anteriores, se
establecieron tres categorías clasifícatorias: errores
experimentales, errores no experimentales en posiciones
criticas y errores no experimentales en posiciones no
criticas. La tabla 4.31 recoge los errores experimentales
cometidos por los sujetos en cada una de las variables
estudiadas.
Tabla 4.31: Errores experimentales de sonido cometidos en
función de la semejanza fonética y
lexical idad.
N SEMEJANZA LEXICALIDAD
% un rasgo Más 1 rasgo Palabra No Palabra
TARGEIS’ 9 8 1 6 3
CRíTICOS 1.6
TARGETS 2 2 2 -
DE CONTROL 0.35
Como puede observarse, el porcentaje de errores
experimentales en targets críticos fue bastante bajo <1.6
%), pero parecido al del experimento 2 <1.2 %>. En targets
de control el porcentaje obtenido fue casi insignificante
<0.35 %). Este dato es particularmente relevante en los
experimentos por interferencia generalizada en los que se
pueden comparar los errores que afectan a un mismo target
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en una condición experimental y en una condición de control.
En este caso, la diferencia en el porcentaje de errores
correspondiente a cada uno de los tipos de target resultó
significativa (1=2,2, p < 0.05> lo cual es un dato favorable
que prueba la eficacia de la técnica, si bien en términos
bastante relativos a juzgar por los errores obtenidos.
Teniendo en cuenta la variable semejanza, ésta parece
verse apoyada significativamente ya que 8 errores se
cometieron entre segmentos que diferían entre si en un rasgo
fonético y un error entre segmentos Que diferían en más de un
rasgo <zz2.44, p < 0.05>. En cuanto a la variable lexicalidad,
6 errores dieron lugar a palabras y 3 a no palabras. Lo cual,
aunque no sea significativo (z = 1.06, p > 0.05), confirma la
tendencia observada en los datos procedentes del número de
errores en los experimentos 1 y 2.
Las tablas 4.32 y 4.53 muestran las dos categor=as de
errores no experimentales obtenidos. El efecto de semejanza se
ve apoyado cuando los errores ocurren en posiciones no
criticas y el efecto de lexicalidad se observa en todos los
casos.
Tabla 4.32: Errores no experimentales de sonido en




Un rasgo Mas 1 raSgo Palabra No palabra
TARGETS” 5 3 2 5 -
CRíTICOS
‘TARGETS” 6 3 3 3 3
DE CONTROL
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Tabla 4.33 : Errores no experimentales de sonido en posiciones
no criticas en función de la semejanza y
lexical idad.
SEMEJANZA LEXICALIDAD
Un rasgo MaS 1 rasgo Palabra No palabra
TARGETS” 9 8 1 7 2
CRíTICOS
TARGETS 6 6 6
DE CONTROL
Atendiendo al tipo de errores cometidos se dieron, en
términos absolutos, 5 errores experimentales de anticipación y
4 de perseveración en los target críticos, con ausencia de
errores de intercambio completo <Tabla 4.34>. De nuevo, en
errores no experimentales, la categoría de errores de
sustitución fue la predominante (Tablas 4.35 y 4.36).
Tabla 4.24: Distribución de errores experimentales de
sonido según el tipo de error cometido.
TIPO DE TARGET
TIPO DE
ERROR CRITICO DE CONTROL TOTAL
Anticipación 5 2 7
Perseveración 4
TOTAL 9 2 11
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Tabla 4.35 : Distribución de errores no experimentales
de sonido en posiciones críticas según el
tipo de error cometido.
TIPO DE TARGET
TIPO DE
ERROR CRITICO DE CONTROL TOTAL
Anticipación 1 -- 1
Perseveración 2 3 5
Sustitución 2 3 5
TOTAL 5 6 11
Tabla 4.25: Distribución de errores no experimentales de
sonido en posiciones no críticas según el
tipo de error cometido.
TIPO oc TARGET
TIPO DE
ERROR CRITICO DE CONTROL TOTAL
Perseveración 2 3 5
Sustitución 7 3 10
TOTAL 9 6 15
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Junto a los errores subléxicos de consonante,
aparecieron otros errores donde el segmento afectado fue una
vocal (n=lO>, una sílaba (n=l> o una palabra (nzl>. Se
cometieron también 83 errores al leer los pares que precedían
a los targets de las listas experimentales < 32 en
posiciones criticas y 51 en posiciones no críticas) y 90 al
repetir los de las listas de control (23 en posiciones
criticas y Sien posiciones no criticas).
b) Resultados en tiemoos de reacción
Los resultados en tiempo de reacción por sujetos y por
estímulos aparecen en la tabla 4.37.
Los resultados muestran la ausencia de efectos
significativos en los tres factores estudiados <tipo de lista,
semejanza y lexicalidad) tanto en el análisis por sujetos
<F(l,23>~l.56, p > 0.10; 5(l,231r0.3l, ~ > 0.10 y
F(l,23>=0.99, p >0.10> como eno] análisis por estímulos
(F(l,44)0.48, p > 0.10; F(l,44)zO.32, p > 0.10 Y
F(l,4410.17, p 0.10). Tampoco se dieron efectos de
interacción.(Véase figuras 4.14 y 4.15
A pesar de ello, tal y corlo era de esperar según las
hipótesis de partida, se da una ligerísima tendencia de
facilitación de la tarea en el caso de las listas de control.
El tiempo medio empleado en la repetición correcta de los
targets de estas listas fue de 10 m/s inferior al de las
listas experimentales. Asimismo, los tiempos de reacción
medios de los ‘targets” cuyas consonantes iniciales diferían
en un rasgo fue 18 rs/a superior al de los targets cuyas
consonantes iniciales diferían en más de un rasgo. En los
targets donde el error esperado daba lugar a palabra se
invirtieron 12 m/s más en su repetición correcta que en
aquéllos donde el error esperado daba lugar a no palabra.
SOS
Tabla 4.37 : Tiempo de reacción medio <en mílisegundos) de
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Figura 4.14.— Distribución de los TR en el factor semejanza
1 rasgo va. más de un rasgo ) en función del
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Figura 4.15.— Distribución de los TR en el factor lexicalidad
palabra vs. no palabra ) en función del tipo
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DI SCU SI ON
Aunque los resultados obtenidos en tiempos de reacción
no fueron significativos, la tendencia observada camina en la
misma dirección que los resultados por errores, apoyando, en
general, el efecto de semejanza fonética y de lexicalidad.
Tomando como referencia los errores estrictamente
experimentales, debemos ser cautos a la hora se sacar
conclusionesbasados en una proporción tan pequeña de
erroresLa técnica utilizada en este caso, con interferencia
fonética generalizada en todos los pares inductores de las
listas experimentales, lectura en voz alta de todos los pares
y medida del tiempo de reacción, se muestra, una
vez más, menos efectiva que la que sigue el algoritmo de
Motley (experimento 1). Sin embargo, el efecto de
interferencia es claro puesto que en las listas de control, en
las que los pares previos al ‘target son todos neutrales, el
porcentaje de errores producido es menor. Y no parece que sea
debido al azar a Juzgar por el número de errores en las otras
categorías no experimentales.
Por otra parte, parece que la eficacia de la
interferencia es independiente del tamaño de la lista o, para
ser más exactos, es operativa a partir de un tamaño mínimo. En
los experimentos que siguen el algoritmo de Motley, el par
target va precedido siempre de tres pares de interferencia,
aunque el tamaño de la lista pueda ser mayor contando los
pares de relleno. Es decir, el número de pares de
interferencia se mantiene constante. Sin embargo, en la
modalidad utilizada aquí, el número de pares de interferencia
de las listas experimentales oscila entre 2 y 5. Un análisis
complementario del tamaño de las listas afectadas por errores
experimentales, nos muestra un predominio de errores en listas
con tres pares de interferencia y la práctica ausencia de
errores en listas con dos pares. Estos datos, unidos a los del
experimento , sugieren un mayor poder el icitador de errores
a partir de 3 pares de interferencia.
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Sorprenden, a todas luces, los datos relacionados con
los tiempos de reacción. No sólo Dor la ausencia de efectos
significativos en los factores semejanza y lexicalidad sino,
principalmente, en el tipo de lista. Recordemos que en el
análisis de varianza se contabilizaron los tiempos de las
respuestas correctas. La lógica subyacente, ya reseñada
anteriormente, consiste en suponer que, si el tiempo refleja
el gasto coaputacional del sujeto en el desempeño de una
tarea linguistica, dicho tiempo será superior en el caso de
las listas experimentales que en las de control. Pareceria
normal suponer que, si los pares de interferencia intentan
sesgar al sujeto hacia la producción de un determinado error y
éste no ocurre, podría ser debido a la intervención adicional
de algún tipo de mecanismo de control de ese sesgo, lo cual se
traducirla en un mayor gasto computacional y,
consiguientemente, en un mayor tiempo. Sin embargo éste no
sería el caso de las listas de control. Pues bien, el
tiempo de reacción medio de las listas de control es
inferior en 10 m/s al de las listas experimentales, tal y como
se esperaba, pero la diferencia no es significativa.
La escasa tradición en el empleo del tiempo de reacción
como variable de medida en tareas de inducción de errores por
interferencia, no implica Que tenga que ser menospreciada si
no es por imperativo de resultados consistentes que pongan en
duda su fiabilidad. Tal vez pueda discutirse lo que realmente
puedan estar expresando los tiempos en este tipo de tareas.
En mi opinión, tal vez este perfil de resultados refleje, más
que la intervención adicional de un mecanismo especifico de
control, la actuación , en todos los casos, de un mecanismo
general de supervisión que, de vez en cuando y por causas que
desconocemos < ¿ de tipo perceptivo, atenciona],




Este experimento trata de estudiar el grado en Que se
ven afectados por errores de sonido los grupos consonánticos
en posición de ~onset~ silábico. En español, la única
agrupación de consonantes en posición inicia) de sílaba
incluye la combinación obstruyente + líquida. Por tanto, se
intenta analizar si, con errores inducidos, el grupo de
consonantes como unidad se ve más implicado en los errores que
cada uno de sus segmentos individuales y, en caso de no
ocurrir así, si es la consonante inicial o postinicial la más
vulnerable al error. Se postula la hipótesis de una mayor
propensión al error de las consonantes líquidas postiniciales.
Se emplea la técnica de inducción de errores por interferencia
generalizada, con medida del número de errores y del tiempo de
reacción de las respuestas correctas.
METO DO
Su ietq~
El experimento fue realizado por 32 estudiantes
universitarios de ambos sexos de la Facultad de Psicología de
la Universidad Complutense de Madrid. rormaban parte de un
grupo de prácticas y su participación fue voluntaria.
Materiales
Se seleccionaron 48 pares target de palabras
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bisilabas, llanas, formando dos bloques de 24 estímulos cada
uno. Uno de los bloques incluía pares de palabras cuyos
onsets de la primera sílaba, que podía ser abierta o
cerrada, estaban integrados por una sola consonante o un grupo
de consonantes (obstruyente + líquida): Ej.: bruja—doce. Esta
distinta composición de los onset& se repartía por igual en
el comienzo de cada una de las palabras del par: doce veces
la primera palabra del par comenzaba por una sola consonante
y 12 veces por un grupo de consonantes, y lo mismo sucedía con
la segunda palabra. . En los ~clusters consonánticos estaban
representadas todas las combinaciones obstruyente + líquida
que son posibles en posición inicial de sílaba en espafiol: bí,
br, cl, cr, dr, fí, fr, gí, gr, pl, pr, tr. Los segmentos /1/
¡rl postíniciales aparecían el mismo número de veces. Además
se tuvieron en cuenta otras dos constricciones en la
elaboración de los materiales:
a) Se evitó que el intercambio de la consonante aislada
de una palabra del par con cada una de las
consonantes aisladas por separado o con el ‘cluster
completo diera lugar a una palabra nueva. Es decir,
cualquier error de movimiento que afectase a las
consonantes iniciales de los estímulos siempre
produciría una no palabra.
b) Dado que los segmentos Idi It! en español sólo
admiten como consonante trabada el segmento Ir,’, se
excluyeron pares del tipo flora—tasca o plaza—duna
en los que el intercambio de consonantes iniciales
pudiera dar lugar a errores imposibles como
tícra—fasca o dlaza—guna que violan las reglas
fonotácticas del idioma.
En el otro bloque de estímulos, las dos palabras de cada
par comenzaban por un ‘cluster de consonante. Incluía también
todas las posibles combinaciones obstruyente + líquida a
excepción de los grupos dr, tr. Los segmentos Ir,’ /1/ se
alternaban en cada una de las palabras del par: ej.:
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crudo—plano, bloque-frase. Tampoco aquí los posibles errores
de movimiento inducidos en las posiciones iniciales daban
lugar a palabras. La primera sílaba de cada palabra podía ser
abierta o cerrada y la segunda siempre presentaba la
estructura CV: ej.: blanco-pronto bloque—frase.
Cada bloque do estímulos target se dividió, a su vez,
en 4 grupos de O pares con el fin de asignar cada grupo a una
condición experimental diferente por cada grupo de sujetos:
intercambio de onset, intercambio de consonante inicial,
intercambio de consonante postinicial y control, tal y como se
resume a continuación:
GRUPO y TIPO DE PARES OF PARES ERROR
ERROR A INDUCIR INTERFERENCIA TARGET INDUCIDO
Grupo 1 friso—bledo bloque—frase froque—blase
Intercambio onset tinte—presto flrisma—tasca tisma—prasca
Grupo 2 flaco-broca bloque—frase floque—brase
Intercambio inicial trufa—pinza prisn¶a-tasca trisma—pasca
Grupo 3 brezo—flota bloque—frase broque—flase
ínter. postinicial pardo—tronco ptisma—tasca pisma—trasca
Grupo 4 (U blando—frito bloque—frase ninguno
Control prenda—toldo prisma—tasca ninguno
(*1 Pares neutrales
Dada la dificultad de encontrar palabras en español que
comenzaran con grupos de consonante, los pares de las
listas correspondientes a cada uno de los grupos target
incluyeron todo tipo de palabras posibles, aunque
tuvieran muy poca recuencia de uso, e incluso se
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repitieron algunas con la única limitación de que no
coincidieran con ninguno de los target o aparecieran en
Vistas contiguas.
Una vez realizada la asignación acuas,—aleatoria del
tamaño de lista a cada par target se elaboraron por cada uno
de estos target 4 listas con el- mismo número de pares pero
con palabras diferentes. Esto permitía que cada target
pudiera ser visto por los sujetos en las cuatro condiciones
diferentes, explicitadas anteriormente, según el tipo de
intercambio que queríamos inducir. A excepción de la lista
bajo la condición de control, que incluía palabras neutrales
con la misma consonante o consonantes que el par target
correspondiente, todos los pares de las otras listas eran de
interferencia, ajustándose a la condición experimental que le
hubiera correpondido según el intercambio esperado: de
onset, de consonante inicial o postinicial. Los targeta de
estas listas de interferencia constituían los targets
crfticos,y, los de las listas de pares neutrales; los
targets de control,
Cada bloque de estímulos target fue dividido, a su
vez, en cuatro grupos de seis pares con el fin de asignar cada
grupo a una condición experimental diferente por cada grupo de
sujetos. Se formaron así cuatro pares de grupos, cada uno con
seis estímulos con estructura grupo de consonantes—grupo de
consonantes, y seis con estructura grupo de consonantes -
consonante aislada. Los cuatro tipos de listas elaboradas
por cada target permitieron hacer cuatro versiones distintas
del experimento, una para cada grupo de sujetos. cada versión
tenfa los mismos pares target y la diferencia entre una y
otra radicaba en el tipo de lista que se le hubiera asignado
según la condición experimental que le hubiera correspondido
En resumen, cada versión incluía 48 listas: 12 por cada
uno de los tamaños <2,3,4 y 5 pares), con sus respectivos
targets: 24 con estructura grupo de consonantes—grupo de
consonantes y 24 con estructura consonante aislada—grupo de
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consonantes seis targets por cada estructura del onset
asignados a una condición experimental diferente ( intercambio
de onset, de consonante inicial, de consonante postinicial
y de control 1. Los 45 targets fueron ordenados cuasi
aleatoriamente para su presentación a los sujetos,
manteniéndose el mismo orden y el mismo tamaño de lista
en cada versión. Se evité que aparecieran más de dos listas
seguidas con el mismo tamaño o la misma condición
experimental La asignación de grupos de sujetos a las
distintas versiones fue realizada aleatoriamente.
Se formó también un bloque de práctica ~ntegrado por 8
listas de distintos tamaños cuyos targets representaban
alguna de las condiciones experimentales Ningún target de
este bloque aparecía después como target experimental
(Véase apéndice)
Procedimiento
Igual que el del experimento 2 y 5.
Diseño y análisis de datos
Se realizó un diseño inter—intragrupo con 4 grupos
de sujetos. Cada uno de estos grupos v~ó los mismos bloques
de targets ( w,X,Y,Z ) pero en condiciones




O R U P O -
D E Intercambio Intercambio Intercambio control
SUJETOS onset inicial postinicial
1 W Y
II Z W X Y
III Y 7 W X
Iv x Y 7 W
El diseño incluía dos factores y 8 condiciones
experimentales. El factor intercambio a inducir tenía cuatro
niveles: intercambio de onset, consonante inicial
consonante postinicial y control. Esta condición de control se
refería a aquellos target que iban precedidos en la lista
correspondiente por pares neutrales. El factor estructura del
onset comprendía dos niveles: consonante aislada-grupo de
consonantes y grupo de consonantes—grupo de consonantes.
Se tuvieron en cuenta dos variables dependientes
número de errores cometidos, por un lado, y tiempo de reacción
de los sujetos, por otro. A los datos procedentes de
los tiempos de reacción se les aplicó un doble análisis de
varianza, uno por sujetos con medidas repetidas en los dos
factores y otro por estímulos con medidas repetidas en
el factor tipo de intercambio a inducir y medidas no
repetidas en el factor estructura del onset. Los detalles
sobre limpieza de datos en la aplicación del análisis de
varianza fueron similares a los del experimento 2.
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RESULTADOS
a) Resultados en número de errores
Como en los experimentos anteriores, se contabilizaron
tanto los errores estrictamente experimentales como los no
experimentales.
La tabla 4.38 muestra los errores experimentales
producidos en las dos variables manipuladas. Téngase en cuenta
que los target control están incluidos, en este caso, como
una condición experimental más y que, por tanto, el porcentaje
de errores obtenido en dicha condición no es comparable al
reflejado en las tablas de otros experimentos. Han sido
incluidos en apartado específico para poner de relieve cómo,
aun siendo de control, la consonante inicial se ve implicada
en el error en cuatro ocasiones.
Tabla 438: Errores experimentales de sonido en función
del tipo de intercambio y estructura
del onset.
TIPO N TIPO DE ThTERCA~1OIO ESTRUCTURA DEL O~’SET
QE
TARGET S Cnset Inicial Post- C aislada,’ Grupo Con,’
inicial Grupo Con Grupo con
TARGEIS II - 8 3 4
CRíTICOS 09
TARGETS 4 - 4 - 3 1
CONTROL 1
1i9
Los resultados, tal y como se ve, reflejan un bajo
porcentaje de errores (0.95 5 sobre 1162 posibilidades de
error: 32 sujetos y 36 pares de estímulos) y una mínima
eficacia de la técnica de inducción por interferencia
generalizada, ya que el porcentaje de errores en targets de
control fue ligeramente superior 1 1 5 de 384 posibilidades:
32 sujetos y 12 pares de estímulos)
En ningún caso se ve envuelto el grupo de consonantes
como un todo sino tan sólo alguno de sus segmentos por
separado, lo cual confirma nuestra hipótesis y refuerza la
opinión de que, en español y en el nivel fonológico, la
principal unidad de planificación es el segmento individual.
No se ve cumplida la predicción de que el elemento más
fuertemente implicado en el error es el segmento postinicial
del grupo de consonantes. Esto únicamente ocurre en 3 de los
11 casos. Los 8 errores restantes se dan prioritariamente en
la posición inicial ( = 91, p < 0.05). Así mismo, los
errores predominan en aquellos pares de palabras cuya
estructura del onset inicial es consonante aislada—grupo de
consonantes, pero esta proporción no es significativa (z =
0.93, p 0.05). cuatro de estos errores corresponden a pares
cuya primera palabra incluye un grupo consonántico. En los
tres casos restantes, la primera palabra del par comienza por
consonante aislada.
Las tablas 4.39 y 4.40 recogen recogen las otras dos
categorías de errores no experimentales según los factores
estudiados. En los targets críticos el perfil de los datos
no es muy coincidente con el que reflejan los errores
experimentales ya que en el caso de errores en posiciones
criticas, éstos afectan, sobre todo, a consonantes
postiniciales. En cuanto a la variable estructura del onset,
los errores tienden a igualarse en ambos tipos de estructura.
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Tabla 439 : Errores no experimentales en posiciones
críticas en función del tipo de intercambio
y estructura del onset.
TIPO TIPO OF INTERCAMBIO ESTRUCTURA DEL ONSET
DE N
TPRGET Onset Inicial Post- C aislada,’ Grupo Con,’
inicial Grupo Cona Grupo Con.
TARGETS 18 1 4 13 10 8
CRíTICOS
TARGETS 4 - 2 2 — 4
CONTROL
Tabla 440 : Errores no experimentales en posiciones no
criticas en función del tipo de intercambio y
estructura del onset.
TIPO TIPO DE INTERCAMBIO ESTRUCTURA DEL ONSET
DE N
TARGET Onset Inicial Post- C aislada,’ Grupo C/
inicial Grupo Cona Grupo C
TARGETS 42 33 9 22 20
CRíTICOS
TARGEIS 12 - 7 5 8 4
CON TROL
Como en experimentos anteriores, el tipo de error
experimental predominante corresponde a errores de movimiento,
con relevancia especial de las anticipaciones. En todos los
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casos se cumple la constricción de posición: el elemento que
se mueve va a ocupar la misma posición en la silaba (Ej E:
fleco— ciubo —-4 T: fleco—cubo: E:frezo—falso —-~ T:
brezo—falso: E: fofo—flancha ——+ T: fofo—plancha). El único
intercambio producido se da entre las consonantes iniciales de
dos palabras con estructura grupo consonántico-grupo
consonántico (Ej: E: blema—froza -—* 1: flema-brOzo). En los
errores no experimentales son las sustituciones los errores
más frecuentes y aparecen, como cabía esperar, adiciones y
omisiones que afectan, sobre todo, a las posiciones
postirflcialet. (Tablas 4.41, 4.42 y 4.43.)
También se produjo un 9 % de errores al repetir los pares
que precedían al target de cada lista.
Tabla 4.41: Distribución general de los diferentes tipos
de errores experimentales.
T 1 PO O E TAP G E T
TIPO
DE CRITICO CONTROL TOTAL
ERROR
Anticipación 6 1 7
Perseveración 3 3 6
Intercambio 1 ¡
Mcv. incompleto 2 2
TOTAL 11 4 15
~22
Tabla 442: Distribución general de los diferentes tipos




ERROR CRITICO CONTROL TOTAL
Anticipación 2 — 2
Perseveración 4 - 4
Intercambio 1 1 2
Sustitución 7 2 9
Omisión 2 1 3
Adición 2 - 2
TOTAL 18 4 22
Tabla 443: Distribución general de los diferentes tipos




ERROR CRITICO CONTROL TOTAL
Anticipacián 1 7
perseveración 9 2 11
InterCambio 3 3
Sustitución 14 6 20
Adición 7 2 9
Omisión 2 2
Acento 1 1 2
TOTAL 42 12 54
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b) Resultados en tiemoo de reacción
Los resultados en tiempo de reacción por sujetos y por
estímulos aparecen en la tabla 4.44
Tabla 444: Tiempo de reacción medio ( en milisegundos)
por sujetos y por estímulos en las
distintas condiciones experimentales.
CONDICIONES EJEMPLO T.R. T.R.
EXPERIMENTALES SUJETOS ESTíMULOS
CONS.ÁISLADAIGRuPO CONS.
Intercambio Onset poste—gloria 729 729
Intercambio Inicial poste—qloria 129 725
Intercambio Postin. poste-gloria 736 733
control poste-gloria 719 711
GRUPO CONSIGRUPO cONS.
Intercambio Onset crudo-piano 703 700
Intercambio Inicial crudo—plano 701 704
Intercambio Postin. crudo—plano 712 709
Control crudo—plano 705 701
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No se observan diferencias significativas en el factor
tipo de intercambio ni en el análisis por sujetos (F (3,93) o
0.54, p > 0.01) ni en el análisis por estímulos (F(3.138) o
0.86, p > 0.01 ). Sin embargo, el tiempo de reacción es mayor
allí donde el error esperado implica las posiciones
postiniciales en cada uno de los tipos de estructura de los
onsets, lo cual se sitúa en Vinea con lo que se esperaba,
según la hipótesis de partida. El factor estructura del
onset muestra diferencias significativas en el análisis por
sujetos (F(I,31) 11.59, p < 0.01 ). Los sujetos son más
rápidos al responder cuando las palabras de los target
comienzan por un grupo de consonantes que cuando comienzan por
consonante aislada,’grupo de consonantes. No se observan
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Figura 416— Distribución de los IR del factor posición del
error esperado en función de la estructura del
onset ( consonante aislada/grupo de




Hay un primer aspecto preocupante en los datos y es que,
por primera vez, el porcentaje de errores en targets de
control supera ligeramente al de targets críticos. Ello
equivale a poner en duda, de una forma más clara, algo que se
venía vislumbrando en los experimentos anteriores: la poca
adecuación de la técnica de inducción de errores para
proporcionar información relevante. También en este
experimento hubo que renunciar a la técnica básica SLIP, que
dió sus buenos resultados en el experimento 1, porque las
características del algoritmo que Motley propone en la
configuración de los pares de interferencia, no son aplicables
a palabras españolas cuyo onset es un grupo consonántico. Se
necesitaría un número mucho mayor de palabras con
obstruyente+liquida en posición inicial.
Desde una perspectiva más teórica, se aprecia una falta
de convergencia entre los datos proporcionados por los errores
y los procedentes del tiempo de reacción, en cuanto al tipo de
intercambio esperado. Mientras que los errores parecen
predominar significativamente en posición inicial, la
tendencia mostrada por los tiempos de reacción va más en
consonancia con nuestras predicciones ya que los tiempos son
mayores en los casos en los que el error esperado se localiza
en la posición postinicial. Dada la alternancia entre /r,’ y
11,’ en los grupos consonánticos en español, se esperaba que
dichas consonantes, en posiciones postiniciales, fueran más
propensas al error, tal vez por tratarse de los dos únicos
segmentos a seleccionar o por su semejanza fonética <ambas son
liquidas). Si el número de errores hubiera sido superior y se
hubiera confirmado la tendencia mostrada en este experimento,
tal vez se podría pensar en un comportamiento diferencial de
las obstruyentes iniciales cuando aparecen aisladas (cfr.
experimento 1) y cuando forman parte de un grupo consonántico.
A pesar de esta inconsistencia, la no implicación en los
errores del grupo consonántico como unidad, nos permite
S2§
constatar indirectamente una regularidad importante: que el
segmento individual es la principal unidad de planificación en
el nivel fonológico de producción.
Por otra parte, los resultados obtenidos en el
factor estructura de los onsets, muestran una
coherencia entre los datos que proceden de los errores y los
que provienen de los tiempos de reacción. En efecto, cuando la
estructura de los onsets no es simétrica, Se producen más
errores ( 7 vs. 4 > y se tarda más tiempo en procesar las
palabras libres de error (728 va. 705). La falta de simetría
de la estructura explicaría en parte el mayor tiempo empleado
en la respuesta
tIna consideración cualitativa del tipo de errores
experimentales evidencia cómoel único intercambio seda entre
las consonantes iniciales de las palabras que comienzan con un
grupo de consonantes (E: blema—froza ——> T: flema—broza),
mientras que de los tres errores en posición postinicial, dos
lo son por una adición anticipatoria ( E : griño—cripta —-r 7
guiño—cripta) o perseveratoria ( E : fleco—clubo ——
fleco— cubo) de la líquida de un grupo a una obstruyente
aislada. Aunque ésto tenga poca relevancia estadística,
apunta a que la interrelación más frecuente es la que se da
entre segmentos iniciales y postiniciales en silabas cuyo
onset está integrado por un grupo de consonantes y la
vulnerabilidad de las posiciones postiniciales a intrusiones
de liquidas en los casos de asimetría en la estructura
silábicaEstas regularidades constituyen una evidencia
indirecta de la constricción de posición Silábica en la
producción de errores subléxicos.
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4.3.-CONCLUSIONES
Los siete experimentos de esta primera parte de la
investigación tenían como objetivo princ~pal replicar algunas
de las regularidades observadas en las diversas colecciones de
errores espontáneos, que son importantes para comprender los
procesos de codificación en el nivel fonológico de producción
del lenguaje. Asimismo pretendían aportar evidencia empírica,
desde trabajos experimentales en español, que contribuyeran a
clarificar problemas no resueltos por la falta de coincidencia
entre los datos procedentes de errores espontáneos por un lado
y de estudios de laboratorio, por otro, y entre los datos
sobre una misma regularidad observados en un idioma u otro.
Las principales regularidades que se han puesto a prueba
han sido las siguientes:
1) La tendencia de los errores a darse en posición
inicial de sílaba (efecto de inicialidad).
2) La tendencia de los errores subléxicos a crear
palabras (efecto de lexicalidad).
3) La correspondencia en el valor de acento de las
sílabas a las que pertenecen los segmentos que interactúan en
un error (efecto de semejanza prosódica)
4) La tendencia de los segmentos que interactúan en un
error a compartir unos mismos rasgos fonéticos (efecto de
semejanza fonética).
5) La tendencia de los segmentos fonérnicos individuales
—aun cuando formen parte de un grupo de consonantes en
posición de onset silábico— a actuar como unidad de error.
Las regularidades más consolidadas en los distintos
estudios realizados han sido el efecto de semejanza fonética,
el efecto de semejanza prosódica y la intervención del
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segmento fonémico aislado como unidad de error.
El efecto de lexicalidad ha sido comprobado, sobre todo,
en estudios de laboratorio pero no en estudios sobre errores
espontáneos Y en cuanto al efecto de inicialidad se ha
planteado un doble conflicto. Por un lado, los estudios de
laboratorio destacan que, cuando las palabras se presentan
aisladas, desprovistas de contexto de frase, los errores se
dan en mayor número en posiciones finales de sílaba, mientras
que en los errores espontáneos se demuestra que es la posición
inicial la que con mayor frecuencia se ve envuelta en los
errores Por otro lado, y dentro de las investigaciones sobre
errores espontáneos, los datos procedentes de otros idiomas
como el inglés han subrayado que ese efecto de inicialidad se
explica por tratarse de sílabas iniciales de palabra
(inicialidad léxica), mientras que en español no ocurre así.
Un primer aspecto del efecto de lexicalidad ha sido
puesto a prueba en los experimentos 1, 2 y 3. En ellos se ha
intentado comprobar si en silabas con estructura CVC, la
posición que aglut,na el mayor número de errores es la inic,al
o la final,
En el experimento 1 se utilizó una réplica de la técnica
básica de inducción de errores en laboratorio. El sesgo
fonológico que esta técnica introduce posibilita que se
cometan más errores en aquellas posiciones implicadas en el
sesgo Tanto en este experimento como en los restantes Se optó
por analizar no sólo el porcentaje de errores inducidos, que
se presumía iba a ser bajo, sino también el tiempo de reacción
de las respuestas correctas como medida complementaria. En
base a esta medida se esperaba que el tiempo de reacción fuera
mayor en las posiciones que aglutinan el mayor número de
errores Pues bien, los resultados obtenidos fueron
contradictorios El porcentaje de rrores fue
significativamente superior en las posiciones finales y el
tiempo de reacción fue mayor en palabras con interferencia
fonológica en las posiciones iniciales.
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Estos datos contradictorios hacían necesario seguir
abordando el problema. El experimento 2 introdujo para ello
tres aspectos novedosos:
1) En primer lugar, se querían reforzar los efectos de
la interferencia fonológica para inducir, a ser posible, más
errores. En consecuencia, se modificó la tarea del experimento
1. Los sujetos tuvieron que repetir en voz alta todos los
pares de palabras de las listas presentadas y no sólo los
pares target . Además, todos los pares Que precedían al
target critico eran de interferencia.
2) En segundo lugarse mejoraron las condiciones de
control asignando a un mismo target una lista con todos sus
pares de interferencia y otra con todos sus pares neutrales.
De esta forma se podía comprobar más directamente la eficacia
de la tarea de inducción comparando los errores producidos en
un caso y en otro.
3) En tercer lugar se ejerció un control sobre el tipo
de fonemas manipulados para inducir errores en posiciones
iniciales y finales. Una revisión de los estímulos del
experimento 1 permitió constatar que, mientras los fonemas
manipulados en posiciones finales eran los cuatro más
frecuentes en esas posiciones (l,r,n y s), los asignados a
posiciones iniciales eran éstos y el resto de obstruyentes.
Para evitar efectos extraños atribuibles a esta desproporción,
los fonemas críticos manipulados tanto en posiciones iniciales
como finales fueron ¡1,’, ¡rl, InI y ¡sí.
Pues bien, con estas novedades metodológicas, el número
de errores experimentales descendió de un 6.3 5 a un 1.2 5,
muy próximo al 0.7 5 de errores producidos en la situación de
control. El análisis de datos fue más convergente en las dos
variables de medida ya que se produjeron significativamente
más errores en posiciones iniciales y el tiempo de reacción
fue superior para errores esperados cm esas mismas posiciones.
330
Estos resultados, a la vez que planteaban serias dudas a
la eficacia de la tarea, eran opuestos a los obtenidos en el
experimento anterior en cuanto al numero de errores. Se optó
por hacer un último intento de verificación del efecto de
inicialidad con una nueva tarea: la de intercambios por
instrucción. Con ello se trataba de medir el tiempo empleado
en realizar una tarea que permitiera evaluar aquéllo que
ocurre espontáneamente en los errores. Puesto que no se
trataba de una tarea de inducción de errores, si las
posiciones más propensas al error de intercambio de sonido son
las iniciales, se esperaría un menor tiempo de reacción en
realizar intercambios de los fonemas iniciales y un menor
porcentaje de errores. Por el contrario, sí fueran las
posiciones finales las más susceptibles al error, se esperarla
un menor tiempo de reacción y menos errores en intercambiar
los fonemas en estas posiciones. Los resultados no mostraron
significación estadística pero si una tendencia a realizar con
más facilidad intercambios defonemas finales de sílaba.
Estos resultados, a pesar del esfuerzo metodológico
realizado son poco concluyentes, tanto por la escasez de
datos en que se basan como por su escasa convergencia. En
cuanto a los errores, habría una misma tendencia en los
experimentos í y 3 en contra del efecto de inicialidad, pero
no en el experimento 2. En cuanto a los tiempos de reacción
la inicialidad se vería apoyada por los experimentos í y 2,
pero no por el 3. Sin embargo, en mi opinión, hay algo que.
como hipótesis, me gustaría destacar, muy relacionado con el
status desempeñado por las consonantes sonorantes ( liquidas y
nasales 1. En los experimentos i y 3 los fonemas manipulados
en posiciones finales incluyeron las sonorantes y la
obstruyente ,‘s,’, y los manipulados en posiciones iniciales,
éstos y las demás obstruyentes. En estos casos, como se ha
visto, la tendencia al error en posiciones finales fue mayor.
Pero en el experimento 2, donde tanto las posiciones iniciales
como las finales estuvieron ocupadas por las sonorantes y ¡sí,
el número de errores creció en posiciones iniciales. Esto
podría estar reflejando dos cosas: o bien que las obstruyentes
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en posiciones iniciales de sílaba —que son mayoría en los
experimentos 1 y 3— constituyen un elemento de protección del
error, o que las sonorantes, por su mayor semejanza fonética,
son más propensas a interactuar en los errores, y este efecto
es más notable cuando ocupan posiciones iniciales. En todo
caso, estaríamos apuntando a etiquetados diferenciales de los
segmentos fonémicos en función de su asignación a
determinadas posiciones estructurales.
Por otra parte, en el experimento 2 no se pueden excluir
del todo aspectos relacionados con la frecuencia de uso de las
palabras—estimulo. Por constricciones del diseño utilizado,
las palabras seleccionadas para inducir intercambios de
consonantes iniciales eran mucho menos frecuentes que las
selecccionadas para provocar errores en posiciones finales
Por tanto, la dificultad en reconocer las palabras menos
frecuentes podría haber creado una interferencia añadida a la
tarea, reflejándose en un mayor porcentaje de errores. Sería
necesario , pues, controlar estos efectos en sucesivas
investigaciones.
Una consecuencia que se deriva de estos resultados es
que, para analizar de una forma más crítica el efecto de
inicialidad, no basta solamente con tomar la precaución de
seleccionar sílabas OVO o COVO para no sobredimensionar los
errores de consonante inicial en silabas cv. También se hace
preciso controlar el tipo de fonemas que ocupan las posiciones
criticas para no primar lo que viene ya dado por las
características distribucionales de la sílaba
un segundo aspecto del efecto de inicialidad se abordó en
los experimentos 4 A y 4 B. Se trataba de comprobar si los
errores en posiciones iniciales de sílaba vienen determinados
por ocurrir en silabas que son también iniciales de palabra o
no. En el experimento 4 A se estudió mediante la técnica
básica de inducción de errores, y el 4 B con la versión
transmodal de dicha técnica, con el fin de favorecer el
proceso de atención a todos los estímulos. LOS resultados en
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numero de errores en la versión transmodal fueron
decepcionantes ya que sólo se elicitó un error en sílaba no
inicial de palabra. En el experimento 4 A, los errores se
produjeron preferente aunque no significativamente también
en silabas no iniciales. Por su parte, los tiempos de reacción
no mostraron efectos significativos. A la luz de estos datos
nos encontraríamos, pues, más cerca de las regularidades
observadas en los errores espontáneos en español donde, si hay
un patrón preferencia? de errores, éste va más bien en la
dirección de las silabas no iniciales de palabra que de las
regularidades detectadas en inglés, donde, para
Shattuck—Hufnagel , lo que determina la probabilidad de error
en posición inicial de sílaba es que sea, a Su Vez, inicial de
palabra
El efecto de lexicalidad ha sido objeto de análisis en
los experimentos l, 2, 3 y 5. En todos ellos dicho efecto se
vió apoyado por los datos procedentes de los errores
inducidos. En el experimento 5, aun sin alcanzarse
significación estadistica, los errores dieron lugar
preferentemente a palabras. Teniendo en cuenta los tiempos de
reacción, en ninguno de los experimentos este factor adquirió
significación. Sin embargo, los sujetos fueron más lentos para
repetir los estímuTos que, de haberse producido error,
hubieran dado lugar a palabras.
Estos datos vienen a apoyar la evidencia procedente de
los estudios de laboratorio en los que el efecto de
lexicalidad ha sido repetidamente comprobado, pero no la
aportada por los análisis procedentes de errores espontáneos,
en los que no se han encontrado pruebas de tal sesgo léxico.
El reconocimiento o no de este sesgo léxico es un dato
crucial para determinar el grado de autonomía del nivel
fonológico de procesamiento respecto del nivel léxico.
Aceptarlo supondría asumir que los procesos de codificación
Lonológica no son procesos autónomos sino permeables a
información léxica.
¿lud
Hasta ahora, la cuestión no está zanjada . Nuestros
datos apoyan la existencia de algún tipo de control léxico,
bien ejercido por algún dispositivo distribuido por todo el
sistema de producción que protege automáticamente frente a
emisiones anómalas en cada nivel de procesamiento, bien
mediante un proceso de revisión más restringido, que actúa
inmediatamente antes de articular una expresión lingoistica.
Quedaría, no obstante, sin resolver por qué este “editor o
revisor falla en su cometido, sobre todo en el habla
espontánea, y qué le hace ganar en eficacia en situaciones
experimentales. Puesto que en tareas experimentales de
inducción de errores, antes de emitir una respuesta hay un
proceso perceptivo previo de reconocimiento de palabras, el
automatismo seria menor que en el habla espontáneo, y eso
facilitaría la intervención de algún mecanismo de
autocorrección. Esta solución estaría próxima a la idea de
Levelt (1989> sobre la existencia de un recorrido perceptual
por el habla interno —que utiliza los mismos mecanismos de
comprensión del lenguaje—, antes de generar el prQducto
lingúistico externo.
El análisis del valor de acento de las sílabas
implicadas en el error, ha sido objeto de consideración en los
experimentos 4 A y 4 8, si bien como complemento al estudio
del efecto de inicialidad. Los datos obtenidos en los errores
deben ser tomados con muchas precauciones por ser
cuantitativamente tan pobres, pervmostraron que los errores
tienden a afectar más a sílabas acentuadas. La medida del
tiempo de reacción no reflejó erectos significativos. Todo
ello apunta a una influencia más bien indirecta del acento en
el proceso de codificación fonológica.
Esta idea ha sido ya propuesta tanto a partir de los
errores espontáneos como inducidos. En los errores espontáneos
se ha puesto de relieve la constricción de acento silábico, en
el sentido de que en los errores fonémicos, las silabas origen
y target” tienden a ser métricamente similares: es decir, los
segmentos que interactúan en los errores de sonido pertenecen
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a sílabas con el mismo valor de acento. Pero si estas silabas
son preferentemente tónicas o átonas, es algo que no ha
quedado demostrado. De igual forma, Shattuck—Hufnagel ha
llegado a la conclusión, a partir de errores inducidos en
laboratorio, que el factor más determinante en los segmentos
que interactúan en los errores, es el de la posición de la
sílaba en la palabra y que el acento tiene efectos aditivos
sobre dicho factor pero es mucho más secundario. En este
sentido, nuestros resultados serian un indice del valor del
acento cuando se pone al servicio de una mayor inclinación al
error de las silabas no iniciales de palabra Su papel
reforzaría lo que seria la tendencia más fuerte de las silabas
no iniciales al error
El efecto de semejanza fonética se vió apoyado por los
resultados del experimento 5. El número de errores obtenido
mediante una técnica de interferencia generalizada fue,
nuevamente, reducido, pero implicó más significativamente a
segmentos que sólo diferían en un rasgo fonético que a los
que diferian en dos o más. El tiempo de reacción no mostró
significación pero fue mayor en palabras cuyos fonemas
manipulados fueron más semejantes.
Finalmente, el experimento 6 puso de relieve que la
principal unidad de error es el segmento fonémico individual.
Con un procedimiento de interferencia generalizada se
manípuló, en palabras con onset silábico integrado por el
grupo de consonantes obstruyente4-! iquida, tanto el onset
como unidad como la consonante inicial o postinicial por
separado. Se comprobó que el grupo consonántico no se mueve
como unidad en los errores de interacción sino que lo hacen
cada uno de sus segmentos por separado. Los segmentos
fonémicos más afectados por el error fueron las obstruyentes
iniciales y no las liquidas postiniciales, como se esperaba.
Aunque el tiempo de reacción no fue significativo, se vió
ligeramente apoyada la hipótesis de Que en los onseta
silábicos, integrados por un grupo de consonantes, la posición
más vulnerable al error es la postinicial
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A la luz de estos resultados, y con las precauciones a
las que los datos disponibles nos obligan, se pueden sacar las
siguientes conclusiones:
1) Tal vez la posición inicial de la sílaba no desempeña
un papel especialmente relevante en los procesos de
codificación fonológica <Experimentos 1, 2, 3, 4 A y 4 8).
2) La existencia de sesgo léxico en los errores de
sonido inducidos experimentalmente, implica el reconocimiento
de una función revisora que actúa desde niveles superiores
durante el proceso de codificación.
3) El acento parece ejercer solamente una influencia
indirecta en el nivel de procesamiento fonológíco y su papel
consiste en reforzar otros efectos. Su asignación tal voez
tenga lugar en momentos anteriores
4) La semejanza entre dos fonemas, entendida como rasgos
distintivos compartidos, es un factor determinante de las
interacciones que pueden darse entre dos fonemas.
5) La principal unidad de planificación en los procesos
de codificación fonológica son los fonemas individuales. Las
líquidas postiniciales de los grupos de consonante en los
onsets” silábicos parecen tener un status especial que los
hace vulnerables a determinados tipos de errores como
adiciones y omisiones. En otros casos, también las
obstruyentes iniciales son igualmente susceptibles al error.
Los rasgos fonéticos no actúan como tales unidades aunque,
como se ha constatado en la conclusión anterior, imponen
determinadas constricciones a los segmentos. Tampoco la sílaba
actúa como unidad de planificación, pero constituye un marco
estructural de referencia, tan determinante en los procesos
de codificación fonológica, que impone dos de las
constricciones más fuertes sobre los errores subléxicos: la de
posición silábica y de acento. Por ello requiere un estudio




6) Desde el punto de vista metodológico, se hace preciso
revisar las técnicas clásicas de inducción de errores e
introducir nuevas tareas que permitan obtener más datos y más
concluyentes sobre los procesos de codificación fonológica. Ni
la versión transmodal de la técnica básica de Motley ni la
inducción por interferencia generalizada contribuyen a
reforzar la eficacia de los procedimientos tradicionales de
inducción Tal vez otras variantes metodológicas permitan
acercarnos con mayor facilidad a los fenómenos que hemos
tratado de estudiar y que, por licitaciones en la tarea, no




EL PAPEL DE LA SíLABA EN LOS PROCESOS DE CODIFICACION
FONOLOGICA: cVIoENCTA BASADA EN EXPERIMENTOS SOBRE
FUSIONES.
5.1. INTPODUCCION
La polémica que ha envuelto las investigaciones en los
distintos idiomas sobre el papel de la sílaba como unidad de
acceso al léxico en la percepción del habla (Mehíer, 1981:
Mehíer et al,1901: Seguí, 1984: Cutíer et al.1983;
Sánchez—Casas, Bradley y García—Albea, 1986; Sánchez—Casas,
1988), parece estar presente, acaso con menor alcance, en los
trabajos sobre la silaba en el campo de la producción.
Oon la salvedad de los resultados obtenidos en italiano
(Magno y Tonelli, 1986)< Nota 1), todo parece apuntar a que,
durante la producción del habla, el status de la sílaba en los
procesos de codificación fonológica adquiere una relevancia
especial, no por constituir una unidad representada
independientemente, sino por constituir un marco estructural
que impone determinadas constricciones en los errores
subléxicos. La cuestión a plantear, pues, no seria tanto si la
sílaba es una unidad básica de procesamiento en la producción,
cuanto qué efectos tiene en el procesamiento fonológico su
naturaleza o estructura interna. Y, en el caso del idioma
español en particular, caracterizado oor una gran
transparencia en la estructura silábica de las palabras
<García—Albea, en prensa), cabria preguntarse si
características especificas de esa estructura se proyectan en
la producción de efectos diferenciadores respecto de otros
idiomas y, de darse, cuáles son esos efectos.
La evidencia procedente de los errores espontáneos
tiende a descartar la sílaba como unidad básica de
procesamiento tanto en inglés como en español.
Shattuck—Flufnagel <1975, 1979> y Dell (19861, como autores más
representativos en el estudio del nivel fonológico de
codificación, destacan el carácter excepcional de errores
claros de movimiento o sustitución de sílabas ( en silabas
pertenecientes a morfemas multisilábicos que no comparten los
mismos fonenas). Y, en el caso del español, (del Viso, 1990)
los datos son también concluyentes ya que errores en los que,
de forma no ambigua, se ve envuelta la sílaba representan tan
sólo el 1.5 % de todos los errores de unidades subléxicas y el
15 % de las unidades subléxicas con más de un segmento
fonémi co.
Se hace preciso desplazar, pues, la atención hacia los
aspectos más estructurales o de organización interna de la
sílabarara entender el papel importante que juega en los
procesos de codificación fonológica, a juzgar por la
existencia de determinados efectos que tendrían, de otro modo.
difícil explicación. Entre estos efectos, destaquemos los
si gui entes:
1) La constricción de posición silábica sobre los errores
de sonido, según la cual los dos segmentos origen y target
que interactúan en un error de movimiento suelen ocupar la
misma posición en sus silabas espectivas (Fromkin 1971/1973;
Roomer y Laver 1968/1973: Shattuck— Hufnagel, 1975; cohen
1966/1973: NooteboOm 1969/1973; McKay 1970b/1973; Magno y
Tonellí 1986; del VisO, 1990). Esta constricción
presupone que la representación fonológica debe incluir una
descripción de la estructura silábica de una expresión
ingoistica (Meyer, 1988). Para Shattuck—l4ufnagel , las
posiciones del merco estructural a las que se asocian los
segmentos pueden ser concebidas como constituyentes
silábicos,
2) Aunque la constricción de posición silábica en los
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errores de sonidos pueda tener una explicación basada en la
estructura Silábica, otros autores la entienden haciendo
referencia a las posiciones que ocupan dentro de la palabra
las unidades implicadas en el error. Me refiero, en concreto,
al efecto de inicialidad, ampliamente estudiado por autores
importantes en el área de los errores (Garrett 1975, 1980;
Shattuck— Hufnagel , 1987) y analizado en el capítulo anterior
de este trabajo <experimentos 1, 2, 4 A y 4 8).
Como ya se sabe, el efecto de inicialidad consiste en
la tendencia de los errores de sonido a ocurrir en posiciones
iniciales. Shattuck-Hufnageí (1987) hemos visto, defiende la
hipótesis, con datos procedentes de errores espontáneos en
inglés, de una inicialidad léxica y no silábica (tendencia de
los errores a ocupar posiciones iniciales de sílaba que, a la
vez, son iniciales de palabra). Esto la lleva a proponer
que, durante el proceso de codificación fonológica, la forma
de la palabra es representada en términos de dos
constituyentes: el onset de la palabra, cuyos segmentos
consonánticos son más proclives al error, y el resto de la
palabra, en el que se integre el resto de consonantes de la
palabra que se ven, por ello, más protegidas del error. Sin
embargo, los datos aportados por del viso (1990), sobre
errores espontáneos en español, apoyan más bien un efecto de
inicialidad silábica y no léxica (tendencia a ocupar
posiciones iniciales de sílaba que son o no iniciales
de palabra). Nuestros resultados, obtenidos con errores
inducidos experimentalmente en silabas CVC,(experimentos 1, 2,
4 A y 4 8) no son muy concluyentes. Por una parte, cuando se
comparan los errores en posiciones iniciales y finales de
sílaba, los datos del experimento i muestran una tendencia a
ocurrir en posición final, mientras que en el experimento 2
Son las posiciones iniciales las que aglutinan más errores.
Los tiempos de reacción tampoco son decisivos al respecto pero
manifiestan una tendencia favorable a la inicialidad ya que
cuando se quiere inducir un error en estas posiciones el
tiempo empleado es mayor. Por otra parte, ( experimentos 4 A
y 4 8 ) en la comparación del efecto de inicialidad silábica
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Vs léxica, mientras los datos procedentes del número de
errores tienden a ocurrir en posiciones no iniciales de
palabra, los resultados en tíempo de reacción no apoyan
significativamente un efecto u otro. Y es que, como bien
matiza S del Viso, la tendencia de los errores a
producirse en posición -inicial de sílaba tal vez sea más
ficticia que real ya que, al analizar los casos críticos de
errores que ocurren en silabas CVC o CCVC, la tendencia a
ocurrir en el onset desciende considerablemente. En
cualquiera de los casos , nos estamos refiriendo a segmentos
implicados en el error que ocupan posiciones estructurales
dentro de a sílaba y que, como tales y en general, se
~orresponden a los distintos constituyentes silábicos ( bien
sea de onset o de coda) Ello implica asumir que, de alguna
‘panera, durante el proceso de codificación Lonológica hay una
representación de la estructura silábica. Es decir, diferimos
de Ghattuck—Hufnagel y postulamos, desde lo evidencia
disponible que la constricción posicional en los errores de
sonido es más compatible con una explicación basada en la
estructura silábica que con una explicación basada en la
posición de los errores en la palabra El hecho de que los
~egmentos implicados en los errores de sonido se correspondan
con constituyentes silábicos y obedezcan a constricciones de
posición silábica, así como la constatación de que algunas de
-as posiciones estructurales (sean de onset o de coda)
correspondientes a dichos constituyentes estén más o menos
protegidas del error, puede ser considerado como evidencia a
favor de Que la estructura silábica de las palabras tiene
también una representación y afecta al proceso de codificación
lono lógica.
3) La información referente al ámbito de planificación,
evaluada en términos de distancias entre los segmentos origen
y “target en los errores de movimiento, pone de manifiesto
que, cuando estos errores incluyen unidades subléxicas que
ocurren dentro de la misma palabra, suelen proceder de silabas
adyacentes (del viso, 1990). Esta constricción de distancia no
341
implica que sea la sílaba la única unidad en que deban medirse
las distancias entre los elementos origen y target < para
Nootebom, 196S173, los segmentos origen y target recorren
distancias que oscilan entre 7±2 sIlabas), pero es
especialmente operativa en los errores intra—palabra.
4) En muchas fusiones de palabra se respetan a menudo las
fronteras silábicas (Macxay, 1972, del Viso, 1990). Ejemplo:
hueca ( boca/huella). Este conjunto de regularidades <sobre
todo las tres primeras) que destacan el papel relevante de la
sílaba en los procesos de codificación fonológica, implica, a
su vez, algo que desde mi punto de vista me interesa subrayar:
la inclusión, en la representación fonológica de una
expresión, de su estructura silábica.
Aunque la explicación que dan sobre los mecanismos de
funcionamiento sean diferentes, tanto los modelos autonómicos
como interactivos de codificación fonológica admiten, como
vimos en el capitulo primero, que la representación fonológica
debería incluir tanto una descripción de la estructura
silábica <marcos estructurales) como de los segmentos o grupos
desegmentos candidatos a ocupar dichos marcos. Para
Shattuck—Hufnagel dicha representación fonológica se establece
al construirse una secuencia ordenada de marcos estructurales
que representan la estructura Silábica de una expresión,
recuperarse los segmentos que puedan ocupar las posiciones de
dichos marcos e insertarse en ellos. Un mecanismo de copia
(scan—copier) se encargaría de asignar a cada posición
estructural del marco silábico el segmento o segmentos más
adecuados de modo secuencial , y un mecanismo de control
(check—off-monitor> registraría el orden de inserción de los
segmentos y detectaría las secuencias anómalas. Para Dell, son
los distintos niveles de activación generados dentro de una
red de interacciones los que especifican la composición de
marcos estructurales y la selección de los segmentos
etiquetados por su posición silábica. La selección e
inserción de los segmentos en las posiciones estructurales Se
realizan en paralelo dentro de una misma sílaba y de forma
secuencial en silabas distintas.
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Este tipo de descripción reconocido en los estudios
psicolingúlsticos, da Validez psicológica a parte de las
investigaciones lingoisticas actuales que aceptan la
existencia de diversas representaciones fonológicas cuyas
unidades no consisten en una secuencia lineal de segmentos
fonológicos definidos corno conjuntos de rasgos distintivos
<fonología lineal ), sino que están organizados en varios
niveles o estratos (tiera) (fonología no lineal) En
general, los autores admiten la existencia de los siguientes
estratos o tiers básicos : silá o (syllable tier),
estructural < skeletal o CV—tier ) y segmental ( segmental
melody tiar) A éstos se añaden otros como el métrico
( metrical tier ) y el entonaciorial ( Vintonational tier 1 que
irían asociados como constituyentes del plan prosódico de una
expresión al estrato silábico.
En el estrato segmental se espeo i fi ca a cualidad o
melodía del contenido fonético de una expresión que viene
determinada por los rasgos fonéticos Incluye el fono como
representación abstracta (] de los diversos rasgos del gesto
art~culatorio a realizar por el hablante.
En el estrato estructural se especifica la secuencia de
poisiciones vacías (slots>, etiquetadas con un contenido
fonético determinado para ser ocupadas por los segmentos
fonéticos o los fonos No todos los fonólogos se ponen de
acuerdo en cuál debe ser la representación abstracta de este
estrato Para unos, la representación más simple es una
secuencia de KXXX ( X—tier) (secuencia temporal de
Dosíciones a rellenar) (Levin, 1983) (Nota 2) Para otros,
tendría que incluir la presencia o ausencia de contenido
sonoro sonoro 1 en cada una de las posiciones. Para
muchos, en el skeletal tier debería representarse el rasgo
de silabicidad como indicativo de qué posiciones contienen
picos (peaks) silábicos o puntos de máxima sonoridad a
ocupar por las vocales precedidas o seguidas de de otras
menos sonoras. Dichas posiciones vendrían representadas por y
(segmento de mayor sonoridad en la sílaba) y por O (segmento
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de baja sonoridad de la sílaba) y definirían posiciones
funcionales <pea4cs vs. no peaks> dentro de la sUaba. De
ahí el nombre de Cv—tier (Kahn, 1976: Mccarthy, 1901:
clements y Keyser, 1983: Mayes, 1986).
Esta especificación de las posiciones del estrato
estructural en términos de indices de sonoridad, permite
establecer una regla general según la cual, dentro de una
sílaba, la sonoridad decrece desde el peak” (pico o cima de
sonoridad) hacia las fronteras silábicas. En consecuencia, los
segmentos se ordenan de forma que su sonoridad se incrementa
desde los márgenes al centro de la silaba.Las vocalesocupan la
posición de máxima sonoridad seguidas, en orden decreciente,
de semiconsonantes o semivocales, liquidas, nasales y
obstruyentes (Hooper, 1976: Selkirk, 1984b). Esta escala de
sonoridad impone constricciones en cada lengua sobre lo Que es
o no una sílaba bien formada. (Ver capitulo IP) <Nota 3).
La secuencia de posiciones del estrato estructural se
agrupa dando lugar a sucesivas secuencias silábicas dotadas, a
su vez, de una organización interna en forma de constituyentes
representados en el estrato silábico (Figura 5.1)
estrato silábico O.
r o r Dr
AA
IP? ~ 1 “
estrato estructural V C C y C C V
III 1 1
estrato segmental a p 1 a S t O
ng. 5.1. Niveles de representación de la sílaba
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Esta organización interna del estrato silábico en
diversas sub—unidades es lo que permite hablar de la
estructura jerárquica de la sílaba cuyos constituyentes
principales son el ~~onset <posiciones prevocálicas) y la rina
(restantes posiciones) En español, el onset, constituido
por una consonante o grupo de consonantes (siempre obstruyente
+ líquida), es opcional y la rima incluye como elemento
obligatoriO un púcleo vocálico y como opcional una coda
(consonante o grupo de consonantes postvocálicas)
Distintos tipos de evidencia destacan cómo estos
constituyentes silábicos, reconocidos por los linguistas,
tienen contenido psicológico. La constricción de posición
silábica en los errores espontáneos y el hecho de que en las
fusiones de dos palabras con . significados similares, éstas en
si mayoría, se fragmentan en la frontera entre constituyentes
silábicos, son un ejemplo de ello llención
especial al respecto, por incidir directamente en este campo
de estudio, tienen las investigaciones de Treiman (1983, 1984,
1985, 1906) (Cfr capitulo 3 ) Treiman desarrolla una
variedad de juegos para estudiar la estructura jerárquica
interna de la sílaba. En una modalidad de juegos, los sujetos
tienen que descomponer una sílaba en dos, siguiendo
determinadas instrucciones. En otra modalidad, los sujetos han
de fusionar dos silabas dadas para formar una nueva o bien
conforme a criterios de preferencia personal (fusiones por
preferencia) o bien ajustándose a unas reglas de fusión
propuestas. La hipótesis que subyace a esatas tareas con
juegos es Que las reglas según las cuales los sujetos dividen
a suaba por fronteras no naturales entre constituyentes
serán más difíciles de aprender o de aplicar que aquéllas que
corresponden a fronteras naturales. Los experimentos de
Treiman ponen así a prueba el status del onset, de la rima y
de la coda y demuestran que los sujetos prefieren una solución
que respeta las fronteras entre el onset y la rima,
manteniendo intactas estas unidades, a cualquier otra, y ésto
es generalizable tanto a palabras como a no palabras con
distintos tipos de onsets. Sin embargo, no encuentra
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evidencia suficiente que apoye la organización interna de la
rica en núcleo y coda. Sus resultados apuntan más bien a que
dicha estructura interna se encuentra mediatizada por el grado
de sonoridad de la consonante o consonantes postvocálicas (en
la línea propuesta por la escala de sonoridad). Así, las
liquidas estarían tan estrechamente asociadas a las vocales
que ambas podrían ser contempladas como una unidad indivisible
o más difícilmente separable que las nasales u Obstruyentes,
que encarnarían un papel mucho más claro como codas silábicas
(Stemberger, 1983, destaca esta tendencia de las consonantes
liquidas a comportarse como una unidad con la vocal en los
errores>. No obstante, los efectos de la escala de sonoridad
no se dejarían notar en las consonantes prevocálicas, de modo
que su grado de cohesión con las vocales seria, en todos los
casos, mucho menor y haría mucho más clara la frontera entre
onset y rica.
Otros experimentos realizados por Arnolda (19851, en los
que se mide el tiempo que tardan los sujetos en identifiQar Si
un estimulo (palabra o no palabra> es el resultado de algún
tipo de fusión de un par de estímulos presentados previamente,
ponen también de manifiesto que se reconocen con más rapidez y
exactitud aquellas fusiones formadas al segmentar los
estímulos por las fronteras entre onset y rima sobre todo
cuando se trata de palabras. cuando la coda está formada por
varias consonantes, se reconocen antes las fusiones que son el
resultado de segmentar por las fronteras entre el núcleo y la
coda que entre las consonantes, tanto en las palabras como en
las no palabras. Ello apoyaría la cohesión de las codas de más
de una consonante.
Estos resultados parecen establecer, pues, una
organización jerárquica de la sílaba en constituyentes, muy
clara en el caso del onset y la rima, y no tanto cuando se
trata de distinguir entre núcleo y coda.
En los experimentos que voy a presentar a continuación,
se utilizarán tareas de fusión de silabas por preferencia o
instrucción. Los objetivos principales serán los siguientes:
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1> Comprobar el grado de cohesión de los distintos
constituyentes silábicos en español y su influencia en los
procesos de codificación fonológica. Más en concreto, pondré a
prueba si la estructura de la sílaba en español responde a un
modelo que llamaremos TIPO 1 o TIPO 2, El modelo tipo 1
estaría constituido por onset y rima dentro de un mismo
rango jerárquico, y unas fronteras fuertemente marcadas entre
ellos. La rima, a su vez, incluiría el núcleo y la coda, en un
rango inferior con fronteras menos marcadas. El nodelo tipo
II, por su parte, incluiría onset, núcleo y coda dentro de













Modelo TIPO 1 Modelo TIPO 2
Fig. 5.2. Modelos de organización de los constituyentes
sil áb i cos.
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2) Estudiar si hay aspectos diferenciales en la
organización de los const¡tuyentes silábicos entre el español
y el inglés.
3) Analizar si cualquiera de los modelos se mantiene con
todo tipo de onsets(consonante aislada o grupo de
consonantes).
4) Ver en qué medida el grado de sonoridad de las
consonantes pre y postvocálicas- según la escala de sonoridad
- afecta a la organización silábica
Partiendo de los datos procedentes del inglés, se
postulan tres hipótesis básicas:
a) Que la organización de la sílaba responde a un modelo
TIPO 1 según el cual los dos constituyentes más importantes
son el onset y la rica, con una frontera muy definida entre
ellos.
b) Que, dentro de la rima, el grado de cohesión entre
núcleo y coda depende del valor de sonoridad de la consonante
o consonantes postVocálicaS de forma que, a mayor sonoridad,
mayor afinidad entre núcleo y coda y, a menor sonoridad, mayor
separabi 1 idad.
o) Que la cohesión del onset se mantiene cuando está
integrado por un grupo de consonantes.
El plan experimental se estructura de la forma
siguiente:
— Los experimentos 7 A y 7 8 tienen carácter exploratorio y
afrontan el objetivo primero: desvelar el modelo de estructura
silábica en español. Se emplean silabas CVO y COVO en una
tarea de fusiones por preferencia. En el experimento 7 A se
presentan las silabas OVO y COVO en listas separadas y, en el
experimento 7 B, conjuntamente.
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- Los experimentos 8 A y 8 8 estudian conjuntamente el tipo
de estructura silábica y la influencia de la sonoridad de las
consonantes pre y postvocálicas en dicha estructura (objetivos
1 y 4). Los pares de silabas tienen la estructura cvC y siguen
el patrón obstruyente—obstruyente ( O-O ) y sonorante —
sonorante ( 5-5 ) en sus consonantes iniciales y finales. El
experimento 8 A utiliza una tarea de fusiones por preferencia
y el 0 9 una tarea de fusiones por instrucción.
— El experimento 9 analíza de nuevo, en una tarea de
fusiones por preferencia, la relación entre estructura
silábica y sonoridad en silabas cvc, con el oatrón
obstruyente—llquida ( O—L ) y lfquida—obstruyente ( LO ) en
sus consonantes iniciales y finales Además se pone a prueba
el status del onset, cuando está integrado por un grupo
consonántico, en sílabas CCV (objetivo 3).
Los experimentos 10 y 11 replican el estudio de estos
mismos objetivos en tareas de fusiones por instrucción: el
experimento 10 la relación estructura silábica—sonoridad en





Los dos experimentos siguientes (1 A y 7 8> tratan de
estudiar el grado de cohesión y status de los distintos
constituyentes silábicos. La tarea utilizada consiste en la
fusión de dos sílabas sin sentido en -una nueva sílaba, a
través de la cual los sujetos manifiestan la preferencia por
segmentar las silabas presentadas en las fronteras de algunos
de los constituyentes. Los estímulos que se proponen son pares
de sílabas OVO y COVO. En los pares OVO, aunque hay otras
combinaciones posibles, se esperan preferentemente respuestas
críticas de fusión consistentes en segmentar las silabas dadas
en la frontera entre el onset y la rima (fusión 0/yo): Ej.
FAS + PEL ——> FEL, o en la frontera entre el núcleo y la coda
(fusión 0V/O): Ej.: FAS 4 PEL ——-t FAL.(fusión O¡VOLEj. FAS +
FEL ——~ FEL, o en la frontera entre el núcleo y la- coda
<fusión CV/O): Ej. FAS + PEL ——t FAL. En los
En los pares COVO las respuestas criticas esperadas son
tres: segmentarías sílabas en la frontera entre las
consonantes del onset (fusión OIOVO): Ej.: EROS + GLUN -—*
BLUN; entre el “onset y la rima (fusión 00/yO): Ej.: EROS +
GLUN ——tERUN, o entre el núcleo y la coda (fusión cOVIO): Ej.:
BROS + GLUN -—* BRON. Estas respuestas criticas permiten
evaluar, por tanto, el status del onset (simple o complejo>
y de la rima según el tipo de fusión realizada.
La lógica que subyace a las tareas de fusión supone que
las silabas se segmentarán con mayor facilidad en aquellos
puntos donde las fronteras entre constituyentes tengan un
rango jerárquico superior, de tal forma que, a partir de la
fusión preferida, se puede inferir una determinada
organización de la sílaba. La hipótesis que se postula
establece que la sílaba española responde al modelo Tipo 7
(onset y ríma como constituyentes mayores) y, en
‘lrfl
consecuencia, se espera, para las distintas clases de silabas,
un mayor porcentaje de fusiones 0/yO y cc/ve.
El experimento 7 A presenta los estímulos OVO por una
parte, y Covo por otra, en listas separadas <listas puras) Pl
experimento 7 8 es una réplica del anterior con presentación
conjunta de los estímulos en una sola lista (lista mixta) En
principio, esta elección diferenc,al de listas no responde a
razones especiales. Tiene carácter exploratorio y de control




Este experimento fué realizado por 24 estudiantes de ambos
sexos de la Facultad de Psicología de la Universidad
Complutense de Madrid, integrantes de un grupo de prácticas
Materiales
Se seleccionaron 48 pares de sílabas sin sentido: 24 pares
con estructura cvc (consonante—vocal-consonante) componían la
Lista A y los otros 24 pares, con estructura COVO, formaban la
Lista 8. Cada par de sílabas podía fusionarse dando lugar a
diferentes respuestas con estructura CVC o COVO Se evitó que
tanto los estímulos como las posibles respuestas, que
constituían secuencias fonológicamente legales, fueran
palabras del español. Ningún par de la LISTA A compartía
segmento alguno, sus consonantes prevocálicas representaban
casi todos los fonemas, alternándose en la misma proporción en
el comienzo de cada una de las sílabas del par. Las Dosíciones
postvocálicas incluían posibles consonantes finales de sílaba,
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con predominio de liquidas, nasales y la fricativa ¡sí
<Ejemplo FAS/PELE Los pares de la LISTA 8 tampoco compartían
segmento alguno. El “cluster Inicial incluía variaciones de
la única combinación posible en español en posiciones
iniciales (obstruyente+líquida> y las consonantes
postvocálicas eran exclusivamente liquidas /1,’ ¡rl, nasales
¡n/ y fricativas le! (Ejemplo BROS/GLUN).
Además de estos estímulos experimentales se elaboraron 12
pares de práctica distintos: 6 con estructura OVO y otras 6
con estructura COVO.
Procedimiento
En este experimento se siguió, en lineas generales, el
procedimiento empleado por Treiman (1983), mediante el cual se
ponía de manifiesto la preferencia de los sujetos por fusionar
un par de silabas de una manera determinada. Básicamente
consistía en escuchar un par de silabas sin sentido y en
fusionarlas libremente formando una única sílaba de la misma
longitud que la de cada uno de los miembros del par. La
preferencia por un determinado tipo de fusión en las fronteras
de alguno de los constituyentes silábicos, podría ser tomada
como evidencia de una estructuración silábica que refleja las
características específicas del sistema de producción de esa
lengua, bajo la suposición de que lo más fácil y automático
para el sujeto es lo más natural para el sistema
Distintas pruebas piloto hicieron aconsejable introducír
algún tipo de constricción en las instrucciones en cuanto al
ordenamiento de los segmentos implicados en la fusión ya que,
cuando no se hacia, se producían respuestas de escaso interés
teórico para el estudio del papel de los constituyentes
silábicos.
En este experimento los sujetos oían de boca del
experimentador pares de silabas sin sentido que repetían tres
veces en voz alta -para asegurarnos de que habían sido
escuchadas correctamente- antes de combinarlas para formar una
nueva sílaba que tambiénera dicha en voz alta. La única
condición atener en cuenta para responder, consistía en tomar
parte de la primera sílaba seguida de parte de le segunda. Se
advertía que no había respuestas incorrectas y que, por tanto,
cualquier fusión era válida siempre que se siguiera esa
condición. Cuando los sujetos repetían de forma incorrecta los
estímulos escuchados o la respuesta dada no se ajustaba a la
limitación reseñada, se les recordaba de nuevo las
instrucciones y se les invitaba a intentar una nueva
respuesta
Como se muestra en las tablas 5.1 y 5.2 varias eran las
respuestas criticas. En el ejemplo FASIPEL de la LISTA A,
donde O y o + O V o define las posiciones estructurales de las
consonantes y vocales de cada una de las silabas del par, las
dos respuestas más relevantes para clarificar el status
delonset y de la rima eran, respectivamente, FEL (fusión 0 1
V 0 1 y ML (fusión C V ¡ O 1. Y en el ejemplo OLOS/ORAN de la
LISTA 8 (0 o y 0 + 0 0 V O ), lo eran las respuestas BRAN
(fusión c ¡ 0 V O ) y RUÁN ( fusión 0 0 ¡ V O ) por un lado y
BLON (fusión C O V 1 Cl por el otro.
Tabla 51. Estímulos y respuestas criticas en experimentos








Tabla 6.2. Estímulos y respuestas criticas en experimentos
de fusiones por preferencia : lista 8 (versión
experimento 7 A)








GLES+PRUN GRUN GLUN GLEN
El experimento se desarrollé en dos partes, cada una de
las cuales se inició con silabas de prueba y fue aplicado a
dos grupos de 12 sujetos cada uno. Uno de los grupos ejecuté
primero la LISTA A, seguida de la LISTA A y, el otro, a la
inversa. El orden de los estímulos de cada lista fue
seleccionado aleatoriamente para cada uno de los sujetos.
Todas las respuestas fueron grabadas en cinta magnetofónica.
Diseño y análisis de datos
El disefio de este experimento incluía un sólo grupo de
sujetos . Al igual que en los otros experimentos de fusiones
por preferencia realizados, los datos se analizaron conforme a
los criterios clasificatorios subyacentes a las hipótseis de
partida. Se tuvieron en cuenta por separado los datos
obtenidos en la Lista A <pares de silabas con estructura OVO
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y los obtenidos en la Lista 8 (pares de silabas con estructura
aovo). Para la lista A se establecieron tres categorías de
respuesta: fusión OIVO (unión del onset de la primera sílaba
con la rina de la segunda), fusión 0V/O (unión de la
consonante y vocal iniciales de la primera sílaba con la coda
de la segunda), y otras fusiones <todas las demás>. En la
lista A, las respuestas se clasificaron en cuatro categorías:
fusión CIOVO (unión de la consonante inicial de la primera
sílaba con los tres segmentos últimos de la segunda), fusión
CO/yO <unión de onset de la primera sílaba y rima de la
segunda), fusión COVIO (unión de los tres primeros segmentos
de la primera sílaba con la coda de la segunda) y otras
fusiones.
Para el análisis de datos-se contabilizó el porcentaje de
respuestas en cada tipo de fusión y se aplicaron pruebas
estadísticas de significación de diferencias de proporciones.
RESULTADOS Y DISCUSION
Los resultados obtenidos por los sujetos en la LISTA A y
en la LISTA 8 aparecen en las tablas 5.3 y 5.4. En todos los
experimentos de este capitulo, la media ( X ) representa el
promedio de respuestas de cada tipo de fusión por sujeto y el
valor de las desviaciones típicas 1 S.D.) e,cpresa la
dispersión de la frecuencia de respuestas de cada tipo de
fusión, dadas por cada sujeto, respecto a la media anterior.
Como puede apreciarse, las desviaciones típicas son elevadas
ya que el número de elecciones por sujeto giró en torno al
máximo o al mínimo posible de respuestas en cada tipo de
fus ón
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Tabla 5.3. Número y porcentaje de respuestas totales con
las medias y desviaciones típicas en cada una
de las fusiones criticas. (LISTA A>.
EJEMPLOS T 1 P O O E r U 5 1 0 N
C y O + O V O 0 1 V O O y ¡ O OTRAS TOTAL
fas+pei f el fa 1
N 319 142 115 SIó
SS 25 20 ‘00
X 133 5.9 48 24
SO 99 8.8 5.6
Tabla 5.4. Número y porcentaje de respuestas totales con
las medias y desviaciones típicas en cada una
de las fusiones criticas <LISTA 81.
EJEMPLOS T 1 P O D E F u 5 1 0 N
O O V 0 + 0 C y 0 0 1 0 y C O C ¡ V O C C V ¡ O Otr. TOTAL
blos+cran b ran an blo n
N 130 248 72 126 576
23 43 12 22 100
X 5.4 103 3.0 53 24
5.0 57 02 63 63
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Tanto en la LISTA A como en la LISTA B, los sujetos
prefirieron dividir las silabas entre el onset y la rica. En
la LISTA A el 55% de las respuestas totales correspondieron a
una fusión 0 1 y O , el 25% a una fusión O V 1 0 y el 20% a
otros tipos de fusiones. La media de respuestas por sujeto fue
de 13.3 (s.d. 99) en las fusiones 0 ¡ V O , de 5.9 (s.d.=
8.81 en fusiones O V 1 0 y de 4.8 (s.d. 5.56) en otras
fusiones. De los 24 sujetos, 14 hicieron mayoritariamente
fusiones 01v 0 .5 fusiones 0V/O, 2 otras fusiones yen
los tres restantes no hubo un predominio claro de uno u otro
tipo de fusión. El análisis de los resultados por estímulos
mostró que las fusiones 0 1 V O predominaron en 15 de los 24
pares de estímulos
En la LISTA B ( estímulos covo + COVO ), el 23% de las
respuestas fueron fusiones O / O V O ( con una media de 6
respuestaspor sujeto y s.d.=5.7 >, el 43% , fusiones O O ¡ V O
(con una media de 10.3 respuestas por sujeto y s.d.=8.2 ),
el 12% , fusiones O O V 1 0 (con una media de 3 respuestas por
sujeto y s.d.=6,3) y el 22% otras fusiones ( con una media de
5.3 respuestas por sujeto y s.d.z 6.3 1. Oiez sujetos
prefirieron la fusión 0 0 1 y o , cuatro la fusión O O V ¡ O
dos la fusión o ¡ o y O , tres otras fusiones y en el resto de
sujetos no se manifestó preferencia alguna. Así mismo, la
fusión O C ¡ y O fue la más elegida en a de los 24 pares de
estímulos. Ninguna de las otras fusiones resultó predoninante
en los otros pares.
Los resultados muestran una tendencia significativa a
segmentar las silabas en la frontera entre onset y rima
tanto en la LISTA A en la elección de la fusión O / y o
(2=2.4. p<0.05) corno en la LISTA 8 en la elección de la fusión
0 0 1 y o (zZ3.3, p<O.O5J. Esta evidencia se mantiene, pues,
no sólo cuando el onset comprende un sólo segmento sino
también cuando está ocupado por dos segmentos.
Por tanto, si la separabilidad que refleja la fusión
realizada expresa el grado de cohesión de los constituyentes
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que quedan a ambos lados de la frontera, podemos inferir Que
estos datos apoyan la hipótesis de que la sílaba está
estructurada en dos componentes fundamentales: onset y rima
<modelo lipo 1).
Un análisis cualitativo de los resultados pone de
manifiesto que muchos sujetos mantienen una cierta
persistencia en las respuestas reflejada en el hecho de que
los sujetos que han elegido una segmentación u otra la siguen
sistemáticamente en casi todos los estímulos, haciendo que la
variabilidad sea grande. Esto nos lleva a pensar que la
división entre ‘onset y rima tal vez se deba a estrategias
adoptadas sistemáticamente en la ejecución de la tarea que, en
el caso de silabas cave, podría haber favorecido, por el
efecto de simetría, la división de las silabas justamente por
la mitad. Con el fin de controlar este posible efecto
facilitador se optó en el experimento siguiente, por presentar
conjuntamente los estímulos de ambas listas y analizar la
influencia de esta variable dificultadora de la adopción de
estrategias sistemáticas de resolución de la tarea en la
elección de unas fusiones u otras.
5.3. EX PERI MENTO 7 8
I4ETOBO
Su i etos
24 estudiantes de Psicología de la Universidad complutense
de Madrid participaron en este experimento.
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Ha te is les y~rocedimiento
Los materiales y el procedimiento de aplicación fueron
idénticos a los del experimento anterior. La única variación
consistió en que los 48 pares de silabas integraron una única
lista (Lista mixta) y fueron presentados en orden
cuasi-aleatorio para cada uno de los sujetos, evitando que
hubiera más de tres pares seguidos con la misma estructura. El
experimento se realizó también en dos partes con un breve
descanso ~ntermedio. Cada una de las partes se inició con
estímulos de práctica <seis pares en la primera y cuatro en la
segunda> que incluían tanto sílabas OVO como OOVO.
Diseño y análisis de datos
El diseño y análisis de datos fueron similares a los del
experimento anterior. Se trataba de un diseño de un solo grupo
de sujetos y las respuestas se analizaron por separado en las
silabas CVC y ccvc, conforme a los criterios asumidos en
las hipótesis.
RESULTADOS
Los resultados, tal y como aparecen en ~as tablas 5.5 y 56
no difirieron mucho de los del experimento 1 A.
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Tabla 5.5. Número y porcentaje de respuestas totales con
las medias y desviaciones típicas en cada una
de las fusiones criticas. Silabas ovo. (Listas
mixtas).
EJEMPLO T 1 P O O E E U 5 1 0 N
C V O * C y o 0 ¡ V O c y 1 0 OTRAS TOTAL
fas+pel f el fa 1
N 305 161 110 576
53 28 19 100
X 12.7 6.7 4.6 24
SD 8.8 89 5.1 -
Tabla 5.6. Número y porcentaje de respuestas totales con
las medias y desviaciones típicas en cada una
de las fusiones criticas. Silabas OCVC. (Listas
mixtas).
EJEMPLO T 1 P O DE E u 5 1 0 N
ccVc+ccVc CIOVO CC¡VC COV/C OTR. TOTAL
b 1 os4c ra n b ran bí Sn b lo n
N 120 218 72 166 576
21 38 12 29 100
X 50 9.1 3.0 69 24
SO. 4.7 85 6.3 6.9
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Estos datos vuelven a destacar la preferencia de los
sujetos por segmentar las sílabas entre el onset y la rima.
Los porcentajes son parecidos a los del experimento 7 A : en
un 53% de las respuestas con estímulos OVO predominó la fusión
o 1 Y C , frente a un 28% de fusiones O y ¡ 0 y un 19% de
otras fusiones. < z 6.5, p < 0.05 1. La media de respuestas
por sujeto fue de 12.7 (s.d.= 8.8) en las fusiones O / Y O
de 6.7 (sd~ 8.9) en fusiones O Y 1 0 • y de 4.8 (sd.z 5.11
en otras fusiones. El análisis por sujetos mostró una
consistencia en la respuesta 0 ¡ ‘1 0 de 11 sujetos, en la
respuesta o y í e , de 6 sujetos y en la categoría de otros,
de dos sujetos. Las respuestas de los 6 sujetos restantes no
evidenciaron consistencia alguna. En 12 de los 24 pares de
estímulos predominaron fusiones 0 ¡ y o
Con respecto abs estímulos COVO. aunque el porcentaje
de respuestas C 0 1 y O disminuyó ligeramente en comparación
con el experimento 7 A (38%), resulta, de igual forma,
significativo (z o 2.7, p < 0.05 ). Se mantiene prácticamente
igual el de respuestas O ¡ O Y 0 (21%) y O O V 1 O (12%) y
aumenta el -de otras fusiones (29%). La media de respuestas por
sujeto fue -de 91 (s.d.z8.5) en la fusión predominante 0 0 ¡ Y
C. Diez sujetos prefirieron la fusión 0 O 1 Y O; seis, otras
fusiones; tres, la fusión O O y 1 0 y dos la fusión 0 1 O y O.
Los tres sujetos restantes no mostraron preferencia por fusión
alguna. Es de destacar que en ninguno de los =4 pares de
estimulos apareción una preferencia clara por ninguno de los
tipos de fusión.
DI SOUS ION
Los resultados apoyan una vez más la división de la
sílaba en onset y rimaLa utilización de listas míxtas
atenué, aunque sólo ligeramente, lo que podría pensarse, a
juzgar por los resultados del experimento 7 A, era un patrón
de respuestas que no reflejaba tanto la división de la sílaba
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en constituyentes cuanto una estrategia de división basada en
la simetría por parte de los sujetos. El leve descenso de la
persistencia de los sujetos en un determinado tipo de
respuesta indica, aunque no de una manera rotunda, que la
modalidad de presentación de los estímulos en listas mixtas
favorece ligeramente la no adopcién de estrategias y que los
datos obtenidos son más críticos para evaluar el papel de los
constituyentes silábicos. De ahí la conveniencia de mantener
este procedimiento en estudios posteriores.
Hay un aspecto que merece consideración: el aumento, en
las sílabas Covo, de respuestas no relevantes, catalogadas
como otras fusiones. Uno podría preguntarse fácilmente qué
sucedería si lográramos reducir considerablemente este tipo de
respuestas y en qué dirección se distribuirían los efectos de
tal reducción.
Una reflexión sobre el procedimiento empleado nos hizo
ver que la proporción nada despreciable de otras respuestas
podría deberse a que las instrucciones no constreñían
suficientemente a los sujetos en la línea de nuestros
objetivos. Un análisis cualitativo de dicha categoría de
respuestas así lo confirmé. Por una parte, en las silabas OVO,
de las 110 respuestas en la categoría otras fusiones, 22
fusiones siguieron un orden próximo a las respuestas críticas,
consistente en tomar la primera parte de la primera sílaba y
después parte de la segunda (3 segmentando tras el onset de
la primera sílaba: Ej.: RIN + LOR -—* ALO, y 19, tras el
núcleo de la primera sílaba: Ej.: FAS + PEL ——~ FAP), mientras
que las 88 respuestas restantes obedecieron a múltiples
combinaciones donde dicho orden no se respeté, siendo más
frecuentes respuestas del tipo FEO + TIL ——-e GIL o 005 + 0Dm
-—* GUS. En todos los casos, el resultado de la fusión fue una
sílaba de tres segmentos OVO.
Por otra parte, en las silabas OCYO los sujetos
realizaron 59 fusiones tomando primero el primer segmento
<n=39, Ej. BLOS + ORAN -—* SAN), los dos primeros (n4, Ej.:
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ALOS + CRAN --~ BLAC) o los tres primeros <n=16; BLOS + CRAN
——> ALOR) de la primera sílaba y el resto de la segunda
sílaba, en un orden cualquiera. Las otras 107 respuestas no
siguieron un patrón definido de fusión, si bien la sílaba
resultante casi siempre tomó, en primer lugar, algún segmento
de la primera sílaba para formar la fusión: Ej: ALOS + CRAN
-—~ ALAS, ALOS + CRAN -—* ARON, ALEN + DRIS ——* NIS. Sin
embargo, con esta estructura silábica de configuración de
estímulos las respuestas de los sujetos no siempre incluyeron
el mismo número de segmentos (dos respuestas estaban
constituidas por dos segmentos, 94 por tres, y 70 por cuatro).
A la luz de estos resultados, parecía necesario
-ntroducir algunas modificaciones en las instrucciones que
garantizasen, por un lado, el-mismo número de segmentos en las
respuestas y, por otro, un orden de selección de los segmentos
para obtener el máximo de respuestas críticas y el mínimo de
otras respuestas que en nada eran relevantes para nuestros
objetivos y análisis, con la precaución, eso sí, de que tales
instrucciones fueran lo suficientemente abiertas como para
permitir a los sujetos un margen de libertad de elección de
cualquiera de las respuestas criticas, sin verse conducidos
sesgadamente hacía ninguna de ellas
El 38 % de las respuestas a favor de la segmentación
entre las fronteras del onset y la rima ( fusión O O / Y O
que predomína en los estímulos OCVC + CCVO, favoreciendo la
hipótesis de la cohesión del onset cuando está integrado por
un conjunto de consonantes, es preciso tomarlo con cautela. Sí
bien, como se acaba de advertir al principio de esta
discusión, la presentación conjunta de estímulos OVO y OCVO
hace disminuir una cierta tendencia a la adopción de
estrategias de división de los estímulos basadas en la
simetría, conviene estudiar qué ocurre si esta tendencia no se
ve facilitada por la configuración de los estímulos. Diversos
estudios piloto en los que se manipuló el tamaño de los
estímulos, nos mostraron que la consistencia de las respuestas
disminuye notablemente cuando los pares de estímulos están
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constituidos por un número impar de segmentos al dificultar
una división basada en la simetría. En consecuencia, pensamos
que era preciso eliminar la consonante final de las silabas
OOvc para analizar las distintas formas de segmentación
criticas sin los presumibles efectos contaminantes de otras
variables ajenas a la estructura de los constituyentes
silábicos en si. Aunque ello nos inmpidiera hacer análisis
complementarios acerca del status de la rima del cual ya las
sílabas Ovo nos reportaban información suficiente.
El modo de elaboración de las silabas OVO también nos
llevó a reflexionar, ya que advertimOs que no se había
ejercido ningún control sobre el número y tipo de fonemas
consonánticos en posiciones pre y postvocálicas. Un análisis a
posteriori evidenció que se trataba de sílabas de estructura
muy frecuente en español, con obstruyentes ocupando las
posiciones prevocálicas y líquidas y nasales las
postvocálicas, en la mayoría de ellas. Este dato podía tener
una especial relevancia si, como algunos autores han apuntado,
la estructura interna de la sílaba no es ajena al grado de
sonoridad de los segmentos que ocupan sus posiciones
estructurales. Era necesario, pues, estudiar qué nos
podía decir sobre la estructura interna de la sílaba el tipo
de segmentación y fusión realizadas por los sujetos si se
controlaba experimentalmente el grado de sonoridad de las
consOnantes pre y postvocálicas.
Los experimentos siguientes, 8 A — 11 se hacen eco de
este conjunto de observaciones. Con el fin de optimizar los
resultados obtenidos en los dos primeros, se introdujeron
algunas modificaciones en las instrucciones, se utilizó
la modalidad de presentación mixta de los estímulos
transformando los estímulos cOVO en COY y Se controló la
influencia del grado de sonoridad de los segmentos pre y
postvocálicos de las silabas OVO en el tipo de fusión
realizado por los sujetos.
En el experimento SA se estudiará la estructura silábica
y la sonoridad con sílabas ovo y patrón de consonantes
obstruyente— obstruyente ( O—O ) y sonorante—sonorante (5—5).
El experimento 8 A emplea la tarea de fusión por preferencia y
modifica las instrucciones de los experimentos 7 A y lB. Ele
A constituye una réplica del 8 A con una tarea de fusión por
instrucción.
El experimento 9 es un complemento critico del 8 A y 8 8.
En él se aborda de nuevo el estudio de la estructura silábica,
la influencia de la sonoridad y la cohesión del onset en una
tarea de fusión por preferencia y presentación conjunta de
silabas OVO y CCV. Las silabas OVO siguen el patrón
consonántico obstruyente — líquida ( 0—L ) y líquida
obstruyente ( L—0 ) con el fin de analizar, en las condiciones
más óptimas, la influencia de la sonoridad en la conformación
deis estructura silábica.
Finalmente, los experimentos 10 y 11 replican, a su vez,
el 9 en tareas de fusión por instrucción. El experimento 10
con silabas OVO y el 11 con silabas ccv.
365
5.4. EXPERIMENTO A A
1 NT RODUCO ION
El objetivo de los dos experimentos siguientes ( 8 A y O
8 > fue investigar si el grado de sonoridad de las consonantes
pre y postvocálicas, en pares de sílabas OVO, afecta a la
estructura interna de éstas, favoreciendo el establecimiento
de una frontera de rango jerárquico superior entre onset y
rima ( fusión 0 1 Y o ) a la que se da entre el núcleo y la
coda <fusión O y ¡ 0). La tarea empleada consistió en la
fusión de dos silabas en una, bien dejando a los sujetos
libertad para elegir el tipo de fusión que desearan (fusión
por preferencia: experimento 84>, bien realizando fusiones
conforme a una regla previamente establecida (fusión por
instrucción: experimento SA).
Basándonos en los datos obtenidos en los dos experimentos
anteriores, en los que no se controló el grado de sonoridad de
los segmentos pre y postvocálicos, la estrategia de fusión más
apoyada consistía en segmentar las sílabas después de la
consonante inicial < fusión O ¡ Y O ) . De ahí se podía
inferir que entre onset y rina las fronteras silábicas son
las de mayor rango jerárquico y, en consecuencia, que la
estructura silábica en español es más compatible con un modelo
tipo 1, tal y como se establecía por hipótesis. De haberse
dado una preferencia por segmentar las silabas después del
núcleo ( fusión O V ¡ O ) eso hubiera mostrado que la frontera
más marcada entre constituyentes es la que se da entre núcleo
y coda, lo cual hubiera ido en contra de la hipótesis de
partida. La no preferencia por ninguna de estas dos
segmentaciones hubiera sido más compatible con una hipótesis
que concibe la sílaba según el modelo tipo II, en el que las
fronteras entre ‘onset, núcleo y coda se dan dentro de un
mismo rango.
366
La incorporación de la variable sonoridad en la
configuración de los estímulos nos permite ver además si los
patrones de preferencia basados exclusivamente en los tipos de
segmentación elegidos, cambian o no. Más en concreto, con ello
tratamos de analizar si la preferencia manifestada por los
sujetos en los experimentos anteriores a favor de la fusión o
¡ y c se mantiene o no, independientemente del grado de
sonoridad de las consonantes. Esto lo podemos comprobar
seleccionando sílabas OVO con un control de la sonoridad de
las consonantes iniciales y finales. Así, silabas O Y O + O y
O con el patrón obstruyente—obstruyente <patrón 0—O: Ej.: BAO
+ TUG 1 o sonorante—sonorante ( patrón 5—5 : Ej : LCR + MON
en sus consonantes iniciales y finales, nos permiten comprobar
el grado de variación del tipo de segmentación en función de
la mayor o menor sonoridad de las consonantes ore y
postvocálicas, según lo establecido por la escala de sonoridad
propuesta por los lingijistas
Así pues, si la sonoridad influye en el tipo de
segmentación de pares silábicos con patrón 0—0 o 5—S, podemos
establecer las predicciones siguientes:
1) La influencia de la estructura silábica se manifestará
en un mayor porcentaje de fusiones O/YO que de fusiones OVIO
tanto en sílabas con patrón consonántico O—O como S-S
00¡V O~> 00V ¡ 0~ <~)
O /YC >
-s C5 Y ¡ O~ (2)
2> La influencia de la sonoridad se reflejará en que las
obstruyentes son más fácilmente separables que las sonorantes,
y ésto puede ocurrir bien en posición inicial o bien en
posición final <aunque no en ambas por ser complementarias):
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(3)00/V O~ > O~I Y
ó
00Y 1 O~ > O ~Y ¡ O~ (4)
En general, en tareas de fusión por preferencia un patrón
de ségmentación preferencial se reflejará en un incremento del
porcentaje de respuestas (el signo 1 se traduce como
mayor porcentaje de respuestas) mientras que en tareas de
fusión por instrucción, como las de] experimento 8 8, un mejor
rendimiento en el seguimiento de la instrucción se manifestará
en una disminución del tiempo de reacción y del porcentaje de
errores cometidos, lo que requerirá cambiar el sentido del
signo ( de - a ~
t~lET000
Su ietos
Participaron 24 estudiantes de sexo femenino de tercer
curso de B.U.P y O.O.U , pertenecientes a un colegio privado
de la localidad madrileña de Alcorcón, Respondieron de forma
voluntaria a una invitación realizada por el experimentador,
con un alto grado de motivación y de interés por lo
desacostumbrado que les resultaba este tipo de tareas. Una vez
preinscrites para el dia y hora de su mayor conveniencia,
fueron citadas mediante llamada telefónica.
Materiales
Se seleccionaron 68 pares de silabas sin sentido con
estructura OVO, 48 experimentales y 20 de relleno. De los 48
pares experimentales, 24 seguían el patrón obstruyente -
obstruyente ( O—O 1 en sus consonantes pre y postvooálicas
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Ej.: BAO + Wc, y 24 el patrón sonorante—sonorante ( 5—8 fl
Ej.: LEA + MON. Puesto que las sonorantes comprenden solamente
dos consonantes liquIdas (1, r) y dos nasales Cm, n), sus
posibilidades de combinación fueron menores y aparecieron
indistintamente en las posiciones iniciales y finales. En
todos los casos, las consonantes postvocálicas eran legales en
posiciones finales de sílaba, aunque no siempre en posiciones
finales de palabra. Además, ninguna de las dos posibilidades
criticas de segmentación ( 0 1 Y O y O V ¡ 0 ) podian, al
fusionarse los segmentos, dar lugar a palabras.
De los 20 pares de relleno, 10 tenían la estructura
costruyente—) iquida <OIL, Ej.: OUL + BOA) y 10 la estructura
líquida—obstruyente (L¡O, Ej.: LOS + RAD ) en las dos silabas
del par Tanto en los pares experimentales como de relleno el
patrón vocálico de las dos silabas era diferente.
También se eligieron lO pares de sílabas de prueba: tres
por Cada uno de los patrones consonánticos 0-0, 5—3, y dos por
cada uno de los patrones 0—L y L—O.
procedimiento
El procedimiento siguió básicamente los pasos de
experimentos anteriores. El experimento se realizó en un salón
insonorizado del colegio, con luz artificial. Los sujetos
participaron individualmente, sentados en una amplia mesa,
enfrente del experimentador. Disponían de un micrófono a
través del cual quedaban registradas sus respuestas en un
magnetofón. Antes de comenzar, se les invitaba a leer las
instrucciones en las que, a diferencia de los experimentos
anteriores, se destacaba la necesidad de combinar los pares de
sílabas tomando la orimera Darte de la Drimera sílaba seguida
de la segunda Darte de la segunda para formar una nueva sílaba
de la misma longitud, cualquier tipo de duda al respecto era
clarificada.
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El experimentador leía cada par de silabas y, a
continuación los sujetos, tras repetirlas tres veces,
realizaban cualquier tipo de fusión que se ajustare a las
instrucciones diciéndola en voz alta, cuando las respuestas no
seguían alguna de las instrucciones, el experimentador repetía
las silabas—estimulo y advertía de la necesidad de intentar
una nueva fusión.
El experimento se desarrollaba en dos partes con un breve
descanso intermedio. A cada una de las partes se asignó
aleatoriamente un bloque de estímulos integrado por 12 sílabas
con patrón 0—0. 12 con patrón 5—5, 6 con patrón 0—L y 5 con
patrón L—O, selecocionados y ordenados cuasialeatoriaemente
para su presentación a los sujetos, evitándose secuencias de
más de tres pares con la misma estructura. La mitad de los
sujetos realizaron primero el bloque experimental 1, seguido
del bloque 2 y la otra mitad, a la inversa. Aunque no se
impuso limitación de tiempo alguno a las respuestas, se
advirtió a los sujetos de la conveniencia de responder ouanto
antes, una vez repetidas, a un ritmo normal de habla, las
sílabas estímulo. El orden do presentación de los estímulos
dentro de cada bloque, se mantuvo constante en todos los
sujetos.
La primera parte experimental estuvo precedida de seis
pares de prueba y la segunda, de cuatro. Los ensayos de prueba
se podían repetir hasta un máximo de tres veces.
Diseño y análisis
Se hizo un diseño de un solo grupo. Se tomó como variable
independiente el patrón sonoro de las consonantes pre y
postvocálicas de los pares de sílabas y como variable
dependiente, el tipo de fusión realizado. El patrón sonoro
tenía dos valores: O-O (consonante pre y pOstvocálica
obstruyente) y 5—5 (consonante pre y postvocálica sonorante,
es decir, líquida yío nasal). Las respuestas de fusión podían
ser O/YO, OVIO u otras.
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En el análisis de datos se contabilizó el porcentaje de
respuestas en cada tipo de fusión y se aplicaron pruebas
estadísticas de significación de proporciones. Se realizaron
tres tipos de análisis: uno general, con los datos de las
respuestas dadas a todos los estímulos, tanto experimentales
como de relleno, y dos parciales: uno, el principal, con los
datos procedentes de los estimules experimentales y otro,
complementario, con los datos procedentes de los estímulos de
relleno.
AESuLTAOOS
Los resultados generales para cada uno de los dos tipos
de fusión críticos aparecen en la tabla 5.7.
Tabla 5.7 : Número y porcentaje de respuestas totales con
las medias y desviaciones típicas en cada una
de las fusiones críticas.
EJErIPLOS TIPO DE FUSION
cvo +Cvc cívo CvIc TOTAL
baq +tug b ug ba g
lar +me n 1 en la n
N 392 1240 1632
24 76 100
X 16.3 517 60
50. 26.7 267
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Los datos obtenidos, tomadas conjuntamente las respuestas
de fusión en sílabas experimentales y de relleno, nos muestran
un patrón diferente al obtenido en los experimentos 7 A y 7 A.
Los sujetos fueron más partidarios de segmentar las sílabas en
las fronteras entre núcleo y coda ( fusión O Y ¡ 0 : 76 %
que entre onset ynúcleo ( fusión 0 1 Y O : 24 %) (z = 21.6,
p < 0.05). Es importante la desaparición absoluta de la
categoría ‘otras fusiones.
Si nos centramos exclusivamente en las silabas
experimentales y analizamos la influencia de la sonoridad de
las consonantes pre y postvocálícas en los tipos de
segmentación, los resultados obtenidos siguen manteniendo un
perfil semejante al de los resultados generales, como muestra
la tabla 5.8
Tabla 5.8: Análisis por sujetos según el patrón sonoro de
las consonantes pre y postvocálicas y el tipo de
fusión realizado. <Estímulos experimentales)
PATRON TIPOS OE EUSION
s o N o m O O ¡ Y c O y ¡ 0 TOTAL
a UG SA G
0—O
N 131 N = 445 576
BAO + TUS = 23 = 77 10’>
X 5.4 X 186 24
5.0: 9.5 S.D.= 9.5
L ON LE O
5-5
O t44 N = 432 575
LER + fION a = 25 = 75 100
X 6.0 X : 18.0 24
S.D.r 9 3D.: 9
O = 275 N : 877 1152
T O T A L = 24 = 76 100
X = 114 X = 36.6 48
S.D. 19 S.D. 19
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Como puede observarse, los sujetos mostraron una
preferencia significativa por la segmentación O Y ¡ 0 tanto en
el patrón consonántico O-O (a = 13, p < 0.01) como en el
patrón S/S ( z = 12, p < 0.01 1. Dentro del patrón 0—0 la
media de respuestas por sujeto fue de 5.4 (s.d. = 9.5) en
fusiones o¡vo y de 18.6 en fusiones 0v/O. Dentro del patrón
S—S ocurrió algo parecido: una media de 6 respuestas por
sujeto en fusiones 0/VO y de 18 en fusiones 0V/O. Oinco
de los sujetos mantuvieron persistentemente la división entre
onset y rima <fusión 0 ¡ Y 0 1 y diecinueve la división en
la frontera entre núcleo y coda (fusión O Y 1 0 ). La fusión O
Y / o fue también la predominante en los 48 pares de
estímulos
A la luz de estos datos, las predicciones (1) y (2)
basadas en la influencia de la estructura silábica no se
cumplen. Oentro del patrón consonántico 0—O el 77 % de
fusiones O y / O es significativo ( a = 13, p < 0.01). Ouando
el Datrón de las sílabas es S—S el 75 5 de fusiones O y / O
resulta también significativo 1 a 12, p < 001).
Tampoco se cumplen las predicciones (3) y (4> sobre la
influencia de la sonoridad ya que en el caso de fusiones 0 / y
o no aparecen diferencias significativas entre el 23 5 de
elecciones en silabas 0—0 y el 25 % en silabas S—S ( z = 0.66,
O 005 ). Lo mismo sucede en el tipo de fusión O Y / O,
elegido preferencialmente por los sujetos, donde no aparecen
diferencias significativas entre el 77 5 de elecciones en
sílabas O—O y el 75 5 en sílabas S—S 1 a = 0.6, p > 0.05 1.
Todos estos resultados ponen de manifiesto que los
sujetos prefieren, en este tipo de tareas, segmentar las
silabas en la frontera entre el núcleo vocálico y la
consonante postvocálica < entre el núcleo y la coda ) para
formar fusiones O Y 1 0, sea cual sea el patrón sonoro de las
consonantes pre y postvocálicas. Este patrón preferencial no
apoya la hipótesis mantenida tradicionalmente y asumida por
nosotros, de una estructuración interna de la sílaba en dos
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componentes mayores: onset y rima, y si parece favorecer una
mayor afinidad o cohesión entre Thnset y núcleo en la sílaba
española. Este grado de afinidad es digno de tenerse en cuenta
y nos pone sobre aviso acerca del status especial desempeñado
por las obstruyentes cuando ocupan posición final de sílaba.
Los resultados anteriores se ven reforzados aún más al
analizar los datos procedentes de los estímulos de relleno y
que aparecen en la tabla 5.9.
Tabla 5.9: Análisis por sujetos según el patrón sonoro de
las consonantes pre y postvocálicas y el tipo de
fusión realizado. (Estímulos de relleno).
pATaON TIPOS QE ~USI0N
5 0 N O R 0 0 1 y O c y ¡ O TOTAL
T IL TE L
0-L
N = 60 M 180 240
T E a + 0 1 L = 25 = 75 100
1< r 25 X = 7.5 10
50: 4 SD 4
L OT L 1
L-0
N 57 N r 183 240
L 1 P 4- R O T = 24 r 76 100
1< : 2.4 X = 7.6 10
50.: 4 S.D 4
ti = 117 ti = 363 400
1 0 T A L 24 = 76 100
1< 4.9 : 151 20
5.0= 8 S.O.r 8
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como se observa, estos datos muestran un perfil casi
idéntico al procedente de los estímulos experimentales.
Independientemente de la sonoridad de las consonantes pre y
postvocálicas, los sujetos prefirieron significativamente
fusiones O Y 1 0 , segmentando las silabas entre el núcleo
la coda ( z 12, p 001 ). La consistencia en la división
onsett’rima (fusión O/YO) se mantuvo en 5 sujetos y, en los
19 restantes, la división núcleo/coda (fusión 0v/O). Las
fusiones CV/O predominaron en los 20 pares de estímulos.
02 SOU SI QN
Una aportación metodológíca digna de destacar en este
experimento, fue el efecto facilitador ejercido por las
instrucciones en la comprensión y correcta ejecución de la
tarea propuesta Dicho efecto se dejó ver en la desaparición
de la categoria otras fusiones que, en un porcentaje nada
desaprovechable, apareció en los experimentos anteriores y en
las escasas ocasiones que el experimentador tuvo que repetir
el par de silabas estimulo como consecuencia de una respuesta
no ajustada a las instrucciones. Esta desaparición de
respuestas no críticas, da una mayor robustez a los datos
obtenidos
Atendiendo a los objetivos teóricos, los resultados
obtenidos no dejan de sorprendernos por ser claramente
opuestos a los de los experimentos 7 A y 7 A . Dos son las
evidencias más notables:
1) Que el tipo de fusión preferido (O Y / O) no apoya la
segmentación básica de la sílaba en onset y rima sino el
establecimiento de una frontera marcada entre el núcleo y la
coda.
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2) que la sonoridad de las consonantes pre y
postvocálicas no influye, sea cual sea el patrón de
segmentación elegido, en la configuración de la estructura
interna de la sílaba.
La lógica subyacente a esta tarea de fusiones por
preferencia supone, como vimos, que, dada una tarea que ofrece
varias posibilidades de dividir dos silabas para formar una
nueva, los sujetos prefieren segmentar las silabas en el punto
en que la cohesión entre los segmentos de esas silabas es
menor. Si se admite la propuesta de varios linguistas y
psicolingúistas, según la cual los fonemas de una sílaba están
jerárquicamente organizados en varios constituyentes, el
patrón de preferencia de segmentación de dos sílabas para
formar una nueva reflejará la amplitud de las fronteras entre
esos constituyentes y su organización interna. En el lugar en
que se realiza la segmentación preferencial estaría ubicada la
frontera más natural entre constituyentes. Por ello resultará
más fácil de elegir por los sujetos y supondrá menor gasto de
procesamiento. La reducción de la frontera entre
constituyentes significará, por el contrario, una mayor grado
de vinculación o cohesión entre ellos y. en consecuencia, una
menor probabilidad de que los sujetos dividan o segmenten las
silabas por ese punto. Como han mostrado diversas
investigaciOnes, los sujetos prefieren soluciones de
segmentación de las silabas en la frontera entre el ½nset y
la risa, lo cual equivale a decir que, en ese punto, la
frontera entre dichos constituyentes silábicos es mayor y, por
tanto, menor su grado de cohesión. Tal hipótesis se ve apoyada
por los resultados de los experimentos 7 A y 7 A pero no por
los de este experimento que muestran una frontera más amplia
entre núcleo y coda.
Para ver si la fuerza de la frontera entre onset y rima
variaba con el tipo de consonante pre y postvocálica, de modo
que cuanto menos sonoras fueran las consonantes menor sería su
cohesión con la vocal, se introdujeron dos condiciones de
sonoridad : obstruyentes y líquidasínasales. Los datos
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muestran, una vez más, evidencia a favor de una división
marcada entre núcleo y coda y, en consecuencia, de una
cohesión grande entre onset’ y núcleo. La sonoridad no
ejercerla sus efectos, pues, ni dentro de la rima, como
postulaba Treman, ni en la frontera entre onset y rima.
Si ta lógica que subyace a la interpretación de los
resultados es válida ¿ cómo explicar que, manteniendo la misma
tarea Que en los experimentos anteriores, se obtengan datos
tan dispares 3
Podria pensarse, en primer lugar, en limitaciones
inherentes a la propia tarea de fusiones por preferencia en el
sentido da no ser lo suficientemente fiable y adecuada para
estudiar la estructura interáa de la sílaba. En principio, no
hay razones evidentes para que se pueda dudar de la idoneidad
de la tarea Las mejoras metodológicas introducidas pretendían
salvar, en parte, esta dificultad. En este caso, la
configuración de las silabas no daba pie a la adopción de
estrategias basadas en la simetría y, sin embargo, la
tendencia a emplear algún tipo de estrategia de respuesta se
mantuvo, Como se refleja en la persistencia en una determinada
forma de fusión de los sujetos. Para solventar este problema
se pensó en cambiar la tarea de elección oreferencial de
fusiones Por otra de rendimiento como es la de fusiones por
instrucción donde a los sujetos se les obliga a seguir una
determinada regla de combinación de sílabas y se evalúa el
tierliDo invertido. La existencia de fronteras naturales entre
constituyentes haría que los sujetos realizasen en menos
tiempo y más fácilmente aquellas segmentaciones coincidentes
con dichas fronteras. El experimento 8 8 pretenderá,
precisamente, verificar ésto.
Otra consideración a tener en cuenta procede del análisis
de la estructura de los estímulos empleados. Tal vez la
preferencia de los sujetos en los experimentos anteriores por
la división de la sílaba en onset y rima podría estar
mediatizada por el tipo de estfmulosseleccionados.Fn el caso
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de los 24 pares de silabas OVO, Pl tenían como segmentos
postvocálicos consonantes de uso muy frecuente en español:
liquidas (1, r), nasales (n) y fricativas (s). En los tres
pares restantes (FF5 + TIL, 005 + RIL. 515 • RAZ) dos pares
tenían una obstruyente como consonante final pero sólo en la
primera palabra del par. La necesidad de estudiar la
influencia de la sonoridad en el experimento 8 A, hizo que se
controlara el tipo de consonantes ore y postvocálicas,
repartiéndose por igual el número de obstruyentes y sonorantes
en ambas posiciones. La inclusión, pues, de un mayor número de
obstruyentes en posiciones postvocálicas podría constituir un
factor diferenciador, digno de tenerse en cuenta. Los
resultados obtenidos tal vez pudieran estar reflejando la
importancia en español de la forma ev en el nivel estructural
de codificación (Ov—tier) y el carácter más secundario de la
consonante post— vocálica, sobre todo cuando es obstruyente.
Finalmente, si no se quiere descartar totalmente la
influencia de la sonoridad de las consonantes pre y
postvocálicas en los patrones de segmentación Silábica,
convendría diseñar una investigación más amplia en la que se
optimizara la presumible influencia de la sonoridad poniéndola
al servicio de la segmentación Para ello seria preciso contar
con pares de silabas con obstruyentes y líquidas repartidas
por igual en posiciones pre y postvocálicas. Las silabas de
relleno utilizadas en este experimento perseguían, en parte,
este objetivo. Los resultados obtenidos con ellos no
aportaron, como vimos, nada nuevo. Puesto que el número de
estos pares fue pequeño, seria beneficioso para esta
investigación estudiar qué sucede, en situaciones más
controladas, con un mayor número de silabas cuyos patrones de
configuración sean O—L y L—O. Desde el punto de vista de la
segmentación esperaríamos una preferencia por la fusión o/yo.
Desde el punto de vista de la sonoridad, un predominio de
fusiones OIVO sólo cuando la consonante prevocálica es




1 NT RODUOO ION
En este experimento se plantean los mismos objetivos que
en el anterior: estudiar la estructura interna de la sílaba y
su independencia del grado de sonoridad de los segmentos que
la integran. Se introduce una nueva tarea, la de fusión de
silabas sin sentido obedeciendo a una instrucción o regla
previamente establecida (fusión por instrucción), y se analiza
el tiempo invertido en la fusión así como el porcentaje de
errores cometidos. Se utilizan los mismos estímulos que en el
experimento 8 A: sílabas OVO sin sentido con el patrón O-O
(obstruyente—obstruyente) o 5—5 (sonorante—sonorante) en las
consonantes ore y postvocálicas. Las predicciones
fundamentales son las stguientes:
Bajo la htoótesis de oue la estructura silábica y la
sonoridad son i ndecendientes
1) Si la estructura hipotética responde a
divisiónonset¡rin,a, los sujetos
cometerán menos errores al
frontera entre la consonante
formar fusiones CIVO ( Ej.: BAO
LON> que al segmentarías en la
y coda para elaborar fusiones
LER + NON --— LEN)
Co ¡ Y O~ <
o~ 1 y O~ <
00Y 1 O~
O~ Y ¡ O~
la
tardarán menos tiempo y
segmentar las sílabas en la
prevocálica y la vocal para
+ TUO --* BUG, LEA + NON—-->
frontera entre núcleo vocálico




2) Si la sonoridad deja notar sus efectos entonces los
sujetos realizarán con mayor rapidez y los sujetos realizarán
con mayor rapidez y precisión cualquier tipo de fusión ( O/VG
o 0V/O 1 cuando el patrón silábico es O—O (Ej.: BAO + TUG
--tRUG o BAO) que cuando es 5—5 (LER + MON --~ LON o LEN),
debido al menor grado de afinidad sonora entre obstruyentes y
vocales:
C~ ~‘ Y 0~ < O~I y (3)




se dan efectos aditivos se acentuarán las






Apio la hipótesis de que la estructura silábica y la
sonoridad no son independientes, los efectos de la
interacción se manifestarán:
1) 0 acentuándose las diferencias de sonoridad en la
dirección núcleo vocálico—consonante prevocálica y
reduciéndose en la dirección núcleo—consonante
postvocálica. Es decir, la diferencia en tiempo de
reacción entre la fusión AUG (BAO + TUGI y LON (LER
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+ MON) será mucho mayor que entre la fusión SAO y LEN
en los mismos ejemplos:
+ 1 _______________ S—S
TR — 0—0 (5)
0/yo 0V/O
2> 0 acentuándose las diferencias en la dirección núcleo
vocálico—consonante postvocálica entre sIlabas 0—0 y
silabas S—S y reduciéndose en la dirección núcleo
consonante prevocálica. Es decir, la diferencia en
tiempo de reacción entre BUG y LON será menor que
entre BAC y MEN, en el ejemplo anterior
+ j 5—5




El experimento fue realizado de forma voluntaria por 20
3d1
sujetos de ambos sexos. En su mayoría eran estudiantes de
O.O.U. pertenecientes a un colegio privado y alumnos de
diversas facultades universitarias de Madrid. Su participación
respondió a una invitación personal realizada por el
eXperinentador que les dió todo tipo de facilidades para
elegir día y hora más adecuada. Salvo alguna excepción,
ninguno habla participado en experimentos controlados, lo cual
repercutió en un estimable grado de motivación, acentuado en
algunos, por el atractivo de conocer nuestros Laboratorios de
Psicolingúfstica de la Facultad de Psicología (U.O.M.) en los
que tuvo lugar la sesión experimental.
Materiales
Los materiales eran silabas sin sentido OVO, tomadas del
experimento anterior Se eliminaron 8 pares experimentales y
se mantuvieron los 20 de relleno. De los 40 pares
experimentales, 20 respondían al patrón O—O (Ej: BAO + TIJO) y
20 al patrón S—S (Ej: LER * MON). Ninguna de las fusiones
críticas entre silabas daba lugar a palabras. Con 20 pares
experimentales (lO con el patrón 0—O y lO con el patrón S—S) y
10 pares de relleno (5 con el patrón O—L y 5 con el patrón
L—0), elegidos aleatoriamente se configuró un bloque de
estímulos experimental que, junto con los estímulos restantes
que formaban el otro bloque, se asignaron a cada una de las
partes del experimento.
Además fueron seleccionados otras 16 sílabas sin sentido
para integrar los bloques de prueba. Representaban los
distintos patrones de consonantes utilizados en el
experimento, asignándose cuatro pares por patrón: 0—O, 5—S,
0—L y L—O. cada uno de los bloques de estímulos en que se




La tarea realizada por los sujetos fue una variante de la
empleada y caracterizada por Treiman (1983) como una tarea de
habilidad para aprender determinadas reglas de fusión de
silabas sin sentido. En los experimentos de Trei,nan, los
sujetos aprendían 4 reglas diferentes de fusión en sesiones
separadas por tres dias. En cada una de las sesiones se ponía
a prueba una regla distinta Se tenían en cuenta los errores
cometidos y se evaluaba la naturalidad y facilidad de
aprendizaje de las reglas.
En nuestros experimentos, por el contrario, los sujetos
aprendieron 2 reglas de fusión que fueron sometidas a prueba
en una misma sesión y se midieron los errores cometidos y el
tiempo empleado.
Los sujetos disponían, en una sala contigua a la del
experimentador, de un micrófono Bel 1 & 1-losel 1 437681,
conectado a una pletina Yamaha K—220 en la que se registraban
las respuestas, y de unos auriculares stereo Pioneer SE—450
Los estímulos eran escuchados a través de estos auriculares,
conectados, a su vez, a un niagnetofón Revox 8—77 de dos
canales en el que previamente habían sido grabados por un sólo
canal Así mismo, una llave oral, unida a un ordenador Olivetti
M—260 mediante un interface, servía pare medir el tiempo de
reacción
Antes de comenzar el experimento Se entregaron por
escrito unas instrucciones generales en las que se
especificaba la tarea a realizar: escuchar atentamente por los
auriculares pares de silabas, combinarlas según la regla que
se señalase en cada caso, formar una nueva sílaba de la misma
longitud de cada una de las oídas y decirla en voz alta con
rapidez y precisión. Otras instrucciones más concretas,
grabadas en la banda sonora, recordaban a los sujetos la regla
de fusión a aplicar y les advertían del inicio del bloque de
práctica, de los bloques experimentales y del descanso
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intermedio. Las instrucciones y la señal de aviso (atención)
que precedía a cada par de estímulos, estaban grabadas por una
voz masculina y las silabas—estimulo por una voz masculina
diferente.
En cada uno de los bloques experimentales Se aplicó una
regla distinta especificada en una cartulina que se adjuntaba
a las instrucciones generales con dos ejemplos de la
combinación a realizar, en los que se destacaban los segmentos
a fusionar. Esta cartulina permanecía junto al sujeto el
tiempo que duraba la sesión experimental. Dos fueron las
reglas que se tuvieron en cuenta:
1) La REGLA DE FUSION O ¡ y o (segmentación entre onset
y rima) decía lo siguiente:
Combina la primera consonante de la primera sílaba
con la vocal y consonante final de la segunda, forma






2) La REGLA DE FUSION O V ¡ O (segmentación de la
rica) se concretaba así:
combina la consonante y vocal iniciales de la
primera sílaba con la consonante final de la
segunda, forma la nueva sílaba y dila en voz alta
tan pronto como puedas
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Ejemplo : FER LA~
Respuesta: FES
Ejemplo : SUS MEN
Respuesta: SUN
El tiempo máximo disponible para responder fue de 2500
m/s (milisegundos) y el tiempo de reacción se contabilizó
desde el final de la pronunciación de los estímulos hasta el
inicio de la respuesta del sujeto. Un click, imperceptible
acústicamente por los sujetos y grabado en coincidencia con el
final de cada estimulo, activaba el reloj interno del
ordenador que era detenido con el comienzo de cada respuesta a
través de la llave oral. Un oscilocopio digital Nicolet sirvió
para medir la localización exacta de los cliks, de forma que
los tiempos de reacción fueran tomados con precisión. Estos
tiempos, a la vez que se visualizaban en la pantalla del
ordenador, quedaban grabados en su memoria. Ello permitía al
experimentador detectar cualquier anomalia así como advertir,
en su caso, a los sujetos durante el descanso, cuando, por no
seguir de modo adecuado las instrucciones, empleaban mucho
tiempo o cometían muchos errores,
Se formaron dos grupos de sujetos. De los 10 sujetos de
un grupo, cinco realizaron primero el bloque 1 de estímulos
con la regla O/YO y, a continuación, el bloque 2 con la regla
0V/O; a loscinco restantes se les aplicó en primer lugar el
bloque 2 seguido del bloque 1. En el otro grupo de sujetos,
cinco hicieron el bloque 1 con la regla 0V/O y después el
bloque 2 con la regla O¡VO:los cinco restantes escucharon los
bloques en orden inverso.
Los sujetos que excedieron el 50 t de errores en algunas
de las condiciones experimentales o respondieron con lentitud
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(tiempo superior a 2200 m/s) fueron rechazados y sustituidos
por otros. De hecho, ésto ocurrió en 20 ocasiones.
Los estímulos de cada bloque se presentaron en orden
aleatorio que se mantuvo fijo para todos los sujetos.
Piseñoy~n&l i si ~
Se hizo un diseño inter—intragrupo con dos factores de
dos niveles cada uno:patrón de consonantes de los pares de
estímulos ( 0—O vs. 5—5 ) y tipo de instrucción dada para
realizar la fusión (O / Y O Vs. O y / O ). Se aplicó un doble
análisis de varianza sobre los tiempos correspondientes a las
respuestas correctas y el % de errores, tanto por sujetos,
tomando los dos factores con medidas repetidas, como por
estímulos, considerando el factor sonoridad con medidas no
repetidas y el factor tipo de instrucción con medidas
repetidas. Las respuestas dadas a los estímulos de relleno
no se tuvieron en cuenta en los análisis.
Se establecieron unos limites absolutos en 200 y 2000 m/s
para moderar la influencia de los tiempos de reacción
extremos, de forma que todos aquellos tiempos que excedieron
estos límites fueron excluidos de los análisis Con esta misma
finalidad, los tiempos que se apartaron dos desviaciones
tipicas respecto de la media, fueron sustituidos por el valor
de los límites (cutoff points) establecidos.
RESULTADOS
a) Según el tiempo de reacción
:
En la Tabla 5.10 se presentan los tiempos de reacción
medios por condición experimental obtenidos en el análisis por
Sujetos y por estímulos.
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Tabla 5.10 : Tiempos de reacción medios (TR en
milisegundos) obtenidos en el análisis por
sujetos y por estímulos, en función del
patrón de las consonantes pre y postvocálicas
y del tipo de instrucción.
OONOICIONES EJEMPLOS ANÁLISIS POR ANALISIS POR
SUJETOS ESTíMULOS
(N = 20) (N = 40)
TR iR
Patrón consonántico 040 + TUS
O—O
Instrucción O/yo BUS 1021 1008
Instrucción 0V/O BAS 1087 1050
Patrón consonántico LEO 4 NON
S—S
Instrucción O/YO LON 926 937
Instrucción 0V/O LEN 955 961
El análisis de varianza por sujetos mostró efectos
significativos en el patrón consonántico ( F(1, 18) = 17.4, p
0.000 ) pero no en el factor instrucción ( F (1, 18) = 1.8,
p > 0.05 ) ni en la interacción ( F (1, 18) = 0.4, p > 0.05 1.
El análisis por estímulos no evidenció significación alguna ni
en los factores principales < F (1, 36) = 3.5, p 0.05 ; E
(1, 36) z 1.7, p > 0.05 ) ni en su interacción ( P<l, 18)
0.4, p > 0.05 ).
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En general, pues, los sujetos fueron más rápidos para
fusionar las silabas, siguiendo cualquiera de las
instrucciones, cuando el patrón de configuración de las mismas
fue 5—5 , es decir, cuando las consonantes pre y postvocálicas
fueron liquidas o nasales <más sonoras) que cuando fue O-O
Estos resultados muestran que, si se da una influencia de la
sonoridad, ésta va en dirección contraria a la de nuestras
predicciones <predicciones (3) y (41). Por otra parte, la
hipótesis a favor de una estructuración hipotética de la
sílaba en onset%/rima según la cual se esperaría una
ejecución más rápida de instrucciones 0/yO, no se cumplió ya
que el factor instrucción no resulté significativo
(predicciones (1) y (2)), aun cuando la tendencia es favorable
a esta segmentación, tanto en sIlabas 0—0 (66 m/s) como en
silabas S—S (29 m/s).
En cuanto a la interacción (véase figura 5.1 ), los
efectos de la sonoridad no se manifestaron en ninguna de las
direcciones que se postularon (predicciones (5) y (6)). La
diferencia en tiempo de reacción entre las fusiones BUG y LUN
(95 m/s) y entre las fusiones BAO y LEN (132 m/s) no fue
significativa si bien se observó una tendencia ligeramente
















Figura 5.1.— Distribución del TI? de respuestas en cada
condición experimental <patrón 0—0 vs. 5—5)
en función del tipo de fusión realizado < 0/yo
vs. 0V/O ).
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b) Según el porcentaj~ de errores
La tabla 5.11 nos muestra el porcentaje medio de
errores cometido en las distintas condiciones experimentales
en el análisis por sujetos
Tabla Sil : Porcentaje medio de errores < % > obtenido en
el análisis por sujetos en función del patrón
























En el análisis de varianza de los errores no se
observaron efectos significativos en ninguno de los factores
Hl. 18) = 0.9, p > 005 ; F (1, 18) z 0.2, p > 0.05 ) ni en
su interacción ( F (1, 18) 1.8, p > 0.05 )
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Los datos procedentes de los errores evidencian que el
porcentaje de éstos se repartió casi por igual en todas las
condiciones. Se cometió un 3 % más de errores cuando el patrón
silábico fue 0—O (lo cual es congruente con los resultados
obtenidos en tiempos de reacción pero, de igual manera, va en
contra de las predicciones (3) y (4) 1 El menor porcentaje de
errores se dió en la condición de instrucción OY/O con patrón
de consonantes S—S La tendencia a favor de la estructura O/YO
sólo se ve ligeramente apoyada en silabas 0-O (predicción
1)). En cuanto a los efectos de interacción aparecen
diferencias de sonoridad en la dirección núcleo—consonante
postvocálica, pero en la dirección contraría a nuestras
predicciones, ya que el porcentaje de errores en silabas S-S
tendría que haber sido superior al obtenido en sílabas 0—O.
PISCUSION
Pocas son las conclusiones que se pueden sacar de este
experimento. La incorporación a nuestra investigación de un
nuevo tipo de tarea con medida del tiempo de reacción, en la
que se forzaba a los sujetos a realizar fusiones siguiendo una
determinada instrucción, no fue determinante para clarificar
nuestro objetivo fundamental: si la estructura hipotética de
la sílaba responde o no a los constituyentes onset”/rima. La
ausencia de efectos significativos en el tipo de instrucción
nos aleja tanto de los resultados de los experimentos 7 A y 7
E donde la segmentación preferida favorecía una división de la
sílabaen onset¡rima, como de los del experimento anterior
donde la segmentación predominante fue núcleo/coda. Nos
encontraríamos aquí, pues, con que la no preferencia por
ninguna de las segmentaciones criticas haría más compatibles
los datos procedentes del tiempo de reacción con un modelo de
organización silábica tipo II con tres constituyentes en un
mismo rango jerárquico onset, núcleo y coda.
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Los resultados derivados del patrón consonántico crean,
como en el experimento 8 A, una cierta confusión y remiten a
la necesidad de seguir investigando. Es el único factor que
resulta significativo en el análisis por sujetos, pero en
sentido opuesto al de nuestras predicciones. Si los efectos
derivados del grado de sonoridad se dejasen notar en la
estructura hipotética de la sílaba, esperaríamos una mayor
facilidad para realizar las fusiones de silabas cuando el
patrón de sus consonantes pre y postvocálicas fuera 0—O. No
ocurrió así, ya que los sujetos emplearon significativamente
menos tiempo en la realización de fusiones con patrón silábico
S—S. Efecto apoyado, aunque no significativamente, por la
tendencia de lós sujetos a cometer menos errores en dicha
condición. Por tanto, la influencia de la sonoridad en la
estructura silábica no queda probada por los resultados Esto
da pie para pensar que el patrón estructural de las silabas en
español es independiente de la sonoridad de sus elementos
constituyentes y que hay un patrón atípico de estructura
silábica en español que es el O—O, dada la dificultad de los
sujetos en la ejecución de la tarea con este tipo de
estimulos.
La influencia de la sonoridad se reflejaría tan sólo a la
hora de asignar las posiciones seriales de los segmentos
impidiendo secuencias ilegales según lo establecido por la
escala de sonoridad.
Los datos obtenidos únicamente dejan constancia
experimental de una ligera influencia de la variable
estructura silábica y plantean la necesidad de seguir
investigando en la hipotética influencia de la sonoridad en
dicha estructura, con el fin de obtener resultados más claros
y consistentes se planteó en los experimentos 9 y 10 un diseño
experimental que permitía optimizar las condiciones favorables
a la hipótesis de la sonoridad, poniendo ésta al servicio de
una segmentación O/YO o 0V/O. Para ello se seleccionaron
estímulos con una configuración similar a la de los estímulos
de relleno utilizados en los experimentos 8 A y 8 8, es decir,





El objetivo principal de este experimento coincide con
el de los dos anteriores. Se trata de estudiar el grado de
cohesión de los distintos constituyentes que configuran la
estructura silábica y la influencia del grado de sonoridad de
éstos en dicha cohesión. Se aborda también la integridad del
onset silábico como tal constituyente, cuando está formado
por un grupo de dos consonantes (silabas COY). La cohesión se
evalúa mediante una tarea de fusión en la que los sujetos
manifiestan su preferencia por segmentar dos silabas Ove o COY
en distintos puntos en los que, se presume, hay un mayor grado
de separabilidad entre constituyentes, para unirlas formando
una nueva sílaba. Se postula que a mayor separabilidad -menor
cohesión y se intenta inferir, del tipo de fusión preferida,
cómo es la organización interna de la sílaba. La presentaclón
conjunta de estímulos OVO y 00V hacen de este experimento una
réplica metodológica del 7 8.
Se introducen dos modificaciones importantes:
1) El control de la sonoridad de los segmentos pre y
postvocálicos en los pares de sílabas OVO. En los experimentos
3 A y 8 A, éstos seguían el patrón 0—O o S—S
(obstruyente/obstruyente o sonorante/sonorante —líquida,
nasal— en las consonantes iniciales y finales de las silabas).
Er~ste experimento el patrón de los pares silábicos es O—L
(obstruyente en posición prevocálica y líquida en posición
postvocálica) y L—O (líquida en posición inicial y obstruyente
en final). Esta situación de control estimular tiene como
finalidad optimizar los resultados de forma que sean más
claros y determinantes para evaluar el papel de la sonoridad
de los segmentos en la estructura silábica. Se intenta
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conseguir con estos patrones de estímulos ya que se presenta
en cada caso la configuración óptima para primar un tipo de
segmentación para un determinado tipo de estructura siguiendo
la hipótesis de la sonoridad o independientemente de ella. En
general, si a menor sonoridad de las consonantes pre y
postvocálicas éstas son más separables de la vocal, se
preferirá una segmentación O~/ y a O Y0 / O.. y una
segmentación %Y / 00 a o] ‘1 0,. En definitiva, se hace un
intento último por estudiar de forma más directa la posible
interacción entre estructura silábica y sonoridad, mediante la
selección de estímulos más complejos.
2) La inclusión en una misma lista de pares de silabas
COY y OVO más adecuada netodológicamente como se constató en
el experimento 7 8.
Teniendo como referencia la tabla 5.12 , en la que
aparecen los ejemplos de lo que serian las respuestas
criticas se podrían hacer las siguientes predicciones:
CYC+CVC O/yO CV/O
PUL4-TTR P IR (A) PU I? (8)
LUP+RIT L IT @&) LO T (O)
00Y4CCV 0/CV cc/y
8L0+CRA 8 PA (E> SL A (F)
SRU*PLE O LE GP E
Tabla 512. Respuestas criticas en experimentos de fusiones





A) EN EL SUPUESTO DE SILASAS COY
1) Los sujetos preferirán una segmentación que
mantiene la unidad del onset silábico, cuando
está integrado por dos consonantes, a una
segmentación que divide las dos consonantes del
onset
E > F (1)
A) EN EL SUPUESTO DE SILABAS OVO
1) La influencia de la estructura silábica se
reflejará en la preferencia por respuestas PIR
en silabas 0—L 1 o LIT ( en silabas L—0
A > 8 (2)
O > D (3)
2) En general e independientemente de la
estructura hipotética de la sílaba, si la
sonoridad afecta al grado de afinidad de las
consonantes pre y postvocálicas con la vocal,
la unión entre obstruyentes y vocal será más
débil que entre liquidas y vocal y eso primará
la segmentación en ese punto:
1 00
L-0
A > A (4)
50 A > 0 (5)
O—L D > 0 <6)






En este experimento participaron, de forma voluntaria, 24
estudiantes de tercer curso de B.U.P. • de sexo femenino, de un
colegio privado situado en la localidad de Alcorcón <Madrid).
Materiales
Se eligieron 48 pares de silabas sin sentido, 24 con
estructura OVO y 24 con estructura COY. Estos últimos
estímulos eran similares a loé de los experimentos 7 A y 7 8
salvo en la consonante postvocálica que se omitió en todos
ellos. Las 24 sílabas con estructura OVO se modificaron para
controlar la sonoridad de las consonantes pre y postvocálicas
en la línea deseada. Resultaron así 12 pares con consonantes
obstruyentes en sus posiciones prevocálicas y con líquidas en
las postvocálicas, alternándose en este caso los fonemas /1/ y
¡rl en cada una de las sílabas del par (Ejemplo: PUL + TIR).
Los doce pares restantes eran las mismas silabas anteriores
pero con las consonantes pre y postvocálicas intercambiadas en
sus posiCiones respectivas (Ejemplo: LUP + RIT), es decir, con
líquidas ocupando las posiciones iniciales de cada par y
obstruyentes ocupando las posiciones finales. Las obstruyentes
eran posibles consonantes finales de sílaba. Los 24 pares
tenían el mismo número de fonemas /1/ y ¡rl en las posiciones
finales de cada sílaba presentando la siguiente
configuración 12 pares tenían el patrón O—L ( consonante
obstruyente, vocal, consonante líquida ) y otros 12 el patrón
L—0 <consonante líquida, vocal, consonante obstruyente
Ninguna de las fusiones de silabas OVO o CCV daban lugar a
palabras.
Junto a estos estímulos, el experimento incorporó 8 pares
de relleno con el fin de dificultar la adopción de estrategias
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de fusión: cuatro pares con estructura OVO + COVO (Ejemplo:
O0R t ALUS) y cuatro pares con estructura OCYO + OVO (Ejemplo:
FRAN + PES>. Otros 10 pares, de las mismas características
estructurales que los esperimentales, sirvieron de prueba : 6
pares al comenzar el experimento (3 pares OVO y 3 pares COY) y
los otros 4 en su reanudación tras un breve descanso (2 pares
ovo y 2 pares oov>.
Procedimiento
El procedimiento fue idéntico al del experimento 8 A
Todos los estímulos se presentaron de forma cuasi-aleatoria a
cada uno de los sujetos. Se evitó que aparecieran más de tres
pares seguidos con la misma estructura silábica.
Diseño y análisis de datos
El experimento fue diseñado para ser realizado por un
solo grupo de sujetos. Los datos correspondientes a las
sílabas OVO y 00V se analizaron por separado según los
criterios clasificatorios subyacentes a las hipótesis de
partida. Estos incluían respuestas de fusión O/YO, 0V/O y
otras fusiones en las sílabas OVO, y 0 ¡0V y CO/Y en las
sílabas cOVEn este caso, sólo en las sílabas OVO se podría
hablar del patrón consonántico como variable cuasi—
insependiente, si bien por razones de procedimiento y no de
diseño.
Se efectuaron dos análisis de datos: uno sobre el
porcentaje de respuestas en cada tipo de fusión en silabas
CCV, y otro en sílabas OVO, aplicándose pruebas estadísticas
de significación de proporciones.
RESULTADOS
Los resultados generales en sílabas OVO y COY, aparecen
recogidos en las tablas 513 y 5.15
un análisis cualitativo de la categoría otras fusiones
mostró que estas respuestas eran asimilables a alguna de las
otras dos categorías teniendo en cuenta el lugar por el que se
segmentaban los estímulos: Ej.: PEL + TLJR ——* PRO. Así pues.
se incorporaron a las respuestas criticas (tabla 5.14).
Tabla 5(3 : Número y porcentaje de respuestas totales en
sílabas OVO < Fusiones criticas y otras
fusiones
EJEMPLO T 1 P O O E U 5 1 0 ti
CVC+CVC c/vc cv/c OTRAS TOtAL
puí+ti r p ir pu
ti 206 343 27 576
36 59 5 LOO
Tabla 514 Número y porcentaje de rescuestas totales con
las medias y desviaciones típicas en cada una
de las fusiones críticas <Silabas OVO).
EJEMPLO TIPO LE FUSION
cvc,+cvo clic CV/O TOTAL
pu, + 5) r p ir pu
ti 232 344 576
40 60 100
X 96 144 24
SD 93 9.8
397
Tabla 5.15: Número y porcentaje de respuestas en silabas
COY con las medias y desviaciones típicas en
cada una de las fusiones criticas.
EJEMPLO T 1 P O O E F U 5 1 0 ti
O O Y + O o y c / c y O O / Y TOTAL
b lo +c ca b r a b 1 a
ti 166 410 576
5 29 71 100
X ¿.9 17.1 24
5.0. 77 7.7
Al igual que con las sílabas OVO, con estos estímulos 00V
se produjeron 22 respuestas (4 % ) catalogables como otras
Fusiones que fueron asimiladas en su totalidad, por la forma
de segmentación, a la categoría O / O Y
Los resultados muestran, en el caso de silabas 00V, una
preferencia significativa por una segmentación 001v (z z 105,
p < 0.01 ). Los sujetos prefirieron este tipo de fusión en el
71 % de los casos, lo cual apoya la hipótesis de la cohesión
del onset silábico cuando está integrado por dos consonantes
[predicción (1)).
Cuando las sílabas son OVO, los datos obtenidos no
apuntan a lo que seria la estructura hipotética de la sílaba,
ya que los sujetos prefirieron significativamente respuestas
PUR y LUT ( z = 5, p < 0.01 ), segmentando las silabas después
del núcleo vocálico y dando lugar a fusiones 0V/O en el 60 t
de los casos No se cumplen, pues, las predicciones (2) y (3).
La medía de respuestas por sujeto fue de 9.6 (S.D. = 9.8) en
fusiones O/YO y de 14.4 en fusiones 0V/O. La división entre
onset’ y rima se mantuvo persistentemente en 10 sujetos y la
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división después del núcleo, en los 14 restantes. El análisis
por estímulos mostró que las fusiones 0V/O predominaron en 19
de los 24 pares de sílabas.
El análisis de resultados en sílabas ovo, teniendo en
cuenta el grado de sonoridad de las consonantes pre y
postvocálicas, aparece en la tabla 5.46
Tabla 516 Tipos de fusión elegidos por los sujetos (en
respuestas absolutas y porcentaje ) en
función del patrón sonoro de las consonantes
pre y postvocálicas.
PATRON SONORO T 1 P O O E E U 5 1 0 N
CONSONANTES
O ¡ Y O O Y ¡ C TOTAL
P IR PU R
O—L
ti 127 ti 161 288
PUL + TIR = 44 5 = 56 100
X 2 106 X 13.4 24
S0 1.3 S.O. 1.3
L IT LO T
L0
N = 105 ti = 183 288
LUP + RU 1= 36 5-. 64 100
X 87 X 153 24
SOS 14 S.O. 15.
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Los datos relacionados con la sonoridad muestran que,
salvo en el caso de la predicción (6) (z = 4.8, p < 0.05). no
hay preferencias significativas por segmentar las sílabas en
el hipotético punto de mayor separabilidad que seria la
frontera entre las obstruyentes y el núcleo. Sin embargo
aparece una tendencia favorable a la misma en línea con las
predicciones 5— 7. Unicamente la predicción (4> se aleja de
este perfil favorable ya que el porcentaje de respuestas 0/yO
en silabas O—L es inferior al de respuestas 0V/O.
OISOUSION
A la luz de los resultados obtenidos se pueden hacer
algunas consideraciones generales de interés La primera hace
referencia a la cohesión del onset” silábico en español
cuando está integrado por dos consonantes. Dicha cohesión
aparece claramente confirmada. La combinación exclusiva en
español del grupo consonántico obstruyente + líquida
en posición de onset, es un factor importante de
contribución a ese status de unidad (71 % de fusiones OC/Y
vs.29 % de fusiones O/YO), tal como se demostró tambien en los
experimentos 7 A y 7 8.
La segunda consideración que se deriva de los datos es
que la estructura hipotética de la sílaba onset/rima (modelo
tipo 1) no se ve confirmada por la evidencia empírica, aunque
ésta tampoco apoya una estructura tipo II de configuración en
tres componentes: onset, núcleo y coda. Para que esta
estructura alternativa se hubiera visto apoyada, los sujetos
tenían que haber preferido por igual fusiones O/YO y CV/O
Esto no ocurre, ya que los sujetos eligieron preferentemente
fusiones 0V/O en el 60 % de los casos, lo cual va en la misma
línea del experimentos 8 A . En las silabas menos frecuentes,
con patrón L—O, esta preferencia es más acusada.
dOe
La tercera consideración tiene especial relevancia. Nos
indica que, cuando se pone la sonoridad de las consonantes pre
y postvocálicas al servicio de un determinado tipo de
segmentación, primando las fusiones más idóneas y acordes con
la hipótesis de la sonoridad, los efectos de ésta tienden a
reflejarse, aunque no sea significativamente, en casi todas
las respuestas. El perfil de datos difiere, pues, en este
experimento del obtenido en el experimento 8 A.
Aunque los resultados no sean en todos los casos los
esperados, aparece una tendencia que no es ajena a la
reflexión hecha en los experimentos anteriores y que sugiere
la importancia que en español puede tener la estructura
silábica CV, por un lado y , por otro, la presencia de
obstruyentes en posición inicial y liquidas en posición final,
en sílabas OVO. La preferencia mostrada por los sujetos a
favor de fusiones CV/O se aleja de cualquiera de los modelos
de estructura silábica propuestos, pero da al grupo CV de la
sílaba en espa~ol una relevancia especial. Esta relevancia se
proyectaría en las silabas OVO favoreciendo fusiones CV/O en
las que el papel de la consonante postvocálica quedaría
relegado a un segundo plano, mucho más acentuado si es
obatruyente y conforma una estructura silábica poco
frecuente.Que las únicas diferencias significativas
aparezcan en la preferencia por fusiones 0V/e cuando las
líquidas ocupan posiciones iniciales, converge con lo quese
acaba de decir. Nos encontraríamos, pues, con que en las
sílabas menos frecuentes, con patrón L—0, el efecto de la
estructura hipotética onset’/rima, manifestado en las
fusiones O/YO, se invertiría más que en las más frecuentes
(con patrón O—U, tal vez debido al status especial de las
obstruyentes finales de sílaba.
Aunque dentro de cada posición se separen más fácilmente
las obstruyentes que las liquidas, en general parece que la
posición final favorece más la separabilidad y la consiguiente
realización de fusiones 0V/O, ya que tanto las obstruyentes
como las liquidas se separan con mayor facilidad en dicha
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posición. Lo que , unido a lo apuntado anteriormente, obliga a
preguntarnos sobre el status especial que puedan representar
en español los componentes finales de sílaba.
Los efectos de sonoridad manifestados solamente en sílabas
con patrón L-0 hay que tomarlos, en el conjunto de todos los
datos, con las reservas pertinentes. Amén de anular, en cierto
modo, el posible efecto de estructura silábica, dificultaría
aún más una explicación coherente de los resultados globalés
en los que habría que integrar los datos procedentes de
silabas con patrón 0—L, donde, además de fallar la estructura
hipotética, se contraviene la hipótesis de la sonoridad.
Para acabar, quisiera destacar, desde el punto de Vista
metodológico, el efecto ejercido sobre los resultados por las
características específicas de las instrucciones que
constreñían las respuestas de los sujetos en cuanto a longitud
y orden de combinación de los estímulos. Es algo que se
subrayó ya en el experimento SA. Las respuestas catalogadas
como otras fusiones quedaron reducidas a un bajo porcentaje
y, en todo caso, fueron asimilables a las otras categorías.
Así mismo, la configuración de los estímulos despeja toda duda
acerca de si los datos son expresión de estrategias de
segmentación basadas en la simetría u obedecen a
características inherentes al sistema de producción. La
consistencia en las respuestas de muchos sujetos, aun con
estímulos de distinta estructura en una misma lista, con un
número de segmentos impar y con la incorporación de estímulos
distractores, apunta a estrategias Que son expresión de
características específicas del sistema.
La falta de orientación clara en los resultados nos
invita a seguir investigando. En línea con el experimento O A,
se trataría ahora de analizar el comportamiento de los
sujetos, con estos mismos estímulos, cuando se les fuerza a
seguir una regla de fusión determinada y se analiza el tiempo
invertido en la tarea y los errores cometidos. El experimento
10, con silabas OVO, y el 11, con silabas 00V, se diseñaron




1 N TRODUOC ION
Este experimento tiene como objetivo estudiar la
estructura interna de la sílaba y la influencia del efecto de
sonoridad en dicha estructura. La tarea consiste en fusionar
dos silabas sin sentido OVO en una nueva sílaba, siguiendo dos
instrucciones o reglas previamente establecidas: la
instrucción O/YO (fusión en la que se toma la consonante
inicial de la primera sílaba del par y la rima de la segunda)
y la instrucción CV/O (fusión en la que se toman onset” y
núcleo de la primera sílaba del par y consonante final de la
segunda). Esta tarea se evalúa mediante la medida del tiempo
empleado en realizar la fusión pedida y el porcentaje de
errores cometido Los estímulos utilizados siguen, como en el
experimento anterior el patrón O — L (obstruyente en posición
inicial y líquida en posición final de las dos sílabas del
par> o el patrón L — O (líquida en posición inicial y
obstruyente en posición final). Se trata con ello de plantear
una situación experimental donde se oreen situaciones idóneas
o más óptimas para comprobar los posibles efectos de la
sonoridad en la estructura hipotética de la sílaba
onset/rima. La hipótesis más plausible del efecto de
sonoridad puesto al servicio de dicha estructura hipotética
establece una mayor facilidad ( y, por consiguiente, menor
tiempo de reacción y menos errores) para realizar fusiones
O/yo en silabas con el patrón O — L (Ej.: DII? * JUL ——~ DCL)
que en sílabas L — O (Ej.: RID + LuJ -—4 RUJ), yla mayor
dificultad (más tiempo de reacción y más errores> en realizar
fusiones CV/e en silabas O — L (Ej.: DIR + JUL ——~ OIL) que en
silabas L — O <RID + LCd ——~ RIJ).
La lógica que subyace a la fusiones ya es conocida: las
sílabas se van a segmentar con mayor facilidad en aquellos
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puntos donde las fronteras naturales entre constituyentes son
de superior rango jerárquico. En consecuencia, las fusiones
que se deriven de segmentaciones en dichos puntos, por ser más
naturales, serán más fáciles de realizar (se cometerán menos
errores) y supondrán menor gasto de procesamiento (se
invertirá menor tiempo). La tabla 5.17 recoge las respuestas
criticas de este experimento.
Las respuestas tipo A (Ej.: DUL) recogerían el efecto de
la estructura hipotética “onset~/rima y de la sonoridad.
Las respuestas tipo 3 (Ej: OIL) recogerían la ausencia
tanto de los efectos de la estructura hipotética como de la
sonoridad.
Las respuestas tipo O (Ej.: RUJ) reflejarían el efecto de
estructura hipotética pero no el de sonoridad.
Las respuestas tipo O (Ej.: RIJ), serían expresión del
efecto de sonoridad pero no de la estructura hipotética
Tabla 5.17.— Respuestas criticas de fusión en sílabas OVO
en función del tipo de instrucción se~alado.




DUL (ql OIL (8)
OIR + JUL
L-O
RUJ (e) RIJ (U)
RIO + LIJJ
404
Por tanto, las predicciones que harlamos serian las
siguientes:
Aaio la hipótesis de que la estructura silábica y la
sonoridad son independientes
1) Si la estructura hlpgtética de la sílaba obedece a la
división onset~/ríma, las respuestas tipo A (Ej.: DUL) y tipo
O (Ej. RUJ), serian más fáciles de realizar ( es decir, se
invertirá menos tiempo y se cometerán menos errores ) que A





2) La influencia de la sonoridad se reflejará





A < 0 <3)
O < 8 (4)
A < 0 (5)
o < 0 <6)
0V/O
Si se dan efectos aditivos, la segmentación 0V/O se













Aaio la hiDótesis dens¿~ la estructura silábica y la
sonoridad no son independientes
1) Si la sonoridad influye sólo en posiciones
prevocálicas, la diferencia en tiempo de reacción entre








2) Si la sonoridad influye sólo en posiciones
postvocálicas, la diferencia en tiempo de reacción entre











El experimento fue realizado, de forma voluntaria por 24
estudiantes de ambos sexos de la Universidad Complutense de
Madrid.
Materiales
Se utilizaron 40 pares de silabas sin sentido con
estructura OVO Las posiciones prevocálicas de 20 pares
estaban ocupadas por consonantes obstruyentes (C~ ) y las
postvocálicas por consonantes líquidas (0,.. ) (Ejemplo DIR+JUL,
O~V C~+C~ -~ CL> Los restantes estímulos estaban integrados por
estos mismos segmentos pero con las consonantes
intercambiadas, es decir, con líouidas en posiciones iniciales
y otstruyentes en finales <Ejemplo: 810 + LUJ, O,,Y OQ+C,V ~0>~
Todas las consonantes constituían posibles sonidos finales de
sílaba en español. La estructura de los estímulos era tal que
cualquiera de las fusiones a realizar no diera lugar a
palabras
Con estos 40 pares se formaron 2 bloques experimentales
de 20 pares cada uno: 10 , con estructura C~ y O,, y 10 con
estructura 0L ~ 00 que se asignaron a las dos partes del
experimento. Oes bloques de práctica de O pares de silabas con
las mismas características estructurales, precedian a los
bloques experimentales.
Procedimiento
El procedimiento fue similar al empleado en el
experimento 8 0. La única diferencia a notar es que las
instrucciones y la señal de aviso (atención”> que precedían a
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cada par de estímulos, en este caso estaban grabadas por voz
femenina y los estímulos por una voz masculina. Igualmente,
los ejemplos que ilustraban en las cartulinas la regla de
fusión a aplicar eran diferentes.
Se formaron dos grupos de sujetos. De los 12 sujetos de
un grupo, seis realizaron primero el bloque 1 de estímulos con
la regla 0/YO y, a continuación, el bloque 2 con la regla
0v/e; a los seis restantes se les aplicó en primer lugar el
bloque 2 seguido del bloque 1. En el otro grupo de sujetos,
seis hicieron el bloque 1 con la regla 0V/O y después el
bloque 2 con la regla O/YO; los seis restantes escucharon los
bloques en orden inverso.
Siete sujetos en un grupo y seis, en otro, fueron
rechazados y sustituidos por otros al exceder el 50 % de
errores en algunas de las condiciones experimentales o
manifestar latencias de respuesta superiores a 2200 m/s.
Los estímulos de cada bloque se presentaron en orden
aleatorio que se mantuvo fijo para todos los sujetos.
Diseño y análisis
Se hizo un diseño inter—intragrupo con dos factores de
dos niveles cada uno: patrón consonántico de los pares de
estímulos (ú—L vs. L—O ) y tipo de instrucción dada para
realizar la fusión (O / Y O va. O Y / O ). Se aplicó un doble
análisis de varianza sobre los tiempos correspondientes a las
respuestas correctas y el % de errores, tanto por sujetos
tomando los dos factores con medidas repetidas, como por
estímulos, considerando el primer factor con medidas no
repetidas y el factor tipo de instrucción con medidas
repetidas.
Se realizó una doble limpieza de datos mediante el
establecimiento de dos tipos de límites absolutos (cutoff
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points). Con ello se pretendía moderar la influencia de los
tiempos de reacción extremos. En primer lugar, se excluyeron
de los análisis los tiempos gue cayeron fuera de los limites
absolutos de 200 y 2000 milisegundos. En segundo lugar, se
puso un limite por sujeto de forma que aquellos tiempos que se
apartasen dos desviaciones típicas respecto de la media fueron
reemplazados por el valor del cutoff point”
R ESC L lADOS
a) Según el TI?.
En la tabla SAS se muestran los tiempos de reacción
medios (TR) por condición experimental, obtenidos en el
análisis por sujetos y por estímulos.
El análisis de varianza por sujetos mostró efectos
significativos tan sólo en el factor patrón consonántico
(E <1, 22) 92, p < 0.006 ), pero no en el factor
instrucción (F <1, 22) 0,24, p 7 0.05) ni en la interacción
(E (1, 22) 0.04, p 7 0.05). El análisis por estímulos, a su
vez, no reflejó significación en ninguno de los factores (F
(1, 36) = 3, p 7 005; F(l, 36) = 0.09, p 005 ) ni en su
interacción < E (1, 35) 0.17, p 7 0.05).
Estos resultados, como los del experimento 8 8, no
cumplen las predicciones (1) y (2) a favor de una estructura
silábica onset”/rima. que podía inferirse a partir de la
ejecución más rápida de instrucciones O/YO que de
instrucciones CV/O.
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Tabla 518 : IR medios (en milisegundos), obtenidos en el
análisis por sujetos y por estímulos en
función del patrón consonántico de los pares
de estímulos y el tipo de instrucción
aplicada.




Patrón consonántico DII? + JuL
O-L
Instrucción O/YO PUL 760 756
Instrucción CV/O OIL 739 743
Patrón consonántico RIO * LUJ
L0
Instrucción C/VC PCi 811 794
Instrucción CV/C Ph 796 795
La significación del factor patrón consonántico muestra
que los sujetos realizaron más fácilmente las fusiones cuando
el patrón de los estímulos fue O—L, es decir, cuando las
obstruyentes ocuparon posiciones prevooálicas. Se cumplen así
sólo las predicciones (3) y (6) a favor de la influencia de la
sonoridad, ya que respuestas O/YO fueron Si milisegundos más
rápidas en sílabas O—L que en silabas L—O y las respuestas
0V/O fueron ligeramente más rápidas < 5 milisegundos ) que
O/YO en sílabas L—O. Pero no se cumplen (4) y (5) puesto que
respuestas CV/O, en sílabas L—O no fueron más rápidas que CV/O
en sílabas 0—L, ni respuestas O/YO lo fueron más que CV/O en
sílabas O—L.
En cuanto a la interacción, como muestra la figura 5.2,
los efectos de la interacción no aparecieron ni en posiciones
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prevocálicas <fusiones O/YO) ni postvocálicas ( fusiones
0V/O). La diferencia en tiempo de reacción entre la fusión (A)
y (O) por un lado, y entre <A) y (D), por otro, fue
prácticamente la misma ( 51 Vs. 57 m/s 1.
Es digno de destacar la mayor separabilidad de las
líquidas <72 m/s) en posición final (fusión CV/O en silabas
0—L) Que en posición inicial (fusión O/yO en sílabas L—O), y
la mayor separabilidad , así mismo, de las obstruyentes en
posición inicial (fusión O/yO en silabas 0—L) Que en final











Figura 5.2- Distribución de los TI? de cada condición
experimental (patrón O—L Vs L—0) en
función del tipo de fusión realizado (0/YO vs.
CV/O>.
bí Según el porcentaje de errores
En la tabla 5.19 aparece el porcentaje medio de errores
cometidos en las distintas condiciones, en el análisis por





Tabla 5.19 : Porcentaje medio de errores obtenido en el
análisis por sujetos y por estímulos en
función del patrón consonántico de los
estímulos y del tipo de instrucción aplicado.
CONDICIONES EJEMPLOS ANALISIS POR ANALISIS POR
SUJETOS ESTíMULOS
(n24> (n~40>
5 ERRoRES ‘¿ ERRORES
Patrón consonántico OIR + JuL
CL
Instrucción C/VC DCL 4.6 4.6
Instrucción CY/G OIL 2.5 2.5
Patrón consonántico RIP + LUJ
L—O
Instrucción C/VC RUJ 10.4 10.4
Instrucción Cv/O RIJ 9,2 - 9.2
En el análisis de varianza el único factor con
significación estadística fue, de nuevo, el patrón
consonántico de los estímulos, tanto en el análisis por
sujetos ( F (1, 22) = 15.2, p < 0.001 ) como por estímulos ( F
<1, 35) = 9.8 , p < 0.003 ). (minF<i, 57) = 5.96 , p < 0.05
Ni el factor instrucción <F(1, 22> 0.63, p < 0.05; F(1,
36) z 1.69, p > 0.05) ni la interacción mostraron
significación estadística (F(1, 22) = 0.06, p > 0.05; F(l, 26>
= 0.1, p > 0.05). Estos datos complementan los obtenidos con
los tiempos de reacción y van en la misma línea.
Los sujetos cometieron más errores precisamente al
realizar fusiones de sílabas cuyas posiciones postvocálicas
estaban ocupadas por obstruyentes <patrón L—0), y, dentro del
patrón consonántico L—0, al seguir la instrucción O/YO. Es
decir, no se cumple la hipótesis acerca de la estructura
hipotética y la influencia de la sonoridad sólo se deja notar
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Figura 5.3.— Oistribución del % de errores en cada
condición experimental (patrón 0”-L Vs. L—0) en
función del tipo de fusión realizado (C/YO YS.
CV/O).
DISCUSION
En general, los resultados no apoyan las predicci
<1) y (2) a favor de la estructura silábica ‘onset/rima.
ausencia de significación del factor instrucción así
demuestra, lo cual, en todo caso, sería más compatible con
estructura silábica alternativa tipo II <“Onset”, núcleo






Los efectos significativos mostrados por el factor patrón
consonántico no cumplen todas nuestras predicciones basadas en









significación lo único que demuestra con claridad es que las
silabas menos frecuentes que siguen el patrón L—0 • resultan
más difíciles de fusionar que las más frecuentes,
estructuradas según el patrón 0—L. Analizando cualitativamente
las distintas condiciones, se observan algunas tendencias a
tener en cuenta para una reflexión sobre los efectos de la
sonoridad:
1) Tanto en silabas con el patrón O—L como en silabas con
el patrón L—O, es más fácil separar la consonante
postvocálica, que es líquida en el primer caso, y obatruyente
en el segundo.
2) Las obstruyentes se separan mejor en posiciones
iniciales que en finales (36 m/s), Ej.: DUL vs. TUi, mientras
que con las líquidas sucede al revés <72 m/s), Ej.: DIL Vs.
RUJ
3) Dentro de la posición inicial, la separabilidad es más
fácil en las obstruyentes que en las lIquidas (51 m/s> Ej.:
OLIL vs. RU.) y, dentro de la posición final, se separan mejor
las liquidas que las obstruyentes (57 mis), Ej.: OIL Vs. Rl.).
A la luz de este perfil de datos, podríamos concluir que
la significación del patrón consonántico muy poco nos dice
sobre la influencia de la sonoridad en la estructura interna
de la sílaba.Lo que parece, en principio, una tendencia a
dejarse notar en posiciones iniciales < instrucción 0/YO en
ambos patrones silábicos 1, llega a invertirse por completo en
posiciones finales, como lo demuestra la mayor separabilidad
de líquidas y obstruyentes en posición final, condición que,
además, es la más fácil de seguir por los sujetos. Y , como
propone Treiman, si en alguna dirección se dejan notar los
efectos de la sonoridad de los segmentos consonánticos,
es en la dirección núcleo—margen posterior, donde la
proximidad sonora entre el núcleo y las liquidas haría que
éstas fueran más difíciles de separar del núcleo. Desde mi
punto de vista, estos resultados en su conjunto están
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reflejando las estructuras predominantes de la sílaba en
español y el modelo más frecuente de silabas OVO. Que las
consonantes postvocálicas sean más fáciles de separar que las
prevocálicas (instrucción 0V/O) nos está indicando, tal vez,
que el marco silábico de referencia es la estructura CV (por
otra parte, la más frecuente desde el punto de vista
estadístico) y todo lo demás no tiene un status claramente
definido. Y la significación alcanzada a favor de silabas con
patrón O—L es favorable a una interpretación según la cual la
mayor frecuencia de silabas OVO con patrón ú—L ejerce efectos
más facilitadores sobre cualquier tipo de segmentación a
realizar que las sílabas menos frecuentes con patrón L—O
Oentro de cada patrón consonántico, independientemente de la
sonoridad, la preferencia por la instrucción CV/O Sería, una
vez más, al reflejo de ese marco silábico de referencia.
Estas apreciaciones son compatibles con la no
significación del factor instrucción que, además de no apoyar
la hipotética estructura silábica “onset”/rtma, favorece la
estructura a¡ternativa “onset—núcleo—coda. Basándonos en lo
dicho anteriurmente, el “onset estaria etiquetado para
admitir cualquier segmento en función de su mayor o menor
frecuencia, y la coda constituiría un apéndice cuyas
posiciones estarian marcadas para los segnentos postvocálicos
más frecuentes (liquidas o nasales).
La tendencia básica de los datos obtenidos en este
experimento, me parece que es compatible con la del
experimento O 8, si bien quedarían algunos aspectos




El objetivo fundamental de este experimento es el de
analizar el grado de cohsión del ~onset siláb)co cuando está
formado por un grupo consonántico (tcluster ). La tarea
consiste en fusionar dos silabas sin sentido ocy en una única
sílaba, siguiendo dos reglas o instrucciones establecidas por
el experimentador <fusiones por instrucción): la regla O/CV
(segmentación en la frontera entre las dos consonantes del
cluster” ) y la regla 00/Y (segmentación en la frontera entre
el ~cluster” y el núcleo . Se analizó el porcentaje de errores
y el tiempo invertido por los sujetos en la realización de la
tarea. Se postula la hipótesis de la cohesión del ~onset~ y se
predice que a los sujetos les resultará más fácil (emplearán
menos tiempo) y ejecutarán con mayor precisión <cometerán




Veinticuatro estudiantes universitarios de ambos sexos,
con edades comprendidas entre 20 y 30 años, participaron, de
forma voluntaria, en el experimento. Pertenecían a distintas
Facultades universitarias de Madrid. Fueron citados
previamente por el experimentador para realizar la tarea en el
día y hora previamente señalado por ellos.
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Materiales
Se seleccíonaron 24 pares de silabas sin sentido con
estructura CCV (O C V * O O y RL~ + ORU, idénticos a los
del experimento 9 Doce pares se asignaron aleatoriamente al
bloque experimental 1 y el resto al bloque experimental 2.
Otros ¿os bloques de prueba, de 8 pares de estimulos cada uno,
con las m~smas características estructurales que los
experimentales, se aplicaron al comienzo de cada una de las
partes del experimento, realizadas en una misma sesión con un
breve descanso intermedio.
Procedimiento
El procedimiento empleado fue idéntico al del e>cperimento
anterior. Los sujetos escuchaban, a través de auriculares, los
pares de estímulos que habian sido grabados previamente y
respondian diciendo en voz alta un nuevo par que era el
resultado ce la aplicación de una regla de Fusión que se les
~ndicaba previamente. Las reglas aparecían explicitadas en des
cartulinas que permanecian a la vista de los sujetos durante
la sesión experimental. Eran las siguientes:
1 REGLA DE FUSION 0 ¡ 0 y ( C / O V 5 (segmentación
entre las dos consonantes del ½nset
Cornbina la primera consonante de la primera
silaba con la segunda consonante y vocal de la
segunda, forma una nueva sUaba y dila en voz






2) REGLA DE ruStaN o o ¡ V < O 0 ¡ 0 5 (segmentación
entre el onset~ y la rica):
~Oombina las dos consonantes de la primera sílaba con
la vocal de la segunda, forma la nueva silaba y dila





Se midieron los tiempos de reacción desde el final de
los estímulos hasta el inicio de las respuestas de los sujetos
Que disponían de un máximo de 2500 mIs para ello. También se
tuvieron en cuenta los errores cometidos.
Se formaron dos grupos de sujetos. Doce sujetos
realizaron el bloque experimental 1 con la regla de fusión 0 1
O V , y el bloque experimental 2 con la regla 0 0 ¡ y (seis,
en el Orden bloque 1 seguido del bloque 2, y seis en orden
inverso). El resto de sujetos tuvo que aplicar la regla O O
y al bloque 1 y la regla 0 ¡ 0 V al bloque 2 <seis, en el
orden bloque 1—bloque 2, y seis en orden inverso). E] orden de
aparición de los estímulos dentro de cada bloque fue aleatorio
y se mantuvo fijo para todos los sujetos.
DiseñQJ análisis
Se hizo un diseño inter—intragrupo de dos factores con
dos niveles cada uno : factor grupo y factor tipo de







de varianza sobre los tiempos de reacción de los
y el porcentaje de errores cometidos, tanto por
copio por estímulos, tomando el factor grupo con
no repet,das y el factor instrucción con mediadas
En el análisis definitivo de datos se excluyeron los
tiempos Que sobrepasaron los limites absolutos establecidos en
200 y 2000 mIs. Asimismo se realizó otra limpieza de datos
consistente en sustituir los tiempos de los sujetos que se
apartaron ¿os desviaciones típicas respecto de la media por el
valor de] ‘imite establecido.
Tres sujetos del grupO 1 y dos del grupo 2 fueron
rechazados y sustituidos por otros al sobrepasar el 50 5 de
errores en algunas de las Condiciones experimentales o
manifestar latencias de respuesta superiores a los 2200
mil isegundos.
RESULTADOS Y DISCUSION
En la tabla 5.20
análisis de los TR por
condición experimental.
se presentan los resultados del
sujetos por estímulos en cada
Tabla 5.20. Tíenipos de reacción medios (en mílisegundos) por
sujetos y por estímulos, en función del tipo de
nst rucc 1 ón.


















Como predecía nuestra hipótesis, a los sujetos les
resultó más fácil la aplicación de la instrucción CC/y que de
la instrucción O/CV . El tipo de instrucción resultó altamente
significativo tanto en el análisis de var,anza por sujetos (E
(1, 22) = 15.8, p < 0.000) como por estímulos (F (1, 22> =
16.7, p < ODOD) ( minF<F<1, 43) 8.12 , p < 0.006 ). Los
sujetos tardaron más en realizar la combinación O / O V que
la combinación O O ¡ y.
Estos resultados refuerzan los obtenidos en los
experimentos 9, 7 A y 7 8, en una tarea de fusiones por
preferencia. Se puede concluir claramente que, en español,
independientemente de la tarea, se da un alto grado de
consistencia del onset como constituyente silábico cuando
está integrado por un grupo de consonantes. Las consonantes
liquidas que, sin excepción, ocupan la segunda posición de
dichos grupos prevocálicos mantienen una vinculación más
estrecha con las obstruyentes Que las preceden que con las
vocales siguientes. De ahí que los sujetos prefieran una
fusión basada en segmentar las sílabas entre el onset y la
rima que entre las dos consonantes prevocálicas. Esta mayor
facilidad de segmentación de las sílabas recibe un apoyo
complementario en los datos sobre porcentaje de errores
cometidos por los sujetos. Como muestra el análisis de
varianza (Tabla 5.21), la diferencia entre una instrucción u
otra es significativa tanto en el análisis por sujetos ( E (1,
22) =4.46, p < 0.04) como en el análisis por estimulos (F(l,
225=10.52, p < 0.003> ( mm F’(l,37 ) = 3.13 o > 0.05). En
la línea esperada, los sujetos cometieron más errores cuando
tuvieron que dividir las silabas entre las dos consonantes
iniciales que cuando el onset’ se mantuvo íntegro y la
segmentación se realizó entre “onset y rima siguiendo la
regla 001V.
420
Tabla 5.21 . Porcentaje de errores, por sujetos y por
estímulos, en función del tipo de instrucción.
CONDICIONES EJEMPLOS ANALISIS POR ANALISIS POR
SUJETOS ESTíMULOS
(Nr24) (N24>
% ERRORES 5 ERRORES
GLI * TRO
Instrucción O/CV GRO 8.3 8.3
Instrucc,bn CC/y OLO 3.1 3.1
Los datos tan consistentes obtenidos en este tipo de
experinientos con estructuras silábicas CCV nos permiten
apuntar la hipótesis de que tal vez las posiciones
estructurales ocupadas por consonantes liquidas tenjan un
etiquetado especial, representado en alguno de los estratos
silábicos (¿estrato estructural?) que se traduce en un mayor
grado de accesibilidad para ocupar posiciones post—iniciales
en el Caso de grupos Consonánticos iniciales o para ocupar
posiciones finales en el caso de silabas con estructura OVO.
Este status especial de las consonantes líquidas y su
mayor grado de accesibilidad en determinadas posiciones
estructurales podría explicar la mayor Frecuencia con la que
se ven envueltas como tales unidades en errores inducidos en
laboratorio cuando ocupan esas posiciones (Stemberger, 1983;
Stemberger y Treirnan, 1986). No olvidemos una constatación
procedente de los estudios fonéticos según la cual existen
filtros, tal vez debido a razones de contusión articulatoria,
para que en silabas con estructura OCVC no sean las mismas
liquidas prevocálicas las que ocupen las posiciones finales
(salvo en algunas terminaciones de infinitivo 1 y así no
violen las reglas de una buena conformación silábica.
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5.9.—CO N O L u s 1 0 Ii E 5
Tres han sido los objetivos fundamentales perseguidos en
~sta investigación sobre fusiones: estudiar la realidad
psicológica de los constituyentes silábicos en espaiiol,
analizar el grado de cohesión de estos constituyentes y
establecer la influencia que ejerce el valor de sonoridad de
los segmentos fonológicos en la organización de la sílaba.
Todos los experimentos reseñados han estado centrados en los
dos primeros objetivos y el tercero ha sido tomado en
consideración, de manera específica, en los experimentos SA,
8 6, 9 y lo. Dos tipos de tareas, ya ensayadas en
investigaciones sobre fusiones (Treiman, IRaS), han sido
utilizadas y adaptadas teniendo en cuenta las peculiaridades
del español: fusiones de dos silabas sin sentido o bien bajo
la modalidad de preferencia <fusiones por preferencia) o bien
mediante la aplicación de reglas previamente establecidas
<fusiones por instrucción).
La aplicación de los experimentos 7 A y 7 8 respondía a
un intento de replicar las investigaciones de Treiman sobre la
estructura de la sílaba, introduciendo variaciones
metodológicas que garantizasen el procedimiento más adecuado
de trabajo.
¿Estos experimentos primeros pusieron de relieve, desde el
punto de vista teórico, una tendencia a la segmentación de los
estímulos en las fronteras entre el onset y la rima, tanto
en sílabas CVC <fusión C¡VC), como en sílabas COVO <CO/yo).
Esta contribución, sin embargo, tenía que ser tomada en
consideración con las naturales reservas, ya que se detectaron
importantes limitaciones metodológicas que podían afectar sí
perfil de los resultados. Asi, la instrucción dada a los
sujetos para realizar las fusiones, consistente en torn~¿zparte
de 18 Drimera sílaba seguida de Darte de la se.214fld0, se mostró
inadecuada por no constreñir suficientemente a los sujetos
hacia las respuestas críticas. Los altos porcentajes obtenidos
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de otras respuestas (entre un 20 5 y un 29 5> así lo
indicaron. En estas respuestas atíp,cas se tendía a
seleccionar la consonante final de la primera sílaba y la rima
de la segunda o se mantenía el patrón consonántico de la
primera sílaba eliq~endo solo la vocal de la segunda.
Respuestas todas el las que, aun ajustándose en sentido ampí ‘o
a las instrucciones, resultaban irrelevantes desde el punto de
vista teórico.
Por otra parte, se observó que la preferencia por
fusiones COPIO en silabas CCVC + COVO podría estar facilitada
por estrategias de segmentación basadas en la simetría según
las cuales, la fusión CO/VO estaría primada por la tendencia a
d,vidir las silabas por la mitad. De hecho, al presentar en el
experimento 1 8 estas sitabas junto a silabas OVO + OVO
<modalidad de lista mixta), las fusiones CO/yO descendieron de
un 43 5 a un 38 s, aunque aumentó ligeramente el porcentaje de
~otras fusiones~ a un 29 5 . Parecía, pues, que al menos con
esta modalidad de presentación de los estímulos se limitaba en
parte la adopción de tales estrategias.
Finalmente, si se quería estudiar la influencia del valor
de sonoridad de los segmentos en la estructura silábica, era
preciso ejercer un contról de las consonantes en posiciones
pre y postvocálicas para analizar su comportamiento en dichas
posiciones según el distinto grado que ocupasen en la escala
de sonoridad. Este control no se aplicó en estos dos
experimentos, ya que tonto en estímulos Ovo como COVO, el
patrón predominante fue el de consonante obstruyente en
posición inicial de sitaba y líquida (1, r), nasal (nl o
fricativa <sí en posición final, Es decir, el patrón más
frecuente.
Para solventar estas dificultades se introdujeron algunas
modificaciones en el experimento 8 A en el que se trabajó con
estímulos OVO. Las instrucciones se hicieron más precisas
invitando a los sujetos a combinar los pares de silabas para
dar lugar a una nueva sílaba de la misma longitud y que fuera
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el resultado de unir la~p~jmera Darte de la Drimera sílaba con
la seeunda parte de la s~gunda También se incluyeron silabas
de relleno y se ejerció un control de las consonantes pre y
postnucleares, repartiéndose por igual pares de silabas con
Patrón 0/0 (obstruyentes en posición pre y postnuclear) y con
patrón 5/8 (liquidas o nasales en posición pre y postnuclear).
Así, se podía analizar el comportamiento de las distintas
categorías de consonantes (según su grado de sonoridad) en las
distintas posiciones silábicas. Los resultados nos permitieron
comprobar, contrariamente a los de los experimentos
anteriores, una preferencia por segmentar los estímulos entre
el núcleo y la coda (fusión CV/O) y que, fuera uno u otro el
tipo de fusión elegido, la sonoridad de las consonantes no
parecía influir en las estrategias de segmentación. Además, se
constaté la desaparición de la categoria ~otras fusiones.
El experimento 8 E utilizó los mismos estímulos que el 8
A pero con otro tipo de tarea: fusiones por instrucción, y
persiguió los mismos objetivos. El cambio de tarea obedecía a
la importancia de imponer limitaciones temporales a las
respuestas de los sujetos, puesto que en las fusiones por
preferencia, aunque se invitaba a dar respuestas rápidas, se
observó ura gran variabilidad temporal en las mismas. De la
medida del tiempo de reacción y el análisis de los errores
cometidos, podríamos inferir qué tipo de fusión resultaba más
natural y a qué tipo de estructura silábica se ajustaba más.
Aparecieron diferencias significativas solo en el factor de
patrón silábico, resultando más fáciles de realizar las
fusiones cuando el patrón fue 5/9 que cuando fue 0—0, lo cual
subrayaba el carácter atípico de este último patrón. La
ausenCia de significación en el factor instrucción mostraba, a
su vez, la no preferencia por una segmentación C/VC o CV/O.
La falta de convergencia en Tos resultados de los
experimentos 8 A y o E, por un lado, y de éstos con los del 7
A y 7 8, por otro, nos movió a diseñar los experimentos 9
(fusiones por preferencia> y 10 (fusiones por instrucción>
buscando las situaciones óptimas para comprobar la influencia
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del presunto efecto de sonoridad en la hipotética estructura
silábica (onset/rima>. Con el fin de poner la sonoridad al
servicio de un determinado tipo de segmentación y comparar la
ejecución en dos tareas distintas, los estímulos se
configuraron según el patrón O—L (obstruyentes en posición
prenuclear y liquidas en posición postinicial 1 y L—O (liquidas
en posiciones prenucleares y obstruyentes en postnucleares>,
y se mantuvieron las inst’ucciones de los experimentos 8 A y 6
O. Los resultados del experimento 9 volvieron a evidenciar
que, en silabas OVO, la estrategia de segmentación 0V/O era la
preferida, ,ndeperdientemente del patrón de sonoridad de las
consonantes y que, en silabas CCV, la estrategia 00/V era la
predominante. Es decir, en sílabas OVO no hubo un patrón
preferencial d,stinto al de los experimentos 8 A y O E y, en
silabas CCV, la cohesión del onset~, ya perfilada en los
experimentos 7 A y 7 3, se mantuvo. También se manifestaron
tendenc,as favorables a la hipótesis de la sonoridad en las
posiciones postvocálicas. LOs resultados del experimento 10,
al iquai que el 8 5, pusieron nuevamente de relieve la
signifcación del patrón consonántico tos sujetos realizaron
con mayor facilidad todo tipo de fusiones cuando el patrón fue
0—U y rio hubo diferencias entre seguir la instrucción 0/yo o
0v/O.
Como colofón, los datos procedentes del experimento 11,
en el que se empleó una tarea de fusión por instrucción, con
silabas CCV, no hicieron sino confirmar lo que se había
comprobado en los experimentos 7 A, 7 3 y 9 : cuando el
onset de la sílaba española está integrado por un grupo de
consonantes adquiere un alto grado de cohesión definiendo
claramente un constituyente silábico.
Si prescindimos de los resultados de los experimentos lA
y 7 8 que, como dijimos, tenían un carácter exploratorio, los
datos empíricos proporcionados por los restantes experimentos
nos permiten Sacar las conclusiones siguientes:
4=5
1) La estructura interna de la sílaba en espa5ol no
responde al modelo tipo 1 basado, como se estableció en la
introducción, en la existencia de dos constituyentes
fundamentales, “onset’ y ríma (Narria, 1983). En ninguno de
estos experimentos, ni en los de preferencia ni en los de
instrucción, dicha estructura se vió apoyada por estrategias
de segmentación que llevaran preferentemente a fusiones 0/VO,
ni las fusiones resultaron más fáciles de realizar con la
instrucción c¡vc que con la instrucción. CV/C. Tal vez, la
sílaba española pueda ser mejor definida, desde el punto de
vista psicológico, por un modelo tipo II, basado en tres
constituyentes, onset , núcleo y coda (Saporta y Contreras,
1969), con un status especial, como destacaremos más adelante,
para la coda. Este modelo, sin embargo, no es compatible más
que con los datos procedentes de los experimentos por
instrucción ( 8 8 y 10), en los Que no aparecieron diferencias
entre una instrucción oivo Que obligaba a segmentaciones en la
frontera entre onset y rima, y CV/O, que imponia
segmentaciones entre núcleo y coda. Los resultados de tos
experimentos por preferencia i 8 A y 9 ) apoyarían un modelo
hipotético de sílaba distinto al I y II, ya que la preferenc,a
manifestada por la segmentación CV/O daría un grado de
cohesión tal al onset~ y núcleo que, como modelo alternativo,
habría que seguir investigando.
2) El valor que, según la escala de sonoridad, tienen las
consonantes que ocupan posiciones pre y postnuc)eares en la
sílaba, no parece determinar, en función de su mayor o menor
afinidad con la vocal, la composición de los constituyentes
silábicos. No aparece, pues, evidencia que nos permita
sostener, como hace Treiman, que las liquidas postnucleares
formen parte del núcleo. La tendencia manifestada por los
datos es la contraria. En los experimentos por preferencia SA
y 9, predominan segmentaciones CV/O, independientemente de que
el patrón de conformación de consonantes pre y postnucleares
sea uno u otro <sílabas con patrón 0—0 o S—S en el 8 A, y con
patrón O—L o L—0 en el 9). En el experimento AA, el porcentaje
de realización de fusiones CV/O tanto cuando la consonante
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postnuclear fue obstruyente como cuando fue sonorante resultó
muy parecido ( 77 5 vs. 75 5 ). Pero es que, ni aun poniendo
la sonoridad al servicio de un tipo de segmentación, como
sucedió en el experimento 9, primando fusiones e/ve cuando la
consonante inicial era obstruyente y 0V/O cuando era líquida,
o favoreciendo fusiones CV/O cuando la consonante final era
obstruyente y fusiones 0/VO cuando era líquida, los datos
mostraron patrones de preferencia distintos, salvo un mayor
porcentaje de fusiones CV/O cuando las obatruyentes ocuparon
posiciones finales que cuando lo hicieron las líquidas < 64 5
vs. 56 5 ). Por otra parte, aunque en los experimentos por
instrucción (0 3 y 10) el patrón de conformación de las
consonantes iniciales y finales resultó significativo, no
aparecieron efectos de interacción con el factor tipo de
instrucción. La tarea resultó más fácil de ejecutar, en un
caso, en silabas con patrón S—S que con patrón 0—0 (8 0) y, en
el otro on silabas con patrón O--L que con L—O <10). En ambos
casos, por canto, más que la influencia de la sonoridad de los
segmentos en las estrategias de segmentación, lo que parecia
ponerse de relieve erd que, en los casos en que las
obstruyentes ocupaban posiciones finales de sílaba, se
producía una interferencia en la ejecución de la tarea.
En consecuencía, aunque la sonoridad de los segmentos no
parezca afectar a la organización interna de la sílaba,
contribuye al establecimiento del orden en Que deben sucederse
tales segmentos, ejerciendo funciones de filtro de secuencias
mal formadas. Tal y como reconoce Selkirk (1934), los
segmentos dentro de una sílaba se ordenan de modo que sus
valores de sonoridad aumentan desde los márgenes hacia el
núcleo silábico, que representa el máximo de sonoridad. Que
cuando el ‘onseC de la sílaba espa0ola esté constituido por
dos consonantes, éstas no puedan sucederse en la escala de
sonoridad o la mayor idoneidad de las líquidas y nasales en
posiciones finales de sílaba, son aspectos que reflejan, en
parte, este papel regulador de la sonoridad de secuencias mal
formadas.
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3) Los experimentos 9 y 11 ponen de manifiesto el alto
grado de consistencia del onset silábico cuando está
integrado por un grupo de consonantes. La preferencia por
fusiones 00/V asf como la mayor facilidad en la ejecución de
instrucciones CO/y que O/CV, confiere al grupo obstruyente +
líquida un papel especial en las posiciones prenucleares de la
sílaba española que hace muy difícil la ubicación de frontera
alguna entre dichas consonantes cuando forman parte de un
onaet silábico. Ello explicarla, a su vez, el hecho de que,
en los errores espontáneos, el movimiento de uno de los
segmentos del cluster se desplace a una posición de onset”
y no de otro constituyente.
Las dos primeras conclusiones dejan Ver alguna
contradicción que, desde mi punto de vista y desde una
perspectiva global de los resultados, es más aparente Que
real. Me refiero a la incompatibilidad de los datos mostrados
por los experimentos 8 A y 9 a favor de una segmentación 0V/O
y la no significación del factor instrucción en 0 3 y 10, que
apoyaría la compatibilidad de un modelo de organización
silábica en onset, núcleo y coda. Consciente de que es
necesario investigar más estos aspectos, la hipótesis más
plausible, en mi opinión, establecería, basándome en los datos
de las fusiones por instrucción, que el modelo de organización
de la sílaba española concuerda mejor con un modelo tipo II
“onset, núcleo y coda 1, y, basándome en los datos de
fusiones por preferencia y en parte de los de fusiones por
instrucción (los que destacan la mayor facilidad de ejecución
en sílabas 5/5 y O/L), añadiria que, dentro de ese modelo la
coda tendría un status poco definido, desempeñando, en
ocasiones, funciones de mero apéndice.
Entre las regularidades reconocidas por los- linguistas y,
de alguna manera, validadas psicológicamente por estos
experimentos destacaría las siguientes:
1) No se adrníten, en castellano, grupos consonánticos
iniciales que no se compongan de obstruyente + líquida.
2) Las consonantes que pueden aparecer en posición de
coda son muy limitadas en número.
2) Existe una tendencia a reducir una coda consonántica
en la cadena aislada, lo cual, junto al fenómeno de la
asimilación, la confiere una gran inestabilidad fonética.
4> La relación entre silabas abiertas y cerradas en
castellano es de 3 1 <Lloyd y Schnitzer, 1967; Delattre,
1965) mientras que en inglés es casi a la inversa, 1 : 2
(Delattre, 965).
5> El patrón silábico CV representa estadisticamente más
de la mitad del resto de patrones <Alcina y Rlecua, 1975).
6> Las fronteras silábicas se establecen de acuerdo con
las siguientes reglas:
a) Una consonante entre vocales siempre forma sílaba con
la vocal Que la sigue.
bí No ex,ste en el habla normal frontera entre p, t, k,
b, d, y, f * r, 1, en posíciones prenucleares. En los demás
casos de dos consonantes contiguas, siempre hay frontera
silábica entre ellas. Si hay tres consonantes, las dos
primeras forman coda y, la tercera, onset
c) Dos o más vocales contiguas pueden o no formar una
sílaba según haya hiato o sinalefa/Sinéresis.
Aunque sea una interpretación que deba ser tomada con las
consiguientes precauciones, parecería que los resultados menos
claros de los experimentos 8 A y 9 estarían reflejando
básicamente algunas de estas regularidades como son la mayor
frecuencia estadística de sílabas abiertas en español, la
mayor frecuencia de sílabas OVO con patrón 0—L y la
inestabilidad fonética de la coda. La preferencia por fusiones
0V/O, por una parte, mostraría indirectamente ‘a tendencia del
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español a formar silabas abiertas, y la significación en los
experimentos por instrucción del factor de configuración de
las sílabas, pondría de relieve el patrón más frecuente de
silabas CVO. En este sentido, podria postularse que
determinadas posiciones estructurales de la sílaba mantienen
un mayor grado de asociación con algunos segmentos, lo cual se
traducirla en una mayor accesibilidad de éstos para ocupar
esas posiciones. Si establecemos que la sílaba española es irás
compatible con un modelo basado en tres constituyentes
onset, núcleo y coda), como parecen apoyar algunos datos,
las posiciones de onset estarían etiquetadas para ser
ocupadas por cualquier tipo de segmentos, mientras que las
posiciones de coda estarían marcadas para los segmentos más
frecuentes <liquidas y nasales>. Las obstruyentes
desempeñarían en la coda papeles especiales.
La consideración de la sílaba como unidad organizada en
distintos constituyentes es reforzada por algunos datos
procedentes de los errores espontáneos en el habla. El
análisis de 71 ejemplos de fusiones de palabras — una vez
excluidos los casos ambiguos —, en el corpus de errores
espontáneos en español, muestra que existen esas fronteras
entre constituyentes, si bien resultan insuficientes para
apoyar un modelo de organización u otro. La tendencia
predominante se ajusta mejor a un modelo en dos
constituyentes, “onset y rima. En 35 casos la fusión fue el
resultado de unir dos palabras que se dividieron por las
fronteras entre onset y núcleo. En 31 casos las palabras se
segmentaron por las fronteras entre sílabas y en 5 casos por
la frontera entre núcleo y coda.
A falta de evidencia coincidente, los datos disponibles
nos permiten concluir que, aunque la sílaba sea descartable
como unidad de codificación fonológica. puede ser
caracterizada como marco estructural cuyos constituyentes
(onset, núcleo y coda, según el modelo ri) imponen
constricciones a las cadenas de segmentos que ocupan dichas
posiciones estructurales. En este sentido, si asumimos que las
unidades de error —segmentos individuales o conjunto de
segmentos, tal como se ha puesto de relieve en los errores
espontáneos-, corresponden a las unidades de codificación
fonológica, podríamos decir que la forma de las palabras tiene
su origen en la recuperación y combinación de segmentos o
conjuntos de segmentos que se Corresponden con los
constituyentes silábicos, onset, núcleo y coda. Y podríamos
presuponer que los segnentos de un mismo constituyente se
recuperan juntos y es más probable que formen una unidad de
error, mientras que los de constituyentes distintos se
seleccionan independientemente y es menos probable que forme,,
unaunidad de error. En <consecuencia, en os procesos de
codificación fonológica debe darse algún tipo de
especificac~ón de los segmentos que constituyen la melodia de
una palabra. y de la estructura silábica a cuyas posiciones
son asignados.
Si l-a representac,ón fonológica en la producción no
incluyera una descripción de la estructura silábico de una
expresión, la constricción posicional sobre los errores de
~on~do secun a cual los segmentos target y Origen que
nteractúan en a nayoria de errores de movimiento ocupan la
misma posición en sus sílabas respectivas, seria más
Jificílmente explicable.
El reconocimiento de los segmentos como unidad de error y
~u correspondencia con los constituyentes silábicos que les
imponen determinadas constricciones posicionaJes, nos acerca a
una comprensión de la representación fonológica en consonancIa
con lo propuesto por la fonología no lineal: las unidades de
error rer,resentarian unidades del estrato segmental y los
.onstituyantes silábicos que integran el estrato silábico
serian los responsables de determinar qué segmentos tienen que
ser seleccionados y a qué posiciones tienen que asignarse.
Los datos apuntan a que durante el proceso de
codificación fonológica la forma de una palabra es
representada en términos de tres constituyentes silábicos:
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onset, núcleo y coda. Mientras que el núcleo seria un
constituyente cuya posición estaría ocupada obligatoriamente
por una vocal, onset y coda serían de ocupación opcional y
estarían marcados con etiquetados específicos que incluirían
desde posiciones vacias hasta posiciones a ocupar por
segmentos de mayor frecuencia. Las posiciones de onset
estarían abiertas, en principio, a cualquier consonante. Sin
embargo, las posiciones de coda, caracterizadas por una gran
inestabilidad fonética, serian más afines a liquidas y
nasales, de tal forma que si accediera a ellas una obstruyente
su status resultaría bastante difuso y con una débil
vinculación con el núcleo, y la asociación de tales posiciones
a la ¡sí estaría influenciada, en muchos casos, por niveles
superiores.
Finalmente, además de definir posiciones estructurales y
espec,ficar qué clase de segmentos pueden asignarse a cada
posición, la sílaba codificaria el tipo de combinaciones de
segmentos que son posibles en posiciones contiguas según su
rango en la escala de sonoridad,
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N0TA1~ÁEL CAPITULO 5
Para una revisión crítica de los mismos, ver Del V,so
1.990.
2. Autores como Halle y Mohana (1986) no reconocen este tipo
de representación.
3. Como señala Stemberqer (1990>, este acapecie de consenso en
torno a la existencia del estrato estructural, está
empezando a ser puesto en entredícho por autores Como Hyman
<1986) Mcoarthy y Prince <1988) y Mayes <1989) que
prefieren hablar de la mora como unidad de representación
más general. Para ellos, una sílaba está integrada, como
mínimo, de una mora que contiene un onset~ silábico
opcional + una vocal corta. Puede haber también una mora
adicional que contenga una semiconsonante añadida a la
vocal o una o más conconantes como coda. Más que hablar de
la longitud de una sílaba en térm,nos de elementos de un




Los objetivos generales perseguidos en esta investigación
han sido fundamentalmente tres:
Ubicar adecuadamente el estudio sobre la codificación
fonológica en el contexto general, tanto teórico como
metodológico, de los trabajos sobre producción del lenguaje
(capítulos 1—3).
2) Replicar experimentalmente, mediante técnicas variadas
(inducción de errores e intercambios por instrucción> algunas de
las regularidades observadas y analizadas en las distintas
colecciones de errores espontáneos (CapItulo 4).
3> Clarificar el papel jugado por la sílaba en el nivel de
procesamiento fonológico mediante el análisis de su estructura
interna <Capítulo 5>.
Estos objetivos confluían finalmente en el horizonte de una
preocupación: obtener datos concluyentes que nos permitieran
descubrir el tipo de procesos responsables tanto de los errores
subléxicos como de las emisiones correctas del habla y su
integración en el modelo explicativo más idóneo.
Catorce experimentos han ido jalonando este recorrido,
enriqueciéndolo con distintas aportaciones metodo?dgicas en un
caminar irregular por curvas de dificultades, rectas de
confirmación de itinerarios deseados y muchas, muchas
indecisiones en el cruce de caminos al que conducían algunos de
los datos obtenidos. Dificultades y aportaciones que han hecho de
esta investigación una aventura apasionante que pide continuación
y que me dispongo ahora a discutir y resumir.
Las dificultades inherentes con que tropieza cualquier
estudio experimental sobre producción del lenguaje, debido a la
imposibilidad de controlar el input del sujeto y al riesgo de
inferir, a partir de outputs verbales muy constreñidos,
consideraciones generales sobre los procesos responsables de los
mismos, se han visto acrecentadas en este trabajo por
l,mitacíones impuestas por las tareas utilizadas y por el idioma.
De forma especial, la inducción de errores de sonido en
situaciones controladas de laboratorio exige:
1 Disponer y manipular un gran número de palabras para
configurar las distintas listas de estímulos que se precisan. Sí
se toma además la precaución de evitar repeticiones de estímulos
o que éstos tengan algún tipo de asociación semántica o parecido
formal o que forman un sintagma cargado de significado, entonces
la tarea de selección de materiales se convierte en un difícil
trabajo de diseño. Y aun con estas precauciones, uno no puede al
Final controlar variables importantes como la frecuencia de uso O
~ategoria gramatical de las palabras.
2) En segundo lugar, las tareas de inducción mediante sesgo
fonológico, obligan a seguir en los pares de interferencia un
algoritmo de organización estructural que limita sobremanera la
~elección de palabras apropiadas.
3) En tercer lugar, las condiciones contempladas en cada
xperimento en función de los aspectos a estudiar <lexicalidad
~emejanza, inicialidad. . > constriñe aún más la elección de los
astímulos deseados.
4> En cuarto lugar, el procedimiento básico de inducción de
<rones resulta especialmente difícil para los sujetos, a juzgar
oor la gran cantidad de omisiones de palabra y no respuestas que
,e producen, debido, tal vez, a la interferencia que produce en
la respuesta de los sujetos la aparición del par de palabras
siguiente. Y, por otra parte, siempre se hace preciso evitar,
en este tipo de experimentos, que una tarea excesivamente fácil
reduzca drásticamente las respuestas criticas esperadas.
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Junto a estas dificultades impuestas por la tarea nos hemos
encontrado con que las características distribucionales de las
palabras y de las silabas en español reducen las posibilidades de
análisis paralelos a otros idiomas. Así, por ejemplo, a
diferencia del inglés que ha utilizado como estímulos palabras
monosílabas, en español se ha recurrido, dado el escaso número de
éstas, a palabras bisilabas que, tal vez por su longitud, pueden
restar algo de eficacia a la fuerza de la interferencia y
prolongar los tiempos de reacción. El predominio de silabas
abiertas en español <estructura CV>, resta posibilidades de
comparación entre fonemas iniciales y finales de sílaba, aunque
puede, por otra parte, explicar fenómenos específicos del idioma,
dada la alternancia de muy pocos fonemas en posiciones finales.
El carácter excepcional de las secuencias de consonante en
posiciones de coda silábica impide adentrarse en consideraciones
sobre su cohesión, etc.
A estas dificultades, habría que añadir las relacionadas
con la ~captac,ón~ de un amplio número de sujetos experimentales,
con los problemas técnicos de puesta en funcionamiento de los
experimentos, y otros que pierden importancia en el gran
entramado de obstáculos que acompaña a cualquier investigación.
una vez comentadas estas dificultades, me gustaría reseñar
a continuación las principales aportaciones relacionadas con
los aspectos metodológicos y teóricos.
En cuanto a 3as aportaciones metodolóqicas, y desde una
perspectiva muy general, abordar con la metodología de
inducción de errores el estudio de la codificación fonológica en
la producción del lenguaje, tiene relevancia por si mismo. Se
trata de una metodología ya clásica, ampliamente referenciada en
las investigaciones realizadas en otros idiomas, de la que los
estudios en español andaban necesitados. Rellenar esta laguna se
hacía tanto más importante a raíz de la realización por 3. del
Viso de una tesis doctoral sobre errores espontáneos en español
(del Viso 1990) que constituía, como tal, un reclamo e invitación
serios a contrastar y complementar sus conclusiones con evidencia
procedente de errores inducidos experimentalmente. La respuesta a
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este reto ya ha sido dada, dentro del nivel de planificación
sintáctica y con otro tipo de tareas experimentales, por J.M.
Igoa (tgoa, 19g0).
Las divergencias observadas entre los datos de los errores
espontáneos y de los errores inducidos fue un factor de
prevención para no caer en un optimismo exagerado y creer que los
procedimientos de inducción iban a aportar datos empíricos
suficientes para decidir controversias. Muy al Contrario. La
réplica de la técnica básica de inducción de errores desarrollada
por Motley et al. utilizada en el experimento 1, cargó de
realismo nuestras aspiraciones al comprobar que el porcentaje de
errores obtenidos < en torno a un 6 % >, era sensiblemente
inferior al obtenido en inglés ( 10—12 t). Además se producían
muchas omisiones de palabra y no respuestas. A pesar de ello
supuso un acicate para buscar y diseñar otros tipos de tareas
más eficaces, Se ha realizado un esfuerzo serio de búsqueda y
ensayo de métodos distintos sin que los resultados hayan sido muy
alentadores. Corno balance podría destacar los siguientes
aspectos:
1) Se ha creado un procedimiento de inducción de errores oor
interferencia qeneralizada, con repetición en voz alta de todos
los pares de las listas y medida del tiempo de reacción a partir
de la aparición del par critico (“target). con esta técnica se
produjeron también un número no despreciable de errores no
críticos al repetir las palabras que precedían al target de
cada lista. La eficacia fue menor que la del procedimiento básico
pero garantizaba una atención mantenida por parte de los sujetos
a todos los pares de palabras, y permitió constatar que dicha
eficacia comienza a notarse a partir de un mínimo de tres pares
de interferencia.
2) Se han mejorado las condiciones de control asignando a
un mismo par critico una lista con pares de interferencia
fonológica y una lista con pares neutrales del mismo tamaño. Así
se podía considerar como variable experimental el tipo de lista
y comparar los errores elicitados. Los resultados fueron
desalentadores, con estas situaciones de mayor control el número
de errores es muy pequeño llegando incluso a ser muy parecido en
pares críticos y pares de control. (Experimentos 2, 5 y 6 >.
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3) Se ha modificado el procedimiento básico de inducción
creando una versión transmodal del mismo, con presentación
auditiva de los pares que preceden al target de cada lista y
presentación visual de éste, con esta modalidad, la eficacia
inductora se redujo a la mínima expresión (Experimento 4 9>.
4) En todos los experimentos de inducción de errores se ha
introducido corno variable de medida el tiempo de reacción, con el
fin de disponer de datos empíricos que completara la presumible
pobreza de los datos en número de errores. Los tiempos de
reacción analizados correspondían a las respuestas correctas, ya
que se partió de la hipótesis de que, de producirse el sesgo
fonológico esperado a través de los pares de interferencia, una
respuesta correcta supondría la intervención de algún mecanismo
de revisión de una formulación anómala: ello se traducirla en un
mayor gasto computacional y un tiempo de reacción superior. La
puesta a prueba de esta hipótesis se realizó en el experimento 1
siendo rechazada por los datos empíricos. No obstante se mantuvo
en los restantes experimentos al comprobar la desproporción entre
un mínimo de respuestas erróneas y el elevado número de
respuestas correctas.
La medición del tiempo de reacción, aunque necesaria, nos ha
creado serios problemas de interpretación de los datos ya que no
siempre ha sido coincidente con los datos procedentes de los
errores (cfr. experimento 1).
5) Se ha desarrollado una nueva técnica: la de intercambios
Por - instruccióo (cfr. experimento 3), con medida del tiempo de
reacción invertido por los sujetos en realizar el intercambio de
sonidos que el experimentador designara. Se presuponía que iba a
darse una mayor rapidez de los sujetos en la realización de
aquellos intercambios más frecuentes en el habla espontánea.
6) Se han adaptado al español algunas de las modalidades de
juegos de fusión desarrollados por Treiman (fusiones por
preferencia y por instrucción: cfr. experImentos 7 A — TI),
introduciendo en las fusiones por instrucción (experimentos 8 3,
10 y 11> la medida del tiempo de reacción. Estas tareas de
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segmentación y fusión nos parecieron las más adecuadas para el
estudio de la estructura interna de la sílaba y han sido las que,
a posteriori, nos han proporcionado un cuerpo de datos más
abundante aunque, en muchos casos, no muy consistente.
En definitiva se puede decir que, salvo en las tareas de
fusión, el esfuerzo metodológico llevado a cabo no ha dado el
fruto deseado. Sin embargo, nos ha permitido comprobar que el
procedimiento clásico de inducción es el más apropiado de todos
los experimentados pero tiene un alcance muy limitado en español.
Se hace nesario, pues, proseguir la búsqueda de otros
procedimientos alternativos que garanticen resultados más seguros
con un ‘coste’ experimental no tan elevado.
La incorporación netodológica de una situación de control ha
servido para comprobar que, aun cuando los pares críticos van
precedidos por palabras neutrales, se produce en torno a un 1 5
de errores debido a factores aleatorios. Esto quiere decir que
el porcentaje de errores inducidos, siendo pequeño, está incluso
sobredimensionado por incluir un número determinado de errores
que no son propiamente inducidos.
Por otra parte, aunque en casi todos los experimentos se ha
medido el tiempo de reacción, se requiere tomar precauciones ante
cualquier tentativa de interpretación uniforme de los datos, ya
que el tiempo invertido en las distintas tareas puede ser
expresión de procesos diferenciados que son difíciles de inferir
y que se resisten a cualquier tipo de comparación.
En cuanto a las aoortaciones teóricas, plantear una
investigación de réplica a las regularidades y constricciones
observadas en los errores espontáneos no tendría especial interés
si no fuera porque a lo que se intenta llegar, en definitiva, es
a inferir, a partir de ellas, el tipo de unidad de planificación,
el tipo de procesos, su ámbito de actuación, etc, durante el
procesamiento fonológico. Si el estudio de los errores
espontáneos ha sido determinante para clarificar estos aspectos,
la réplica experimental de los mismos nunca podrá ser banal. Es
más, adquiere relevancia especial si contribuye a reforzar campos
de evidencia observados en los errores espontáneos, a validar
éstos liberándolos de la sospecha de estar cargados de sesgos del
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observador, a comprobar hipótesis surgidas de esa rica fuente de
datos y a plantear otras hipótesis relevantes para acometer el
estudio de campos aún inexplorados. En este sentido, el
enriquecimiento es mutuo, si bien el alcance de los estudios de
laboratorio es, en este caso, más limitado.
En este juego de réplica de hipótesis y elaboración de otras
nuevas se han movido los 14 experimentos realizados. Los 7
primeros se han desarrollado en el campo de la réplica de errores
espontáneos, y los 7 últimos en el campo de la exploración de la
estructura interna de la sílaba,
Los datos procedentes de los 7 primeros experimentos han
sido poco concluyentes y, en ocasiones, poco convergentes en las
dos medidas aplicadas: errores inducidos y tiempo de reacción de
las respuestas correctas. St han puesto a prueba diferentes
regularidades observadas en los errores espontáneos: el efecto de
inicialidad <Experimentos 1, 2, 3, 4 A y 4 3), el efecto de
lexicalidad (Experimentos 1, 2, 3 y 5), el efecto de semejanza
prosódica <Experimentos 4 A y 4 3), el efecto de semejanza
fonética (Experimento 5> y el papel de las secuencias de
consonante en posición de onset silábico como un,dad de error
(Experimento 6).
En el efecto de inicialidad se analizó si los segmentos
fonémicos en las posiciones iniciales de silaba interactúan más
que los que ocupan otras posiciones en los errores subléxicos de
movimiento. Es decir, se trataba de ver si en el procesamiento
Fonológico las posiciones iniciales están más tiarcadas” que
otras dentro de la estructura silábica. Los resultados obtenidos
en porcentaje de errores inducidos apoyaron este efecto en el
experimento 2, pero no en los experimentos 1 y 3, donde la
posición más proclive al error fue la final de sílaba. Sin
embargo, los resultados en tiempo de reacción apoyaron el efecto
en los experimentos 1 y 2 pero no en el 3. Esta disparidad de
datos invita a una reflexión sobre algunas particularidades de la
sílaba española que deben ser tomadas en consideración como son
la mayor frecuencia de las silabas abiertas y el status especial
jugado por las consonantes postvocálicas más frecuentes en
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silabas CVC ( 1, r, e, s >. Es significativo que cuando éstas
aparecieron el mismo número de veces en posiciones iniciales y
finales <cfr. experimento 2), entonces el número de errores fue
mayor en posiciones iniciales, lo cual reforzarla la Idea de que,
en situaciones controladas, la tendencia al error es mayor en
posiciones iniciales. Dado el carácter excepcional de las
obbstruyentes, a excepción de la /s/, en posiciones finales, no
se realizó con ellas esa misma situación de control pero seria
interesante hacer algún estudio exploratorio al respecto.
Otra dimensión complementaria del efecto de inicialidad fue
desarrollada por los experimentos 4 A y 4 8, en los que se
intentó comprobar si los errores en posición inicial de sílaba
ocurrían por ser, a la vez, inicial de palabra o no. Los
resultados en tiempo de reacción no reflejaron significación
alguna, pero los resultados en número de errores del experimento
4 A mostraron una ligera tendencia no significativa a favor de
posiciones no iniciales de palabra. Esta tendencia, que concuerda
con la observada en los errores espontáneos en español, -nos
proyecta a un nivel de explicación que debe tomar muy en cuenta
la estructura silábica. Es verdad que hay poca evidencia a favor
de la sílaba como unidad de procesamiento, pero no hay que
olvidar que los constituyentes silábicos (onset, núcleo y coda)
juegan un papel importante en la representación fonológica, dada
su susceptibilidad al error y que la constricción de posición
silábica, a la que se aludirá posteriormente, es algo puesto de
manifiesto en casi todos los estudios sobre errores. Definir,
como hace Shattuck— Hufnagel , una estructura suprasegmental
basada solamente en la palabra, diferenciando el procesamiento
por separado de lo que es onset de palabra y de - lo que no es
onset, es algo que no apoyan nuestros datos en español.
otra de las variables analizadas ha sido el efecto de
lexicalidad o tendencia de los errores subléxicos a producir
palabras reales del idioma y no formas sin sentido. El alcance
teórico de este estudio es evidente porque de la comprobación de
ese efecto se desprende asumir que el proceso de acceso al léxico
y el proceso de codificación fonológica no son independientes. De
ahí Que haya estado en el centro de la polémica entre modelos
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autonómicos e interactivos. En este sentido, la existencia de
sesgo léxico seria difícilmente integrable en los modelos
autonómicos. Los modelos interactivos lo explican fácilmente
postulando la existencia de flujos de activación hacia atrás
desde nodos del nivel fonológico hacia nodos del nivel
morfológico. Este feed-back aumenta la activación de los nodos
correspondientes a morfemas realmente existentes en la lengua y
de ahí la tendencia a producir outputs léxicos. Dell <1985)
llega incluso a predecir la desaparición de sesgo léxico a
medida que aumenta la velocidad en las respuestas, por cuanto ese
feed—back de activación se ve progresivamente debilitado. Una
explicación distinta del sesgo léxico ha sido dada por Baars,
Motley y Mackay (1975>. Estos autores propusieron la existencia
de un editor prearticulatorio responsable de evaluar los
productos linguisticos antes de su articulación, dando via libre
a las palabras e impidiendo el paso de las no palabras. Y
relacionaron este efecto con la atención selectiva al mostrar
cómo en tareas de inducción con no palabras desaparecía el sesgo
y, a medida que se introducían palabras, el sesgo aumentaba.
Oaars et al. concluían que en tareas con no palabras los sujetos
no prestaban atención al status léxico de su output (cfr.
capitulo 3).
La dificultad encontrada por los modelos autonómicos para
explicar el sesgo léxico ha sido obviada en muchos casos,
demostrando cómo aunque en tareas experimentales es un efecto
reconocido, en los errores espontáneos no se han encontrado
pruebas del mismo.
Nuestros resultados basados en errores constituyen una
evidencia a favor del efecto de lexicalidad (Experimentos 1, 2,
3> y, aunque en los tiempos de reacción no se detectaron
diferencias significativas, la tendencia fue también favorable al
efecto.
¿Cómo explicar esta paradoja?. Desde mi punto de vista, hay
aportaciones en las conclusiones de Dell, por un lado , y de
Baars et al. por otro, que deberían ser retomadas. El dato de que
al disminuir el tiempo disponible de respuesta, el sesgo léxico
deesaparece marca, de alguna forma, las diferencias entre lo que
es el automatismo del habla espontánea -y consiguientemente de
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los errores espontáneos- y el proceso más consciente y menos
automático implicado en los errores inducidos. Mientras el
automatismo del habla espontánea favorecería la no intervención
de dispositivo alguno de control léxico, en los procedimientos de
,nducción de errores se pondrían en marcha procesos atencionales
en los que tendría mayor cabida la intervención de un editor
Además, la inducción de un error supone un proceso previo de
comprensión durante el cual los sujetos van leyendo o escuchando
pares de palabras. Esta tarea perceptiva puede facilitar la
puesta en marcha de mecanismos de autocorrección y, en este
sentido, el output’ perceptivo de este proceso explicarla el
sesgo. No haría falta, por tanto, recurrir a ningún dispositivo
añadido de control léxico —ya en el capitulo 3 se expusieron
algunos de sus inconvenientes— sino que sería interpretable en
términos de la actuación de un mismo proceso de
comprensión/producción , muy próximo a la propuesta de Levelt
<1989> de que, en el recorrido perceptual por el habla interno,
previo al lenguaje exteriorizado, se proyectarían los procesos de
autocorrección y control del output linguistico.
En todo caso, habría que asumir la existencia de alguna
forma de control léxico, sin que ello equivalga necesariamente a
admitir dispositivos específicos añadidos al sistema de
producción. En mi criterio, podría entenderse más bien como un
efecto de ruido” provocado por un proceso perceptivo previo que
afecta al procesamiento dentro del nivel fonológico.
La influencia del acento ha sido otra de las variables
estudiadas en los experimentos 4 A y 4 8, de forma simultánea con
la tendencia de los fonemas iniciales o no iniciales de palabra
al error. Los resultados en tiempo de reacción no mostraron
preferencias claras con respecto al valor de acento de las
silabas implicadas en los errores. Estos , aun siendo pocos,
aparecieron más veces en las silabas acentuadas Que no
acentuadas, sin adquirir significación estadística. Con ello
parece apoyarse que el patrón de acento de las silabas implicadas
en los errores no tienen un papel determinante en la constricción
del movimiento de los segmentos fonémicos, y que su influencia es
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indirecta. El valor de acento de las silabas no sería, pues,
garantía de su mayor resistencia a los errores. Pero tampoco
seria garantía de su mayor inclinación. Hipótesis como la del
stress pre—entry” <Mckay, 1971), que intenta explicar la mayor
probabilidad de que ocurran errores de intercambio cuando el
segmento origen se desplaza de una sílaba acentuada a una no
acentuada, no se ve apoyada por los datos procedentes de los
errores espontáneos. Y experimentos exploratorios realizados
recientemente al respecto por un grupo de alumnos del programa de
prácticas de la asignatura Psicología de los Procesos Básicos
(U.C.M.) reflejan la escasa consistencia de tal hipótesis.
Otra constricción que opera sobre los errores subléxicos es
la de semeianza fonética o tendencia de los segmentos que
comparten mayor número de rasgos distintivos a interactuar más
frecuentemente en los errores. Esta variable se vió confirmada en
el experimento 5 por los datos procedentes del número de errores.
Aspecto éste bastante relevante para la codificación fonológica
ya que permite suponer que los segmentos que iflteractúian en un
error tienen representaciones semejantes y están simultáneamente
d’sponibles.
Finalmente, los resultados del experimento 6 permitieron
reforzar la evidencia procedente de los errores espontáneos que
establece como unidad básica de error y, por inferencia, como
unidad básica de procesamiento el segmento fonémico individual.
El experimento tenía como objetivo inducir errores en palabras
cuyo onset” de la primera sílaba estaba formado por una
secuencia de consonantes (obstruyente+liquida). En ningún caso el
onset cQmo unidad se vió afectado por el error y si alguno de
sus segmentos por separado. En concreto fue la obstruyente
inicial la más implicada en los errores. Y las pocas ocasiones
que éstos afectaron a las liquidas postiniciales, se trató de
errores específicos como adiciones y omisiones.
A pesar de que la evidencia procedente de estos 7 primeros
experimentos no fue muy concluyente, pusieron de relieve
dimensiones de interés que hacían necesario seguir investigando y
que justifican el trabajo desarrollado en el capitulo 5, a través
de otros siete experimentos, para caracterizar la estructura
interna de la sílaba.
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Numerosos estudios han puesto de relieve que, en el ámbito
de la codificación fonoléqica, las principales unidades de
procesamiento son los segmentos fonémicos individuales. Los
resultados del experimento 8, tal y como acabamos de ver, parecen
también apoyarlo. Sin embargo, aunque no se haya encontrado
evidencia a favor de la sílaba como tal unidad de procesamiento,
esos mismos estudios coinciden en afirmar que juega un papel
destacadisimo en la planificación fonológica, porque impone
determinadas constricciones en el movimiento de los segmentos
implicados en los errores. res fueron las razones que
justificaban abordar el estudio de la estructura interna de la
sílaba:
1) El reconocimiento de la constricción de posición silábica
en los errores de sonido, según la cual los fonemas implicados en
los errores de movimiento tienden a ocupar la misma posición en
sus respectivas sílabas (iniciales, postíniciales y finales),
presupone que la representación fonológica de una expresión
incluye una descripción de la estructura silábica. Esta
constricción de posición se cumple también en el caso de las
vocales que nunca interactúan con consonantes en los errores.
2> Aunque el efecto de inicialidad no se haya confirmado con
rotundidad y haya que estar abiertos a la hipótesis de que, en
determinadas condiciones, las posiciones más propicias al error
son las finales de sílaba, lo cierto es que, en ambos casos, se
trata de posiciones estructuralmente definidas en un marco
suprasegmental que hace especialmente susceptibles al error a los
segmentos fonérnicos asociados a esas posiciones.
3) El comportamiento diferencial de unos mismos segmentos
fonémicos en distintas posiciones de la sílaba refuerza aún más
la idea de que están definidos estructuralmente de forma que, en
muchos casos, podrían ser conceptualizados como constituyentes
silábicos.
Pues pien, a través de una tarea de fusiones por
preferencia y por instrucción (éstas con medida del tiempo de
reacción), se intentó poner a prueba cuál era la estructura de la
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sílaba en español, en qué medida el valor de sonoridad de las
consonantes afecta a dicha estructura y qué grado de cohesión
tenían los onsets” silábicos cuando estaban formados por un
grupo de consonantes.
Por lo que respecta a la estructura silábica se trataba de
poner a prueba empíricamente un modelo de estructura como el
propuesto por Fudge (1969), constituido por onset y rima dentro
de un mismo rango jerárquico y la rima estructurada en dos
constituyentes de inferior rango: núcleo y coda (codelo tipo 1
o un modelo corno el propuesto por Clements y Keyser (1983) con
tres constituyentes, onset , núcleo y coda a un mismo nivel
(modelo tipo 2>.
Los datos empinicos no fueron del todo coincidentes, sobre
todo si se tienen en cuenta los resultados de los experimentos 7
A y 7 9 que, como se vió, tenían más bien un carácter
exploratorio. Pero apuntan en direcciones que deberían ser
tomadas en consideración en posteriores investigaciones.
En primer lugar, parece que la sílaba española podría ser
mejor definida, desde el punto de vista psicológico, por un
modelo tipo 2, con onset, núcleo y coda como constituyentes
dentro de un mismo rango jerárquico, tal y como parecen demostrar
los experimentos de fusiones por instrucción 0 9 y 10 en los que
no aparecen diferencias significativas entre realizar una fusión
0/yO y una fusión CV/C. Sin embargo, la evidencia aportada por
los experimentos de fusiones por preferencia O A y 9 en 105 que
la elección ma-yorftaria es CV/O dejan abierta la puerta para
seguir estudiando la importancia que, en español, tiene el grupo
CV y que tanto ha ocupado el interés de algunos linguistas
(Olements y Keyser, 1983>. ¿En mi opinión, este dato lleva a tomar
en consideración la importancia de incluir en la representación
fonológíca un nivel intermedio de representación <nivel CV>
entre el silábico ¡ el segmental. Este nivel tendría como unidad
de procesamiento el grupo CV y quedaría primado cuando la
representación del nivel s,lábico al cual irían asociados,
coincidiera con esa unidad. Además establecería ciclos silábicos
de sonoridad con cs puntos de mayor sonoridad en las vocales y
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el orden de posicionamiento serial, según el rango sonoro, del
resto de segmentos posibles en cada ciclo.
cl valor de sonoridad de las consonantes pre y postvocálicas
no tendría ya influencia dentro del n,vel silábico, hasta el
punto de determinar una organización de los constituyentes
silábicos u otra. Esto parece desprenderse de los experimentos
8 A y 9, en los que el porcentaje de fusiones 0V/O fue elegido
preferencialmente, con independencia de que el patrón de
conformación de las consonantes pre y postvocálicas fuera
obstruyente/obstrUyente, sonorante/sonorante, obstruyente/liquida
o líquida/obstruyente. Si no hubiera sido así, las liquidas en
posición prenuclear hubieran favorecido fusiones 0V/O y, en
posiciones finales, fusiones 0/yo, y las obstrUyentes. fusiones
0/yo en posiciones prenucleares y CV/O en posiciones
postnucleares. Aun con esta constatación, se detecta que existen
patrones silábicos en español más normativos como es el caso de
la secuencia obstruyente+vocal*líqUida en silabas OVO
(experimento 8 8 y 10). Esto contribuiría a dar un status
especial a las obstruyentes postnucleares en español, haciendo
que su asociación a posiciones de coda silábica fuera costosa y
excepcional, cumpliendo funciones de apéndice.
Por último, los experimentos 9 y 11 pusieron de relieve la
particularidad del “cnset silábico español constituido por la
secuencia obstruyente + líquida. Los resultados mostraron el alto
grado de cohesión que caracteriza a este grupo. La constricción
que opera sobre estos grupos en el caso de los errores, en el
sentido de que cuando se desplaza el segmento postinicial casi
siempre va a ocupar posiciones de onset y no de otro
constituyente, sería explicable en función de este grado de
afinidad que caracteriza a estos dos segmentos del ‘onset como
constituyente silábico diferenciado.
Aun sin haber encontrado una evidencia clara y coincidente a
lo largo de la investigación, si que se podrian retomar ahora
algunas de las tendencias más marcadas, integrándolas, como
tentativa de síntesis, en un modelo de codificación fonológica.
Desde mi punto de vista, ninguno de los modelos alternativos
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de codificación fonológica más conocidos: modelos seriales
jerárqu,cos <Shattuck—Hufnagel, 1979, 1987) o modelos
interactivos <Dell, 1986, 1988>, dan plena explicación de las
regularidades observadas en los errores. Para los modelos
seriales resulta difícil explicar determinadas variables como el
efecto de lexicalidad, el efecto de familiaridad <tendencia de
los errores subléxicos a producir secuencias fonémicas familiares
con parecido formal a palabras> o el efecto de fonema repetido
<el movimiento de los segmentos fonémicos en los errores se Ve
facilitado por la existencia de contextos fonémicos similares en
las posiciones origen y target). Aunque en algunos de nuestros
estudios exploratorios, realizados con alumnos de prácticas de la
as~gnatura Psicologia de los Procesos Básicos tIJ.c.MÑ. este
último efecto no ha sido comprobado, lo cierto es que, durante el
proceso de planificación fonológica aparecen, en ocasiones,
efectos contextuales que pueden estar influenciados por otros
niveles y que de alguna forma hay que explicar. Por su parte,
los modelos interactivos tienen que dar razón de la constricción
de posición en la sílaba o del presumible efecto de inicialidad
para clarificar por qué si las posiciones de una sílaba se
procesan en paralelo, unas interactúan más en los errores que
otras.
Al hacer un intento de integración de los datos en un modelo
u otro, me parece más adecuado metodológicamente tomar como punto
de referencia un modelo serial según el cual, el cómputo de la
representación fonológica de una expresión comprende:
a> La generación de un conjunto de segmentos de
planificación.
b) La elaboración de un marco estructural donde se definen
serialmente las posiciones o huecos que los segmentos o unidades
de planificación van a ocupar en ese nivel de procesamiento.
cl un ¿necanismo de asociación entre los segmentos y las
posiciones consistente en copiar los segmentos seleccionados a
partir de información léxica en las posiciones adecuadas.
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Pues bien, a partir de los datos obtenidos este esquema
básico se podría completar de la siguiente menera:
El nivel de representación segmental incluirla como
principales unidades de planificación los segmentos fonémicos,
con tanta mayor fuerza asociativa entre ellos cuanto mayor es el
grado de semejanza fonética o de rasgos que comparten.
A la vez, el marco estructural en el - que se definen las
posiciones a ocupar por las unidades de planificación incluiría
una representación de la estructura silábica con tres
constituyentes dentro de un mismo rango: “onset, núcleo y coda.
Entre ambas representaciones se interpondría una tercera o
‘nivel CV, encargado de etiquetar los segmentos fonémicos según
su grado de sonoridad, y de establecer un orden de asignación a
las posiciones silábicas estructurales a partir de la vocal o
máximo de sonoridad. Es decir, en este nivel se especificaría qué
tipo de segmentos podrían ir a cada constituyente silábico y qué
combinaciones de segmentos en posiciones contiguas estarían
permitidas, según su valor de sonoridad. La unidad básica de
procesamiento en este nivel seria el conjunto CV, interpretado
como alternancia de sonoridad, no como estructura.
Finalmente, por un mecanismo de asociación, cada uno de
los segmentos etiquetados para una posición determinada según su
grado de sonoridad ocuparía su posición correspondiente en cada
uno de los constituyentes silábicos.
cada ciclo de codificación no tendría por qué dar origen a
representaciones de estructuras silábicas diferentes. Bastaría
con asumir que sólo el núcleo es el constituyente ob-ligado,
mientras que ‘onset” y coda son estructuras opcionales, ocupadas
en función del tipo de segmentos seleccionados para cada sílaba y
sensibles diferencialmente a los etiquetados sonoros adjudicados
en el nivel CV.
Los segmentos fonémicos asociados definitivamente a los
distintos constituyentes silábicos se seleccionarían y asociarían
a sus posiciones secuencialmente, según su orden serial en la
expresión, mientras que los correspondientes a un mismo
448
constituyente silábico se unirían a éste simultáneamente.
El valor de acento estaría ya asignado en niveles
superiores y estaría asociado a posiciones estructurales de los
constituyentes más que a los segmentos asociados a esas
posiciOnes.
Este tipo de modelo nos acercaría, en definitiva a una
comprensión de la representación fonológica en consonancia con
los postulados de la fonología no lineal, que reconoce un nivel
melódico, un nivel estructural y un nivel silábico que se
correspondería con los niveles segmental, CV y de
constituyentes silábicos desarrollados en el modelo que se acaba
de describir y donde tendrían cabida la mayoría de datos
obtenidos en la investigación.
Quedarían por explicar los efectos de familiaridad, contexto
o lexicalidad, para lo cual habría que dar cabida a niveles de
integración fonológica adicionales <Stemberger, 1990) y a
mecanismos complementarios de acceso a la información léxica. En
cualquier caso, éste es un punto que habría que seguir
nvest i gando.
CONCLUSIONES FINALES
Quisiera terminar esta investigación recapitulando las
conclusiones que se han ido formulando a lo largo de los
capítulos anteriores.
1) Se han replicado en unos casos, y diseñado o desarrollado
en otros, distintas técnicas de estudio de los mecanismos de
codificación fonológica en condiciones controladas. El
procedimiento clásico de Motley et al. se ha mostrado, en
términos relativos, como el más eficaz para inducir errores
subléxicos. Diversas modificaciones de este método como su
versión transmodal (auditivo/visual> o inducción por
interferencia generalizada, aun cuando resultaban más naturales,
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fueron menos eficaces. Otras tareas como la de intercambios por
instrucción y fusiones por preferencia o por instrucción han sido
experimentadas con resultados desiguales.
2) Dado el escaso porcentaje de errores inducidos con estas
técnicas ( entre un 2 y un 6 5 >, se hace preciso desarrollar
nuevas técnicas de estudio e inducción de errores en laboratorio
que posibiliten llegar a elaboraciones teóricas sobre datos más
numerosos y concluyentes.
3) Mediante esta pluralidad metodológica, se han replicado
algunas regularidades observadas en colecciones de errores
espontáneos que son criticas para una caracterización precisa del
nivel de codificación fonológica. Los resultados obtenidos han
puesto de manifiesto lo siguiente:
a) No parece que la posición inicial de la sílaba y/o de la
palabra desempeñe un papel determinante en los procesos
de codificación fonológica.
b> La existencia de sesgo léxico en los errores de sonido
inducidos experimentalmente, implican la existencia de
algún dispositivo de control con acceso a información
procedente de otros niveles.
o) La influencia del acento se Constata sólo de forma
indirecta.
d> Existe un efecto de semejanza fonética en función del
cual dos segmentos tienden a interactuar en un error
cuanto más rasgos distintivos comparten. Por tanto, los
segmentos implicados en los errores son aquéllos que
tienen representaciones semejantes y están
simultáneamente disponibles.
e) Las principales unidades de planificación son los
segmentos fonémicos individuales.
4> La sílaba no actúa como unidad de planificación. Sin
embargo, la representación fonológica de una expresión ha de
incluir una descripción de la estructura silábica para poder
iVA¿
explicar las fuertes constricciones que la sílaba impone al
movimiento de los segmentos fonémicos (constricción de posición
sil ábi ca).
5> Los experimentos sobre fusiones ponen de relieve que la
organización interna de la sílaba española se aproxima más a un
modelo basado en tres constituyentes,- “onset , núcleo y coda,
situados dentro de un mismo rango jerárquico.
6> El valor de sonoridad de las consonantes pre y
postvocálicas no parece determinar la estructura interna de la
silaba. No obstante, la sonoridad condiciona de alguna manera el
procesamiento serial de los segmentos en la sílaba desde el
núcleo hacia los márgenes.
7> Las secuencias de consonantes en posicíón de ‘onset’
silábico <grupos obstruyente+l iquida) están dotadas de un alto
grado de cohesión que las confiere un status especial. Por su
parte, las pbstruyentes en posición de coda silábica nantienen un
papel de inestabilidad o de apéndice.
8) Un modelo integrador de los procesos de codificación
fonológica se acerca a las coordenadas propuestas por la
fonología no lineal. Este modelo reconoce la existencia de tres
niveles de representación: segmental, ‘CV y silábico, con
mecanismos de asociación entre ellos, un procesamiento serial de
los constituyentes silábicos según su orden en la expresión y un
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20.— NAFTA—SUELDO (NP) 44.— FONDA—SESGO <NP)
21.— RtJNCIO—NASGO (P) 46.- BARCO—PONCHE (P)
22.— RAZCA—NOMPA (P) 46.— MARCO—SONDA (P)
23.- RASTRO—NOMBRE <NP> 47.— BORDE—CANSA (NP)












































































































































































RA6ES TARGET DE PRACTICA

















































































































EXPERIMENTOS 4A Y AB
BLOqUE EXPERIMENTAL A (Palabras llanas)
























































































































27.— Pavos—nulos losas—netos. ROTES—JUEGOS
28.— jueves—retas,túnez~hagas lábil—cúter hábil~~jnser
débil—comen, SIMIL—PUBER
























BLOQUE EXPERIMENTAL B (Palabras agudas>
PARES TARGET DE PRACTICA
1.— TIMON—FAJIN 4.’ BOTIN—TACON
2.— FORZO—TUMBE 5.— PANEL-DUCAL
3.— RUMOR—DEDAL 6.— CORDEL—FORMOL
PAPES TARGET CRíTICOS
1.— CALCE—PUNZO 13.— TENDON-DESVAN











































































































28.— mandón-rondón, postin-tartán, ZUMBON—BURGUES
29.— chiscón—versión,pensión—roscón,cabás—montdn,
sutás-l istón,pactar—zampón, COMPAS-MANTON







































































































































1.- tocho-daño, toga—ducha, tope-dato, taba—dilia, taco—duda,
DURO-TAZA
2.— 1 iso—cata, leño—cupo, lavo—caro, CAÑO-LONA
3.— pecho—sueno. sigo—baÑo, loro—paso, MILLA—GAFA

































































































































41 .-nido—mucho,nueVo—mil la,nexo-mimo,nicho—mago, MANA—NETA
5i8
A — 27









ESTIMIJLOS UTILIZADOS EN LA PRUEBA DE MEMORIA
































































































































19.— BANCO—DRUPA 43.— BROCHE-FLACO
20.- GANSO—BLINCO 44.— GRUPO-CLARA
21.— FRESA—OICE 45.— FLEMA—BROZA
22.— CLAQUE—BUSTO 46.— CLORO—GRUÑE
23.— PELMA—GRAVE 47.-’ BLONDA-GRANJA





3. —plenca—frontia, planga— rr ar’cu, FRANJA—PLANTh
4.-tose—crisma,tañe—crespo,tipo—crasto, TRILLO-CASCA











































































































































































































































































































39 —frido—bluma, fruco—blena, fredo—bloche, FLESIA-BROZA
40.-prenda—flunda,priste—flasco, ÉRUNCE—PLANTA
41 .—flunce—pringue,flancc—pranca, fleste—proste, flanja-presco,
PLASMO—FRESNO
42.—broncha—doma,brinda—dice,branquia—duda, BANCO—DRUPA



















1.,— JAR + CUN
2..— MUN 4- TIR
3.— PR + DER










5.— VAL + 515



















































































15.— LUS + MON 15.— CROL + PLUN
16.— NAL + MER 16.- FLUR + GRIN
11.- NER + TOL 17.— FUER. + PRIN
18.— RES + DUL 18.— FLIN + TRUR
19.— CHIR + FOL 19.— FRAL + GLEN
20.— DOG + RIL 20.— FREL + PLOS
21.— FIL * lOS 21.— GLES + PRUN
22.— 915 + RAZ 22.— GLAR + TRON
23.— SES + GUN 23.— GREL + PLON








2. JAP + CUS
BLOQUE 2
O/O
1. GOL + BUT
3/5
8. NUN + RAL
$15
3. MER + NOL
4. LAM * RIN
O/L
5. PUL + TIR
Lb
6. RUD + LEC
O/L
9. DUR + TEL
L / O




U LAR + MEN
2. RIM + NAL
3. MUN + LCR
4. NEL + RUM
5. LOM + NIR
OS STRU Y ENT EJOBST RUYENT E
26. BAC + TUG
26. BUC + TEG
27. BIC + TAG
28. BOC + TIG
29. CAD + SOT
533
A — 42
6. NAN + REL 30. CUD + SAT
7. MIR 4’ LUM 31. JEP + ZOB
8. ROL + HAN 32. JIR + 708
9. LEM + NUR 33. JOP + ZAR
10. NOR + UN 34. JUP + ZEB
11. RAN + ROL 35. TIS * GAZ
12. MEL + RAM 36. TAS + GOZ
13. REs + LAN 37. CAS + CUZ
14. NON + RIL 38. SIT + DEO
15. LIR 4- MOR 39. SUT + DAG
16. MOL + NER 40. 015 4. POC
17. NON + MER 41. DOS + 0W
18. LIM + RAL 42. 008 + JOS
19. ROL + NIM 43. 008 JUS
20. MOR + LUN 44. TAC + 809
21. LER + MON 45. WC + OIP
22. REN + NIL 45. CAZ 30~
23. NUL + ROM 47. GOZ + SU?
24. MIR + LUR 48. GUZ + OAT
SILABAS DE RELLENO
OBSTRUYENTE LTQ!410A LIOUIDAIL>OSTPUYENTE
1. TER + CIL 11. LIP RO?
2. SIR + DUL 12. LUC + ;CB
3. BOL + DIR 13. 815 — UD
4. PEL + TOR 14. LOT
5. BUR * JAL 15. RUS - .40
6. COL + 808 16. LOR AD
7. JAR + BEL 17. RIT .EC
8. TOL + CAR 18. LEP + PAT
9. DOL + JER 19. RE? LIC
10. TIR + CEL 20. LOO -
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1.— COZ + BUT
2.— 20? + ZAR
51$
3.— MOL + NAR
4.- LIR + MUM
O/L
9.- TUC + GAS
O.— JA? * CUS
5/$
11.— MER * NOL
12.— LUN + MOR
O/L
5.— OOR + IEL
6.— FE? + SUL
L/O
7.— RIO + LUJ
8.— ROP 4. LOS
13.— TOR + PIL
14.-’ PUL + lAR
L/O
15.— RAJ 4 LEE

















































































































1.- CUL + BOR
2.— JAR + BEL
3.-’ TOL + CAR
4.— DOL + JER
5.— TIR + CEL
1.- LOB + RAD
2.— LEP + RAT
3.— RIT + LEC
4.— RET + LIC
5.— LOO + REG
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6.— TER 4- CIL
7.- SIR + DUL
8.- BOL 4- OIR
9.— PEL + TUR
10.— OUR + JAL
6.— LIP + ROT
7.- LOC * RQB
8.— RIS + LUD
9.— LOT + RAC
10.— RUB + LAC
537
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13.— tOP 4- RIT
14.— ROP + LOS
15.— ROO * LEC

































































1.— LOS + PREN
2.- JAS + CLON
3.— NON + TRUL
4.- COR + BLOS
5.— CLOS * BIN
6.- BLAN + LOR
7.— TRAN 4- DOL




SILABAS DE SILABAS DE
PRACTICA PRACTICA
1.- MOR + CON 9.- GAN 4-Bol?
2.— MUN + TOL 10.— DUN t SEP
3,— Tít + DER 11.— FOR * LUN
4.— DIT + CUS 12. RUS 4- DIN
5.- FAL + SIS 13.— CON + TOJ
6.— DOS + PIN 14.— FEL + PI?
7.— GOS + MOR 16.— LIN + SUP




1.— OIR * JOL 1.— RID + LUJ
2.- DOR + PAL 2.— ROO + LAP
3.— SIL + JAl? 3.— LIS + RAJ
4.— JUR + PIL 4.— ROJ * LIP
5.— JAL + POR 5.— tAJ * RUP
6.— JEt * PIR 6.— LFJ + RIP
7.— TIR * POL 7.— RIT * tOP
8.— TOR * JIL 8.— ROT + LIJ
9.— TER 4- CIL 9.— RET * LIC
10.— COL + TAR 10.— LUC + PAT
11.— DUR 4- POL 11.— RUD + tOP
12.— DOL + JER 12.— LOO + REJ
13.— DOt * SIR ¶3.— LUD + RIS
14.— JIR + SUt 14.— RIJ + tUS
15.— JOR + DAt 15.— ROJ * LAD
542
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16.— JOL 4- PER
17.— dIn + PEL
18.— TEL + COl?
19.— TOL * COl?
20.— Tít + CER
16.— LOJ + REP
17.— RIC + LEP
18.— LET + ROC
19.— LOT + RUC







































































































APENDICE 8 — 1 8—1
APENDICE B.- Tablas resumen del análisis de
‘dar janza.
EXPERIMENTO 1
<Inducción de errores. Estudio del efecto de inicialidad
y lexicalidad. Técnica básica SLIP>
ArAlisis~PIinc~Dal
ANOVA 2 factores
A> mnicialidad (inicial sílaba vs. final>
B) teXicalidad ( palabra vs. no palabra>
Tiempo de reacción POR SUJETOS
SV SS OF MSS V
A 17116.45714 1 17116.46714 5.68
S*A 102393.54286 34 3011 .57479
8 2369.82857 1 2639.82857 1.10
S*B 73232.17143 34 2153.88739
AB 6.42857 1 6.42857 0.00




(Errores inducidos. Estudio efecto de inicialidad y
lexicalidad. Técnica interferencia generalizada)
Análisis principal
ANOVA 3 factores
A) Lista <experimental vs. control
8) Inicialidad <inicial aflaba vs. no inicial>
C> Lexicalidad (palabra vs. no palabra>



















































































































A> Iniciolidad (inicial ve. final silaba)
8) Lexicalidad (palabra Vs. no palabra>












































































































<Inducción errores. Estudio del efecto de inicialidad de




A) Posición intercambio esperado (inicial palabra vs. no inicial>
B) Valor de acento <sílaba tónica vs. átona>






.~1 24 15 4 b~
~ 1
4 4







(Errores inducidos. Estudio del efecto de inicialidad de




A) Posición intercambio esperado (inicial palabra vs. no inicial)
8> Valor de acento (sílaba tónica vs átona)





V 213. a~t 1
-. .. J 1~’1.4’: IVt~t134 It
10.05 1
54.>. 45 to 071
Tiempo de reacción POR ESTíMULOS
- EF
.4 .49
.4 . - . .
It 4 1 75 .01




(Inducción de errores. EStudio del efecto de semejanza
y lexicalidad. Técnica de interferencia generalizada>
Análtsis DrincipAI
ANOVA 3 factores
A) Tipo de lista <experimental vs. control>
8) Semejanza ( 4 rasgo tis más de un rasgo>
C> texicalidad ( ‘output’ palabra vs, no palabra)























































































(Errores indocidos. Estudio de la cohesión del onset’
silábico. Técnica de interferencia generalizada).
Análisis orincioat
ANOVA 2 factores <4.2)
A) Intercambio ( ‘onset’/inicial/postinicial/control>
8) Estructura onset <Consonante aislada/grupo de cons. tis.
grupo de cons./grupo de cops.





















3668. 5 207 1
552
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Tiempo de reacción POR ESTíMULOS
SV SS DF MSS V
A 56g2.18750 3 1897.39583 0.86
8 21632.52083 1 21632.52083 2.96
S*B 235927.29167 46 7202.76721
AB 2084.35417 3 . 694.78472 0.31




(Fusiones por instrucción. Estudio de estructura
silábica y sonoridad. Patrón silábico O—O, 5—5)
Análisis orindíoal
ANOVA 3 factores
A> Versiones <en el análisis de datos por sujetos> ¡ Listas de
estímulos (en el análisis de datos por estímulos)
8) Patrón consonantes de las silabas ( O—O vs. S—S>
0 Tipo de instrucción ( C/VC vs. CV/C>
Tiempo de reacción POR SOJETUS
SS DV F
:42696.20 1 342495 2<)








































Porcentaje de ERROR POR SUJETOS
8V 95 Dr MSS F
A 405.00 1 405.00 1.51
5 4840.00 lB ~68.B9
8 125.1)0 1 125.00 .66
AB 605.00 1 605.00 4.16
9*8 2620.00 18 145.56
C 45.00 1 45.00
AD 405.00 1 405.00 1.62
S*C 4000.00 18 ~22.22
BC 245.00 1 245.00 1.76
ABC 405.00 1 405.00 2.92
S*BC 2500.00 18 138.89
Porcentaje de ERROR por ESTIMULOS
Lv SS DF MSS E
A 405.00 1 405.00 1.41
8 125.00 1 125.00 .43
AB 405.00 1 405.00 1.41
9 10360.00 LA 267.78
C 4500 1 45.00 .31
AC 405.00 1 405.00 2.80
BC 245.00 1 245.00 1.70
ABC 605.00 1 605.00 4.19




<Errores por instrucción. Estudio de la estructura
silábica y la sonoridad. Patrón silábico O—L, t—O)
Análisis DrinciDal
ANOVA 3 factores
A> Versiones (en el análisis de datos por sujetos) / Listas de
estímulos (en el análisis de datos por estímulos)
B) Patrón de consonante de las sílabas ( O—t vs L—O)
C) Tipo de instrucción <C/VC ve. CV/C>
Tiempo de reacción POR SUJETOS
LV DV MSS
A 481525¿>l 1 481525.01 2.57
5 412:4¿4.2422 1274:0. 17
‘¿——(2
E t 13 1 73579 . 9.17
AB 1 026. 1 :036.713 .14
8*8 169404.77
C 7753.01 1 7758.01 .24
6231.51 1 6241.5l 1.14
S*C ¿98173.23 22 51736.06
SC 16•. 76 1 1~2. 76 .04
ABC 5029.59 1 5<1389.59 1.34
5*SC 73315.40 22 •.~,
a — IB



















































































(Fusiones por instrucción. Estudio del onset




A> Versiones <en el análisis de datos por sujetOs) / Listas de
estímulos (en el análisis de datos por estimulos>.
8> Tipo de instrucción íd/CV va. Cd/V>



















Tiempo de reacción POR ESTIMULOS
8V SS DF MSS F
A 18252.00 1 18252.00 3.61
5 111197.25 22 5064.42
8 159160.33 1 159160.33 16.71
AS 18960.75 1 ¶8960.75 1.99
5*8 209570.92 22 9525.95
Porcentaje de ERROR por SUJETOS
5V Ss OF MSS F
A 1.47 1 1.47 .02
5 1303.16 22 59.23
B 325.52 1 325.52 4.46
AA 116.56 1 116.56 1.60
S*B 1605.15 22 72.96
559
E — IB
Porcentaje de ERROR por ESTíMULOS
A SS DF MSS F
A 117.50 1 117.50 1.42
5 l8l5.15 22 82.51
E 325.00 1 325.00 10.52
AB 1.44 1 1.44 .05
S*B 679.98 22 30.91
5 ~iO
