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The probability of the title is evaluated and related to an expression involving theta 
functions. 
In [3] an attempt was made to evaluate the probability of the title. 
Unfortunately the results obtained in [3] on this topic are false. The error lies in 
the proof of Theorem 5 of [3] where it is implicitly assumed that the monomials 
occurring in the expansion of the determinant corresponding to even permutations 
are independent random variables and the same is assumed for the monomials 
corresponding to odd permutations. These assumptions are not correct if n I> 4. 
For n i> 4, if any such monomial is zero then at least ½(n - 1)! such even (odd) 
monomials are zero. Hence the monomials are not independent and the analysis 
developed in the preliminary theorems of [3] is not applicable. 
Let p be a prime, q =p t, and let 0Zq be the finite field with q elements. Let 
M,(Fq) be the set of n x n-matrices with entries in IZq and let GLn(QZq) be the 
group of invertible n x n-matrices with entries in Fq. 
Theorem 1. The probability the determinant of  an n x n-matrix with entries in ~q 
is nonzero is 
IGL.(":q)I (q" - q i )  n 
P(n, q )= IM.(IFq)l - q.2 = 1-[ (a - q - J ) .  
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Let oo 
P(q)= lim P(n, q )= 1--[ (1-q-Y)  • 
n--*~ j = 1 
The function P(q) is a monotonically increasing function of q. 
Theorem 2. For all q" 
q -2  q -1  
~~<V(q)~<~ and 2~<p(2)~<½. 
q -1  q 
In particular for all q, 0 < P(q) < 1. 
Proof. Since (1 - q-Y) < 1 for all j/> 2, P(q) <~ (1 - 1/q) = (q - 1)/q. We show 
P(q) ~> (q -  2 ) / (q -  1). To do this we prove by induction that P(n, q)i> 1 -  
Ej%l q-Y. If n = 1, P(1, q) = 1 - q-1. Suppose that 
then 
n- -1  
P(n - 1, q)I> 1 -  ~ q-Y, 
./=1 
V(n, q) -- P(n - 1, q)(X - q -~)  I> 1 - 5;  q-Y (1 - q -~)  
1=1 
n 2n--1 
=l -Eq  -y+ E 
Hence j -- i j = n + 1 
p (q)~>l_~q_Y=l  1 (~_1  ) q -2  -q --q i 
For a positive lower bound for q = 2, we note that 
P(q) t> (1 - q- i )  f l  (1 - q-2y)2 = (1 - q-1)[p(q2)]2, 
)=I 
n 
q-J > 1 - ~ q-i. 
j= l  
sp P(2) >I ½[P(4)] 2 >i ½(az) 2- 2 - -9 -  [ ]  
Table 1 
p(pt) forp  <30, f~<5 
p / f  1 2 3 4 5 
2 0.2887880950866 0.6885375371203 0.8594059944007 0.9335947073996 0.9677734673314 
3 0.5601260779279 0.8765603540360 .9615912906378 0.9875019054842 0.9958678385759 
5 0.7603327958712 0.9584001025638 0.9919360000328 0.9983974400000 .9996798976000 
7 0.8367954070890 .9791753471484 0.9970760482454 0.9995833334056 0.9999404974416 
11 0.9008327068097 0.9916672358831 0.9992481207252 0.9999316939894 0.9999937907482 
13 0.9171624725409 0.9940478274643 0.9995446266881 0.9999649859944 0.9999973067020 
17 0.9377169697091 0.9965278193513 0.9997964169465 0.9999880268199 0.9999992957032 
19 0.9445987429299 0.9972222435373 0.9998541848967 0.9999923265801 0.9999995961388 
23 0.9546315356236 0.9981060673740 .9999178037158 0.9999964265294 0.9999998446322 
0.9643282295492 0.9988095254927 0.9999589962277 0.9999985861328 0.9999999512460 
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In [3] it was claimed that P(p) = 0 for all primes p. 
In Table I values of P(q) for p < 30 f ~< 5 are listed. It was computed by means 
of a PASCAL program using extended type on a Macintosh Plus. The values are 
given rounded to 13 digits. This table is an extension of the table in [4]. 
As the variety of invertible matrices is a Zariski open set of the variety of all 
matrices, it is not surprising that one obtains 
Corollary 3. limq_,~ P(q) = 1. 
The function P(q) is closely related to Jacobi theta functions and has been 
studied previously. Thus Euler's Pentagonal Number Theorem [1, 17.2.2(15)] 
yields: 
P(q)= ~ (-1)nq ½nO-3"). 
lq ~- -OO 
A closed formula for P(q) can also be obtained in terms of theta functions. 
Let 6 = 6(0, 1/q), 62= 62(0, 1/q) and 63= 63(0, 1/q) [5, Section 21.11]. 
1 1 4 1 Theorem 4. P(q)=q~[~62636 ]~. 
ProoL By [2, Section 36(3)], P(q)6=4k½k'2g3q¼/•3 by [5, Section 21.8], 
g=l  2 2 2 k' 2 2 
62 /63  and = So ~nO3, k --" 6 /6  3. 
4~264n366 ! 
p(q)6= ~.3.tg4.~4--'-----'~ q' = ½626364q t" [] 
~L 03o30 
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