Abstract. Using spectral factorization techniques, a method is given by which rational matrix solutions to the Leech equation with rational matrix data can be computed explicitly. This method is based on an approach by J.A. Ball and T.T. Trent, and generalizes techniques from recent work of T.T. Trent for the case of polynomial matrix data.
Introduction
Consider H ∞ -matrix functions G ∈ H 
This in turn implies that the function X defined on D by (0.7)
is in H From the point of view of rational matrix functions the above construction has one disadvantage. In general, the Hilbert space H • appearing in (0.5) is infinite dimensional, and in that case it is hard to see when the solution X in (0.7) is rational. In fact, even if both G and K are rational matrix functions, T G T * G −T K T * K may very well be of infinite rank. More precisely, see Theorem 3.2 below, in the rational matrix case T G T * G − T K T * K has finite rank if and only if G(e it )G(e it ) * = K(e it )K(e it ) * for all 0 ≤ t ≤ 2π. Overcoming this difficulty is the main theme of the present paper.
In the context of the Toeplitz-corona problem, which can be reduced to the special case of (0.1) with q = m and K(z) = I m , z ∈ D, Trent [12] deduced a modification of the above procedure for the special case that G is a row vector (m = 1) polynomial, leading to a rational column vector solution of McMillan degree at most the highest degree of the polynomials occurring in G. Throughout this paper, the McMillan degree of a rational matrix function V will be denoted by δ(V ); see Section 1 for the precise definition of δ(V ). The procedure of [12] was recently extended in [13] to the general case of the Leech equation (0.1), with G and K rational matrix functions, by reducing it to the case where G and K have polynomial entries, and solving the latter problem via techniques similar to those in [12] .
In the present paper we also consider the Leech equation (0.1) with G and K rational matrix functions. However, instead of reducing to the case of polynomial data, we associate our problem with another Leech equation, with data functions G and K, i.e., with the same G. The advantage of our approach is that we keep better track of the McMillan degrees in our computations, leading to sharper bounds on the McMillan degrees of the solutions. The construction of K even works in the case where G and K are not rational, provided that the function R ∈ L ∞ m×m defined by
admits an outer spectral factor, that is, a function Φ ∈ H ∞ r×m , for some r ≤ m, with T R = T * Φ T Φ and ker T * Φ = {0}. Note that outer spectral factors are unique up to multiplication with a unitary constant matrix on the left, hence, with some abuse of terminology, we will refer to the outer spectral factor, provided it exist. If G and K are rational, then so is R, and this implies an outer spectral factor of R exists.
Our method requires the following procedure:
, and hence, by the BeurlingLax theorem, there exists an inner function Θ ∈ H ∞ r×k , for some k ≤ r, such that the range of T Θ is the orthogonal complement of
The claims in the above steps will be proved Section 2. The function F defined in
Step 3 can be taken as a particular choice for the function F appearing in the next theorem. This theorem provides the basis for our method and is the main result of the present paper; a proof will be given in Section 2.
K is positive and the function R defined in (0.8) admits an outer spectral factor. Then there exists a function F ∈ H ∞ m×k , for some k ≤ m, such that:
Note that (0.10) implies that X satisfies (0.1). Whether or not all solutions of (0.1) can be obtained via this procedure is still an open problem.
This procedure is specifically of interest in case G and K are rational matrix functions. In that case the upper bound in (ii) is finite, and serves as an upper bound on the least possible McMillan degree of solutions X to (0.10), hence the same upper bound applies to X. The following theorem provides some additional results for the case of rational data functions; a proof will be given in Section 3. 
and Θ is two-sided inner, i.e., k = r and Θ(e it ) * Θ(e it ) = I r = Θ(e it )Θ(e it ) * for each t ∈ [0, 2π]. Finally, we have
Thus, in case G and K are rational matrix functions, the problem reduces to computing a Kolmogorov decomposition of the right hand side of (0.12). Note that there are effective ways to computing Kolmogorov decompositions, cf., [6] . Moreover, the functions R, Φ, Θ and F can be computed explicitly using state space techniques from mathematical systems theory (cf., [4, 8] ), starting from a state space representation of the function [ G K ]. This will be the topic of a forthcoming paper of the present author together with A.E. Frazho and M.A. Kaashoek.
The paper consists of 4 sections, not counting the present introduction. Section 1 contains some of the notations and terminology as well as some operator theory preliminaries used in the sequel. The main result, Theorem 0.1, is proved in Section 2. In Section 3 the focus lays on the case that G and K are rational matrix functions; a proof of Theorem 0.2 will be given as well as a criterion for the case that T G T * G −T K T * K has finite rank. The final section contains some general operator theoretical results, and their proofs, that are used in the preceding sections.
Preliminaries
In this section we introduce notations and terminology used throughout the paper and we present some operator theory preliminaries.
With operator we mean a continuous linear map acting between two Hilbert spaces. In particular, all operators in this paper are by definition bounded. Invertibility of an operator means the operator has a bounded inverse. Let H be a Hilbert space. A subspace of H is a closed linear manifold within H. The identity operator on H will denoted by I H and the k × k identity matrix by I k . Often these subscripts H and k will be omitted. We say that an operator T on H is positive whenever the inner product T u, u ≥ 0 for each u ∈ H, and T is said to be positive definite whenever T is both positive and invertible. The notations T ≥ 0 and T > 0 will be used to indicate the positivity, respectively positive definiteness, of T . In case T 1 and T 2 are selfadjoint operators on H, we will write
The symbol H With a function Z ∈ L ∞ m×p we associate the functions
For V ∈ H ∞ m×p , the functions V * and V t can be uniquely extended to bounded analytic functions on the open exterior disc C\D, infinity included, via the formulas
we denote the Hilbert spaces consisting of bilateral, respectively unilateral, square summable sequences with values in
, and E k denotes the canonical embedding of 
We shall refer to H Z,+ and H Z,− as the analytic, respectively anti-analytic, Hankel operator associated with Z. Note that T Z * = T * Z and H * Z,+ = H Z * ,− . For V ∈ H ∞ m×p we have H V,− = 0, and we will simply write H V for H V,+ . Now consider U ∈ H ∞ n×p , V ∈ H ∞ m×p and W ∈ H ∞ m×q . Then the following useful identities apply (cf., [5, Proposition 2.14]):
The sets of rational matrix L 
Hence the same is true for the non-tangential limits of (1 − |z| 2 )L(z, z) to the unit circle, which exist for almost all points on the unit circle, where the values coincide with the values of R.
Since the function R is positive on T, it follows that T R is a positive operator on ℓ 2 + (C m ). Under some additional constraints on T R , the positivity of T R implies that R admits an outer spectral factor (see [9, Proposition V.4.2] ), that is, there exists a function Φ ∈ H ∞ r×m , for some integer r ≤ m, such that (2.1) R = Φ * Φ, i.e., T R = T * Φ T Φ , and Ker T * Φ = {0}. The latter condition says that T Φ has dense range, i.e., Φ is outer. The function Φ is unique up to a unitary constant matrix on the left, that is, if Ψ is another outer function satisfying R = Ψ * Ψ, then Φ and Ψ are matrix functions of the same size, and Φ(·) = U Ψ(·) where U is a constant unitary matrix. With some abuse of terminology, we shall refer to Φ as the outer spectral factor of R. See [9, 11] for further details.
We start with a few preliminary results.
Lemma 2.1. Let Φ be the r × m outer spectral factor of the function R given by 
Next we prove (2.3). Inspecting the first columns in H Φ and T Φ yields H Φ E m = S * r T Φ E m . Hence the identity in (2.3) holds. Take u ∈ C m , and put 
This shows that the range of each column of H Φ is in M Φ , and thus the range of
By the Beurling-Lax-Halmos theorem, the fact that the space M Φ is invariant under the backward shift implies M Φ = Ker T * 
With (2.4) and I
Here we used that T * Φ T Θ = T Φ * T Θ = T F . This proves the identity in (i). To show T *
K is positive and to prove the rank constraint on this operator, we apply Lemma 4.1 with the following choices of spaces and operators:
3. The case where G and K are rational matrix functions.
The aim of this section is to prove Theorem 0.2. In addition we will derive a criterion for the case that rank (T G T *
In the previous section we observed that T R ≥ 0, where R ∈ L ∞ m×m is given by (0.8). Since G and K are rational, so is R, and this, together with T R ≥ 0, implies R admits an outer spectral factor Φ ∈ RH ∞ r×m , sor some r ≤ m, see [11, Section 6.6] . Also note that δ(G) = rank H G < ∞ and δ(K) = rank H K < ∞ imply that the subspace N Φ of Lemma 2.1 is finite dimensional, and hence the subspace M Φ in (2.2) is finite dimensional, since ker T * Φ = {0}. Then Theorem 4.3.2 in [8] yields that the inner function Θ associated with M Φ is a two-sided inner rational matrix function, that is, Θ ∈ RH ∞ r×r and ΘΘ * = Θ * Θ is identically equal to I r . The next proposition provides the relations between the McMillan degrees given in Theorem 0.2.
2). Then the functions R, Φ, Θ and F defined in Section 2 are all rational matrix functions and the following bounds on their McMillan degrees apply:
(3.1) 1 2 δ(R) = δ(Φ) ≤ δ(F ) = δ(Θ) = dim M Φ .
Moreover, we have
Moreover, we have H R,+ = H Φ * Φ,+ = T * Φ H Φ , by the third identity in (1.2) applied to V * W = Φ * Φ. Since Φ is outer, Ker T * Φ = {0}, and therefore rank H R,+ = rank H Φ = δ(Φ). By T R ≥ 0, we have H R,− = H * R,+ . In particular, rank H R,− = rank H * R,+ = rank H R,+ , and thus δ(R) = 2rank H R,+ = 2δ(Φ). The fact that Θ is inner with M Φ = Ker T * Θ implies T Θ T * Θ = I − P MΦ . Since Θ is two-sided inner, we have ΘΘ * = Θ * Θ = I r , hence T ΘΘ * = I. Now apply the second identity of (1.2). This yields
Hence, by the third identity of (1.2), we obtain that 
We will next focus on the case of the Leech equation where the rank constraint (3.2) holds. The following theorem provides necessary and sufficient conditions for (3.2) to hold.
Then the following statements are equivalent:
Moreover, in this case
(3.3) T G T * G − T K T * K = H K H * K − H G H * G and (3.4) δ(G) ≤ δ(K), δ(K) − δ(G) ≤ rank (T G T * G − T K T * K ) ≤ δ(K).
Here δ(G) and δ(K) denote the McMillan degrees of G and K, respectively.
Proof. Note that (iii) is equivalent to R(e it ) = 0 for each t ∈ [0, 2π], hence to
The fact that G and K are rational matrix H ∞ -functions implies that H G and H K have finite rank, and thus rank (H G H *
From formula (2.4) it then follows that (i) holds if and only if rank T R < ∞. However, R is a rational matrix function with no poles of the circle, and thus continuous on the circle. This implies that rank T R < ∞ holds if and only if R(e it ) = 0 for all t ∈ [0, 2π], and thus
The combination of T R = 0 and formula (2.4) gives (3.3).
Note that for any positive Hilbert space operators Z and Y on V, the inequality Z ≥ Y implies rank Z ≥ rank Y . Indeed, by Douglas' Factorization Lemma there exists a contraction Q on V such that Y 
Recall that F is defined as F = Φ * Θ. Hence F * = Θ * Φ. Since Θ is two-sided inner, ΘΘ * is identically equal to I r . Hence Φ = ΘF * . It is well known that T R > 0 holds if and only if its outer spectral factor is invertible outer, c.f., [8 
Proof of Theorem 0.2. We observed at the beginning of the present section that R admits an outer spectral factor and that Θ is two-sided inner. The relations between the McMillan degrees of R, Φ, Θ and F in (0.11) follow from Proposition 3.1. The identity (0.12) follows by replacing
F . In case (3.2) holds, the following proposition shows how the partial isometry M • in (0.6) can be computed. 
Since ν < ∞, we can apply a linear transformation identifying H • with C ν , and since H • comes from the factorization of T G T * G − T K T * K , we can just as well apply this transformation and take H 0 to be C ν . The bound on ν is a direct consequence of (3.4).
The formula for M • follows by applying Lemma 4.2 with the given choice of V and W . Note that the identity (4.5) follows from (0.4). The square summability of the Taylor coefficients of V and W follows from the boundedness of T G E p , T K E q and Λ • (as defined in the introduction), as operators mapping into ℓ 
Hence we have an improvement of l.
Example 3.8. Let G and K are matrix polynomials whose values are matrices of size m × p, respectively m × q, say with degrees d 1 , respectively d 2 . Assume that the last coefficients of G and K, i.e, corresponding to z d1 and z d2 , have full rank and that p, q ≥ m. This implies that the last coefficients of G and K admit a right inverse. Note that H G and H K only have entries on the first d 1 , respectively d 2 , anti-diagonals, starting in the left upper corner. Since the last coefficients of G and K admit a left inverse, it follows that δ(G) = rank
Applying Theorem 0.1, and following the subsequent procedure we obtain that there exists a rational matrix solution X to (0.1). The McMillan degree of X is bounded by
. However, in this case the rank constraint in item (ii) of Theorem 0.1 gives a much sharper bound, namely dim(Im H G + Im H K ) ≤ m max{d 1 , d 2 }, due to the specific structure of H G and H K . Note that this bound is in line with [13] (where the factor m does not appear, but should be there).
Appendix
In this appendix we prove two results of a general operator theoretical nature that are used in the paper. 
Proof. Using the decompositions V = V 1 ⊕ V 2 and W = W 1 ⊕ W 2 we represent X and Y as 2 × 2 operator matrices, as follows:
Note that the zeros in the operator matrix for X follow from the fact that X is selfadjoint and XV ⊂ V 
Now assume that the inequality in the right hand side of (4.1) holds. This implies that the operator matrix in the right hand side of (4.4) is positive. But then the same holds true for the operator defined by the second operator matrix in the right hand side of (4.3). The equality (4.3) then shows that Y Y * − X is a positive operator, and the implication ⇐= in (4.1) is proved.
To prove the reverse implication assume that Y Y * − X is a positive operator. Since Y 3 is one-to-one, the operator U from V 1 ⊕ V 2 to V 1 ⊕ W 2 defined by the third operator matrix in the right hand side of (4.3) has a dense range. Using (4.4) and the positivity of Y Y * − X, we see that
But the range of U is dense. Hence, by continuity, we get Proof. The assumption yields we can define operators Ω 1 and Ω 2 by
For each z ∈ D we write F z for the point evaluation operator
Note that V (z) = F p,z Ω 1 and W (z) = F p,z Ω 2 , z ∈ D. Hence 
