Abstract. For the power series distribution, generated by an entire function of finite order, we obtain the asymptotic behavior of its regularly varying moments. Namely, we prove that EwX α (X) ∼ (EwX) α (EwX), α > 0 (w → ∞), where (·) is an arbitrary slowly varying function.
Definition 1. Let f (w) = a n w n , f ∈ A ρ . A power series distribution with parameter w > 0, generated by f , is defined by (cf. [2] ) P (X = n) := a n w n /f (w), n = 0, 1, 2, · · · Our aim is to obtain the asymptotic behavior of the k-th moment E w X k when w → ∞, where E w X k := n k P (X = n) = n k a n w n /f (w), k = 1, 2, · · · Note that the expectation E w X is equal to
(1) E w X := na n w n /f (w) = wf (w)/f (w).
For any k, consider the sequence of functions f k (w) defined recursively by
We shall derive the asymptotic behavior of E w X k for large w by applying our following recent result:
independently of the order ρ.
Further generalization leads to the concept of regularly varying moments
where α is a positive real number and (·) is a slowly varying function. . The main tool for asymptotic estimation of regularly varying moments is the following theorem on matrix transforms with slowly varying sequences (cf. [4] ).
Theorem 2. For a given complex-valued matrix
Suppose that for some positive constants a, A, t n (ρ) exists for −a ρ 1 and, for sufficiently large n,
Then the asymptotic relation
holds for all slowly varying sequences { (k)} ∞ k=1 . 0.3. Here we quote some well-known assertions we shall need in the sequel.
t , t > 1, and vice versa for 0 < t < 1.
Lemma 4. Lyapunov moments inequality asserts that, for r > s > t > 0, (EX
1. Results
1.1.
The above Theorem 2 has many applications in real or complex analysis (cf. [4] ). We shall apply it here to derive the following theorem on regularly varying moments for discrete laws.
Also, 
Proof. Indeed, applying Lyapunov moments inequality (Lemma 4) with r = B + 1, s = β + 1, t = B, we get
Also, by (4),
Therefore, the conditions of Theorem 2 are satisfied and we get
it follows by the uniform convergence theorem for slowly varying functions (cf. [1,
1.2.
We turn back now to the asymptotic evaluation of regularly varying moments for power series distributions. Using Theorem 3 above, it will be shown that this evaluation is equivalent to the following theorem on moments of power series distributions.
For the generating entire function f (w) = a k w k ∈ A ρ , recall (1) and (2):
The proof of Theorem 4 requires some preliminary lemmas.
Lemma 6. The expectation E w X is a monotone increasing and unbounded function in w.
Proof. Since
we conclude that E w X is a monotone increasing function in w. If it is bounded, then there exists a d > 0 such that E w X < d for each w > 0. By (1) we get f (w)/f (w) < d/w, and integrating we find f (w) = O(w d ). Hence in this case f is a polynomial, which contradicts our assumption that f is a transcendental entire function.
the result follows by Lemma 2.
Therefore,
A simple consequence of the previous lemma is the following:
Proof. Indeed,
For the rest of the proof of Theorem 4 we apply Lemma 4. Let m > α > m − 1, m ∈ N . Then Lyapunov's inequality and Lemma 9 give
and this concludes the proof of Theorem 4.
1.3.
Combining the last two theorems, we finally obtain a theorem on regularly varying moments for power series distributions. As an example we take the well-known Poisson distribution. Applying Theorem 5, we obtain 
