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DYNAMICAL DIOPHANTINE APPROXIMATION
AI-HUA FAN, JO¨RG SCHMELING, AND SERGE TROUBETZKOY
Abstract. Let µ be a Gibbs measure of the doubling map T of the
circle. For a µ-generic point x and a given sequence {rn} ⊂ R+, con-
sider the intervals (T nx − rn (mod 1), T nx + rn (mod 1)). In analogy
to the classical Dvoretzky covering of the circle we study the covering
properties of this sequence of intervals. This study is closely related to
the local entropy function of the Gibbs measure and to hitting times
for moving targets. A mass transference principle is obtained for Gibbs
measures which are multifractal. Such a principle was shown by Beres-
nevich and Velani [BV] only for monofractal measures. In the symbolic
language we completely describe the combinatorial structure of a typical
relatively short sequence, in particular we can describe the occurrence
of ”atypical” relatively long words. Our results have a direct and deep
number-theoretical interpretation via inhomogeneous diadic diophantine
approximation by numbers belonging to a given (diadic) diophantine
class.
1. Introduction
Let (X, d) be a complete metric space. Given a sequence {xn}n≥1 of
points in X and a sequence {rn}n≥1 of positive numbers we define
I({xn}, {rn}) : = lim
n→∞
B(xn, rn),
F ({xn}, {rn}) : = X \ I({xn}, {rn})
where B(xn, rn) denotes the ball of center xn with radius rn. By dio-
phantine approximation we mean the study of the sets I({xn}, {rn}) and
F ({xn}, {rn}).
Classic diophantine approximation is a special case. Let X = S1 = R/Z
be the unit circle equipped with the metric
‖x− y‖ = inf
k∈Z
|(x− y)− k|.
Let {xn} = {nα (mod 1)} be the orbit of the irrational rotation determined
by an irrational number α. Then 0 ∈ I({nα}, {rn}) means ‖αn‖ < rn
holds for an infinite number of n’s. This is nothing but the homogeneous
diophantine approximation of α. More generally y ∈ I({nα}, {rn}) means
‖αn − y‖ < rn holds for an infinite number of n’s. This is what is called
inhomogeneous diophantine approximation. In [FS], based on the results
in [ST], both I({nα}, {rn}) and F ({nα}, {rn}) have been analyzed for an
irrational number α when rn = n
−κ. The case for general sequence {rn}
has been studied in [FW2].
1
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Another special case is the dynamical Borel-Cantelli lemma or shrinking
target problem. Consider a measure preserving map T . A shrinking target
is a sequence of balls with decreasing radius and with centers fixed or moving
(more generally, other forms than balls are also allowed). The question is
to study the set of orbits T nx (or equivalently of the initial points) which
hit the target or equivalently which are well approximated by the target,
see for example [HV] and the references therein.
There is another well studied case. Consider an i.i.d. sequence {xn} ⊂ S
1
uniformly distributed on the unit circle S1 with respect to Lebesgue mea-
sure, a decreasing sequence of positive numbers {ℓn} ⊂ R
+ and the associ-
ated random intervals (xn−ℓn/2 (mod 1), xn+ℓn/2 (mod 1)) (i.e. rn = ℓn/2
in the above terminology). Since {xn} are independent and uniformly dis-
tributed, the Borel–Cantelli Lemma assures that almost surely (a.s. for
short) we have I({xn}, {rn}) = S
1 except for a set of null Lebesgue mea-
sure, i.e. Lebesgue a.e. point in S1 is covered infinitely often by the intervals
with probability one if and only if
∑∞
n=1 ℓn = ∞. Moreover
∑∞
n=1 ℓn < ∞
implies that Lebesgue a.e. point in S1 is covered finitely often with proba-
bility one. In 1956, Dvoretzky observed the possibility that all points in S1
are covered infinitely often with probability one for some slowly decreasing
sequence {ℓn} [D]. In 1972, Shepp obtained a necessary and sufficient con-
dition for all points in S1 to be covered infinitely often with probability one
[Sch]:
∞∑
n=1
1
n2
exp(ℓ1 + · · ·+ ℓn) =∞.
This condition is satisfied for example by ℓn =
1
n
. Important contributions
were made by J.P. Kahane, P. Billard, P. Erdo´s, S. Orey, B. Mandelbrot et
al. See Kahane’s book [K] for a full history and a complete reference up to
1985 and see [BF, F1, F2, FK, FW1, JS] for more recent developments.
In the present work, we consider the dynamics defined by the angle dou-
bling map on the circle. We shall consider a generic orbit {xn} = {T
nx}
of this map relative to a Gibbs measure. Recall that the doubling map
T : S1 → S1 is defined by
Ts = 2s (mod 1).
We are interested in the quantity
‖T nx− y‖ = ‖2nx− y‖ < rn.
This is diadic diophantine approximation, homogeneous in the case y =
0 and inhomogeneous in the case y 6= 0. The sets I({xn}, {rn}) and
F ({xn}, {rn}) are respectively the sets of y which are well aproximable
or badly approximable with speed rn. In other words I is the set of points
obeying a diophantine equation with speed rn. Our theorems are similar
to Jarnik type results in number theory. For κ > 0 consider the special
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sequence rn =
1
nκ
. Write
Jκn(s) = (T
ns− rn (mod 1), T
ns+ rn (mod 1)).
For s ∈ S1 let
Iκ(s) :=
∞⋂
N=1
∞⋃
n=N
Jκn(s) =
{
t ∈ S1 :
∞∑
n=0
1Jκn(s)(t) =∞
}
,
F κ(s) :=
∞⋃
N=1
∞⋂
n=N
Jκn(s)
c =
{
t ∈ S1 :
∞∑
n=0
1Jκn(s)(t) <∞
}
.
The following decomposition is obvious:
S
1 = F κ(s) ∪ Iκ(s), F κ(s) ∩ Iκ(s) = ∅.
It is easy to see by definition that if the orbit of s is dense, then Iκ(s)
is a residual set, in particular, Iκ(s) 6= ∅. It is the case for a typical
point s relative to an ergodic measure with full support. However, as we
will see, it is possible for F κ(s) = ∅ for typical points. Let νφ, νψ be two T -
invariant probability Gibbs measures on S1 associated to normalized Ho¨lder
potentials φ and ψ (i.e. the pressures of φ and ψ are equal to zero). The
measure νφ will be used to describe the randomness and the measure νψ to
describe sizes of sets.
Let
κφ,ψ,S1 : = sup {κ : νψ(I
κ(s)) = 1 for νφ − a.e. s} ,
κFφ,S1 : = sup {κ : F
κ(s) = ∅ for νφ − a.e. s} .
We are interested in the following questions:
(Q1) How to determine the critical value κφ,ψ? More precisely when is
Iκ(s) of full νψ-measure for νφ-almost every s?
(Q2) How to determine the critical value κFφ,S1? More precisely when is
Iκ(s) equal to S1 for νφ-almost every s ?
(Q3) What are the Hausdorff dimensions dimH(F
κ(s)), dimH(I
κ(s))
for νφ-almost every s ?
Our answers to these questions are stated in the following theorems. Let
e− = inf
ν:invariant
∫
(−φ)dν,
emax =
∫
(−φ)dLeb,
e+ = sup
ν:invariant
∫
(−φ)dν
where e− and e+ are respectively the minimal and maximal local entropy
of νφ. Let E(t) be the entropy spectrum of νφ, which is defined by
E(t) = dimH
{
y : lim
r→o
log νφ((y − r, y + r))
log r
= t
}
.
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It is well known that E(t) is continuous on [e−, e+], strictly concave and
real analytic in (e−, e+) (see [P]).
Theorem 1.1. The critical value κφ,ψ,S1 satisfies
κφ,ψ,S1 =
1∫
(−φ)dνψ
.
Notice that the integral
∫
(−φ)dνψ is nothing but the conditional entropy
of νφ relative to νψ. The theorem says that for νφ-a.e s the set I
κ(s) supports
the Gibbs measure νψ if κ is small enough so that
∫
(−φ)dνψ <
1
κ
. Also
notice that for fixed s, the question whether νψ(I
κ(s)) = 1 is the shrinking
target problem or dynamical Borel-Cantelli lemma (see [HV]).
Theorem 1.2. The critical value κFφ,S1 satisfies
κFφ,S1 =
1
e+
.
The theorem says that if κ is so small that e+ < 1
κ
, then Iκ(s) = S1
or equivalently F κ(s) = ∅ for νφ-a.e. s. This is the counterpart of the
Kahane-Billard-Shepp condition for the random Dvoretzky covering.
Theorem 1.3. For νφ-a.e. s we have
dimH F
κ(s) =
{
1 if 1
κ
≤ emax
E( 1
κ
) if 1
κ
> emax
.
Theorem 1.4. For νφ-a.e. s we have
dimH I
κ(s) =

1
κ
if 1
κ
≤ hνφ
E( 1
κ
) if hνφ <
1
κ
< emax
1 if 1
κ
≥ emax
.
We will transfer the problem to a similar one in a symbolic framework.
As we shall see, our problem is closely related to hitting times and the later
is related to local entropy.
The structure of the article is as follows. We start in section 2 with
background on ergodic theory, symbolic dynamics, decay of correlations,
and multi-fractal analysis. In this section we prove a “multi-relation” and a
variational principal which are essential in the proofs of the main results. In
section 3 we transfer the covering problem to the symbolic setting and relate
then covering properties to hitting time asymptotic. In section 4 we prove a
first simple relation between hitting times and local entropy. This yields the
proof of the Ornstein-Weiss return time theorem in the special case of Gibbs
measures and also allows us the determine the critical exponent κφ,ψ. For
the other exponents more sophisticated estimates are needed. Sections 5
and 6 contain the core estimates on the probabilities of hitting time events.
The fundamental tools relating hitting times to the entropy spectrum are
developed. In section 7 we study the structure of a short typical sequence.
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In particular we make a substantial improvement in the mass transference
principle [BV] to multi-fractal Gibbs states. Section 8 contains the results
in the symbolic framework for the full shift while section 9 generalizes these
results to subshifts of finite type. Finally in section 10 we prove the main
theorems by transferring them from the shift space.
2. Background
Convention. All logarithms and exponential functions in this article are
taken to base 2. With this convention the notions of entropy and dimension
coincide in our setup.
Ergodic theory. We need various standard definitions from ergodic theory:
the metric entropy of an invariant measure ν denoted by hν , the notion of
the Gibbs measure µφ with respect to a potential φ and the topological
entropy for non compact sets E denoted by htop(E). The definitions of all
these notions can be found in [P].
Symbolic dynamics. We use various standard notions from symbolic dy-
namics. Let (Σ+2 , σ) denote the one sided full shift on two symbols 0, 1. For
y = (yi)i≥0 ∈ Σ
+
2 we denote a cylinder set by
Cn(y) := [y0, y1, · · · , yn−1].
We will denote the length of the cylinder by |Cn(y)| = n. We will denote
by
π(y) =
∞∑
i=0
yi
2i+1
the natural projection from Σ+2 to S
1. We consider the 1
2
-metric on Σ+2 , i.e.
for x, y ∈ Σ+2 let d(x, y) =
1
2n
where n is the least integer such that xn 6= yn.
The pull back of the circle metric ρ(x, y) :=
∑∞
i=0
|xi−yi|
2i+1
is almost equiv-
alent in the sense that for x ∈ Σ+2 the ratio diamρ(Cn(x))/ diamd(Cn(x))
is bounded from below and above uniformly in n and x. Thus Hausdorff
dimensions do not change under the projection, for details see [S1]. We de-
note by µmax the measure of maximal entropy for the shift. The projection
of µmax is the Lebesgue measure on the circle.
2.1. Fast decay of correlation.
One of the key tools in our study is fast decay of correlations. This is
related to Ruelle’s theorem on transfer operators. Recall that for a α-Ho¨lder
potential φ : Σ+2 → R, i.e.
[φ]α := sup
x,y
|φ(x)− φ(y)|/d(x, y)α <∞,
the transfer operator associated to φ is defined as follows
Lφf(x) =
∑
σy=x
eφ(y)f(y).
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This operator acts on the space of continuous functions C(Σ+2 ) equipped
with the supremum norm ‖f‖∞ and on the space of α-Ho¨lder continuous
functions Hα(Σ2) equipped with the Ho¨lder norm
‖|f‖| := ‖f‖∞ + [f ]α.
The well known Ruelle theorem asserts that [Ru]
(i) The spectral radius λ > 0 of Lφ : Hα → Hα is an eigenvalue with an
strictly positive eigenfunction h and there is a probability eigenmeasure ν
for the adjoint operator L∗φ, i.e. L
∗
φν = λν.
(ii) Choose h such that 〈h, ν〉 :=
∫
hdν = 1. There exist constants c > 0
and 0 < β < 1 such that for any f ∈ Hα we have
(2·1) ‖λ−nLnφf − 〈f, ν〉h‖ ≤ cβ
n‖|f‖|.
Let P (φ) = log λ and call it the pressure of φ. The measure µ := hν,
denoted by µφ, is the so-called Gibbs measure associated to φ. Assume that
φ is normalized, that is to say λ = 1. The Gibbs measure µ has the Gibbs
property: there exists a constant γ > 1 such that
(2·2)
1
γ
eSnφ(x) ≤ µ(Cn[x]) ≤ γe
Snφ(x)
holds for all x ∈ Σ2 and all n ≥ 1 where
Snf(y) :=
n−1∑
j=0
f(σjy).
The Gibbs property (2·2) implies the following quasi-Bernoulli property
of µφ: for any two cylinders A and B we have
(2·3)
1
γ3
µφ(A)µφ(B) ≤ µφ(A ∩ σ
−|A|B) ≤ γ3µφ(A)µφ(B).
For the first inequality take a point x ∈ A ∩ σ−|A|B. By using three times
the Gibbs property we get
µφ(A ∩ σ
−|A|B) ≥
1
γ
2S|A|φ(x)+S|B|(σ
|A|x) ≥
1
γ3
µφ(A)µφ(B).
This quasi-Bernoulli property can be generalized in the following way.
Theorem 2.1 (Multi-relation). Let µ = µφ be the Gibbs measure associated
to a Ho¨lder potential function φ. Let ω > 1 be a sufficiently large number.
For any cylinder D0 and any finite number of cylinders D1, . . . , Dk of length
n we have
(2·4) γ−3 (1− cβn))k ≤
µ
(
D0 ∩
⋂k
j=1 σ
−[n0+j(n+d)]Dj
)
∏k
j=0 µ(Dj)
≤ γ3 (1 + cβn))k
where n0 ≥ |D0| and d = d(n) : ⌊ωn⌋ (⌊a⌋ denoting the integral part of a
real number a).
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Proof. First remark that
D0 ∩
k⋂
j=1
σ−[n0+j(n+d)]Dj = D0 ∩ σ
−|D0|B
where
B =
k⋂
j=1
σ−[n0−|D0|+j(n+d)]Dj
is a finite union of disjoint cylinders, which we denote by Bi’s. Applying
the quasi-Bernoulli property (2·3) to A = D0 and B = Bi we get
1
γ3
µφ(D0)µφ(Bi) ≤ µφ(D0 ∩ σ
−|D0|Bi) ≤ γ
3µφ(D0)µφ(Bi).
Sum over all Bi’s and we get
(2·5)
1
γ3
µφ(D0)µφ(B) ≤ µφ(D0 ∩ σ
−|D0|B) ≤ γ3µφ(D0)µφ(B).
Notice that the invariance of µφ implies
µφ(B) = µφ
(
k⋂
j=1
σ−[(j−1)(n+d)]Dj
)
.
Combining this with the equation (2·5), it suffices to prove
(2·6) (1− cβn))k ≤
µ
(⋂k
j=1 σ
−[(j−1)(n+d)]Dj
)
∏k
j=1 µ(Dj)
≤ (1 + cβn))k .
Actually we can prove a little more. For simplicity, we will use Ef to
denote the integral
∫
fdµ and write ‖f‖1 = ‖f‖L1(µ). From the inequality
|E(f ◦ σn · g)| = |E(f · Lng)| ≤ ‖Lng‖∞‖f‖1
(applied to g − Eg and f) and Ruelle’s theorem, we deduce that for non-
negative Ho¨lder functions g and f we have(
1− c
βn‖|g − Eg‖|
Eg
)
≤
E(f ◦ σn · g)
EfEg
≤
(
1 + c
βn‖|g − Eg‖|
Eg
)
.
Inductively, for a finite number of functions g1, · · · , gk ∈ Hα and for integers
0 = n1 < n2 < · · · < nk we have
k−1∏
j=1
(
1− c
βnj+1−nj‖|gj − Egj‖|
Egj
)
≤
E
∏k
j=1 gj ◦ σ
nj∏k
j=1 Egj
≤
k−1∏
j=1
(
1 + c
βnj+1−nj‖|gj − Egj‖|
Egj
)
.
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To get (2·6), we apply these inequalities to characteristic functions of cylin-
ders gj = 1Dj . In fact, since all cylinders Dj have the same length n, we
have
‖|gj‖| = 1 + 2
αn,
1
Egj
=
1
µ(Dj)
≤ γ2nmaxx(−φ(x))
(the inequality is a consequence of the Gibbs property). Take d := ⌊ωn⌋
with a sufficiently large ω so that βω2α+max(−φ) < 1. Take nj such that
n1 = 0 and nj+1 − nj = n+ d for j ≥ 2 and the equation (2·6) follows. 
We will refer to this inequality as the multi-relation property of the Gibbs
measure µφ.
2.2. Multi-fractal analysis.
Furthermore we will use various notions from multi-fractal analysis which
can also be found in the reference [P]. The notion of Hausdorff dimension
of a set will be denoted by dimH . For a point y ∈ Σ
+
2 and an invariant
measure ν we denote the lower local entropy of ν at y by
(2·7) hν(y) := lim
n→∞
−
1
n
log ν(Cn(y)).
We define the local entropy hν(y) if the limit exists. For a function f :
Σ+2 → R we denote the ergodic sum by
Smf(y) :=
m−1∑
j=0
f(σjy).
We denote a Gibbs measure with respect to a Ho¨lder potential φ by µφ.
Without loss of generality we may assume that the potential is normalized
so that its pressure P (φ) = 0. Then
(2·8) hµφ(y) = − lim
n→∞
1
n
Snφ(y)
and hµφ(y) satisfies a similar relation when the limit exists. If ν is an ergodic
invariant measure then for ν a.e. y
hµφ(y) = −
∫
Σ+2
φ dν.
Furthermore if ν is another Gibbs measure µψ then for µψ a.e. y
(2·9) hµφ(y) = −P
′(ψ + tφ)|t=0.
Multi-fractal analysis deals with the study of the entropy spectrum
E(t) := E−φ(t) := htop
{
y : hµφ(y) = t
}
.
The following conditional variational is well known ([BSS, FF, FFW]).
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Theorem 2.2 (Variational principle I). Let φ be a Ho¨lder function. For
any t ∈ R, we have
(2·10) E(t) = sup
ν: invariant
{
h(ν) :
∫
(−φ)dν = t
}
.
We also have
(2·11) E(t(q)) = P (qφ)− qP ′(qφ) = hµ−P (qφ)+qφ
where t(q) = −P ′(qφ). The range of the function t(q) is an interval [e−, e+],
possibly degenerate to a singleton.
Let us state some more useful facts concerning the variational principle.
The function t(q) is invertible on the interval [e−, e+]. If t is not in this
interval, then there is no point y ∈ Σ+2 with local entropy equal to t. The
entropy E(t) attains its maximum at the value
emax = t(0) =
∫
Σ+2
(−φ)dµmax.
We have t(q) ≤ emax if and only if q ≥ 0. Furthermore
e+ = max
µ:invariant
∫
(−φ) dµ, e− = min
µ:invariant
∫
(−φ) dµ.
The entropy spectrum is concave and real analytic in the interval (e−, e+).
Its graph lies below the diagonal. Moreover the interval [e−, e+] is degener-
ate if and only if φ is cohomologous to the constant −htop, i.e. the measure
µφ is the measure of maximal entropy. In the degenerate case we have
e− = e+ = htop and E(htop) = htop. For typical potentials in the sense of
Baire, E(e−) = E(e+) = 0.
We will need the following variational principle.
Theorem 2.3 (Variational principle II). Let φ be a Ho¨lder function. For
any t ∈ R, we have
htop
{
hµφ(y) < t
}
= htop
{
hµφ(y) < t
}
= sup
s<t
E(s),
htop
{
hµφ(y) ≥ t
}
= htop
{
hµφ(y) ≥ t
}
= sup
s≥t
E(s).
Proof. Let us start with the proof of the first fact. From the trivial fact{
hµφ(y) < t
}
⊃
{
hµφ(y) < t
}
⊃
⋃
s<t
{hµφ(y) = s},
we get immediately the following inequalities
htop
{
hµφ(y) < t
}
≥ htop
{
hµφ(y) < t
}
≥ sup
s<t
E(s).
Since supt<emax E(t) = 1 the converse inequalities are trivial in the case
t ≥ emax. It remains to consider the case t < emax. Notice that we have
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E(t)
htop
e − te+e max
E(t)
htop
e − te+e max
E(t)
htop
temax e+−e = =
.
Figure 1. The entropy spectrum for typical, nontypical and
degenerate potentials.
E(t) = sups<tE(s). Also notice that there exists a positive number q(t) > 0
such that
min
q≥0
(P (qφ) + qt) = P (q(t)φ) + q(t)t = E(t).
Now let y be any point such that hµφ(y) < t. For q = q(t) > 0 we can apply
Equation (2·8) to yield
hµ−P (qφ)+qφ(y) = lim
n→∞
−
1
n
Sn
(
− P (qφ) + qφ
)
(y)
= P (qφ) + q
(
lim
n→∞
−
1
n
Snφ(y)
)
≤ P (qφ) + qt = E(t).
Thus applying the mass distribution principle (see Theorem 7.2 of [P]) yields
htop
{
hµφ(y) < t
}
≤ E(t), which completes the proof of the first line.
The second fact may be similarly proved. We just point out the following
differences that{
hµφ(y) ≥ t
}
⊃
{
hµφ(y) ≥ t
}
⊃
⋃
s≥t
{hµφ(y) = s},
and that for t > emax there exists a negative number q(t) < 0 such that
E(t) = P (q(t)φ) + q(t)t. 
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3. Covering questions are described by hitting times
It is well known that the doubling map is semi-conjugate to the shift map
on Σ+2 . As we shall see, the initial covering questions can be translated into
similar questions concerning the shift map and these question are described
by the hitting time that we are going to define. We will also see that hitting
times are related to local entropy.
For x ∈ Σ+2 and C a cylinder let
τ(x, C) := inf{l ≥ 1 : σlx ∈ C}
be the first hitting time of C by x. For x, y ∈ Σ+2 let
τn(x, y) := τ(x, Cn(y))
(3·1) α(x, y) := lim
n→∞
1
n
log τn(x, y).
Let
F
κ(x) := {y ∈ Σ+2 : y 6∈ ∩
∞
N=1 ∪n≥N C⌊κ logn⌋(σ
nx)},
Iκ(x) := {y ∈ Σ+2 : y ∈ ∩
∞
N=1 ∪n≥N C⌊κ logn⌋(σ
nx)}.
We have the following trivial decomposition
Σ+2 = F
κ(x) ∪ Iκ(x), Fκ(x) ∩ Iκ(x) = ∅.
Suppose that µφ, µψ are σ-invariant probability Gibbs measures on Σ
+
2 .
Let
κφ,ψ,Σ+2 := sup{κ : µψ(I
κ(x)) = 1 for µφ − a.e. x},
κF
φ,Σ+2
:= sup{κ : Fκ(x) = ∅ for µφ − a.e. x}.
One of our goals is to determine the values of both critical exponents
κφ,ψ,Σ+2 and κ
F
φ,Σ+2
and the other one is to compute the Hausdorff dimensions
of Fκ(x) and Iκ(x). Let
O(x) = {σnx : n ≥ 0}, O+(x) = O(x) \ {x}.
Lemma 3.1. There exists an integer n0 ≥ 1 such that y = σ
n0x (i.e.
y ∈ O+(x)) if and only if the hitting time sequence τk(x, y) is bounded.
Proof. If y = σn0x then it is obvious that τk(x, y) ≤ n0 for all k. Conversely,
suppose there is a positive constant such that τk(x, y) ≤ K. Fix an integer
1 ≤ t ≤ K such that τki(x, y) = t holds for an infinite subsequence ki. Then
σtx ∈ Cki(y) for all i. Letting i→∞ we get σ
tx = y. 
Lemma 3.2.{
y ∈ Σ+2 : α(x, y) >
1
κ
}
⊂ Fκ(x) ⊂
{
y ∈ Σ+2 : α(x, y) ≥
1
κ
}
∪ O+(x),{
y ∈ Σ+2 : α(x, y) <
1
κ
}
\ O+(x) ⊂ Iκ(x) ⊂
{
y ∈ Σ+2 : α(x, y) ≤
1
κ
}
.
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Proof. The top left and bottom right inclusions imply one another. Let
us prove the bottom right inclusion. Suppose y ∈ Iκ(x). Then y ∈
C⌊κ logn⌋(σ
nx) or equivalently σnx ∈ C⌊κ logn⌋(y) for infinitely many n. Thus
τ⌊κ logn⌋(x, y) ≤ n for infinitely many n, which implies α(x, y) ≤ κ
−1.
The top right and bottom left inclusions imply one another. So, it re-
mains to prove the bottom left inclusion. Suppose α := α(x, y) < κ−1
and y 6∈ O+(x). Take ε > 0 such that κ < 1
α+ε
. By the definition of
α := α(x, y), there is a subsequence ki such that log τki(x, y) ≤ (α + ε)ki,
i.e. ki ≥
log τki(x,y)
α+ε
. The definition of τki(x, y) implies that
στkix ∈ Cki(y) ⊂ C
⌊
log τki
α+ε
⌋(y) ⊂ C⌊κ log τki⌋(y).
Since y 6∈ O+(x) the previous lemma yields that τki is not bounded. Thus
σnx ∈ C⌊κ logn⌋(y) or equivalently y ∈ C⌊κ logn⌋(σ
nx) for infinitely many
n = τki .

We should point out that points y on the orbit O+(x) have the property
that α(x, y) = 0 < 1/κ, but they are not necessarily contained in Iκ(x).
For example, if x is an eventually periodic point but not periodic and if y
is on the orbit O+(x) but not in the cycle of x, then y 6∈ Iκ(x). However,
for µφ-almost all x, we have the following situation.
Lemma 3.3. For µφ a.e. x, we have O(x) ⊂ I
κ(x) if 1
κ
> hµφ and O(x) ⊂
Fκ(x) if 1
κ
< hµφ .
Proof. Let y ∈ O(x) where x is not eventually periodic. Then there exists
a unique integer n0 ≥ 0 such that y = σ
n0x. Define the hitting time after
n0 by
τ (n0)n (x, y) := inf{k > n0 : σ
kx ∈ Cn(y)} = τn(σ
n0x, y) + n0.
Since y 6∈ O+(σn0x)) Lemma 3.1 implies that τ
(n0)
n (x, y) → ∞ as n → ∞.
Let
(3·2) α(n0)(x, y) = lim
n→∞
1
n
log τ (n0)n (x, y).
Hence
y ∈ Iκ(x) if α(n0)(x, y) <
1
κ
, and y ∈ Fκ(x) if α(n0)(x, y) >
1
κ
.
Now
α(n0)(x, y) = α(y, y) = α(σn0x, σn0x).
Thus applying the Ornstein-Weiss return time theorem [OW] yields that
α(x, x) = hµφ for µφ-a.e. x. Finally the invariance of µ implies that
α(σnx, σnx) = hµφ for µφ a.e. x and for all n. 
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4. Hitting time and local entropy: basic relation
As Lemmas 3.2 and 3.3 show, we have to study the hitting time α(x, y)
of the Gibbs measure µφ. We will show that the hitting time is related to
the local entropy. Local entropy have been well studied in the literature.
In this section, we start with a basic relation between hitting times and
local entropy. This allows us to compute the critical value κφ,ψ,Σ+2 .
Let us first introduce a generalized notion of local entropy. Let (Cn) be a
sequence of (arbitrary) cylinders with length |Cn| = n. We define the lower
local entropy of the sequence (Cn) by
(4·1) hµφ({Cn}) := lim
n→∞
−
log µφ(Cn)
n
.
4.1. Basic relation. We have the following basic relation between local
entropy and the hitting times.
Theorem 4.1. Suppose that µφ is a Gibbs measure associated to a Ho¨lder
potential φ and that (Cn) is a sequence of (arbitrary) cylinders of length n.
Then for µφ a.e. x we have
(4·2) lim
n→∞
log τ(x, Cn)
n
= hµφ({Cn})
Proof. A special case of this theorem was proven by Chazottes [C]. The
proof follows the idea of Chazottes closely. We include it for completeness.
Let τn(x) := τ(x, Cn). Note that the Gibbs property implies µφ(Cn)→ 0.
Fix ε > 0 and let
An :=
{
x ∈ Σ+2 : τn(x)µφ(Cn) < 2
−εn
}
,
Bn :=
{
x ∈ Σ+2 : τn(x)µφ(Cn) > 2
εn
}
.
We will prove that∑
µφ(An ∪Bn) ≤
∑
µφ(An) +
∑
µφ(Bn) <∞.
Once we have shown this we apply the first part of the Borel-Cantelli lemma
to conclude the proof.
First consider the series
∑
µφ(An), which is simpler to handle. We have
An ⊂ A
0
n ∪ · · · ∪A
m
n
where
Ain := {x ∈ Σ
+
2 : σ
ix ∈ Cn}, m = ⌊2
−εn/µφ(Cn)⌋.
Since µφ(A
i
n) = µφ(A
j
n) = µφ(Cn), this yields
µ(An) ≤
(
2−εn
µφ(Cn)
+ 2
)
µφ(Cn) ≤ 2
−ǫn + 2µφ(Cn).
Now we distinguish two cases: hµφ({Cn}) > 0 and hµφ({Cn}) = 0. In the
first case, µφ(Cn) decays exponentially fast, so that
∑
µφ(Cn) < ∞, then
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µφ(An) < ∞. In the second case, since µφ(Cn) → 0, we can find some
subsequence nk such that
∑
k µφ(Cnk) <∞ so that
∑
k µφ(Ank) <∞. So
lim
n→∞
log τ(x, Cn)
n
≤ lim
k→∞
log τ(x, Cnk)
nk
= 0.
Now we turn to the analysis of the series
∑
µφ(Bn). Choose a big ω > 0
and d := d(n) := ⌊ωn⌋. Let
Bin := {x : σ
i(n+d)x 6∈ Cn}, m := ⌊2
εn/µφ(Cn)(n+ d)⌋ − 1.
Thus
Bn ⊂ B
0
n ∩ · · · ∩B
m
n =
⋃
D0,...,Dm
D0 ∩ σ
−(n+d)D1 ∩ · · · ∩ σ
−m(n+d)Dm
where the Di are cylinders (not necessarily distinct) of length n disjoint
from Cn. Thus, by the multi-relation property, we get
µφ(Bn) ≤
∑
D0,...,Dm
µφ(D0 ∩ σ
−(n+d)D1 ∩ · · · ∩ σ
−m(n+d)Dm)
≤ (1 + cβd)m
∑
D0,...,Dm
m∏
i=0
µφ(σ
−i(n+d)Di)
≤ [(1 + cβd)(1− µφ(Cn))]
m+1
≤
(
1−
µφ(Cn)
2
)m+1
≤ e−(m+1)µφ(Cn)/2
≤ e−2
ǫn−1/(n+d).

Corollary 4.2. For any y ∈ Σ+2 and for µφ a.e. x
α(x, y) = hµφ(y).
An application of Fubini’s Theorem yields
Corollary 4.3. Let ν be a probability measure on Σ+2 . Then for µφ×ν a.e.
(x, y) we have
α(x, y) = hµφ(y).
The hitting time α(x, x) is what we called the return time. The following
result due to Ornstein and Weiss [OW] concerning the return time is well
known and holds for all ergodic measures. For Gibbs measures, it can be
similarly proved as the above theorem.
Corollary 4.4. For µφ a.e. x we have
α(x, x) = α(σkx, σkx) = hµφ(x) = hµφ (∀k ≥ 1).
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4.2. Determination of κφ,ψ,Σ+2 .
Recall that −
∫
φdµψ is nothing but the conditional entropy of µφ relative
to µψ. As a direct consequence of Lemma 3.2 and Chazottes’ theorem, we
get immediately the following critical value.
Theorem 4.5. Let φ and ψ be Ho¨lder functions on Σ+2 . We have
κφ,ψ =
1
−
∫
Σ2
φ dµψ
= −
1
d
dt
P (ψ + tφ)|t=0
.
Proof. Suppose that µφ and µψ are ergodic Gibbs measures with P (φ) =
P (ψ) = 0. Corollary 4.3 implies that for µφ × µψ a.e. (x, y)
α(x, y) = hµφ(y) = −
∫
Σ2
φ dµψ = −
d
dt
P (ψ + tφ)|t=0.
Thus applying Lemma 3.2 yields the assertion of the theorem. 
5. Big hitting probability and Study of Fκ(x)
We will give answers to question (Q2) and to the part of question (Q3)
concerning Fκ(x).
5.1. Big hitting probability.
Heuristically points of small local entropy (i.e. large “local measure”) are
hit with big probability. More precisely we have
Lemma 5.1 (Big hitting probability). Let K := 2hn. Fix L cylinders
C1, · · ·CL of length n satisfying µφ(Ci) ≥ 2
−(h−γ)n. Then
µφ{x : ∃C ∈ {Ci} such that τn(x, C) > K} ≤ 2
−λn
for any positive λ for sufficiently large n.
Proof. We have L possibilities for the cylinder C. Let m := ⌊K/(1+ω)n⌋−
1. Fix a choice C from these L cylinders and let D0, . . . , Dm denote any
cylinders of length n (possibly with repetition), which are disjoint from C.
Choose ω > 0 so that βω < 2e
+
. Let d := d(n) := ⌊ωn⌋.
For a fixed C, let GC be the set of points in Σ
+
2 in which the chosen cylin-
der C, considered as a word, does not appear up to time K. In particular,
it does not appear at times n + d, · · · , m(n + d). Thus
µφ(GC) ≤
∑
D0,...,Dm
µφ(D0 ∩ σ
−n+dD1 ∩ · · · ∩ σ
−m(n+d)Dm).
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By the multi-relation property, we get
µφ(GC) ≤ (1 + cβ
d)m+1
∑
D0,...,Dm
m∏
i=0
µφ(σ
−i(n+d)Di)
=
[
(1 + cβd)(1−min
Ci
µφ(Ci))
]m
≤
(
1−
1
2
min
Ci
µφ(Ci)
)m
.
Summing over all the L(≤ 2n) possible cylinders C yields
µφ{x : ∃C ∈ {Ci} such that τn(x, C) > K}
≤
∑
C
µφ(GC)
≤ L
(
1−
1
2
min
Ci
µφ(Ci))
)m
≤ L
(
1−
1
2
min
Ci
µφ(Ci))
)2γn/(minCi µφ(Ci)(1+ω)n)
≤ const · 2n ·
(
e−1/2
)2γn/(1+ω)n
≤ 2−λn
for any positive λ and sufficiently large n. 
5.2. The set of late hits.
Let us recall that {y ∈ Σ+2 : α(x, y) ≥ t} is random but {y ∈ Σ
+
2 :
hµφ(y) ≥ t} is deterministic (i.e. independent of x). The following theo-
rem is deduced from Lemma 5.1 (big hitting probability) and Corollary 4.3
(Ornstein-Weiss type theorem on return times).
Theorem 5.2. For any t ≥ 0 and for µφ a.e. x we have
(5·1) {y ∈ Σ+2 : α(x, y) ≥ t} ⊂ {y ∈ Σ
+
2 : hµφ(y) ≥ t}.
Moreover if ν is any probability measure on Σ2, then for µφ a.e. x we have
{y ∈ Σ+2 : α(x, y) ≥ t}
ν
= {y ∈ Σ+2 : hµφ(y) ≥ t}.
Proof. The case t = 0 is trivial. Assume t > 0. Let
H≥t(x) = {y ∈ Σ
+
2 : α(x, y) ≥ t}, E≥t = {y ∈ Σ
+
2 : hµφ(y) ≥ t}.
By definition, we have
H≥t(x) =
⋂
ε>0
lim
n→∞
Hn,ε(x)
with Hn,ε(x) = {y : τn(x, y) ≥ 2
(t−ε)n}, and
E≥t =
⋂
ε>0
lim
n→∞
En,ε
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with En,ε(x) = {y : µφ(Cn(y)) ≤ 2
−(t−2ε)n}. Thus it remains to prove that
for µφ-a.e. x there exists n(x) > 0 such that
Hn,ε(x) ⊂ En,ε ∀n ≥ n(x).
Equivalently
Ecn,ε ⊂ H
c
n,ε(x) ∀n ≥ n(x).
Notice that Ecn,ε is the union of all n-cylinders C such that µφ(C) >
2−(t−2ε)n. Let Cn,ε be the set of all these cylinders. Applying Lemma 5.1 to
{C1, · · · , CL} := Cn,ε leads to∑
n
µφ{x ∈ Σ2 : ∃C ∈ Cn,ε s.t. τn(x, C) ≥ 2
(t−ε)n} <∞.
So, by the Borel-Cantelli lemma, for µφ-a.e. x, for large n and for all C ∈ Cn,ε
we have τn(x, C) < 2
(t−ε)n, i.e. C ⊂ Hcn,ε(x). This proves the first assertion.
To prove the second assertion, it suffices to show that for µφ-a.e. x we
have
ν{y ∈ Σ2 : hµφ(y) ≥ t, α(x, y) < t} = 0.
Let
E = {(x, y) : α(x, y) = hµφ(y)}, Ex = {y : α(x, y) = hµφ(y)}.
By Corollary 4.3, we have µφ × ν(E) = 1. Then Fubini’s theorem asserts
that for µφ-a.e. x we have ν(Ex) = 1, i.e.
ν(Ecx) = ν{y : α(x, y) 6= hµφ(y)} = 0.
We conclude by noticing
{y : hµφ(y) ≥ t, α(x, y) < t} ⊂ E
c
x.

We should point out that (5·1) is equivalent to
(5·2) {y ∈ Σ+2 : hµφ(y) < t} ⊂ {y ∈ Σ
+
2 : α(x, y) < t}.
This justifies our heuristics that points of small local entropy are hit early.
We point out that the inverse inclusion of (5·2) does not hold. Actually
for t < e−, the deterministic set {y ∈ Σ+2 : hµφ(y) < t} is empty, but if
1/κ < t, the random set {y ∈ Σ+2 : α(x, y) < t} contains I
κ(x) which is a
residual set.
5.3. Computation of dimH{y : α(x, y) ≥ t} and dimH F
κ(x).
Theorem 5.3. For µφ-a.e. x, we have
dimH
{
y : α(x, y) ≥ t
}
= dimH
{
y : hµφ ≥ t
}
.
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Proof. By the second variational principle (Theorem 2.3), there exists an
s ≥ t such that
(5·3) dimH{y : hµφ ≥ t
}
= dimH µ−P (q(s)φ)+q(s)φ.
Applying Corollary 4.3 (with ν = µ−P (q(s)φ)+q(s)φ) implies that
µ−P (q(s)φ)+q(s)φ({y : hµφ(y) = α(x, y) = s}) = 1 for µφ − a.e. x.
It follows that for µφ-a.e. x we have
dimH{y : α(x, y) ≥ t} ≥ dimH{y : hµφ(y) = α(x, y) = s}
≥ dimµ−P (q(s)φ)+q(s)φ.
This, together with (5·3), implies
dimH
{
y : α(x, y) ≥ t
}
≥ dimH
{
y : hµφ ≥ t
}
µφ-a.e.
Now we turn to the reverse inequality. Observe the following decompo-
sition
{y : α(x, y) ≥ t} = {α(x, y) ≥ t, hµφ(y) < t} ∪ {α(x, y) ≥ t, hµφ(y) ≥ t}.
Since
dimH{hµφ(y) ≥ t, α(x, y) ≥ t} ≤ dimH{hµφ(y) ≥ t},
it suffices to remark that {y : hµφ(y) < t, α(x, y) ≥ t} = ∅ for µφ a.e. x. 
By this theorem, Lemmas 3.2 and 3.3, and the second variational principle
(Theorem 2.3) we get
Theorem 5.4. For µφ-a.e. x we have
htop(F
κ(x)) = 1 for
1
κ
≤ emax,
htop(F
κ(x)) = hµq(κ)φ for emax ≤
1
κ
< e+
where q(κ) is chosen such that hµφ(y) =
1
κ
for µq(κ)φ a.e. y. We also have
F
κ(x) = ∅ (or equivalently Iκ(x) = S1) if
1
κ
> e+,
F
κ(x) 6= ∅ (or equivalently Iκ(x) 6= S1) if
1
κ
< e+.
Remark that the case 1
κ
= e+ is not covered by the theorem because
E(t) is not continuous at t = e+. We have the upper bound dimH F
1/e+ ≤
E(e+). A result due to Kahane for the random covering shows that a strict
inequality may occur ([K], p.160).
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6. Small hitting probability and upper bound of
dimH{y : α(x, y) ≤ s}
6.1. Small hitting probability.
Lemma 6.1 (Small hitting probability). Let K := 2an, L := 2bn, N := 2cn
with a > 0, b > 0, c > 0. Fix L different cylinders C1, · · ·CL of length n
satisfying
µφ(Ci) ≤ 2
−(a+γ)n.
Then if γ > max(b − c, 0), for any positive λ and sufficiently large n we
have
µφ{x : τn(x, Ci) ≤ K for N different cylinders among the Ci} ≤ 2
−λn.
Proof. Let S be the set in question. That x ∈ S means there exist times
ℓ1 < ℓ2 < · · · < ℓN < K and different cylinders Ci1, Ci2 , · · · , CiN such that
σℓ1x ∈ Ci1, σ
ℓ2x ∈ Ci2, · · · , σ
ℓNx ∈ CiN .
In this sequence (ℓk) of length N there is a subsequence of N/(3n + d)
terms, denoted (τj) such that τj−τj−1 ≥ 3n+d. For example, we may take
τj = ℓ(3n+d)j . Thus x ∈ S implies
στ1x ∈ Cj1, σ
τ2x ∈ Cj2, · · · , σ
τN′x ∈ CjN′
for N ′ := N/(3n+ d) different cylinders taken from the list C1, C2, · · · , CL.
Thus to each x ∈ S we can associate the sequences (τj) and (Cjk). Thus
x ∈ C(x) :=
⋂
σ−τi(Cji)
and S is covered by the union of C(x). The multi-relation property implies
that the measure of C(x) is bounded by
max
1≤i≤L
µφ(Ci)
N ′(1 + cβd)N
′
.
Now, we have to estimate the number of different (disjoint) sets C(x). First
we have
(
L
N ′
)
choices for the N ′ different cylinders from the list of L words.
Then we can choose
(
K
N ′
)
places (i.e. we fix the sequence τj) to put the
chosen words in order to determine C(x) . Finally we have N ′! ways to
arrange words into these N ′ (now fixed) places.
Thus the measure of the set in question can be majorized by(
L
N ′
)(
K
N ′
)
·N ′! ·max
Ci
µφ(Ci)
N ′ · (1 + cβd)N
′
.
This is equal to
L!
(L−N ′)!
·
K!
(K −N ′)!N ′!
· (max
Ci
µφ(Ci))
N ′ · (1 + cβd)N
′
.
Next using the estimates
L!
(L−N ′)!
≤ LN
′
,
K!
(K −N ′)!N ′!
≤ const ·KN
′
·
eN
′
N ′N
′
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(the second one is implied by Stirling’s formula), we conclude that the
measure is majorized by
const · LN
′
·KN
′
· eN
′
·N ′−N
′
·
(
2−(a+γ)n
)N ′
· (1 + cβ)N
′
= const ·
(
2bn · 2an · e · 2−cn · 2−(a+γ)n · (1 + cβd)
)N ′
≤ const
(
e · (1 + cβd) · 2(b−c−γ)n
)N ′
.
Provided γ > b − c, this is less that 2λn for any positive λ and sufficiently
large n. 
6.2. Upper bound of dimH{y : α(x, y) ≤ s}.
Theorem 6.2. If hµφ < s < emax then for µφ-a.e. x we have
(6·1) htop {y : α(x, y) ≤ s} ≤ E(s).
If 0 < s ≤ hµφ then for all x we have
(6·2) htop {y : α(x, y) ≤ s} ≤ s.
Proof. Let
Ax(s) = {y : α(x, y) ≤ s} .
The case s ≤ hµφ is simple. In fact, if a > s, we have
Ax(s) ⊂ lim
n→∞
{y : τn(x, y) ≤ 2
an} = lim
n→∞
2an⋃
k=1
Cn(σ
kx).
Since Cm(σ
kx) ⊂ Cn(σ
kx) for m > n, we have
Ax(s) ⊂
∞⋂
n=1
2an⋃
k=1
Cn(σ
kx).
We have htopAx(s) ≤ a since {Cn(σ
k)}1≤k≤2an is a cover of for Ax(s) by
2an cylinders of length n. We conclude by letting a ↓ s. Remark that
htopAx(s) ≤ s holds for any non negative s.
We turn to the case hµφ < s ≤ emax. We start with a remark. For δ > 0
and n ≥ 1 and 0 < h1 < h2, let Ln(h1, h2) := Ln(h1, h2, δ) be the set of
cylinders C of length n such that 2−(h2−δ)n ≤ µφ(C) ≤ 2
−(h1+δ)n. Then for
n sufficiently large (depending on h1, h2 and δ) we have
CardLn(h1, h2) ≤ 2
nE(h2) if h2 < emax
CardLn(h1, h2) ≤ 2
nE(h1) if h1 > emax.
In fact, assume h2 < emax (the other case may be similarly proved). There
exists a positive number q such that E(h2) = P (q) + h2q. Then
2−q(h2−δ)nCardLn(h1, h2) ≤
∑
C∈Ln(h1,h2)
µφ(C)
q ≤ 2n(P (q)+qδ).
AI-HUA FAN, JO¨RG SCHMELING AND SERGE TROUBETZKOY 21
Write
Ax(s) =
(
Ax(s) ∩
{
y : hµφ(y) ≤ s
})⋃(
Ax(s) ∩
{
y : hµφ(y) > s
})
.
Since htop{y : hµφ(y) ≤ s} ≤ E(s), it suffices to show
(6·3) htop
(
Ax(s) ∩
{
y : hµφ(y) > s
})
≤ E(s).
Let
H(h′, h′′) =
{
y : h′ ≤ hµφ(y) ≤ h
′′
}
.
If all choices s < h′ < h′′ such that h′′ < emax or h
′ > emax the formula
htop (Ax(s) ∩H(h
′, h′′)) ≤ E(s)
holds, then the equation (6·3) also holds.
Let s < h1 + δ < h
′ < h′′ < h2 − δ with h1 close to h
′ and h2 close to h
′′.
Remark that y ∈ H(h′, h′′) implies that Cn(y)) ∈ H(h1, h2) for infinitely
many n’s. In other words
H(h′, h′′) ⊂
∞⋂
m=1
∞⋃
n=m
⋃
C∈Ln(h1,h2)
C.
That is to say, for any fixed m,
⋃
n≥mLn(h1, h2) is a cover of H(h
′, h′′).
Now we construct a cover of Ax(s) ∩H(h
′, h′′). For any s < a < h1, let
Ln(x; a, h1, h2) = {C ∈ Ln(h1, h2) : τ(x, C) ≤ 2
an},
Nn(x; a, h1, h2) = CardLn(x; a, h1, h2).
Clearly
⋃
n≥mLn(x; a, h1, h2) is a cover of Ax(s) ∩H(h
′, h′′), because
Ax(s) ⊂
∞⋂
m=1
∞⋃
n=m
⋃
C:τ(x,C)≤2an
C.
Let γ = h2 − a if h2 ≤ emax, or γ = h1 − a if h1 > emax. Since E
′(t) < 1
when t > hµφ , we have
E(a + γ)−E(a) < γ, i.e. E(a+ γ)− γ < E(a).
We apply the Small Hitting Probability Lemma to b = E(a + γ) and c =
E(a) to get ∑
n
µφ{x : Nn(x; a, h1, h2, ) > 2
nE(a)} <∞.
By the Borel-Cantelli Lemma, for µφ-a.e. x, we have Nn(x; a, h1, h2) ≤
2nE(a) for n ≥ n(x). So, if m ≥ n(x), for any ǫ > 0 we have∑
n≥m
∑
C∈Ln(x;a,h1,h2)
(diamC)E(a)+ǫ
≤
∑
n≥m
2−n(E(a)+ǫ) · 2nE(a) ≤
∑
n≥m
2−nǫ <∞.
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Since
⋃
n≥mLn(x; a, h1, h2) is a cover of Ax(s) ∩H(h
′, h′′), we have proved
dimAx(s) ∩H(h
′, h′′) ≤ E(a) + ǫ.
We finish the proof by letting first ε ↓ 0 and then a ↓ s. 
Theorem 6.3. If hµφ < s < emax then for µφ-a.e. x we have
htop {y : α(x, y) ≤ s} = E(s).
Proof. We simply need to prove the reverse inequality of (6·1) in Theorem
6.2. By multi-fractal analysis there is a Gibbs measure with entropy E(s)
supported on {y : hµφ(y) = s}. Then Corollary 4.3 implies the result. 
For 0 < s < hµφ , the opposite inequality of (6·2):
htop {y : α(x, y) ≤ s} ≥ s
also holds. But its proof is much more involved. It can not be deduced from
the mass transference principle as stated in [BV] since µφ has nontrivial
entropy spectrum. In the next section we make a substantial improvement
in the mass transference principle to multi-fractal Gibbs states. In order to
prove it, we need to undertake a full investigation of the structure of typical
sequences.
7. Typical sequences and Lower bound of dimH{y : α(x, y) ≤ c}
Recall that µφ is a Gibbs measure associated to a normalized Ho¨lder
potential φ. A cylinder C of length n is said to be a (n, ε)-cylinder if
2−(h+ε)n ≤ µφ(C) ≤ 2
−(h−ε)n
where h = hφ denotes the entropy of µφ. We denote by Cn,ε the set of
all (n, ε)-cylinders. Sometimes we will say that a (n, ε)-cylinder is a good
cylinder or the word determining a (n, ε)-cylinder is a good word. As we
shall prove, a relatively short typical word contains plenty of good subwords
of a fixed length and they are even different.
The following notations will be used. If C and D are cylinders, we denote
by C ⋆ D the cylinder C ∩ σ−|C|D. If we read C and D as words, C ⋆ D
is nothing but the concatenation of the words C and D. Let d ≥ 1 be an
integer, by C ⋆d D we mean C ∩ σ
−(|C|+d)D, i.e.
C ⋆d D =
⋃
G:|G|=d
C ⋆ G ⋆ D.
For a set S, ♯S will denote the cardinality of S.
7.1. Frequency of good words in a typical orbit.
Lemma 7.1. Let µφ be a Gibbs measure with entropy h := hµφ > 0. For any
ε > 0, there exist an integer n(ε) ≥ 1 and a Borel set Gε with µφ(Gε) > 1−ε
such that for any x ∈ Gε and any n ≥ n(ε), the cylinder C = Cn(x) is a
(n, ε)-cylinder. Consequently, if n ≥ n(ε), we have
(1− ε)2(h−ε)n ≤ ♯Cn,ε ≤ 2
(h+ε)n.
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Proof. By the Shannon McMillan Breiman theorem, for µφ-a.e. x we have
lim
n→∞
−
log µφ(Cn(x))
n
= h.
Then by Egorov’s theorem, there is a number n(ε) ≥ 1 such that the set
Gε :=
{
y ∈ Σ2 : −
1
n
log µφ(Cn(y)) ∈ [h− ε, h+ ε], ∀n > n(ε)
}
has measure µφ(Gε) > 1− ε.
The upper estimate ♯Cn,ε ≤ 2
(h+ε)n follows from
2−(hµ+ε)n♯Cn,ε ≤
∑
C∈Cn,ε
µφ(C) ≤ 1.
The lower estimate (1− ε)2(h−ε)n ≤ ♯Cn,ε follows from Gε ⊂
⋃
C∈Cn,ε
C and
1− ε ≤ µφ(Gε) ≤
∑
C∈Cn,ε
µφ(C) ≤ 2
−(hµ−ε)n♯Cn,ε.

We call the set Gε the set of ε-good points. By the definition of Gε, we
have
Gε =
∞⋂
n=n(ε)
⋃
C∈Cn,ε
C.
Hence it is a Gδ set. We will write it as a decreasing limit of open sets in
the following manner
Gε =
∞⋂
N=n(ε)
N⋂
n=n(ε)
⋃
C∈Cn,ε
C.
This representation of Gε is useful in the proof of the following lemma.
Lemma 7.2. Let 0 < ε < 1/2 and let L′ ≥ 1 be an arbitrary integer. For
any cylinder D of length L′, we have
µφ(D ∩ σ
−|D|Gε) ≥
1
2γ4
2−L
′‖φ‖∞
where γ > 1 is the constant involved in the Gibbs property of µφ (2·2).
Proof. We first recall the following quasi-Bernoulli property of µφ (2·3): for
any two cylinders A and B we have
µφ(A ∩ σ
−|A|B) ≥
1
γ3
µφ(A)µφ(B).
Let us prove the lemma. The set Gε is the decreasing limit of the open sets
GN,ε =
N⋂
n=n(ε)
⋃
C∈Cn,ε
C.
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Observe that GN,ε is a union of cylinders of length N . Thus we have
µφ(D ∩ σ
−|D|Gε) = lim
N→∞
µφ(D ∩ σ
−|D|GN,ε) = lim
N→∞
∑
C
µφ(D ∩ σ
−|D|C)
where C varies over all N -cylinders contained in GN,ε. First applying the
quasi-Bernoulli property and then using the fact that µφ(GN,ε) ≥ 1 − ε >
1/2, yields∑
C
µφ(D ∩ σ
−|D|C) ≥
µφ(D)
γ3
∑
C
µφ(C) =
µφ(D)
γ3
µφ(GN,ε) ≥
µφ(D)
2γ3
.
To conclude, it suffices to remark that
µφ(D) ≥
1
γ
2−|D| ‖φ‖∞
which is assured by the Gibbs property of µφ. 
The next theorem essentially says that a typical word of length 2cL
′′
contains many good subwords of length n with an arbitrary but fixed prefix
D of length L′. We keep the notations n(ǫ) and Gǫ appearing in Lemma 7.1.
Theorem 7.3. Let c > 0 be fixed. Let 0 < ε < min(1
2
, c), 0 < η < 1
2
and L′ ≥ 1. There exist an integer n(ε, η, L′) ≥ L′ + n(ε) and a Borel
set E(ε, η, L′) with µφ(E(ε, η, L
′)) > 1 − η such that if x ∈ E(ε, η, L′) and
L′′ > n(ε, η, L′), for each L′-cylinder D there are at least 2(c−ε)L
′′
points of
the finite orbit σjx (2L
′
+ 1 ≤ j ≤ 2cL
′′
), which fall into D ∩ σ−L
′
Gε.
Proof. Let
m(L′) :=
1
2γ4
2−L
′‖φ|∞
be the lower bound which appeared in the last lemma. For x ∈ Σ2, define
nD,L′,ε(x) := inf
n ∈ N : 1N
2L
′
+N∑
j=2L′+1
1D∩σ−L′Gε(σ
jx) >
1
2
m(L′), ∀N ≥ n

and
nL′,ε(x) = max
D
nD,L′,ε(x).
By Lemma 7.2 and Birkhoff’s ergodic theorem we have
µφ(x ∈ Σ2 : nL′,ε(x) <∞) = 1.
So, for any η > 0, there exists an integer n̂(L′, ε, η) such that the Borel set
E(L′, ε, η) := {x ∈ Σ2 : nL′,ε(x) ≤ n̂(L
′, ε, η)}
satisfies
µφ(E(L
′, ε, η)) > 1− η.
Fix n(L′, ε, η) ≥ 1 sufficiently large so that
1
2
m(L′)[2εn(L
′,ε,η) − 2L
′
] ≥ 1,
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n(L′, ε, η)− L′ ≥ n(ε),
2cn(L
′,ε,η) − 2L
′
≥ n̂(L′, ε, η).
Assume x ∈ E(L′, ε, η) and L′′ ≥ n(L′, ε, η). Since N := 2cL
′′
− 2L
′
≥
n̂(L′, ε, η), we have
2cL
′′∑
j=2L′+1
1D∩Gε(σ
jx) ≥
1
2
m(L′)[2cL
′′
− 2L
′
]
≥
1
2
m(L′)[2εn(L
′,ε,η) − 2L
′
] · 2(c−ε)L
′′
≥ 2(c−ε)L
′′
.

Let C be a cylinder of length n. If Cn(σ
jx) = C, we say that the cylinder
C is seen in x at time j. Let ε > 0, L′ < L′′ and let D be a cylinder of
length L′. For any x ∈ Σ2, we define a finite tree, denoted T (x,D, L
′, L′′, ε),
as follows:
• the nodes of T (x,D, L′, L′′, ε) are all those cylinders D ⋆ G′, where
G′ is a (ℓ − L′, ε)-cylinder with L′ + n(ε) ≤ ℓ ≤ L′′, each of which
contains at least one (L′′, 2ε)-cylinder seen in x at a moment between
the time 2L
′
+ 1 and the time 2cL
′′
;
• a ℓ-cylinder D ⋆ G′ ∈ T (x,D, L′, L′′, ε) is the parent of a (ℓ + 1)-
cylinder D ⋆G′′ ∈ T (x,D, L′, L′′, ε) if and only if G′′ ⊂ G′.
Fix L′ < L′′. For L′ + n(ε) ≤ ℓ ≤ L′′, denote
T (x,D, ℓ, ε) := ♯{D ⋆ G′ ∈ T (x,D, L′, L′′, ε) : |D ⋆ G′| = ℓ}.
Theorem 7.3 implies that if L′′ satisfies the condition of Theorem 7.3
and if x ∈ E(L′, ε, η), then in between the times 2L
′
+ 1 and 2cL
′′
, for each
L′-cylinder D we can see at least 2(c−ε)L
′′
cylinders of length L′′ in x of the
form
(7·1) D ⋆ G′ (G′ ∈ CL′′−L′,ε).
By the quasi-Bernoulli property (2·3), it is easy to see that if L′′ is suf-
ficiently larger than L′ then the cylinders D ⋆ G′ are good in the sense
(7·2) G := D ⋆ G′ ∈ CL′′,2ε.
Thus we have
T (x,D, L′′, ε) ≥ 2(c−ε)L
′′
.
Next we will prove that with big probability, for all L′ + n(ε) ≤ ℓ ≤ L′′
T (x,D, ℓ, ε) ≥ 2(c−2ε)ℓ.
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7.2. Trees associated to a typical orbit.
Assume that L′′ ≥ n(L′, ε, η). Let L′ + n(ε) ≤ ℓ ≤ L′′, x ∈ E(L′, ε, η),
and D be a L′-cylinder. By definition T (x,D, ℓ, ε) is the number of different
cylinders of the form
D ⋆ G′ with G′ ∈ Cℓ−L′,ε
each of which contains at least one (L′′, 2ε)-cylinder belonging to the list
CL′′(σ
jx), 2L
′
+ 1 ≤ j ≤ 2cL
′′
.
Theorem 7.4. There exists n0(ε) such that for sufficiently large L
′′ and
for L′ + n0(ε) ≤ ℓ ≤ L
′′ we have
µφ
{
x ∈ E(L′, ε, η) : T (x,D, ℓ, ε) ≤ 2(c−2ε)(ℓ−L
′)
}
≤ 2−2
(c−2ε)L′′
.
In the rest of this subsection and the next two subsections we prepare
for the proof of this theorem, which will be presented in the subsection 7.5.
We need to estimate the measures
µφ {x ∈ E(L
′, ε, η) : T (x,D, ℓ, ε) = K}
for K ≤ 2(c−2ε)(ℓ−L
′). We will do that in the following.
For 1 ≤ t ≤ L′′ + d (where d := [ωL′′]), let
Λt =
{
2L
′
+ k(L′′ + d) + t : 0 ≤ k ≤
2cL
′′
− 2L
′
L′′ + d
}
.
Fix K cylinders C1, · · · , CK ∈ Cℓ−L′,ε. Let
Υt(x;C1, C2, · · · , CK) =
♯
{
j ∈ Λt : CL′′(σ
jx) ∈ CL′′,2ε implies CL′′(σ
jx) ⊂ D ⋆ C˜
}
where
D ⋆ C˜ :=
K⋃
i=1
D ⋆ Ci.
T (x,D, ℓ, ε) = K means there exist K different (ℓ− L′, ε)-cylinders, say
C1, C2, · · · , CK such that all (L
′′, 2ε)-cylinders seen in x in between the
times 2L
′
+ 1 and 2cL
′′
are contained in some of the D ⋆ Ci’s, i.e. contained
in D ⋆ C˜. On the other hand, by Theorem 7.3, there are at least 2(c−ε)L
′′
of the (L′′, 2ε)-cylinders seen in x in between the times 2L
′
+ 1 and 2cL
′′
.
So, for at least one t the number of the (L′′, 2ε)-cylinders seen at moments
belonging to Λt and contained in D ⋆ C˜ is at least
2(c−ε)L
′′
L′′ + d
. Thus we get
{x ∈ E(L′, ε, η) : T (x,D, ℓ, ε) = K} ⊂
L′′+d⋃
t=1
⋃
C1,··· ,CK
Et(C1, · · · , CK)
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where the second union is taken over all possible collections C1, · · · , CK of
(ℓ− L′, ε)-cylinders, and where
Et(C1, · · · , CK) =
{
x ∈ E(L′, ε, η) : Υt(x;C1, C2, · · · , CK) ≥
2(c−ε)L
′′
L′′ + d
}
.
Therefore, using the fact that the number of (ℓ−L′, ε)-cylinders is at most
2(h+ε)(ℓ−L
′), we have proved
Lemma 7.5.
µφ(x ∈ E(L
′, ε, η) : T (x,D, ℓ, ε) = K)
≤ (L′′ + d)
(
2(h+ε)(ℓ−L
′)
K
)
sup
t;C1,··· ,CK
µφ(Et(C1, · · · , CK)).
7.3. Generalized quasi Bernoulli property.
In order to estimate the measure µφ(Et(C1, · · · , CK)), we need the fol-
lowing generalized quasi Bernoulli property.
Let A be any cylinder and L ≥ 1 be any integer. For x ∈ A, we define
ιA(x) = inf{|A|+ k(L+ d(L)) ≥ 0 : CL(σ
|A|+k(L+d(L))x) ∈ CL,ε}
where d(L) = ⌊ωL⌋ for some big ω > 1 (see Theorem 2.1).
Lemma 7.6 (Generalized quasi Bernoulli property). Let A be any cylinder,
G ∈ CL,ε and ιA be defined as above. Then
µφ(x ∈ A : CL(σ
ιA(x)x) = G) ≤
γ3
1− 2ε
µφ(A)µφ(G).
Proof. Notice that
{x ∈ A : CL(σ
ιA(x)x) = G} =
∞⋃
i=0
Ai
where
Ai = {x ∈ A : CL(σ
ιA(x)x) = G, ιA(x) = |A|+ i(L+ d)}.
For i = 0, we have
A0 = A ⋆ G.
So, by the Gibbs property (2·2) we get
µφ(A0) ≤ γ
3µφ(A)µφ(G).
For i ≥ 1, we have
Ai ⊂
⋃
B1,··· ,Bi 6∈CL,ε
A ⋆ B1 ⋆d · · · ⋆d Bi ⋆d G.
So, by the multi-relation (2·4) we get
µφ(Ai) ≤ γ
3(1 + βd)iµφ(A)µφ(G)
 ∑
B 6∈CL,ε
µφ(B)
i .
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Since
∑
B 6∈CL,ε
µφ(B) ≤ µφ(G
c
L,ε) ≤ ε, we get
µφ(Ai) ≤ γ
3(ε(1 + βd))iµφ(A)µφ(G).
Thus
µφ(x ∈ A : CL(σ
ιA(x)x) = G) ≤ γ3µφ(A)µφ(G)
∞∑
i=0
(ε(1 + βd))i
=
γ3
1− ε(1 + βd)
µφ(A)µφ(G).
We finish the proof by observing that β < 1. 
7.4. Estimation of µφ(Et(C1, · · · , CK)).
Let t be fixed. We define inductively
ι1(x) = inf{j ∈ Λt : CL′′(σ
jx) ∈ CL′′,2ε};
ιk+1(x) = inf{j ∈ Λt : j > ιk(x);CL′′(σ
jx) ∈ CL′′,2ε}.
Let
(7·3) n˜ :=
2(c−ε)L
′′
L′′ + d
.
We have
ιi(x) <∞ if x ∈ Et(C1, · · · , CK), and if i ≤ n˜.
Then
(7·4) µφ(Et(C1, · · · , CK)) ≤
∑
µφ
(
x : σιi(x)x ∈ Fi, 1 ≤ ∀i ≤ n˜
)
where the sum is taken over all Fi’s with the property
Fi ∈ CL′′,2ε, Fi ⊂ D ⋆ C˜ (1 ≤ ∀i ≤ n˜).
Lemma 7.7. Let n ≥ 1 and let Fi ∈ CL′′,2ε with 1 ≤ i ≤ n. We have
µφ
(
x : CL′′(σ
ιi(x)x) = Fi; i = 1, 2, · · · , n
)
≤
(
γ3
1− 4ε
)n n∏
i=1
µφ(Fi).
Proof. We prove it by induction on n. Let
Qn = {x : CL′′(σ
ιi(x)x) = Fi; i = 1, 2, · · · , n}.
Write
Qn+1 = Qn ∩ {x : CL′′(σ
ιn+1(x)x) = Fn+1}.
Notice that Qn is a disjoint union of cylinders, say
Qn =
⋃
Aj .
Furthermore if x ∈ Aj we have
CL′′(σ
ιn+1(x)x) = Fn+1 ⇐⇒ CL′′(σ
ιAj (x)x) = Fn+1.
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Thus, using the generalized Bernoulli property (Lemma 7.6), we have
µφ(Qn+1) =
∑
j
µφ(x ∈ Aj , CL′′(σ
ιAj (x)x) = Fn+1)
≤
γ3
1− 4ε
∑
j
µφ(Aj)µφ(Fn+1)
=
γ3
1− 4ε
µφ(Qn)µφ(Fn+1).

Lemma 7.8.
µφ(Et(C1, · · · , CK)) ≤
(
2γ6K2(−h+ε)(ℓ−L
′)
) 2(c−ε)L′′
L′′+d
.
Proof. By the last lemma, we have
µφ(Et(C1, · · · , CK)) ≤
(
γ3
1− 4ε
)n˜ ∑
F1,··· ,Fn˜
n˜∏
i=1
µφ(Fi)
where the sum is taken over all collections F1, . . . , Fn’ consisting of different
(L′′, 2ε)-cylinder contained in D ⋆ C˜. Recall that n˜ is defined in (7·3).
Since µφ(D ⋆ Ci) ≤ γ
3µφ(D)µφ(Ci) and µφ(Ci) ≤ 2
(−h+ε)(ℓ−L′), we have∑
F∈CL′′,2ε,F⊂D⋆C˜
µφ(F ) ≤ µφ(D ⋆ C˜) ≤ Kγ
32(−h+ε)(ℓ−L
′).
So,
µφ(Et(C1, · · · , CK)) ≤
(
γ6
1− 4ε
K2(−h+ε)(ℓ−L
′)
)n˜
.

7.5. Number of branches of a tree: Proof of Theorem 7.4.
By Lemmas 7.5 and 7.8, we have
µφ
(
x ∈ E(L′, ε, η) : T (x,D, ℓ, ε) = K
)
≤ (L′′ + d)
(
2(h+ε)(ℓ−L
′)
K
)(
2γ6K2−(h−ε)(ℓ−L
′)
) 2(c−ε)L′′
L′′+d
.(7·5)
For K ≤ 2(c−2ε)(ℓ−L
′) and for ℓ ≤ L′′, we have on one hand
(7·6)
(
2(h+ε)(ℓ−L
′)
K
)
≤ 2(h+ε)(ℓ−L
′)K ≤ 2(h+ε)L
′′2(c−2ε)L
′′
;
and on the other hand
K2−(h−ε)(ℓ−L
′) ≤ 2(c−h−ε)(ℓ−L
′),
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which implies that there exists an integer n0(ε) such that if ℓ− L
′ ≥ n0(ε)
we have
(7·7) 2γ6K2−(h−ε)(ℓ−L
′) ≤
1
2
, i.e. 2γ62−(h−c−ε)(ℓ−L
′) ≤
1
2
.
So, from (7·5), (7·6) and (7·7) we get
µφ
(
x ∈ E(L′, ε, η) : T (x,D, ℓ, ε) = K
)
≤ (L′′ + d) · 2(h+ε)L
′′2(c−2ε)L
′′
− 2
(c−ε)L′′
L′′+d .(7·8)
Choose L′′ sufficiently large so that
(7·9) (h + ε)L′′2(c−2ε)L
′′
≤
1
2
·
2(c−ε)L
′′
L′′ + d
.
¿From (7·8) and (7·9), we get
µφ(x ∈ E(L
′, ε, η) : T (x,D, ℓ, ε) = K) ≤ (L′′ + d) · 2
− 2
(c−ε)L′′
2(L′′+d) .
Summing over all K ≤ 2(c−2ε)(ℓ−L
′), we obtain
µφ
{
x ∈ E(L′, ε, η) : T (x,D, ℓ, ε) ≤ 2(c−2ε)(ℓ−L
′)
}
≤ (L′′ + d) · 2(c−2ε)(ℓ−L
′) · 2
− 2
(c−ε)L′′
2(L′′+d) ≤ 2−2
(c−2ε)L′′
for large L′′, because 2
− 2
(c−ε)L′′
2(L′′+d) tends to zero superexponentially fast.
7.6. The Cantor set and lower bound of dimH{y : α(x, y) ≤ c}.
The next theorem is an improvement of the mass transference principle
[BV] to the multi-fractal measure µφ.
Theorem 7.9. (Multi-fractal mass transference principle) For 0 < c < hµφ ,
and for µφ-a.e. x we have
htop {y : α(x, y) ≤ c} ≥ c.
Proof. Let ε > 0 be an arbitrary small number. We can find an increasing
sequence of integers (Lk)k≥0 such that
(7·10) L0 = 0, 2
−2(c−2ε)Lk ≤
ε
2k+2
.
and that for each k ≥ 1, the couple (L′, L′′) = (Lk−1, Lk) satisfies the
condition of Theorem 7.4. Apply Theorem 7.4 to L′ = Lk−1, L
′′ = Lk and
η = ε
2k+1
to get Ek(ε) := E(L
′, ε, η). It has the properties that
(7·11) µφ(Ek(ε)) > 1−
ε
2k+1
;
and that there is a subset E∗k(ε) of Ek(ε) with
(7·12) µφ(Ek(ε) \ E
∗
k(ε)) <
ε
2k+1
AI-HUA FAN, JO¨RG SCHMELING AND SERGE TROUBETZKOY 31
such that for any x ∈ E∗k(ε), any Lk−1-cylinder D and any Lk−1 + n0(ε) ≤
ℓ ≤ Lk we have
T (x,D, ℓ, ε) ≥ 2(c−2ε)(ℓ−Lk−1).
Define
E∗(ε) =
∞⋂
k=1
E∗(Lk, ε).
Equations (7·11) and (7·12) imply that µφ(E
∗
k(ε))) ≥ 1−
ε
2k
and
(7·13) µφ(E
∗(ε)) ≥ 1−
∞∑
k=1
ε
2k
= 1− ε.
For x ∈ E∗(ε), we have
(7·14) T (x,D, ℓ, ε) ≥ 2(c−2ε)(ℓ−Lk−1)
for all Lk−1-cylinders D and all Lk−1 + n0(ε) ≤ ℓ ≤ Lk.
Now, for each x ∈ E∗(ε), we construct a Cantor set as follows.
First step: for n0(ε) ≤ ℓ ≤ L1, consider the family Cℓ(x) of (ℓ, ε)-cylinders
which contain at least one (L1, 2ε)-cylinder seen in x between the times 1
and 2cL1. This yields a tree TL1(x) of height L1. The nodes of the tree
TL1(x) are the (ℓ, ε)-cylinders, with n0(ε) ≤ ℓ ≤ L1, belonging to Cℓ(x).
The edges are defined by the containment relation. We will extend this tree
inductively.
Second step: Let k ≥ 2. Suppose that we have constructed a tree TLk−1(x)
of height Lk−1. We will construct a tree of height Lk. Let
L′ = Lk−1, L
′′ = Lk.
Fix a L′-cylinder D seen in x before time 2cL
′
, which is the label of a node
of the tree TLk−1(x) at level Lk−1. For L
′ + n0(ε) ≤ ℓ ≤ L
′′, take all
(ℓ, ε)-cylinders that contain at least one (L′′, 2ε)-cylinder of the form D⋆G
seen in x between the times 2L
′
+ 1 and 2cL
′′
. As before we denote this
family by Cℓ(x) (both D and G varying). The tree TLk(x) is obtained from
TLk−1(x) by adding branches to each D. That is to say, by splitting D into
(ℓ, ε)-cylinders belonging to Cℓ(x).
We define
C∞(x) =
∞⋂
k=1
Lk⋂
ℓ=Lk−1+n0(ε)
⋃
C∈Cℓ(x)
C.
We have C∞(x) ⊂ {y : α(x, y) ≤ c}, since for any y ∈ C∞(x) and for all
k ≥ 1
y ∈
⋃
C∈CLk (x)
C,
i.e. y ∈ CLk(σ
jx) for some
2Lk−1 + 1 ≤ j ≤ 2cLk.
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We claim that dimH C∞(x) ≥ c− 2ε. In fact, for Lk−1 + n0(ε) ≤ ℓ ≤ Lk,
we have
log2 ♯Cℓ(x) ≥ (c− 2ε)(ℓ− Lk−1) +
k−1∑
j=1
(c− 2ε)(Lj − Lj−1)
≥ (c− 2ε)ℓ
Define a probability measure ν on C∞(x) by
ν(C) =
1
♯Cℓ(x)
(∀C ∈ Cℓ(x) and l ∈ N).
It is clear that (note n(ε) does not depend on Lk)
ν(C) ≤ 2−(c−2ε)ℓ.
Thus we have proved that with probability bigger than 1− ε we have
dimH{y : α(x, y) ≤ c} ≥ c− 2ε.

Remark: The proofs in this section can be used to obtain a more pre-
cise estimate on the growth rate of the tree, however this estimate is not
necessary for our purpose. Namely one can show that Lk−1 ≪ l ≤
c
h
Lk then
T (x,D, l, ε) ≥ 2(h−3ε)l.
This implies that the upper box counting dimension of the corresponding
Cantor set is h − 3ε while the lower box dimension equals the Hausdorff
dimension equals c− 2ε.
8. Results for the full shift
Our strategy is to prove all the theorems in the symbolic framework and
then transfer them to the circle. Let us get together the already obtained
results in the symbolic framework.
Lemma 8.1. For 0 < κ <∞ we have µφ-a.e.
sup{E(t) :
1
t
≤ κ} ≥ dimH F
κ(x) ≥ sup{E(t) :
1
t
< κ}.
For κ ≤ 1/hµφ (i.e. 1/κ ≥ hµφ) we have µφ-a.e.
sup{E(t) :
1
t
≥ κ} ≥ dimH I
κ(x) ≥ sup{E(t) :
1
t
> κ},
and for κ > 1/hµφ (i.e. 1/κ < hµφ) we have µφ-a.e.
dimH I
κ(x) = 1/κ.
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Proof. The first line is a consequence of Lemma 3.2, Theorem 5.3 and The-
orem 2.3.
The second line is a consequence of Lemma 3.2, Theorem 6.2 and Theo-
rem 2.3.
The third line is a direct consequence of Lemma 3.2, Theorems 6.2 and
7.9. 
Corollary 8.2. Let 1/κ ∈ (e−, e+). Then for µφ a.e. x
dimH F
κ(x) = max
ν−ergodic
{hν : α(x, y) ≤
1
κ
ν − a.e.y}.
For 1/κ ∈ (hµφ , e
+) and µφ a.e. x
dimH I
κ(x) = max
ν−ergodic
{hν : α(x, y) ≥
1
κ
ν − a.e.y}.
The properties of the entropy spectrum which were stated in the back-
ground section immediately imply the following corollary.
Corollary 8.3. For 1/κ ∈ (e−, e+) and µφ a.e. x we have
sup
−P ′(q)≥ 1
κ
[P (qφ)− P ′(qφ)q] ≥ dimHF
κ(x) ≥ sup
−P ′(q)> 1
κ
[P (qφ)− P ′(qφ)q] .
For 1/κ ∈ (hµφ , e
+) and µφ a.e. x we have
sup
−P ′(q)≤ 1
κ
[P (qφ)− P ′(qφ)q] ≥ dimHI
κ(x) ≥ sup
−P ′(q)< 1
κ
[P (qφ)− P ′(qφ)q] .
If we consider a typical potential, then the function E(t) is continuous
on the nontrivial interval (e−, e+), equals 0 on the endpoints (see [S2]).
Hence the right hand side and left hand side inequalities in Lemma 8.1 and
Corollary 8.3 are equal. Since the maximum value of E(t) is attained at
the value t = −
∫
Σ+2
φ dµmax and equals htop(Σ
+
2 ) = 1 we have the following
corollary.
Corollary 8.4. For a typical potential and µφ a.e. x we have
dimH F
κ(x) = htop(Σ
+
2 ) = 1 for κ ≥
1
−
∫
φ dµmax.
,
dimH I
κ(x) = htop(Σ
+
2 ) = 1 for κ ≤
1
−
∫
φ dµmax.
.
Let qκ be the number such that P
′(qκφ) = −
1
κ
. Then
dimH F
κ(x) = E
(
1
κ
)
= P (qκφ) +
1
κ
qκ for κ <
1
−
∫
φ dµmax.
,
dimH I
κ(x) = E
(
1
κ
)
= P (qκφ) +
1
κ
tqκ for
1
hµφ
≥ κ >
1
−
∫
φ dµmax.
.
Finally we come to the answer of the symbolic version of question (Q2).
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Lemma 8.5. For µφ a.e. x we have
F
κ(x) = ∅ for κ <
1
e+
=
1
maxµ ergodic
∫
(−φ) dµ
= κF
φ,Σ+2
.
Proof. ¿From multi-fractal analysis, it is well known that
e+ = max
ν
∫
(−φ) dν = max
y∈Σ+2
hµφ(y).
Therefore
F
κ(x) ⊂ {y : α(x, y) ≥ 1/κ and hµφ(y) ≤ e
+ < 1/κ} = ∅
by Lemma 3.2, Lemma 3.3 and Theorem 5.2. 
Using the techniques developed in the previous sections we can conclude
a strong theorem on the structure of typical sequences. The subword struc-
ture of a typical sequence up to time L is completely determined by the
entropy spectrum of the measure.
Corollary 8.6. Consider n≪ L sufficiently large, a typical point x and the
set of cylinders Cn of length n satisfying µ(Cn) ∼ 2
−βn which are subwords
of the cylinder CL(x), i.e. the orbit of x hits the cylinder Cn before time L.
Then
♯
(
Cn
)
∼ max(0, 2min(E(β),E(β)−β+(logL)/n)n).
Here an ∼ bn means that the ratio a/b is subexponential in n.
9. Extensions to subshifts of finite type
The previous results can be extended in a canonical way to subshifts of
finite type: Σ+2 is replaced by a subshift space ΣA and µφ and µψ by two
Gibbs measures of the subsystem σ : ΣA → ΣA. Extensions to symbolic
spaces of several symbols are also obvious.
Here we consider another kind of extension. Given a compact subset K
in Σ+2 . What can we say about K ∩ I
κ(x) and K ∩ Fκ(x) ? We assume
that the reference measures µφ and µψ are Gibbs measure of the full shift
σ : Σ+2 → Σ
+
2 . We can answer this question when K = ΣA is a subshift of
finite type. The proofs are still slight modifications of those for the full shift,
thus we only sketch them briefly here. We will emphasize the differences.
Let ΣA ⊂ {0, 1}
N be a subshift of finite type. We are interested in the
following two sets:
FκA(x) := F
κ(x) ∩ ΣA and I
κ
A(x) := I
κ(x) ∩ ΣA.
Recall that µφ(ΣA) = 0 if ΣA 6= {0, 1}
N because ΣA is a closed invariant set
(σΣA ⊂ ΣA) and µφ is of full support and ergodic.
The analysis of these sets is related to the determination of the follow-
ing restricted entropy spectrum: Recall that −
∫
φdµψ is nothing but the
conditional entropy of µφ relative to µψ. Let
EA(α) := dimH{y ∈ ΣA : hµφ(y) = α}.
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We list some facts concerning EA(α) which are needed to modify the proofs.
(1) Clearly the restriction φ|ΣA is a Ho¨lder function.
(2) Let PA(ψ) be the pressure of a potential ψ : ΣA → R related to the
subsystem σ : ΣA → ΣA. Then
PA(φ|ΣA) ≤ 0.
This a consequence of the variational principle:
PA(φ|ΣA) = max
µ inv on ΣA
(hµ +
∫
ΣA
φ dµ)
≤ max
µ inv on Σ
(hµ +
∫
Σ
φ dµ) = P (φ) = 0.
(3) φA(x) := φ|ΣA −PA(φ|ΣA) is normalized in the sense that PA(φA) =
0.
(4) Let µφA be the Gibbs measure on ΣA associated to φA. It is related
to the original Gibbs measure µφ by
µφA(Cn(x)) ≈ e
SnφA(x) = eSnφ(x)−nPA(φ|ΣA ) ≈ e−nPA(φ|ΣA (φ)µφ(Cn(x))
for x ∈ ΣA. Here ≈ means that the ratio is bounded between two
constants independent of n.
(5) Consequently, if one of the local entropies hµφA (x) or hµφ(x) is well
defined then both are well defined and we have
hµφA (x) = hµφ(x) + PA(φ|ΣA), x ∈ ΣA.
(6) The following spectrum is well known from multi-fractal analysis
E˜A(β) := dimH{y ∈ ΣA : hµφA (y) = β}.
The condition hµφA (y) = β is equivalent to limn→∞ n
−1(Sn(−φA)(y)) =
β.
Now, by (5) and (6), we get that the spectrum EA(·) is expressed in term
of the known spectrum E˜A(·):
EA(α) = dimH{y ∈ ΣA : hµφ(y) = α}
= dimH{y ∈ ΣA : hµφA (y) = α + PA(φ)}
= E˜A(α + PA(φ)).
Furthermore, the set {y ∈ ΣA : hµφ(y) = α} is empty, so EA(α) = 0 unless
(9·1) e˜−A ≤ α + PA(φ) ≤ e˜
+
A
where e˜+A, e˜
−
A are respectively the maximal and minimal entropy of hµφA .
That is
e˜+A = sup
suppµ⊂ΣA
∫
(−φA)dµ = sup
suppµ⊂ΣA
∫
(−φ)dµ+ PA(φ|σA)
e˜−A = inf
suppµ⊂ΣA
∫
(−φA)dµ = inf
suppµ⊂ΣA
∫
(−φ)dµ+ PA(φ|ΣA).
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Define
e−A := inf
suppµ⊂ΣA
∫
(−φ)dµ, e+A := sup
suppµ⊂ΣA
∫
(−φ)dµ.
So, (9·1) is equivalent to
e−A ≤ α ≤ e
+
A.
Thus EA(α) ≤ E(α) because
E˜A(α + PA(φ)) = sup
suppµ⊂ΣA∫
(−φA)dµ=α+PA(φ)
hµ = sup
suppµ⊂ΣA∫
(−φ)dµ=α
hµ
≤ sup∫
(−φ)dν=α
hν = E(α).
Let emaxA be the unique value for which EA(α) attains its maximum (sup-
ported by the Parry measure). In particular EA(e
max
A ) = dimH(ΣA). Then
we can conclude
Theorem 9.1.
dimH F
κ
A(x) =
{
dimH(ΣA) if
1
κ
≤ emaxA
EA(
1
κ
) if 1
κ
> emaxA
and FκA(x) = ∅ if
1
κ
> e+A.
Theorem 9.2.
dimH I
κ
A(x) =

1
κ
+ PA(φ|ΣA) if − PA(φ|ΣA) ≤
1
κ
≤ hµφA − PA(φ|ΣA)
EA(
1
κ
) if hµφA − PA(φ|ΣA) ≤
1
κ
≤ emaxA
dimH(ΣA) if
1
κ
≥ emaxA
and IκA(x) = ∅ if
1
κ
< −PA(φ|ΣA).
Remark: Unlike the full shift case IκA(x) is empty for large κ.
Proof. The only statement in the two theorems which differs from the full
shift is that IκA(x) may be empty. Fix ε > 0. Let
1
κ
< −PA(φ|ΣA)− ε. Then
by (9·1) we have
hµφ(y) ≥ e˜
−
A − PA(φ|ΣA)
for all y ∈ ΣA. Then, by Lemma 3.2
IκA(x) ⊂
{
y ∈ ΣA : α(x, y) <
1
κ
+ ǫ
}
= {y ∈ ΣA : α(x, y) <
1
κ
+ ǫ, hµφ(y) ≥ e˜
−
A − PA(φ|ΣA)}
⊂ {y ∈ ΣA : α(x, y) < −PA(φ|ΣA), hµφ(y) ≥ e˜
−
A − PA(φ|ΣA)}
⊂
∞⋃
j=0
{y ∈ ΣA : hµφ(y) ∈
[
jε, (j + 1)ε
)
+ e˜−A − PA(φ|ΣA)}.
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Thus, Lemma 6.1 with K = 2
1
κ
n, L = max(2EA(e˜
−
A+jε), 2(e˜
−
A+(j+1)ε) and N =
1 implies that each of the (countably many) sets on the right hand side is
empty for µφ-a.e. x. 
10. Transferring to the circle
In this section we show that the results of the section 8 hold for the dou-
bling map of the circle, i.e. replacing Fκ(x), Iκ(x) by F κ(s), Iκ(s). Recall
that the projection π : Σ → S was defined in the section 2. For y ∈ Σ2;
y 6= 1∞, 0∞ let
C∗n(y) := C
−
n (y) ∪ Cn(y) ∪ C
+
n (y)
where C−n (y) denotes the cylinder of length n preceding Cn(y) in the lexi-
cographical order and C+n (y) denotes the immediate successor.
Theorem 10.1. For µφ a.e. x we have
dimH(F
κπ(x)) = dimH π(F
κ(x))
dimH(I
κπ(x)) = dimH π(I
κ(x)).
Proof. For x ∈ Σ2 with x 6= 1
∞, 0∞, the projection of each of the cylinders
C−n (x), Cn(x),C
+
n (x) to S
1 is an interval around π(x). Moreover we have
(10·1) π(C⌊κ logn⌋+1(x)) ⊂
(
π(x)−
1
nκ
, π(x) +
1
nκ
)
⊂ π(C∗⌊κ logn⌋(x)).
Applying the left inclusion, it follows that
F κ(π(x)) ⊂ π(Fκ(x)).
Hence
dimH(F
κπ(x)) ≤ dimH π(F
κ(x)),
and similarly
dimH(I
κπ(x)) ≥ dimH π(I
κ(x)).
We turn to the reverse inequalities. For this we define
τ ∗n(x, y) := inf{l ≥ 1 : σ
lx ∈ C∗n(y)},
τ−n (x, y) := inf{l ≥ 1 : σ
lx ∈ C−n (y)}
and
τ+n (x, y) := inf{l ≥ 1 : σ
lx ∈ C+n (y)}
then
τ ∗n(x, y) = min{τ
−
n (x, y), τn(x, y), τ
+
n (x, y)}
and
α∗(x, y) = min{α−(x, y), α(x, y), α+(x, y)}
where α∗, α−, α+ are defined in the corresponding way. Therefore in analogy
to Lemma 3.2
(10·2)
{
π(y) : α∗(x, y) >
1
κ
}
⊂ F κ(π(x))
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and
(10·3) Iκ(π(x)) ⊂
{
π(y) : α∗(x, y) ≤
1
κ
}
.
Next we need the following lemma to prove the reverse inequalities.
Lemma 10.2. For any x ∈ Σ+2 and ν an ergodic Borel probability measure
different from δ0∞ and δ1∞ we have
α∗(x, y) = α(x, y) ν − a.e.
Proof. We will prove that α+(x, y) ≥ α(x, y) almost everywhere. The proof
for α−(x, y) ≥ α(x, y) a.e. is similar. Since
α∗(x, y) = min{α−(x, y), α(x, y), α+(x, y)},
this will imply the lemma.
Fix ǫ > 0. Let 1n be the characteristic function of the cylinder set
consisting of n 1’s. Since ν is not concentrated on 1∞ we can find an nǫ
sufficiently large that∫
1n(x) dν(x) < ǫ (∀n > nǫ).
Now let y be a generic point for ν. Then there is an n0 = n0(y) > nǫ such
that
1
m
Sm1n(y) < ǫ (∀m > n0).
Let us consider the structure of C+m(y).
C+m(y) = [y1 · · · ym−11] if y = y1 · · · ym−10 · · ·
C+m(y) = [y1 · · · yk−1100 · · ·0] if y = y1 · · · yk−1011 · · ·1ym+1 · · · .
It follows that
C+m(y) ⊂ Ck−1(y)
where k = k(y,m) is characterized by yk = 0 and yj = 1 (∀k < j ≤ m}).
Thus
(10·4) τ+m(x, y) ≥ τk−1(x, y).
For a given x, the more 1’s at the end of Cm(y) is the only way to enlarge the
difference of x’s hitting times of C+m(y) and Cm(y). Let n > n0, m > n−l−1
and assume that we have a block of n + l ones at the end (l > n). Then
(10·4) becomes
τ+m(x, y) ≥ τm−n−l−1(x, y).
The worst situation is when this block occurs very early. We are going to
estimate this first occurrence. First we observe that
ǫ >
1
m
Sm1n(y) ≥
l
m
.
This implies that the first occurrence of the block in question is not earlier
than
m− n− l − 1 ≥ m− 2l > m(1− 2ǫ).
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Therefore
α+(x, y) = lim
m→∞
log τ+m(x, y)
m
≥ lim
m→∞
log τm−n−l−1(x, y)
m
≥ (1− 2ǫ)α(x, y).
Letting ǫ→ 0 we obtain the result. 
We continue with the proof of the theorem. For any Borel set A we have
dimH πA = htop(A)
since diam π(C) = 2−|C| for any cylinder set C. Thus applying Theorem
5.3 yields
dimH π(F
κ(x)) = htop(F
κ(x)) = hµq(κ)φ.
Let t(κ) = q(κ) if 1
κ
≥ emax and t(κ) = 0 otherwise. Suppose ε > 0. By
continuity of the multi-fractal spectrum we have
lim
ε→0
ht(κ−ε)φ = ht(κ)φ
and
hµt(κ−ε)φ(y) =
1
κ− ε
>
1
κ
µt(κ−ε)φ−a.e. y.
By Corollary 4.3 for µφ × µq(κ−ε)φ for a.e. (x, y) we have
α∗(x, y) = α(x, y) = hµφ(y) >
1
κ
.
Thus π(y) ∈ F κ(π(x)) for µqtκ−ε)φ a.e. y and dimH Fκ ≥ hµt(κ−ε)φ . Taking
the limit ε→ 0 shows
dimH F
κ(π(x)) ≥ hµt(κ)φ = dimH π(F
κ(x)).
This completes the proof for the set F κ.
It remains to show that dimH I
κ(π(x)) ≤ dimH π(I
κ(x)). If 1
κ
≥ emax
then this is trivial since dimH π(I
κ(x)) = 1. Observe that for any κ we
have dimH I
κπ(x) ≤ 1
κ
. To see this consider the natural covering (T nπ(x)−
1
nκ
, T nπ(x) + 1
nκ
) of Iκ(π(x)). The s-covering sum is
∑
1
nκs
< ∞ if s > 1
κ
.
Therefore, if 0 < 1
κ
≤ hµφ , we have dim I
κ(π(x)) ≤ 1
κ
= dimH(I
κ(x)).
Finally if hµφ ≤
1
κ
< emax the for any Ho¨lder function φˆ ∈ H
α(S1) let
φ = φˆ ◦π. We have φ ∈ Hα(Σ2) and φ(x1, . . . , xn01
∞) = φ(x1, . . . , xn, 10
∞)
thus by the Gibbs property we have
lim
n→∞
log µφ(C
±
n (x))
log µφ(Cn(x))
= 1.
Hence h∗µφ(y) = hµφ(y) for all y ∈ Σ2.
Consider the set
Iκ(π(x))\π(Iκ(x)) = {y : π(y) ∈ Iκ(π(x)), y ∈ Fκ(x)}
⊂ {y : α∗(x, y) <
1
κ
, α(x, y) ≥
1
κ
}.
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By Theorem 5.2 for µφ-a.e. x we have that the last set is contained in
{y : α∗(x, y) <
1
κ
, hµφ(y) ≥
1
κ
}.
Thus Lemma 6.1 implies that for any ε > 0 there are at most C(ε) ·2E( 1
κ
)n
cylinders of length n needed to cover {y : α∗(x, y) < 1
κ
, hµφ(y) ≥
1
κ
+ ε} .
Hence
dimH(I
κ(π(x))\π(Iκ(x)) ≤ E(
1
κ
) = dimH π(F
κ(x)).

Corollary 10.3. For µφ a.e. x we have F
κ(π(x)) = ∅ if 1
κ
> e+.
In Theorem 2.3 and Corollary 4.3 we can ignore the delta measure on
fixed points since they have zero entropy and therefore do not give any
contribution. This transfer procedure allows us to conclude the following
Theorems and Corollaries from the analogous results of the section 8. These
results contain more information than those stated in the introduction, thus
we reformulate them. We set νφ = µφ ◦ π
−1.
Theorem 10.4. (Theorem 1.1) κφ,ψ =
1
−
∫
S1
φ dνψ
= 1
hνφ(y)
= − 1d
dt
P (φ+tψ)|t=0
.
Lemma 10.5. For νφ a.e. s we have
sup{E(t) :
1
t
≤ κ} ≥ dimH F
κ(s) ≥ sup{E(t) :
1
t
< κ}.
For νφ a.e. s and κ < 1/hνφ we have
sup{E(t) :
1
t
≥ κ} ≥ dimH I
κ(s) ≥ sup{E(t) :
1
t
> κ}.
Corollary 10.6. For νφ a.e. s
sup
−P ′(q)≥ 1
κ
[P (qφ)− P ′(qφ)q] ≥ dimHF
κ(s) ≥ sup
−P ′(q)> 1
κ
[P (qφ)− P ′(qφ)q] .
For νφ a.e. s and for κ < 1/hνφ
sup
−P ′(q)≤ 1
κ
[P (qφ)− P ′(qφ)q] ≥ dimHI
κ(s) ≥ sup
−P ′(q)< 1
κ
[P (qφ)− P ′(qφ)q] .
Corollary 10.7. (Theorems 1.3 and 1.4) For a typical potential φ and νφ
a.e. s we have
dimH F
κ(s) = dimH(S
1) = htop(S
1) = 1 for 1/κ ≤ −
∫
φ dLeb.,
dimH I
κ(s) = dimH(S
1) = htop(S
1) = 1 for 1/κ ≥ −
∫
φ dLeb..
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Let qκ be the number such that P
′(qκφ) = −
1
κ
. Then
dimH F
κ(s) = E
(
1
κ
)
= P (qκφ) +
1
κ
qκ for 1/κ > −
∫
φ dLeb.,
dimH I
κ(s) = E
(
1
κ
)
= P (qκφ) +
1
κ
qκ for hνφ ≤ 1/κ < −
∫
φ dLeb.,
dimH I
κ(s) = 1
κ
for 1/κ < hνφ.
Remark: 1) If κ > 1 then
∑
ln < ∞ and we can not cover Lebesgue
almost all points infinitely often no matter which orbit we consider. Thus
it is likely that the dimension of Iκ(s) is less than 1. In the degenerate
case this is clear. To see this in the nondegenerate case note that since the
graph of the entropy spectrum is below the diagonal we have 1 = htop =
E(emax) < emax. Therefore the maximum dimension (i.e. 1) is attained for
κ < 1.
2) For a non typical potential we have possibly discontinuities of the
function E(t) at e±. At these points the upper and lower estimates of
Corollary 10.6 do not coincide. This indicates that the question about
infinite versus finite covering can not be completely answered in terms of
the exponent κ. At this point the answer might depend on a constant c
where ln =
c
nν
. This is in particular the case for the i.i.d. case mentioned in
the introduction. The dynamical analog is Lebesgue measure whose entropy
spectrum is degenerate. Therefore we can not get any information about
the sequence c
n
which resembles the i.i.d. case.
Theorem 10.8. (Theorem 1.2) For νφ a.e. s we have
F κ(s) = ∅ for κ <
1
− infµ ergodic
∫
φ dµ
= κFφ,S1.
These results are summarized in Figure 2.
Remark: The result of Corollary 8.6 can also be transferred to the circle.
The interpretation of this result is as follows. The distribution of a typical
orbit up to time L is completely determined by the entropy spectrum of the
measure.
Acknowledgment The authors thank L.–M. Liao and Q.–L. Li for their
useful remarks.
References
[BF] J. Barral and A. H. Fan, Covering numbers of different points in Dvoretzky and
Poisson coverings, Bull. Sci. Math. Fr. 129 (2005) 275–317.
[BSS] L. Barreira, B. Saussol and J. Schmeling, Higher-dimensional multifractal analy-
sis, J. Math. Pures Appl. 81 (2002) 67–91.
[BV] V. Beresnevich and S. Velani, A mass transference principle and the Duffin-
Schaeffer conjecture for Hausdorff measrues, Ann. Math. 164 (2006) 971–992.
[B] R. Bowen, Entropy for non-compact sets, Trans. Amer. Math. Soc. 184 (1973) 125–
136.
42 DYNAMICAL DIOPHANTINE APPROXIMATION
dimH F
κ(s) dimH I
κ(s)
e− emax e
+
1
1/κ
dimH F
κ(s) dimH I
κ(s)
e− emax e+
1
1/κ
.
dimH F
κ(s) dimH I
κ(s)
1
1/κe− = emax = e
+
Figure 2. The dimension graphs in the typical, nontypical
and degenerate cases. The graph of dimH F
κ(s) is dotted and
the graph of dimH I
κ(s) is solid.
[C] J.-R. Chazottes, Dimensions and waiting times for Gibbs measures, Journal of Sta-
tistical Physics 98 (2000) 305–320.
[D] A. Dvoretzky, On covering a circle by randomly placed arcs, Proc. Nat. Acad. Sci.
USA 42 (1956) 199–203.
[F1] A.–H. Fan, How many intervals cover a point in Dvoretzky Covering?, Israel J.
Math. 131 (2002) 157–184.
[F2] A.–H. Fan, Some topics in the theory of multiplicative chaos, in Progress in Prob-
ability, No 57, Ch. Bandt, M. Zaehle and U. Mosco (Ed.), Birkhauser, 2004, pp
119-134.
[FF] A.– H. Fan and D.–J. Feng, On the distribution of long-term time averages on
symbolic space, J. Stat. Phys. 99 (2000) 813–856.
[FFW] A.–H. Fan, D.–J. Feng and J. Wu, Recurrence, dimension and entropy, J. London
Math. Soc. 64 (2001) 229–244.
[FK] A.–H. Fan and J.–P. Kahane, Raret des intervalles recouvrant un point dans un
recouvrement aleatoire, Ann. Inst. Henri Poincare´ 3 (1993) 453–466.
[FS] A.–H. Fan and J. Schmeling, Coverings of the circle driven by rotations, in Dynami-
cal systems from number theory to probability II, A. Khrennikov (Ed.), Mathemati-
cal Modelling in Physics, Engineering and Cognitive Science, vol 6, Va¨xjo¨ University
Press, 2003, pp. 7-15.
[FW1] A.–H. Fan and J. Wu, On the covering by small random Intervals, Ann. Inst.
Henri Poincare´, 40 (2004) 125-131.
[FW2] A.–H. Fan and J. Wu, A note on inhomogeneous diophantine approximation with
a general error function, Glasgow Math. J. 48 (2006) 187-191.
[JS] J. Jonasson and J. Steif, Dynamical models for circle covering: Brownian motion
and Poisson updating, Annals of Prob. to appear. arXiv:math/0606297
AI-HUA FAN, JO¨RG SCHMELING AND SERGE TROUBETZKOY 43
[HV] R. Hill and S. Velani, The ergodic theory of shrinking targets, Invent. Math. 119
(1995) 175–198.
[K] J.–P. Kahane, Some random series of functions, Cambridge University Press, Cam-
bridge, 1985.
[OW] D. Ornstein and B. Weiss, Entropy and data compression schemes, IEEE Trans.
Inform. Theory 39 (1993) 78–83.
[P] Ya. Pesin, Dimension theory in dynamical systems, University of Chicago Press,
Chicago, 1997.
[Ru] D. Ruelle, Statistical mechanics of a one-dimensional lattice gas, Comm. Math.
Phys. 9 (1968) 267–278.
[ST] J. Schmeling and S. Troubetzkoy, Inhomogeneous Diophantine approximation and
angular recurrence for polygonal billiards, Mat. Sbornik 194 (2003) 295–309.
[S1] J. Schmeling, Entropy preservation under Markov coding, J. Stat. Phys. 104 (2001)
799–815.
[S2] J. Schmeling, On the completeness of multifractal spectra, Ergodic Theory Dynam.
Systems 19 (1999) 1595–1616.
[Sch] L. Schepp, Covering the circle with random arcs, Israel J. Math. 11 (1972) 328–345.
A. H. Fan: LAMFA, UMR 4160, CNRS, University of Picardie, 33 Rue
Saint Leu, 80039 Amiens, France
E-mail address : ai-hua.fan@u-picardie.fr
URL: http://www.mathinfo.u-picardie.fr/fan/
J. Schmeling: Mathematics Centre for Mathematical Sciences, Lund In-
stitute of Technology, Lund University Box 118 SE-221 00 Lund, Sweden
E-mail address : joerg@maths.lth.se
URL: http://www.maths.lth.se/matematiklth/personal/joerg/
S. Troubetzkoy: Centre de physique the´orique, Fe´de´ration de recher-
ches des unite´s de mathe´matique de Marseille, Institut de mathe´matiques
de Luminy and, Universite´ de la Me´diterrane´, Luminy, Case 907, F-13288
Marseille Cedex 9, France
E-mail address : troubetz@iml.univ-mrs.fr
URL: http://iml.univ-mrs.fr/~troubetz/
