Abstract-In the field of craniomaxillofacial (CMF) surgery, surgical planning can be performed on composite 3-D models that are generated by merging a computerized tomography scan with digital dental models. Digital dental models can be generated by scanning the surfaces of plaster dental models or dental impressions with a high-resolution laser scanner. During the planning process, one of the essential steps is to reestablish the dental occlusion. Unfortunately, this task is time-consuming and often inaccurate. This paper presents a new approach to automatically and efficiently reestablish dental occlusion. It includes two steps. The first step is to initially position the models based on dental curves and a point matching technique. The second step is to reposition the models to the final desired occlusion based on iterative surface-based minimum distance mapping with collision constraints. With linearization of rotation matrix, the alignment is modeled by solving quadratic programming. The simulation was completed on 12 sets of digital dental models. Two sets of dental models were partially edentulous, and another two sets have first premolar extractions for orthodontic treatment. Two validation methods were applied to the articulated models. The results show that using our method, the dental models can be successfully articulated with a small degree of deviations from the occlusion achieved with the gold-standard method.
ital deformities, combat injuries, posttraumatic defects, defects after tumor ablation, and deformities of the temporomandibular joint (TMJ). The success of these surgeries depends not only on the technical aspects of the operation, but to a larger extent on the formulation of a precise surgical plan. Over the last 50 years, there have been significant improvements in the technical aspects of surgery (e.g., rigid fixation, resorbable materials, distraction osteogenesis, minimally invasive approaches, etc.). However, the planning methods remain mostly unchanged [1] [2] [3] [4] . At present, in CMF surgery, it is clear that many unwanted surgical outcomes are the result of deficient planning.
Computer-aided surgical simulation (CASS) provides a surgeon with readily recognizable images of complex anatomic structures (computerized composite skull model) [2] , [3] , [5] [6] [7] [8] . The advent of computed tomography (CT) in conjunction with appropriate computer software and hardware has created a number of options for CMF surgeries [3] , [9] [10] [11] [12] [13] . Although CT imaging is excellent for generating bone models, the CT does not accurately render the surfaces of teeth. Furthermore, orthodontic metal brackets and dental restorations may cause severe scattering in reconstructed 3-D images. For this reason, it is still infeasible to utilize the imperfect 3-D images of dental models for digitally reestablishing occlusion. Gateno et al. [6] developed a computerized composite skull model which is created by incorporating the digital dental models into a 3-D CT bone model of the skull model. The high-resolution digital dental models were obtained by scanning the dental impressions using a 3-D laser scanner. Swennen et al. [7] , [8] developed a procedure for creating an augmented virtual skull model with a detailed dental volume model acquired by a high-resolution cone-beam CT scan of dental impressions. Those computerized composite skull models provide an artifact-free and accurate dentition feasible for digitally occluding the upper and lower teeth in CASS.
The CASS system has eliminated most of the problems associated with traditional planning methods. However, it has created a new problem because the reestablishment of the dental occlusion (i.e., maximum intercuspation (MI) position) has become more difficult and time consuming than before. Without CASS, surgeons use stone dental models to reestablish the occlusion. The physical action of aligning upper and lower dental models into MI is quick and accurate [14] . The position of MI between the dental arches can be achieved by first aligning the cusps 1 and grooves 2 of the plaster onto their ideal relationship while the models are still apart from each other, then by moving the plaster dental models towards each other until they collide, 1 The small elevations on the grinding or chewing surface of a tooth. 2 The valleys on the chewing surface of premolars and molars.
0278-0062/$26.00 © 2010 IEEE and finally by oscillating the models until the occlusion is completely seated. The visual and tactile feedback together with the cognitive insight makes dental articulation very simple. An experienced operator can complete this task in a matter of seconds.
The same is not true in the virtual world, where the dental arches are represented by two 3-D images that lack collision constraints, i.e., the computer system does not stop the images from moving through each other once the model surfaces have made contact. In addition, the operator has no tactile feedback when articulating the digital dental models. Virtual articulation of an arch of 14 upper teeth (third molars are usually not present) against 14 lower teeth into their best possible intercuspation 3 is a complex task. Ideally, the 14 buccal 4 cusps and four incisal edges 5 of the mandibular teeth will make maximal contact against the corresponding fossae, 6 marginal ridges, 7 and lingual surfaces 8 of the maxillary teeth at MI position. At the same time, the palatal 9 cusps of the maxillary teeth also need to make contact against the fossae and marginal ridges of the lower teeth [15] , [16] . Moreover, the dental midlines 10 should be coincidental, and the transverse relationship between the teeth should be appropriate. Finally, all of this needs to be accomplished without creating unwanted areas of overlap. Because of these difficulties, it usually takes close to an hour to achieve the "visually best possible" intercuspation in the computer. More importantly, it is almost impossible to be certain that what is seen in the computer represents the true best possible alignment. For this reason, we have not been able to rely on computerized dental alignment to treat real patients, because even a small deviation in occlusion can cause significant clinical problems. To date, we have been forced to first establish the final occlusion on physical models, scan them while in MI and then transfer this registration into CASS software. If an accurate method to automatically reestablish MI on the computer can be developed, it will result in substantial reductions in planning time and cost.
During digital dental articulation, collision detection/avoidance plays an essential role in solving this problem. Each manual movement in digital dental models is followed by one execution of collision detection which is a slow process used for feedback. Because of irregular surfaces of teeth, it is challenging to estimate the next movement for achieving best MI without collision. Therefore, this conventional trial-and-error alignment in the virtual world with aid of visualizing and detecting areas of collision is not practical as that in the physical world.
In this study, we develop a solution to this computerized automatic dental articulation. Fig. 1 shows the flow diagram 3 The cusp-to-fossae relationship of the upper and lower posterior teeth with maximum contacting areas. 4 The outer side of teeth toward the cheek. 5 The cutting edges of an incisor or canine tooth. 6 The valleys on the chewing surface of premolars and molars. 7 An elevation of enamel that forms the proximal boundary of the occlusal surface of a tooth. 8 The inner side of teeth toward the tongue (as opposed to "buccal"). 9 The inner side of the maxillary teeth towards the palate (as opposed to "buccal"). 10 The imaginary line that passes between central incisors and divides the dental model. of the approach. In Section II, we will describe the acquisition of digital dental data, the data format, and the preprocessing of the datasets. In Section III, we will address an approach of dental alignment for initially articulating the models. A new method of searching for feature points on cusps, incisal edges, central grooves, and fossae will be developed based on the criteria of dental occlusion in Section III-A. By using those feature points, the dental models will be aligned to an initial and approximate occlusion using point matching algorithm in Section III-B. In Section IV, we will describe an iterative surface-based minimum distance mapping (ISMDM) approach with occlusion constraints to complete the final alignment. In Section V, we will validate our methods using 12 sets of the dental models. In Section VI, we will discuss our approach and compare it with other studies. Finally, the conclusion will be presented in Section VII.
The notation used in this paper is described as follows. Bold symbols and are represented as a matrix and a column vector, respectively. defines matrix transpose of . is the Euclidean norm of a column vector . A point by a column vector of three-tuple in a Cartesian coordinate system can be represented as . The identity matrix denotes .
II. DATA ACQUISITION AND PREPROCESSING
A set of stone dental models were fabricated from the original dental impressions of the patient. An experienced CMF surgeon (J. J. Xia) hand-articulated the dental models to the MI position. The models were then mounted on a specially designed mounting jig to keep the maxillary and mandibular models in their MI relationship. The surfaces of the models were then scanned using a 3-D laser surface scanner with an accuracy of 0.1 mm by a commercially available service (GeoDigm Corporation, Chanhassen, MN), resulted in a set of digital dental models that were the exact replica of their physical form at MI relationship. The dataset was saved in stereolithography (.STL) format. This scanned set of the digital dental models served as a gold standard of the occlusion at MI position in this study.
The digital dental models are closed mesh surfaces consisting of facets and vertices. The models are characterized by that each vertex is shared by its known neighboring facets, and each facet has a known normal vector going outwards from the closed surface (toward Gouraud or Phong shading). Fig. 2(a) shows an example of a triangulated mesh surface. Although the penetration does not exist on the plaster models, the upper and lower digital dental models penetrate each other with a range of 0.08-0.35 mm at the areas where the upper teeth and the lower teeth touched [ Fig. 2(b) ]. This is because the surface of the model is triangulated and slightly expanded outwards.
Dental occlusion only involved the occlusal surfaces between the upper and lower teeth. Therefore, it is necessary to segment the occlusal surfaces of the teeth and discard the gums. Several approaches of teeth segmentation had already been developed to segment the entire teeth from the gums [17] , [18] . However, nearly all of the patients were under orthodontic treatment prior to their orthognathic surgery. The braces and orthodontic wires were located in the middle of the buccal surfaces of the teeth. Therefore, these published methods were not applicable in this patient population. We therefore manually segmented the occlusal surfaces using a commercially available software (Magics RP, Materialise, Belgium). 
III. INITIAL ALIGNMENT
The main purpose of initial alignment is to obtain approximate dental occlusion before two dental models are finally articulated to an accurate and collision-free position and orientation. When the two dental models are initially located at an arbitrary orientation and position in a Cartesian coordinate system, it is necessary to estimate a transformation to bring them relatively close to each other. Two pairs of corresponding curves can be extracted from the maxillary and mandibular dental models. The two curves in each pair should be matched. In the first pair, the buccal cusps of the mandibular arch correspond to the central groove of the maxillary arch, while in the second pair, the palatal cusps of the maxillary arch correspond to the central groove of the mandibular arch. Throughout this study, we use the first pair (Fig. 3) to perform initial alignment of the models. The curve of maxillary teeth [ Fig. 3(a) ] is extracted from maxillary fossae including the pits on incisal palatal surfaces and the central grooves of premolars and molars. The curve of mandibular teeth [ Fig. 3(b) ] is extracted from the incisal edges, and the buccal cusps of the premolars and molars. Ideally, the two curves should be superimposed in the MI. Those dental curves can be viewed as 3-D continuous curves (not necessarily fitting polynomial curves) along the dental arches. Based on those assumptions above, we have developed an automatic approach for initially positioning the models. In the first step, we identify feature points on the cusps, incisal edges, central grooves, pits, and fossae to approximately represent the dental curves along the arches instead of finding the continuous dental curves. In the second step, the dental curves of the maxillary and mandibular arches are superimposed using a point matching algorithm to complete the initial alignment.
A. Identification of Feature Points on Maxillary and Mandibular Occlusal Surfaces
The occlusal plane ( --plane) of the dental model is determined by identifying distobuccal 11 cusps of the first molar and the incisal edge of a central incisor 12 [ Fig. 4(a) ]. A more sophisticated generation of occlusal surface can be found in [19] . A range image (the heights of the digital model in the -coordinate) is then calculated [ Fig. 4(b) ]. Based on the range image and the two-step curve fitting approach in [17] , we compute 2-D dental fitting curves in the maxillary and mandibular arches. These 2-D fitting curves are fourth-order polynomials on the occlusal plane and fit buccal cusps and incisal edges in least square [ Fig. 4(b) ]. Of the note the fitting curves are 2-D fitting polynomials, which are different from the dental curves defined as 3-D continuous curves above in the maxillary and mandibular models. In the first step of our initial alignment algorithm, the feature points of dental models are calculated based on 2-D fitting curves. In addition, we select two points around the interstices 13 between the first premolars and canines for identifying the anterior and posterior teeth [ Fig. 4(a) ]. The details of feature point selection are described as follows.
The 2-D fitting curves are equally sampled to obtain equalspaced points with an interval of 1.5 mm. Along the dental arches, cross-sections (in the buccolingual direction) which pass the sample points and perpendicular to the 2-D fitting curve are calculated. We calculate the intersections of the cross-sections and the 3-D surface of dental models. Fig. 5 (a) illustrates the intersections (cross-sectional dashed curves) of the cross sections and dental surfaces. For simplicity, the set of intersectional points at one buccolingual cross section denotes , their corresponding heights are in the -coordinate, and the projections of onto the occlusal plane are assumed to be . The projections are located on a 1-D coordinate which is the intersection of the buccolingual cross section and occlusal plane. , and . We will process to discuss how to choose the feature points on the anterior and posterior teeth in the mandibular and maxillary models, and each feature point will be selected in each set of intersectional points . For partial edentulous dentition, it is impossible to calculate the feature points in the missing teeth, i.e., is an empty set. The missing feature points can be obtained by interpolating the neighboring feature points. 13 A space or gap between two neighboring teeth. 
1) Feature Points in the Mandibular Model:
The feature points on the posterior teeth are the peaks on the buccal cusps, and each of them can be identified by (1) where we choose to identify buccal peaks at the buccal side of teeth. The feature points on the anterior teeth are the peaks of canines and incisors, and each of them is determined by (3) where is calculated in the maxillary model using the same rule as (1) . The maxillary anterior teeth, however, do not possess deep grooves and valleys. Instead, the lingual side of incisors and canines is characteristic of visible convex surfaces and pits. Since the bending rate on the lingual surface of anterior teeth is not large enough to detect the pits, we calculate approximate feature points of anterior teeth as follows. Let be the averaged height of all the feature points of posterior teeth calculated by (3) . We choose the feature points which are the closet to the plane (4) where is calculated in the maxillary model using the same rule as (2) , which corresponds to peaks of anterior teeth. Finally, the feature points of anterior teeth are shifted by in the lingual direction while their heights remain unchanged. is 2 mm for the feature point at the midline and decreased linearly in both the distal directions for the feature points of anterior teeth until is 0 mm for the feature points at Point and of Fig. 4(a) (the interstices between the canines and the first premolars). Fig. 5(d) shows the feature points calculated in a maxillary model.
B. Point Matching Algorithm
Let and be sets of 3-D feature points of the maxillary and mandibular dental models. The two sets of points are then matched by applying a point matching approach as if the dental curves fit together when dental models are in the MI. The following point matching algorithm is based on graduated assignment combining "softassign" method [19] and a weighted least squares optimization [20] . The initial alignment becomes to find a transformation and a correspondence between the two sets of feature points and and minimize an energy function. We calculate a rotation matrix , a translation vector , and correspondence which minimize (5) a threshold biasing the objective function and rejecting outliers. When is preferred to for minimization of the objective function if all other 's are zero in the th row and the th column. Hence, the pair and will not be treated as outliers with respect to each other. The graduated assignment algorithm determines the correspondence matrix and solves the transformation in an iterative manner. After either correspondence matrix or the transformation is obtained, it can be easily used to determine the other. Given the correspondence matrix, minimization of the energy function in (5) becomes a weighted least square optimization.
The most challenging problem of minimizing (5) is to find a good correspondence matrix. To illustrate the method of point match, we consider only the equalities in the constraints of (5) and a square correspondence matrix. The correspondence matrix becomes a permutation matrix whose entries are either 0 or 1 and has only one 1 in each row and column. Assume constraints on the correspondence matrix with positive integer numbers are relaxed to be positive continuous real numbers. The correspondence matrix becomes a doubly stochastic matrix with all positives continuous entries and rows and columns summing to one. Based on the concept proven by Sinkhorn [21] that a doubly stochastic matrix can be obtained by iteratively performing alternate row and column normalizations of any square matrix with all positive entries, the initial square matrix with all positive entries can be assigned as where is a control parameter. As , the exponentiation makes the maximum entry in a row be equal to 1 and the other entries become 0 during the process of row normalizations. The same is true to the columns. The doubly stochastic matrix obtained by Sinkhorn's iterative method will be approximately a permutation matrix if is large enough. Therefore, a deterministic annealing method can be applied by increasing for the sake of getting more chances of jumping out the local minima in the point matching optimization. The inequality constraints have to be considered in order to discard the outliers. By introducing positive slack variables and , the inequalities in (5) can be rewritten as (6) The correspondence matrix is unknown at the beginning of the point matching algorithm and has to be estimated appropriately based on the criteria of dental occlusion. Fig. 6(a) shows a proper situation when we perform the point matching algorithm on these feature points. The set of feature points on the arch of the mandibular model is about to match that of the maxillary model in the MI. The situations illustrated in Fig. 6(b) do not happen in real life. However, it may happen during the computation because the dental curves are relatively flat and symmetric with respect to the central incisal midline. The correspondence matrix is calculated only based on the feature points and without considering the other characteristics of the whole models. They should be prevented during the initial alignment. In order to prevent the situation of Fig. 6(b) , we take the occlusal planes of the dental models into account.
Let and be the unit normal vectors of occlusal planes (defined in Section III-A) of the maxillary and mandibular models, shown in Fig. 6(c) and (d) . The directions of the normal vectors are from tooth root toward tip. When , the occlusal surfaces of the dental models tend to face each other. When , they exhibit a tendency toward the same direction. Once the rotation matrix and translation vector are calculated during the iteration, it is more likely to have the situation of Fig. 6(b) in the following executions of the iteration if , where . Therefore, we execute the following step immediately after the transformation is calculated each time:
if then end if
Finally, the algorithm is summarized in Algorithm 1. is used for convergence criterion and defined as where is the absolute difference between at the beginning and upgraded at the end in the outer while loop. is a threshold for convergence. and are in the same way and used for the convergence criterion of in the Sinkhorn's normalization loop (the inner while loop).
is the rate at which control parameter is increased in the deterministic annealing. A list of these variables and constants are in Table I .
The sign of rotation matrix in Algorithm 1 is changed in order to guarantee . The purpose of applying deterministic annealing is to seek a good minimum. The execution of this step may increase the chances of being trapped in local minima since the changed transformation does not minimize the objective function given the current correspondence matrix. However, these steps will no longer be executed when , i.e., the objective function starts converging. Although robustness of the algorithm is influenced by this modification, the situation of Fig. 6(b) can be prevented. 
IV. DENTAL ALIGNMENT USING ITERATIVE SURFACE-BASED MINIMUM DISTANCE MAPPING
After the dental models are aligned to an approximate occlusion, they are finally articulated digitally using an algorithm called iterative surface-based minimum distance mapping (ISMDM). The criterion based on maximal contact of the teeth at MI is the key to develop the ISMDM. The articulation of the dental models can be modeled by consecutive executions of translation and rotation and continuous changes of rotational origin on the dental model. In order to automatically achieve maximal contact between upper and lower teeth and reach the final occlusion in the MI, we model this movement by iteratively minimizing distance of surfaces between lower and upper teeth and updating the transformation. This method is based on the idea of the iterative closest point algorithm [22] that is generally used in shape matching, registration, and alignment of two similar datasets from the same object. In addition, an important component in this method is that we add constraints to prevent the two opposite surfaces from overlap. The detailed computational algorithms are described as follows.
A. Modelling of Dental Occlusion
Let and be two sets of and vertices of teeth in the digital maxillary and mandibular dental models, (11) is a half-space defined by a plane P .
The transformed vertex v (R;t) is not allowed to be in the other half-space, avoiding overlap of upper and lower teeth.
respectively. In the following, we assume the maxillary model is in a static position. The transformation is performed on the mandibular model. The transformed is modeled as (7) where is a rotational origin (the pivot point) of the rotation matrix , and is the translation vector. Under the assumption that the two digital dental models do not overlap, maximizing contact area is equivalent to maximizing the number of contacting vertices in . However, not every vertex in will make contact when the models are in the MI. Those contact areas are even more difficult to be predicted precisely. Therefore, we model the distance of surfaces between lower and upper teeth as (8) is a point closest to and is given by (9) where . Instead of directly maximizing contact area, we increase the chances of making contact by minimizing . The rotational origin is given by (10) Fig. 7(a) shows surfaces of upper and lower teeth are closer at one side than the other side. Intuitively, rotational origin will be set at the closer side so that the surface of the lower teeth at the contralateral 14 side can be swung closer towards the upper teeth. Because of the irregularity of teeth surfaces, dynamic change of the rotational origin by (10) will enable a better occlusion of lower and upper teeth surfaces.
Adding collision constraints is the most important step in digital dental occlusion. We create a mechanism of avoiding collision in 3-D dental datasets. The avoidance of collision is formulated as constraints and will be incorporated into the optimization programming. Fig. 7(b) illustrates how a constraint is imposed. For each pair of points and , we create a plane 14 A term related to the opposite side.
between them. Let be a plane with a unit normal vector and a point on it. When the transformed vertex is not allowed to be at the opposite side of the plane, the constraint can be expressed as (11) can be given by (12) where is allowable penetration depth. The vertices of lower teeth are allowed to penetrate through the upper teeth surface with depth . The calculation of the unit normal vector is demonstrated as follows. Since the datasets are triangulated surfaces, the vertex is shared with a number of adjacent facets. Let the unit normal vector of the th facet sharing the vertex be . The is determined by (13) which is Mean Weighted Equally computation of normal. Since most of the areas between upper and lower teeth will never make contact during the MI, a large number of constraints added to the algorithm may be redundant. In order to reduce the number of constraints, it is not necessary to add a constraint to a point pair and if the distance between them is beyond a threshold
B. Minimization of the Distance of Occlusal Surfaces and the Algorithm
Given a rotational origin , we calculate the rotation matrix and the translation vector which minimize
The rotation matrix consists of nonlinear terms which can be linearized by small-angle approximation [23] , [24] . When the two dental models are getting occluded, the increment needed to seat the dental occlusion will gradually become smaller. Therefore, errors caused by this approximation will become less significant. Approximate the rotational matrix by linearizing it as (15) where , and are rotational angles with respect to -, -, and -axes. Define and as (16) can be rewritten as
The objective function in (14) becomes (18) where . Let and . Equation (18) becomes (without the scaling )
With the linearization of rotation matrix, the objective function becomes a quadratic form, and (11) becomes a linear constraint. The minimization of (14) can be solved by quadratic programming. The algorithm is summarized in Algorithm 2. the total number of executions in the iteration. is the threshold for limiting the number of linear constraints. Minimize (14) by quadratic programming Update using (7) end for
V. VALIDATIONS AND RESULTS
Twelve sets of the digital dental models are used in the simulation. They are randomly selected from our clinical archive database using a random number table. The selection criteria include:
1) no early contact; 2) the patients underwent a single-piece maxillary surgery; 3) the models have a stable occlusion. All the dental models have relatively normal dentition except two pairs of dental models are partial edentulous (Fig. 8) and two pairs of models have first premolar extractions for orthodontic treatment. The occlusion at the MI is established by an experienced CMF surgeon (J. J. Xia). The models are scanned at MI position using a laser scanner as a part of our clinical routine (described in Section II). The surface datasets of the maxillary and mandibular models are saved in .STL format with a resolution of 0.1 mm. In this simulation, they are decimated to a resolution of 0.2 mm. The teeth, which are involved in occlusion, are segmented from the rest of the model. These originally scanned digital models at MI position serve as a control group during the validation processes.
The origin of the Cartesian coordinate system is the centroid of the boundary box of the mandibular model in the control group [ Fig. 9(a) ], which is determined by the maximum and minimum of the range in the -(mediolaterally), -(anteroposteriorly), and -(superoinferiorly) directions. Three landmarks that are commonly used in clinical practice are selected on the occlusal surface on the mandibular model. They are the mesiobuccal 15 cusp of the first right molar , the mesiobuccal cusp of the first left molar , and the central dental midline . The coordinates of these landmarks are used later to compare with the same landmarks in the experimental group.
In order to test our approach, it is necessary to first disrupt this relationship because the maxillary and mandibular digital dental models are scanned in MI. To this end, we first duplicate the scanned mandibular teeth model and its landmarks, and then systematically generate rigid transformations to disarticulate the mandibular teeth model while the maxillary teeth model is kept constant. A total of 80 disarticulations are generated in each set of the models by choosing five rotational matrices and 16 translations of rigid transformation. The rotational origin corresponds to the centroid of the mandibular teeth model. Among five rotational matrices, one rotation matrix is identity, and the other four rotation matrices are calculated by choosing a normalized rotational axis and a rotational angle. Two normalized rotational axes are and . Two rotational angles of and are applied with respect to each of the rotational axes. The translation in -coordinate is chosen as mm to vertically disarticulate the mandibular model (separate the mandibular model apart from the maxillary model). Then, the 15 "Mesial" is opposite to "distal." translations in -and -coordinate are incrementally chosen from mm, mm, 7 mm, to 20 mm. These systematically disarticulated models are enough to represent a patient's malocclusion caused by CMF deformities. These disarticulated models serve as an experimental group. The landmarks and , and the centroid and the -, -, and -coordinates in the control model become , and , and the centroid and the -, -, and -coordinates in the experimental model.
Once the models are systematically disarticulated, the maxillary and mandibular models in the experimental group are initially articulated using our initial alignment algorithm described in Section III. The parameters used in point matching algorithm are summarized in Table II . They are then finally aligned using our ISMDM algorithm described in Section IV. The following parameters are applied in the ISMDM algorithm: mm, and mm. Fig. 10 shows an example of the plots of average distance of surface versus iteration for 12 sets of the models in the simulation of the ISMDM algorithm selected from 80 repeated experiments. During the validation process, the maxillary model remains static while the mandibular model seeks its MI position. Finally, validation is completed by calculating the transitional and rotational deviations of the mandibular models between the control and the experimental groups. Based on our clinical experience and published literature [25] , there would be no clinical significance if the translational deviation of the mandibular models between the control the experimental groups is less than 0.5 mm and the angular deviation is less than 1 on sagittal, coronal, and axial planes, respectively.
A. Validation 1: Translational Deviations on Mesiobuccal Cusps, Central Dental Midline, and Centroid
In the first validation, we compute the translational deviations (deltas) of the articulated experimental models relative to the control model at the landmarks of mesiobuccal cusps of the first molar, the central dental midline, and the centroid in -, -, and -axis. It generates a total of 11 520 sets of deltas, 960 for each pair of the models. The data is first screened and its distribution is normally shaped. In each pair of the models, we then average the 80 repeated deltas resulted from 80 systematic disarticulations for a given landmark at a given direction. Furthermore, Analysis of Variance (ANOVA) for repeated measures is used to detect whether the delta is statistically different from "0," a hypothetical ideal number of the delta. It is also used to detected whether there is a statistically significant difference among the three directions ( -, -, and -), and the four landmarks [ , and ] in final results calculated by the ISMDM algorithm. The result shows the delta is no statistically significantly diverged from "0"
in Fig. 11(a) . The results also show there is no statistically significantly difference among three directions , or four landmarks . Finally, the mean translational deltas, the standard deviations (SDs) and the 95% of confidence intervals (CIs) for the results calculated by the initial alignment algorithm ("Initial alignment") and for the final results calculated by the ISMDM algorithm ("ISMDM") are presented in Table III . They indicate that the models are articulated successfully with a small degree of translational deviation.
B. Validation 2: Angular Deviations
In the second validation, angular deviations are computed in view of sagittal ( --plane), coronal ( --plane), and axial planes ( --plane) of the control model. The experimental models are moved translationally so that the centroid is matched to the centroid in the control group. The sagittally angular deviation is then calculated as follows. -axis is projected onto the --plane. We define an angular deviation by calculating the angle between the projected -axis and the -axis. Fig. 9(b) illustrates the projected -axis (the dashed line) and a sagittal angular deviation . Similarly, we project the -axis onto the --plane, and the coronal angular deviation is determined by the angle between the projected -axis and -axis. By projecting the -axis onto the --plane, the axial angular deviation is defined by the angle between the projected -axis and -axis. It generates a total of 2880 sets of deltas, 240 for each pair of the models. The data is first screened and its distribution is normally shaped. In each pair of the models, we then average the 80 repeated deltas resulted from 80 systematic disarticulations for a given landmark at a given direction. Furthermore, ANOVA for repeated measures is used to detect whether the delta is statistically different from "0," a hypothetical ideal number of the delta. It is also used to detected whether there is a statistically significant difference among the three directions ( , and ) in final results calculated by the ISMDM algorithm. The results show the delta is not statistically significantly diverged from "0"
in Fig. 11(b) . The results also show there is no statistically significantly difference among the three directions . Finally, the mean angular deltas, the SDs and the 95% of CIs for the results calculated by the initial alignment algorithm ("Initial alignment") and for the final results calculated by the ISMDM algorithm ("ISMDM") are presented in Table IV . They also indicate that the models are articulated successfully with a small degree of rotational deviation.
VI. DISCUSSION
We have developed an automatic and robust approach to digitally articulate dental models. This approach consists of two major steps. The first step is the initial alignment, in which the point match algorithm is used to match the feature points of dental curves in order to bring the models relatively close to each other. The second step is the final alignment, in which we develop the ISMDM algorithm to minimize the average distance of surfaces of the models in order to articulate the maxillary and mandibular models to the MI without overlapping each other. This approach has been validated using 12 pairs of the dental models. The results of validation shows the models are successfully articulated with a small degree of deviation. The accurate results can be attributed to the intuitive assumption that maximizing contact areas of upper and lower teeth is equivalent to minimizing the average distance defined in (8) .
The results of the validation show the robustness of our approach. First, the initial alignment algorithm can bring the models to proper positions even before performing the ISMDM. Shown in Tables III and IV, the models aligned by the initial alignment algorithm are close enough to successfully complete final articulation by the ISMDM. Second, each mandibular model is docked to a final occlusion since the average distance of surface converges at (illustrated in Fig. 10 ) using our ISMDM algorithm. Shown in Tables III and IV , the deviations are small enough to satisfy clinical requirements. They demonstrate the feasibility of our approach towards fully automatic digital dental articulation. In addition, our validation includes the models with special conditions: partial edentulous dentition and first premolar extraction due to orthodontic treatment. We initially expect these models may result in a larger deviation. However, even with the models with special conditions, the models in experimental group still achieve a same small degree of deviation. This further proves the robustness of our approach. Of the note a small portion of results of the -axis (under "ISMDM" in Table III) shows the standard deviations of Point and are slightly larger (close to 0.5 mm) than the others. This contributes to a larger range of angular deviation on the axial plane (under "ISMDM" in Table IV ). During the dental articulation, the mandibular models have more rotational freedom on the axial plane in comparison to the sagittal and coronal planes. A possible solution to reduce the rotational freedom on the axial plane is to add more constraints, i.e., coincidence between maxillary and mandibular dental midlines.
Our initial alignment algorithm plays an important role in reducing the number of executions of nearest point searching of ISMDM. The high-quality dataset of digital dental models may drastically increase the computational time in ISMDM since the calculation of nearest point searching is tremendous. Our initial alignment algorithm is designed to bring the high-resolution digital dental models used in our clinic to an approximate MI position and orientation, without considering whether there is a collision between the upper and the lower teeth. The advantage of using initial alignment is to tremendously increase the computational speed of convergence in final alignment using ISMDM algorithm and significantly reduce the computational time in planning the CMF surgeries. As illustrated in Fig. 10 , all the models can be quickly articulated in only 30 executions of iteration in ISMDM without intensively searching for the position at MI. In our simulation, the computational time of both initial alignment algorithm and the ISMDM for each set of the models is only several minutes.
Our final alignment is to bring the dental models from the position achieved by initial alignment to their final occlusion at the MI and free of collision using our ISMDM algorithm. In this algorithm, the convergence in average distance of surface between the models can be used to decide whether the models have been articulated. The correspondence of vertices in upper and lower teeth and linear constraints are dynamically updated in each iteration, resulting in different parameters of quadratic programming in (19) . In this algorithm, the optimal transformation is solved by quadratic programming in each iteration. When the maxillary and mandibular models are getting closer to be articulated, the optimal transformation approximates a null since these linear constraints prevent the models from overlap and stop the models. Once this is achieved, the null transformation will not further update the correspondence and constraints in following iterations. Thus, the average distance will converge.
The final alignment should be completed without overlapping between the upper and the lower models. Another advantage of our ISMDM algorithm is that it has successfully overcome the notorious problem of uncontrollable overlap by applying linear constraints and allowable penetration depth . Each of the constraints is determined by one vertex in the upper teeth and its corresponding vertex in the lower teeth. Therefore, the number of constraints depends on the parameter and resolution of datasets. However, the models may not be able to entirely articulate if too many constraints are incorporated in quadratic programming. As we observed, an appropriate value of the parameter is approximate to the resolution of dataset. Theoretically, the penetration depth is zero, leading to no overlap of upper and lower teeth. However, since the surfaces of the digital models are slightly expanded outward [ Fig. 2(b) ] due to the process of triangulation, the articulated digital models must have little overlap at the contact areas. Therefore, the choice of the allowable penetration depth relies on the extent of overlap in the dataset. In this experiment, we set the penetration depth was 0.1 mm.
Finally, our approach is different from others. The ultimate goal of our approach is to digitally articulate dental models for patient treatment. Hiew et al. [25] used the right and posterior surfaces of the model bases to perform the dental model alignment. They first trimmed the right and posterior surfaces of the upper and lower plaster model bases so they would be perfectly in the same plane with the teeth in the correct occlusion. After the models were separately digitized, the centroids and normal vectors of these surfaces were calculated by using a -means plane detection algorithm. This initial step was to align the digital models in anteroposterior ( -axis) and transverse ( -axis) directions. The final alignment was then completed by adjusting one of the models in superoinferior ( -axis) direction. Finally, the vertical alignment was optimized by collision detection, and the transformation was applied to the lower model. However, this approach is not designed based on the occlusal criteria. Thus it is impossible to incorporate their method into the actual surgical planning procedure clinically. Zhang et al. [26] designed a two-stage occlusal analysis algorithm. In the first stage, each vertex of the teeth models is checked whether it is considered as a penetration. In the second stage, the distance of each vertex to the opposing model was calculated, and the color ranges of distance were shown on the 3-D teeth models. The color ranges are useful for manual alignment in the computer, but it still needs iterative process of collision detection and manual transformation of the models. Finally, DeLong et al. [27] utilized a "3-point alignment" method. Three pairs of contacting points on both the upper and lower teeth models were initially identified on the plaster models and then digitized onto the digital models. The points on the lower teeth were aligned using a fitting algorithm to the points on the upper teeth model, and the transformation was applied to the lower model. The established occlusion was then visually checked, and the 3-point alignment method was repeated by selecting different pairs of points until the visual outcome was satisfactory and overlap of the models is free. We had independently developed and tested this method before DeLong et al. published their results. Although this method could bring the upper and lower teeth close to MI, it is almost impossible to be certain that what is seen in the computer truly represents the best possible alignment. Since even a small deviation in the occlusion causes a significant clinical problem, this 3-point alignment may be used as an initial alignment but one should not rely on this method of dental alignment to treat real patients. Comparing to the above methods, our method is more practical and can be immediately used in the patient surgical planning process.
VII. CONCLUSION
We develop a two-step approach to automatically and digitally articulate the maxillary and mandibular teeth. The first step is the initial alignment that aligns the mandibular dental model relatively closer to the maxillary model in an approximate MI.
Two set of feature points of dental curves are extracted. One is the feature points for the curve of central groove and pits of the maxillary dental model, and the other is the feature points for the curve of the cusps and incisal edges of the mandibular dental model. By matching these two set of feature points using point matching algorithm, an initial occlusion can be achieved by intentionally ignoring any possible collision between digital dental models. The second step is the final alignment. We align and fine-tune the initially-aligned models to their final occlusion that is collision-free using our ISMDM algorithm. Two controlling mechanisms are designed. The first is the collision constraints to detect and prevent the penetration between the maxillary and the mandibular dental models. The second is the minimization of average distance of surface between the models in order to articulate the models. These two mechanisms are incorporated into an optimization problem and can be solved by quadratic programming. Our approach is validated by using 12 sets of the dental models. Using our approach, the maxillary and mandibular models can be successfully articulated. There is only a small degree of deviation between the digitally articulated occlusion established with our approach and the scanned occlusion established using the current gold standard. This small degree of deviation does not have clinical significance.
