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Abstract 
A real-valued function g : V + [0, l] on the vertex set of a graph is ivrrdundunt if g(p) > 0 
implies there exists a vertex w in the closed neighborhood of c, N[c], such that g(N[w]) = I. 
Irredundant functions are a real-valued generalization of k-redundant sets. In this paper we define 
a real-valued analog to the well-known graph parameter iv(G), and show how to compute it. 
We also provide a polynomial-time algorithm for recognizing maximal irredundant functions. 
Key\rorrls: Graph; Irredundance 
1. Motivation 
Let G = (V,E) be a graph with n vertices, and let 2’ E V be an arbitrary vertex. 
The open neighborhood of v, denoted N(c), consists of all vertices adjacent to c. The 
closed neighborhood of U, denoted N[v], is the set N(V) U {c}. For a set of vertices 
S C V, we sometimes write N[S] to denote UxE~N[x]. 
A set S of vertices is called irredundunt if every vertex c ES satisfies the condition 
that ,Y[r] - N[S - {v}] # 0. The irredundunce number of a graph G, denoted ir(G), 
is the minimum number of vertices in any maximal irredundant set S in G. Similarly, 
the upper irredundunce number, denoted /R(G), is the maximum number of vertices in 
an irredundant set S in G. The irredundance number was first defined and studied by 
Cockayne et al. in 1978 [7]. It is known that the problem of deciding if an arbitrary 
graph G has a maximal irredundant set of size < k for a positive integer k, is NP- 
complete even if G is bipartite [18] or chordal [16]. However, for trees, an O(n) 
algorithm exists [3]. A survey on irredundance can be found in [14]. 
The study of irredundant sets is closely related to the study of dominating sets and 
independent sets. A set S C V of vertices is a dominuting set if N[S] = V and is an 
independent set if no two vertices in S are adjacent. The domination number and the 
upper dominution number, denoted ;,(G) and l?(G), are defined respectively as the 
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minimum and maximum cardinalities of a minimal dominating set in G. The inde- 
pendent dominating number and the vertex independence number, equal the minimum 
and maximum cardinalities of a maximal independent set in G, respectively, and are 
denoted i(G) and P(G). The following inequality chain was first observed in 1978 [7]: 
ir<y<i<p<I’<IR. (1) 
This inequality chain has since become the focal point of more than one hundred 
papers, among which have been a series of papers studying real-valued, or so-called 
fractional, analogs of these O-l parameters (for example [1,2,5,6,8,9,12,13,19]). 
Throughout this paper, if g is a real-valued function on a vertex set V, and SC V, 
we let g(S) denote the sum CxES g (x). Also, we let 1 g 1 denote g(V), and we call 
this the magnitude of g. 
The first of the fractional analogs to be studied was the fractional domination num- 
ber, which was defined in [13] as follows. A real-valued function g : V + [0, l] on 
a vertex set is a dominating function if for every vertex v E V, g(N[v]) 3 1. A dom- 
inating function g is minimal if there does not exist a dominating function h # g with 
h(v) < g(v) for all v E V. The fractional domination number of a graph G, denoted 
YJ(G), equals the minimum of j g 1, where g is taken over all minimal dominating 
functions. It is well-known that the problem of deciding if a graph has a dominating 
set of cardinality < k is NP-complete. However, the value of yf(G) can be determined 
(in polynomial time) by a simple linear program in which xxi is minimized subject to 
0 < Xi < 1 for Vi E V, 
c Xj > 1 for Vi E V. 
u, EN&I 
Based on this example, one might expect that by relaxing a discrete graph param- 
eter to a fractional version, one should obtain a parameter that is easy to compute, 
thereby providing a practical way to approximate the original parameter. However, in 
[5] Cheston et al. studied the upper fractional domination number, denoted If(G), 
and showed such optimism was premature. Given a graph G and rational number 7, 
the problem of deciding whether If(G) > Y was shown to be NP-complete. 
It remains something of a mystery that no satisfactory definition has ever been 
given for fractional independence, either for if(G) or Pf(G). The requirements of 
such a definition would naturally include the following: (i) the characteristic function 
of every maximal independent set should be a maximal independent function; and (ii) 
every maximal independent function should be a minimal dominating function. One 
would also expect that 
yf(G) d if(G) d i(G) d P(G) d Bf(G) d If(G). 
2. Irredundant functions 
The focus of this paper is the definition and study of fractional irredundance. A 
real-valued function g : V --f [0, l] on a vertex set is irredundant if, for every vertex 
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c E V with g(c) > 0, there exists a vertex w E N[v] such that 
dNw1) = c g(u) = 1 
uW[w] 
An irredundant function g is maximal if there does not exist an irredundant function 
h # g, with h(o) 3 g(t)) for all v E V. The following lemma shows that every graph has 
maximal irredundant functions. We leave its proof as an exercise. 
Lemma 1. The characteristic function of a (maximal) irredundant set S 2 V in a 
graph G = (V, E) is a (maximal) irredundant function on G. 
Given an irredundant set S, it is easy to determine if S is a maximal irredundant 
set: for each vertex v 6 S, simply determine whether S U {v} is n-redundant. With 
irredundant functions, however, testing for maximality is not as simple. If g is an 
irredundant function, we might be tempted to think that g is maximal if no function, 
obtained by increasing the value of any single vertex, is irredundant. But the graph and 
function in Fig. 1 shows that this is not the case. The function shown is irredundant, but 
if any single value is increased the resulting function is not irredundant. Yet when the 
values of the two endvertices are both increased to one, another irredundant function 
results. 
Consider the path P7 and the family of functions shown in Fig. 2. For each 0 < I-: < 1, 
vertices 6, e, and g each have a neighborhood sum of one, and so the function is 
irredundant. These functions are also maximal irredundant. To see this, suppose the 
value at either .f or g was increased; then no longer would there be a vertex in N[g] 
having neighborhood sum of one. Similarly, if either the value at d or e is increased, 
then no longer would there be a member of N[e] having neighborhood sum of one. 
And finally, if the value at a, b, or c is increased, then there would be no member of 
N[c] with neighborhood sum of one. 
By taking the limit as E + 0, we see that there are maximal irredundant functions 
whose magnitudes are arbitrarily close to 2. The limit function has value 1 at c’ and ,f‘, 
and value 0 elsewhere. This limit is irredundant but not maximal irredundant, since a’s 
value can be increased from 0 to 1. This implies that the points in R” that correspond 
to maximal irredundant functions do not form a closed set. This leads us to define the 
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Fig. 1. Irredundant but not maximal 
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Fig. 2. Some maximal irredundant functions on a path 
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fractional irredundance number of a graph G by 
irf(G) = inf{ 1 y I}, 
where y is taken over all maximal irredundant functions on G. By Lemma 1 it follows 
that for any graph G, 
ir,r(G) 6 it-(G). (2) 
The path P7 is a graph for which the inequality in (2) is strict. It is easy to see that 
ir(P7)=3. Note that if h is a maximal irredundant function on P7 then the neighborhood 
sum of b is at least one. For otherwise, a’s value could be increased to 1 -h(b) while 
preserving irredundance. Similarly, the neighborhood sum of vertex f must be at least 
one. It follows that 
Ihl 32. 
It follows that irf(P,) = 2, while Ey(P7) = 3. 
(3) 
Moreover, we claim that there is no maximal irredundunt function on P7 whose 
magnitude equals irf(P7)=2. For suppose, by contradiction, h is a maximal irredundant 
function on P7 with 1 h 1 =2. By our comments above, we must have h(N[b]) = 
h(N[f]) = 1, implying h(d) = 0. If h(c) = h(e) = 0, then we can augment d’s value to 
one. Without loss of generality, assume h(c) # 0. If h(c) = 1 then h(u) = h(b) = 0, so 
we can change a’s value to one. So assume h(c) = E, where 0 < E < 1. There are two 
cases: If h(a)=O, then from h(b)+h(c)= 1, we have h(b) = 1 - E, and we can augment 
a’s value to E. But if h(u) # 0, then both h(N[a]) < 1 and h(N[c]) < 1. But this would 
allow us to simultaneously augment the values at a and c to obtain h(N[a]) = 1 and 
h(N[c]) = 1. 
The concept of it-f- first appeared in the 1989 manuscript [ 1 l] in which the question 
was asked “is it possible to compute irf?“. The purpose of this paper is to show how 
to recognize maximal irredundant functions and how to compute irr(G). 
3. Irreducibility 
To simplify our approach, we introduce a concept suggested by Cheston [4]. A 
function g : V -+ [0, l] is irreducible if, for every vertex 2) E V with g(v) > 0, there 
exists a vertex w E N[v] such that g(N[w]) < 1. Clearly all irredundant functions are 
irreducible. 
Lemma 2. Every maximal irreducible function is maximal irredundunt. 
Proof. Let g : V 4 [0, l] be maximal irreducible. We need only show that g is 
irredundant, since, if g were irredundant but not maximal irredundant, there would exist 
a distinct irredundant function h 3 g. However this would contradict the assumption 
that g is maximal irreducible. Hence, assume that g is not irredundant. Then there exists 
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I’ E V for which g(u) > 0 but every closed neighborhood N[w] containing c’ satisfies 
g(N[w]) # 1. Since y is irreducible, g(N[w]) < 1 for some vertex w E N[u]. Let 
u’ = min{ 1 - g(N[w]) 1 w E V,g(N[w]) < l}. (4) 
Now define 
Yr(U) = 
g(u) + d if u = c, 
g(u) otherwise. 
(5) 
Since gl,(c) = g(c) + d d g(N[w]) + d < 1, g maps V into [0, 11. Note that since no 
vertex in N[c] has a g-neighborhood sum of 1, gL.(N[U]) d 1 for every vertex u for 
which q(N[u]) d 1. Thus qC is irreducible, contradicting the maximality of g. E! 
We will often make use of the function ga constructed from g, shown in (5). 
Note however, that gV is well-defined only if the set on the right-hand side of (4) 
is nonempty. That is, there must be some vertex whose g-neighborhood sum is strictly 
less than one. The value g(u), of course, must be strictly less than one, but might be 
zero. 
Lemma 3. Given any irreducible jitnction h on G there exists u muximal irreducible 
,fimction h’ Iz,ith h < h’. 
Proof (sketch). It can be shown that the set ch of irreducible functions J’ for which 
h < f forms a closed and bounded subset of IF!“. The map ,f 41 f / is continuous 
and hence must achieve a maximum for some h’ E ch. This function must be maximal 
irreducible. 0 
Lemma 4. Ecery muximal irredundunt function is mavimul irreducible. 
Proof. Let y be maximal irredundant. It suffices to show that if h is irreducible with 
q < h, we must have g = h. But if g < h, by Lemma 3 we have y < h d h’ for some 
maximal irreducible h’. Now applying Lemma 2, h’ is irredundant, so by g’s maximality 
we have g = h = h’. 0 
Lemma 5. Let CJ be un irredundunt function that is not muximal irredundunt. Then 
there exists u tlertex w such thut g(w) -C 1 und y,,. is irreducible. 
Proof. Since g is not maximal irredundant there exists an irredundant function .f’ and 
a vertex w such that f(w) > g(w). Since f is irredundant, there must exist a vertex 
I* l h’[w] with f(N[u]) = 1. Since f(w) > g(w) it follows that g(N[u]) < 1. Thus g,,, 
is well-defined. 
Note also that since g(w)+d < g(N[u])+d < 1, gw is a function into [0, 11. Assume 
that s,~(v) > 0 for some vertex v. Note that gw(c) > 0 implies f(c) > 0 since ,f’ 3 q. 
Thus there exists z E N[o] with f(N[z]) = 1. But ,f(N[z]) = 1 implies g,.(N[z]) < 1, 
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since if w E N[z] and f(N[z]) = 1, then g(N[z]) < 1, so g,(N[z]) = g(N[z]) + d < 1; 
and if IV $ N[z] and f(N[z]) = 1 then g,(N[z]) = g(N[z]) < f(N[z]) = 1. Hence g,,, 
is irreducible. 0 
Lemma 6. An irredundunt function g on a graph G is maximal if and only if for 
no vertex w, is gW, irreducible. 
Proof. Let g be ii-redundant, and assume no gw is irreducible. By Lemma 5, g must 
be maximal. Conversely, assume g is maximal n-redundant. Then by Lemma 4, g is 
maximal irreducible, and so no gw can be irreducible. 0 
Theorem 1. The problem of deciding whether a function g : V + [0, l] on a graph 
G = (V, E) is maximal irredundant can be solved in polynomial time. 
Proof. By Lemma 6, for each vertex w E V, we need only consider the function gw 
and decide if it is irreducible. 0 
4. Computability of iyf 
Our strategy in computing irf is to decompose the set of all maximal h-redundant 
functions into a finite number of equivalence classes, each of which can be processed 
independently. Let f : V + [0, l] and define 
ZERO(f) = {v E V 1 f(v) = O} 
NONINT(f)={vE V ) 0 <f(v) < l} 
ONE(f) = {v E V 1 f(v) = 1) 
LTl(f) = {v E V I f(N[vl) < 1) 
EQl(f) = {v E V I f(~[vl) = 11 
GWf) = {v E V I f (N[vl) > l}. 
Now let A, B, C, X, Y, 2 be subsets of V, so that {A,B, C} is a partition of V, and 
{X, Y, Z} is a partition of V. We let R(A, B, C,X, Y, Z) denote the class of all functions 
f : V + [0, l] for which ZERO(f)=A, NONKNT(f)=B, ONE(f)= C, LTl(f)=X, 
EQl(f) = Y, GTl( f) = Z. Note that some classes R(A, B, C,X, Y, Z) will be empty. 
This will occur, for example, if C = V and X = V. Every function f : V + [0, l] 
belongs to exactly one class. 
Lemma 7. There is an algorithm to decide if R(A, B, C,X, Y, Z) = 0. 
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Proof. We regard functions on V as n-tuples (xr,~,. .,x,). The functions in 
!?(A, B. C,X Y.Z) are those n-tuples that satisfy the following system of inequalities 
.Ki = 0 for L’, E A, 
0 < .Y, < 1 for vi E B, 
r, = 1 for L’; E C, 
c x, < 1 for c, EX, 
l,EIVlr,J 
c x, = 1 for ui E Y, 
i,.E4[!,,] 
Various algorithms exist for deciding if a system of polynomial inequalities is con- 
sistent, even when some of the inequalities are strict. See, for example, [ 151 for a 
nonpolynomial-time method. q 
In what follows, assume R = R(A, B, C,X, Y,Z). Now let I? =&A, B. C,X, Y, Z) denote 
those functions ,f’ : V + [0, l] for which 
f’(L) = 0 tQJE.4, 
O<,f(v)< 1 VJ~EB, 
.f(c) = 1 V’vEC, 
(6) 
,f(N[r]) < 1 VGEX, 
,f(N[L.]) = 1 v’c E Y, 
,f(N[c]) 3 1 v’o E z. 
The constraint in (6) is unnecessary, but for consistency we keep it. Clearly R 2 k 
Lemma 8. rf’R # 8, tl zen there is some q E d bvhich rninirniss ( g Mormver, 
I .(/ I =r,“Eg Y I>. 
Proof. Since l? is a closed set, the continuous function ( .L/ / achieves a minimum in 
I?. Since R C 8, we must have 
274 G.H. Fricke et al. I Discrete Applied Mathematics 68 (1996) 267-277 
We may choose g’ ok so that 1 g’ 1 = min lick{ 1 g I}. Now choose any f E R, and 
assume 0 < R < 1. Let h = (1 - 1)g’ + nf. Since i is convex, h E I?. But for b E B, 
the value h(b) cannot be integral. Similarly, for x EX or x E 2, h(N[x]) cannot be 1. 
Hence we must have h E R. By choosing 1 sufficiently close to zero, we can get 1 h ( 
arbitrarily close 1 g’ (. Thus 
(7) 
Lemma 9. 1f f E R(A, B, C,X, Y, Z), then f is irredundant if and only if every member 
of B U C is in the closed neighborhood of some member of Y. 
Proof. This follows by the definition of an irredundant function. q 
Lemma 9 says that the irredundance of the members of R(A, B, C,X, Y,Z) depends 
only on B, C, and Y. Hence either all members of R(A, B, C,X, Y, Z) are irredundant 
or none are. In the same way, we wish to characterize maximal irredundance in terms 
of the vertex partitions. Recalling Lemma 6, an n-redundant function is maximal if and 
only if, for no vertex w, is gw irreducible. The following lemma reformulates this in 
terms of A, B, C, X, Y, Z. Of the two conditions given below, the first condition forbids 
gw from being irreducible when w E B. The second condition forbids irreducibility when 
WEA. 
Lemma 10. Let f E R(A, B, C,X, Y, Z) b e k-redundant. Then f is maximal irredundant 
if and only if 
1. For every w E B, there exists x E B U C for which N[x] n Y C N[w] and N[x] n 
X = 0. 
2. For every w E A, either 
(a) there exists x E B U C for which N[x] n Y ciV[w] and N[x] nX = 0, or 
(b) N[w] C Y u Z 
Hence, either all members of R(A,B, C,X, Y,Z) are maximal irredundant or none 
are. 
Proof. Assume the given conditions 1 and 2 hold, but f is not maximal 
irredundant. Then by Lemma 5, there is some w, in either A or B, for which the function 
fw is irreducible. If w E B then Condition 1 implies there is some x for which 
f(x) > 0, N[x] n Y &N[w], and N[x] n X = 0. But N[x] n X = 0 means precisely 
that every member of N[x] has a neighborhood sum > 1. And N[x] n Y CN[w] 
means precisely that any vertices in N[x] that have l-neighborhoods are in 
N[w]. Therefore, increasing the value at w, by any amount, will cause all 
members of N[x] to have neighborhood sums greater than 1. This, in turn, means 
irreducibility will be destroyed, since f(x) > 0. Thus fw is not irreducible, a 
contradiction. 
In a similar way, if w E A, then Condition 2(a) or Condition 2(b) will prevent fU. 
from being irreducible. 
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Conversely, assume that f is maximal irredundant. By contradiction, suppose for 
some vertex w E B the first condition fails, or for some vertex w E A the second condi- 
tion fails. Consider the first case. A careful look at the negation of Condition 1 shows 
that every vertex x, for which f(x) > 0, either has a closed neighbor with neighbor- 
hood sum less than 1, or has a closed neighbor outside of N[w], having neighborhood 
sum exactly 1. Thus, f can be increased at w without changing irreducibility. Hence 
.f is not maximal irreducible, and by Lemma 4, ,f is not maximal irredundant, a 
contradiction. 
Now assume that for w EA the second condition fails. Then both Condition 2(a) and 
2(b) fail for w. The negation of Condition 2(a), as above, means that w’s value can be 
increased slightly so that other x’s will still have closed neighbors with neighborhood 
sums < I. And the negation of Condition 2(b) means that, when w’s value changes 
from zero to positive, it too will have a neighbor with neighborhood sum < 1. Again, 
this contradicts the maximal irreducibility of f. 0 
Let R,, i = 1,. , m, be a list of all nonempty classes having maximal it-redundant 
functions. Then we have 
But by Eq. (7) we have 
Each of these m calculations can be done with the following linear program: 
Xi = 0 for uj EA, 
o<x,<1 for vi f B, 
x, = 1 for Vi E C, 
c Xj< 1 for ViEX, 
l.,EN[Gl 
c X, = 1 for Vi E Y, 
c,EN[t’,l 
c X, 3 1 for Vi E Z, 
U,E!vlGl 
min xxi. 
V,EV 
We summarize our algorithm for computing irf as follows. 
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Procedure iyf 
I* input: graph G = (V,E) having n vertices; output: irf(G) *I 
S: =lZ; 
for all partitions {A, B, C} and {X, Y, Z} of V do 
R : =R(A,B, C,X, Y,Z); 
if R#@ then 
end loop 
return s 
end 
if R contains irredundant functions then 
if R satisfies Lemma 10 then 
if inf &I 9 I> < s then 
s : =inf (/Ek{l Y I> 
Because the minimum value will be obtained by a linear program with rational 
inputs, it follows that irf(G) is always rational. 
Theorem 2. The function irf(G) is computable and has rational values, 
Theorem 3. For any graph G, there exists an irredundant (but not necessarily max- 
imal irredundant) function y for which 1 g ) =icf(G). 
Proof. One can show that when R contains irredundant functions, so does I?. 0 
Besides the “lower” parameter iv, recall that the “upper” parameter IR is the largest 
size of any maximal irredundant set. Fricke [lo] has studied the real-valued analog of 
this parameter known as ZRf, and discovered a fascinating result. Namely, that for any 
graph G, ZR(G) = IRf(G). We conclude this paper with three open problems. 
1. Consider the problem of deciding for a graph G and rational number q if irf(G) < q. 
It seems likely that this problem is in NP. For if irf(G) ,< q, then in polynomial time 
we can nondeterministically select partitions {A, B, C} and {X, Y, Z}. Assuming we 
can efficiently verify that R(A, B, C,X, Y, Z) # 0, then using Lemmas 9 and 10 we can 
verify in polynomial time that R(A, B, C,X, Y, Z) contains all maximal irredundant 
functions. Then, in polynomial time, we can solve the required linear program and 
verify irf(G) < q. Is this problem NP-complete? 
2. We conjecture that for trees T, irf(T) is an integer. Prove or disprove. 
3. For T a tree, can irf(T) be computed in polynomial time? 
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