Abstract-Several Simulation and emulation tools such as the OMNeT++ INET Framework and Mininet have been developed to evaluate the performance of Software-Defined Networking (SDN). A major challenge is how to analyse the obtained performance results of data transmission for these tools. These challenges include scaling to large networks, testing the correctness and evaluating the performance with the ability to easily migrate to a real system with minimal changes for deployment. Current methods for testing the functions and evaluating the performances of SDN include new programming languages, static analysis and debugging capability, and innovative frameworks of simulation tools. In this paper, we describe the implementation model of OpenFlow system in the INET framework for OMNeT++. The simulation approaches were designed for prototyping and evaluating new SDN-based applications accurately at low cost, while being flexible, scalable, controllable, and accessible to many users. We describe the design and the use of the simulation modules, and demonstrate its capability by carrying out a series of experiments. In addition, we compare the OpenFlow functions of OMNeT++ simulator with the popular Mininet emulator in identical traffic configurations. The measurement results derived from both tools show that they are correct, accurate, and repeatable regarding their capabilities, performance, and functionalities.
INTRODUCTION
Over the past few years, Software Defined Networking (SDN) hasemerged as a programmable network thatoffers a wide range of functionalities for conventional networks [1] . SDN can be programmed for different needs and purposes. Network operators and developers are able to create many collections of software, which can be run as applications over a network operating system to manage networks and to control networks behaviours [2] . Therefore, the main challenge is how to develop and test new protocols for the network to behave as expectedand scales when applications are deployed in a production network [3] . As a result, the ultimate success of SDN depends on having effective ways to test and evaluate performance, and validate functionality to achieve high reliability, correctness and accuracy. Testing the functions, evaluating performance and accuracy of the networks can be performed by a number of approaches such as experimental test bed, simulation and emulation.
Open Network Foundation (ONF) had presented a protocol called OpenFlow which regard as a first standardisation communication interface of SDN approaches [4] . However, there are some procedures to regulate data transmission between network nodes, efficient level of performance, high consistency, more connectivity and data protection [1] . Therefore, a new protocol has to be tested in terms of acceptability, performance and functionality which could happen by following previous approaches experimental test bed, simulation and emulation.
One of the approaches to evaluate OpenFlow is to run experimental test beds built from real network devices, real operating systems and applications [5] . Although experimental test beds could provide realistic results, it is costly to conduct a large test bed environment. Another common approach is running OpenFlow tests by using simulation as a virtual network, which is based on a software model to present network devices, link connectivity, operating systems and applications [6] . A virtual network simulation has a low cost to build, is flexible to any topology, and is scalable, repeatable, and accessible to many users. On the other hand, simulation has some limitations depending on accurately building each virtual model such as host, link and switch, which can provide many similar results from different simulation runs [7] . Consequently, researchers and developers are motivated to run their tests over practical test beds and emulations rather than simulations.
Emulation is similar to an experimental test bed which runs in real time, because it connects real devices with virtual devices or real applications [6] . The physical devices have real operating systems and applications, which can interact with the simulated virtual devices in an emulation environment, whereas simulators do not have real operating systems or applications.
A number of SDN approaches have been developed. However, there is only limited information on testing of each one. Moreover, evaluation of performance and verification of functionality comparisons are not widely available. Simulation tools such as the OMNeT++ INET Framework and emulation tools like Mininet are suitable for the task of designing, building, and testing network architectures, and provide practical feedback when developing real world systems. Furthermore, emulation gives the ability to migrate codes to a production network. Such simulation and emulation tools allow system [10] . The measurement results collected from the mean RoundTrip-Time (RTT) in Mininet and OMNeT++ are nearly identical. While Mininet can provide realistic results and a good tool for functional testing of OpenFlow protocols and applications, OMNeT++ also offers useful facilities for prototyping and simulating SDN-based applications and scenarios.
The remainder of this paper is organised as follows. Section II presents part A for background of the INET simulation package in OMNeT++ and part B for related works on OpenFlow simulation and emulation tools. In Section III, we describe a simple network topology setup for our experiments, evaluating the methodology and providing an overview of the network metrics. In Section IV, we describe the Mininet constraints and some of limitation of emulation tools. In Section V, we evaluate the accuracy of the performance results from OMNeT++ and Mininet. Then, lastly, we conclude the paper and provide directions for future work in Section VI.
II. BACKGROUND
Currently, very few network simulators support the OpenFlow protocols. In this section, we present the overview of an OpenFlow extension for the OMNeT++ INET framework. Other early studies of simulating and emulating OpenFlow networks are also described.
A. An Overview of the OpenFlow Extension for OMNeT++
Simulation tools can provide more suitable task of designing, building, and testing for users with practical feedback when developing real world systems.
This will allow system designers to determine the correctness and efficiency of a design before the system is actually deployed. It is also useful to explore the behaviour of these protocol models, capabilities and shortcomings further, by making use of simulations.
OMNeT++is a discrete event network simulator based on C++. The primary goal of OMNeT++ is simplifying the integrating new modules as well as changing those already implemented [11] . The OMNeT++ environment has the INET framework, which is an open-source communication networks simulation package. This framework contains many models for wired and wireless networking protocols such as UDP, TCP, SCTP, IP, IPv6, Ethernet, and several application models [12] , [13] .
A variety of new routing protocols focused particularly atdistributed environment have been developed, but little performance information and no realistic performance comparisons between them are available. Until now, very few performance evaluations of OpenFlow architectures using OMNeT++ exist.
Recently, the INET framework has a new extension for the OpenFlow model, which is a new toolbox for the SDN simulation environment. However, this OpenFlow packet-level simulator is still in the early development forthe INET framework, currently based on switch specification version 1.2 [10] . The implementation model uses the openflow.h header file to develop the protocol and defined messages as close as possible. The nodes implemented include the OpenFlow switch, OpenFlow controller and the most important messages use to communicate between switch and controller via secure OpenFlow channel. In addition, utility modules were also implemented to enhance required functions like controller placement and spanning tree modules.
B. Related Works
There are severalrecent simulation tools for developing and testing the OpenFlow protocol and applications such as OpenFlowVMS, Ns-3, Mininet and EstiNet. This subsection explains the efforts related to these tools.
A prior study that aims to simulate OpenFlow networks was OpenVMSstarted in 2009 [14] . This work was designed to emulate OpenFlow enabled devices based on using virtual machines. However, virtual machines have significant limitations in regards to large resource overhead and thus do not scale very well. Moreover, it was developed to test real time functionalities of OpenFlow rather than simulating and evaluating arbitrary scenarios [10] . This also applies to Mininet, in the sense that Mininet is an emulation platform for the functional testing of OpenFlow protocols and applications. It uses lightweight OS containers to separate and emulate hosts and switches in a network, and therefore reduces overhead.
The widely used NS-3 simulator has a project for OpenFlow protocol simulation as well. However, this approach only supports OpenFlow specification version 0.89, which is quite old compared to the latest version 1.4 [7] , [15] . Furthermore, the NS-3 simulator is a user-level program, the same as real OpenFlow controller like NOX/POX. Therefore, the real OpenFlow controller program cannot be compiled and linked together with the NS-3 program to form a single executable program [7] . For example, it is compulsory to create C++ code from scratch to build new modules of OpenFlow switches or controller. Consequently, a real OpenFlow controller cannot be readily run in NS-3 simulations without code modification. According to the NS-3 official website, developers found it too difficult to upgrade NS-3 for OpenFlow version 1.0, and NS-3 still cannot support a real external OpenFlow controller.
Other efforts like EstiNet combine the advantages of both thenetwork simulator and emulator without their respective limitations. As for emulator, EstiNet uses a real controller run on real devices and applications that can control simulated OpenFlow switches without any modification. EstiNet uses a new method of kernel reentering to support multiple hosts in a single kernel [7] . In terms of scalability, the EstiNet simulation engine has the capability to simulate large number of OpenFlow switches. Moreover, as EstiNet simulation engine can generate time-related OpenFlow performance measurements accurately, the results are repeatable. The EstiNet GUI can also show the playback of OpenFlow control packets once the simulation is finished. Table 1 shows the capabilities of NS-3, OMNeT++, Mininet and EstiNet with respect to their latest developments.
Mininet needs to run a shell process to emulate virtual hosts and start up a user-space or kernel-space (OpenVswitch) to emulate each OpenFlow switch. Therefore, Mininet is less scalable compared to EstiNet, NS-3 and OMNeT++. Mininet can only be used to study the behaviour of virtual hosts, but cannot be used to study the time of network/application performance. Mininet's GUI can be usedfor observation purposes such as observing the packet playback of a simulation run, and users need to write Python scripts to set up and configure the emulation case. In contrast, OMNeT++ has a GUI which can be used for observation of results, where users need to write C++ code to set up and configure the simulation case. Overall, it is better to use OMNeT++ even if it takes time and effort to create simulations, though once modules are created, it ismuch easier to create new ones [6] , [7] , [10] , [15] .
III. ENVIRONMENT SETUP AND EVALUATION METHODOLOGY
This section presents the simulation setup of OpenFlow topology for both OMNeT++ and Mininet. Comparing accuracy of OMNeT++ and Mininet is considered as the primary goal. In terms of analysing the performance results correctly, we have defined the parameters and configurations such as links, bandwidth, delay, and network size for the testing topologies. We also set the traffic configurations toidentical values for a fair comparison.
There are a few reasons taken in to account when comparing OMNeT++ to Mininet. Firstly, Mininet is open and accessible for researchers and developers for SDN-based experiments. Secondly, Mininet provides a realistic setting for SDN-based environment [16] . In this evaluation, we used a mesh network for both tools shown in Fig. 1 . We created the topologies and configurations, and use a fixed traffic profile with 4 switches, 2 hosts, and 1controller for simplicity, and in order to ensure that the controller calculates flow entries andinstalls them along the path from source to destination.
For each environment, we configure the traffic control of links between nodes as 100Mbps for bandwidth and 5 ms for propagation delay. Each experiment was run for 370 seconds to study the idle_timeout and hard_timeoutof flow removal.All setups were run using Intel® Core 2 CPU E8400 @3.00 GHz 2.99 GHz 3.50 GB of RAM. In addition, Mininet was installed with Ubuntu 12.04.5 LTS and a Linux 3.5.0-54-generic kernel.
Flow tableentries have an idle_timeout and a hard_timeout associated with them. For idle_timeout while matching packets, the flow entry will not be removed unless hard_timeout is reached, then the flow entry will force to beremoved. In Mininet and OMNeT++, the idle_timeout are set to 5 seconds by default, but hard_timeout is not set in Mininet, whereas in OMNeT++ is set to 120 seconds.
To calculate the accuracy for both Mininet and OMNeT++, the ping process generated 370 packets with interval time of 1 second with increasing size of packet payloads 56B (8B header = 64B), 4,000B, 8,000B, 16,000B, 32,000B, 65,000B respectively. We compare the measurements of the mean RTT values collected from each tool.
In Mininet, we use Floodlight remote controller. Whereas in OMNeT++ the controller is simulated with forwarding behaviour, which has complete knowledge about the networkand hence knows which other OpenFlow switches are located on the path to the destination host.
As the performance metric for our evaluation is the mean RTT for the nodes in the investigated networks. We measure the RTT for the received echo reply messages. We repeated each run 6 times with different random number seeds to exclude simulation artefacts, which results in 1,850 RTT measurements.According to these measurements, we convert the mean RTT into milliseconds in order to show how well each host is connected to others.
The experimental results will need recording a large number of samples. To describe the measurement of the numbers, the standard deviation and mean value of RTT are computed. The mean of the RTT is assumed to be the average value and the standard deviation is approximated using following equation [17] :
where T is the packet transmission time between segments sent and receives an acknowledgement arrival measured in millisecond (round trip transmission), N is the packet size (bits), and R is the data rate bandwidth (bit/second). Then we need to calculate the round trip time RTT by the following equation:
where ∆ is the round trip time RTT (ms), α is the smoothing factor, ∆ is the old round trip time RTT, and T is the packet's new round trip transmission time.
We can measure RTT values from the ping tool by α (value between 0 and 1) which is equal to the value 0.875 multiplying with the old RTT as the top equation and then multiplying with T which is the new RTT between the segments sent and the acknowledgement arrival found from equation (1) . Finally the mean RTT values are calculated after equation (2) .
IV. MININET CONSTRAINTS
Insufficient CPU cycles and main memory consumptions in Mininetcould significantly reflect on the results of our experiments as number of emulated switches increase. Anothermajor restriction is that experiments are not able to run faster than real-time. We discuss the capabilities of OpenFlow controllers in Mininet. Moreover, the mesh topology was used to test the functionality of spanning tree protocol (STP).
Mininet This section presents a brief evaluation with respect to mean round-trip-time network metric of running Mininet and OMNeT++. Fig. 2 includes 6 measurement results of the mean RTT in both environments. Fig. 2 shows the values ofmean RTT in milliseconds. At the begging, the performance of OMNeT++ takes slightly longer time to process the ping than Mininet. While the packet size are increasing, the RTT values in OMNeT++ are performing nearly similar to Mininet as shown in packet size 65,000 bytes. To show the accuracy and correctness of both tools, the mean RTT of each packet size is nearly 2 ms different. Furthermore, the lines over the bar indicate the amount of variation from the mean standard deviation (σ). A low σ reflects on smaller packet sizes, whereasa high σare shown as size of packetincreases due to RTT rate are spread out over a large range of values. For example,the σin Mininet is higher than OMNeT++ of packetsizes 32,000 and 65,000 bytes. In overall,theσfor both OMNeT++ and Mininet are gradually increasing in accordance to the packet sizes. Fig. 3 illustrates the reason of longer mean RTT generated by OMNeT++ than Mininet usingpacket size of 56 bytes. There are 4 sudden high peaks due to hard_timeout of flow removal configured at 120 seconds, except the first high peak because of initialisation process between OpenFlow switch and controller. This is also true for Mininet,whenever the switch receives unmatched packet, it sends this packet to the controller [4] . This can result in longer initialisation time while the packet sizes are increasing (see Table II ). The differences of initialisation time in Table II is because of packets in OMNeT++ are stored in a buffer at the switch model and sends the first packet to controller using only the buffer ID [10] . Therefore, OMNeT++ takes less initialisation time (ms) than Mininet, which sends the first packet containing the encapsulation of the complete packet [6] .
VI. CONCLUSION AND FUTURE WORKS
This paper has described OpenFlow extension toolbox of INET framework. A thorough overview of related works has been presented by discussing their capabilities of current developments. Some of the key constraints of Mininet were also described. The paper has presented network metrics and the topology of our study, and has evaluated the correctness and accuracy by setting up OMNeT++ and the popular Mininet platform with the same traffic configurations. It has been evident that the measured RTT values are closely identical from the mesh topology even when the size of the packet increases. We conclude that Mininet provides good facilities for OpenFlow functional testing of SDN controllers and applications, whereas OMNeT++ could also be a useful complement to existing tools for developing new SDN applications. Future studies would extend OpenFlow to a more distributed architecture. We intend to run more tests on other metrics such as link utilization, jitter rate, packet loss and we aim to scale the network topology up to hundreds of nodes or similar size of a modern data center to evaluate scalability issues.
