To execute a trade, participants in electronic equity markets may choose to submit limit orders or market orders across various exchanges where a stock is traded. This decision is influenced by the characteristics of the order flow and queue sizes in each limit order book, as well as the structure of transaction fees and rebates across exchanges. We propose a quantitative framework for studying this order placement problem by formulating it as a convex optimization problem. This formulation allows to study how the optimal order placement decision depends on the interplay between the state of order books, the fee structure, order flow properties and the aversion to execution risk. In the case of a single exchange, we derive an explicit solution for the optimal split between limit and market orders. For the general case of order placement across multiple exchanges, we propose a stochastic algorithm for computing the optimal routing policy and study the sensitivity of the solution to various parameters. Our approach exploits data on recent order fills across exchanges in the numerical implementation of the algorithm.
Order routing and order placement in electronic financial markets
The trading process in today's automated financial markets is divided into several stages, each taking place on a different time horizon: portfolio allocation decisions are usually made on a monthly or daily basis and translate into trades that are executed over time intervals of several minutes to several days through streams of orders placed at high frequency, sometimes hundreds in a single minute (Cont 2011) . Existing studies on optimal trade execution Bertsimas and Lo (1998) , Almgren and Chriss (2000) have investigated how the execution cost of a large trade may be reduced by splitting it into multiple orders spread in time. Once this order scheduling decision is taken, one still needs to specify how each individual order should be placed: this order placement decision involves the choice of an order type (limit order or market order), order size and destination, when multiple trading venues are available. For example, in the U.S. equity market there are more than ten active exchanges where a trader can buy or sell the same securities. We focus here on this order placement problem: given an order which has been scheduled, deciding what type of order -market or limit order-and which trading venue to submit it to.
Orders are filled over short time intervals of a few milliseconds to several minutes and the mechanism through which orders are filled in the limit order book are relevant for such order placement decisions. When trading large portfolios, market participants need to make such decisions repeatedly, thousands of times a day, and their outcomes have a large impact on each participant's transaction cost as well as on aggregate market dynamics.
Order placement and order routing decisions play an important role in financial markets. Brokers are required by law to deliver the best execution quality to their clients and empirical evidence confirms that a large percentage of market orders in the U.S. and Europe is sent to trading venues providing lower execution costs or smaller delays Boehmer and Jennings (2007) , Foucault and Menkveld (2008) . Market orders gravitate towards exchanges with larger posted quote sizes and low fees, while limit orders are submitted to exchanges with high rebates and lower execution waiting times (see Moallemi et al. (2012) ). These studies demonstrate how investors' aggregate order routing decisions have a significant influence on market dynamics, but a systematic study of the order routing problem from the investor's perspective is lacking. A reduced-form model for routing an infinitesimal limit order to a single destination is used by Moallemi et al. (2012) , while Ganchev et al. (2010) and Laruelle et al. (2011) propose numerical algorithms to optimize order executions across multiple dark pools, where supply/demand is unobserved. To the best of our knowledge this work is the first to provide a detailed treatment of investor's order placement decision in a multi-exchange market.
Early work on optimal trade execution Bertsimas and Lo (1998) , Almgren and Chriss (2000) did not explicitly model the process whereby each order is filled, but more recent formulations have tried to incorporate some elements in this direction. In one stream of literature (see Obizhaeva and Wang (2012) , Alfonsi et al. (2010) , Predoiu et al. (2011) ) traders are restricted to using market orders whose execution costs are given by an idealized order book shape function. Another approach has been to model the process through which an order is filled as a dynamic random process (Cont 2011, Cont and De Larrard 2013) leading to a formulation of the optimal execution problem as a stochastic control problem: this formulation has been studied in various settings with limit orders (Bayraktar and Ludkovski (2011) , Gueant and Lehalle (2012) ) or limit and market orders Guilbaud and Pham (2012) , Huitema (2012) but its complexity makes it computationally intractable unless restrictive assumptions are made on price and order book dynamics.
In the present work, we adopt a simpler, more tractable approach by separating the order placement decision from the scheduling decision: assuming that the trade execution schedule has been specified, we focus on the task of filling the scheduled batch of orders by optimally distributing it across trading venues and order types. Decoupling the scheduling problem from the order placement problem leads to a more tractable approach which is closer to market practice and allows us to incorporate some realistic features which matter for order placement decisions, while conserving analytical tractability.
Our key contribution is a quantitative formulation of the order placement problem which takes into account multiple important factors -the size of an order to be executed, lengths of order queues across exchanges, statistical properties of order flows in these exchanges, trader's execution preferences, and the structure of liquidity rebates across trading venues. Our problem formulation is tractable, intuitive and blends the aforementioned factors into an optimal allocation of limit orders and market orders across available trading venues. Order routing heuristics employed in practice commonly depend on past order fill rates at each exchange and are inherently backwardlooking. In contrast, our approach is forward-looking -the optimal order allocation depends on current queue sizes and distributions of future trading volumes across exchanges. When only a single exchange is available for execution, this order placement problem reduces to the problem of choosing an optimal split between market orders and limit orders. We derive an explicit solution for this problem and analyze its sensitivity to the order size, the trader's urgency for filling the order and other factors. In a case of multiple exchanges we also derive a characterization of the optimal order allocation across trading venues. Finally, we propose a fast and flexible numerical method for solving the order placement problem in a general case and demonstrate its efficiency through examples. Our numerical examples show that the use of our optimal order placement method allows to substantially decrease trading costs in comparison with some simple order placement strategies.
An important aspect of our framework is to account for the execution risk, the risk of not filling an order, by penalizing such outcomes. This is different from most other studies which focus on the risk of price variations over the course of a trade execution Almgren and Chriss (2000) , Huberman and Stanzl (2005) but assume that orders are always filled, or studies that ignore execution risk altogether Bertsimas and Lo (1998) , Bayraktar and Ludkovski (2011) . In our framework the penalty for execution risk plays an important role. When it is costly to catch up on the unfilled portion of the order, the optimal allocation shifts from limit to market orders. Although market orders are executed at a less favorable price, their execution is more certain and it becomes optimal to use them when the execution risk is a primary concern. Optimal limit order sizes are strongly influenced by total quantities of orders queueing for execution at each exchange and by distributions of order outflows from these queues. For example, if the queue size at one of the exchanges is much smaller than the expected future order outflow there, it is optimal to place a larger limit order on that exchange. Moallemi et al. (2012) argue that such favorable limit order placement opportunities vanish due to competition and strategic order routing of individual traders. However the empirical results in that study also show that short-term deviations from the equilibrium are a norm, and can therefore be exploited in our optimization framework to improve limit order placement decisions.
Finally, we find that the targeted execution size plays an important role -limit orders are used predominantly to execute small trades and market orders are used to execute larger quantities, as long as their cost is less than the penalty for falling behind the target. This is a due to the fact that the amount of limit orders that can be realistically filled at each exchange is naturally constrained by the corresponding queue size and the order outflow distribution, so to execute larger quantities the trader needs to rely on market orders. We find that the optimal order allocation almost always sends limit orders to all available exchanges in an attempt to diversify execution risk, which suggests a benefit in having multiple exchanges. However, when order flows on different exchanges are highly positively correlated, these diversification advantages fade and the cost of execution becomes higher than on a single consolidated exchange.
Section 2 describes our formulation of the order placement problem and presents simple and intuitive conditions for the existence of an optimal order placement. In Section 3.1 we derive an optimal split between market and limit orders for a single exchange. Section 3.2 analyzes the general case of order placement on multiple trading venues. Section 4 presents a numerical algorithm for solving the order placement problem in a general case and our simulation results, and Section 5 concludes.
The order placement problem
Consider a trader who has a mandate to buy S shares of a stock within a (short) time interval [0, T ]. The deadline T may be a fixed time horizon (e.g. 1 minute) or a stopping time (e.g. triggered by price changes or trading volume dynamics). To gain queue priority, the trader can immediately submit K limit orders of sizes L k to multiple exchanges k = 1, . . . , K and also market orders for M shares. The trader's order placement decision is thus summarized by a vector X ∆ = (M, L 1 , . . . , L K ) ∈ R K+1 + of order sizes whose components are non-negative (only buy orders are allowed). Our objective is to define a meaningful framework in which the trader may choose between various possibilities for this order placement decision, for example between sending an order to a single exchange or splitting it in some proportion across K exchanges. Our focus here is on limit order placement and we assume for simplicity that a market order of any size up to S can be filled immediately and with certainty at any exchange. Under this assumption sending market orders to exchanges with high fees is clearly sub-optimal and we therefore consider a single exchange with the smallest fee f for the purpose of sending a single market order of size M . This simplifying assumption is reasonable as long as the target size S is of the same order of magnitude as the prevailing market depth. Otherwise the quantity S can be filled with multiple market orders at exchanges with progressively larger fees f 1 < f 2 < · · · < f K , and the total cost of these market orders becomes a convex piecewise linear function. Our results extend to this case, but to avoid additional notation we assume that S can be executed with a single market order. Limit orders with quantities (L 1 , . . . , L K ) join queues of (Q 1 , . . . , Q K ) pre-existing orders at the best bids of K limit order books, where Q k ≥ 0. Empty queues are allowed which corresponds to sending an order inside the bid-ask spread. As a simplification we assume that all K limit orders submitted by the trader have the same price (the national best bid price), but limit orders submissions deeper in the order book can also be treated in our formulation at the expense of additional notation.
Denote by (x) + ∆ = max(x, 0). If the trader does not modify his limit orders before time T , the amount purchased with each limit order by time T can be explicitly computed as a function of a future order flow:
where ξ k is a total outflow from the front of the k-th order queue. The order outflow ξ k consists of order cancelations that occurred before time T from queue positions in front of an order L k , and of marketable orders that reach the k-th exchange before T . The mechanics of limit order fills and order outflows are further illustrated on Figure 1.
We note that limit order fill amounts are random because they depend on random future bid queue outflows ξ = (ξ 1 , . . . , ξ K ). The random variable ξ is defined with respect to an execution time horizon T , therefore its distribution depends on a trader's choice of T . Here we do not make any assumptions regarding the distribution of ξ except for illustration purposes. In fact our formulation leads to an intuitive iterative procedure that approximates the optimal order allocation by using historical data and also does not require specifying a distribution for ξ.
Figure 1
Limit order execution on exchange k depends on the order size L k , the queue Q k in front of it, total sizes of order cancelations C k and marketable orders D k , specifically on
The total amount of shares A(X, ξ) bought by the trader by time T with his limit and market orders is a function of the order allocation X and an overall bid queue outflow ξ:
The total price of this purchase is divided into a benchmark cost paid regardless of trader's decisions, computed using a mid-quote price level, and an execution cost relative to mid-quote price given by
where h is a half of the bid-ask spread at time 0, f is the lowest available fee for taking liquidity and r k , k = 1, . . . , K are rebates for adding liquidity on different exchanges. Most exchanges in the U.S. pay rebates as an incentive for traders to send passive limit orders, and charge fees for executing marketable orders. In contrast, inverse exchanges pay traders for executing marketable orders and charge for executing passive limit orders. For example, at the time of writing a U.S. equity exchange Direct Edge EDGA had a negative rebate r = −$0.0006 per share for passive orders and a negative fee f = −$0.0004 per share for marketabe orders. Another inverse exchange BATS BYX had a rebate r = −$0.0002 and a fee f = −$0.0002. In addition to fees and rebates, the parameters f, r k , k = 1, . . . , K can include other explicit or implicit trading costs, such as exchange messaging fees or average adverse selection for executed limit orders (see e.g. Moallemi et al. (2012) ). The benchmark price in our formulation is the mid-quote price at time 0, so in (2) the trader saves half of the bid-ask spread plus liquidity rebates on his limit orders, and pays half of the spread plus a liquidity fee on his market orders.
Limit orders reduce the cost but lead to a risk of falling behind the target quantity S because their fills are random. To capture this execution risk we include, in the objective function, a penalty for violations of target quantity in both directions:
where λ u ≥ 0, λ o ≥ 0 are marginal penalties in dollars per share for, respectively falling behind or exceeding the execution target S. These penalties are motivated by a correlation that exists between limit order executions and price movements (so-called adverse selection, see e.g. Sandås (2001)). If A(X, ξ) < S, the trader has to purchase the remaining S − A(X, ξ) shares at time T Problem 1 (Optimal order placement problem) An optimal order placement is a vector
is the sum of the execution cost and penalty for execution risk.
We will denote V (X) = E[v(X, ξ)]. The use of expected value in the objective function is motivated by the fact that short-term order placement decisions are made by trading algorithms a large number of times each day, and assuming that the order flow over the trading horizon is described by an ergodic process, average costs converge to their expected value over time. We begin by assuming certain economically reasonable restrictions on parameter values.
Assumptions
A1 min k {r k } + h > 0: even if some rebates r k are negative, limit orders reduce the execution cost. Although negative rebate values are possible, in the U.S. they are typically smaller than the smallest possible value of h = $0.005, justifying our assumptions A1-A2. Proposition 1 below shows that it is not optimal to submit limit or market orders that are a priori too large or too small (larger than the target size S or whose sum is less than S). Proposition 2 guarantees the existence of an optimal solution.
Proposition 1 Consider the compact convex subset of R K+1
Proposition 1 shows that it is never optimal to overflow the target size S with a single order, but it may be optimal to exceed the target S with the sum of order sizes M + K k=1 L k . The penalty function (3) effectively implements a soft constraint for order sizes and focuses the search for an optimal order allocation to the set C. Specific economic or operational considerations could also motivate adding hard constraints to problem (4), e.g. M = 0 or K k=1 L k = S. Such constraints can be easily included in our framework but absent the aforementioned considerations we do not impose them here.
Proposition 2 Under assumptions A1-A2, V : R K+1 + → R is convex, bounded from below and has a global minimizer X ∈ C.
We may also consider an alternative approach to order placement optimization, which turns out to be related to our original formulation by duality. Consider the following problem:
Problem 2 (Alternative formulation: cost minimization under execution constraints)
In this alternative formulation a trader can specify his tolerance to execution risks using constraints on expected order shortfalls and overflows. The goal is to minimize an expectation of order execution costs under the expected shortfall constraints. The Problem 2 does not appear to be tractable, but it has a convex objective and convex inequality constraints, and we can easily find its (Lagrangian) dual problem:
is the optimal objective value from Problem 1 given parameter values λ u , λ o .
We see that the Problem 3 is related to our original order placement problem -solving the Problem 3 (and therefore, the Problem 2) amounts to re-solving the Problem 1 for different values of λ u , λ o .
This discussion also leads to a new interpretation of parameters λ u , λ o in the Problem 1 as shadow prices for expected shortfall and overflow constraints in the related Problem 2. Hereafter we focus on the (more tractable) Problem 1, but note that the optimal point for the Problem 2 can also be found by solving its dual problem.
Optimal order allocation
3.1. Choice of order type: limit orders vs market orders To highlight the tradeoff between limit and market order executions in our optimization setup, we first consider a case when the asset is traded on a single exchange, and the trader has to choose an optimal split between limit and market orders. Since K = 1, we suppress the subscript 1 throughout this section.
Proposition 3 (Single exchange: optimal split between limit and market orders)
Assume that ξ has a continuous distribution and (A1-A2) hold. The optimal order allocation depends on λ u :
, the optimal strategy is to submit only limit orders:
(M , L ) = (0, S).
, the optimal strategy is to submit only market orders:
(M , L ) = (S, 0).
If λ u ∈ (λ u , λ u ), the optimal split between limit and market orders is
where F (·) is a cumulative distribution function of the bid queue outflow ξ.
In the case of a single exchange, Proposition 1 implies that M + L = S, therefore there is no risk of exceeding the target size and λ o does not affect the optimal solution. The trader is only concerned with the risk of falling behind the target quantity, and balances this risk with the fee, rebate and other market information. The parameter λ u can be interpreted as trader's urgency to fill the orders, and higher values of λ u lead to smaller limit order sizes, as illustrated on Figure 2 .
In contrast, the optimal market order size increases with λ u .
The optimal split between market and limit orders depends on the ratio 2h+f +r λu+(h+r) which balances marginal costs and savings from a market order. It also depends on the order outflow distribution F (·) and the queue length Q -keeping all else constant, a trader would submit a larger limit order if its execution is more likely and vice versa. The optimal limit order size decreases with λ u as it becomes more expensive to underfulfill the order and increases with f as market orders become more expensive. Another interesting feature is that L is fully determined by Q, F and pricing parameters h, r, f, λ u , while M increases with S. The consequence of this solution feature is that as the target size S increases, a larger fraction M S of it is executed with a market order. The total quantity that can realistically be filled with a limit order is limited by Q and ξ, so to accommodate larger target sizes the trader resorts to market orders. This bounded capacity feature of limit orders also appears in our solutions for multiple exchanges. For example, as the number of available exchanges K increases, the overall prospects of filling limit orders at any of them improve and the fraction M S decreases. We can see that the solution (M , L ) depends on the entire distribution F (·) and not just on the mean of ξ. Limit orders are filled when ξ ≥ Q + L, so the tail of F (·) affects order executions and is an important determinant of the optimal order allocation. Figure 2 shows two order allocations for exponential and Pareto distributions of ξ with equal means. 
Optimal routing of limit orders across multiple exchanges
When multiple trading venues are available, dividing the target quantity among them reduces the risk of not filling the order and may improve the execution quality. However, sending too many orders leads to an undesirable possibility of exceeding the target size. Proposition 4 gives optimality conditions for an order allocation X = (M , L 1 , . . . , L K ) that balances shortfall risks and costs.
The following probabilities play an important role in this balance:
Intuitively, p 0 is a probability that no limit orders will be filled given current queue sizes, and it measures the overall execution prospects for limit orders. Each p j is a probability of no fills everywhere except the j-th exchange, conditional on a fill at the exchange j, so p j measure tail dependences between order flows on different exchanges.
Proposition 4 Assume (A1-A2), also assume that the distribution of ξ is continuous,
. Then:
then any optimal order placement strategy involves market orders: M > 0.
If
then any optimal order placement strategy involves limit orders on the j-th exchange: L j > 0.
3. If (11)-(12) hold for all exchanges j = 1, . . . , K, then X ∈ C is an optimal order placement if and only if the following conditions are fulfilled:
Equations (13)-(14) show that an optimal order allocation equates shortfall probabilities to specific values computed with pricing parameters. This gives yet another interpretation for parameters λ u , λ o -a trader can specify his tolerance for execution risk in terms of shortfall probabilities and use the above equations to calibrate these parameters.
When the number of exchanges K is large, the probabilities in (13)-(14) are difficult to compute in closed-form. However, the case K = 2 is relatively tractable and will be analyzed as an illustration.
The assumption of independence between ξ 1 , ξ 2 is made only in this example and is not required for the rest of our results. In Section 4 we study the effect of correlation between order flows on optimal order placement decisions.
Corollary Consider the case of two exchanges with outflows ξ 1 , ξ 2 that are independent and have continuous distributions. If
there exists an optimal order allocation X = (M , L 1 , L 2 ) ∈ int{C} and it verifies
where F 1 (·), F 2 (·) are the cdf of ξ 1 , ξ 2 respectively.
In the solution (15a)-(15b) optimal limit order quantities L 1 , L 2 are linear functions of an optimal market order quantity M . When (15a)-(15b) are substituted into (15c) we obtain a (non-linear) equation for M , which can be solved for a given distribution of (ξ 1 , ξ 2 ).
4. An algorithm for optimal order placement 4.1. A stochastic algorithm based on (re)sampling of recent order flow
Practical applications require a fast and flexible method for optimizing order placement across multiple trading venues. As their number K increases, it becomes progressively more difficult to calculate the objective function V (X) in Problem 1 which is a K-dimensional integral, and also to obtain analytical solutions for that problem. However, numerical solutions can be efficiently computed even in high dimensions based on stochastic approximation methods. These methods use samples of the order outflows ξ k and approximate the gradient of V (X) along a random optimization path. Applying this approach for our problem formulation yields an intuitive iterative algorithm that updates trader's order allocation in response to past order execution outcomes.
Our numerical solution is based on the robust stochastic approximation algorithm of Nemirovski et al. (2009) . Consider an objective function V (X) ∆ = E[v(X, ξ)] to be minimized and denote by g(X, ξ) ∆ = ∇v(X, ξ) where the gradient is taken with respect to X. The stochastic approximation algorithm tackles the problem of minimizing V (X) in the following way:
1: Choose X 0 ∈ R K+1 and a step size γ;
2: for n = 1, . . . , N do 3:
Sample a random variable ξ n ∈ R K from its distribution F
4:
Set an iterate X n = X n−1 − γg(X n−1 , ξ n ) 5: end 6: Set the numerical solutionX
Here random variables ξ n are independent across iterations, but the K components of each draw ξ n need not be independent. Under some weak assumptions, satisfied by our objective function, the numerical solutionX converges to the optimal solution X and has a performance bound
. The optimal step size is γ = D √ N M and we use a step size
which scales appropriately with problem parameters. For more details on stochastic approximation methods we refer to Kushner and Yin (2003) and Nemirovski et al. (2009) .
In general, this method requires drawing K-dimensional random variables ξ from a possibly complicated distribution F , but in our case one may avoid specifying F because the function g(X, ξ) takes a particular form:
We note that g(X n , ξ) depends on random variables ξ only through indicator functions, which have specific economic meaning: 1 {A(Xn,ξ)<S} = 1 if on the n−th iteration the trader fell behind the target quantity, 1 {A(Xn,ξ)>S} = 1 if the target was exceeded, and 1 {ξk>Qk+Lk,n} = 1 if a limit order on exchange k was fully executed. Having recorded these indicators for past executions, a trader can resample them later according to this method and optimize future order allocations.
Alternatively, one can also compute these indicator functions based on recent order flow data.
Our iterative solution updates order sizes in response to previous order execution outcomes in an intuitive way. For example, the first component of g(X n , ξ) describes updates of the market order size M -on each iteration M is decreased by γ(h + f ) to reduce a cost of execution, but if a trader fell behind his target quantity, M will be increased on the next step by γλ u to reduce execution risk. Since overtrading is also penalized, M is decreased by γλ o whenever a target quantity is exceeded. Limit order sizes are updated similarly, but only when these orders are executed. This iterative algorithm gives a specific way to resample past order fill data or historical order flow data to obtain a solution for the order placement problem. The algorithm consists of sequential updates and involves only basic arithmetic operations, so it can be implemented for on-line order routing optimization in real-time trading applications. Alternatively, one may follow the same steps using historical data or an order flow model to generate samples of ξ and pre-compute optimal order allocations off-line.
To illustrate our method, we simulated its application using historical data. We considered an execution of a moderate-sized order to buy S = 2000 shares of Microsoft Corporation (MSFT) stock with an execution deadline T = 1 minute, to be executed on the NASDAQ and BATS Z stock exchanges. This liquid stock is traded on multiple exchanges, but for simplicity we considered only these two. We assumed in the simulation that rebates are r N SDQ = 20 and r BAT S = 25 mills (1 mill = 10 −4 dollars) per share which is close to their historical averages. The fee was assigned to f = 29 mills per share and the half-spread was set to h = 50 mills which is typical for this stock.
To perform numerical optimization we used trade and quote (TAQ) data from January to March 2012, and computed one-minute seller-initiated trade volumes on these two exchanges using the Lee and Ready (1991) rule with a zero millisecond time offset between trades and quotes. The seller-initiated trade volumes were used as estimates of one-minute order outflows ξ BAT S , ξ N SDQ from the corresponding best bid queues. These estimates are conservative because they do not include possible order cancelations from the front of the queues. TAQ data does not allow to directly track orders and order cancelations, but this information is available in more detailed "Level 2" datasets. To ensure that seller-initiated trading volume corresponds to order outflows from the same queue we only considered one-minute samples where the best bid price did not change. Although it was possible to compute a separate optimal solution for each configuration of the problem parameters (initial queue sizes Q BAT S , Q N SDQ , target size S, etc.), we decided to reduce the overall number of distinct solutions by using the same order allocation for similar queue size configurations. To estimate these solutions, we separated historical data into terciles (three equal-sized subsamples), sorting the data by Q BAT S , Q N SDQ , and by trading volume in the previous minute V OL BAT S , V OL N SDQ , from low to high values. This created 81 data subsamples (3 per parameter) and we estimated a separate numerical solution for each subsample.
In the resulting solution table each order allocation takes into account the magnitude of Q BAT S , Q N SDQ and V OL BAT S , V OL N SDQ , up to a tercile. This example demonstrates how an optimal order allocation shifts from limit orders to market orders as a trader's aversion to execution risk (represented by λ u , λ o ) increases. We also notice that an order allocation depends on V OL BAT S -since trading volume is positively autocorrelated in time, a "high" reading of volume in the previous minute predicts a higher volume in the next minute, making a limit order execution more likely on the BATS Z exchange. Therefore the numerical solution places more limit orders there.
After computing the numerical solutions, we compared their average costs and the costs for an equal split strategy X E = S 3 , S 3 , S 3 , using an additional month of data from April 2012. For an n−th test sample we selected an appropriate numerical solution from our table and computed v(X , ξ n ) for that sample. The average cost per share forX is W (X ) = 1 N S N n=1 v(X , ξ n ), where N is the number of test samples, and the expression for W (X E ) is similar. Overall we found that order placement optimization can substantially reduce the costs of trading. When risk aversion parameters are set to λ u = λ o = 80 mills, the execution risk is unimportant relatively to the execution cost. In this case the average execution amount with our strategyX is 533 shares compared to 867 shares with X E . However,X achieves a much lower cost with limit orders.
The average cost per share with the allocationX is 50.21 basis points, including the penalty for execution shortfall. This is 22% lower than the average cost obtained with X E , 64.37 basis points per share. When we set λ u = λ o = 120 mills, the execution shortfall and overtrading penalties contributed more to the objective function. While the benchmark X E remained the same, the optimal solutionX shifted to market orders attempting to reduce the execution risk and achieving an average execution quantity of 1763 shares, compared to 867 shares for X E . The average cost per share is now 80.21 basis points withX , 8% lower than the benchmark cost of 87.03 basis points for X E .
Market fragmentation and costs of trading
In a fragmented financial market high-frequency traders and other trading algorithms simultaneously act on multiple trading venues, connecting them (see e.g. Menkveld (2011) ) and creating positive correlations between order flows. To investigate how these correlations affect order placement strategies and order execution costs we studied an example with two exchanges where order flows were generated by a factor model:
The factors ξ 0 , 1 , 2 ∼ P ois(µT ) are i.i.d. random variables and the scalar parameter α ∈ [0, 1] controls the degree of positive correlation between order flows ξ 1 and ξ 2 . For the purpose of this example we assumed that a trader is buying S = 1000 shares of a stock with a deadline T = 1 minute, initial queue sizes (Q 1 , Q 2 ) = (1900, 2000) In the numerical solutions, plotted on Figure 3 , we can observe that as the parameter α increases, the sum of order sizes M + L 1 + L 2 decreases to the target quantity S = 1000. When α ≈ 1, the second exchange does not provide any benefit to a trader in terms of diversifying his execution risk, so it is not optimal anymore to oversize the total quantity of limit orders. This case is similar to the case of a single exchange where the total order quantity M + L = S by Proposition 3.
Executing orders on two exchanges with positively correlated order flows (ξ 1 , ξ 2 ) and queue sizes (Q 1 , Q 2 ) is not equivalent to having a single consolidated exchange with ξ = ξ 1 +ξ 2 and Q = Q 1 +Q 2 , even if the correlation between ξ 1 and ξ 2 is high. Figure 4 compares average execution costs for these two cases with an optimal order allocation and different values α. It appears from this example that the availability of multiple exchanges reduces the costs of trading compared to a single consolidated exchange, but only as long as multiple exchanges remain relatively uncorrelated. 
Convergence of numerical solutions and sensitivity analysis
We also applied the algorithm to several numerical examples to assess its convergence and the sensitivities of a numerical solution to various problem inputs. First, we considered an example where a trader needs to buy S = 1000 shares of a stock with a deadline T = 1 minute, using a single exchange with an initial bid queue size Q = 2000 shares, order outflow ξ ∼ P ois(µT ) and µ = 2200 shares per minute. With these parameters a small limit order is likely to be executed before T , but a limit order for S = 1000 shares is unlikely to be fully filled. All pricing parameters and penalty costs were the same as in the previous example from the section 4.2. Substituting these parameters to (10) we found that the optimal solution is (M , L ) = (728, 272) shares. Numerical solutionsX were then computed for five starting points X 0 with a progressively larger number of iterations N . For each choice of X 0 and N we also estimated an average cost per share W (X ) using an additional L = 1000 samples of ξ generated afterX is estimated. Figure 5 shows that numerical solutions converge to X regardless of the initial point X 0 and moreover when X 0 = X the iterates remained close to the optimal point. Convergence was also quite fast -after as few as 50 samples the algorithm is within 2% of the optimal objective value. In the worst case of initial points on the boundary it can take a few thousand samples for the algorithm to converge. It is also worth noting that convergence in terms of the objective value occured significantly faster than convergence in terms of the order allocation vector.
Second, we estimated cost savings from dividing orders among multiple trading venues as the number of venues K increases. The cost savings from using our solution were compared with several simple benchmarks. Denote a pure market order allocation by X M = (S, 0, . . . , 0), a single limit order allocation by X L = (0, S, 0, . . . , 0) and an equal split allocation by X E = ( S K + 1 , S K + 1 , . . . , S K + 1 ). Table 2 presents numerical solutions with X 0 = X E , N = 1000 and average costs per share with additional L = 1000 test samples for different order sizes S and a different number of exchanges K = 1, . . . , 5. The parameters s, f, r, λ u , λ o were the same as in the section 4.2. In this simulation the K exchanges were identical to each other in terms of rebates and initial queue sizes: r k = r = 20 mills, Q k = Q = 2000 shares, and the order flows were generated according to the single-factor model from section 4.2 with α = 0.6.
Our results show that the algorithm outperforms the benchmarks, especially when the target quantity S is relatively small. This is because small quantities can be efficiently allocated in form of limit orders among available exchanges and can fully capture limit order cost savings. In contrast, larger quantities are mostly traded with market orders and the difference betweenX and X M was small. Comparing the average cost per share W (X L ) and W (X E ) we also see that splitting limit orders across multiple exchanges, even in a naive way, can be very advantageous because limit order fills are not perfectly correlated. Since multiple exchanges in this example have identical initial queues and rebates, the algorithm splits the total limit order quantity equally among them. But the numerical solutions are not the same as the equal-split strategy X E because the latter also sets M = S K+1 , which may be too big or too small depending on problem inputs. Another interesting feature of the numerical solutionX is its tendency to oversize the total quantity of orders: M + K k=1 L k > S for S = 1000, 5000 and K = 4, 5. By submitting large orders to multiple exchanges the algorithm reduces the probability of falling behind the target quantity with a relatively low probability of exceeding it.
K
Order allocation Average cost, in bp per share Table 2 Optimal order allocations for different number of exchanges and average costs for different order allocation strategies.
To further illustrate the structure of a numerical solution we performed a sensitivity analysis.
The base case for this analysis was the example with K = 2 exchanges from the section 4.2 with a correlation parameter set to α = 0.6 . Varying one of the parameters at a time, such as an initial queue size or a rebate on one of the exchanges, we plotted the numerical solutionX after N = 1000 iterations, together with an analytical solution for a single exchange. The results are presented on Figures 6 and 7 . Similarly to solutions for a single exchange, limit order sizes on two exchanges L 1 , L 2 decrease and a market order size M increases as the penalty λ u increases. Increasing the halfspread h, the rebate r 1 or the fee f makes a limit order on exchange number one more attractive, so L 1 increases and M decreases. Because the penalty λ u is large in this example relative to fee and rebate values, changes in the queue size Q 1 and the order outflow mean µ 1 have a much stronger effect on the optimal solution than r 1 and f . Both decreasing the Q 1 and increasing µ 1 make a limit order fill more likely at exchange number one and L 1 increases. Finally, as in the case of a single exchange, the target size S has a strong effect on the optimal order allocation. While S remains small, only limit orders are used, but as it becomes larger it is difficult to fill that quantity solely with limit orders and the optimal market order size begins to grow to limit the execution risk.
Figure 5
Convergence of numerical solutions and objective values to an optimal point from different initial points.
Conclusion
We have formulated the optimal order placement problem for a market participant able to submit market orders and limit orders across multiple exchanges, and studied its solution properties using historical data and numerical simulations. In the case when only one exchange is available we have derived an optimal split between limit and market orders and showed that an optimal order allocation depends on trader's aversion to execution risk. For the general case of multiple exchanges, we provide a characterization of the optimal order placement strategy in terms of execution shortfall probabilities. To solve the problem in practical applications we propose a fast and straightforward numerical algorithm that re-samples past order fill data to optimize future order executions. Using this algorithm, we have studied the sensitivities of an optimal order allocation to problem inputs and showed that a simultaneous placement of limit orders on multiple trading venues according to our method can lead to a substantial reduction of transaction costs.
Figure 6
Sensitivity analysis for a numerical solutionX = (M, L1, L2) with two exchanges and an optimal solution (M a , L a ) with the first exchange only.
Figure 7
Appendix. Proofs
Proposition 1 Consider C -a compact convex subset of R K+1
Proof: First, for any allocationX that hasM > S, we automatically have A(X) > S and we can show that the (random) cost and penalty ofX are larger than those of X naive ∆ = (S, 0, . . . , 0) ∈ C:
which holds for all random ξ. Therefore, V (X) > V (X naive ). Similarly, for any allocationX with 
with a strict inequality if P(B c ) > 0. IfX / ∈ C, we can continue truncating limit order sizesL j > S −M following the same argument. Each time the truncation does not increase the objective function and finally we obtainX ∈ C, such that V (X ) ≤ V (X).
Next, ifX is such thatM − 
Proposition 2 Under assumptions A1-A2, V (X) is a convex function on R K+1 + , bounded from below and admits a global minimizer X ∈ C.
is concave as a sum of concave functions. Similarly, the cost term in v(X, ξ) is a sum of convex functions, as long as r k ≥ −h, k = 1, . . . , K and is itself a convex function. Second, since S − A(X, ξ)
is a convex functon of X, and the function h(x)
Finally, since V (X) is convex, it is also continous and reaches a local minimum V min on the compact set C at some point X ∈ C. By convexity, V min is a global minimum of V (X) on C.
Moreover, since λ o > h + max k {r k }, Proposition 1 guarantees that V min < V (X) for anyX / ∈ C, so V min is also a global minimum of V (X) on R K+1
Proposition 3 Assume that ξ has a continuous distribution and (A1-A2) hold. The optimal order allocation depends on λ u :
, the optimal allocation is (M , L ) = (0, S).
, the optimal allocation is (M , L ) = (S, 0).
If λ u ∈ (λ u , λ u ), the optimal allocation is given by (10).
Proof: By Proposition 1 there exists an optimal split (M , L ) ∈ C between limit and market orders. Moreover for K = 1 the set C reduces to a line M + L = S so it is sufficient to find M .
Restricting L = S − M implies that {A(X, ξ) > S} = ∅, {A(X, ξ) < S, ξ > Q + L} = ∅, and we can rewrite the objective function as
For M ∈ (0, S) the expression under the expectation in (16) is bounded for all ξ and differentiable with respect to M for almost all ξ, so we can compute V (M ) = dV (M ) dM by interchanging the order of differentiation and integration (see e.g. Aliprantis and Burkinshaw (1998) , Theorem 24.5):
then v(M ) ≤ 0 for all M ∈ (0, S) and V (M ) is non-increasing at these points. Checking that Proposition 4 Assume (A1-A2), also assume that the distribution of ξ is continuous,
1. Any optimal allocation X has a positive market order quantity M > 0 if (11) holds.
2. Any optimal allocation X has a positive limit order quantity L j > 0 if (12) holds.
3. If (11)-(12) hold for all exchanges j = 1, . . . , K, a necessary and sufficient condition for optimality of an order allocation X ∈ C is that it solves equations (13)-(14).
Proof: Proposition 2 implies the existence of an optimal order allocation X ∈ C. First, we define X M ∆ = (S, 0, . . . , 0) and prove that X = X M by contradiction. If X M were optimal in the problem (4) it would also be optimal in the same problem with a constraint L k = 0, k = j, for any one j. In other words, the solution (S, 0) would be optimal for any one-exchange problem, defined by using only exchange j. But by our assumption, there existsJ such that
Proposition 3 implies that (S, 0) is not optimal for the J-th single-exchange subproblem, leading to a contradiction.
The function v(X, ξ) is bounded for X ∈ C and for all ξ, differentiable with respect to M and L k , k = 1, . . . , K for X ∈ C\ {X M } for almost all ξ. Applying the same theorem as in the proof of Proposition 3 we conclude that V (X) is differentiable for X ∈ C\ {X M } and we can compute all of its partial derivatives by interchanging the order of differentiation and integration. The KKT conditions for problem (4) and X ∈ C\ {X M } are
Since the objective function V (·) is convex, conditions (18) 
The term in square brackets in (21) is negative for any X ∈ C\ {X M } with L j = 0, because
by assumption and since µ j ≥ 0 the condition (19) cannot be satisfied with L j = 0. We showed that M > 0, L j > 0 for all j = 1, . . . , K and therefore, µ 0 = µ 1 = · · · = µ K = 0 by complimentary slackness. Then the KKT conditions (18)-(20) reduce to (13)- (14).
Corollary Consider the case of two exchanges with ξ 1 , ξ 2 that are independent and have continuous 3. F 1 (Q 1 ) < 1 − h + r 2 λ o , F 2 (Q 2 ) < 1 − h + r 1 λ o then there exists an optimal order allocation X = (M , L 1 , L 2 ) ∈ int{C} and it verifies (15a-15c). L k = S are ruled out by directly checking (19) . Finally, L 1 = 0 and L 2 = 0 are also ruled out by (19) . For example if L 1 = 0, then by Proposition 1 M + L 2 = S and in (19) µ 2 = 0 by complimentary slackness, P(A(X , ξ) < S, ξ 2 > Q 2 + L 2 ) = P(A(X , ξ) > S, ξ 2 > Q 2 + L 2 ) = 0. But then (19) cannot hold because P(ξ 2 > Q 2 + L 2 ) > 0.
For any X ∈ int{C}, A(X, ξ) > S if and only if all the following three inequalities are satisfied:
These inequalities give a simple characterization of the event {A(X, ξ) > S} which is directly verified by considering subsets of (ξ 1 , ξ 2 ) forming a complete partition of R 2 + . Case 1: ξ 1 > Q 1 + L 1 , ξ 2 > Q 2 + L 2 . Since L 1 + L 2 + M > S, we have A(X, ξ) = L 1 + L 2 + M > S and at the same time all of the inequalities (22a-22c) are satisfied, so they are trivially equivalent in this case.
Case 2: ξ 1 > Q 1 + L 1 , Q 2 ≤ ξ 2 ≤ Q 2 + L 2 . Because of the condition ξ 1 > Q 1 + L 1 , (22a) is satisfied.
We have in this case that A(X, ξ) = L 1 + ξ 2 − Q 2 + M and thus A(X, ξ) > S if and only if (22b) is satisfied. Finally, ξ 1 > Q 1 + L 1 together with (22b) imply (22c), so A(X, ξ) > S and (22a-22c) are equivalent in this case.
Case 3: ξ 2 > Q 2 + L 2 , Q 1 ≤ ξ 1 ≤ Q 1 + L 1 . Similarly to Case 2 we can show that inequalities (22a-22c) are satisfied if and only if A(X, ξ) > S.
This set is nonempty because 0 < S − M − L 1 < L 2 and similarly for L 1 , L 2 reversed. Inequalities (22a)-(22b) hold trivially, only (22c) needs to be checked. We can write A(X, ξ) = ξ 1 − Q 1 + ξ 2 − Q 2 + M > S if and only if (22c) holds, so A(X, ξ) > S is equivalent to (22a-22c).
Case 5: Outside of Cases 1-4, either (22a) or (22b) is not satisfied. If ξ 1 ≤ Q 1 + S − M − L 2 , ξ 2 ≤ Q 2 + L 2 , then A(X, ξ) ≤ S − M − L 2 + L 2 + M = S. The case ξ 2 ≤ Q 2 + S − M − L 1 , ξ 1 ≤ Q 1 + L 1 is completely symmetric, and it shows that neither A(X, ξ) > S nor (22a-22c) hold in this case.
Next, we use inequalities (22a-22c) to characterize the set {A(X, ξ) > S} in the first-order conditions (13)-(14). We observe that in the two-exchange case {A(X, ξ) > S, ξ 1 > Q 1 + L 1 } = {ξ 1 > Q 1 + L 1 , ξ 2 > Q 2 + S − M − L 1 } {A(X, ξ) > S, ξ 2 > Q 2 + L 2 } = {ξ 2 > Q 2 + L 2 , ξ 1 > Q 1 + S − M − L 2 }, and then use the independence of ξ 1 and ξ 2 to compute P(A(X, ξ) > S|ξ 1 > Q 1 + L 1 ) =F 2 (Q 2 + S − M − L 1 ) P(A(X, ξ) > S|ξ 2 > Q 2 + L 2 ) =F 1 (Q 1 + S − M − L 2 ) Together with (13) and (14), this leads to a pair of equations for limit orders sizes: F 2 (Q 2 + S − M − L 1 ) = λ u + h + r 1 λ u + λ oF 1 (Q 1 + S − M − L 2 ) = λ u + h + r 2 λ u + λ o whose solution is given by L 1 , L 2 from (15a,15b). To obtain the equation (15c), we rewrite the first equation in (13, 14) using the inequalities (22a-22c). Then P (A(X, ξ) > S) may be computed as the integral of the product measure F 1 ⊗ F 2 over the region defined by U (Q, S, M, L 1 , L 2 ) = {(x 1 , x 2 ) ∈ R 2 , x 1 > Q 1 +S −M −L 2 , x 2 > Q 2 +S −M −L 1 , x 1 +x 2 > Q 1 +Q 2 +S −M }.
This integral is given by P (A(X, ξ) > S) = F 1 ⊗ F 2 (U (Q, S, M, L 1 , L 2 ))
