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Predicting Insulin Dosage for Diabetic Patients 
To Reach Optimal Glucose Levels: 
Machine Learning Approaches 
Mandy Bitar 
 
ABSTRACT 
Endocrinologists treating diabetes mellitus find it overwhelming to keep track of the 
enormous amount of data gathered from the multiple measurements retrieved daily 
by their patients, throughout the years. This makes it hard for them to find a certain 
pattern in the data that could help them assign, to each patient, the optimal insulin 
dosage. This forces them to seek trial and error until they find the individualized 
insulin doses, required by each patient, to reach their optimal glucose levels. Hence, 
there is a great read to automate the process of estimating the glucose level. For this, 
we propose two machine learning techniques and one heuristic. In particular, we 
present C4.5, Case-Based Reasoning and genetic algorithms. We validate our 
approach on a data set obtained from the UCMI online machine learning repository. 
Obtained results are promising. Case-Based Reasoning outperformed both C4.5 and 
Genetic Algorithms. 
 
Keywords: Machine Learning, Genetic Algorithms, Case-Based Reasoning, C4.5, 
Decision Trees, Diabetes Mellitus, Glucose level, Insulin. 
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CHAPTER ONE 
INTRODUCTION 
 
Diabetes is a disease in which the human body has very low levels of insulin and/or 
is unable to produce or respond to insulin in order to keep normal levels of sugar in 
the blood. This causes an accumulation of sugar in the blood, and if untreated, this 
may lead to different complications such as heart diseases, kidney failure, 
retinopathy, risk of amputation and high blood pressure [1]. 
To remedy to this, insulin doses are administered over a defined period of time in 
order to obtain the optimal glucose level. Thus, doctors need to collect information 
about fasting glucose levels 3 times a day, after-meal glucose after each meal, and 
bed-time glucose over a long period of time (years). They, then, need to combine this 
information with both the ultralente and intermediate insulin dosages. The huge 
amount of data makes it difficult, if not impossible, to analyze and draw conclusions 
about the correct dose of insulin for future patients. 
 
1.1 Thesis Statement and Related Work 
The problem is that of predicting the optimal insulin units that should be 
administered to a patient over the next year, in order to reach the optimal glucose 
levels. Patients are described by a set of attributes related to their daily glucose levels 
and insulin intake over a period of time ranging from 1 to 3 years. 
Many instances of the diabetes problem have been tackled with both artificial 
intelligence and machine learning techniques. Such instances include managing 
diabetes, predicting diabetes, diagnosing diabetes, checking kidney function for 
diabetic people, etc. In [8], K. Barriga et al. use CART [33] -decision trees 
algorithm- to screen and analyze a population of patients for glucose tolerance in 
order to reduce the number of times this population is tested for oral glucose 
tolerance. The approach shows CART to be acceptable as a preliminary diagnosis for 
diabetes. In [13], R. Bellazzi et al. use Intelligent Data Analysis (IDA) [32] to 
analyze and interpret time series in diabetes to monitor a patient’s overall situation. 
The technique performed well in general but one of its drawbacks is its poor 
performance on missing or unknown data. In [16],[17] and [18], A. Maimone et al. 
use Case-Based Reasoning (CBR) to manage diabetes and control it.  All three works 
aim at detecting hyperglycemia and hypoglycemia episodes that a diabetic patient 
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gets and suggests putting the patient on a controlled therapy. The first study [16] is a 
preliminary preparation to determine if computer software will help in controlling 
diabetes and ended without conclusive results. The second study [17], which mixes 
learning paradigms used in medicine such as CASEY[34] and NODAL[35], shows 
that CBR is a very good choice to include as a helpful technique in medicine. The 
third study [18] mixes different learning paradigms to control diabetes and showed 
that CBR is a good technique to solve the problem and encourages its use for 
diabetes management. In [22], H. Nguyen et al. use artificial neural networks to 
predict whether the person has diabetes. Results show that the technique is very 
efficient. In[19], A.Wahab et al. use the model reference adaptive control on a 
controller to adaptively maintain normal levels of glucose in the patient’s blood via 
an infusion pump. The technique shows a better regulation of the glucose in the 
blood, more stability than conventional approaches and less error. In [15], H.A. 
Pham and E. Triantaphyllou use meta-heuristics to predict diabetes rather than 
managing it. In particular, they use Homogeneity-Based Algorithm (HBR), which, 
when combined with data mining, outperforms current stand-alone data mining 
approaches. In [9], H. Nguyen et al. try other data mining approaches which balance 
between fitting and generalization and proves to be efficient. In [14], S.W. Purnami 
et al. use the Smooth Support Vector Machine (SSVM) to predict diabetes which 
shows very high accuracy in prediction (about 93.2%). In [7], B.H. Cho et al. use 
support vector machines (SVM) along with feature selection methods to predict 
diabetic neuropathy and conclude that the information provided by the results 
obtained serve as a good support for physicians although it cannot replace clinical 
opinion given by doctors. In [12], A. Sharifi et al. use fuzzy inference systems. The 
work reaches a range of accuracy in prediction between 75.17% and 85.45% on 
training sets and between 64.06% and 74.63% on testing sets. In [11], A.Vosoulipou 
et al. use artificial neural networks to classify subjects into two classes namely non-
diabetics and diabetics. The technique shows an accuracy between 80.11% and 
81.30% on the testing sets. In [10], Y. Qiu et al. use a multivariate classification 
analysis of metabolomic data [36] for candidate biomarker discovery in Type 2-
diabetes. The results reach around 80% accuracy. In [20],  N. Barakat et al. added an 
explanation module to the Support Vector Machines technique in order to diagnose 
diabetes. This turns the black box model of an SVM into an intelligible 
representation of the SVM’s diagnostic/classification decision. This technique 
outperforms other techniques working on similar problems such as CART, Jripper 
[37] and Eclectic [38] (which reach 94% accuracy) in terms of correct diagnosis. In 
[21], C. Zhang et al. use the fuzzy integral technique to create a module that 
diagnoses gestational diabetes mellitus and uses history as a main source to predict 
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how much a person is pre-disposed to the disease. In [23], Z. Zhou et al. compare 
NeC4.5 (an enhancement of C4.5) and neural networks. NeC4.5 is used on 20 sets of 
data. Results are slightly higher than C4.5 on 7 of the sets (from which one is for 
diabetes prediction) and give no significant difference on the remaining 13 sets. At 
times, NeC4.5 causes the generalization of C4.5 to deteriorate producing noticeable 
overfitting of the data. In [24], P. Melville and R.J. Mooney use the active-decorate 
technique (a technique to select the data that provides the most information) along 
with decorate committees (a technique that uses additional training data in order to 
generate diverse examples) [39] to select good training examples. Results show that 
generally active-decorate outperforms both Query by Bagging and Query by 
Boosting. In [25], J. Eggermont et al. present a method derived from C4.5 in order to 
improve classification performance while refining and reducing the search space for 
the decision tree evolvers. 
 
1.2 Thesis Outline 
The remainder of this thesis is organized as follows: In Chapter 2, we give an 
overview of diabetes. In Chapter 3, we describe the data used in our experiments. We 
present an overview of the 3 machine languages that we use in our work, namely 
C4.5, Case-Based Reasoning and Genetic Algorithms. We also provide a description 
of the techniques and an explanation of how we implemented each and instantiated it 
to our problem. In Chapter 4, we explain the details of the experiments we 
performed. We show the results and we derive a comparative study of all three 
techniques. In Chapter 5, we conclude with a summary of the work and we open 
floor for further problems and improvements. 
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CHAPTER TWO 
OVERVIEW OF DIABETES 
 
Diabetes mellitus is a disease affecting millions of people all over the world. It is 
estimated that the number of people suffering from the disease in the United States of 
America alone is in terms of millions [2]. It is a chronic disease that can only be 
treated through medication and insulin therapy but cannot be cured. Treating it helps 
save lives, prevent severe long term complications and alleviate symptoms. Diabetes 
is a severe and painful disease. Unless treated well, patients might lose their eyesight 
or a body member; they might spend long painful and stressful hours in dialysis, or 
even wait for months for a kidney transplant which they may not get. A person is 
usually diagnosed using a glucose tolerance test performed in the morning after an 
overnight fast (abstinence from eating or drinking anything for a minimum of 12 
hours). According to “ABC of diabetes” [1], the glucose tolerance test is used to 
measure the levels of fasting and after-meal glucose. As a requirement for this, the 
patient in question should not have been ill or dieting for a period of three days 
before taking the test. This test aims at depicting whether the person is suffering from 
diabetes or at risk of developing diabetes mellitus in the future. The diagnosis is said 
to be positive when tests that reveal the patient has or will have the disease. The 
number one sign of the presence of diabetes is impaired glucose tolerance
1
. A 
healthy person usually scores glucose values that are in the range of 75-110 nmol/l
2
. 
There are two types of diabetes: Type1 and Type2 diabetes. Type1 diabetes is 
genetically inherited and caused by a severe destruction of B-cells which are 
responsible for producing insulin. This leads to an absolute deficiency in insulin. 
Type2 diabetes is developed with age and is due to many factors such as obesity and 
alcoholism. The treatment of diabetes consists of two major practices: 1. Through 
insulin shots or oral insulin medication and 2. Through a specific daily life style 
which includes eating habits and physical exercise.  
Treating diabetic patients results in the collection of a huge amount of data gathered 
from measuring their glucose levels on a daily basis (three times a day) throughout 
years. Thus, it is important for medical experts to extract certain trends or norms 
from such large data sets. These trends or norms can be described as repetitive 
                                                          
1
 Impaired glucose tolerance happens when the body is unable to produce enough insulin to remove 
the excess glucose from the blood. 
2
 lNanomol per liter. This is the unit of measurement of the quantity of the glucose present per liter. 
of blood in the body. 
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scenarios in which a patient is administered the same dosage of insulin over a period 
of time, where the dosage seems to work in lowering the glucose level and keeps it 
under control; then the insulin dosage is changed which worsens the glucose levels. 
Such scenarios or trends occur very frequently. As a matter of fact, a routine 
treatment involves giving the patient small doses of insulin which are considered as a 
safety buffer and then increasing or decreasing these doses, as needed, until the most 
suitable individualized treatment is reached. This can put the patient though a 
rollercoaster of mood swings, emotional stress, uncertainty and possibly depression. 
All this makes it necessary to find ways to solve this dilemma and save patients 
suffering. Machine learning techniques provide methods to extract information, learn 
from it, and predict unseen cases. As such, this problem can be seen as a prediction 
problem where the target is to learn from previous patient data the optimal insulin 
level for new patients. In this thesis, we propose and compare the following three 
machine learning techniques: C4.5, Cased-Based Reasoning and genetic algorithms. 
We instantiate the last 2 techniques to our problem and we compare results and 
explain the rationale behind the performance of each technique. 
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CHAPTER THREE 
PROPOSED SOLUTION 
 
3.1 Data Preparation 
Our data set is taken from the UCMI repository
3
 [4]. A data set is formed of cases 
where a case describes a particular patient according to the following attributes: the 
date in which a sample of glucose level was taken, the time, the type of glucose 
evaluated and the level of glucose obtained. Table 3.1 shows an extract of the data 
set as taken from the UCMI repository. It shows the data extracted for one patient 
over 3 days.  
 
Table 3.1 Example of a data file describing a single patient. 
Date 
(mm-dd-yy) 
Time 
(hh:mm) 
Type of 
measurement 
Level of 
measurement 
04-21-1991 9:09 58 100 
04-21-1991 9:09 33 007 
04-21-1991 9:09 34 016 
04-21-1991 17:08 62 119 
04-21-1991 17:08 33 009 
04-21-1991 22:51 48 123 
04-22-1991 7:35 58 216 
04-22-1991 7:35 33 006 
04-22-1991 7:35 34 013 
04-22-1991 13:40 33 006 
04-22-1991 16:56 62 211 
04-22-1991 16:56 33 006 
04-23-1991 7:25 58 257 
04-23-1991 7:25 33 011 
04-23-1991 7:25 34 013 
04-23-1991 14:10 61 238 
04-23-1991 22:16 48 340 
 
                                                          
3
 http://archive.ics.uci.edu/ml/datasets/Diabetes. 
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The first attribute indicates the Date at which the glucose level was taken in the 
format mm-dd-yy. The second column indicates the Time at which the glucose level 
was taken by the patient in the format hh:mm. The third attribute indicates the 
Measurement Type taken. There are 20 different types of measurement as shown in 
Figure 3.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1 Types of measurements and their encoding. 
 
The last attribute indicates the Measurement Level which is the insulin level or 
glucose level defined by the type of attribute measurement. 
 
3.2 Data Cleaning 
The data set consists of 29,330 cases extracted from 70 files for 70 diabetic patients. 
The first step consists of cleaning the data from erroneous and missing values. One 
33= regular insulin dose 
34 = NPH insulin dose 
35 = UltraLente insulin dose 
48 = Unspecified blood glucose measurement 
57 = Unspecified blood glucose measurement 
58 = Pre-breakfast blood glucose measurement 
59 = Post-breakfast blood glucose measurement 
60 = Pre-lunch blood glucose measurement 
61 = Post-lunch blood glucose measurement 
62 = Pre-supper blood glucose measurement 
63 = Post-supper blood glucose measurement 
64 = Pre-snack blood glucose measurement 
65 = Hypoglycemic symptoms 
66 = Typical meal ingestion 
67 = More-than-usual meal ingestion 
68 = Less-than-usual meal ingestion 
69 = Typical exercise activity 
70 = More-than-usual exercise activity 
71 = Less-than-usual exercise activity 
72  Unspecified special (i.e: very emotional event) 
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example of an erroneous entry is a recorded measurement level greater than 40 when 
measurement type is 33. These threshold values are defined by the endocrinologist. 
We also delete all cases with 1 or more missing attributes.  
We, then augment our data set with some additional attributes. We combine all the 
data for one patient relating to one day and compute the averages of the fasting 
glucose level, after-meal glucose level, bed-time glucose level, intermediate insulin 
level, the ultralente glucose level and the regular insulin level given on that day for 
this particular patient. This step is performed in accordance with the 
endocrinologist’s input. Table 3.2 shows a sample of the cleaned data extracted from 
Table 3.1. The attributes are: fasting glucose, after-meal glucose, bed-time glucose, 
intermediate insulin and ultralente insulin. The classification label is the regular 
insulin. 
 
Table 3.2 Sample of the Cleaned Data. 
Fasting 
Glucose 
Aftermeal 
Glucose 
Bedtime 
Glucose 
Intermediate 
Insulin 
Ultralent 
Insulin 
Regular 
Insulin 
109.5 0.0 123.0 16.0 0.0 8 
213.5 0.0 0.0 13.0 0.0 6 
257.0 238.0 340.0 13.0 0.0 11 
 
 
The values in Table 3.2 are extracted from Figure 3.1 for the three following dates: 
04-21-1991, 04-22-1991 and 04-23-1991. The first row shows the average fasting 
glucose for the patient on 04-21-1991 with a registered level of 109.0 (average of 
119 and 100), the after-meal glucose level is 0, the bed-time glucose level is 123.0, 
the intermediate insulin level taken is 16.0 and the ultralente insulin level taken is 0. 
For this case the regular insulin taken is 8 (average of 007 and 009). The resulting 
data set consists of 3490 cases. 
 
3.3 C4.5: Decision trees and the classification process 
C4.5 is an improvement of an earlier decision tree algorithm ID3 [3]. It is a machine 
learning algorithm that builds decision trees from a set of data. A data set is a set of 
records. Each record consists of attributes and a classification label. In our problem, 
each record describes the measurements of glucose levels taken by a diabetic patient 
on a specific day at a specific time as well as the insulin dosages taken to keep those 
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glucose levels under control in the blood. Table 3.3 illustrates a larger portion of the 
data set. 
 
The first line in the table describes a patient with fasting glucose level equal to 109.5, 
after-meal glucose level 0, bed-time glucose level 123.0, intermediate insulin level 
16.0, ultralente insulin level 0 and regular insulin level 8.     
A decision tree is a tree where internal nodes encode attributes, edges conditions on  
attributes and leaves classification labels. Figure 3.2 shows a decision tree. A path 
from the root to a leaf encodes a conjunction of conditions and the result of the test 
(in the leaf). Given an instance, it is classified by starting at the root and testing the 
condition (fasting glucose). In this tree, an instance where the fasting glucose is less 
than or equal to 80 and the after-meal glucose is less than 100 and the bed-time 
glucose is less than 120 this is assigned a regular insulin level of 0. 
 
Table 3.3 Sample of a Training Set (10 instances). 
Instances Fasting After-
meal 
Bed-
time 
Intermediate 
insulin 
Ultralente 
Insulin 
Regular 
Insulin 
I1 109.5 0.0 123.0 16.0 0.0 8 
I2 213.5 0.0 0.0 13.0 0.0 6 
I3 257.0 238.0 340.0 13.0 0.0 11 
I4 136.5 288.0 113.14 0.0 14.0 5 
I5 152.5 113.9 0.0 11.0 0.0 7 
I6 194.333 0.0 81.0 0.0 7.0 7 
I7 150.666 87.9 104.0 0.0 9.0 7 
I8 130.0 110.0 125.0 1.5 0.0 13 
I9 111.32 85.0 0.0 0.0 6.0 3 
I10 125.0 113.0 180.0 1.5 0.0 8 
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Figure 3.2 Example of a Decision Tree. Internal nodes encode attributes. Edges 
encode values of tests and leaves classification labels.  
 
3.4 C4.5 The Algorithm 
Building decision trees is a top-down recursive process. C4.5 first calculates the 
information gain (Entropy) of the entire set S. Then, for each attribute A, it calculates 
the information gain resulting by splitting on A in order to decide which attributes to 
use at each node. To test at root, C4.5 picks the best attribute A. For each value of A, 
C4.5 divides the training data into subsets and recurses the tree construction for each 
subset until all leaf nodes have the same class labels. Figure 3.3 shows the Pseudo-
code that C4.5 uses to build decision trees [3] and [23]. 
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Figure 3.3 Building Decision Trees (Pseudo-code). 
 
C4.5 first calculates Information Entropy on the set of data S to see how impure the 
data is (Equation 1). 
                   
 
              (Equation 1) 
where n is the number of classification labels and pi is the probability of occurrence 
of classification label i in the data.  
Let S be the data set shown in Table 3.3. i.e. n=7 (classification labels are: 8, 6, 11, 5, 
7, 13 and 3). And pi is the probability of occurrence of a classification label in the 
data, for example p1 (which is classification label) is: 
    
 
  
 since the value 8 appears 2 times over 10 lines of data. 
Therefore, we calculate Entropy(S) as follows: 
                 
 
   
      
                                                    
                  
                                                  
                                   
                                         
 
Pseudo-Code 1 Building Decision Trees 
1. Check for base cases 
a. If all records have the same class, then the tree is a leaf labeled with this 
class. 
b. Do not iterate if the information gain for all attributes is zero. 
2. For each attribute a 
a. Calculate the information gain resulting from splitting on a. 
b.  Take the attribute b with highest information gain 
c. Create a branch from b with a decision node n 
d. Iterate from step a on the sub-trees formed by branching on b. 
3. End For  
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After calculating the Information Entropy of S, C4.5 calculates the information gain 
on splitting on each of the attributes to choose the best attribute a to branch on. This 
is reflected by the difference between the information gain of a tree before we branch 
on a and after we do. C4.5 picks the attribute with the highest information gain to test 
at root. Equation 2 shows the information gain branching on an attribute A.  
                       
    
   
 
                  (Equation 2) 
where n is the number of values for attribute A, S is the set of training cases and Si is 
the subset of S where the classification has value i.  
 
To illustrate, we continue with our previous example referring to Table 3.3 and we 
pick two instances I8 and I10 and compare their information gain. I8 reads as follows: 
130.0, 110.0, 125.0, 1.5, 0.0, 13.0 and I10 reads as follows 125.0, 113.0, 180.0, 1.5, 
0.0, 8. Entropy of I8 and I10 along with information gain are: 
                      
 
                                            
                                                     
                      
 
                                          
                                                        
 
In the above example, I10 has lower entropy than I8 on attribute A which results in 
higher information gain. This concludes that the certainty level on    (classification 
13) is higher than that on     (classification 8) on attribute A. 
In order to compare splits on different attributes, C4.5 calculates the gain ratio on the 
splits (Equation 3).  
                
        
             
     (Equation 3) 
where SplitInfo is the information gained after splitting the data set D on attribute A 
(Equation 4)
4
.  
                  
    
   
    
    
   
 
       (Equation 4)  
 
After finding the best split, the tree is grown while recursively using this process.  
 
                                                          
4
 The splits of D on attribute A form a partition of the set D. 
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After the splitting process is done, trees are pruned to minimize their size without 
reducing the accuracy. For this, all the branches that do not significantly affect the 
output decision are removed and replaced by leaf nodes. In its pruning process, C4.5 
follows a bottom-up pruning approach. C4.5 calculates the error rate of each path 
from root to leaf using pre-pruning and post-pruning error calculation. If the post-
pruning error rate is less than the pre-pruning error rate, then C4.5 replaces the 
branch by a leaf node. The error is calculated following the Laplace error estimate 
which is based on the assumption that the distribution of probabilities that each case 
belongs to a certain class, is uniform and it is calculated using Equation 5. 
            
       
   
       (Equation 5) 
where S is the set of cases that satisfy the test in the node encoded by the attribute, N 
is the number of instances in S, K is the total number of cases and n is the number of 
cases with correct classification. 
After error calculation, the tree is pruned. Figure 3.4 shows a tree before and after 
pruning. 
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Figure 3.4 Decision Tree before pruning and after pruning. 
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In Figure 3.4 the branch: fasting glucose <70, after-meal glucose <100 and bed-time 
<120, has been pruned since it had insignificant impact on the accuracy of the 
decision.  
 
3.5 From Trees to Rules 
Trees can become very big which makes them harder to interpret by human experts. 
For this, C4.5 transforms them into rule sets. A rule set is a collection of rules and a 
default classification label. A rule is a conjunction of conditions or attributes and a 
classification label.  
C4.5 generates one rule per leaf. It starts from the root and goes down a path from 
the root to a leaf. Figure 3.5 shows an example of rules extracted from the tree after 
pruning in Figure 3.4.  
16 
 
 
Figure 3.5 Rules extracted from the tree after pruning shown in Figure 3.4.  
 Rule 1: IF Fasting Glucose ≤80 AND IF Aftermeal Glucose ≤100 AND IF                   
Bedtime Glucose ≤120 THEN 0 
 
 Rule 2: IF Fasting Glucose ≤80 AND IF Aftermeal Glucose ≤100 AND IF       
Bedtime Glucose >120 AND IF Intermediate insulin ≤10 THEN 4 
 
 Rule 3: IF Fasting Glucose ≤80 AND IF Aftermeal Glucose ≤100 AND IF                 
Bedtime Glucose >120 AND IF intermediate insulin >10 AND IF    
Ultralente insulin ≤2 THEN 2 
 
 Rule 4: IF Fasting Glucose ≤80 AND IF Aftermeal Glucose ≤100 AND IF                 
Bedtime Glucose >120 AND IF Intermediate insulin >10 AND IF 
Ultralente insulin >2 THEN 3 
 
 Rule 5: IF Fasting Glucose ≤80 AND IF Aftermeal Glucose >100 THEN 2 
               
 Rule 6: If Fasting Glucose >80 AND Fasting Glucose ≤100 AND IF  
Aftermeal Glucose ≤ 200 AND IF Bedtime Glucose ≤250 THEN 14 
 
 Rule 7: If Fasting Glucose >80 AND Fasting Glucose ≤100 AND IF                       
Aftermeal Glucose ≤200 AND IF Bedtime Glucose >250 THEN 18 
 
 Rule 8: If Fasting Glucose >80 AND Fasting Glucose ≤100 AND IF  
Aftermeal Glucose >200 AND IF Bedtime Glucose ≤130 AND IF 
Intermediate Insulin ≤180 THEN 7 
 
 Rule 9: If Fasting Glucose >80 AND Fasting Glucose ≤100 AND IF  
Aftermeal Glucose >200 AND IF Bedtime Glucose ≤130 AND IF 
Intermediate Insulin >180 AND IF Ultralente Insulin ≤2 THEN 15 
 
 Rule 10: If Fasting Glucose >80 AND Fasting Glucose ≤100 AND IF  
Aftermeal Glucose >200 AND IF Bedtime Glucose >130 AND IF 
Intermediate Insulin ≤2 AND Ultralente Insulin ≤3 THEN 11 
 
 Rule 11: If Fasting Glucose >80 AND Fasting Glucose ≤100 AND IF  
Aftermeal Glucose >200 AND IF Bedtime Glucose >130 AND IF 
Intermediate Insulin ≤2 AND Ultralente Insulin >3 THEN 12 
 
 Rule 12: If Fasting Glucose >80 AND Fasting Glucose ≤100 AND IF  
Aftermeal Glucose >200 AND IF Bedtime Glucose >130 AND IF 
Intermediate Insulin >2 THEN 1 
 
 Default Class: 6 
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The rule set is completed with a default classification label. This is chosen as the 
majority classification label in the part of the data that is not classified by any of the 
rules in the rule set (In our example, 6). 
 
3.6 Windowing Technique 
The windowing technique was originally created as an efficient way of dealing with 
large amounts of data with small memories. A window is represented by a randomly 
selected subset of the training data, from which a small tree is generated. This tree is 
used to classify the rest of the data. If some instances are misclassified, a part of 
them is selected and added to the window and another tree is built. This process is 
repeated until all cases outside this window get correctly classified or no 
improvement is noticed. Since the window is randomly selected, this technique can 
be used to generate different trees [3]. 
 
3.7 Overview of Case-Based Reasoning 
Case-Based Reasoning (CBR) was first introduced by Roger Schank and his students 
at Yale University in the early 1980’s. It is a famous approach used in biomedical 
reasoning nowadays [26][28] and [29]. CBR is based on the idea of learning from 
past similar cases and reusing them on current cases. In our work, a case is described 
by the same attributes as the ones used in C4.5. Given a target case, CBR goes 
through four basic cycles in order to predict its classification label. These are: 
Retrieve, Reuse, Retain and Revise. Figure 3.6 illustrates these phases. The Target 
Case is given as input. CBR retrieves all similar cases from the Case Base (training 
set), reuses and classifies the target case. CBR then revises the classification to make 
sure it is correct and if so, it retains it (adds it) to the Case Base (training set), 
otherwise it gives it the default class. This cycle repeats until all target cases from the 
testing set are classified. 
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Figure 3.6 Representation of the CBR cycle. 
   
Below, we illustrate in more details the 4 steps using instance X from Figure 3.6 as 
the target case.   
Retrieve: The algorithm starts by searching the entire database for cases that have at 
least one similar attribute of fasting glucose or after-meal glucose or bed-time 
glucose. If one or more cases match, then it adds them in similar cases list and goes 
to the next step (Reuse). Otherwise, it assigns to X the default class. In our case, 
CBR retrieves from history all the cases that have values equal to either 130.0 as 
Target Case X 
Retrieve 
Reuse   
Reuse 
 Revise 
Retain 
 Case Base 
110.0,110.0,105.0,1.5,0.0, 8 
168.0,110.4,0.0,3.2,0.0, 13 
98.0,138.0,117.0,7.5,0.0, 7 
223.8,117.0,125.0,14.0,0.0,9 
130.0,220.6,99.0,13.5,0.0,6 
…… Add target case here 
 
Input target case 
All similar cases 
130.0,220.6,99.0,13.5,0.0, 6 
168.0,110.4,0.0,3.2,0.0, 13 
223.8,117.0,125.0,14.0,0.0, 9 
110.0,110.0,105.0,1.5,0.0, 8 
…. 
 
Map similar 
cases to target 
  
Test 
prediction 
Accuracy 
  
130.0,   110.0,  125.0,  1.5,  0.0,  9 
Fasting  
 
After-
meal 
 
Bed- 
time  
 
Inter-
mediate  
 
Ultralente  
 
Classfication 
Label  
 
130.0 110.0 125.0 1.5 0.0 To be 
decided 
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fasting glucose or 110.0 as after-meal glucose or 125.0 as bed-time glucose. We pick 
fasting, after-meal and bed-time glucose because it is communicated to us by the 
endocrinologist that according to these values, the values of intermediate insulin and 
ultralente insulin are assigned to a patient. The default classification label depends 
on the value of Fasting glucose. Figure 3.7 shows the values defined by the 
endocrinologist. 
 
 
Figure 3.7 Rules that define the Default Class. 
 
Figure 3.8 shows the target case X and a sample of its similar cases. The first two 
cases have the same value of fasting glucose. The third and fourth cases have the 
same value of after-meal glucose. The last two cases have the same value of bedtime 
glucose.  
 
 
Figure 3.8 Example of the similar cases. 
The algorithm then proceeds with the next step which is reuse.  
Reuse: Once the similar cases have been retrieved, CBR approximates them using 
the intermediate insulin and ultralente insulin. It does this by computing the average 
X (Target case) 
Fasting    AfterMeal    BedTime    Intermediate    Ultralente   Regular 
135.00        110.00    123.00          0.0        8.5  ? 
Similar cases 
135.00      140.00    115.00  0.0    11.0  14 
135.00      98.00    0.00   0.0    9.0  8 
85.00      110.00    111.00  0.0    5.0  6 
185.16      110.00    135.00  0.0    3.0  13 
235.00      187.35    123.00  0.0    22.0  18 
123.76      132.33    123.00  0.0    6.5  7
  
 
 If Fasting glucose < 150 THEN Regular insulin = 6.  
 If 150≤ Fasting glucose <200 THEN Regular insulin = 12.  
 If 200 ≤ Fasting glucose <250 THEN Regular insulin = 18. 
 If Fasting glucose ≥ 250 THEN Regular insulin = 24.  
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values of ultralente and intermediate insulin and assigns to X the average of regular 
insulin computed from these similar cases.  
Using the same example, we choose 4 cases from the similar ones according to the 
following: two cases that have the fourth attribute (intermediate insulin) the closest 
to X’s fourth attribute, and two cases that have the fifth attribute (ultralente insulin) 
the closest to X’s fifth attribute. Then we compute the average of the classification 
label of these 4 cases and assign it to X. Figure 3.9 shows the reuse step. 
 
 
Figure 3.9 Example of the approximate chosen cases. Target is classified with label 
8.75. 
 
Figure 3.9 shows the chosen cases that we want to approximate X to. They have been 
chosen because they have the closest values of their fifth attribute (ultralente insulin) 
to our target case (since the fourth attribute is 0). Now the average of the 
classification labels of these four cases will be computed along with the standard 
deviation as the prediction for the target case. In this case the classification label is 
8.75 and standard deviation is 3.59.  
The standard deviation is used in the next step to compute the accuracy of the 
predicted classification. 
Third is the revise step.  
Revise: CBR then tests the target case with its classification label to see if the given 
prediction (8.75) is correct. If it is not, it gives it a default class. The correctness of 
the testing is measured compared to certain thresholds provided by the 
endocrinologist as a safety buffer, based on the fasting glucose values. This is in 
accordance with the standard initial treatments given to recently diagnosed diabetic 
patients (Figure 3.7).  
Target case 
Fasting     AfterMeal    BedTime    Intermediate  Ultralente    Regular 
135.00        110.00    123.00 0.0    8.5            8.75 
Cases to map to 
135.00       140.00    115.00 0.0   11.0            14 
135.00        98.00    0.00  0.0   9.0             8 
85.00         110.00    111.00 0.0   5.0  6 
123.76       132.33    123.00 0.0   6.5  7  
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Retain: We retain/save the classified target case X in memory.  
 
Figure 3.10 shows the pseudo-code of the algorithm and how we instantiated it to our 
problem:  
 
Figure 3.10 Pseudo-code of CBR. 
 
3.8 Overview of Genetic Algorithms 
John Holland introduced Genetic algorithms (GA) in the late 1960’s. There were 
inspired from the Darwinian theory of evolution. In this theory, a population of 
Pseudo-Code 2 CBR 
For i = 0  n     //n is the size of testing set  
Pick target case Xi     
1. For j = 0  p   //size of training set 
a. If( (fasting glucose of Cj = fasting glucose of X) || (aftermeal glucose of Cj = 
aftermeal glucose of X) || (bedtime glucose of Cj = bedtime glucose of X)) 
Then Save the matched Cj case to the matching cases array.  
b. If matching cases array is empty 
Then Give X the default class  
//Now we have all matching cases according to the first 3 attributes. 
2. Compute the average of classification labels c of: 
a. 2 cases from the matching cases that have the closest values of ultralente 
insulin values to those of X. 
b. 2 cases from the matching cases that have the closest values of intermediate 
insulin values to those of X. 
3. Classify X with c. 
4. Compute frequency, classification label and standard deviation of X.   
5. End For; 
If the classification of X is correct tested on the safety buffers 
     Then Retain 
Else   
     Give X the default class 
End For; 
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individuals evolves through natural selection where the fittest individuals have a 
higher chance to survive to the next generation and produce progeny [31]. The 
pseudo-code of a generic GA is shown in Figure 3.11: 
 
 
Figure 3.11 Generic GA. 
 
3.8.1 The Encoding Scheme 
The encoding scheme defines how the problem is represented to the GA, i.e what 
constitutes an individual. Traditionally in GA’s, a population is a collection of 
individuals also referred to as chromosomes that represent solutions to the problem. 
Chromosomes are formed of genes. In our case, a chromosome is a rule and each 
gene of that chromosome defines an attribute within a specific range. A gene defines 
a finite range of values for a particular attribute that cannot appear twice in the same 
chromosome. A chromosome X is shown in Figure 3.21. 
 
 
Figure 3.12 Representation of a Chromosome X.  
 
Figure 3.12 shows a Chromosome X formed of 5 genes. Each gene represents a 
specific range of values of one of the attributes where G3 represents bedtime glucose, 
 X: 
G3 
[104-108] 
 
G1 
[103- 105] 
 
G2 
[275- 288] 
 
G4 
[12- 14] 
 
G5 
[0-2] 
 
 
Gene 4 representing Attribute 4 (ultralente insulin) 
Pseudo-Code 3 Generic GA 
1. Input a Population of individuals  
2. For a defined number of iterations 
a. Until the next population is complete 
i. Select from population A parent1 and parent2 
ii. Crossover both parents to form offspring with a certain probability 
iii. Mutate offspring with a certain probability 
iv. Add both offspring to the next generation. 
b. End Until 
3. End For 
4. Output the fittest individuals in the last population.  
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G1 fasting glucose, G2 after-meal glucose, G4intermediate insulin and G5 ultralente 
insulin. 
  
A chromosome’s strength or importance is reflected through its fitness function. In 
our case, this is a linear function that shows the relation between a chromosome’s 
coverage of the data and its accuracy. 
Chromosome X has a fitness calculated according to the following equation: 
                                         (Equation 6) 
 
where α and β  are the weights that are set empirically. In this case, α = 10 and β = 5, 
Accuracy is the correctness of a rule encoded in chromosome X (Equation 7), 
Coverage is the fraction of the data set to which the rule applies (Equation 8), and   
and   are two parameters tuned to give weights to the two metrics. 
            
 
   
       (Equation 7) 
In Equation 7, T is the number of cases correctly classified by X and F is the number 
of cases incorrectly classified by X. 
             
   
 
       (Equation 8) 
Where S is the size of the whole data set. 
 
3.8.2 Selection 
Selection is an important design issue in GA’s since it is the step that decides which 
chromosomes produce progeny in a way that good information is forwarded to the 
next generation. The most popular selection techniques are:  roulette wheel selection, 
rank selection and steady-state selection. We explain each in details next.  
 
3.8.2.1 Roulette Wheel Selection 
Roulette wheel selection is as widely used selection technique. The idea behind it is 
to give to each chromosome a selection probability which is proportional to its 
fitness in the population. Let P be a population. We calculate S as the sum of all 
chromosome fitnesses in P as shown in Equation 9 where n is the size of P and fi is 
the fitness of chromosome i. 
S =    
 
            (Equation 9)  
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To understand this imagine a wheel representing S from Equation 9, and let each of 
the sectors in that wheel represent a percentage of how much a chromosome’s fitness 
is occupying in S. Then a dice is thrown. The chromosome where the dice lies is 
selected. Of course, the chromosome that occupies a bigger portion of the wheel 
(hence has a higher function) gets a higher chance of being selected. 
 
Figure 3.13 Roulette Wheel Selection. 
 
There is a problem with this technique when fitnesses vary a lot. As a matter of fact, 
chromosomes with a very low fitness (for example, chromosome C4 in Figure 3.13) 
get a very little part of the wheel and hence might never be selected. However, such 
low fitness chromosomes can give good offspring in certain cases when combined 
with others and should be given a fair chance of being selected. This is remedied in 
rank selection discussed next.  
  
3.8.2.2 Rank Selection 
This technique is mainly used when the fitnesses vary significantly. It sorts all 
chromosomes according to their fitness. Then it gives the least fit chromosome rank 
1 and to the fittest chromosome the highest rank. Then roulette wheel selection is 
applied to the ranks. 
In Figure 3.14 below, we see how the wheel is distributed to the chromosomes when 
they are ranked. We notice that C4, which had a very low chance of being picked 
using roulette wheel selection, is now given a better chance.     
 
Fitnesses of all Chromosomes in P 
C1 (58%) 
C2 (22%) 
C3 (10%) 
C4 (2%) 
C5 (8%) 
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Figure 3.13 Rank Selection. 
 
3.8.3 Replacement Techniques 
Replacement techniques are used in genetic algorithms to keep a diverse population 
of chromosomes throughout the generation. There are several types of replacement 
techniques. Some of them are: Steady-State, Worst Among Most Similar and Family 
Competition [30]. Next, we discuss the two most popular one. They are Steady-State 
and 2-tournament. 
 
3.8.3.1 Steady-State 
Steady-state is a replacement technique that helps preserve or maintain the diversity 
of a population. Under this technique, 2 offspring are generated at each iteration; 
these replace the 2 least fit individuals in the population. 
 
3.8.3.2 2-tournament 
2-tournament is a replacement technique that re-enforces the chance of picking the 
fittest chromosome without diminishing the chance of picking the less fit 
chromosomes. In a pool of chromosomes S, in the first tournament we pick a 
chromosome X randomly, and then pick another chromosome Y randomly. Then we 
compare X and Y and pick the fitter chromosome and return the other to the pool S. 
This is repeated a second time to select the other chromosome with which crossover 
will occur. 
 
 
Fitnesses of all Chromosomes in P 
C1 (rank 5) 
C2 (rank 4) 
C3 (rank 3) 
C4 (rank 1) 
C5 (rank 2) 
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3.8.4 Operators 
 
The creation of new chromosomes, hence solutions, is made through the application 
of 3 main operators. They are: Elitism, Crossover and Mutation. 
  
3.8.4.1 Elitism 
Elitism consists of copying 1 or more chromosomes as is to the next generation. 
Normally, these are the fittest in the current generation and elitism guarantees their 
preservation.  
 
3.8.4.2 Crossover 
Crossover is the process in which both parents recombine to produce two new 
offspring. The idea behind it is to recombine in one chromosome good traits found 
throughout the population. Several crossover operators have been used. The most 
popular ones are single-point crossover, two-point crossover and uniform crossover. 
  
3.8.4.2.1 Single-Point Crossover 
In Single-point crossover, each of the parent chromosomes is cut in one place. 
Offspring1 takes the first part of parent1 and the second part of parent2. Offspring 2 
takes the first part of parent 2 and the second part of parent 2. Figure 3.15 illustrates 
this. Let rule R1 be the first parent with genes {x1,x2,x3,x4}. Let R2 be the second 
parent with genes {y1,y2,y3,y4}. R1 and R2 are cut in one place; in this case they are 
cut in the middle. This forms offspring O1 and O2 where O1 has genes { x1,x2,y3,y4} 
and O2 has genes { y1,y2, x3,x4}.  
 
 
Figure 3.15 Single-Point Crossover. 
 
 
R1: 
x1 x2 x3 x4 
 
R2: 
O1: O2: 
y1 y2 y3 y4 
 
x1 x2 y3 y4 
 
y1 y2 x3 x4 
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3.8.4.2.2 Two-Point Crossover 
Under Two point crossover, the parent chromosomes are cut in two places each. 
Offspring 2 secures the first and last parts of parent 1 along with the middle part of 
parent 2 while offspring 2 takes the rest. Figure 3.16 illustrates this. Let rule R1 be 
the first parent with genes {x1,x2,x3,x4}. Let R2 be the second parent with genes 
{y1,y2,y3,y4}. Both R1 and R2 are cut in two places (the first and third gene) then this 
will form offspring O1 and O2 where O1 has genes { x1,y2,y3,x4} and O2 has genes { 
y1,x2, x3,y4}.  
 
 
Figure 3.16 Two-Point Crossover.  
 
 
3.8.4.2.3 Uniform Crossover 
Under Uniform crossover, the parent chromosomes are cut in several places (random 
places) and offspring inherit alternate parts from both parents. Figure 3.17 illustrates 
this operator. Let rule R1 be the first parent with genes {x1,x2,x3,x4,x5,x6}. Let R2 be 
the second parent with genes {y1,y2,y3,y4,y5,y6}. R1 and R2 are cut in three places; 
after the second, the fourth and the fifth genes. This results with offspring O1 and O2, 
with genes {x1,x2,y3, y4,x5,y6} and { y1,y2, x3,x4,y5,x6} respectively.  
                          
 
Figure 3.17 Uniform Crossover. 
 
 
 
R1: 
x1 x2 x3 x4 x5 x6 
 
R2: 
O1: O2: 
y1 y2 y3 y4 y5 y6 
 
x1 x2 y3 y4 x5 y6 
 
y1 y2 x3 x4 y5 x6 
 
R1: R2: 
O1: O2: 
x1 x2 x3 x4 
 
y1 y2 y3 y4 
 
x1 y2 y3 x4 
 
y1 x2 x3 y4 
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3.8.4.3 Mutation 
Mutation is performed to flip or change a gene in a chromosome, and it is controlled 
though a certain probability. Mutation is used to introduce a variation in the 
population from a generation to the next which helps in times raise the chance of 
getting new good solutions. The most widely mutations used are Bit-inversion and 
uniform mutation. 
 
3.8.4.3.1 Bit Inversion Mutation 
The Bit Inversion mutation happens when 1 gene in the chromosome 
mutates/changes to another gene. Figure 3.18 illustrates this mutation. Let 
R1={x1,x2,x3,x4} be a chromosome. After mutation, R1 becomes {x1,x2,y3,x4} where 
the 3
rd
 gene is changed. 
 
 
Figure 3.18 Bit Inversion Mutation. 
 
3.8.4.3.2 Uniform Mutation 
Uniform mutation replaces a gene with another one picked randomly from within a 
set of genes S defined by the problem. Figure 3.19 illustrates this. R1 is a 
chromosome from which gene x3 mutates into x14 selected from S.  
 
Figure 3.19 Uniform Mutation (S is the set of possible gene values). 
 
 
 
 S: x14 x2 x31 x9 x5 
 
R1 before mutation: 
x1 x2 x3 x4 
 
R1after mutation: 
x1 x2 x14 x4 
 
x1 x2 y3 x4 
 
 R1 before mutation: 
x1 x2 x3 x4 
 
R1after mutation: 
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3.8.4.3.3 Substring-Inversion Mutation 
The Substring-Inversion either selects a substring of the chromosome at random or 
the substring length is defined by the user, and it inverts it. Figure 3.20 illustrates 
this. Let R1={x1,x2,x3, x4,x5} be a chromosome. After mutation of a substring from 
index 1 to 3 (defined by the genes x2,x3, x4), R1 becomes {x1,x4,x3, x2,x5} where the 
substring x2,x3, x4 inverts into x4,x3, x2. 
 
 
Figure 3.20 Substring-Inversion mutation. 
 
3.8.4.3.4 Binary mutation 
The Binary mutation applies when each gene is defined by two states only, 0 or 1. A 
ransom gene is selected to mutate from 0 to 1 or 1 to 0. Figure 3.21 illustrates this. 
Let R1={1,1,1,0,1,0,0,1,0} be a chromosome. After mutation the gene at index 4 
mutates, R1 becomes {1,1,1,0,0,0,0,1,0}. 
 
 
Figure 3.21 Binary mutation. 
 
3.8.5 The Algorithm 
 
Figure 3.22 represents the pseudo-code of the genetic algorithm as instantiated to our 
problem. 
1 1 1 0 1 0 0 1 0 
 
R1after mutation:  R1 before mutation: 
1 1 1 0 0 0 0 1 0 
 
 R1 before mutation: 
x1 x2 x3 x4 x5 
 
R1after mutation: 
x1 x4 x3 x2 x5 
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Figure 3.22 GA pseudo-code. 
 
We illustrate using the data set shown in Table 3.4 as the input to the GA. 
 
 
Pseudo-Code 4 GA 
//Initialize population P0 
1. For each attribute  
a. Get the minimal and maximal values 
b. Divide the difference of min and max into K ranges. 
2. For N iterations  //size of P0 
a. Randomly combine ranges to form a chromosome 
b. If the chromosome is not already in P0 
Then add it to P0 
c. End if 
3. End for 
4. For each chromosome in P0 calculate: 
a. The fitness (Equation 10). 
b. The classification label (which is the average of the regular insulin of the 
cases covered by that chromosome). 
c. The standard deviation (which results from averaging the classification 
labels) 
//start the GA process 
5. For i=0 to p iterations do   
a. Create population i (initial population created above is the population i=0) 
b. For j=1 to q 
i. Select (by roulette wheel) 2 chromosomes 
ii. Crossover (single point) creating 2 offspring (probability ) 
iii. Mutate offspring (probability µ) 
iv. Add mutated offspring to the new population 
c. End For 
d. Save population in array of populations. 
6. End For 
7. Return best population in array.  
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Table 3.4 Sample of the Training Set. 
Fasting 
Glucose 
After-Meal 
Glucose 
Bed-Time 
Glucose 
Intermediate 
Insulin 
Ultralente 
Insulin 
Regular 
Insulin 
109.5 0.0 123.0 13.0 0.0 8 
213.5 0.0 0.0 13.0 0.0 6 
111.0 0.0 240.0 14.0 0.0 6 
136.5 288.0 0.0 14.0 0.0 5 
194.33333 0.0 81.0 81.0 14.0 7 
150.66666 0.0 104.0 14.0 0.0 7 
103.0 0.0 0.0 14.0 0.0 7 
 
Step A: Divide the attributes into K ranges  
For each attribute, calculate its minimum and maximum values that appear in the 
table. According to Table 3.4, fasting glucose has the following values: max = 213.5 
and min = 103.0. 
To create the ranges, we calculate the difference between the maximum and 
minimum of the attribute and divide it by K, in this case 40 ranges
5
. This gives us the 
following range size = (213.5 - 103.0) /40 = 2.7625. 
Examples of ranges for Fasting glucose are: [103.0 - 105.7625], [105.7625 - 
108.525], [108.525 - 111.2875], etc.  
Step B: Calculate the frequency, classification label and standard deviation of the 
ranges to form the initial population. For example, using the attribute fasting glucose, 
the following range [103.0 - 105.7625] covers one case in the data set. The 
classification label is the sum of all classification labels that this range covers. In this 
case it is only one value (7). Therefore the standard deviation is 0. Whereas the range 
[108.525-111.2875] covers 2 cases in the data set. The classification label in this case 
is 7 ((8+6)/2) and the standard deviation is 1.  
Step C: Create the population of ranges of size N resulting from step B. 
 
                                                          
5
 Chosen as best number of ranges after empirical testing with values of 80, 160 and 20 ranges. 
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 Figure 3.23 Example of a Population of Ranges. 
 
Figure 3.23 shows a sample of the ranges of the 5 attributes A1 to A5 that are in the 
initial population of ranges depicted from Table 3.4. For instance, the first range in 
the population is defined as attribute 1 (Fasting Glucose) at the specific range of 
values [103.0 - 105.7625].  
Step D: Create the initial population of q Chromosomes. 
To form a chromosome, we pick random ranges from the population of ranges 
(Figure 3.23) such that no range belonging to the same attribute can appear more 
than once in the same chromosome. Figure 3.24 illustrates a Chromosome X formed 
from (Figure 3.23). 
 
Figure 3.24 Illustration of a Chromosome X. 
Each chromosome X is formed of 5 attributes. X has a fitness f (computed using 
Equation 10), a classification label c (calculated as the average of classification 
labels of all cases that match X in the training set) and a standard deviations std 
(resulting from averaging on c). In this case, X doesn’t match any cases in the 
training set of Table 3.4, therefore it is given the default classification label of value 
6 and the default standard deviation of value 1 which is computed the same as CBR. 
To illustrate a chromosome that match cases in the training set of Table 3.4, we 
assume picking a chromosome Y represented in Figure 3.25. 
 
Figure 3.25 Illustration of a Chromosome Y. 
Y: 
A1 
[ 108.525 - 111.2875] 
A2 
[0-7.2] 
A3 
[120-126] 
A4 
[13-14.7] 
A5 
[0-0.35] 
 
X: 
A1 
[ 103.0 - 105.7625] 
A2  
[280.8-288] 
A3 
[114-120] 
A4 
 [79.3-81] 
A5 
[0-0.35] 
 
A1 
[103.0 - 
105.7625] 
A1 
[210.7375 
- 213.5] 
… 
A2 
[280.8-
288] 
A2 
[273.6-
280.8] 
… 
A5 
[0-0.35] 
A5 
[0.35-
0.70] 
… 
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The classification label c and standard deviation std for Y are: c=8 and std=0. 
Because Y only covers the 1
st
 case of the training, and the average classification label 
for that case is 8 with a standard deviation on averaging on c of value 0.  
After labeling Y we compute its fitness f (Equation 10) as follows: 
                      =       . 
Accuracy is of value 1 and coverage 1/10. Accuracy is 1 since it matches only 1 case, 
and on this case the classification label is 8 (which is a correct classification). 
Coverage is the number of times the chromosome appears in the set on the overall 
data.  
Step E:  The Evolution Process.  
We first perform the Roulette Wheel Selection to pick two parent chromosomes with 
a probability . Assuming chromosomes X and Y are selected, we apply on both the 
Single-Point crossover to form 2 offspring. This is illustrated in Figure 3.26 where 
the two chromosomes are cut at the same point. 
 
Figure 3.26 Single-Point Crossover on X and Y. 
 
Then, the offspring are mutated with probability µ. Mutation in this case is the 
uniform mutation where the offspring will mutate into another picked from the initial 
population from Figure 3.23 as long as the gene is replaced with another one 
encoding the same attribute, thus mutating or changing only the values of the range 
Y: 
 
A1 
[ 108.525 - 111.2875] 
A2 
[0-7.2] 
A3 
[120-126] 
A4 
[13-14.7] 
A5 
[0-0.35] 
 
 X: 
O1: 
 
O2: 
 
A1 
[ 103.0 - 105.7625] 
A2  
[280.8-288] 
A3 
[114-120] 
A4 
 [79.3-81] 
A5 
[0-0.35] 
 
A1 
[ 103.0 - 105.7625] 
A2  
[280.8-288] 
A3 
[114-120] 
A4 
[13-14.7] 
A5 
[0-0.35] 
 
A1 
[ 108.525 - 111.2875] 
A2 
[0-7.2] 
A3 
[120-126] 
A4 
 [79.3-81] 
A5 
[0-0.35] 
 
34 
 
of that attribute.  Figure 3.27 is an illustration of Offspring O1 undergoing mutation 
where the 4
th
 gene is changed from [13-14.7] into [11.3-13].  
 
Figure 3.27 Illustration of Uniform Mutation. 
 
The mutated offspring are added to the new population. 
 
Step F: Output the last population. 
Step D is repeated p times. On every iteration, we replace the new population with 
the old one.  
  
 
 
 
 
 
 
 
 
 
O1before mutation: 
 
O1After mutation: 
 
A1 
[ 103.0 - 105.7625] 
A2  
[280.8-288] 
A3 
[114-120] 
A4 
[13-14.7] 
A5 
[0-0.35] 
 
A1 
[ 103.0 - 105.7625] 
A2  
[280.8-288] 
A3 
[114-120] 
A4 
[11.3-13] 
A5 
[0-0.35] 
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CHAPTER FOUR 
EMPIRICAL EVALUATION 
 
In order to validate our approach, we use 10-fold cross validation. This technique 
partitions the data set into 10 folds of roughly equal size. The training set is formed 
by combining nine folds leaving the remaining fold for testing. This is repeated 10 
times leaving a different fold for testing each time. We train and test our algorithm 
10 times and give the results averaged over the 10 pairs of folds. 
In our testing process, we consider a classification test to be correct if the predicted 
class label is the same as the real classification label in the case of C4.5. However, in 
the case of GA and CBR, we round up or down the classification label to perform the 
test. For example, if we have a class of 2.999 we consider this classification label to 
be 3.   
 
4.1 Experimental setup and Results  
We performed the experiments on a PC with 1GB of RAM, 1.7 Ghz CPU running on 
Windows XP Operating System. The experiments were completed in less than 1 
minute for C4.5 and CBR and around 5 minutes per run for GA. Since the GA 
incorporates an element of randomness, we repeat each run 30 times and we report 
the average over the 30 runs. Also, we use the following parameters: K= 40; N = 300; 
p = 200; q = 150; µ = 0.01;  = 1. These values were chosen after empirical testing 
that showed to be the best. 
Table 4.1 summarizes the results obtained with the 3 algorithms. 
 
Table 4.1 Accuracy (standard deviation) of C4.5, CBR and GA. 
Technique Accuracy training (std) Accuracy testing (std) 
C4.5 64.40 (1.16) 49.80 (1.52) 
CBR 85.55 (0.27) 57.62 (1.85) 
GA 66.13 (1.51) 65.52 (2.2) 
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4.2 Statistical testing 
In order to show that our results are statistically significant, we use the non-
parametric Wilcoxon Signed-Rank test to compare all three algorithms. We do this 
by performing a pair-wise comparison.  
The null hypothesis is that both algorithms that we are comparing perform equally 
well in solving the diabetes problem. 
Tables 4.2 to 4.7 show the accuracy obtained by all three algorithms compared pair-
wise.. For example in Table 4.2, we compare CBR and C4.5 on the training sets. Xi 
represents the number of correct predictions of CBR on the training folds and Yi 
represents those of C4.5. The value of correctness is the total number of cases in 
which the classification value is the same as the real value, on the overall data set.  
A rank is then assigned according to the value of |Xi-Yi|. In case of ties, ranks are 
given ½ a point increment. For example if 2 values |Xi-Yi| are similar and should be 
assigned rank 2, each will be given rank 2.5. If 3 values |Xi-Yi| are similar and should 
be assigned rank 3, each will be given rank 3.5, and so forth. Then, we sum up all the 
ranks in each of tables taking the sign from the Sign Xi-Yi column into 
consideration. This allows us to compute the critical value z’. We pick Table 4.2 as 
an example were W+ is the test statistic that sums up all the positive values in the 
signed rank column and W- is that of the negative values and T=min(W+, W-). 
 
W+= ΣR+ + ½ΣR+ = 55 + 55/2 = 22.5. 
W-= ΣR- + ½ΣR- = 0. 
To analyze the results obtained from the Wilcoxon test recorded in the tables, we test 
them against the critical value
6
 Z = 2.29 at N = 10. We compute z’ using R+ and R- 
from our tables (Equation 13). We reject the null hypothesis if z’ is < -2.29 or >2.29. 
 
    
   
 
 
       
 
 
  
             
      (Equation 13) 
T = 0;  
    
               
 
            
  
  
     
      
               
                                                          
6
 Which is the critical value from the Wilcoxon critical values table when we have 10 subjects we are 
testing [31]. 
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Since z’ is less than the critical value Z, we reject the null hypothesis which means 
that these two algorithms are not equally good and CBR is better than C4.5 on the 
training set with a level of significance α = 0.05 [31]. 
 
Table 4.2 Wilcoxon to compare CBR and C4.5 (Training set). 
Train Xi Yi Sign Xi-Yi Xi-Yi | Xi-Yi| 
Rank of 
abs 
Signed 
Rank 
XDF0 2985 2247 + +738 738 6 +6 
XDF1 2984 2276 + +708 708 3 +3 
XDF2 2972 2227 + +745 745 7 +7 
XDF3 2972 2237 + +735 735 5 +5 
XDF4 2982 2228 + +754 754 8 +8 
XDF5 2998 2300 + +698 698 2 +2 
XDF6 3001 2198 + +803 803 10 +10 
XDF7 2986 2196 + +790 790 9 +9 
XDF8 2988 2316 + +672 672 1 +1 
XDF9 2982 2263 + +719 719 4 +4 
R+ = +55 
Table 4.3 Wilcoxon to compare CBR and C4.5 (testing set). 
Test Xi Yi Sign Xi-Yi Xi-Yi | Xi-Yi| 
Rank of 
abs 
Signed 
Rank 
XDF0 220 194 + +26 26 4 +4 
XDF1 225 192 + +33 33 8 +8 
XDF2 222 198 + +24 24 2 +2 
XDF3 228 201 + +27 27 5 +5 
XDF4 228 194 + +34 34 9 +9 
XDF5 229 180 + +49 49 10 +10 
XDF6 212 192 + +20 20 1 +1 
XDF7 229 197 + +32 32 6.5 +6.5 
XDF8 211 186 + +25 25 3 +3 
XDF9 230 198 + +32 32 6.5 +6.5 
                             R+ = +55 
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Table 4.4 Wilcoxon to compare CBR and GA (training set). 
Train Xi Yi Sign Xi-Yi Xi-Yi |Xi-Yi| 
Rank of 
abs 
Signed 
Rank 
XDF0 2985 2291.37 + +693.63 693.63 7 +7 
XDF1 2984 2329.4 + +654.6 654.6 5 +5 
XDF2 2972 2364.1 + +607.9 607.9 1 +1 
XDF3 2972 2357.5 + +614.5 614.5 2 +2 
XDF4 2982 2242.5 + +739.5 739.5 9 +9 
XDF5 2998 2309.87 + +688.13 688.13 6 +6 
XDF6 3001 2354.67 + +646.33 646.33 3 +3 
XDF7 2986 2338.13 + +647.87 647.87 4 +4 
XDF8 2988 2203.77 + +784.23 784.23 10 +10 
XDF9 2982 2286.67 + +695.33 695.33 8 +8 
                              R+ = +55 
Table 4.5 Wilcoxon to compare CBR and GA (testing set). 
Train Xi Yi Sign Xi-Yi Xi-Yi |Xi-Yi| 
Rank of 
abs 
Signed 
Rank 
XDF0 220 251.93 - -31.93 31.93 7 -7 
XDF1 225 253.6 - -28.6 28.6 5 -5 
XDF2 222 260.87 - -38.87 38.87 9 -9 
XDF3 228 261.97 - -33.97 33.97 8 -8 
XDF4 228 249.67 - -21.67 21.67 1 -1 
XDF5 229 254.5 - -25.5 25.5 4 -4 
XDF6 212 264.23 - -52.23 52.23 10 -10 
XDF7 229 250.90 - -21.9 21.9 2 -2 
XDF8 211 234.57 - -23.57 23.57 3 -3 
XDF9 230 259.23 - -29.23 29.23 6 -6 
R- = -55 
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Table 4.6 Wilcoxon to compare GA and C4.5 (training set). 
Train Xi Yi Sign Xi-Yi Xi-Yi |Xi-Yi| 
Rank of 
abs 
Signed 
Rank 
XDF0 2291.37 2247 + +44.37 44.37 4 +4 
XDF1 2329.4 2276 + +53.4 53.4 5 +5 
XDF2 2364.1 2227 + +137.1 137.1 8 +8 
XDF3 2357.5 2237 + +120.5 120.5 7 +7 
XDF4 2242.5 2228 + +14.5 14.5 2 +2 
XDF5 2309.87 2300 + +9.87 9.87 1 +1 
XDF6 2354.67 2198 + +156.67 156.67 10 +10 
XDF7 2338.13 2196 + +142.13 142.13 9 +9 
XDF8 2203.77 2316 - -112.23 112.23 6 -6 
XDF9 2286.67 2263 + +23.67 23.67 3 +3 
                                R+ = +49 
Table 4.7 Wilcoxon to compare GA and C4.5 (testing set) 
Train Xi Yi Sign Xi-Yi Xi-Yi |Xi-Yi| 
Rank of 
abs 
Signed 
Rank 
XDF0 251.93 194 + +57.93 57.93 4 +4 
XDF1 253.6 192 + +61.6 61.6 7 +7 
XDF2 260.87 198 + +62.87 62.87 8 +8 
XDF3 261.97 201 + +60.97 60.97 5 +5 
XDF4 249.67 194 + +55.67 55.67 3 +3 
XDF5 254.5 180 + +74.5 74.5 10 +10 
XDF6 264.23 192 + +72.23 72.23 9 +9 
XDF7 250.90 197 + +53.9 53.9 2 +2 
XDF8 234.57 186 + +48.57 48.57 1 +1 
XDF9 259.23 198 + +61.23 61.23 6 +6 
                     R+ = +55 
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4.3 Analysis of Results 
Table 4.1 shows a low standard deviation for all three algorithms proving their 
stability on this problem. GA registered the highest accuracy on the testing set 
scoring 65.52% outperforming CBR by 7.9% and C4.5 by 15.72%. This concludes 
that GA is the best algorithm to use among the three on completely new and 
unknown data. On the other hand, CBR scored the best on the training sets with 
85.55% of accuracy outperforming GA by 19.42% and C4.5 by 21.15% which 
concludes CBR to be the best algorithm to use among three on already known data.  
The statistical test confirmed these results by showing a significance level of 5% for 
all tables. In Table 4.2, the Wilcoxon test is used to compare CBR and GA on the 
training sets. We use the sum of positive ranks R+ and negative ranks R- to compute 
the critical value z. The result of z obtained is less than the critical value when the 
number of subjects is 10 and the level of significance is 5% [31]. This rejects the null 
hypothesis that both algorithms performed equally good. The same applies to all 
three algorithms pair-wise. 
Table 4.2 has only a positive rank of +55 proving that CBR outperforms GA on the 
training sets. Table 4.3 has also a positive rank of +55 which proves that CBR 
outperforms C4.5 on the training sets. In Table 4.4 the positive rank of +55 proves 
that CBR outperforms C4.5 on the testing set. In Table 4.5 the negative rank of -55 
proves that GA outperforms CBR on the testing set. Table 4.6 has a positive rank of 
+49 proving that GA outperforms C4.5 on the training sets and finally Table 4.7 has 
a positive rank of +55 proving that GA outperforms C4.5 on the testing sets. 
In general, we can conclude that all algorithms outperform C4.5 and the difference is 
significant.   
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CHAPTER FIVE 
CONCLUSION AND FUTURE WORK 
 
In this thesis, we have presented 3 different algorithms to solve the insulin level 
prediction problem. They are C4.5, Case-Based Reasoning and Genetic Algorithms. 
We have tested all 3 algorithms on a data set extracted from the UCMI repository. 
The data set consisted of 3490 cases and describes 70 patients. Among all three 
algorithms, CBR was able to outperform C4.5 and GA on the training sets and GA 
was able to outperform C4.5 and CBR on the testing sets. 
CBR was able to outperform the remaining algorithms on the training sets because 
CBR has a model that follows the diagnosis followed by a medical doctor who reads 
the patient’s medical history, and based on similar past cases, predicts the most 
convenient treatment. But if the doctor had a new patient, there is no past history to 
match with, then the patient should be given a default treatment and through trial and 
error, the treatment will be tailored and personalized to that patient. This is the 
limitation of CBR on this problem. On the other hand, GA is a heuristic that detects a 
pattern in the whole data and extracts rules that apply on new unknown data. Thus 
GA is learning from different patients and hence is better than CBR for solving this 
problem given that every diabetic patient is different and there is a need to have 
general rules that can apply to the majority of the patients. 
Finally, since CBR performed well on the training data and GA performed well on 
the testing data, an interesting approach would be one which combines both 
algorithms and benefits from the strengths of each. This, we hope paves the way to 
an improved solution to this problem. 
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GLOSSARY 
 
Bed-time: The time at which the patient is reported to go to bed and sleep [6]. The 
data is recorded at 22:00.  
Breakfast: The first meal of the day after fasting from the previous night [6]. The 
data is recorded at 08:00.  
Chronic disease: A disease always present which so far cannot be cured but only 
treated with medication [6].  
Diabetes (Aka Diabetes mellitus): A disease in which the body is unable to maintain 
proper levels of sugar in the blood due to the lack of insulin and/or the inability to 
produce and respond to the insulin in the body. In other words, the glucose is not 
absorbed anymore by the cells to be transformed into energy, thus it accumulates in 
the blood which leads to complications [5]. 
Diabetic patient: Person suffering from or affected with diabetes [6]. 
Dinner: The last meal of the day. The data is recorded at 18:00 [6]. 
Dose: The quantity of a medication or material absorbed [6]. 
Glucose (Aka Blood Sugar): A type of carbohydrate. It is vital for cells that 
transform it into energy [5]. 
Glucose meter: A machine used to measure the glucose level in the blood [1]. 
Hypoglycemic symptoms: It is defined when the glucose levels mildly or severely 
drop from their normal levels, this is very common in diabetic patients taking insulin. 
The symptoms are: sweating, shaking, tingling around the mouth, hazy eyesight or 
seeing double, slow thinking. They are caused by late meal, too little carbohydrate, 
extra exercise, and too much insulin [1]. 
Insulin: A hormone produced by the pancreas which helps regulate the glucose in 
the body. In other words, it helps the cells absorb the glucose in order to transform it 
into energy. Insulin is secreted when the level of blood rises, as after a meal or a 
certain type of physical activity, it is also secreted in small doses during fasting [5]. 
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Less-Than-Usual exercise activity: Refers to the quality of exercise the diabetic 
patient was having before taking his glucose level; he/she might have been resting or 
napping which is less than his/her usual exercise activity [4]. 
Less-than-usual meal ingestion: Refers to the case in which the diabetic patient ate 
and drank water less than he/she usually does [5]. 
Lunch: The second meal of the day considered to be fairly a heavier meal than 
breakfast [6]. The data is recorded at 12:00 P.M. 
More-than-usual exercise activity: Refers to the quality of exercise the diabetic 
patient was having before taking his/her glucose level; here he/she might have been 
either walking or doing physical exercise (some kind of sports) which is more than 
his usual exercise activity [4]. 
More-than-usual meal ingestion: Refers to the case in which the diabetic patient 
ate/ drank water more than he usually does [4]. 
NPH insulin dose: A type of insulin that is intermediate-acting also known as 
Humulin N given to diabetic patients to help control the blood sugar level [4]. 
Post-breakfast blood glucose measurement: Refers to the glucose level measured 
after the patient has eaten breakfast [5]. 
Post-lunch blood glucose measurement: Refers to the glucose level measured after 
the patient has eaten lunch [5]. 
Post-supper blood glucose measurement: Refers to the glucose level measured 
after the patient has eaten supper [5]. 
Pre-breakfast blood glucose measurement: Refers to the glucose level measured 
before the patient has eaten breakfast [5]. 
Pre-lunch blood glucose measurement: Refers to the glucose level measured 
before the patient has eaten lunch [5]. 
Pre-snack blood glucose measurement: Refers to the glucose level measured 
before the patient has eaten any sort of snack [5]. 
Pre-supper blood glucose measurement: Refers to the glucose level measured 
before the patient has eaten supper [5]. 
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Regular insulin dose: A type of insulin that is fast acting, it directly regulates the 
blood sugar level [5]. 
Treatment: The process in which a certain patient takes medication for a chronic or 
non-chronic disease to attenuate pain/ discomfort or potential complications [5]. 
Typical exercise activity: Refers to the regular exercise done by the diabetic patient 
during the day which is walking and other daily movement activity [4]. 
Typical meal ingestion: Refers to the case in which the diabetic patient is eating/ 
drinking water as much as he/she does every day and regularly [5]. 
Ultralente Insulin dose: A type of insulin that is long acting; it lasts 24 hours and 
regulates the blood sugar level [5]. 
Unspecified glucose measurement: Represents a certain level of glucose which is 
unspecified or inaccurate [5]. 
Unspecified special event: Represents an unspecified event; it could be any event 
from happy to traumatic which helped increase or decrease a diabetic patient’s blood 
sugar level [4]. 
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