INTRODUCTION
We introduce anew method of testing PRNGs based on the first return time of the some fixed length blocks in arandomly generated binary sequence. The first return time is closely related to entropy, which is the central idea in the information theory founded by C. Shannon [13] . For abinary source it is defined to be the limit $\mathrm{o}\mathrm{f}-\frac{1}{n}\sum_{=1}^{2^{n}}.\cdot p:\log p$ :as $n$ increases to infinity where the pi's are the relative frequencies of $2^{n}$ blocks of length $n$ in atypical binary sequence generated by the source. Entropy measures the information content or the amount of randomness. In data compression the entropy measures the maximum compression rate. If there are more patterns, that is, less randomness in a given sequence, then it has smaller entropy and can be compressed more.
In this article the first return time in arandom binary sequence is investigated. Consider astationary ergodic binary process on the space of infinite sequence $(\{0,1\}^{\infty}, \mu)$ , where $\mu$ is the shift invariant ergodic probability measure on the a-field generated by finite dimensional cylinders. For each sample sequence $x$ define the first return time by 4 $(x)= \min\{j\geq 1$:$x_{1}\ldots x_{n}=x_{j+1}\ldots x_{j+n}\}$ . $\mathrm{A}.\mathrm{D}$ . Wyner and Ziv [15] proved that $\frac{1}{n}\log R_{n}(x)$ converges to the entropy of the sequence in measure and Ornstein and Weiss [9] showed that the convergence is pointwise.
Later, $\mathrm{A}.\mathrm{J}$ . Wyner [16] and an $n$ -block is ablock of length $n$ .
For an $n$ block $B=b_{1}b_{2}\cdots b_{n}$ , we write $B_{i}^{j}=b_{i}b_{i+1}\cdots b_{j}$ , $1\leq i\leq j\leq n$ . Since the distribution of return time is different from block to block. We classify the blocks to each set of blocks have the same return time distribution. (2) 
PSEUDORANDOM NUMBER GENERATORS
The following is alist of pseudorandom number generators tested in Section 3. We generate binary sequences using the algorithms listed in Table 4 
