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iiAbstract
A fundamental goal of texture research is to develop automated computational meth-
ods for retrieving visual information and understanding image content based on tex-
tural properties in images. A synergy between biological and computer vision research
in low-level vision can give substantial insights about the processes for extracting
color, edge, motion, and spatial frequency information from images. In this thesis,
we seek to understand the texture processing that takes place in low level human
vision in order to develop new and eﬀective methods for texture analysis in computer
vision.
The diﬀerent representations formed by the early stages of HVS and visual com-
putations carried out by them to handle various texture patterns is of interest. Such
information is needed to identify the mechanisms that can be use in texture analy-
sis tasks. We examine two types of cells, namely the bar and grating cells, which
have been identiﬁed in literature to play an important role in texture processing, and
develop functional models for the same. The model for the bar cell is based on the
notion of surround inhibition and excitation. Whereas, the model for the grating cell
is based on the fact that a grating cell receives direct inputs from the M-type ganglion
cells. The representations derived by these cells are used to design solutions to two
important problems of texture: texture based segmentation and classiﬁcation. The
former is addressed in the domain of natural image understanding and the latter is
addressed in the domain of document image understanding.
Based on our work, we conclude that the early stages of HVS eﬀectively represent
various texture patterns and also provide ample information to solve the higher level
texture analysis tasks. The richness of information emerges from the capability of
the HVS to extract global visual primitives from local features. The presented work
is an initial attempt to integrate the current knowledge of HVS mechanisms and
computational theories developed for texture analysis.
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Introduction
Texture is an important and fundamental primitive for low-level vision and is one of
the commonly occurring pattern in images. A fundamental goal of texture research is
to develop automated methods for retrieving visual information and understanding
image content based on textural properties in images. For computer scientists, a
texture is attractive not only because it is an important component in image analysis
for solving a wide range of applied recognition, segmentation and synthesis problems,
but also it provides a key to understanding basic mechanisms that underlie human
visual perception. Texture and its eﬀects on human visual perception have been
of interest to the vision community and have been extensively studied in multiple
disciplines including neuroscience, psychophysics, and computer science. Generally,
sharing constraints and ideas between disciplines result in an enrichment of both
disciplines.
An example of this can also be seen in texture research. Speciﬁcally, texture
research in neuroscience and psychophysics has greatly inﬂuenced the counterpart
in computer vision. The Julesz Conjecture which established an important idea
that texture might be modelled using low-order statistics in human visual system
(HVS) for instance, inspired the statistical approach to texture analysis [4, 5]. The
texton theory which deﬁne textons “the putative units of pre-attentive human texture
perception”, related to texture’s local features led to a structural approach [6, 7]. The
multi channel ﬁltering in HVS has also been introduced into computational texture
modelling, resulting in methods that decompose a texture using ﬁlters and extend
texture analysis into the frequency domain [8, 9, 10].
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Synergy between biological and computer vision research can also be found in
low-level vision. Substantial insights about the processes for extracting color, edge,
motion, and spatial frequency information from images have come from combining
computational and neurophysiological constraints. An example is the preprocessing
stage in gradient based edge detection. The necessity for smoothing the image and
ﬁnding intensity gradients at diﬀerent scales was suggested by physiological studies
of retinal ganglion cells (Marr and Hildreth [11]). Later, Canny et al. [12] deﬁned
a set of goals for edge detection and derived an optimal edge detector which best
achieved those goals. This detector shows strong similarity in analytic form with
other existing and well known schemes, in particular with the detector of Marr and
Hildreth. Reciprocally, the interpretation of the function of these cells in terms of a
precise computational theory of edge detection has generated further implications for
their physiology and have in turn guided physiological research.
Hence, a good understanding of texture processing in HVS can give insights to the
texture research and further help in developing eﬀective methods for visual informa-
tion retrieval and to understand image content. In this thesis, we seek to understand
the texture processing that takes place in low level human vision in order to de-
velop new and eﬀective methods for texture analysis in computer vision. Texture
perception in human vision is said to be an early step towards identifying objects
and understanding a scene [4, 8].
We can view human perception as a process which starts with light impinging
upon the eyes which generates a cascade of signals that travels from cell to cell and
area to area, culminating in an understanding of the visual world. In the abstract,
we know that it is these signals that are responsible for our vision of the external
world. But how do these millions of spike patterns resolve themselves into an actual
percept? A small step towards answering this question is to consider every image can
be broken down into low level primitive components (e.g. edges, lines, colors, shades,
motion, and texture, etc.) and high level primitive components (e.g. faces, human,
objects, etc.) and the HVS uses these primitives to represent and interpret an image.
Generally speaking, textures are complex visual patterns composed of compo-
nents, or subpatterns, that have characteristic brightness, colour, orientation, size,
etc. Thus, texture can be regarded as a similarity grouping applied on these subpat-
terns [13] deﬁned by orientation, size (1/frequency), and contrast. Thus, a low levelCHAPTER 1. INTRODUCTION 3
representation for texture can be formed by these features and used in high level
vision tasks such as texture analysis, synthesis, and recognition. The HVS forms
representations in its processing stages which are manipulated to give rise to a per-
ception [14]. In this thesis, the representation of interest will be for texture. Hence,
the representation formed by the cells in low level part of the HVS will be studied.
The low level part of the HVS can be traced from known anatomical connections.
The visual pathway starts from the photoreceptors in the eyes and proceeds to the
mid brain structures and then on to the primary visual cortex (called V1), which
is the top 2mm-thick layer of the brain composed of gray matter. The pathway
proceeds to the higher visual processing areas in the brain beyond V1. However, we
will restrict our study upto the area V1 and the cells found upto this area, namely
simple, complex, bar and grating cells.
The thesis is organised as follows. HVS anatomy and underlying mechanisms
upto the area V1 are presented in chapter 2. We examine the role of bar cells (in
area V1) in texture processing in particular and develop a functional model for the
same in chapter 3. The utility of the model is also demonstrated in this chapter
by applying it for contour extraction (a step used in boundary detection). Next,
a grating cell model is presented and used to characterise texture and non-texture
region in the natural images in chapter 4. A new boundary detection scheme and
results of testing the same on a benchmarked image set are included. In chapter
5, complex cell are examined and new global features for text representation are
developed. We also present the results of using such representations for identifying
machine-printed scripts in document images. In the chapter 6, A summary of the
work done is presented with some concluding remarks.Chapter 2
Processing in Biological Vision
This chapter presents the current understanding of the role played by early stages of
the visual system in primate. The visual perception is considered as the end result
of a sequence of processes, each of which is a mapping from one representation of
the visual scene to another. Understanding perception then means analyzing how
information is represented at each stages of HVS and how it is transformed between
the stages (Marr, 1980 [14]). The primary visual cortex (V1) is the ﬁrst and largest
cortical area to receive visual input from the eyes [15]. A good understanding of
the area V1 and its underlying operations can give suﬃcient information about how
the various patterns in an image are processed or how the structure in the scene is
represented and analysed. We start by describing the anatomy of early stages in
HVS and then review the representations that have been reported in these stages in
literature.
To achieve an understanding of human visual processing, we can ask two basic
questions about the signals leaving the retina:
i. What are the stages in the visual pathways that carry the signal?
ii. What information do the signals actually carry?
The answers we have so far are incomplete. We will begin with the anatomy of HVS,
and answer the two basic questions posed above. Our focus however is to examine
the processing in V1.
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Fig. 2.1: A schematic of the major pathways in HVS (left) and an enlarged view of
the early section(right)
2.1 Anatomical pathways in HVS
2.1.1 Retinal pathways
A complete overview of the visual pathways is shown in ﬁg. 2.1. The visual infor-
mation processing starts at the retina, where the intensity of the incoming light is
converted to an electrical signal. Photo-transduction is carried out by two types of
photoreceptor cells, the cone and the rod (see ﬁg. 2.2). The cone is responsible for
day vision while the rod is responsible for night vision.
In addition to these two cells, there are four other types of cells in the retina:
the horizontal cell, the bipolar cell, the amacrine cell, and the ganglion cell. These
cells belong to one of the two layers, inner plexiform layer and outer plexiform layer,
depending on their physical location. The outer plexiform layer consists of the pho-
toreceptors (rods and cones), the horizontal cells, and the bipolar cells; while the
inner plexiform layer consists of the amacrine cells and the ganglion cells. The in-
coming light on the retina is processed by these cells and a preliminary representation
of the visual scene is formed.
In the outer plexiform layer, the cones and the rods are connected to the hori-
zontal cells as well as to the bipolar cells (shown in ﬁg. 2.2). The horizontal cells,
which are mutually connected in a lateral direction, spread the input signal from the
photoreceptors and hence produce a spatially integrated (smoothed) version of theCHAPTER 2. PROCESSING IN BIOLOGICAL VISION 6
Fig. 2.2: (a) The retinal processing stage, and (b) Sectional view of retina
incoming signal. The bipolar cell receives excitatory inputs from the photoreceptors
and inhibitory inputs from the horizontal cells, and thus produces an output that is
equal to the diﬀerence between the photoreceptor and the horizontal cell signals [16].
Thus, at this level in the visual information pathway, a preliminary level of feature
detection is seem to be performed: the bipolar cell responds to edges of an object
where intensity changes sharply, while it responds poorly to uniform illumination
[14, 16].
In the inner plexiform layer, bipolar cells’ outputs are modiﬁed and integrated to
produce an output at the ganglion cell, which serves as the ﬁnal station of the reti-
nal processing. Here, diﬀerent types of horizontally-directed and vertically-directed
amacrine cells interact to inﬂuence and integrate the ganglion cell input signals. Gan-
glion cells are classiﬁed into two classes having specialised response to the sharp and
coarse edges, called P and M-type cells [14, 17, 18], respectively. A ganglion cell
responds to edges, which is almost similar to that of the bipolar cell [14, 19]. The
diﬀerence is that the output of the former is represented by the ﬁring frequency while
the output of the latter is represented simply by the level of the potential [14, 19].
Thus, the neural circuitry of the retina transforms a ﬂuctuating pattern of light
into a pattern of neural activity in retinal ganglion cells, which is transmitted alongCHAPTER 2. PROCESSING IN BIOLOGICAL VISION 7
the optic nerve to the brain. The majority of ganglion cells project to lateral genic-
ulate nuclei (LGN) of the thalamus (midbrain). Their axons terminate at synapses
with LGN cells, which are arranged in layers. Each layer contains a retinotopic map
of half of the visual ﬁeld. In other words, the axons of ganglion cells in the left halves
of the retina (carrying information about the right halves of the visual ﬁeld) project
to the left LGN, and vice versa (shown in ﬁg. 2.3). Due to this pattern of connections,
images of the same objects formed on the right and the left retinas can be processed
together in the same part of the brain. The axons of LGN cells in turn form the optic
radiations and project to the primary visual cortex, a part of the highly folded sheet
of nerve cells (about 2mm of thickness) that forms the outer layer of the cerebral
hemispheres.
Fig. 2.3: The visual pathways in the brainCHAPTER 2. PROCESSING IN BIOLOGICAL VISION 8
Other ganglion cell axons run to various structures such as the hypothalamus,
tegmentum, pulvinar nucleus and ventral LGN, but this pathway is not of interest in
this thesis. The two main routes for the visual information to the brain are therefore
the projections from the retinas via LGN to the visual cortex (geniculocortical path-
way), and from retina to superior colliculi (the retinotectal pathway) (can be seen in
ﬁg. 2.3). Our study is concentrated on the former pathway.
2.1.2 Primary visual cortex
The primary visual cortex (also known as striate cortex) has a distinctive striped
appearance in the cross-section, caused by the arrangement of cells in the layers of
diﬀerent densities (shown in ﬁg. 2.4). Below these layers is the white matter, made
up of the axons that connect the striate cortex to other areas of the cortex, and to
the LGN and other subcortical structures. The axons of the LGN cells terminate in
most layers, although their most redundant connections are in layer IV-c (shown in
ﬁg. 2.5). Layers II/III of striate cortex contain many excitatory projection neurons
that send axons to extrastriate cortical regions (e.g. V2, V3, V4, MT, etc.). Layers
I and II receive feedback inputs from extrastriate cortex.
The area V1 can be considered as the ﬁrst stage of cortical (visual information)
processing. The extracted information in this area is further transferred to V4, there-
after to the posterior part of inferotemporal cortex (PIT), and ﬁnally to the anterior
part of inferotemporal cortex (AIT) through the ventral pathway, which is believed
to be responsible for higher level vision tasks such as, object recognition [20, 21].
We do not present further anatomical structure of the HVS and restrict ourself the
area V1. We now know about the anatomical pathways of HVS which carry signals.
Next, we look at the information carried by the signals in the pathway and indentify
functional role of individual cells processing.
2.2 Representations formed by HVS
2.2.1 At the retinal level
Based on the known anatomical connections, the HVS can be viewed as a bottom
up hierarchical process in which each neural layer extends the processing carried outCHAPTER 2. PROCESSING IN BIOLOGICAL VISION 9
Fig. 2.4: Cross section of the area V1 reveals the diﬀerent layers I through VI (4)
quite clearly
by layers below it [22]. At the retinal level, the visual input (image) is ﬁltered by
bipolar cells. Each cell has a receptive ﬁeld, a discrete area in the retina where the
presentation or removal of a visual stimulus will cause cellular activation. By deﬁni-
tion, stimuli presented outside of this receptive ﬁeld will neither increase nor decrease
the ongoing activity of that individual cell. The shape and size of a receptive ﬁeld
(RF) are the most basic of RF properties. A bipolar cell responds to edges of an
object where intensity changes sharply, while it responds poorly to uniform illumi-
nation [14, 16]. The bipolar cell receives excitatory inputs from the photoreceptors
and inhibitory inputs from the horizontal cells, and thus produces an output that is
equal to the diﬀerence between the photoreceptor signal and the horizontal cell signal.
This results in a concentric receptive ﬁeld. Furthermore, the receptive ﬁeld is such
that light falling onto the center excites the bipolar cell while the light that falls onto
the periphery inhibits the bipolar cell (shown in ﬁg. 2.6). Accordingly, this is calledCHAPTER 2. PROCESSING IN BIOLOGICAL VISION 10
Fig. 2.5: The signals from each eye are segregated within the LGN and go into diﬀerent
ocular dominance columns within area V1, layer 4C
an ON-center RF. Thus, the representation derived at the this level is an ﬁne edge
map. These cells form the input to the ganglion cells which also have inputs from the
horizontally-directed and vertically-directed amacrine cells. The ganglion cells have
almost similar characteristics to that of the bipolar cell. The diﬀerence is that the
ganglion cells become speciﬁc to the ﬁne and coarse edges which can be characterised
using ﬁring frequency of ganglion cell [14, 18, 19, 23]. The results of ganglion cells’
processing form direct input to the LGN in the mid-brain. This area has no known
ﬁlter function but serves mainly to project binocular visual input to various sites,
especially to the visual cortex. The cells found in this area have a functional role
similar to that of the retinal ganglion cells except that they also perform binocular
mapping.
2.2.2 At the primary visual cortex level
In the area V1, recordings from single cells were made by Hubel and Wiesel (1968)
[24]. They identiﬁed three major classes of cells in the striate cortex: simple cells,
complex cells and hypercomplex cells. Simple cells perform a linear spatial summation
of light intensity in their ﬁelds, and are sensitive to the contrast and position (orCHAPTER 2. PROCESSING IN BIOLOGICAL VISION 11
Fig. 2.6: Receptive ﬁelds in the bipolar or LGN cells having a centre-surround conﬁg-
uration with a central excitatory (light ’+’) and inhibitory (dark ’-’) regions.
phase) of a grating. Because of the elongated shape of the receptive ﬁelds, they also
have a distinctive property absent in the retina or LGN; they respond most strongly
to a particular orientation of a bar or edge (shown in ﬁg. 2.7) [24]. The orientation
selectivity (or tuning) is quite narrow and movement of stimulus through more than
about 20 degree from the preferred orientation greatly reduces the cells ﬁring rate
(shown in ﬁg. 2.7). Hubel and Wiesel proposed that orientation selectivity arises in
the visual cortex because each simple cell is driven by excitatory and inhibitory inputs
from the alternating, parallel rows of LGN cells aligned in the particular direction.
Research on neural circuitry in the cortex has conﬁrmed that input from LGN to
simple cells are organized in this way, and provide the basis of orientation selectivity
[24].
The complex cells, have many properties in common with simple cells, including
orientation selectivity but orientation selectivity is not narrow as in simple cells.
They show a response to suitably oriented stimulus no matter where it lies in the
receptive ﬁeld [24]. This property is known as phase invariance and can be identiﬁed
by testing the cell with a drifting grating that moves through the receptive ﬁeld.
The response of simple cell will rise and fall as the peaks and troughs of the grating
pass the boundaries between regions of the ﬁeld, whereas the response of complex
cell remains at a steady high level. Phase invariance implies that the receptive ﬁeld
canot be divided into distinct excitatory and inhibitory regions. It has been found
that one of the possible reasons for their specialised response is due to the additionalCHAPTER 2. PROCESSING IN BIOLOGICAL VISION 12
Fig. 2.7: Orientated selectivity of cell response (a) Response of the simple cell to the
stimuli of diﬀerent orientation (b) Hypercolumn structure
input received from the M-type ganglion cells [17, 18, 25, 26].
The hypercomplex cell, needs more reﬁned shape of stimulus for excitation such as
those which have discontinuity. The simple line stimulus, even if it is aligned in the
preferential orientation, does not excite the cell completely. Consequently the best
stimulus results in linestops and corners (they are also called the end-stopped cell for
this reason) [27]. They are considered as a specialised form of complex cell and have
simliar inputs as the complex cells [17, 18, 25].
The receptive ﬁelds of these cells in area V1 are not arranged in a random order:
there is a clear retinotopic mapping of the visual world onto the surface of the cortex
such that adjacent cells have adjacent receptive ﬁeld positions in the retina. Ori-
entation selectivity also has a non-random arrangement: there are vertical columns
through the thickness of the cortical sheet containing cells with similar orientation
preferences. Hubel and Wiesel [28, 24] found from single-cell recordings that the
orientation preferences of cells changed systematically and linearly with the position
across the cortex for distances of 0.5-1 mm. After some distance, say 1 mm, where the
cells had shown a systematic clockwise stepping of their orientation preferences, the
sequence would reverse to anti-clockwise. There were also discontinuities in this se-CHAPTER 2. PROCESSING IN BIOLOGICAL VISION 13
quence regularity, and regions of no orientation preference. Hubel and Wiesel [28, 24]
therefore suggested that orientation-selective cells are organized in columns or slabs,
in which all cells have the same preferred orientation, and that adjacent slabs rep-
resent adjacent orientations. However, it is very diﬃcult to derive a complete 2-D
map of orientation preferences from 1-D probes with a micro-electrode. Much more
powerful, direct evidence comes from recent studies, which use an optical imaging
to record the patterns of activation across a region of monkey cortex in response to
gratings of diﬀerent orientations [15].
Detailed neurophysiological research reveal a considerable functional diversity in
the orientation selective cells in area V1. Besides the classes of simple, complex and
hypercomplex cells [28], further classes are identiﬁed, such as bar cells [29] and grating
cells [30]. These cells give distinct response to textured and non-textured patterns
[31] [32]. These cells receive inputs similar to the complex cells from simple cells and
M-type ganglion cells [17, 18, 25, 26].
Therefore, in area V1, these cortical cells can be regarded as feature detectors,
each signaling geometric and perceptual features by ﬁring impulses. Area V1 provides
a low-level representation of visual scene in terms of basic elements (features). The
extracted information is further transferred from area V1 to V4. The higher cortical
areas are able to encode complex visual patterns using information received from
the area V1. The complexity of the patterns necessary for cell excitation increases
along this pathway. For an example, at the AIT, cells which respond to the T-type
junctions were reported [20, 21]. The typical pattern for the cell excitation ranges
from relatively simple features such as T-type junctions, to a rather complicated one
such as faces.
In general, the complexity of the visual pattern for cell excitation increases toward
the higher levels in the hierarchy. The size of the receptive ﬁeld also increases as
the complexity of the visual pattern increases. The increase in the complexity is
achieved by combining the output from several cells having diﬀerent feature selectivity
at earlier stages in the visual pathway. For example, the orientation selectivity of
the simple cell can be obtained by combining the output of the LGN cells aligned
in a particular orientation. The response of the complex cell can be obtained as
the combination of the simple cells having the same orientation selectivity but with
diﬀerent spatial positions [28]. During the process of feature integration, the positionCHAPTER 2. PROCESSING IN BIOLOGICAL VISION 14
of a particular feature necessary to excite the cell in the next layer is allowed to shift
to some extent. The positional tolerance at each level in the hierarchy leads to a
large variation in the input pattern for cell excitation in the ﬁnal recognition stage
or in higher stages. This is how the cells in the higher area of striate cortex achieve
selectivity to face patterns [20, 21].
2.3 Concluding remarks
In general, texture is a complex pattern composed of subpatterns, that have char-
acteristic brightness, colour, orientation, size etc. The review has been restricted
to achromatic information processing upto the ﬁrst visual cortical area (V1) since
our aim is to study texture processing in low level vision which is taken to end at
V1. In this chapter, the review has covered the anatomy of the visual pathway, the
receptive ﬁelds of the cells in the pathways and hence the representation formed at
various stages. Based on the review, it can be seen that diﬀernt type of features are
extracted at diﬀerent stages of low level vision: edges at the retinal level; oriented
edges, lines and texture patterns at the V1 level. Thus, it can be argued that early
stages of HVS give a rich representation for texture which can be used for high-level
texture analysis. Of the cells found in V1, the bar and grating cells were found to
play a major role in texture processing. In the next two chapters, we will look at
them in detail. Finally, in chapter 5, we will examine the role of complex cells in
texture processing.Chapter 3
Salient Contour Detection
In this chapter, we present a functional model for bar cells and examine their role
in contour detection. In general, a contour is a set of points which can be used to
represent the outline or shape of the object. A contour location in an image can
be characterised by the location where a signiﬁcant change in the image brightness
or luminance occurs. Usually, objects in natural images can occur with a textured
pattern on their surfaces and in a textured background. The task of detecting contour
become diﬃcult when image contains texture areas. In HVS, notion of surround
inhibition and excitation employed by the cortical cells suggest an eﬀective way to
handle texture areas in an image.
(a) (b) (c) (d)
Fig. 3.1: Demonstration of texture as a problem in contour detection (a) Sample
image, (b) Ground truth image, (c) Canny edge map using low scale and low threshold,
and (d) low scale and high threshold. A parameter setting that preserves the correct
contours while suppressing spurious detections in the textured area is not possible.
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3.1 Texture: A problem in contour detection
Most of the contour detection approaches use edge information to extract contours
from the image. Edge detection results undesired edge information inside texture
areas. This is due to the abrupt changes of image brightness occur inside the texture
area. Think for instance of what an edge detector would return on the grassy texture
regions in ﬁg. 3.1. The solution for this problem in edge detection is to use high
threshold so as to minimize the number of undesired edges found in the texture area.
This is obvious a non-solution- such an approach means that low-contrast extended
contours will be missed as well. It results a poor performance of contour detector
which uses former edge map. This can be seen from ﬁg. 3.1(a) which shows a sample
image and the corresponding ground truth data (ﬁg. 3.1(b))indicating the contours
considered relevant by a human observer [3, 33]. If we compare this with the edge
maps in ﬁg. 3.1(c), (d) extracted by a Canny detector we can observe that the contour
map is sparse. This is despite selecting a low scale (to capture gross information)
and using two diﬀerent thresholds for the edge detection. There is no recognition of
the fact that extended contour, are perceptually signiﬁcant. This pose a challenge
which require to eliminate undesired edges in the texture areas while maintaining
the saliency of the contours. Next, we present contour detection schemes using the
surround mechanisms employed by cortical cells in HVS.
3.2 Background
Contour detection approaches usually start with a ﬁrst stage of edge detection, fol-
lowed by a linking process that seeks to exploit curvilinear continuity. The linking
process is performed to reject false contour candidates and to enhance the saliency
of the true contours. Eﬀorts are made to improve results by a global linking process
that seeks to exploit curvilinear continuity. Examples includes dynamic program-
ming [34], relaxation approaches [35], saliency networks [36], stochastic completion
[37]. Usually, to detect extended contours of very low contrast, a very low threshold
has to be set for the edge detector. This will cause random edge segments to be
found everywhere in the image, making the task of curvilinear linking process unnec-
essarily harder than if the raw contrast information was used. Furthermore, most ofCHAPTER 3. SALIENT CONTOUR DETECTION 17
these approaches are designed for non-textured images and may be adequate only for
untextured images.
The HVS process texture and non-texture patterns in its early stages of compu-
tation. At the retinal level, edge detection is carried out by the ganglion cells. These
edge information is passed to the cortical areas mainly to area V1. In the area V1,
the inter cortical connections presents a non-linear interaction among the cells and
the task of curvilinear linking process is done implicitly. There are few attempts to
model such cell interactions for contour extraction [1].
It has been shown in a number of studies that the stimuli outside the classical re-
ceptive ﬁeld (RF) exert a signiﬁcant inﬂuence over the activities of the cells in primary
visual cortex. It has been observed experimentally that the response to stimulus in
the RF is suppressed signiﬁcantly by similarly oriented stimuli in the surround, i.e.,
iso-orientation suppression, and the suppression is reduced when the orientations of
the surround stimuli are random of diﬀerent from the stimulus in the RF [38]. How-
ever, if the surround stimuli are aligned with the optimal stimulus inside the RF to
form a smooth contour, then suppression become facilitation. Whether the response
to stimulus presented within the receptive ﬁeld can be facilitated or suppressed by
other stimuli inside and outside the receptive ﬁeld [39, 40]. The detectability de-
pends on stimulus geometry and is constrained by collinearity and proximity spatial
relationships, and therefore a ’coherent’ conﬁguration is more easily detected than a
’non-coherent’ one.
Such kind of surround inﬂuence among the cortical cells helps in contour extraction
process. Thus, a measure can be derived to characterise texture and non-texture
regions. We model the notion of surround inﬂuence named as surround inhibition and
excitation, presented by HVS cortical cells and present a contour detection schemes
using surround interactions of the cortical cells in the following sections.
3.3 Multi scale contour detection
A few approaches have been presented using surround mechanisms employed by the
cortical cells. One such model for contour detection assumes that saliency of contours
arise from long-range interaction between orientation-selective cortical cells [41]. This
model accounts for a number of experimental ﬁndings from psychophysics but isCHAPTER 3. SALIENT CONTOUR DETECTION 18
computationally intensive and its performance is unsatisfactory on real images.
Fig. 3.2: Contour detection scheme in [1]
Another model also emphasises the role of local information and focuses on cor-
tical cells which are tuned to bar type features [1]. This scheme computes oriented
Gabor energy at a single scale and over twelve diﬀerent orientations followed by a non-
classical receptive ﬁeld (non-CRF)1 inhibition. This detector is biologically inspired
and is based on the inhibitory responses of the primate cortical cells. The detector
employs local energy detection followed by inhibition. Conjugate symmetric Gabor
ﬁlter pairs are used to calculate the local energy at a speciﬁc spatial frequency (scale)
whose value is chosen experimentally to detect the desired contours. Every point in
the local energy map, which signals the presence of an edge feature, is evaluated ac-
cording to its local context since for best contour detection, it is desirable to suppress
points which are part of texture regions while retaining only those which belong to
the object’s contours. This suppression is implemented via an inhibition factor. It
ﬁlters the input image with a Gabor ﬁlter bank; summing the Gabor energy output
at 12 diﬀerent orientations and then applying surround inhibition. This scheme is
shown in ﬁg. 3.2. The Gabor ﬁltering stage is essentially a local energy computation
stage [42]. Edge and line features are signalled by local maximas in the local energy
map. Results of testing of this scheme on images of animals in their natural habitat,
are reasonably good.
The main drawback of this approach [1] is that the quality of results is very much
scale dependent. In visual processing, scale plays a major role and features of interest
in natural images are generally present at various scales. Furthermore, textural energy
is also typically spread over a wide range of scales and hence any scale selection will
1The classical receptive ﬁeld (CRF) is, by deﬁnition, the area within which one can activate an
individual neuron. The region beyond this area which can modulate the response of the concerned
neuron is called a non-classical receptive ﬁeld.CHAPTER 3. SALIENT CONTOUR DETECTION 19
(a) (b) (c)
Fig. 3.3: Results show the importance of scale. (a) Hyena image (b) Canny edge
map, with a standard deviation σ = 1 which shows the edge information at higher
scale. (c) Canny edge map, with a standard deviation σ = 2.5 which shows the edge
information at lower scale.
result in insuﬃcient inhibition for achieving the best contour detection. For example,
ﬁg. 3.3(b) and (c) show the canny edge map processed at diﬀerent scales2. The
average edge response signiﬁcantly reduces when the image is processed at a higher
scale (shown in ﬁg.3.3 (c)). Ideally, for a contour detector which analyses an image
at a single scale, one needs to select a scale such that detector will equally respond
to both texture (ﬁne) and objects (coarse) edges. However, since the characteristics
of the texture and the objects are generally unknown, this is not possible. Multi
scale analysis can address this problem. Biological vision appears to employ this
type of analysis since there are cells found at the low levels of the visual system
tuned to diﬀerent orientations as well as scales [43, 44]. Studies in computer vision
also have established the importance of scale that analysis at multiple scale can
help to overcome the problem of appropriate scale selection [45]. We propose a
contour detection scheme which uses multi scale analysis and the notion of inhibition
modelled at multiple scale. The scheme removes the scale dependency and achieves
improved contour detection performance on a wide range of images. Next, we present
multi scale contour detection scheme which describes the computation of local energy
at particular scale, models for two inhibition mechanisms, namely, anisotropic and
isotropic followed by contour binarization.
2A bivariate gaussian Gσ(x,y) with a standard deviation of σ is used for smoothing before
computing the image gradient. The value of σ determines scale at which edge detection is performed,
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3.3.1 Proposed scheme
The contour information is extracted in the HVS in its early stages of processing.
Various psychophysical studies have shown that the perception of an oriented stim-
ulus, e.g. a line segment, can be inﬂuenced by the presence of other such stimuli
(destructors) in its neighbourhood [46]. These perceptual eﬀects are supported by
neurophysiological measurements on cells in the primary visual cortex of primates
[38]. These studies show that the response of an orientation-selective neuron to an
optimal stimulus in its receptive ﬁeld is reduced if the stimulus extends to the sur-
round. Neurophysiologists refer to this eﬀect as surround inhibition and it is exhibited
by a majority (80%) of the orientation–selective cells in the visual cortex of primates
[38]. Hence, it is worthwhile to study the underlying mechanism of these cells and to
identify the role cells’ surround inﬂuence in contour detection.
From the point of view of the problem at hand, an oriented edge (or line) feature
is only a candidate for a contour. For an edge feature to be successfully declared
as a contour, its local context, in the form of centre-surround interaction, must be
taken into account. Computationally, the surround mechanism can be separated from
the centre mechanism which is responsible for edge detection. Hence, we propose a
scheme for contour detection made up of two processing: (a) Edge detection based on
local energy computation at multiple scales [42] and (b) Modeling surround inhibition
at multiple scales.
Local energy model
Typically, a bank of conjugate symmetric ﬁlter pairs which are tuned to diﬀerent fre-
quencies and orientations is required for the local energy computation. It is desirable
to obtain a reasonably broad and uniform coverage of the entire spectrum without
having to use too many ﬁlters. Neurophysiological studies provide a clue to how
this is implemented in mammalian visual systems where families of neurons which
span diﬀerent ranges of locations and scales are present. Speciﬁcally, these neurons,
viewed as spatial ﬁlters, have bandwidth ranging from about 0.5 octaves up to about
3.0 octaves [43] and their transfer functions are roughly symmetric when viewed on
a logarithmic frequency scale [47].
A traditional choice for local energy computation is to use Gabor ﬁlters. However,CHAPTER 3. SALIENT CONTOUR DETECTION 21
Fig. 3.4: A log-Gabor function viewed on both linear and logarithmic frequency scales
the maximum bandwidth obtainable from a Gabor ﬁlter is only about 1 octave [48]
and a Gabor ﬁlter has a Gaussian proﬁle only on the linear frequency scale. A log-
Gabor ﬁlter on the other hand, allows large bandwidths and has a symmetric (such
as Gaussian) proﬁle on the logarithmic scale (shown in ﬁg. 3.4). This is a desirable
feature since, it has been suggested that natural images would be better coded by
ﬁlters that have Gaussian transfer functions when viewed on the logarithmic frequency
scale [49]. Due to these characteristics, a log-Gabor ﬁlter bank uniformly covers the
frequency spectrum by using a fewer number of ﬁlters unlike a Gabor ﬁlter bank.
Due to the singularity in the log-Gabor function at the origin, one cannot construct
an analytic expression for the shape of log-Gabor function in the spatial domain.
Hence, one has to design the ﬁlter in the frequency domain. On a linear scale, the
transfer function of a log-Gabor ﬁlter is expressed as
Φ(ro,θo) = exp
(
−
(log( r
ro))2
2(log(σr
ro))2
)
exp
￿
−
(θ − θo)2
2σ2
θ
￿
(3.1)
where ro is the central radial frequency, θo is the orientation of the ﬁlter, σθ and σr
represent the angular and radial bandwidths, respectively. The local energy for an
image is deﬁned as
Ero,θo(x,y) =
q
(Oeven
ro,θo(x,y))2 + (Oodd
ro,θo(x,y))2 (3.2)
where Oeven
ro,θo(x,y) , Oodd
ro,θo(x,y) are the responses of the even- and odd-symmetric
ﬁlter pairs, respectively. The ﬁltering is done in the frequency domain since an
analytical form for the ﬁlter kernel cannot be derived in the spatial domain.CHAPTER 3. SALIENT CONTOUR DETECTION 22
Inhibition models
Following the local energy computation, an inhibition term is to be calculated based
on the local energies at diﬀerent scales and orientations. There are two types of
inhibition of interest, one of which depends on orientation of the stimuli in the central
(anisotropic) and surround regions while the other does not (isotropic). For a given
point in the image, the inhibition term is computed in an circular area around it. In
the following, the inhibition terms are constructed in the same way as in [1].
Let Gσ(x,y) be a zero-mean and 2-D Gaussian function with standard deviation
of σ. Here we deﬁne a ﬁlter function hσ(x,y) as follows:
hσ(x,y) =
1
||R(DoG)||
R(DoG(x,y))
where R(z) =
z+|z|
2 , ensures that the operator has only positive response and ||.||
denotes the L1 norm; |.| denotes modulus; and DoG(x,y) is a diﬀerence of Gaussian
functions with the ratio of 4 : 1 in their standard deviation.
1) Anisotropic inhibition: The anisotropic inhibition is computed in two steps.
First step calculates the inhibited contour response and orientation map for a par-
ticular scale using local energies in all orientations and the second step integrates
information at all the scales and computes the ﬁnal contour response and orientation
map. An inhibition map SA
ri,θj(x,y) for each scale ri and for a particular orientation
θj is found as the response of hσ(x,y) to the local energy Eri,θj(x,y) as
S
A
ri,θj(x,y) = (Eri,θj ∗ hσ)(x,y) (3.3)
The inhibited contour response e E
A,α
ri,θj is computed as follows:
e E
A,α
ri,θj = R(Eri,θj(x,y) − α S
A
ri,θj(x,y)) (3.4)
where factor α controls the strength of the inhibition by the surround. If there is no
texture surrounding (i.e., there is an isolated an edge) a given point, the response will
be equal to the local energy term. However, if there are other edges in the surrounding
region, the inhibition term SA
ri,θj(x,y) can become strong enough to cancel completely,
the contribution of the local energy term.CHAPTER 3. SALIENT CONTOUR DETECTION 23
In order to take the orientation into account, an inhibited contour response NA,α
ri
is deﬁned as
N
A,α
ri = max
n
e E
A,α
ri,θj|i = 1,··· ,Nθ
o
(3.5)
An associated orientation map ΘA(x,y) records the orientation for which this maxi-
mum response is achieved
ΘA
ri(x,y) = θk,
k = argmax
n
e E
A,α
ri,θj|i = 1,··· ,Nθ
o
(3.6)
The ﬁnal contour response and the associated orientation map are computed as
N
A,α =
Nr X
i=1
N
A,α
ri ; Θ
A =
1
Nr
Nr X
i=1
Θ
A
ri (3.7)
where Nr is the total number of used scale.
2) Isotropic inhibition: In isotropic inhibition the orientation of the stimulus in
the surround is immaterial. Hence, we construct a local energy map e NI
ri(x,y) with
values of maximum local energy over all orientations.
e N
I
ri(x,y) = max
￿
Eri,θj(x,y)|j = 1,··· ,Nθ
￿
(3.8)
and the orientation map ΘI
ri(x,y) records once again the orientation of maximal re-
sponse as
ΘI
ri(x,y) = θk,
k = argmax
￿
Eri,θj(x,y)|j = 1,··· ,Nθ
￿
(3.9)
The isotropic inhibition map SI
ri(x,y) is found by ﬁltering the maximum oriented
energy map e Nri(x,y) with the kernel hσ(x,y)
S
I
ri(x,y) = ( e N
I
ri ∗ hσ)(x,y) (3.10)
The inhibited contour response at scale ri is computed as follows:
N
α,I
ri = R( e N
I
ri(x,y) − αS
I
ri(x,y)) (3.11)CHAPTER 3. SALIENT CONTOUR DETECTION 24
As before, the factor α controls the strength of the inhibition.The ﬁnal contour
response and the associated contour map are found as
N
I,α =
Nr X
i=1
N
I,α
ri ; Θ
I =
1
Nr
Nr X
i=1
Θ
I
ri (3.12)
where Nr is the total number of used scale.
3) Binary contour map construction: The response N(x,y) (Nα,I or Nα,A) spec-
iﬁes the local edge strength and the orientation map Θ(x,y) (ΘI or ΘA) speciﬁes
the associated edge direction at a point (x,y). These are used to construct binary
maps by using a standard procedure of nonmaxima suppression followed by hystere-
sis thresholding [12]. Nonmaxima suppression seeks to thin regions where N(x,y) is
non-zero, to generate candidate contours as follows: two virtual neighbors are deﬁned
at the intersections of the gradient direction with a 3× 3 sampling grid and the gra-
dient magnitude for these neighbors is interpolated from adjacent pixels. The central
pixel is retained for further processing only if its gradient magnitude is the largest of
the three values. The ﬁnal contour map is computed from the candidate contours by
hysteresis thresholding. This process involves two threshold values tl and th, tl < th.
All the pixels with N(x,y) ≥ th are retained for the ﬁnal contour map, while all the
pixels with N(x,y) ≤ tl are discarded. The pixels with tl < N(x,y) < th are retained
only if they already have at least one neighbor in the ﬁnal contour map.
3.3.2 Experimental results
The proposed multi scale contour detection scheme was implemented with a bank
of the ﬁlters such that it covers the frequency spectrum uniformly. The length to
width ratio of a ﬁlter controls its directional selectivity. This ratio can be varied in
conjunction with the number of orientations used in order to achieve a coverage of
the 2-D spectrum. Furthermore, as the degree of blurring introduced by the ﬁlters
increases with their orientation selectivity, they must be carefully chosen to minimize
the blurring. Hence, we consider a ﬁlter bank with the following features:
i. The spatial frequency plane is divided into 12 equally spaced orientations.
ii. The radial axis is divided into three equal octave bands with a band of widthCHAPTER 3. SALIENT CONTOUR DETECTION 25
Fig. 3.5: One synthetic image and three natural scenes with objects on textured back-
grounds(ﬁrst row); their corresponding ground truth contour maps(second row); the
best anisotropic contour maps reported in [1](third row) and obtained with presented
anisotropic contour operator(fourth row); the best isotropic contour maps reported in
[1](ﬁfth row) and obtained with presented isotropic contour operator(last row).CHAPTER 3. SALIENT CONTOUR DETECTION 26
two octaves. The ﬁlter with highest central frequency (in each direction) is
positioned near the Nyquist frequency to avoid ringing and noise.
iii. The angular bandwidth is chosen to be 15 degrees.
(a) (b) (c)
(d) (e) (f)
Fig. 3.6: Results of testing on medical image(column 1) and image of stone on pave-
ment(column 2). Top row shows the input images, second row shows the best Canny
edge map and third row shows the best contour map obtained from the proposed scheme
based on the isotropic inhibition model.
We have tested our scheme on diﬀerent sets of images e.g. synthetic images,
natural scenery and medical images. These sets diﬀer in the kind of organisation of
image contours and background. It is to test how surround inhibition perform on
the images having less texture regions. We ﬁrst present a comparison between the
performance of our proposed contour detector with Canny edge detector. The best
results of the contour detector are shown in ﬁg. 3.6. From these we can observe
several points. Firstly, as compared with the Canny output, the contour map is
sparse, retaining only salient edges such as boundaries and outlines of various regions.
Secondly, the extracted contours are closer to perceived ones. This can be seen in
the contour map of the stone image where the contours of two of the stones do notCHAPTER 3. SALIENT CONTOUR DETECTION 27
include the shadow regions on the left whereas the Canny output includes this region.
It is noteworthy that the Canny detector does not distinguish between the contours
(signal) and textures (noise) and hence raising the threshold will decrease both the
signal and noise. This is in contrast to the proposed contour detector which can be
tuned to produce a sparse output which retains mostly the signal while rejecting the
noise.
We next compare the results of our proposed scheme with the results reported
in [1] which is also based on surround inhibition, however at one empirically chosen
scale. The results are shown in ﬁg. 3.5. These results show that a multi scale
contour detector suppresses surround texture more eﬀectively. For instance, in the
result obtained using this operator for the elephant image, the grassy texture region
is suppressed well in both the isotropic as well as anisotropic inhibition models. The
best results can be seen on hyena image where the contour map is more close to the
ground truth image. These results show that the notion of scale is important for
contour detection. Results obtained from testing on synthetic images (in the ﬁrst
column of ﬁg. 3.5) show the multi scale contour operator to be consistent with both
the human perception and the results reported in [1].
Based on the premise that scale is important, we have presented a scheme for
contour detection that can be used on a wide range of images. The proposed scheme
contributes to better contour detection not by enhancing responses to contours, but
by selectively suppressing edges based on the surround region. In comparison with
the scheme proposed in [1] the proposed scheme produces contour maps much closer
to perceived contours. However, the improved performance does come at a higher
computational cost. Even though we have tried to reduce this cost by choosing log-
Gabor ﬁlters, other ’alternative’ solutions can be investigated for a further reduction
in cost. In the next section, we looked at the role of surround excitation in contour
detection.
3.4 Simple scheme for contour detection
Now, we turn our attention to the second part of the contour detection scheme,
namely assessment of the edge information. This assessment needs to be done based
on the local context and a surround inhibition mechanism has been used for thisCHAPTER 3. SALIENT CONTOUR DETECTION 28
purpose in last section. A recent neurophysiological study [50] of cells in V1 has
however shown that the surround region actually can have an excitatory inﬂuence in
addition to an inhibitory inﬂuence. Speciﬁcally, the ﬁndings about neuronal behav-
iour can be summarised as follows: (i) Every cell responds to a stimulus if it falls
on its central region (CRF). This is shown by the circle P in ﬁg. 3.7; (ii) Besides
the CRF, a neuron has a surround region which is made up of two parts, namely an
inner annular shaped region (shown in dark gray in ﬁg. 3.7) which is excitatory and
an outer annular shaped region (shown in light grey in ﬁg. 3.7) which is inhibitory;
(iii) The surround region which can inﬂuence the response of a neuron is limited in
extent. The behavior of these neurons give us a clue about the role of local context
in the visual perception of a stimulus which is obtained by combining excitatory and
inhibitory inﬂuences. We draw inspiration from this study and propose a surround
mechanism with excitatory and inhibitory components. An contour detection scheme
which computes the gradient information ﬁrst and then employs this second step will
not respond (suﬃciently) to edges which belong to texture regions. Such a scheme is
easy to implement as well. Here, we are aiming to test the role of surround excitation
in contour detection. Thus, we have performed implementation on a single scale.
Fig. 3.7: Neighboring cells proﬁle of a cortical cell in area V1.
3.4.1 Implementation of scheme
The proposed scheme for contour detection can be implemented in a simple manner
as follows. First, compute a gradient map. Next, incorporate the surround inﬂuenceCHAPTER 3. SALIENT CONTOUR DETECTION 29
on the gradient map using a mask operation. Finally, binarise the output of the
second stage using a standard procedure.
Gradient estimation in the discrete domain
As mentioned earlier , it suﬃce to perform the gradient computation in two orthogonal
directions using Sobel or Prewitt masks.
Surround interaction
The surround inﬂuence can be implemented by either taking into account the direction
of the gradient or ignoring the same. The former will lead to less amount of surround
supression in natural images because they generally contain texture edges at arbitrary
orientations. In other words, derive contour map will be noisy. An surround inﬂuence
operation which ignore the edge orientation can on the other hand, improve the level
of supression. Hence, the edge assesment based on the surround inﬂuence can be
implemented as a convolution operation with an appropriate isotropic mask. We will
now explain how this mask can be designed. As explained in the previous section,
this surround consists of two annular regions, the inner being excitatory and the outer
being inhibitory in nature. Hence, in the mask, we will deﬁne two annular regions
surrounding the central pixel. The inner one is assigned positive weights (excitatory)
while the outer one is assigned negative weights (inhibitory). The magnitude of the
weights is chosen based on the following neurophysiological ﬁndings: the inﬂuence of
a point in the surround on the cell response is dependent on its distance from the
centre and this is roughly Gaussian in proﬁle. Furthermore, the excitatory inﬂuence
is weaker than the inhibitory inﬂuence [51]. The size of the required mask was
determined by varying it from 7×7 to 15×15. It was found that a mask of size 7×7
is optimal to achieve the best results. Hence, we propose a 7 × 7 mask as shown in
ﬁg. 3.8. The weights in the outer inhibitory region of the optimal mask was found by
sampling a Gaussian proﬁle of standard deviation 1.4. The sum of the weights inside
this mask is set at 0.52 to help enhance a contour pixel.CHAPTER 3. SALIENT CONTOUR DETECTION 30
Fig. 3.8: A 7 × 7 surround mask
Binarisation
A binary contour map can be constructed by using a standard procedure such as
nonmaxima supression followed by hysteresis thresholding [12]. Let the gradient
magnitude M(x,y) and orientation map Θ(x,y) specify the local strength and lo-
cal edge direction respectively. Nonmaxima suppression seeks to thin regions where
M(x,y) is non-zero, to generate candidate contours as follows: two virtual neighbors
are deﬁned at the intersections of the gradient direction with a 3 × 3 sampling grid
and the gradient magnitude for these neighbors is interpolated from adjacent pixels.
The central pixel is retained for further processing only if its gradient magnitude is
the largest of the three values. The ﬁnal contour map is computed from the candi-
dates by hysteresis thresholding. This process involves two threshold values tl and th,
tl < th. All the pixels with M(x,y) ≥ th are retained for the ﬁnal contour map, while
all the pixels with M(x,y) ≤ tl are discarded. The pixels with tl < M(x,y) < th are
retained only if they already have at least one neighbor in the ﬁnal contour map.
3.4.2 Experimental results
Ground truth image data
Most of the methods for the evaluation of edge and contour detectors use natural
images with associated desired output that is subjectively speciﬁed by the observer
[52], [1]. Some recent studies [53] show that the performance of such an operator mustCHAPTER 3. SALIENT CONTOUR DETECTION 31
be considered task dependent. For object recognition, for example, some operators
may perform better than others despite similar performance on synthetic images. The
proposed surround interaction mechanisms is aimed at a better detection of objects
contours in natural scenes.
We tested the performance of the proposed scheme on 40 natural images from a
database designed to evaluate the performance of contour detection [33]. For each test
image, an associated desired output binary contour map that was drawn by human is
given. It should be noted that the ground truth data includes more than one type of
pixels: (i) pixels which are parts of a contour of an object (ii) pixels which are part
of a boundary between two (textured) regions. Our proposed scheme on the other
hand, is designed to extract only the ﬁrst type of contour pixels.
Performance measure
In order to have a quantitative comparison between the contour detector proposed
in [1] we use the performance measure introduced in the same. Let fp and fn are
number of false positive and false negative pixels detected in the ﬁnal contour map,
respectively. The performance measure is deﬁned as follows:
P =
tp
tp + fp + fn
(3.13)
where, tp is the number of correctly detected contour pixels (True positive). The
performance measure P is a scalar taking values in the interval [0,1]. If the desired
output pixels are correctly detected and no background pixels are falsely detected as
contour pixels, then P = 1. For all other cases, P takes values smaller than one,
being closer to zero as more contour pixels are falsely detected and/or missed by the
operator.
For computing the performance measure, we must determine which true positives
are correctly detected, and which detection is false. The binary contour map in the
ground truth data can be used for this purpose. Let us consider how to compute
P of a output contour image given a ground truth contour map. One could simply
correspond coincident contour pixels and declare all unmatched pixels either as false
positives or misses. However, this approach would not tolerate any localization er-
ror and result in a poor performance measure. For robustness, it is desirable thatCHAPTER 3. SALIENT CONTOUR DETECTION 32
Table 3.1: Performance of proposed scheme and reported by Grigorescu et al. [1] on
3 natural images(elephant, goat and hyena).
Image Method Performance
Goat Grigorescu et al. [1] 0.34
Proposed Scheme 0.51
Elephant Grigorescu et al. [1] 0.42
Proposed Scheme 0.61
Hyena Grigorescu et al. [1] 0.55
Proposed Scheme 0.76
the correspondence of output contour pixels to ground truth tolerate localization er-
rors since ground truth data is not accurately localized. The approach proposed in
[1] considers a contour pixel as correctly detected if a corresponding ground truth
contour pixel is present in a 5 × 5 (empirically ﬁnd) square neighborhood (window)
centered at the respective pixel coordinate. A window based approach leads to a
less robust performance measure, as diﬀerent sizes of the window can be shown to
aﬀect the performance value signiﬁcantly, which is a undesirable. A large window
will boost the number of true positive. However, an explicit correspondence of the
detected contour and ground truth contour pixels is the only way to robustly count
the hits, misses and false positives that we need to compute P. We have used the
algorithm presented in [52] for the correspondence between output contour map and
a ground truth contour map. The algorithm converts the corresponding problem into
a minimum cost bipartite assignment problem, where the weight between a output
contour pixel and ground truth contour pixel is proportional to their relative distance
in the image plane. One can then declare all contour pixels matched beyond some
threshold to be non-hits. The correspondence computation is detailed in [52].
Results
The proposed contour detection scheme was tested on 40 images from a database
reported in [1]. Of these, we present results on 3 images in ﬁg. 5.1 for illustrative
purposes. A qualitative comparison between the results of our contour detection
scheme and the contour reported in [1] can be made by observing the results in thisCHAPTER 3. SALIENT CONTOUR DETECTION 33
Fig. 3.9: Results of contour detection on test images. (a) & (b) show input images
and associated ground truth images respectively (c) Canny edge map (d) Best contour
map reported in [1] (e) Best results obtained by the proposed contour detection scheme
ﬁgure. The Canny edge detector outputs are also included for reference. The ﬁrst and
second columns show the input images and the corresponding ground truth images,
respectively; the third column shows the best results of the Canny edge detector; the
fourth column shows the results of the contour detection reported by [1]; and ﬁnally,
the ﬁfth column shows the results of the proposed scheme. The ﬁrst point to note is
that the obtained contours in the fourth and ﬁfth columns are closer to the ground
truth than the Canny output which is justiﬁably very ’noisy’. Furthermore, it can
be seen that the results of the proposed scheme are closer to the ground truth. For
instance, the grassy region in the elephant image (top row) is suppressed well. The
best result of the contour map can be seen from the hyena images (in the bottom
row) where the output is very close to the ground truth image.
A quantitative comparison of the contour and edge detectors is shown in table
4.1. The ﬁgures in the table show that the proposed scheme outperforms the scheme
in [1] in all 3 images shown in ﬁg. 5.1. This is consistent with our visual analysis ofCHAPTER 3. SALIENT CONTOUR DETECTION 34
the results.
Fig. 3.10 shows statistical Box- and - Whisker plots for ten of the images used
in our experiments. These plots are helpful in interpreting the distribution of per-
formance value over ten diﬀerent images. The average obtained value is above 0.5
which is encouraging since the measure is computed using ground truth images which
included contour pixels belonging to object as well as texture region boundaries,
whereas our scheme is designed for extracting only the former.
Fig. 3.10: The distribution of performance value over ten diﬀerent images.
3.5 Summary
In this chapter, we have looked at the problem caused due to texture area in the
contour detection. We have presented two schemes for contour detection. The former
scheme is inspired from the multi-channel (scale) processing employed by the HVS
and the notion of surround inhibtion. Based on the fact that surround region of a cell
actually can have an excitatory inﬂuence in addition to an inhibitory inﬂuence, we
have developed a new model for bar cell and presented a simple scheme for contour
extraction using it.
The obtained results show that the surround interaction among cortical cells has
an important role in handling texture. The bar cells, in contrast to simple or complex
cells, are able to distinguish between a texture and a non-texture region. This infor-CHAPTER 3. SALIENT CONTOUR DETECTION 35
mation is used by the presented scheme to eliminate undesired edges inside texture
regions. In the next chapter, we examine the functional role of other cells in area V1
known as grating cells.Chapter 4
Boundary Detection from Natural
Images
In this chapter, we address the task of detecting boundaries from the natural im-
ages using early stages representations of HVS. Boundary detection constitutes a
crucial step in many computer vision tasks. A boundary map of an image can pro-
vide valuable information for further image analysis and interpretation tasks such as
segmentation, object description etc. Fig. 4.1 shows an image and the associated
boundary map as marked by human observers. It can be noted that the map essen-
tially retains gross but important details in the image. It is hence sparse yet rich in
information from the point of scene understanding. Extracting a similar boundary
map is of interest in computer vision.
(a) (b)
Fig. 4.1: (a) Example image (b) Human- marked segment boundaries. Boundary
image shows multiple (4-8) human segmentation. The pixels are darker where more
observers marked a boundary [3].
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4.1 Background
The problem of boundary detection is diﬀerent from the classical problem of edge
detection. A boundary is a contour in the image plane that represents a change in
pixel’s ownership from one object or surface to another [2]. In contrast, an edge
is deﬁned as a signiﬁcant change in image features such as brightness or color. In
general, it is desirable to be able to accurately extract all types of boundaries in
natural images. These images are characterised by colour, texture and non-texture
(only regular luminance/colour based) regions. Thus, boundaries can arise due to
the adjacency of any of these regions in natural images. Some of the representative
boundaries which can occur in grey scale images are shown in ﬁg. 4.2(a-c) respec-
tively: luminance-luminance or LL boundary, texture-luminance or TL boundary,
and texture-texture or TT boundary.
Edge detection may be adequate for untextured images, but in a textured region
it results in a meaningless tangled web of edges and shows incapability in extracting
texture regions’ boundaries. Fig. 4.2.(d-f) show the response of canny edge detector
on the sample images (LL, TL, and TT). It can be seen that detector successfully
extract LL-type boundaries because they are deﬁned by the discontinuities in image
brightness. However, this is an inadequate model for boundaries in natural images
where texture is a ubiquitous phenomenon. The Canny edge detector ﬁres widely
inside texture regions where high-contrast edges are present, but no perceptually
salient boundary exists. In addition, it is unable to detect the boundary between
textured regions when there is only a subtle change in average image brightness like
in TL and TT-type boundaries.
A general edge detectors are not able to extract boundaries deﬁned by the combi-
nation of textured and non-textured regions such as TL-type and TT-type boundaries.
Because, they are only selective to the signiﬁcant change in the image features (step
proﬁle) such as brightness or color. TL and TT-type boundaries generally do not
present any change of these feature on the boundary and can only be characterised
by a signiﬁcant change in the texture features (or textons [7])which are possibly
capture the density, regularity, ﬁneness etc.
Hence, edge detection is a low-level technique that can be applied toward the
goal of boundary detection. Any boundary detection approach should be able toCHAPTER 4. BOUNDARY DETECTION FROM NATURAL IMAGES 38
(a) (b) (c)
(d) (e) (f)
Fig. 4.2: Representative sample patches of boundaries in natural images and their
corresponding Canny edge map.
deal with boundaries deﬁned by brightness step edges as well as boundaries deﬁned
by the combination of textured and non-textured regions such as TL and TT-type.
Furthermore, it should be able to eliminate spurious edges form due to textured
regions in the image.
Boundary detection process is based on bottom up cues such as similarity of pixel
brightness, color, and texture as well as top down input derived from familiar object
categories such as faces. There are some attempts in computer vision to address
all these attributes completely [2, 54, 55, 56] using bottom-up, top-down cues and
mixture of both. We are aiming to understand most essential information which are
required to capture from the image for a boundary detection task and investigating
what mechanisms have evolved in human visual system (HVS) to obtain such infor-
mation in a bottom up fashion. The problems of contemporary edge detectors that
they can not pick boundaries deﬁned by two textured regions and also elicit undesired
edges in textured regions, are eﬀectively handled in HVS.
Some attempts have been made to model boundary detection in HVS. One such
model assumes that saliency of boundaries arise from long-range interaction between
orientation-selective cortical cells [41]. It is composed of an array of units modeled
after cortical cells, which extract orientation and spatial frequency information at
each location in the visual scene. Units are interconnected by long range horizontal
connections which provide both facilitation and inhibition to the response of cells.
They argued that perceptual salience of a boundary is directly related to the level of
synchronized activity among a group of cells incident on boundary pixels. Based onCHAPTER 4. BOUNDARY DETECTION FROM NATURAL IMAGES 39
the coherence of the synchronization, the network model generate an estimate of the
salience of all boundaries in the image. This model accounts for a number of experi-
mental ﬁndings from psychophysics but its performance is unsatisfactory on natural
images. Malik et al. [57] presented a three-stage model for texture discrimination,
referred to as ﬁlter-rectify-ﬁlter (FRF) model. The stages of the model are motivated
by, and consistent with, known physiological mechanisms of early vision however, it is
not designed for boundary detection task. The ﬁlters which are used in this model are
casted in terms of oriented spatial frequency selective operators thought to resemble
mechanisms existing at relatively low levels in the visual system; e.g, cortical simple
cells.
Evidence from both psychophysical and neurophysiological studies indicate that,
beyond this early multiple scale ﬁltering stage, there are stages of context sensitive
grouping [58, 59, 60, 61] and 3D surface representation [62, 60, 63]. Grossberg and
Mingolla ([64, 65, 66]) introduced a monocular version of this model and used it to
explain data about form and color perception, including texture segregation. This
model includes both multiple scale ﬁlters and context sensitive grouping, or segmenta-
tion, mechanisms. Grossberg et al. [67] describes a model that incorporates multiple
scale ﬁlters, context sensitive grouping, and 3D surface representation, and uses it to
simulate texture percepts that cannot be explained by ﬁltering alone.
Another models emphasise the role of local information and focuses on cortical
cells which are tuned to bar type cell features [1]. They extract edge information
which is followed by an assessment based on the local context. These models have
been shown to perform well on natural images and able to eliminate edges in the
textured regions. However, they are incapable of detecting boundaries deﬁned by
two textured texture regions. Zhaoping et al. [68, 69] implemented a biologically
based model of area V1 (early stage of HVS) in which contextual inﬂuences are
mediated by intra-cortical horizontal connections. Model behavior was demonstrated
using examples of texture segmentation, ﬁgure-ground segregation, target- destructor
asymmetry, and contour enhancement, and was compared with psychophysical and
physiological data. This model results relatively higher responses to important image
locations, making them more salient for perceptual pop-out. These locations include
boundaries between regions, step edges, and pop-out targets against background. The
aim of their work was to develop a plausible neural model for the area V1 which canCHAPTER 4. BOUNDARY DETECTION FROM NATURAL IMAGES 40
serve pre-attentive segmentation. It assumes that neural structure implicitly encoded
all essential features from the image by applying a set of constraint on the structure
of intracortical connections. It was tested on a set of synthetic images and on a
small set of natural images. In contrast, we are aiming to understand ”ecological
statistics” of natural images, which presumably HVS have evolved to exploit. We
present a computational model for boundary detection.
4.2 Computation model for boundary detection
Any image point can be declared as a boundary only after understanding its local
context. By context is meant a characterisation of the local surround in terms of
luminance and texture. At the retinal level, visual input (image) is ﬁltered by ganglion
cells whose local classical receptive ﬁeld’s (CRF’s) are a close ﬁt to a Laplacian of
Gaussian [11]. Thus the representation derived at the retinal level is an edge map.
The results of this processing form direct input to Lateral Geniculate Nucleus (LGN)
in the mid-brain. This area has no known ﬁlter function but serves mainly to project
binocular visual input to various sites, especially to the visual cortex. The cells found
in this area have a functional role similar to that of the retinal ganglion cells except
that they also perform binocular mapping. In our work, we ignore binocular details
associated with the LGN cells.
The Ganglion and LGN cells are classiﬁed into two classes, known as P and M-
cells [18, 17, 14]. The P-cells have smaller receptive ﬁelds and signal high spatial
frequencies in the image while the M-cells have (2-3 times) larger receptive ﬁelds and
they cannot resolve high spatial frequencies [18, 14, 23]. We can infer that P- cells
strongly respond to ﬁne and coarse edges whereas M-cells respond to coarse edges
and quite poorly to ﬁne edges. At this stage of HVS, there is not much information
associated with any detected edge to declare it as a boundary point. When we
consider a texture patch for example, the M-cells respond to its contour while the P
cells respond to its contour as well as any edges arising from the texture elements
within the patch. Hence, there is an ambiguity in determining if an edge belongs to a
texture region or not based on the cell responses. Thus, it is diﬃcult to separate out
texture and non-texture information eﬀectively at this stage of HVS. Such a situation
however, gets resolved in the cortical level which is the next stage of the HVS, calledCHAPTER 4. BOUNDARY DETECTION FROM NATURAL IMAGES 41
as area V1.
The cortical cells in area V1 are sensitive to some new attributes like orientation.
Furthermore, their sensitivity to edge features becomes more specialised compared
to the LGN cells. Hubel and Wiesel [28] distinguished between simple and complex
cells in cat primary visual cortex (area V 1) that are selective to intensity changes
in speciﬁc orientation (oriented edge features). Although complex cells have many
properties in common with simple cells, including orientation selectivity, their deﬁning
feature is that a suitably oriented pattern will elicit a response no matter where it
lies in the receptive ﬁeld [28, 70]. This property is known as “phase invariance”.
Although, simple and complex cells bring orientation selectivity in feature detection,
their response to texture and non-texture patterns is ambiguous, similar to LGN cells.
There are some other cells in area V1 having more specialised behavior like bar cells,
grating cells and end- stopped cells [29, 27, 30]. These cells are more specialised forms
of complex cells and have characteristic response to the textured and non-textured
patterns.
The bar and grating cells play an important role in boundary detection [30, 71].
It is important to know their characteristics and inter-connections with the previous
stages. These cells mostly get their input from the M- cells of area LGN [18, 17, 25,
26]. The grating cell responds only to a texture edge and not to any isolated edge or
line [30, 71, 31, 32, 72]. On the other hand, a bar cell responds only to an isolated
edge or line but does not respond to any texture edge [1, 31, 32]. Hence, these cells
are capable to disambiguate between an edge belonging to a textured region and a
non-textured region.
Based on the above ﬁndings, we propose a computational model for boundary
detection (given in ﬁg. 4.3): The visual input (or an image) is processed by P and
M types of ganglion and LGN cells in order to extract redundant subsets of ﬁne and
coarse edges. This information is passed to the next stage (area V1) where the bar and
grating cell operators extract texture and non-texture information. The boundaries
that are formed by texture and non-texture regions are extracted via an integration
process that combines the outputs of the bar and grating cells. In the next section,
we present an implementation scheme based on the proposed model.CHAPTER 4. BOUNDARY DETECTION FROM NATURAL IMAGES 42
Fig. 4.3: Computational model for boundary detection and corresponding processing
stages in HVS.
4.3 Implementation
4.3.1 Image representation at LGN level
At the retinal level, ganglion cells signal the spatial diﬀerence in the light intensity
falling upon adjacent locations in the retina. At the output of this stage (retina), the
visual system provides an eﬃcient representation in terms of ﬁne edges. It has rela-
tively higher response at the edge locations. Similar ﬁne edge map can be modelled
using any standard gradient-based edge detector. Assuming the gradient is computed
in two orthogonal directions x and y. The gradient map G be for a given input image
I is:
G(x,y) =
q
(I2
x + I2
y) (4.1)
where Ii is partial derivative of image in i direction. According to psychological
ﬁndings, P- type ganglion cells are selective to the high spatial frequencies in the image
(spatially small step edges or ﬁne edges). Whereas, M-type cells do not resolve high
spatial frequencies in the image [18, 14, 23]. One possible reason for such behavior is
because of the size of cells’ receptive ﬁeld. P-cells have small receptive ﬁelds which
make them selective to high spatial frequency features. Whereas, M-type cells are
not selective to such features due to large receptive ﬁeld. Hence, P-type cells at
the retinal level extract ﬁne edges in the image and produce a response similar toCHAPTER 4. BOUNDARY DETECTION FROM NATURAL IMAGES 43
the gradient map computed using small gradient masks (of size (3 × 3)). Whereas,
M-cells are tuned for coarse edge features and can be modelled using larger gradient
masks. However, we derive M-cells characteristics by using local surround information
because its help in in the later stages.
For every point p in an image, we consider its surround and associate with the
point a histogram of the surround which we call as the Photoreceptor Histogram (hp).
For computational purpose, the surround is taken to be be a window of ﬁxed size.
The Photoreceptor Histogram (h) is a K-long vector where K is the maximum no.
of grey levels in the image. The detection of coarse edges similar to the M-type cells
can be easily obtained by a sum of gradient values computed at every element of the
transformed vector (hp).
4.3.2 Image representation at area V1
In area V1, cells gain orientation selectivity and exhibit more specialised behavior
towards texture and non-texture patterns. In the context of boundary detection, bar
and grating cells are more useful as they provide unambiguous information about
non-textured and textured patterns.
Bar cells
A bar cell responds most strongly to a single bar stimulus, such as a line or edge,
in its receptive ﬁeld and it has a reduced response when more bars are present in
the surrounding region of the stimulus. In natural images, it is equivalent to a
detector which responds only to isolated edges and not to edges which belong to a
texture region [1, 31, 32]. Such a characteristic can be achieved by a surround (local)
assessment of P-type LGN cell response. This notion is called surround inhibition
which models intra-cortical interaction among cells [1].
For a given point in the image, the inhibition term is computed in an annular
area around it. Let a ﬁlter function gσ(x,y) be deﬁned as follows (inverse of gσ(x,y)
is shown in Fig. 4.4):
gσ(x,y) =
1
||P(DoG)||
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Fig. 4.4: Inhibition function which models the contribution of the surround (2D and
1D proﬁle).
where P(x) =
x+|x|
2 is a rectiﬁcation operator, |.| denotes modulus, DoG(x,y) is
a diﬀerence of Gaussian functions with standard deviations σ in the ratio of n : 1 for
some integer n; and ||.|| denotes the L1 norm. The surround inﬂuence is applied to
the gradient image G (obtained from equation 4.1) as follows:
S(x,y) = (G ∗ gσ)(x,y) (4.3)
A bar cell response Eα at a location (x,y) is then obtained as:
Eα(G(x,y)) = P(G(x,y) − α.S(x,y)) (4.4)
where the factor α controls the strength of the inﬂuence by the surround inhibition.
If there is no texture surrounding (i.e., there is an isolated edge) a given image point,
the response at that point will be equal to the gradient value as there will be no
inhibition. However, if there are other edges in the surrounding region, the inhibition
term S(x,y) will become strong enough to cancel completely, the contribution of the
gradient term. This model for bar cells provides a contour representation for any
given input by discarding irrelevant edges within texture regions. In the later stages
of our boundary detection scheme, we will use this functional model by the name
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Grating cells
The grating cells are responsible for texture processing in the early stages of HVS
[30, 71, 32]. These cells respond strongly to a grating (periodic pattern of edges)
of speciﬁc orientation, periodicity and position and not to isolated edges [30]. The
role of the grating cells as a texture operator has been established in [71, 31, 32, 72].
Grating cells receive most of their input from M-type of ganglion cells. We have
modelled M-ganglion cells using a local histogram (in section 4.3.1) which captures
grey level distribution within a local surround. Such characterisation helps in segre-
gating texture and non-texture information from the image. According to the texton
theory, textures can discriminated if they diﬀer in the density of certain simple, lo-
cal textural features, or textons [73, 7]. Recent studies [74, 73] demonstrated that
human observers are sensitive to histogram diﬀerences in synthetic wavelet-textures.
Motivated by perceptual observations and the Heeger and Bergen texture synthesis
model [75], we model grating cells using histogram based characterisation of M-type
ganglion cells.
Given two photoreceptor histograms hp1 and hp2, we use the χ2-statistic [73] to
deﬁne a (dis-)similarity measure:
χ
2(hp1,hp2) =
K X
k=1
[hp1(k) − hp2(k)]2
[hp1(k) + hp2(k)]
(4.5)
where k ∈ [1,K] is the intensity level. Two similar local histogram (texture
patches) will cause the numerator of the above expression to diminish, and hence the
similarity measure to be low. We have used this measure on the sample boundary im-
ages given in ﬁg. 4.2(a-c) to extract boundaries information. For every image point,
we consider two neighbouring histograms (M-cell response) and compute similarity
using the above measure. It can be seen from ﬁg. 4.5 that at the boundary points,
surrounding regions are dis-similar which result in high value of the measure. Ac-
cording to our model, neighbouring histograms (M-cell response) computed around
boundary point are very dis-similar and give high value of the measure.
However, in natural images, the diverse nature of the texture regions results in a
wide range of variability in the above measure. To address this problem we transform
these values to ﬁt in the range of 0−1 in such a way as to emphasise only low values
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Fig. 4.5: Grating cell model’s response on the sample patches of boundary given in ﬁg
4.2(a-c). It only respond to the textured region and give no response to non-textured
region. For example, in image (a) and (b), non-textured regions (luminance portion)
receive no response whereas in image (b) and (c), model responded to textured regions
(shown in white against black background.). It can also seen that model gives higher
response to the boundary points.
R(χ
2) = e
−
(χ2)2
2τ2 (4.6)
where τ is a parameter that controls the level of penalty. The similarity measure
can be used to determine if a point lies on LL, TL and TT types of boundaries
by considering the histograms of points located to its left and right. It can seen
from ﬁg. 4.5 grating cells are able to characterise all types of boundaries. However,
because histogram gathering requires a sizable window, it lead to grossly inaccurate
boundaries. Next, we integrate the information extracted up to this point in order to
obtain boundaries. Note that this issue is not unique with our model, and standard
models used for texture analysis all include a stage of spatial pooling, which has an
eﬀect of blurring boundaries.
In our model, we used bar cells response to handle gross and inaccurate bound-
aries. Furthermore, we use bar cells characteristic that they do not respond in the
texture regions, in distinguishing textured and non-textured region. Next, we present
a integration stage which uses the above given facts.
4.3.3 Integration: A scheme for boundary detection
This stage integrates information gathered from the P and M cells of LGN as well
as the bar and grating cells of V1. Let χ2 = [(χ2
x)2 + (χ2
y)2]
1
2 where, χ2
x and χ2
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computed along the x and y-axis, respectively. The integration is achieved as follows:
˜ B(x,y) = γ.G(x,y) + β.χ
2(x,y) (4.7)
where, γ and β are appropriate weights. The integration scheme has two sub-parts
with each part contributing to the extraction of speciﬁc types of boundaries: the ﬁrst
part will be a maximum at the location of a LL boundary whereas the second part
will be a maximum at TL and TT boundaries. To determine how the weights are to
be assigned, let us re-examine the ﬁrst part. This term will also be signiﬁcant within
the texture regions of TL and TT boundary which needs to be suppressed. This
can be partially achieved by choosing the weight γ to be dependent on the texture
measure χ2 as follows: γ = 1.0 − R(χ2). This choice of weight ensures that the ﬁrst
term nearly vanishes in equation 4.7 when edges are formed due to sub-patterns in a
texture region. The weight β can simply be a scalar.
In principle, equation 4.7 signals (with a maximum) texture boundaries and edges.
Of these, to extract only boundary points due to all types of boundaries, we need to
further suppress the response for edges within texture regions. This is accomplished
by applying surround inhibition (Eα) as found in bar cells.
B(x,y) = Eα( ˜ B(x,y)) (4.8)
Next, we present the results of testing the proposed scheme on natural images
and evaluate the same against human-marked boundaries.
4.4 Results and performance evaluation
Most of the methods for the evaluation of edge and boundary detectors use natural
images with associated desired output that is subjectively speciﬁed by the human
observer [1, 55, 3]. We tested the performance of the proposed scheme by applying
a precision-recall (PR) framework using human-marked boundaries from Berkeley
Segmentation Dataset [3] as ground truth. The segmentation dataset contains 5-10
segmentations for each image. Though the dataset has 200 training images and 100
testing images we evaluated the performance of our scheme on the test image dataset
only. The training images were not used as there is no training involved.CHAPTER 4. BOUNDARY DETECTION FROM NATURAL IMAGES 48
The precision-recall curve is a parametric curve that captures the trade oﬀ be-
tween accuracy and noise as the detector’s threshold varies. Precision is the fraction
of detections that are true positives rather than the false positives, while recall is the
fraction of true positives that are detected rather than missed. The PR curves are
hence appropriate for quantifying boundary detection. The PR measures are particu-
larly meaningful in the context of boundary detection when we consider applications
that make use of boundary maps, such as stereo or object recognition. It is useful
to characterise a detector in terms of how much true signal is required to succeed R
(recall), and how much noise can be tolerated P (precision). A method to determine
the relative cost µ between these quantities for a given application is given in [2]. We
follow the same and use the F-measure (proposed therein) which is deﬁned as
F = PR/(µR + (1 − µ)P) (4.9)
The location of the maximum F-measure along the curve provides the optimal thresh-
old for an application for a desired µ, which we set to be 0.5 in our experiments. When
a single performance measure is required or is suﬃcient, precision and recall can be
combined with the F-measure. The F-measure curve is usually unimodal, so the
maximal F-measure may be reported as a summary of the detectors performance.
Precision and recall are appealing measures, but to compute them we must deter-
mine which true positives are correctly detected, and which detections are false. We
have used the correspondence algorithm presented in [2] to compute true and false de-
tection using output boundary map and available ground truths. In summary, given
the computed boundary map, we compute the points on the precision-recall curve
independently by ﬁrst thresholding the output image to produce a binary boundary
map and then matching this computed boundary map against each of the human
boundary maps in the ground truth segmentation data set.
In our scheme, the following parameter values were empirically chosen to obtain
a best result. Once chosen, they were ﬁxed to remain constant for all test images.
The window sizes in bar and grating cells’ functional modelling are 7×7 and 15×15,
respectively. The value for β was chosen to be 0.6 and value of α was 0.1. Fig.
4.6 shows the performance of the proposed scheme on a single image. It provides a
comparison of the scheme against human observers. The points marked by a dot on
the ﬁg. 4.6(d) show the precision and recall of each ground truth human segmentationCHAPTER 4. BOUNDARY DETECTION FROM NATURAL IMAGES 49
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Fig. 4.6: (a) Input image, (b) Ground truth image, (c) Boundary map obtained using
the proposed scheme, (d) PR curves for each human ground truth compared to other
humans. (e) PR curve for the proposed scheme. The curve is scored by its maximal
F-measure, the value and location of which are shown in the legend.
when compared to the other humans. The median F-measure for the human subjects
is 0.67. The maximum obtained F-measure value using proposed scheme is 0.73
indicated by a big dot in the PR curve (shown in ﬁg 4.6(e)) for the image. The
scheme was tested on 100 test images and the overall performance was computed
using a bench-marked algorithm [2] which gives a score based on the obtained results.
The obtained score is 0.59 (shown in table. 4.1). Some of obtained soft boundary
maps are shown in the ﬁg. 4.7.
Our scheme was also assessed against the classical boundary detection approaches
reported in [2]. Fig. 4.8 shows precision- recall based comparison of the presented
scheme with the classical boundary detection methods and table 4.1 shows the rel-CHAPTER 4. BOUNDARY DETECTION FROM NATURAL IMAGES 50
Fig. 4.7: Sample test images, their corresponding ground truth and obtained results
from the presented boundary detection scheme. First row shows the original images;
second row shows the corresponding ground truth images; third row shows obtained
soft boundary map. In the soft boundary map, intensity of the boundaries varies from
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Table 4.1: Performance of proposed scheme and reported by Martin et.al [2] based
on 100 testing images.
Method Performance
Brightness and texture gradient 0.63
Brightness gradient 0.60
Proposed scheme 0.59
Texture gradient 0.58
Multi scale gradient magnitude 0.58
Second moment matrix 0.57
Gradient magnitude 0.56
atives scores based on that. The top two methods diﬀer from the proposed scheme
in the types of texture and non-texture features used and in the complex manner
in which they are processed to compute boundary maps. In general, parameters are
tuned using training images to obtain the best boundary map in all the reported meth-
ods. In contrast, our scheme is simpler and the reported performance was achieved
without any training. The latter is an attractive feature. In short, the performance
of the proposed scheme is reasonably good.
4.5 Summary
In this chapter, we extract boundary information from natural images by using the
representations formed by the early stages of HVS. The grating cells are capable
of extracting boundary information which is deﬁned by two texture regions. Other
types of boundaries, such as luminance deﬁned, are extracted from the ganglion
cell representation. An intregation of representations extracted by various cells was
presented in the chapter which performed well on natural images. These results
demonstrate the richness of information available in the early stages of HVS. This
richness emerges from the capability of the HVS of extract global visual primitives
from local features with no top-down inﬂuence. In the next chapter, we examine the
role of complex cells in texture classiﬁcation.CHAPTER 4. BOUNDARY DETECTION FROM NATURAL IMAGES 52
(a) Brightness Gradient (b) Brightness and Texture Gradient
(c) Gradient Magnitude (d) Multi scale Gradient Magnitude
(e) Second Moment Matrix (f) Texture Gradient
Fig. 4.8: The performance of our boundary detection scheme compared to classical
boundary detection methods. Each detector is represented by its precision-recall curve,
which measures the trade oﬀ between accuracy and noise as the detector’s threshold
varies. Shown in the caption is each curve’s F-measure, valued from zero to one.Chapter 5
Script Identiﬁcation from
Document Image
In this chapter, we start with the representation formed by the complex cells and
develop a solution for texture classiﬁcation task. Speciﬁcely, we investigate the class
of textures formed by line patterns such as found in printed document images. The
task of identifying the class of script used for printed text from a given document
image is chosen and a new framework for script identiﬁcation is presented.
5.1 Background
The amount of multimedia data captured and stored is increasing rapidly with the
advances in computer technology. Such data include multi-lingual documents. For
example, museums store images of old fragile documents in typically large databases.
These documents have scientiﬁc or historical or artistic value and can be written in
diﬀerent scripts. Document analysis systems that help process these stored images
is of interest for both eﬃcient archival and to provide access to various researchers.
Script identiﬁcation is a key step that arises in document image analysis especially
when the environment is multi-script and multi-lingual. An automatic script identi-
ﬁcation scheme is useful to (i) sort document images, (ii) select appropriate script-
speciﬁc OCRs and (iii) search online archives of document images for those containing
a particular script.
Most of the existing literature on script identiﬁcation either focus on the devel-
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opment of new approaches or on the improvement of existing approaches which work
for some speciﬁc application or speciﬁc script classes. As a result, a generalised ap-
proach to the problem has not been considered which handles all ﬂavours of problem
under a common framework. We argue that there are some essential factors which
need to be considered before choosing or designing a script identiﬁcation scheme for
any multi-lingual application. These factors are: (a) complexity in pre-processing,
(b) complexity in feature extraction and classiﬁcation, (c) computational speed of
entire scheme, (d) sensitivity of the scheme to the variation in text in document (font
style, font size and document skew), (e) performance of the scheme, and (f) range of
applications in which the scheme could be used. Performance of the scheme includes
accuracy reported and selection of testing data. Currently, individual approaches are
designed such that they can eﬀectively deal with some of the factors listed above
(not all). None of them has showed their potential to become a generalised script
identiﬁcation scheme.
Existing script classiﬁcation approaches can be classiﬁed into two broad categories,
namely, local and global approaches. By local approach is meant an approach which
analyses a document image at the level of a list of connected components (like line,
word and character or LWC) and such components require segmentation of the image
as a preprocessing step. By global approach is meant an approach which employs
analysis of regions comprising at least two lines and do not require LWC type of ﬁne
segmentation.
In the category of local approaches, Spitz [76] proposed a method for discriminat-
ing Han (Asian) and Latin based (includes both European and non-European) scripts.
This method uses the vertical distribution of upward concavity in the characters of
both the scripts. Furthermore, this method uses the optical density distribution in a
character and the characteristic word’s shape for further discrimination among Han
and Latin scripts, respectively. Hochberg [77] proposed a script classiﬁcation scheme
which exploits frequently occurring character shapes (textual symbols) in each script.
All textual symbols are rescaled to a ﬁxed size (30×30) following which representative
templates for each script are created by clustering textual symbols from a training
data. Textual symbols from a new document are compared to the representative tem-
plates of all available scripts to ﬁnd the best matched script. In India, a multi-lingual
and multi-script country, languages have scripts of their own, though some scriptsCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 55
may be shared by two or more languages. Some classiﬁcation methods have been pro-
posed for Indian language scripts as well [78, 79]. These use Gabor energy features
extracted from connected components [78] or statistical and topological features [79].
In [78], a connected component is processed only if its height is greater than three-
fourth or less than the one-fourth of the average height of characters in document
image. The training data is formed by representing each connected component with
a feature vector (12 Gabor feature values) and a script label. This scheme has been
shown to classify 4 major Indian language scripts (Devanagari, Roman (English),
Telugu and Malayalam). A tree based classiﬁcation scheme for twelve Indian lan-
guage scripts in [79] uses horizontal proﬁles, statistical, topological and stroke based
features. These features are chosen at a non-terminal node to get an optimum tree
classiﬁer. These features, however, are very fragile in the presence of noise.
Global approaches, in contrast, are designed to identify the script by analysing
blocks of text extracted from the document image. Wood [80] proposes methods using
Hough transforms and analysis of density proﬁle resulting from projection along text
lines. However, it is not clear from the description, how the projection proﬁle is
being analysed to determine the script. A texture based classiﬁcation scheme in [81]
uses the rotationally invariant features from Gabor ﬁlter responses. Since the texture
images formed by diﬀerent scripts patterns are found to be inconsistent, the text
blocks are normalized to have equal height and width, with uniform spaces between
the lines and the words. As a result of these processing steps, the scheme is reasonably
expensive. Busch et al. [82] evaluated number of texture features including gray-level
co-occurrence matrix , Gabor ﬁlter bank energies, and a number of wavelet transform-
based features for script identiﬁcation. Chan et al. [83, 84] take a biologically inspired
approach to text script classiﬁcation and derive a set of descriptors from oriented local
energy and demonstrate their utility in script classiﬁcation. Testing on a standard
or large size data set however, has not been reported. Table. 5.1 summarises the
features of global and local approaches based on the factors discussed above.
In summary, when using a local approach for the script identiﬁcation, the success
of classiﬁcation is dependent on the eﬀectiveness of the pre-processing stage namely,
accurate LWC segmentation. This presents a paradox, as LWC segmentation is best
performed when the script class of the document, whose script is yet to be identiﬁed,
is known [81]. Even when the script classes are known from the training data, testingCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 56
Table 5.1: Table of comparison between local and global approaches for script iden-
tiﬁcation (SI)
Local approaches Global approaches
Pre-processing Complex and script Simple and script
dependant independent
Feature extraction process Complex and computationally Simple and
intensive less intensive
Speed of approaches Slow Fast
Sensitivity in used Very prone to document Less prone
features image noise
Robustness to font size, Moderate Moderate
type and skew in Document
Classiﬁcation accuracy Good Reasonably good
Scope of application Narrow Wide
Potential to become a Possibility is limited High potential
generalised approach for SI (due to the segmentation paradox )
requires performing LWC segmentation prior to script identiﬁcation and it is diﬃcult
to ﬁnd a common segmentation method that works well across all the script classes.
For example, if the target script classes are Roman, Devanagari and Chinese, the
LWC segmentation method required for Roman will not work well for Devanagari or
Chinese. Due to this limitation, local approaches can not qualify as a generalised
scheme. Whereas, global schemes show potential for a generalised approach to the
script identiﬁcation problem. In such schemes, it is not necessary to extract indi-
vidual script components, making them ideal for degraded and noisy documents or
situations. From the preceding discussion, we can infer that global approaches have
potential to address script identiﬁcation in more general way, as compared to lo-
cal approaches. However, all reported global approaches have failed to exploit it as a
generalised solution. In the next section, we reexamine the formulation of script iden-
tiﬁcation as texture classiﬁcation problem and identify some deterministic features
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5.2 A representation for the script texture
A remarkable feature of the human visual system (HVS) is the ability to discriminate
between unfamiliar scripts just based on a short visual inspection. This indicates
that the HVS employs a global rather than a local approach to the discrimination
task. Examination of the type of processing carried out at the pre-attentive (image
data driven processing) level of the HVS reveals the presence of cells which extract
oriented line features. These cells have been shown to be modelled by Gabor functions
[42]. With this as a starting point, we consider script identiﬁcation as a process
of texture analysis and classiﬁcation similar to [81]. Previous work on the texture
based approaches pass images though ﬁlters which are designed at various scale and
orientation and use their responses to train a single classiﬁer. These methods assume
that the important features are implicitly encoded in the ﬁlters’ responses. These
ﬁlter responses contain ambiguity in their information content which results in a
complex classiﬁer and a large number of training data to attain good performance.
No study has been carried out to understand the basic properties and nature of the
captured features.
Fig. 5.1: Sample natural and synthetic textures
In general, a texture is a complex visual pattern composed of sub patterns or
Textons. The subpatterns give rise to the perceived lightness, uniformity, density,
roughness, regularity, linearity, frequency, phase, directionality, coarseness, random-CHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 58
Fig. 5.2: A schematic overview of the framework development.
ness, ﬁneness, smoothness, granulation etc; as the texture as a whole. Although
subpatterns can lack a good mathematical model, it is well established that a tex-
ture can be analysed completely if and only if its subpatterns are well deﬁned. For
example, consider the images in the ﬁrst row of Fig.5.1 showing the cross section of a
basket, a pile of seeds and a synthetic image. Each of these texture images has its own
subpattern such as diﬀerent size rectangles in the basket texture, diﬀerent size ovals
in the seed texture and ’T’ shape patterns in the synthetic texture. In addition to the
nature of the subpatterns, the manner in which they are organised can also aﬀect the
look of the textures. This is seen from the images in the second row of Fig.5.1. All
the synthetic images in this row have the same subpattern. However, from a quick
glance, it is seen that the one in the middle looks diﬀerent from the other two, due
to the compactness in the placing of subpatterns. But a more careful look reveals
that the ﬁrst and third image are actually diﬀerent. Despite the two images having
the same compactness, their perceptions are diﬀerent due to a rearrangement in the
subpatterns. The perception after a quick glance is the result of a coarse analysis of
the three images while the perception resulting from a careful examination is a result
of a ﬁner analysis of the images.
Based on the above observation, we assert that a general approach to script clas-
siﬁcation (identiﬁcation) can be developed based on global features (pre-attentive)
and do so by noting the following. Script patterns are textures formed by orientedCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 59
linear/curvilinear subpatterns. Later, we will use these oriented line subpatterns as
important features for script classiﬁcation. Furthermore, any script (not a language)
can be characterised by the distribution of linear subpatterns across diﬀerent orien-
tations. For example, Chinese scripts are very compact and contain predominantly
linear features. In contrast, many Indian scripts are composed of mostly curved fea-
tures while Roman (English) scripts contain a good mixture of linear and curved
features. The schematic development of the proposed approach is summarised in the
Fig. 5.2. Global features are extracted from the input images to broadly classify
textures into three groups. One group consists of Image-2 and Image-3 due to their
similar perception. For further reﬁnement in classiﬁcation, local features are derived
from global features in the next stage to help form single member (texture) classes.
Here, global features are used for coarse classiﬁcation whereas local features are used
for ﬁner classiﬁcation. In the next section, we present a framework to address the
script identiﬁcation problem based on the above discussion.
5.3 A Generalised Framework to Script Identiﬁca-
tion
Fig. 5.3: A generalised framework for script identiﬁcation
We propose a general framework to address the problem of script identiﬁcation.
The key features of this framework are: (i) a hierarchical strategy to help group
given scripts into homogeneous script classes before attempting to classify them into
single-script classes and (ii) the use of global analysis throughout. In the ﬁrst step,CHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 60
the document image is processed to make it suitable for analysis. Next, in the feature
extraction stage the document is sub-divided to ﬁxed-size text blocks. All requisite
features are then extracted from the text blocks. Since the features are extracted
from a text block without any segmentation, they are global features. The features
that are to be extracted are chosen to represent coarse to ﬁne level of information
about the text block. The coarse level features are passed to a base classiﬁer which
assigns the given script image to one of the broad classes. Each broad class has its
own classiﬁer having diﬀerent input features. All these input features contain ﬁner
discriminating details of the scripts. They can help reﬁne the classiﬁcation of the
given scripts and achieve a single script class. In this framework, ﬁner features are
to be derived based on prior knowledge (derivable from the training data set) of the
target script classes, using global analysis. Fig. 5.3 shows a two-level hierarchical
classiﬁcation. This level can be further subdivided based on the problem at hand.
In general, the number of levels is proportional to the number of homogeneous script
classes present. In successive levels, a script class is separated from homogeneous
classes by exploiting its unique ﬁne(r) features.
5.4 Feature Extraction
5.4.1 Log-Gabor ﬁltering
A traditional choice for texture analysis is to use Gabor ﬁlters at multiple scales.
According to the formulation in Section 5.2, script patterns are textures formed by
oriented linear/curvilinear subpatterns. Therefore, any script class can be charac-
terised using linear/curvilinear subpatterns. We have selected oriented local energy
features to capture these subpatterns, with the local energy deﬁned to be the sum
of the squared responses of a pair of conjugate symmetric ﬁlters. Local energy was
proposed as a generalised feature detector capable of capturing edge and line infor-
mation using a ﬁlter bank (multiple orientations and scales) [42]. However, given
that the texture of interest in our case is made of only linear subpatterns, it suﬃces
to carry out the local energy computation at a single scale with a suﬃciently wide
bandpass ﬁlter, thus reducing the computational cost of the scheme. Hence, features
can be obtained from the image by using a single, empirically determined optimalCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 61
scale. The optimal scale is one in which ﬁlters respond maximally to the given input.
This response can be further enhanced by increasing ﬁlter bandwidth at the same
optimal scale. The maximum bandwidth obtainable from a Gabor ﬁlter is only about
1 octave which is a disadvantage as it limits the feature size that can be captured.
A log-Gabor ﬁlter on the other hand, allows larger bandwidths from 1 to 3 octaves
which makes the features more eﬀective, reliable and informative [85]. In our scheme,
features are extracted using a log-Gabor ﬁlter bank designed at a single optimal scale
but at diﬀerent orientations.
Due to the singularity in the log-Gabor function at the origin, one cannot construct
an analytic expression for the shape of log-Gabor function in the spatial domain.
Hence, one has to design the ﬁlter in the frequency domain. On a linear scale, the
transfer function (polar function) of a log-Gabor ﬁlter is expressed as
Φ(ro,θo) = exp
(
−
(log( r
ro))2
2(log(σr
ro))2
)
exp
￿
−
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2σ2
θ
￿
(5.1)
where ro is the central radial frequency, θo is the orientation of the ﬁlter, σθ and σr
represent the angular and radial bandwidths, respectively.
The oriented local energy E
ro
θo(x,y) at every point in the image deﬁnes an energy
map. This is obtained as:
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θo(x,y) =
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θo (x,y))2 (5.2)
where O
ro,even
θo (x,y), O
ro,odd
θo (x,y) are the responses of the even and odd symmetric
log-Gabor ﬁlters, respectively. The real-valued function given in (5.1) can be multi-
plied by the frequency representation of the image and the result transformed back
to the spatial domain. The responses of the oriented energy ﬁlter pair are extracted
as simply the real component for the even-symmetric ﬁlter and the imaginary com-
ponent for the odd-symmetric ﬁlter. Let Z(ro,θo) be the transformed ﬁltered output.
The responses of the even and odd symmetric log-Gabor ﬁlters are expressed as:
O
ro,even
θo = Re(Z(ro,θo)); O
ro,odd
θo = Im(Z(ro,θo)) (5.3)
The total energy over the entire image is computed as follows:
e E(θo) =
m X
x=1
n X
y=1
(E
ro
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where m × n pixels is the size of the text block. This is nothing but the orientation
histogram function for the energy map. This energy histogram is a global feature
which expresses the oriented energy distribution in a given text block. We will use it
to classify the underlying script in the text block.
5.4.2 Features used for classiﬁcation
The oriented energy distribution characterises a script texture as it indicates the
dominance of individual subpatterns (lines of diﬀerent orientation). For instance, the
Hindi script is characterised by the dominance of horizontal lines, whereas this is not
true for Malayalam (see Fig. 5.5). Hence, we extract such features that are relevant
to the problem in hand.
The oriented local energy is computed as given in Equation 5.4. A dominance of
lines at a speciﬁc orientation θ is signalled by a peak in e E(θ). This is computed for
text blocks (extracted as discussed in Section 5.5.3) using log-Gabor ﬁlters designed at
eight equi-spaced orientations (0 ◦, 22.5 ◦, 45 ◦, 67.5 ◦, 90 ◦,112.5 ◦, 135 ◦ and 157.5 ◦).
The energy values are normalised to make them invariant to font size. It can be
derived as
E(θi) =



e E(θi)
max
n
e E(θj)|j = 1,··· ,8
o; i = 1,··· ,8



(5.5)
Here, index i denotes the corresponding orientation. We have dropped ro for con-
venience, as we computed energy at only one scale. Several features are extracted
from this normalised energy. We describe these features and their method of com-
putation next. The features are presented in the order of their saliency in the ﬁnal
classiﬁcation.
i. First level features (Coarse features): The energy proﬁle, E(θ), for all the
ten Indian scripts can be seen in Fig. 5.6. The shape of energy proﬁles diﬀer
from each other based on the underlying script. The energy in some scripts,
like Devanagari which contain more linear patterns, is concentrated in fewer
channels with less spread into the neighbouring channels. On the other hand,
energy is distributed more or less evenly amongst neighbouring channels for
scripts which have curved shape, like Oriya and Armenian. To capture suchCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 63
variation in the energy proﬁle, we can use the relative strength in adjacent
orientation channels. This is derived by ﬁnding the ﬁrst diﬀerence in E(θ) as
follows
∆Ei =



E(θi) − E(θi+1) ; i = 1,··· ,7
E(θ8) − E(θ1) ; i = 8
(5.6)
These eight feature values provide enough discriminant information to perform
a ﬁrst level broad classiﬁcation of scripts. Furthermore, the choice of features
also makes our scheme invariant to font size across text blocks, since the energy
will proportionally change in each orientation with the change in the font size
while the diﬀerence in energy is less susceptible to change. In order to make
the classiﬁcation robust to skew, it can be observed that skew in the script
image results in a shift in the values of ∆E to their neighbouring orientations
according to the skew angle but it would not aﬀect the average values. Hence,
we extract two more features as follows:
∆E =
1
8
8 X
i=1
∆Ei; E =
1
8
8 X
i=1
E(θi) (5.7)
ii. Second level features (Finer features):
Ratios of normalised energies: The above features capture global dif-
ferences among scripts. In order to capture the ﬁne discrimination information
between scripts, a set of ﬁne features are needed. For instance, Devanagari,
Bangla, Tamil and Gurumukhi have similar scripts. A ﬁne analysis is required
for their further classiﬁcation. It is observed that the almost similar scripts
also have similar energy proﬁles (shape) which is captured in ∆E. However,
these energy values actually diﬀer drastically in diﬀerent orientation channels.
This can be a useful information and hence is captured by the ratio of energies
R(i,j) which is deﬁned as:
R(i,j) =
E(θi)
E(θj)
; i,j = 1,··· ,8andi 6= j (5.8)
The orientation pairs (i,j) are empirically determined in order to maximise the
value of R and provide maximum discrimination among the script classes.
Horizontal proﬁle: All the features that were presented above are ex-
tracted from the energy proﬁle of a given text block. The proposed frameworkCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 64
Fig. 5.4: (a) Devanagari and (b) Gurumukhi scripts with their corresponding hori-
zontal proﬁles
permits the usage of global features from the intensity proﬁle of the text block
as well. The latter type of features are particularly useful to exploit the unique
spatial arrangement of scripts, Examples are umlauts, matras, accents etc.,
that appear above or below the base lines. In Indian scripts, some scripts are
distinguishable by strokes used in the upper part of the words. For instance,
Devanagari and Gurumukhi scripts both use a headline but diﬀer in the strokes
above the headline. This information is available in the intensity proﬁle of the
text block. They can be extracted using horizontal projection of the entire text
block. These proﬁles are shown in Fig. 5.4. From this ﬁgure, it can be seen
that region above the headline (signalled by three high peak in each proﬁle)
diﬀer in both scripts. The average value in that region is higher for Gurumukhi
than the Devanagari script. These regions can be extracted using peak points
and their next corresponding local minima points in the proﬁle.
5.5 Experimental Results on Testbed Dataset
5.5.1 Indian language scripts
India has 18 oﬃcial languages which includes Assamese, Bangla, English, Gujarati,
Hindi, Konkanai, Kannada, Kashmiri, Malayalam, Marathi, Nepali, Oriya, Punjabi,
Rajasthani, Sanakrit, Tamil, Telugu and Urdu. All the Indian languages do not have
unique scripts. Some of them use the same script. For example, languages such as
Hindi, Marathi, Rajasthani, Sanskrit and Nepali are written using the Devanagari
script; Assamese and Bangla languages are written using the Bangla script; UrduCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 65
and Kashmiri are written using the same script and Telugu and Kannada use the
same script. In all, ten diﬀerent scripts are used to write these 18 languages. These
scripts are named as Bangla, Devanagari, Roman(English), Gurumukhi, Gujarati,
Malayalam, Oriya, Tamil, Kannada and Urdu. The text blocks of these images are
shown in Fig. 5.5.
Fig. 5.5: Sample text blocks of Indian language scripts
Some Indian scripts, like Devanagari, Bangla, Gurumukhi and Assamese have
some common properties. Most of the characters have a horizontal lines at the up-
per part called headlines and the characters of words in these scripts are generally
connected by these headlines (two of them are shown in Fig. 5.4). Due to these prop-
erties, they can be diﬀerentiated from the Roman (English), Telegu, Oriya, Urdu and
other scripts. Furthermore, some characters have a part extended above the head-
line in these scripts. Presence of this portion is also useful for script classiﬁcation.
It would be advantageous to capture these distinguishing features using global level
processing if possible, as they can be used in script classiﬁcation. We next present a
method to extract features through a global analysis of a given text document image
and use them to classify the underlying script.CHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 66
5.5.2 Data collection
At present, in India, standard databases of Indian scripts are unavailable. Hence,
data for training and testing the classiﬁcation scheme was collected from diﬀerent
sources. These sources include the regional newspapers available online [86] (using
screen capture) and scanned document images (at 600 dpi) from a digital library [87].
5.5.3 Preprocessing
Our scheme ﬁrst segments the text area from the document image by removing the up-
per, lower, left and right blank regions. After this stage, we have an image which has
textual and non-textual regions. This is then binarised after removing the graphics
and pictures (at present the removal of non-textual information is performed manu-
ally, though page segmentation algorithms such as [88] could be readily employed to
perform this automatically). Text blocks of predeﬁned size (100×200 pixels) are next
extracted. It should be noted that the text block may contain lines with diﬀerent font
sizes and variable spaces between lines, words and characters. We do not attempt to
homogenise these parameters.
Fig. 5.6: Energy plots for each Indian language scriptCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 67
Fig. 5.7: Classiﬁcation scheme for Indian language scripts
5.5.4 Script classiﬁcation scheme: Classiﬁer-T
We now present a hierarchical classiﬁer for the Indian scripts using the globally ex-
tracted features listed in the previous section. These features capture coarse dis-
criminating information among the scripts at the ﬁrst level. In successive levels,
they capture more script speciﬁc information. In the highest level, gross informa-
tion is used for a broad categorisation, whereas in the lower levels, categorisation is
performed using ﬁner analysis of the underlying script.
The proposed hierarchical classiﬁer uses a two-level, tree based scheme (shown
in Fig. 5.7) in which diﬀerent sets of principle features are used at the non-leaf
nodes. The root node classiﬁes the scripts into ﬁve major classes using feature set-
1. In the second level of the scheme, there are ﬁve major classes, in which three
are single member classes. Rest of the two classes have four and three members,
respectively. On the respective non-leaf nodes, diﬀerent feature sets are used, based
on their eﬀectiveness in discriminating between members of that sub-class. In the
third level, all the leaf nodes belong to a single member class. Table. 5.2 gives a
complete list of feature sets used by each classiﬁer.
5.5.5 Selection for the best classiﬁer
In order to identify the most appropriate classiﬁer for the problem at hand, we exper-
imented with diﬀerent classiﬁers. Matlab pattern recognition toolbox [89] was used
to conduct these experiments. Well known classiﬁers based on diﬀerent approaches
were chosen for the experiments [90]. These were: k-nearest neighbor, Parzen density,
quadratic Bayes, feed-forward neural net and support vector machine based classiﬁers.CHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 68
Table 5.2: Features used by classiﬁers at diﬀerent levels
Feature set Features used Classiﬁer
Eight ∆Eθi values,
1 ∆E, E C1
R(5,1); R(8,1)
2 Horizontal proﬁle C2
3 R(3,7); R(3,1); R(7,1) C3
Table 5.3: Error rate for diﬀerent candidate classiﬁers
Classiﬁer Remarks Error rate
Quadratic Bayes normal classiﬁer Gaussian with full variance 37.34%
Neural network based classiﬁer Three hidden layers 4.84%
K-Nearest Neighbor Classiﬁer k is optimized using 2.89%
leave-one-out error estimation
Polynomial kernel 5.43%
Support vector classiﬁer Redial basis kernel 6.74%
Exponential kernel 4.02%
Kernel width is optimized
Parzen density based classiﬁer using leave-one-out error 3.16 %
estimation
Table.5.3 compares the performance of the classiﬁcation scheme when diﬀerent
classiﬁers are used at every node of the proposed classiﬁer. It can be seen that the
nonparametric classiﬁers (K-NN and Parzen window) perform the best among all
classiﬁers. The best classiﬁcation rate obtained is 97.11% with 10 diﬀerent Indian
scripts after testing on a large script test data set (2978 text blocks). The root
classiﬁer C1 contributes an error of 0.8% in the overall error (2.88%). This indicates
the eﬀectiveness of the proposed features. Since all these features were globally
extracted, the good performance demonstrates the strength and eﬀectiveness of global
analysis based classiﬁcation which is also computationally eﬃcient. The eﬀect of skew
was also studied. The error rates obtained for a skew of 4, 5 and 6 degrees were -
2.88, -4.8 and -6.9, % respectively. Thus, a skew of up to -4 degrees is tolerated.
Due to the lack of availability of standard Indian scripts data, it is not possible toCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 69
directly compare the performance of the proposed scheme with previously reported
script classiﬁcation schemes.
5.5.6 Optimal size of training data set and feature set
In order to determine the optimal size of the training data set required for the best
performance of the classiﬁer, we varied the size of the training data set (see Fig.
5.8). We found that with the size of 264 data set block, our classiﬁer attains best
performance with a classiﬁcation error of 2.89%. This size of data set can easily be
collected. This attests to the discrimination power of the extracted features.
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Fig. 5.8: Dependency of classiﬁcation error on the training data set size (Indian
scripts)
Ten features are used at the root node of the classiﬁer (as explained in Section
(5.4.2)). These features are based on the local energy computed at the output of 8
oriented ﬁlters with an orientation resolution of 22.5 ◦. We examined the inﬂuence of
the resolution on the classiﬁer performance and found that with a resolution reduction
of 50% (four orientations, results 6 features) the performance degrades to only 95%
(from 97% with 8 oriented ﬁlters). This means that by reducing the ﬁlter bank size
from 8 × 2 to 4 × 2 the loss in accuracy is only 2%.
Furthermore, we have tested root node classiﬁer C1 to classify 10 Indian script
classes using feature set-1 (given in Table 5.2). The root classiﬁer having 10 tar-
get script classes was trained using these features. It was found that it achieves
an accuracy of 91% which is less than the actual accuracy reported by hierarchicalCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 70
Table 5.4: Confusion Matrix of the classiﬁer-T. (Here De=Devanagari, Ba=Bangla,
Ta= Tamil, Gu= Gurumukhi, Ka= Kannada, Ma=Malayalam, Ro= Roman (Eng-
lish), Or= Oriya, Guj= Gujarati, Ur= Urdu.)
Classiﬁed
Actual De Ba Ta Gur Ka Ma Ro Or Guj Ur
De 203 1
Ba 282 3
Ta 1 283 23 3
Gur 1 9 248
Ka 596 3 3
Ma 279 9
Ro 7 6 264 2
Or 1 5 8 231 1
Guj 263
Ur 243
(a) (b) (c)
Fig. 5.9: Sample text blocks which are misclassiﬁed by the classiﬁer-T
classifer. This demonstrates the advantage of employing a hierarchical strategy for
classiﬁcation.
5.5.7 Performance analysis
As mentioned earlier, based on testing the proposed scheme on 2978 individual text
blocks, the classiﬁcation accuracy obtained is 97.11%. It was found that a skew of up
to −4 degrees has no eﬀect on the classiﬁer performance. To improve this robustness
further, more rotationally invariant features derived from the oriented energy reponses
can be added [81]. A confusion matrix for the proposed classiﬁcation scheme is givenCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 71
Arabic Armenian Burmese Chinese Cyrillic
Devanagari Ethiopic Greek Hebrew Japanese
Korean Latin (Roman) Thai
Fig. 5.10: Sample text blocks of world scripts from benchmark dataset
in Table. 5.4. The major diagonal term indicates the number of correctly classiﬁed
testing samples while the oﬀ-diagonal term indicates the number of misclassiﬁed
samples. From the matrix, it can be observed that the worst performance is only
in the case of Tamil and Gurumukhi. It is interesting to see that both the scripts
have similar energy proﬁle (given in Fig. 5.6) even though they are perceptually
diﬀerent(as seen from Fig. 5.5). Thus it appears that the extracted global features are
insuﬃcient to discriminate such cases at present. Some mis-classiﬁcation occur due
to the complexity present in the extracted text blocks. This complexity are namely,
insuﬃcient textual content (blank text blocks), the presence of horizontal/vertical
lines and numerals in the extracted text blocks. Some sample mis-classiﬁed text
blocks are shown in Fig. 5.9.CHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 72
5.6 Experimental Results on Benchmark Dataset
Next, we applied the proposed framework on the dataset used by Hochberg et al.
[77] to test the generality of the proposed framework. According to [77] the scripts
used in the dataset were chosen for their wide coverage of the world’s languages and
their ready availability. We have tested our proposed framework on this benchmark
dataset using the same set of global features (expect horizontal proﬁle) without re-
tuning the ﬁlter parameters. The same set of ﬁrst level (coarse) features were used
for the classiﬁer at the root node. At the second level, the optimal set of orientation
channels (for ﬁnding the ratios of energy), were once again found as per the guidelines
provided in Section 5.4.2. The following subsections present experimental details and
results on benchmark dataset.
5.6.1 Description of benchmark dataset
The dataset consists of 195 document images of thirteen (13) scripts which repre-
sent world’s languages: Arabic, Armenian, Burmese, Chinese, Cyrillic, Devanagari,
Ethiopic, Greek, Hebrew, Japanese, Korean, Latin (Roman) and Thai. Sample text
blocks of these languages are shown in Fig. 5.10. The scanned images were acquired
from diﬀerent sources namely, books, newspapers, magazines, and computer print-
outs. The images and a summary table are made available by the authors at [91].
These images include a range of font types, styles for each script, such as serif and
sans-serif Roman. Following the method in [77] we have divided images into two dif-
ferent sets: 1) Training/test images consisting of 7 of available 15 images from each
script class, and 2) Diﬃcult images, based on the guideline given in the [77]. The
diﬃcult images have fonts not present in the training and test set and some contain
multi-lingual text. They are used to assess the robustness of the script identiﬁcation
method.
All document images in the dataset are typeset (not handwritten) and have black-
on-white letters, except few diﬃcult images which contain white-on-black text. The
images were scanned at 400 dpi. Training and test image set contain only text in
single script. In contrast, diﬃcult images may include isolated foreign characters or
words and illustrations. Some Japanese and Chinese images include horizontal or
vertical lines in the text. The entire dataset includes images with overall rotation upCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 73
Table 5.5: Features used for classiﬁer-B at various levels
Feature set Features used Classiﬁer
Eight ∆Eθi values
1 ∆E, E C1
2 R(1,5); R(8,3); R(5,8) C2
3 R(5,1); R(5,8); R(2,7) C3
R(2,6); R(5,7); R(8,6)
4 R(3,7); R(3,1) C4
to approximately 10 degree due to scanning process of the images. Particularly, in the
diﬃcult set, some images contain fragmented or conjoined characters, or extraneous
material such as creases and stray lines. Fig. 5.13 shows a sample diﬃcult image with
lower/uppercase Greek letters of diﬀerent size, numerals, blank regions and vertical
lines.
5.6.2 Feature set
The images in the test (Indian scripts) and benchmark (world scripts) datasets are
diﬀerent, particularly in terms of font size. As a result, using the same size of text
blocks for both datasets is unwise since it will result in capturing insuﬃcient amount
of text in a block. Hence, a text block size of 400×400 was used for feature extraction
for the benchmark dataset. As mentioned earlier, the same set of global features were
used for both datasets. The number of levels in the hierarchical solution to obtain 13
single script-class solution depends on the choice of the ﬁner level features, which are
to be determined based on the prior knowledge of the scripts (from training dataset).
We had identiﬁed ratios of energy (R(i,j)) and horizontal proﬁles of text blocks as
useful features at the ﬁner level. The training set was used to determine the requisite
pairs of orientations for the R(i,j) feature set that lead to single script-classes. The
horizontal proﬁles of the benchmark dataset did not contain any useful information
and hence was not used. A complete set of the features that were used are shown in
the Table 5.5. In summary, the script identiﬁcation task on the benchmark dataset
required a total of 4 classiﬁers in two levels as shown in Fig. 5.12.CHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 74
Arabic Armenian Burmese Chinese Cyrillic
Devanagari Ethiopic Greek Hebrew Japanese
Korean Latin (Roman) Thai
Fig. 5.11: Energy proﬁles of individual scripts from the benchmark dataset
Fig. 5.12: Classiﬁer-B for the benchmark datasetCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 75
Fig. 5.13: Sample document image from the diﬃcult image set
(a) (b) (c)
(d) (e) (f)
Fig. 5.14: Some misclassiﬁed samples. Misclassiﬁcation is due to insuﬃcient textual
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5.6.3 Performance analysis on benchmark dataset
We have used k-nn classiﬁer at the individual nodes of the classiﬁcation scheme
because of its superior performance on the test dataset (Indian script). A total of
355 text blocks (of size 400 × 400), selected at random from 7 images/script class,
were used to train the four classiﬁers. Speciﬁcally, the root node classiﬁer was trained
with 355 text blocks, whereas, the classiﬁers at the second level were trained with
a smaller subset(C2 : 50 ,C3 : 110, and C4 : 139). Testing on a total of 3791 text
blocks of same size as for the training set, we obtained an accuracy of 91.6%.
It was found that most of the misclassiﬁed text blocks contained at best 5% text.
Samples of mis-classiﬁed text blocks are shown in the Fig. 5.14. The paucity of
textual content results in insuﬃcient information in the energy proﬁle. In the case of
Indian scripts, there are very few such cases because blank regions along the borders
of the image are manually removed. In contrast, the benchmark dataset images not
only contain blank regions in the border but also in between text regions.
To address the above problem, we experimented with using a selection criterion
for the blocks before inclusion in the training/testing data. A simple criterion, based
on the density of the black pixels (black on white) in a given text block was used.
Thus, if Nw and Nb are the number of white and black pixels in the block, respectively,
the requirement is: Nb/(Nw + Nb) > 0.05. This factor is empirically chosen based
on the obtained mis-classiﬁed blocks. On imposing this selection, the accuracy of
identiﬁcation increased to 94.6%. The root classiﬁer C1 contributes an error of 2.8%
in the overall error (5.4%). A confusion matrix for the proposed classiﬁcation scheme
is given in Table. 5.6. The diagonal term indicates the number of correctly classiﬁed
testing samples while the oﬀ-diagonal term indicates the number of misclassiﬁed
samples. From the matrix, it can be observed that the worst performance is only in the
case of Burmese/Japanese and Korean/Chinese. The reason for this is not apparent
from either the text block or their energy proﬁles and needs further investigation.
After eliminating blocks containing insuﬃcient text, mis-classiﬁcations were analysed
again. Samples of such text blocks are shown in the Fig. 5.15. It was observed that
error is mainly due to the presence of horizontal/vertical lines, extraneous characters
such as numerals, tilde, etc., all of which distort the energy proﬁle, a key feature for
C1. The last two images in the second row indicate that mixed fonts pose a challengeCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 77
Table 5.6: Confusion Matrix for classiﬁer-B. (Here, Eth=Ethiopic, Ara=Arabic,
Cyr= Cyrillic, Kor= Korean, Chi= Chinese, Heb=Hebrew, Dev= Devanagari, Jap=
Japanese, Arm= Armenian, Tha= Thai, Lat=Latin, Gre= Greek, Bur= Burmese.)
Classiﬁed
Actual Eth Ara Cyr Kor Chi Heb Dev Jap Arm Tha Lat Gre Bur
Eth 131 1
Ara 95 2 1 2
Cyr 13 325 2
Kor 2 259 15 1 1 2 1 1
Chi 2 9 433 2 1 1 1
Heb 4 5 3 213 4 1
Dev 162
Jap 3 7 7 204 1
Arm 277
Tha 4 342 3
Lat 1 5 1 12 334 1
Gre 1 5 1 3 6 252
Bur 15 1 108
for script identiﬁcation.
The performance reported so far is only for text blocks. However, this can be
extended to identify a script class from the given document as follows: a divide a
given document image into a number of text blocks and assign each block to one script
class using the proposed scheme; decide the ﬁnal script class for the document image
based on the majority script class assigned to the blocks. The eﬀect of mis-classiﬁed
blocks, due to blank regions in between the textual region and other illustrations,
on the assignment of a script class for the entire document is thus reduced. Hence,
reliable script identiﬁcation of complex document images is also possible. We have
tested this method on both the diﬃcult and test image sets provided in the benchmark
dataset. Of the 73 images in the former, 7 were misclassiﬁed. The images present
in the diﬃcult set were not part of the training set. A sample from the diﬃcult
image set can be seen in Fig. 5.13. The sources of errors were probably due to someCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 78
(a) (b) (c)
(d) (e) (f)
Fig. 5.15: Samples of misclassiﬁcation after eliminating non-textual blocks.
text blocks, which were automatically extracted, containing mixed font sizes and the
vertical lines. In general, diﬃcult images are the representative set of images which
pose a challenge to any script classiﬁcation scheme. Of the 195 test document images,
13 were misclassiﬁed resulting in an accuracy of 93.3%. The above results have been
obtained by using 355 textblocks for training. Since the benchmark data set consists
of images from multiple sources, we repeated the test after increasing the training set
size to 605 textblocks covering multiple sources. As a result, the accuracy increased
to 98.5% on test images. This illustrates the importance of selecting the right size of
training dataset in classiﬁcation.
It is diﬃcult to compare the performance of our scheme with the performance
reported in [77] since the available information on which images were used for the
training versus the test sets, is insuﬃcient. Furthermore, the reported template-based
approach uses a screening process to pre-select the test data set using the reliability
of match between an extracted symbol from a test image and the set of templates.
This can potentially bias the results.
5.7 Discussion
Based on our observation of the human ability to classify unfamiliar scripts, we have
presented a new representation for the script images in terms of line textures andCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 79
have proposed a generalised framework for script identiﬁcation. The approach helps
address the basic problem of feature selection eﬀectively with the use of global analysis
and hierarchical classiﬁcation. The use of global features, such as energy features,
help broadly classify the scripts into homogeneous script classes. This can be further
reﬁned in successive levels using script-speciﬁc information. In general, selecting
appropriate features for a large set of script classes is much more diﬃcult than for a
small set. The proposed approach aids in selecting features for small sets of script
classes and hence is attractive.
The proposed framework has the capability to address factors involved in script
identiﬁcation such as feature selection, performance, scope for various applications
etc. Some global features have been identiﬁed with discrimination capability across
a large class of scripts and hence, are useful for script identiﬁcation. Solutions for
hierarchical classiﬁcation of two diﬀerent datasets (testbed and benchmark) were also
presented. The testbed consisted of all Indian scripts whereas, the benchmark dataset
contains representative scripts of Asia and Europe. The benchmark dataset is the only
available multi-script dataset to our knowledge, and was chosen for its wide coverage
of world (all continents) scripts. There were some notable diﬀerences between the
two datasets: the world script dataset contained text oriented both horizontally and
vertically (Japanese and Korean) unlike the Indian script dataset and the font size
varied within a document image. Despite these diﬀerences, the obtained performance
on the two datasets was good and comparable.
In real-life scenario, document images can be sourced in a variety of ways, each
of which introduces some challenges to script identiﬁcation. Some of these are image
quality, skew, font variation, illustration etc. A common solution to handle these
diﬃculties is via pre-processing. In our framework, pre-processing can be used to
suppress illustrations and lines prior to feature extraction. For instance, texture based
segmentation methods such as [88] can be readily employed to perform automatic
removal of illustrations. The horizontal or vertical lines, such as shown in Figures
5.14 (e) and 5.15 (b), can be eliminated from a text block by locating a peak point
in the horizontal or vertical proﬁles. A skew correction method such as [92] can be
used to correct the document images. The robustness of the framework to document
script variations like font size and type depends on the extracted features. The global
features that we have identiﬁed, namely, normalised energy are generally invariant toCHAPTER 5. SCRIPT IDENTIFICATION FROM DOCUMENT IMAGE 80
font size variations across text blocks (but not within) and to document noise. Font
style variations like thickness due to bold font can be handled by applying a thinning
operation before extracting features.
The given framework, based on a global approach, has scope for a wide range
of applications such as selection of appropriate OCR module, archival and image
retrieval systems. It does not require a common LWC segmentation method which
works across large script classes; this is particularly useful in situations where a large
number of multilingual document images have to be processed. Our experiments
demonstrate that global approaches can handle the problem of script identiﬁcation
in an eﬀective manner.
5.8 Summary
In this chapter, texture classiﬁcation was investigated wherein texture of interest
is the class of textures formed by line patterns such as found in machine printed
document images. A complex cell model was used to extract features (oriented lines)
for classiﬁcation. It was shown that a global approach to script identiﬁcation can
emerge from the derived representation from the complex cells of the area V1. The
richness in the representation makes classiﬁcation task simple and eﬀective. Thus,
the early stage representations in the HVS can play an important role in texture
analysis.Chapter 6
Conclusions and Scope for Further
Work
The visual perception of textures has been an area of interest in a wide variety of
disciplines from art to computer science. The ﬁeld of computer vision, perception and
graphics have each made signiﬁcant contributions to our understanding of texture
perception and representation, even though in quite diﬀerent ways.
A majority of studies concerned with the psychophysics of human texture percep-
tion make use of random-dot textures, making pixel-level texture analysis a relevant
tool. Though useful as a model world for examining texture processing strategies,
it must be acknowledge that random textures are hardly representative of the set of
natural images we encounter in everyday experience. Indeed, these textures violate
key facts regarding the structure of natural images that have been well known for
some time, speciﬁcally the redundancy of natural images. Human observers have
implicit knowledge of this redundancy, suggesting that it may be better to study
natural images that match statistical properties of the real world.
A useful body of work to consider as a means of resolving this diﬃculty is the
growing number of algorithms proposed in the computer vision literature for texture
analysis and synthesis. For instance, in texture synthesis, all algorithms share a goal
of using small samples of some original texture as a starting point for the reconstruc-
tion of arbitrarily large amount of same texture. The end result should ideally be
indistinguishable from the true texture, although no algorithm can truly remove all
artifacts of the synthesis process. Rather than random-dot textures, these algorithms
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are most often applied to natural textures and have been very successful at creating
convincing images for graphics applications. We have taken a similar perspective to
examine the texture processing by human visual system.
In this thesis, diﬀerent representations formed by the early stages of HVS and
visual computations carried out by them to handle various texture patterns have
been investigated. Such information is needed to identify the mechanisms that can
be used in texture analysis tasks. Functional models for two types of cells, namely the
bar and grating cells, which have been identiﬁed in literature to play an important
role in texture processing, have been developed. The model for the bar cell is based
on the notion of surround inhibition and excitation. Whereas, the model for the
grating cell is based on the fact that a grating cell receives direct inputs from the
M-type ganglion cells.
In order to demonstrate how the representation derived by these cells can be
used in texture analysis, we have chosen two important problems: texture based
segmentation and classiﬁcation. In segmentation, we have presented a new scheme
to detect boundaries between diﬀerent texture regions. In classiﬁcation, the goal is
to label an unknown sample image using a set of known texture classes. The task of
identifying the script of printed text from a given document image was considered for
classiﬁcation purpose. It can be observed that script discrimination is a pre-attentive
task in humans. Accordingly, we proposed that script patterns in a document image
can be viewed as special type textures formed by oriented linear/curvilinear sub-
patterns. A new set of global features for script identiﬁcation task was derived and a
generalised framework for script identiﬁcation was proposed. The proposed schemes
for segmentation and classiﬁcation show a good performance on natural images. This
demonstrates that the representations formed in the early stages of HVS are eﬀective
to solve texture analysis tasks.
There remains a great deal of information that is still unknown about how V1
works and its role in visual system function [15]. Speciﬁcally, in the case of texture, a
few questions can be asked such as: In what form does V1 pass texture information
to the higher visual areas? What are the strategies employed by the higher visual
areas to handle texture information? Answers to these questions will provide insights
to many unsolved problems in computer vision. For example, texton is a primitive
for texture and modelling of the same is incomplete in computer vision. It is possibleCHAPTER 6. CONCLUSIONS AND SCOPE FOR FURTHER WORK 83
that representation formed by the cells present in the higher cortical areas can give
a new way to approach this problem and the representation identiﬁed in this thesis
can be driving the texton derivation.Bibliography
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