Let F& 4, $ and 8 denote the sets of all 2-connected graphs, minimally 2-connected graphs, critically 2-connected graphs, and critically and minimally 2-connected graphs, respectively. We introduce the concept of %,-reducible chains of a graph G in %,, i = 0, 1, 2, 3, and give the upper bound and the lower bound of a number of '??z-reducible chains of G which are both sharp. Furthermore, a construction method of 4 is obtained.
Definition 2.
A block in G is a maximal 2-connected subgraph of G. A block B of G is said to be extremal if B and G -B have exactly one common vertex.
Definition 3.
Let P be a path in G of length greater than or equal to 1. If both the degrees of the origin and terminus of P are not equal to 2 and the degree of any other vertex of P is equal to 2 in G, then P is said to be a maximal chain (note that if both the degrees of the origin and terminus of P are greater than 2, then P may also be called 'handle', as in topology).
Definition 4.
Let G E si;:, i = 0, 2, 3, and let P be a chain of G. If G -P E Si, we call P a si-reducible chain, otherwise a Y&irreducible chain. The number of q-reducible chains of G is denoted by p,(G).
Lemma 5. Let G E %&. Then:
(i) G E %, iff the length of any Y&reducible chain of G is greater than 1; (ii) if G E +& then th e 1 ength of any q-reducible chain of G is not equal to 2; (iii) G E q iff the length of any %&-reducible chain of G is greater than 2.
Proof. (i) and (ii) are straightforward, so we only prove (iii). By (i) and (ii), we only need to prove the sufficiency.
By Proof. We first prove that poz v(G) + 1. If v(G) = 2, the theorem is obviously true. Suppose it holds for 2 < v(G) < Y, we consider the case v(G) = Y. Let P be a chain of G with origin x and terminus y. Case 1: P is a Y&-reducible chain. Then G -P E Y&. By the induction hypothesis, we have that
Take a Y&-reducible chain P' of G -P with origin X' and terminus y'. If x and y are not internal vertices of P', then P' is a $&-reducible chain of G. If both x and y are internal vertices of P', then the path from x to y contained in P' is a %&-reducible chain of G. In the other cases, without loss of generality, we may assume that x is an internal vertex of P' but y is not, and y Zx'. Then the path from x to y' contained in P' is a %$,-reducible chain of G. Note that P is a %$,-reducible chain of G. We have that p,(G) 2 v(G) + 1.
Case 2: P is a Y&-irreducible chain of G. Then G -P $ '3& From [l, Theorem 3.11, the block-cut-vertex graph bc(G -P) is a nontrivial path and G -P has exactly two extremal blocks B1 and B2 with cyclomatic number greater than zero, and, for i = 1, 2, Bi and G -B, have exactly two common vertices.
If v(Bi) = 1, then Bi consists of two chains of G, each of them is obviously a %&-reducible chain of G. If Y(Bi) 2 2, by the induction hypothesis, p,(B,) 2 v(Bi) + 12 3. Let Q be a %&-reducible chain of Bi. By a similar argument as in Case 1, we can see that there is at least one +&reducible chain of G in Bi. We take a %&-reducible chain of G as P. Then this case is reduced to Case 1. 0
From Lemma 6, we can assert that if G E ??,, then p,(G) = p,(G) 2 v(G) + 1, and if GE Y&, then p,(G)=p,(G)=p,,(G)sv(G)+ 1. Fig. 1 gives a graph G E Y&, which has exactly v(G) + 1 ?&reducible chains. It shows that the lower bound given in the theorem is sharp.
When G E Y&, a 2-connected subgraph of G needn't be critical. It is natural to look for a sharp lower bound of the number of %-reducible chains of G. In fact, we have the following. G E F& and v(G) 3 2, then p,(G) 2 ri(v(G) + 1>1. Proof. We will find g-reducible chains of G from %&-reducible chains of G.
Theorem 8. Zf
Let R = {P 1 P is a Y&-reducible chain but not a s-reducible chain of G}, RI = {P 1 P E R, and the origin and terminus of P are adjacent}, R2 = {P ( P E R, and the origin and terminus of P aren't adjacent}.
If R is empty then p,(G) = pO(G), and the desired conclusion follows from Theorem 7. We may thus assume that R f 0. Let P be any element of R. Then, by Lemmas 5 and 6, the length of P is greater than 2 and at least one of its end vertices x and y, say x, is noncritical in G -P. Now we consider the following two cases.
Case 1: P E RI, namely, e =xy E E(G).
Evidently, e is a Y&,-reducible chain of G (see Fig. 2 ), and also a q-reducible chain of G. For another P' E RI with end vertices x' and y' such that G -P' -x' E Y$ and e' =x'y' E E(G), obviously, e' is also a Y&reducible chain of G. Since the length of P' is greater than 2, x Zx' or y'. Otherwise, G -P -x $ $& a contradiction. Thus e Z e'. Now we can conclude that lRll %&reducible chains in R, correspond to at least lRll +&reducible chains of length 1 in G.
Case 2: P E RZ, namely, e = xy 4 E(G).
Since the degree of x in G -P is greater than 1, we may assume that the set of vertices adjacent to x in G -P is {aI, a2, . . . , a,}, t Z= 2 (see Fig. 2 ). Obviously, for 1 <i < t, ei = xai is a &-reducible chain of G corresponding to P. Note that the number of s-reducible chains of G corresponding to P is at least two. For another P' E R2 with end vertices x' and y' such that G -P' --xl E T&,, if x' E {aI, a2, . . . , a,}, say x' = ai, then ei =xx' is also a g-reducible chain (1 1, corresponding to P'. Since x can not be the end vertex of a %&-reducible chain in R2 other than P, ei corresponds to at most two 'Z&-reducible chains in Rz. Now we conclude that there are at least lRzl '&reducible chains corresponding to lRzl %,-reducible chains in R2.
Furthermore, for any P E RI, P' E RZ, their corresponding Y&-reducible chains are different. we have E (G) 6 3(v(G) -1). Therefore p,(G) c c(G) c 3(v(G) -1) .
In order to show that the upper bound given in Theorem 9 is sharp, we only need to give a graph G such that G E s, and p3(G) = 3(4G) -1). In fact, we can construct the desired graph G by subdividing every edge of a 3-regular 2-connected graph by inserting two vertices. It is evident that G E Y& and p, (G) = 3(v(G) -1) . q Our results can be used to construct four kinds of 2-connected graphs 3, i = 0, 1, 2, 3.
Definition 10. Let Gi be a graph, X, y E V(G,), x #y, and let P be a path disjoint from Gi and of length greater than or equal to one. Let G = (G, + P),,,,, denote the graph obtained from G by identifying the two end vertices of P with two vertices x and y of G, respectively.
Clearly, if Gi E %&,, then G = (G, + P),,,,, E 5%. But, for G, E Si, i = 1, 2, 3, G = (G, + P),,,,, may not belong to 3;. To ensure that G E $, we need to find some additional conditions. Let H be a graph with K(H) = 1, and let B be an extremal block of H. We denote by 1/,(B) the set of all the vertices in B such that v E I+(B) if &i(v) =&(n). Proof. The necessity is straightforward. So we only prove the sufficiency. From (i) and (ii), we have G E S1. From (i) and (iii), any vertex of degree 2 in Gi or the vertices on P must be critical in G. For any vertex of degree greater than two in G,, d,(v) is equal to the number of extremal blocks of G, -v. In fact, there is exactly one edge between v and any extremal block of G, -v, since Gi E %i. Therefore, there exist extremal blocks in G -v and hence v is critical. Now it follows that G E Y&. Cl Definition 14. Let G1 E %i, i = 0, 1, 2, 3, and G = (G, + P),,,,. We say that G is obtained from G1 by a %&operation. If (G, + P),,,,, satisfies the conditions in Lemma 11, we say that G is obtained from G, by a %,-operation. Similarly, we can define the Y&operation and &-operation.
Now we can obtain a construction method of 3, i = 0, 1, 2, 3.
From Theorems 7, 8, we know that if G E I, i = 0, 1, 2, 3, and v(G) 2 2, then p,(G) > 0. Let Z', be a $reducible chain of G, and let G, = G -P1. Then G = (G, + P),,,,, can is said to be constructed from G, E 3; by a Y$-operation, by Lemmas 11-13 and Definition 14. Therefore we have the following.
Theorem 15. Let G be a graph in 3, i = 0, 1,2,3, and V(G) 2 2. Then G can be constructed from a cycle by using Si-operations successively.
