Abstract
Introduction
Safety assessment requires a large number of test cases to ensure meaningful coverage of the critical sections of the system's input domain. In the aerospace engineering domain, for example, safety assessment is performed to validate system's conformance with safety related rules, called envelopes. The envelopes are usually derived from previous experience (experience envelopes), and known system constraints (system envelopes). If any of the system constraint rules is violated, the violation must be reported and investigated, potentially leading to dismissal in the flight qualification process and redesign [9, 10] . Manual development of test cases needed for this type of system assessment is tedious, time consuming and expensive. In these situations, automated test data generators represent an attractive alternative, provided that building them is feasible.
The types of programs that we consider are processcontrol programs. The purpose of a control system is to maintain specified properties of the outputs of the process, provided that reference values are given. Properties such as temperature, pressure, flow rates or altitudes are monitored and their values are used to control the process by changing the settings of the active components, such as valves, heaters, thrusters, etc. The architectural solution frequently used for these systems is the control loop paradigm. The controller executes a series of cycles or frames. At the beginning of each frame, it reads inputs from the sensors, then it performs some computations, and at the end of the frame it sends commands to the mechanisms. Computations in each frame depend on the inputs read at the beginning of the frame as well as the values of some internal variables called history or state variables. A complication in the automated test generation stems from the fact that inputs are not independent snapshots of variables from the input domain at the beginning of a frame. Meaningful inputs consist of the sequences of snapshots. Values of different variables across the frame boundaries depend on the history of the computation. We call these sequences input trajectories. Trajectories define system inputs as a function of time and history. Common examples are real-time control systems, including robot controllers, flight control software and nuclear monitoring systems [8] .
Whereas automated test data generation has addressed the creation of individual test points, test trajectory generation has attracted limited attention in the research community. Related work on test trajectory generation includes data specification systems, pathwise test data generators, random test data generators, and specification based test generation [1, 3] . Data specification systems generate test data from a language that describes the input domain. The apparent weakness of this approach is the ability of a system designer to adequately describe the input domain, because this may be as difficult as the system requirements definition.
Pathwise test data generators generate test data that follow execution paths of the program. While this type of testing is suitable for achieving high path coverage, it is not useful for safety assessment based on the extensive coverage of the critical sections of the input domain. Random test data generators are growing in importance because of the popularity of the Cleanroom process, but their randomness is usually confined to the variations of "important" use cases or scenarios [11] . Specification based test data generation uses grammatical rules on the system specifications to generate test cases.
We propose a trajectory generation algorithm as an important tool for the safety assessment of control systems. Our approach is based on the idea of expanding an existing, possibly manually developed, set of test trajectories into a larger set. It makes use of regressive models to create new trajectories, which are statistically similar to the trajectories in the original set, but sufficiently different to represent additional test cases.
The rest of the paper is organized as follows. Section 2 gives a general description of our approach to trajectory generation. Section 3 looks in detail at the individual modules making up the algorithm. Section 4 presents our results from the application of the approach on the SFDIA case study. A brief conclusion with a description of future work is provided in Section 5.
Description of the approach
In our approach, regressive models are developed to determine relationships between independent variables and dependent variables.
The dependent variables, representing complete descriptions of generated test trajectories, are predicted by the regressive models. The independent variables are controllable variables, highly correlated to the independent variables.
The existing trajectories are collected prior to the development of the regressive model. These trajectories are clustered into regions based upon the similarities of the independent variables. Because of the correlation the independent variables have with the dependent variables, the dependent variables are correspondingly clustered into regions as well. For example, when considering flight trajectories of an aircraft, if pilot commands are used as independent variables, the corresponding angular rates for the given aircraft would be the dependent variables. In this case, clusters of trajectories would represent different flight maneuvers.
Based on the availability of the previously collected trajectories, regions representing different operational regimes of the system can be represented by clusters. For safety assessment, the regimes on the borders of experience and system envelops are the best candidates for automated test case generation. Regressive models are then developed to describe each of these clusters, based upon the relationships between the independent and dependent variables. The models are then applied to perturbations of the independent variables, thus producing new test trajectories. A visual representation of the trajectory generation is shown in Figure 1 . The algorithm can be thought of as a function that transforms one set of inputs, which can be controlled, into a set of trajectories described by the corresponding dependent variables. Sequences of dependent variables will in the safety assessment testing represent inputs to the control program.
The program structure of the automated trajectory generator can be seen in Figure 2 . The algorithm is separated into two sections: the model generation and the trajectory generation. The model generation section consists of collecting a set of existing trajectories, preprocessing the data for use by later modules, clustering the existing trajectories and developing a regressive model which can best fit each clustered group. Different regressive models can be used in the developing module, including simple linear, multiple linear, autoregressive, and non-linear regressive models. The trajectory generation module perturbs the independent variables from the collected set of trajectories to generate new data for the regressive models. The new sets of dependent data generated by the regressive models are checked against a set of acceptability rules. These rules provide reasonableness checks, i.e., they decide if a created trajectory is valid as the input of the system undergoing test. The generation section continues automatically generating new trajectories, as desired. Each of the two sections is composed of individual modules that are designed to work independently of each other, allowing for a 'refine and replace' approach. As the generation approach is improved, especially the acceptability rules and the model development, the approach can be refined to aid for better regressive model fit or for better acceptance rate of the outputs. When the system changes, the individual modules can be replaced by those refined to work better with the new application.
Automated test trajectory generation

Collection and preprocessing of existing trajectories
Collection of the existing trajectories can be done from various sources, such as those collected from actual system usage, retrieved via a system simulator, or from test cases applied to similar systems in the past. Because regression predicts the relationship between independent and dependent variables, the collected data must consist of the set of trajectories to be expanded (containing dependent variables), and some additional controllable (independent) variables that are correlated with the trajectories.
The requirement that the independent variables be controllable allows for their perturbation in the later phases of the algorithm.
Depending upon the data collected, preprocessing of the data may be required before it can be used by the model generation routine. For the clustering algorithm to work correctly, the data sets should be of the same length in terms of the number of frames. This can be accomplished, for example, by truncating data sets to the size of the shortest trajectory. If such a truncation eliminates too much of useful information, other possibilities include the elimination of shorter data sets or interpolation of the data to increase the size of shorter sequences. Data conversion may also be required if test trajectories have been collected from more than one type of source with each using different units of measurement. Noise removal may also be applied at this stage.
Clustering
By clustering test trajectories into regions representing different operational conditions, regressive models can be defined for each of these regions. Note that such models define relatively coarse regions of system operation. Each test trajectory generated by the model serves as a system test [5] .
Clustering techniques fall into one of the following two categories: hierarchical and non-hierarchical [4] . In nonhierarchical techniques, trajectories are assigned into k arbitrary clusters until the intragroup variances of each cluster reach a minimum. The value of k depends upon a given threshold used to decide the minimum variance allowed within a cluster. When the addition of another trajectory to a cluster increases the group variance, a new cluster is created. The threshold is chosen based upon the desired relation of the members of the clusters. Higher thresholds will certainly allow more trajectories per cluster as lower thresholds increase the number of clusters.
In hierarchical techniques, the set of trajectories is divided into n desired groups. Hierarchical techniques may be either agglomerative or divisive.
With agglomerative techniques each trajectory is separated into its own cluster. Neighboring clusters are merged together based upon distance metrics until the desired n groups are attained. Divisive techniques start with all trajectories in one cluster. The cluster is then divided until it reaches the desired number of clusters.
While it can happen in our framework that each cluster contains only one trajectory, having more than one per cluster will allow for better model fitting. Basic steps for the clustering module, shown in Figure 2 , consist of the following: The independent variables that correlate to a trajectory will be the parameters that guide the clustering process. Clustering does not need to be performed upon all of the independent variables, if there are several. Characteristics of important parameters are their significance to the trajectory, and their amount of variance. Low variance, for example, will not provide a distinguishing metric between trajectories and have little impact on clustering.
Clustering allows the elimination of outliers and brings more uniformity to the trajectories within a cluster. An outlier is defined as a trajectory that lies on the outer bounds of the similar trajectories. Outlier elimination improves the regressive model fit. The regressive model, then, generates dependent variables that lie closer to the centroid of the original cluster. Removal or inclusion of outliers will give different clusters and, consequently, result in different regressive models for each cluster. This choice has important consequences for the rest of the trajectory generation approach, and should be made in accordance with the assessment goals of the specific system.
A standard way of expressing the relationship between trajectories within a cluster is through a distance metric [2, 4] . The distance metric is calculated over an ndimensional space where n represents the number of parameters used to describe a trajectory. This metric is used to identify which group a trajectory belongs to by determining how close it is to the group centroid. The distance metric selection is just as important as the selection of variables used to perform the clustering. One distance metric may perform well at distinguishing between trajectories in the cluster, while another distance metric may include all trajectories in a single cluster.
The most commonly used distance metric is Euclidean Distance. Assuming that a trajectory X is defined by {x 1 , x 2 , …, x i , ... , x k }, where x i 's are the values of variable x at time i, then the distance between two trajectories x and y is given by:
If the trajectories are n dimensional, the distance metric changes to:
Other acceptable distance metrics include the Weighted Euclidean Distance and the Chi-Square Distance.
Once the clusters are populated, their centroids must be computed. The centroid is defined as the median value of all independent variables contained within the cluster. If multiple parameters have been used in the clustering technique, the centroid will be multidimensional. Centroids are needed for selecting the representative component of each cluster. The representative component lies closest to the centroid of the cluster, as determined by the distance measure. The representative trajectory consists of the dependent variables that correspond to the representative component. The representative trajectory becomes the input into the regressive model development. Because the regressive model will describe the cluster, any other trajectory of dependent variables chosen will not produce as good a fit across the entire cluster. 
Developing the regressive model
Noting that the representative component and representative trajectory are composed of multiple variables each, different regressive models can be developed with different combinations of those independent-dependent variables. In this paper, our attention is limited to linear regression, but nonlinear models can be utilized as well. For example, let us consider simple linear model. This model predicts a dependent variable's behavior based upon a single independent variable. For each representative trajectory, a simple linear model can be developed for each pair of independent-dependent variables. By exhaustively trying all the combinations of independent-dependent variables, the algorithm can select the model that works the best for a given dependent variable. This prevents the algorithm from being 'locked' into any a specific type of regressive models across all of the dependent variables.
After a regressive model is constructed from the representative trajectory, it can be applied to the remaining trajectories in the cluster and analyzed. Crosscorrelation analysis looks at the relationship between two sequences of data through a correlation coefficient, r. The stronger the relationship, the higher the value of the coefficient. The values of r can range from 1.00 down to -1.00 with a perfect match occurring at 1.00 and a perfect inverse relationship occurring at -1.00. The equation for correlation is given by:
where ΣX is the summation of all data points in X ∈ {x 1 , x 2 , …, x i , ... , x k }, ΣY is the summation of all data points in Y∈{y 1 , y 2 , …, y i , ... , y k }, and ΣXY is the summation of the product of all data points in X and Y, and n is the total number of data points.
Improvement of the correlation between the predicted and actual trajectories can come from applying a smoothing function to the output of the regressive models. Sometimes the output exhibits sharp peaks and transitions due to the linear process. A filter, such as local averaging, can smooth regression output and, generally, yield stronger correlations.
The selection of the best model is based on a cost function. The cost function looks, for example at the computational time needed to generate a new trajectory using the model and the accuracy of the model. The accuracy is determined from cross-correlations between the predicted output of the model and the dependent variables in the set of existing trajectories, as explained above. An example of a cost function is given by the following expression:
where T model represents the average time to generate a trajectory using the particular regressive model, and cor model represents the average correlation of that model. P is then the cost of applying the particular regressive model for prediction within the cluster. P is smaller for regressive models that can generate trajectories faster and for models that have higher correlations between the predicted and recorded trajectories. The model is selected by choosing the candidate with the smallest value of P.
Generating new trajectories
The generation of new test trajectories comes from the perturbation of the independent variables within the cluster. Controllable variables of any trajectory within a cluster are available to undergo perturbation. Methods of perturbation vary and should be chosen based upon the characteristics of the independent variables. Once perturbed, the new data is used as input into the selected regressive model producing a new set of dependent variables. If a smoothing function was applied to the regressive model earlier during the selection module, it should be applied to the new trajectories too.
One of the most important aspects of the entire approach is to determine if the newly created trajectory actually qualifies as a valid test case. All generated trajectories should be compared against the set of rules describing acceptable trajectories, to determine valid tests. These rules must check the dependent variables predicted by the model, as well as the perturbed independent variables used in the generation.
One of the guides in developing acceptability rules can be the distance metric used in the clustering process. Clustering is based on values of the independent variables, so the distance between the perturbed values and the centroid of the cluster can decide if the new perturbed independent data still resides within the cluster. Perturbations that produce independent variables falling outside the cluster can, for example, be discarded.
Acceptability rules defined to analyze the outputs of regressive model can be based on the correlation between generated trajectories to the trajectory defined as the representative trajectory for the cluster undergoing regression. Predictive trajectories that fall outside of an acceptable correlation threshold could be rejected.
A very important set of additional acceptability rules is system specific.
These rules would identify any trajectories that violate the definition of the input domain, perhaps by exceeding maximum stress expected to be tolerated by the system . These rules can look at slope 
Case study
A case study chosen for this work is the Sensor Failure Detection, Identification, and Accommodation (SFDIA) flight control scheme [6, 7] . The SFDIA scheme is part of an advanced flight control system that uses analytical instead of a physical redundancy to achieve faulttolerance. Traditional flight control systems cope with sensor failures by duplicating, triplicating, or in some instances, quadruplicating sensor packages. Problems with these approaches include extra hardware costs, power consumption, weight and space considerations. The SFDIA scheme replaces redundant hardware by implementing a neural network based analytical scheme that learns the correlation between values provided by different sensors. In case of a sensor failure, the neural network provides the values that mimic the expected (learned) value of the failed sensor.
Partial assessment of the SFDIA scheme's safety is performed by applying a large number of flight trajectories as system inputs.
Each of these test trajectories is composed of an aircraft's rolling, pitching, and yawing moments, where a moment is the angular rate of change that an aircraft experiences during flight.
SFDIA test trajectories were generated by the above described approach to automated test trajectory generation. Pre-existing flight paths were collected from a flight simulation program which allowed for recording of multiple variables during flight maneuvers. This subset of data was then used in the regression modeling. Because of the potential problem with linear regressive models applied to a typical nonlinear domain, we only considered short flight path segments lasting between 20 and 30 seconds. By limiting the duration of each trajectory, we hoped to maintain as much linearity as possible. The short duration of flight segments does not seriously diminish the value of safety assessment, because many critical flight maneuvers can be represented by short trajectories. The loss of nonlinearity can be coped with by introducing nonlinear regressive models, but these are out of the scope of this paper.
Two different linear regressive models were considered for the SFDIA: the simple linear and 2-variable multiple linear regressive models. In the given problem domain, there exists a close relationship between the pilot inputs of aileron deflection, elevator deflection, and rudder deflection to the angular rates we are interested in. This prompted us to choose the pilot inputs as independent variables for the models. One other variable recorded during the simulations was the aircraft's forward velocity, measured in mach. Forward velocity was used as an independent variable because of its relationship to the pitching moment of the aircraft. The dependent variables for the regressive models of test trajectories for the SFDIA system were the rolling, pitching, and yawing moments of the aircraft.
A total of 17 different flight maneuvers were flown for the data collection step. The flight maneuvers were diving, climbing, banking, and their combinations. In a simulated environment, each maneuver was repeated 10 to 15 times, creating multiple runs. Even though we knew that each maneuver would have similar independent variables, we still applied clustering to each maneuver to eliminate extreme values of the independent variables and enforce certain level of intercluster uniformity required by the customer.
Examples of the performance of regressive models built in our experiments are shown in Figures 3-7 . Figure 3 shows a simple linear regressive model developed for roll rate prediction from flight maneuver 8. By using aileron deflection as an input to the model, the model reached the correlation of 91.039%, whereas using mach as an input to the model only achieved the correlation of 37.4%. Figure 4 shows how the correlation of the regressive model can change by adding a level of complexity to the simple linear model and using two independent variables instead of one. The 2-variable multiple linear regression model, using the aileron and elevator deflections as inputs, has a correlation to the actual dependent variables of 91.61%. If aileron and rudder deflections are used, the correlation is 90.57%. Aileron and mach, used as independent variables, produce a 90.54% correlation. Sample regressive models from the pitch rate model development are shown in Figures 5 and 6 . Elevator deflection as an independent variable for a simple linear model was able to correlate to 97.6% of the actual value of pitch rate, while rudder deflection had a 92.66% correlation. The addition of the second independent variable to the model apparently improves the prediction. In Figure 6 , when both elevator and rudder deflections are used, the model correlates 99.14% to the actual pitch rate with other 2-variable combinations performing just as well.
Yaw rate prediction is shown only for a 2-variable model in Figure 7 . The linear models had a more difficult time fitting to the yawing moment trajectories. The best correlation came from the rudder and elevator deflection combination of independent variables, achieving the correlation of 94.19%. Two sets of acceptability rules were developed for the SFDIA trajectory generation. The first set tested the acceptability of the pilot inputs. The second set was developed to test the acceptability of the generated roll, pitch, and yaw rates. The acceptability tests applied to the perturbed pilot inputs checked the deflections to determine if they exceeded the acceptable range which an aircraft might experience during normal flight. The test was defined by an upper and lower limit bound on the pilot's deflection, as shown below:
If a perturbed input exceeds the threshold, it is discarded from the set of test cases. The choice to use 0.053 radians is based upon typical deflections of surface areas in commercial jetliners.
The second acceptability test checked if the perturbed deflections remained within the clusters determined earlier. By applying the Euclidean distance metric, the distance of each of the perturbed deflections from the cluster centroid was calculated. If a distance exceeded the intragroup variance threshold, then that particular perturbed deflection was eliminated.
Only one set of acceptability rules was created for application to the generated trajectories. A limit was placed upon the degree in which a generated trajectory differed from its corresponding actual angular rate. Essentially, if a generated trajectory fell below an 85% correlation with a trajectory from the original collected dependent variables, that trajectory was rejected.
Maneuver
Roll Table 1 shows the percentages of acceptable generated trajectories for roll, pitch, and yaw rate predictions with each maneuver having its own regressive model developed as either a simple linear or 2-variable multiple linear regressive model.
Because each of the generated angular rates is related to a specific maneuver, the lowest acceptability rate was the limiting factor for some maneuvers. For example, in cases 4 and 6 roll and pitch were highly acceptable, but not the yaw rate, thus creating no new tests for that maneuver. Only a few maneuvers experienced poor results, while most others had very high acceptance rates, as defined by the specific acceptability rules.
Conclusions
Early results show that the trajectory generation algorithm is able to produce new test trajectories faster than they could be simulated or collected from actual usage.
Areas of further study include looking at the cost function used to select the best regressive model and perhaps modifying it to include additional calculations such as least square errors between the actual and predicted trajectories or perhaps replacing the correlation computation with a simple Euclidean distance metric. There also needs to be further refinement and addition to the acceptability rules as applied to the SFDIA scheme. Flying requirements were not used in the development of acceptability rules and these may have a considerable impact on the choice of valid generated trajectories. More sophisticated regressive models can also be constructed to attempt better yaw rate prediction such as 3-variable multiple linear regression, autoregressive moving-average models and non-linear models.
