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SOMMES DE MODULES DE SOMMES D’EXPONENTIELLES
E. FOUVRY (Orsay) et P. MICHEL (Montpellier)
Abstract. Let Kl(a, b;n) be the usual Kloosterman sum modulo n, with coefficients a and b. We give




n, and for related sums, by using large sieve
techniques and Deligne–Katz theory of exponential sums. Extensions to more general exponential sums
of dimension one are also given.
Re´sume´. Soit Kl(a, b;n) l’habituelle somme de Kloosterman modulo n, a` coefficients a et b. On donne




n, et de certaines autres sommes
associe´es, en utilisant le grand crible et la the´orie de Deligne–Katz des sommes d’exponentielles. On e´tend
ces re´sultats a` des sommes exponentielles plus ge´ne´rales, de dimension 1.
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I. Introduction
Soient a et b des entiers et n un entier ≥ 1. On rappelle que la somme de Kloosterman Kl(a, b;n), de











Syste´matiquement, le symbole m dans la fraction mn de´signe l’inverse multiplicatif de m modulo n, ω(n)
est le nombre de facteurs premiers distincts de l’entier n, et on re´serve la lettre p aux nombres premiers.
Les sommes de Kloosterman jouent un roˆle crucial dans l’actuelle the´orie analytique des nombres, au
confluent de la ge´ome´trie alge´brique et de la the´orie des formes modulaires. Rappelons que ce sont des
nombres re´els non nuls qui ve´rifient, entre autres, les proprie´te´s suivantes :
– multiplicativite´ croise´e : Pour (n1, n2) = 1, on a la relation
Kl(a, b;n1n2) = Kl(a, bn2
2;n1)Kl(a, bn1
2;n2)
– majoration individuelle :
(1.1) |Kl(a, b;n)| ≤ (a, b, n) 12 2ω(n)n 12 ,
conse´quence de la multiplicativite´ croise´e, de la de´monstration par Weil, de l’hypothe`se de Riemann
pour les courbes sur les corps finis (qui donne (1.1) lorsque n = p) et de l’e´tude, due a` divers auteurs,
des sommes de Kloosterman de de´nominateur pk (k ≥ 2).
L’objet de cet article est de s’inte´resser, lorsque a et b sont fixe´s (disons a = b = 1, pour fixer les ide´es),

















qui ve´rifient donc les ine´galite´s triviales









x log x (x −→ ∞).
Les parties droites des ine´galite´s (1.2) et (1.3) peuvent eˆtre ame´liore´es d’une constante multiplicative,
en injectant des majorations plus pre´cises que (1.1) dans le cas ou` n = pk (k ≥ 2), mais nous sommes
concerne´s par des gains plus substantiels, puisque nous montrerons les encadrements
THE´ORE`ME 1.1. — Il existe une constante absolue c∗1 et, pour tout k, une constante c
∗
0(k) > 0, telles




(log log x)k ≤ A∗(x) ≤ c∗1 x





THE´ORE`ME 1.2. — Il existe une constante absolue c˜1 et, pour tout k, une constante c˜0(k) > 0, telles




(log log x)k ≤ A˜(x) ≤ c˜1x(log log x)




Ainsi, par rapport aux majorations triviales (1.2) et (1.3), on gagne respectivement (log x)−0,575587...
et (log x)−1,151174.... A` notre connaissance, la premie`re majoration non triviale de A∗(x) ou de A˜(x) est




















ou` c2 est une certaine constante. La preuve par Hooley de (1.6) donne en fait une majoration de∑
n≤x |Kl(u, v;n)|, qui conduit donc, dans notre cas, a`
(1.7) A˜(x) ≤ c3x(log x)
√
2−1(log log x)c2 ,
pour un certain c3 > 0, c’est–a`–dire un gain de (log x)
−0,585786..., par rapport a` la majoration triviale
(1.3).
La minoration (1.4) de A∗(x) ame´liore notablement celle en
(1.8) A˜(x) ≥ c4x/ log2 x,
conse´quence directe de ([Mi1] The´ore`me 1) ou` il est montre´, que pour x −→ ∞, on a
]
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4Rappelons que l’on sait, graˆce a` la the´orie des formes modulaires, qu’il y a d’e´normes compensations













qu’il convient de comparer avec (1.3), alors que la conjecture de Linnik–Selberg pre´dit meˆme une
majoration en O(x
1
2+). Enfin, on ne sait pas si la majoration (1.9) continue d’eˆtre vraie si on inse`re au
de´nominateur de la partie gauche, le facteur arithme´tique 2ω(n).
Ainsi le the´ore`me 1.2 re´pond de fac¸on plus pre´cise que (1.7) et (1.8), a` la question de l’origine des
compensations dans (1.9) : de fac¸on succincte, on peut dire que le fait que les modules |Kl(1, 1;n)| (n ≤ x)





∣∣∣ ≤ A˜(x) = O(x logx)
qu’un certain facteur X, ve´rifiant log−2 x  X  (log x)−1,151174. En conclusion, on peut affirmer que
dans (1.9), la plus grande partie des compensations provient des changements de signe des sommes de
Kloosterman.
La minoration (1.5) de A˜(x) re´pond aussi de fac¸on plus pre´cise que (1.8), a` une question de Serre
e´voque´e dans ([Sa] page 33), sur le comportement asymptotique de Kl(1, 1;n) :
COROLLAIRE 1.3. — Pour tout entier k, on a, pour n tendant vers l’infini, la relation







Autant on devine une diffe´rence de comportement a` l’infini des quantite´s A∗(x) et A˜(x), dans les
majorations (1.4) et (1.5), autant notre preuve ne permet gue`re de diffe´rencier les minorations de ces
fonctions, si ce n’est qu’au §IV, nous obtiendrons les constantes c˜0(k) = 2k+3c∗0(k).
La de´monstration des the´ore`mes 1.1 et 1.2 repose essentiellement les proprie´te´s multiplicatives
statistiques des entiers, la multiplicativite´ croise´e des sommes de Kloosterman, des majorations de crible
et surtout, sur une troisie`me proprie´te´ de ces sommes, de´couverte par Katz ([Ka2] Example 13.6) :





= cos θp,m (0 ≤ θp,m ≤ pi),
alors, pour p −→ ∞, l’ensemble d’angles {θp,m ; 1 ≤ m ≤ p − 1} est e´quire´parti sur [0, pi], suivant la
mesure de Sato–Tate 2
pi










En fait nous aurons meˆme besoin du meˆme re´sultat d’e´quire´partition, mais pour les angles θp,m2 (voir
lemme 2.1).
5Rappelons que la loi de Sato–Tate horizontale dans la stricte direction de laquelle, il n’y a pour l’instant
aucun re´sultat non trivial, pre´dit que, pour x −→ ∞, l’ensemble d’angles {θp,1; p ≤ x}, est e´quire´parti sur
[0, pi], suivant la mesure de Sato–Tate ([Ka1] Conj. 1.2.5). L’exactitude de cette conjecture entraˆınerait,
pour x −→ ∞, la relation ∑
p≤x









La recherche d’un e´quivalent asymptotique des sommes A∗(x) et A˜(x) paraˆıt ainsi comme un proble`me
tre`s ardu, malgre´ l’encadrement e´troit que fournissent, pour chacune de ces sommes, les the´ore`mes 1.1 et
1.2.





































– n ≥ 1, m ∈ Z,
– f = PQ fraction rationnelle, quotient de deux polynoˆmes P et Q, de Z[X], premiers entre eux, a`
coefficients premiers entre eux.
Les sommes Sf (m;n) ve´rifient elles–aussi la multiplicativite´ croise´e
Sf (m;n1n2) = Sf (mn1;n2)Sf (mn2;n1), pour (n1, n2) = 1,
et une majoration due a` Weil (cf. [D] formule (3.5.2) p. 191) :
|Sf (m; p)| ≤ kf√p (p 6 |m),
ou` kf e´tant un entier parfaitement de´fini en termes de la ge´ome´trie de la fraction f , c’est–a`–dire
kf = max{degP, degQ}+ ]{ racines distinctes de Q } − 1.
Le cas des Sf (m; p
a), (a ≥ 2) me`ne a` des situations de´licates a` traiter en toute ge´ne´ralite´, nous pre´fe´rons
les e´viter en ne conside´rant que des n sans facteur carre´. Apre`s ces diverses conside´rations, nous e´tudions,




















dont des majorations triviales sont respectivement O(x) et O(x logkf−1 x). Katz ([Ka3] 7.9, 7.10, 7.11 ;
voir aussi le debut du §V) a prouve´ aussi une loi de Sato–Tate verticale pour la plupart des sommes Sf .





= cos θf,p,m (0 ≤ θf,p,m ≤ pi
2
),
Katz a montre´ que, pourvu que kf ≥ 2 et pourvu que f ve´rifie des hypothe`ses tre´s ge´ne´rales concernant
essentiellement la nature et la disposition des ze´ros de f ′, l’ensemble des angles {θf,p,m ; 1 ≤ m ≤ p− 1}
est e´quire´parti sur [0, pi
2
], lorsque p −→ ∞, suivant une certaine mesure que nous de´crivons ci-dessous et
que, par un certain abus de langage, nous appellerons aussi mesure de Sato–Tate. De fac¸on plus pre´cise,
si f est une fraction rationnelle comme ci–dessus, on note Zf ′ l’ensemble des ze´ros de f
′ dans P1(C) et
on pose Cf = f(Zf ′). On de´signe par H.1, H.2, H.3 et H.3’ les hypothe`ses suivantes
H.1 : les ze´ros de f ′ sont simples, (autrement dit ]Zf ′ = kf).
H.2 : f se´pare les ze´ros de f ′ (autrement dit, pour z et z′ ∈ Zf ′ , on a l’implication f(z) = f(z′) ⇒
z = z′).
H.3 : on a l’implication
s1, s2, s3, s4 ∈ Cf
et





s1 = s2 et s3 = s4
ou
s1 = s3 et s2 = s4.
H.3’ : f est impaire et on a l’implication
s1, s2, s3, s4 ∈ Cf
et





s1 = s2 et s3 = s4
ou
s1 = s3 et s2 = s4
ou
s1 = −s4 et s2 = −s3.
On de´signe par
H l’ensemble des conditions H.1, H.2 et H.3
et par
H′ l’ensemble des conditions H.1, H.2 et H.3’.
Si la fraction rationnelle f ve´rifie H, on pose
Gf = SUkf (C),
et si f ve´rifie H′, on pose
Gf = USpkf (C).
7Si G de´signe l’un des groupes compacts SUk(C) ou USpk(C), on note µ
Haar
G , la mesure de Haar sur le




2 ], par l’application
G −→ [0, pi2 ]






Avec ces conventions, une des conse´quences des travaux de Katz est que, si la fraction rationnelle avec
kf ≥ 2, ve´rifie H ou H′, l’ensemble des angles {θf,p,m ; 1 ≤ m ≤ p− 1} est e´quire´parti sur [0, pi2 ], lorsque
p −→ ∞, suivant la mesure µGf .
Au paragraphe §V, nous de´montrerons le
THE´ORE`ME 1.4. — Soit f une fraction rationnelle comme auparavant, avec kf ≥ 2, ve´rifiant les
conditions H ou H′. Il existe des constantes, c∗6 et c˜6 et, pour tout k, des constantes c∗5(k) et c˜5(k)












(log log x)k ≤ A˜f (x) ≤ c˜6 x(log log x)kf−1.
On sait que, ge´ne´riquement, l’hypothe`se H est ve´rifie´e et qu’il en est de meˆme pour H′ dans l’ensemble
des fractions rationnelles impaires de`s lors que degP > degQ. Des familles explicites, ve´rifiant ces
conditions ont e´te´ exhibe´es (voir [Ka3]Theorem 7.10.5 et 7.10.6, [Mi2] p. 229) :
– La famille
f(X) = aX`+1 + bX,
avec ab 6= 0, avec ` entier impair , ve´rifiant |`| ≥ 3 ve´rifie H.
– La famille f(X) avec f polynoˆme de degre´ ` + 1 ≥ 6, tel que f ′ soit proportionnel a` un polynoˆme
unitaire, irre´ductible, ayant pour groupe de Galois, le groupe de permutations S`, ve´rifie H.
– La famille
f(X) = aX`+1 + bX,
avec ab 6= 0, avec ` entier pair non nul, ve´rifie les conditions H′.
(Signalons que pour tout f appartenant a` l’une des trois familles e´voque´es pre´ce´demment, on a
kf = |`|.) Ainsi le the´ore`me 1.4 montre que, a` mesure que kf croˆıt, on a un encadrement de plus en plus
pre´cis de A∗f (x). Enfin, on constate que sous les meˆmes conditions, le gain par rapport a` la majoration
triviale de A˜f (x) est d’autant plus important. Pour illustrer ce qui pre´ce`de, nous e´nonc¸ons le











)∣∣∣ ` x 32 (log log x)`−2.
Remerciements. Le premier auteur tient a` remercier H. Iwaniec et P. Sarnak pour les remarques
concernant une premie`re version de cet article.
8II. Lemmes pre´paratoires
Dans cette partie, nous indiquons les re´sultats ne´cessaires a` la preuve des the´ore`mes 1.1 et 1.2,
relatifs aux sommes de Kloosterman. Les ge´ne´ralisations, requises pour la preuve du the´ore`me 1.4, seront
pre´sente´es au §V. Le premier outil est issu de la ge´ome´trie alge´brique, plus pre´cise´ment de la the´orie des
sommes d’exponentielles comme l’ont de´veloppe´e Deligne et Katz. On a
LEMME 2.1. — Soit symkθ =
sin(k + 1)θ
sin θ
la k-ie`me fonction syme´trique correspondant a` la mesure de
Sato–Tate 2pi sin
2 θ dθ, associe´e au groupe SU2(C). Il existe une constante absolue c7, telle que, pour tout
k ≥ 1, tout p, on ait l’ine´galite´ ∣∣∣ ∑
1≤m≤p−1
symk(θp,m2)
∣∣∣ ≤ c7kp 12 .




∣∣∣ ≤ 3(k + 1)p 12 ,
pour tout k non nul. Cet e´nonce´ reste e´videmment vrai en remplac¸ant θp,m2 par θp,m2 .

De ce lemme nous de´duisons un calcul de discre´pance qui e´vitera un facteur parasite de la forme logε x
a` droite de (1.4) et (1.5).
LEMME 2.2. — Soit φ une fonction paire, de pe´riode 2pi, de classe C3, telle que, pour tout t re´el, on ait
|φ(3)(t)| ≤ λ3.




















ou` la constante implicite dans le O peut eˆtre prise absolue.
Preuve. On de´veloppe la fonction φ dans la base orthonorme´e {symk, k ≥ 0} de l’espace L2([0, pi])
muni de la mesure de Sato–Tate 2
pi





















φ(t) cos(k + 2)t dt.
Inte´grant trois fois par parties, on a la relation



































d’apre`s le lemme 2.1 et la relation (2.2).

Une conse´quence directe du lemme 2.2 est obtenue en prenant des fonctions φ qui encadrent de mieux
en mieux la fonction caracte´ristique d’un intervalle [α, β] de [0, pi]. On a
LEMME 2.3. — Il existe une constante absolue c8, telle que pour tout 0 ≤ α ≤ β ≤ pi, tout nombre
premier p on ait l’ine´galite´
∣∣∣ 1






∣∣∣ ≤ c8p− 18 .
Preuve. Pour I ⊂ R, on de´signe par 1I sa fonction caracte´ristique. Soit ∆ un parame`tre qui sera
fixe´ par la suite. On suppose qu’on a les ine´galite´s
(2.3) 0 ≤ α−∆ < α+ ∆ < β −∆ < β + ∆ < pi.
On construit deux fonctions φ+ et φ−, paires, de pe´riode 2pi, de classe C3, a` supports compacts
respectivement e´gaux (dans [0, pi]) a` [α−∆, β + ∆] et [α, β], ve´rifiant les ine´galite´s
1[α+∆,β−∆] ≤ φ− ≤ 1[α,β] ≤ φ+ ≤ 1[α−∆,β+∆],





φ−(t) dt−O(∆−3p− 12 ) ≤ 1
















φ+(t)− φ−(t)) dt = O(∆), on de´duit l’e´galite´
∣∣∣ 1






∣∣∣ = O(∆ + ∆−3p− 12 )
d’ou` le lemme en posant ∆ = p−
1
8 .
On traite de meˆme le cas ou` (2.3) n’est pas ve´rifie´ 
De la meˆme fac¸on, on e´tend le lemme 2.2 a` d’autres fonctions φ, moins re´gulie`res. Nous nous
contenterons de l’extension de ce lemme au cas de la fonction φ(t) = | cos t|, ce qui nous sera utile
par la suite.
10










| cos t| sin2 t dt
∣∣∣ ≤ c9p− 14
pour tout p.
Preuve. La fonction | cos t| n’est pas de´rivable au point pi2 . On encadre cette fonction par deux fonctions
plus re´gulie`res. Soit ∆ un parame`tre dont on fixera la valeur ulte´rieurement. Il existe deux fonctions φ+
et φ−, paires, de classe C3, de pe´riode 2pi ve´rifiant les proprie´te´s suivantes




φ+(t)− φ−(t)) dt ≤ 2∆2.
Pour construire ces deux fonctions il suffit d’imposer que φ+(t) = φ−(t) = | cos t| si 0 ≤ t ≤ pi2 −∆ ou si
pi
2 −∆ ≤ t ≤ pi et de comple´ter la de´finition de ces fonctions en lissant la fonction | cos t| sur l’intervalle





































| cos t| sin2 t dt
∣∣∣ = O(∆2 + ∆−2p− 12 ).




Un autre ingre´dient important de la preuve est l’ine´galite´ de grand crible sous la forme suivante du
the´ore`me de Barban–Davenport–Halberstam :
LEMME 2.5. — Il existe deux constantes absolues c10 et c
′
10, telles que, pour toute fonction arithme´tique







































Preuve. Graˆce a` l’orthogonalite´ des caracte`res, ce qui est a` l’inte´rieur de
∣∣∣· · ·∣∣∣2 dans la partie gauche














par de´finition. De´veloppant le carre´ et utilisant de nouveau l’orthogonalite´ des caracte`res, on a l’e´galite´∑
0<a<p








































par l’ine´galite´ de grand crible multiplicatif. Notre de´monstration ne ne´cessite aucune connaissance de la
re´partition des valeurs de la fonction dans les progressions arithme´tiques de petits modules (e´nonce´s de
type Siegel–Walfisz), puisque modulo p, tout caracte`re non principal est primitif. La de´monstration en
est d’autant simplifie´e.
Pour passer de (2.4) a` (2.4’), il faut rendre inde´pendantes les variables p et n lie´es par la contrainte
multiplicative pn ≤ Y . Parmi les multiples manie`res de le faire, nous avons choisi la transforme´e de
Mellin, dans la forme que l’on trouve par exemple dans ([D–F–I] Lemma 9), via l’existence d’une fonction
hY telle que ∫ ∞
−∞
|hY (t)| dt < log 6Y,







1 si k ≤ Y
0 dans le cas contraire
En posant que gp(n, a) vaut 0, 1− 1p−1 , − 1p−1 , suivant que (p, n) > 1, n ≡ a (mod p), ou n 6≡ a (mod p)













































par l’ine´galite´ de Cauchy–Schwarz, la proprie´te´ de la fonction hY et l’ine´galite´ (2.4) applique´e a` la fonction
f(n)nit.

Le lemme suivant montre que pour presque tout entier n, le produit des petits facteurs premiers de n
est petit. On a ([Te] Lemme 3, [H–T], Theorem 07, p. 4)
12
















Le dernier lemme est de nature combinatoire, il est obtenu par ite´ration de la formule
]
(A∩ B) ≥ ]A+ ]B − ]E ,
valable pour tous sous–ensembles A et B d’un ensemble fini E . On trouve de´ja` l’utilisation d’une telle
ine´galite´ dans ([Mi1] p.77) pour rechercher des petites sommes d’exponentielles. On a
LEMME 2.7. — Soient Ei (1 ≤ i ≤ k), k sous–ensembles d’un ensemble fini E On a alors l’ine´galite´
]
(





]Ei − (k − 1)]E .
Le dernier lemme est un cas particulier d’un re´sultat de Shiu ([Sh] Theorem 1). Il permet de majorer
une fonction multiplicative a` comportement raisonnable dans une progression arithme´tique et contient,
en prenant pour f la fonction caracte´ristique des entiers dont les facteurs premiers sont supe´rieurs a` un
certain z, les habituelles majorations du crible.
LEMME 2.8. — Soit f une fonction multiplicative positive telle
• Il existe une constante positive A1 telle que, pour tout p et tout ` ≥ 1, on ait
f(p`) ≤ A`1,
• Il existe une fonction A2 : R∗+ −→ R telle que, pour tout n ≥ 1, on ait
f(n) ≤ A2(ε)nε.

















ou` la constante implicite du symbole , ne de´pend que de A1 et de la fonction A2.
III. Preuve de la majoration de A∗(x) et de A˜(x)
















c13 log log x
)
, Z = x
1
4 ,






























par le lemme 2.6, pourvu qu’on ait c12c13 ≥ 4, ce que nous supposerons par la suite.
On utilise la multiplicativite´ croise´e, sous la forme
|Kl∗(1;n)| = |Kl∗(n[2;n])|.|Kl∗(n]2;n[)|
≤ |Kl∗(n]2;n[)|.
On incorpore cette ine´galite´ dans (3.1) et on regroupe suivant les classes a modulo n[ (noter la relation






























































































|Kl∗(a2; pk)| ≤ 1.


















κ(pk) = 1 (k ≥ 2).
Graˆce a` (3.4), l’ine´galite´ (3.3) devient alors





























par la formule de Mertens. Ceci termine la preuve de majoration de A∗(x), formule (1.4).























































pourvu que c13 soit suffisamment grand (c12c13 ≥ 20). Par la multiplicativite´ croise´e e´crite sous la forme
|K˜l(1;n)| ≤ 2ω(n])|K˜l(n]2;n[)|,













































= log log y + c14 + o(1) (y −→ ∞),
et la fonction κ introduite en (3.5), on parvient a`


























 x(log log x)




ce qui termine la preuve de la majoration (1.5) de A˜(x).

IV. Preuve de la minoration de A∗(x)
L’outil principal en sera la
































uniforme´ment sur 0 ≤ α < β ≤ pi, sur tout ensemble de nombres premiers P ⊂ [P, 2P [, toute fonction
arithme´tique f telle que f(n) = 0 si n > N ou (n,
∏
p∈P p) > 1 et tout re´el Y ≥ 2.
16
Preuve. C’est une application du lemme 2.3 (loi de Sato–Tate verticale pour les angles θp,a2) et du














































































pour P −→ ∞, uniforme´ment sur Y , α et β comme dans l’e´nonce´. Pour le deuxie`me terme a` droite de
(4.1), on utilise l’ine´galite´ de Cauchy–Schwarz et le lemme 2.5, pour e´crire que ce terme est





ce qui termine la preuve de la proposition 4.1.




























j = 3, P3 = 2
λ3x
1
4 , λ3 ∈ N, P3 ≤ 14x
3
10
j = 2, P2 = 2
λ2x
3
10 , λ2 ∈ N, P2 ≤ 14x
1
3
j = 1, P1 = 2
λ1x
1
3 , λ1 ∈ N, P1 . . . Pk ≤ x.
Ceci e´tant fixe´, on note
E(P1, · · · , Pk) =
{




Ej(P1, · · · , Pk) =
{
(p1, · · · , pk) ∈ E(P1, · · · , Pk) ; θpj ,p1···pj−1pj+1···pk2 ∈ [0, γ] ∪ [pi − γ, pi]
}
.
Remarquons que les ine´galite´s contenues dans (4.2) entraˆınent que pour (p1, · · · , pk) et (p′1, · · · , p′k)






) ≤ Pj ≤ (P1 · · ·Pk) 12 x− 120 (1 ≤ j ≤ k).
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La proposition 4.1 applique´e avec
f(n) = ]
{
(p1, · · · , pj−1, pj+1, · · · , pk) ;n = p1 · · · pj−1pj+1 · · · pk, Pi ≤ pi < 2Pi (i 6= j)
}
,
Y = x, P = {pj ; Pj ≤ pj < 2Pj}, la de´finition de γ et les ine´galite´s (4.3) impliquent la relation




























]E(P1, · · · , Pk) +O
(







Ainsi, pour x assez grand, on a, pour tout 1 ≤ j ≤ k














Le lemme 2.7 implique que l’intersection de sous–ensembles de E(P1, · · · , Pk)
F(P1, · · · , Pk) := E1(P1, · · · , Pk) ∩ · · · ∩ Ek(P1, · · · , Pk)
est assez grande, puisqu’elle ve´rifie
]F(P1, · · · , Pk) ≥ 1
3









Pour (p1, · · · , pk) ∈ F(P1, · · ·Pk), on a, par la multiplicativite´ croise´e la minoration
|Kl∗(1; p1 · · · pk)| = | cos θp1,p2···pk2 | · · · | cos θpk,p1···pk−12 | ≥ cosk γ.
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ou` les variables pi ve´rifient x
3/10 ≤ p2 < x1/3/4, x1/4 ≤ p3 < x3/10/4 et exp(log1/(j+1) x) ≤ pj <
1
4 exp(log







ce qui termine la preuve de la minoration de A∗(x). Enfin on constate que les n = p1 · · · pk compte´s
pre´ce´demment, sont tels que 2ω(n) = 2k, ce qui explique la minoration de A˜(x) (the´ore`me 1.2) avec la
valeur annonce´e c˜0(k) = 2
k+3c∗0(k).
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V. Preuve du the´ore`me 1.4
La preuve du the´ore`me 1.4 n’est pas structurellement diffe´rente de celle des the´ore`mes 1.2 et 1.3, mais
ne´cessite de placer l’e´tude des sommes Sf dans le cadre suffisamment ge´ne´ral construit par Katz ([Ka2],
[Ka3]). Ce cadre apparaˆıt de nouveau dans [Mi2]. Ici, dans un premier temps, nous re´sumons [F–M] §II.
Pour chaque fraction rationnelle ve´rifiant H ou H′, pour chaque nombre premier p assez grand, chaque
premier ` 6= p, on construit un Q`–faisceau de rang kf sur P1Fp , note´ Sf , qui ve´rifie entre autres les
proprie´te´s








avec αf,p,a nombre complexe de module 1,
– Le groupe de monodromie ge´ome´trique Gge´om co¨ıncide avec le groupe de monodromie arithme´tique
et vaut SLkf , si f ve´rifie H ou vaut Spkf , si f ve´rifie H′.
Soit K un compact maximal de Gge´om. On rappelle (voir §I ci–dessus) qu’on choisit
K = Gf ,
avec Gf = SUkf (C), si f ve´rifie H et Gf = USpkf (C), si f ve´rifie H′. Soit K\ l’ensemble des classes de
conjugaison de K et soit µST la mesure image sur K
\ de la mesure µHaarK par la projection canonique.
Pour tout a ∈ F×p , la classe de frobenius Froba de´finit une classe de conjugaison θ\p,a ∈ K\, pour laquelle
on a l’e´galite´
|tr(θ\p,a)| = |Sf (a; p)|√p (= kf cos θf,p,a).
(Voir §I, pour la de´finition de θf,p,a.) Le re´sultat fondamental de Katz est
PROPOSITION 5.1 ([Ka3], 7.9, 7.10). — Sous les hypothe`ses pre´ce´dentes, quand p −→ ∞, les classes
de conjugaison {θ\p,a}a∈F×p ⊂ K\ deviennent e´quire´parties pour la mesure µST, i.e. pour toute fonction g,











L’emploi de cette proposition conduirait aux encadrements de A∗f (x) et de A˜f (x) e´nonce´s dans le
the´ore`me 1.4, mais avec un facteur supple´mentaire de la forme logε x pour chacune des majorations. Pour
e´viter l’apparition de ce facteur, il est ne´cessaire de faire un calcul de discre´pance dans le meˆme esprit
que les lemmes 2.2, 2.3 et 2.4, mais dans un cadre plus ge´ne´ral. Un tel calcul a e´te´ fait dans [F–M] §II,
ce qui nous permet d’en esquisser les principales e´tapes.
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Soit h une fonction radiale sur C, a` support compact, a` valeurs dans R+, de classe C∞. On conside`re
la fonction H de´finie par
K −→ R+
θ 7→ H(θ) = h( tr θkf )



























































Pour parfaire l’e´tude du terme d’erreur de (5.3), nous e´tudions ‖H‖\. Dans ce but, nous introduisons
certaines hypothe`ses de´crivant la re´gularite´ de h :
(5.4) Il existe ∆ > 0 et des constantes cj tels qu’on ait |h(j)(t)| ≤ cj∆−j(∀t ∈ R+ ∀j ≥ 0)
et
(5.5) Le support de h|R est inclus dans un intervalle de longueur L.
(Notons qu’en raison de l’application a` la fonctionH, on peut supposer l’ine´galite´ L ≤ 2kf .) La majoration
de ‖H‖\ a e´te´ traite´e dans le cas particulier ou` L = ∆ ([F–M], formule (2.21) car dans ce travail, on
cherchait de petites sommes d’exponentielles). Par une le´ge`re ge´ne´ralisation, nous avons
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LEMME 5.2. — Pour toute fonction h comme ci–dessus, ve´rifiant en outre les conditions (5.4) et (5.5),
on a l’ine´galite´







2 si K = USpk et k ≥ 2
L si K = SUk et k ≥ 3, k 6= 4
L(log(1/L))
1
2 si K = SUk et k = 4.
La constante dans le symbole  ne de´pend que de k et de la suite des cj de l’hypothe`se (5.4).
Dans l’e´nonce´ du lemme 5.2, on rappelle les valeurs respectives des dimensions
dimSUk = k












h(| cos θ|) dµGf (θ).
Les remarques pre´ce´dentes, la formule (5.2) et le lemme 5.2 entraˆınent le re´sultat suivant, que nous
pourrions rendre plus pre´cis mais qui sera satisfaisant pour les applications :
LEMME 5.3. — Soit f une fraction rationnelle comme ci–dessus, ve´rifiant kf ≥ 2 et ve´rifiant H ou H′.
Soit h : R −→ R+ une fonction a` support compact, de classe C∞, ve´rifiant (5.4), pour un certain ∆ > 0.
















Le lemme 5.3 joue ainsi le roˆle du lemme 2.2. En recopiant la preuve des the´ore`mes 1.1 et 1.2 dans le




(log log x)k ≤ A∗f (x) ≤ c∗6x







(log log x)k ≤ A˜f (x) ≤ c˜6x(log log x)kf−1









cos t dµGf (t).






|trace (A)| dµHaarGf (A),
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ou`, suivant les cas Gf = SUkf ou Gf = USpkf et dµ
Haar
Gf
est la mesure de Haar correspondante. Par
l’ine´galite´ de Cauchy–Schwarz, on a













Par de´finition de la mesure de Haar, la premie`re inte´grale vaut 1. Pour interpre´ter la seconde inte´grale a`
droite de (5.8), on e´crit que A 7→ |trace (A)|2 est le caracte`re de la repre´sentation St⊗ St de Gf , ou` St




|trace (A)|2 dµHaarGf (A)
vaut pre´cise´ment la dimension des Gf–invariants de la repre´sentation St⊗ St. Il est facile de voir que cet





Reportant cette majoration dans (5.6) et (5.7), on termine ainsi la preuve du the´ore`me 1.4.

RE´FE´RENCES
[D] P. DELIGNE, Application de la formule des traces aux sommes trigonome´triques dans Cohomologie
E´tale, Se´minaire de Ge´ome´trie Alge´brique du Bois-Marie, SGA 4 1/2, Lecture Notes in Math. 569,
Springer Verlag, Berlin, 1977.
[D–I] J–M. DESHOUILLERS et H. IWANIEC, Kloosterman sums and Fourier coefficients of cusp
forms, Inv. Math. 70, 219–288 (1982).
[D–F–I] W. DUKE, J. FRIEDLANDER et H. IWANIEC, Bilinear forms with Kloosterman fractions,
Inv. Math. 128, 23–43 (1997).
[F–M] E. FOUVRY et P. MICHEL, A` la recherche de petites sommes d’exponentielles, Ann. Institut
Fourier (a` paraˆıtre).
[H–R] H. HALBERSTAM et H.E. RICHERT, Sieve methods, Academic Press (1974).
[H–T] R.R. HALL et G. TENENBAUM, Divisors, Cambridge Tracts in Mathematics 90, Cambridge
University Press (1988).
[Ho] C. HOOLEY, On the distribution of roots of polynomial congruences, Mathematika 11, 39–49
(1964).
[Ka1] N.M. KATZ, Sommes exponentielles, Aste´risque 79, Socie´te´ Mathe´matique de France (1980).
22
[Ka2] N.M. KATZ, Gauss sums, Kloosterman sums and monodromy groups, Annals of Math. Studies
116, Princeton University Press (1988).
[Ka3] N.M. KATZ, Exponential sums and differential equations, Annals of Math. Studies 124,
Princeton University Press (1990).
[Ku] N.V. KUZNIETSOV, Petersson hypothesis for parabolic forms of weight 0 and Linnik hypothesis
for sums of Kloosterman sums, Math. Sbornik 111(153), n.3, 334–383 (1980).
[Mi1] P. MICHEL, Autour de la conjecture de Sato–Tate, Inv. Math. 121, 61–78 (1995).
[Mi2] P. MICHEL, Minoration de sommes d’exponentielles, Duke Math. J. 95, 227–240 (1998).
[Sa] P. SARNAK, Some applications of modular forms, Cambridge Tracts in Mathematics 99,
Cambridge University Press (1990).
Sh] P. SHIU, A Brun–Titchmarsh theorem for multiplicative functions, J. Reine Angew. Math. 313,
161–170 (1980).
[Te] G. TENENBAUM, Sur la probabilite´ qu’un entier posse`de un diviseur dans un intervalle donne´,
Comp. Math. 51, 243–263 (1984).
E´tienne FOUVRY Philippe MICHEL
Mathe´matique Mathe´matique
Campus d’Orsay Universite´ Montpellier II, CC 051
F–91405 ORSAY Cedex 34095 MONTPELLIER Cedex
FRANCE FRANCE
Etienne.Fouvry@math.u-psud.fr michel@math.univ-montp2.fr
