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Abstract—Zero-shot learning aims at recognizing unseen
classes (no training example) with knowledge transferred from
seen classes. This is typically achieved by exploiting a semantic
feature space shared by both seen and unseen classes, i.e.,
attribute or word vector, as the bridge. One common practice
in zero-shot learning is to train a projection between the
visual and semantic feature spaces with labeled seen classes
examples. When inferring, this learned projection is applied to
unseen classes and recognizes the class labels by some metrics.
However, the visual and semantic feature spaces are mutually
independent and have quite different manifold structures. Under
such a paradigm, most existing methods easily suffer from the
domain shift problem and weaken the performance of zero-shot
recognition. To address this issue, we propose a novel model called
AMS-SFE. It considers the alignment of manifold structures
by semantic feature expansion. Specifically, we build upon an
autoencoder-based model to expand the semantic features from
the visual inputs. Additionally, the expansion is jointly guided
by an embedded manifold extracted from the visual feature
space of the data. Our model is the first attempt to align both
feature spaces by expanding semantic features and derives two
benefits: first, we expand some auxiliary features that enhance
the semantic feature space; second and more importantly, we
implicitly align the manifold structures between the visual and
semantic feature spaces; thus, the projection can be better trained
and mitigate the domain shift problem. Extensive experiments
show significant performance improvement, which verifies the
effectiveness of our model.
Index Terms—Zero-shot learning, Manifold, Autoencoder, Se-
mantic Feature, Alignment.
I. INTRODUCTION
IN the past few years, with the increasing development ofdeep learning techniques, many machine learning tasks and
techniques have been proposed and consistently achieved state-
of-the-art performance. Among them, most of the tasks can
be grouped into supervised learning problems, such as image
classification [1]–[3], face verification [4]–[6], multimedia
retrieval [7], [8], medical imaging [9], and financial forecasting
[10]. These tasks usually require a large number of labeled
examples to train the model and then to make inferences
on testing examples. In the implementation of deep learning
techniques, the risk of overfitting problems that commonly
exist in classical machine learning models, e.g., support vector
machines [11], [12] and tree/forest-based models [13], can
be offset by the depth and width of deep neural networks.
Generally, in most cases, the larger the quantity of data, the
better the model performance. Taking ImageNet [14] as an
example, which consists of 21,841 classes and 14,197,122
images in total, its emergence has brought unprecedented
Fig. 1. An illustration of zero-shot learning: the training is conducted solely
on the seen class and the testing is conducted on unseen classes. The unseen
class examples, i.e., bounded with a red dotted box, are not available during
the whole training process. The two label sets are disjoint from each other
and are only bridged by the semantic feature space.
opportunities to the computer vision area. Many tasks trained
on large datasets, e.g., ImageNet, and related tasks with trans-
fer learning, e.g., pretraining models on ImageNet, continue
to make progress in contrast to many other areas. These
tasks have achieved superior performance and even surpassed
humans in some scenarios [15]. Despite the great power of
supervised learning, it relies too much on a large number of
labeled data examples, which makes it difficult for models to
be generalized to unfamiliar or even unseen classes. Transfer
learning [16] has partially solved this problem; it pretrains a
model on a source domain dataset of a similar task and then
transfers the whole or part of the trained model to the target
domain task and fine-tunes with target data. For example, it is
easier for a learner who has already learned English to learn
French because many internal similarities and overlaps exist
between these two languages.
Humans have an excellent ability to generalize learned
knowledge to explore the unknown. It has been proven that
humans can recognize over 30,000 object classes and many
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2more subclasses [17], e.g., breeds of birds and combinations
of attributes and objects. Moreover, humans are very good
at recognizing object classes without previously seeing their
real examples. For example, if a learner who has never seen
a panda is taught that the panda is a bear-like animal that
has black and white fur, then he or she will be able to
easily recognize a panda when seeing a real example. In
machine learning, this is considered the problem of zero-shot
learning (ZSL) [18]. The setting of ZSL can be regarded as
an extreme case of transfer learning: the model is trained
to imitate human ability in recognizing examples of unseen
classes that are not shown during the training stage [19]–
[28]. ZSL is typically achieved by taking the utilization of
labeled seen class examples and certain common knowledge
that can be shared and transferred between seen and unseen
classes. This common knowledge is per-class, semantic and
high-level features for both the seen and unseen classes [18],
which enables easy and fast implementation and inference to
ZSL. Among them, semantic attributes and semantic word
vectors have become the most popular common knowledge in
recent years. The semantic attributes are meaningful high-level
information about examples, such as shape, color, component,
and texture. In contrast, semantic word vectors are vector rep-
resentations of words learned from a large external corpus, of
which two word vectors are expected to have a small distance
if two words more frequently appear in context than others.
As such, similar classes should have similar patterns in the
semantic feature space, and this particular pattern is defined as
the prototype. Each class is embedded in the semantic feature
space and endowed with a prototype, so the ZSL can be easily
extended to much broader classes by collecting class-level
prototypes instead of example-level collecting and labeling,
which are expensive and time consuming.
In conventional supervised learning (CSL), the training and
testing examples belong to the same class-set, which means
that the learned model has already seen some examples of all
the classes it encounters during testing. In contrast, the ZSL
only trains the model on seen class examples, and the learned
model is expected to infer novel/unseen class examples. Thus,
the essential difference between the ZSL and CSL is that the
training and testing class sets of ZSL are disjoint from each
other. As a result, the ZSL can be regarded as a complement
to the CSL and can handle some scenarios where labeled
data are scarce or difficult to obtain for some classes. Taking
image classification/recognition as an example, even some
of the largest datasets, e.g., ImageNet, cannot cover all the
classes in real-world applications, and some classes that are
only composed of very few or even only one real example
may also exist. Collecting and labeling the examples of all
classes is impossible. However, recognizing as many classes
as possible is urgently needed in real-world applications. As
such, the ZSL, which is capable of transferring knowledge
from seen to unseen classes has received increasing attention
in recent years [19]–[28]. An illustration of the basic settings
of zero-shot learning is shown in Fig. 1
As a common practice in ZSL, an unseen class example
is first projected from the original input feature space, i.e.,
the visual feature space, to the semantic feature space by a
projection trained on seen classes. Then, with such obtained
semantic features, we search the most closely related prototype
whose corresponding class is set to this example. Specifi-
cally, this relatedness can be measured by metrics such as
the similarity or distance between the semantic features and
prototypes. Thus, some simple algorithms, such as nearest-
neighbor (NN), can be applied to search the class prototypes.
However, due to the absence of unseen classes when training
the projection, the domain shift problem [29] easily occurs.
This is mainly because the visual and semantic feature spaces
are mutually independent. More specifically, visual features
represented by high-dimensional vectors are usually not se-
mantically meaningful, and the semantic features are also often
not visually meaningful. Therefore, it is challenging to obtain
a well-matched projection between the visual and semantic
feature spaces.
To address the above issues, we propose a novel model to
align the manifold structures between the visual and semantic
feature spaces, as shown in Fig. 2. Specifically, we train an
autoencoder-based model that takes the visual features as input
to generate k-dimensional auxiliary features for each prototype
in the semantic feature space except for the predefined n-
dimensional features. Additionally, we combine these auxiliary
semantic features with the predefined features to discover
better adaptability for the semantic feature space. This adapt-
ability is mainly achieved by aligning the manifold structures
between the combined semantic feature space (Rn+k) to an
embedded (n + k)-dimensional manifold extracted from the
original visual feature space of data. The expansion and align-
ment phases are conducted simultaneously by joint supervision
from both the reconstruction and alignment terms within the
autoencoder-based model. Our model results in two benefits:
(1) we can enhance the representation capability of semantic
feature space, so it can better adapt to unseen classes; (2) we
can implicitly align the manifold structures between the visual
and semantic feature spaces, so the domain shift problem can
be better mitigated. Our contributions are three-fold:
• We are the first to consider the expansion of semantic
feature space for zero-shot learning and align between
the visual and semantic feature spaces.
• Our model obtains a well-matched visual-semantic pro-
jection that can mitigate the domain shift problem.
• Our model outperforms various existing representative
methods with significant improvements and shows its
effectiveness.
The rest of this paper is organized as follows. Section II
introduces the related work. Then, in Section III, we present
our proposed method. Section IV discusses the experiment,
and the conclusion is addressed in Section V.
II. RELATED WORK
In this section, we mainly introduce some related problems
and methods concerned with this paper.
A. Visual-Semantic Projection
Existing ZSL methods have established three main di-
rections for visual-semantic projection: forward, reverse and
intermediate projections.
31) Forward Projection: The forward projection is the most
widely used projection in ZSL. It refers to finding a projection
that maps the visual feature space to the semantic feature
space. SOC [30] maps the visual features to the semantic
feature space and then searches the nearest class embedding
vector. SJE [31] optimizes the structural SVM loss to learn the
bilinear compatibility, while ESZSL [32] utilizes the square
loss to learn the bilinear compatibility and adds a regulariza-
tion term to the objective with respect to the Frobenius norm.
ALE [33] trains a bilinear compatibility function between the
semantic attribute space and the visual space by ranking loss.
Similarly, [19] also trained a linear mapping function between
visual and semantic feature space by an efficient ranking loss
formulation. Bucher et al. [23] embedded the visual features
into the attribute space. Recently, SAE [26] used a semantic
autoencoder to regularize zero-shot recognition. Xian et al.
[34] extended the bilinear compatibility model of SJE [31]
to be a piecewise linear model by learning multiple linear
mappings with the selection being a latent variable. Socher et
al. [35] used a deep learning model that contains two hidden
layers to learn a nonlinear mapping from the visual feature
space to the semantic word vector space [36].
2) Reverse Projection: In contrast, with forward projection,
some ZSL models aim to find a projection that reversely maps
the semantic feature space back to the visual feature space.
Ba et al. [37] and Zhang et al. [38] both train a deep neural
network to map the semantic features to the visual feature
space. Changpinyo et al. [39] proposed a simple model based
on a support vector regressor to map the semantic features
to the visual feature space and performed nearest-neighbor
algorithms.
3) Intermediate Projection: The intermediate projection
refers to finding an intermediary feature space that both the
visual features and the semantic features are mapped to [40].
Zhang et al. [41] utilized the mixture of seen class parts as the
intermediate feature space; then, the examples belonging to the
same class should have similar mixture patterns. Zhang et al.
[24] maps the visual features and semantic features to two sep-
arate intermediate spaces. Additionally, some researchers also
propose several hybrid models to jointly embed several kinds
of textual features and visual features to ground attributes [25],
[42]–[44]. Lu et al. [40] linearly combines the base classifiers
trained in a discriminative learning framework to construct the
classifier of unseen classes.
In our model, we mainly consider the performance on
the forward projection. Visual examples are mapped to the
semantic feature space by the learned projection and then
search for the corresponding prototypes to determine their
classes.
B. Domain Shift Problem
The domain shift problem was first identified and studied
by Fu et al. [29]. It refers to the phenomenon that when
projecting unseen class examples from the visual feature space
to the semantic feature space, the obtained results may shift
away from the real results (prototypes). The domain shift
problem is essentially caused by the nature of ZSL that
the training (seen) and testing (unseen) classes are mutually
disjoint. Recently, several researchers have investigated how
to mitigate the domain shift problem, including inductive
learning-based methods, which enforce additional constraints
from the training data [25], [42], and transductive learning-
based methods, which assume that the unseen class examples
(unlabeled) are also available during training [29], [45], [46].
It should be noted that the model performance of the trans-
ductive setting is generally better than that of the inductive
setting because of the utilization of extra information from
unseen classes during training, thus naturally avoiding the
domain shift problem. However, transductive learning does not
fully comply with the zero-shot setting in which no examples
from an unseen class are available. With the popularity of
generative adversarial networks (GANs), some related ZSL
methods have also been proposed recently. GANZrl [47]
applied GANs to synthesize examples with specified semantics
to cover a higher diversity of seen classes. In contrast, GAZSL
[27] leverages GANs to imagine unseen classes from text
descriptions. Although several works have already achieved
some progress, the domain shift problem is still an open
issue. In our model, the expansion phase is also a generative
task but focuses on the semantic feature level. We adopt
an autoencoder-based model that is lighter and easier to
implement yet effective. Moreover, we strictly comply with the
zero-shot setting and isolate all unseen class examples from
the training process.
C. Manifold Learning
The manifold is a concept from mathematics that refers
to a topological space that locally resembles Euclidean space
near each point. Manifold learning is based on the idea that
there exists a lower-dimensional manifold embedded in a high-
dimensional space [48]. Recently, some manifold learning-
based ZSL models have been proposed. Fu et al. introduces
the semantic manifold distance to redefine the distance metric
in the semantic feature space using an absorbing Markov chain
process. MFMR [49] leverages the sophisticated technique of
matrix trifactorization with manifold regularizers to enhance
the projection between the visual and semantic spaces. In our
model, we consider obtaining an embedded manifold in a
lower-dimensional space of data in the original visual feature
space. This embedded manifold is expected to retain the
geometrical and distribution constraints in the visual feature
space. Such manifold information is further used to guide
the alignment of manifold structures between the visual and
semantic feature spaces.
III. PROPOSED METHOD
In this section, we first give the formal problem definition of
zero-shot learning. Next, we introduce our proposed method
and formulation in detail. More specifically, an autoencoder-
based network is first applied to generate and expand some
auxiliary semantic features except for the predefined ones.
Then, we extract a lower-dimensional embedded manifold
from the original visual feature space of the data, which
properly retains its geometrical and distribution constraints.
4By using the obtained embedded manifold, we then construct
an additional regularization term to guide the alignment of
manifold structures between the visual and semantic feature
spaces. Finally, the prototype updating strategy and the recog-
nition process of our model are addressed.
A. Problem Definition
We start by formalizing the zero-shot learning task and
then introduce our proposed method and formulation. Given
a set of labeled seen class examples D = {xi, yi}li=1, where
xi ∈ Rd is a seen class example, i.e., visual features, with class
label yi belonging to m seen classes C = {c1, c2, · · · , cm},
the goal is to construct a model for a set of unseen classes
C ′ = {c′1, c′2, · · · , c′v} (C
⋂
C ′ = φ) that have no labeled
examples during training. In the testing phase, given a test
example x′ ∈ Rd, the model is expected to predict its class
label c(x′) ∈ C ′. To this end, some side information, i.e., the
semantic features, denoted as Sp = (a1, a2, · · · , an) ∈ Rn,
is needed as common knowledge to bridge the seen and
unseen classes in the semantic feature space, where each
ai is one feature dimension in such semantic feature space.
Therefore, the seen class examples D can be further specified
as D = {xi, yi, Spi }li=1. Each seen class ci is endowed with
a predefined semantic prototype P pci ∈ Rn, and each unseen
class ci′ is also endowed with a predefined semantic prototype
P pci′
′ ∈ Rn. Thus, for each seen class example, we have
Spi ∈ P p =
{
P pc1 , P
p
c2 , · · · , P pcm
}
, while for unseen class
example x′, we need to predict its semantic features Sp′ ∈ Rn
and set the class label by searching the most closely related
semantic prototype within P p′ =
{
P pc1′
′
, P pc2′
′
, · · · , P pcv ′
′}.
B. Method and Formulation
1) Semantic Feature Expansion: To align the manifold
structures between the visual and semantic feature spaces,
the first step from the bottom up is to expand the semantic
features. Specifically, we keep the predefined n-dimensional
semantic features Sp = (a1, a2, · · · , an) ∈ Rn fixed and
expand extra k-dimensional auxiliary semantic features Se =
(an+1, an+2, · · · , an+k) ∈ Rk to enlarge the target semantic
feature space as Rn+k. Practically, several techniques, e.g.,
the generative adversarial network (GAN) [50] and the au-
toencoder (AE) [51], can achieve this target on the basis that
the expanded auxiliary semantic features are faithful to the
original input features, i.e., visual features. Compared with
the GAN, which is good at synthesizing data distribution,
e.g., more realistic images in example-level [52], the AE is
much lighter and easier to train [53]–[56]. Moreover, in our
model, the expanded auxiliary features are expected to be more
per-class semantically high-level in contrast to example-level
features. Considering the generation target, the training cost
and the model complexity, the AE is a better choice for our
purpose. The standard AE consists of two parts: the encoder
maps the visual features x ∈ Rd to a latent feature space,
in which the latent features z ∈ Rk(k  d) are normally a
high-level and compact representation of the visual features.
The decoder then maps the latent features back to the visual
feature space and reconstructs the original visual features as
xˆ ∈ Rd. The AE loss measuring the reconstruction can be
described as:
LAE =
∑
x∼D
‖x− xˆ‖22 . (1)
We minimize the objective of Eq. (1) to guarantee the learned
latent features zi retain the most powerful information of
the input xi. It should be noted that the SAE [26] first
implemented the AE for the zero-shot learning task, which
applies the semantic autoencoder training framework to obtain
the projection between the visual and semantic feature spaces.
However, in our model, the AE is mainly implemented in the
expansion process to obtain extra auxiliary semantic features.
The standard AE performs well in our model despite the
latent feature space being pointwise sensitive, which means
that the margins of each class within the latent feature space
are discrete and the data in the latent feature space are
unevenly distributed. In other words, some areas in the latent
feature space do not represent any data. Although the proto-
types of each class are also inherently discrete, a smooth and
continuous latent feature space can intuitively better represent
the margins among classes and makes the projection between
the visual and latent feature spaces more robust. To this end,
we further apply the variational autoencoder (VAE) [57] to
formulate the expansion process in our model.
Different from the standard AE, the encoder of the VAE
predicts the mean feature vector µ and the variance matrix
Σ, such that the distribution of latent features q (z|x) can be
approximated by N (µ,Σ), i.e., q (z|x) = N (µ,Σ), from
which a latent feature z is sampled and further decoded
to reconstruct the original visual features as xˆ ∈ Rd. The
key difference between the AE and VAE is the embedding
methods of the inputs in the latent feature space. The AE
learns a compressed data representation that is normally more
discrete, while the VAE attempts to learn the parameters of
a probability distribution representing the data, which makes
the learned latent features smoother and more continuous
[57], [58]. However, the sampling operation from N (µ,Σ) is
nondifferentiable and makes backpropagation impossible. As
suggested by the reparameterization trick [57], sampling from
z ∼ N (µ,Σ) is equivalent to sampling  ∼ N (0, I) and
setting z = µ + Σ
1
2 . Thus,  can be regarded as an input of
the network and makes the sampling operation differentiable.
Moreover, we need an additional constraint other than the
reconstruction loss, i.e., LAE , to guide the training of VAE.
It should be noted that the additional constraint is expected to
force the latent feature distribution to be similar to a prior, so
the objective of the VAE can be further specified as:
LV AE =
∑
x∼D
‖x− xˆ‖22 −DKL
(
q (z|x) ‖p (z) ), (2)
where the first term is the conventional reconstruction loss,
which forces the latent feature space to be faithful and
restorable to the original visual feature space, and the second
term is the unpacked Kullback-Leibler divergence between the
latent feature and the chosen prior p (z), e.g., a multivariate
standard Gaussian distribution, which further forces the mar-
5Fig. 2. The proposed AMS-SFE expands the semantic feature space to implicitly align the manifold structures between the visual and semantic feature spaces.
Our model can be roughly divided into 3 steps: (1) expand several auxiliary semantic features (green) except for the predefined features (yellow); (2) extract
a low-dimensional embedded manifold of the original visual feature space, which retains the geometrical and structural information of the visual features of
data (blue); and (3) combine these two semantic features and force the manifold structure to approximate the structure of the embedded manifold extracted
from the original visual feature space. The expansion and alignment are jointly achieved within the training of the VAE.
gins of each class to be smooth and continuous and makes the
visual-semantic projection more robust.
2) Embedded Manifold Extraction: Before exploiting these
auxiliary semantic features, we need to extract a lower-
dimensional embedded manifold (Rn+k) of the visual feature
space (Rd, n+ k  d) to utilize the structure information. To
this end, we first find and define the center of each seen class
in the visual feature space as xc = {xci}mi=1, where {ci}mi=1
are m class labels and xci is the center, e.g., the mean value,
of all examples belonging to class ci. We compose a matrix
D ∈ Rm×m to record the distance of each center pair from
xc in the original visual feature space as:
D =

d1,1 d1,2 · · · d1,m
d2,1 d2,2 · · · d2,m
...
...
...
dm,1 dm,2 · · · dm,m
 , (3)
where di,j is calculated as ‖xci − xcj‖. Then, our target is
to search for a lower-dimensional embedded manifold (Rn+k)
that can be modeled by an (n + k)-dimensional embedded
feature representation, i.e., denoted as O = [oi] ∈ R(n+k)×m,
where each oi is the embedded representation of the class
center xci . The embedded representation is expected to retain
the geometrical and structural information of the visual feature
space of the data.
To obtain O, a natural and straightforward approach is that
the distance matrix D can also restrain the embedded repre-
sentation O, which means that the distance of each point pair
of O also has the same distance matrix D in the corresponding
(n+ k)-dimensional feature space. To solve this problem, we
denote the inner product of O as B = O>O ∈ Rm×m, so
that bij = o>i oj and we obtain:
d2ij = ‖oi‖2 + ‖oj‖2 − 2o>i oj = bii + bjj − 2bij . (4)
We set
∑m
i=1 oi = 0 to simplify the problem so that the
summation of each row/column of O equals zero. The zero-
centered setting can reduce computations while retaining the
data’s geometrical and structural information. Then, we can
easily obtain:
m∑
i=1
d2ij = Tr(B) +mbjj , (5)
m∑
j=1
d2ij = Tr(B) +mbii, (6)
m∑
i=1
m∑
j=1
d2ij = 2mTr(B), (7)
where Tr(·) is the trace of the matrix, i.e., Tr(B) =∑m
i=1 ‖oi‖2. We denote:
d2i· =
1
m
m∑
j=1
d2ij , (8)
d2·j =
1
m
m∑
i=1
d2ij , (9)
d2·· =
1
m2
m∑
i=1
m∑
j=1
d2ij . (10)
From Eq. (4), we can easily obtain:
bij = −1
2
(
d2ij − bii − bjj
)
. (11)
From Eqs. (7) and (10), we can obtain:
Tr(B) =
1
2m
m∑
i=1
m∑
j=1
d2ij =
1
2
md2··, (12)
6From Eqs. (6) and (8), and Eqs. (5) and (9), respectively, we
can obtain:{
bii =
1
m
∑m
j=1 d
2
ij − 1mTr(B) = d2i· − 12d2··
bjj =
1
m
∑m
i=1 d
2
ij − 1mTr(B) = d2·j − 12d2··
, (13)
Combining Eqs. (11)∼(13), we can obtain the inner product
matrix B by the distance matrix D as:
bij = −1
2
(
d2ij − d2i· − d2·j + d2··
)
. (14)
By applying eigenvalue decomposition (EVD) [59] with B,
we can easily obtain the (n + k)-dimensional representation
O, which models the geometrical and structural information of
the expected (n+k)-dimensional embedded manifold (Rn+k).
3) Manifold Structure Alignment: With the obtained O,
we can now align the manifold structures between the visual
and semantic feature space. Specifically, we measure the
similarity of the combined semantic feature representation
Sp+e (predefined Sp combined with expanded Se) and the
embedded representation O by cosine distance, in which the
output similarity between two vectors is bounded from -1 to
1 and is magnitude free. It should be noted that in our model,
the alignment is jointly completed with the semantic feature
expansion. To achieve this, we construct a regularization term
to further guide the autoencoder-based network as:
LA =
l∑
i=1
m∑
j=1
1 [yi = cj ] ·
[
1− S
p+e
i · oj∥∥Sp+ei ∥∥ ‖oj‖
]
(15)
where Sp+ei is the combined semantic feature representation
of the i-th seen class example xi, yi is the class label and
cj is the j-th class label among m classes. 1 [yi = cj ] is an
indicator function that takes a value of one if its argument is
true, and zero otherwise. Finally, combined with Eq. (2), the
unified objective can be described as:
L =α ·
∑
x∼D
‖x− xˆ‖22 −DKL
(
q (z|x) ‖p (z) )︸ ︷︷ ︸
LVAE
+ β ·
l∑
i=1
m∑
j=1
1 [yi = cj ] ·
[
1− S
p+e
i · oj∥∥Sp+ei ∥∥ ‖oj‖
]
︸ ︷︷ ︸
LA
,
(16)
where LV AE acts as a base term that mainly guides the recon-
struction of the input visual examples. LA is an alignment term
that provides additional guidance to learning latent vectors
and forces the manifold structure of the combined semantic
feature space to approximate the structure of the embedded
manifold extracted from the visual feature space. α and β are
two hyperparameters that control the balance between these
two terms.
4) Prototype Update: After the expansion phase, we need
to update the prototypes for each class. We have different
strategies regarding the seen and unseen classes.
First, for each seen class. Because we obtained the trained
autoencoder and all the seen class examples are available, we
can simply compute the center, i.e., the mean value, of all
latent vectors zi belonging to the same class and combine the
center with the predefined prototype for each seen class as:
P e =
1
h
h∑
i=1
zi , (17)
P = P p unionmulti P e , (18)
where zi is the expanded semantic features obtained by the
encoder, h is the number of examples belonging to this specific
seen class, P p and P e are predefined and expanded prototypes,
respectively, and unionmulti denotes the operation that concatenates two
vectors.
Second, for each unseen class, as no example is avail-
able during the whole training phase, we cannot apply the
trained autoencoder to update the prototypes directly. Instead,
we use another strategy by considering the local linearity
among prototypes. Specifically, for each predefined unseen
class prototype, we first obtain its g nearest neighbors from
predefined seen class prototypes. Then, we estimate each
predefined unseen class prototype by a linear combination of
its corresponding g neighbors as:
P p′ = θ1P
p
1 + θ2P
p
2 + · · ·+ θgP pg
= θP p1→g ,
(19)
where P p′ is the predefined prototype of the unseen class,
{P pi }gi=1 are its g nearest neighbors from predefined seen class
prototypes, and {θi}gi=1 are the estimation parameters. Eq. (19)
is a simple linear programming, and we can easily obtain the
estimation parameters by solving a minimization problem as:
θ = arg min
θ
∥∥P p′ − θP p1→g∥∥ . (20)
With the obtained estimation parameter θ, we can update the
prototype for each unseen class as:
P e′ = θ1P e1 + θ2P
e
2 + · · ·+ θgP eg
= θP e1→g ,
(21)
P ′ = P p′ unionmulti P e′ , (22)
where P ′ is the updated prototype for the unseen class and
{P ei }gi=1 are the corresponding g expanded prototypes of its
g seen class neighbors.
5) Recognition: In our model, similar to some methods,
we also adopt the simple autoencoder training framework
[26] to learn the projection between the visual and semantic
feature spaces. The encoder fe(·) first projects an example
from the visual feature space to the semantic feature space
to reach its prototype. Then, the decoder fd(·) reversely
projects it back to the visual feature space and reconstructs
the example. The latent vectors of the autoencoder are forced
to be the prototypes of each class. These two steps guarantee
the robustness of our learned projection.
Our model mainly focuses on the alignment of manifold
structures by semantic feature expansion, so we do not apply
any additional technique to the projection training phase.
A simple linear autoencoder with just one hidden layer is
trained to obtain the visual-semantic projection. Specifically,
the encoder fe(·) can be regarded as the forward projection,
7and the decoder can be regarded as the reverse projection. In
the testing phase, taking the forward projection as an example,
we can project an unseen class example xi′ to the semantic
feature space to obtain its semantic feature representation
fe(xi
′). As to the recognition, we simply search the most
closely related prototype and set the class corresponding with
this prototype to the testing example as:
Ω(xi
′) = argmin
j
Dist(fe(xi
′), pj ′) (23)
where pj ′ is the prototype of the j-th unseen class, Dist(·, ·)
is a distance measurement, and Ω(·) returns the class label of
the testing unseen class example.
IV. EXPERIMENT
A. Experimental Setup
1) Dataset: Our model is evaluated on five widely used
benchmark datasets for zero-shot learning, including Animals
with Attributes (AWA) [20], CUB-200-2011 Birds (CUB) [60],
aPascal&Yahoo (aPa&Y) [61], SUN Attribute (SUN) [62],
and ILSVRC2012/ILSVRC2010 (ImageNet) [63]. The first
four are medium-scale datasets, and ImageNet is a large-scale
dataset. The AWA [20] consists of 30,475 images of 50 animal
classes, of which 40 are seen classes and the remaining 10 are
unseen classes. Each class is represented by an 85-dimensional
numeric attribute feature as the prototype. The 40 seen classes
including 24,295 images are used for training, and the remain-
ing 10 unseen classes with 6,180 images are used for testing.
The CUB [60] consists of 11,788 images of 200 bird species,
from which 150 of them are seen classes and 50 are unseen
classes. In this dataset, 8,855 images within 150 seen classes
are used for training, and the remaining 2,933 images within
50 unseen classes are used for testing. Each of their prototypes
is represented by a 312-dimensional semantic attribute feature.
The aPa&Y [61] consists of 15,339 images from the Pascal
VOC 2008 and Yahoo. A 64-dimensional attribute feature is
used as the prototype for each class. Among them, 20 classes
with 12,695 images in the PASCAL VOC 2008 [64] train&val
set act as the seen classes, and 12 new classes including 2,644
images are used as the unseen classes. Each of the prototypes
is represented by a 64-dimensional semantic attribute feature.
The SUN [62] consists of 14,340 scene images, from which
two splits, 707/10 and 645/72, are commonly used. In our
model, we only consider the latter split, which contains more
unseen classes. A total of 645 seen classes are used for
training, and the remaining 72 unseen classes are used for
testing. Each of the prototypes is represented by a 102-
dimensional semantic attribute feature. ImageNet [63] consists
of 1,360 classes, from which 1,000 from ILSVRC2012 are
seen classes, and 360 from ILSVRC2010 are unseen classes.
In the dataset, 2.0× 105 images within 1,000 seen classes are
used for training, and the remaining 5.4× 104 images within
360 unseen classes are used for testing. Each of the prototypes
is represented by a 1,000-dimensional semantic word vector.
The basic description of these datasets is listed in TABLE I.
TABLE I
DESCRIPTION OF DATASETS
Dataset # Examples # SCs # UCs D-SF
AWA 30475 40 10 85
CUB 11788 150 50 312
aPa&Y 15339 20 12 64
SUN 14340 645 72 102
ImageNet 2.54× 105 1000 360 1000
Notation: # – number, SCs/UCs – seen/unseen classes, D-SF – dimension of
semantic feature.
2) Evaluation: As a common practice in zero-shot learning,
we use the Hit@k accuracy [19] to evaluate the performance of
models. For each testing example, the model predicts its top-k
possible class labels, and we correctly classify the example
if and only if the ground truth label is within these predicted
k class labels. We apply Hit@1 for AWA, CUB, aPa&Y, and
SUN, which is the normal accuracy. For ImageNet, we apply
Hit@5 accuracy to fit a larger scenario following common
practice.
In the experiments, we compare our proposed method with
18 competitors (TABLE III). The selection for the competitors
is based on the following criteria: (1) all of these competitors
are published in the most recent years; (2) they cover a wide
range of models; (3) all of these competitors are under the
same settings, i.e., datasets, evaluation criteria and the visual
and semantic features adopted; and (4) they clearly represent
the state-of-the-art. Moreover, as mentioned in Section II, our
model and all selected competitors strictly comply with the
nontransductive zero-shot setting that the training only relies
on seen class examples, while the unseen class examples are
only available during the testing phase.
3) Implementation: In our experiments, to consider all
competitors, we also use GoogleNet [65] to extract the vi-
sual features for image examples, from which each image
is presented by a 1024-dimensional vector. Regarding the
semantic features, we use the semantic attributes for AWA,
CUB, aPa&Y, and SUN and use the semantic word vectors
for ImageNet. In our model, the autoencoder-based network
for expansion and alignment has five layers. Specifically, the
encoder and decoder parts contain two layers with (1024,256)
and (256,1024) neurons, respectively. The central hidden layer
represents the expected latent feature space, which can be
adjusted to the dimension of semantic features we expand.
Theoretically, within a reasonable expansion range, we can
expect that the more auxiliary semantic features we expand,
the better the model performance will be. This is because
with more auxiliary semantic features, more information can
be utilized when training and inferring for the recognition. It
will also be easier to align the manifold structures between
the visual and semantic feature spaces; thus, the projection
between these two feature spaces can be better trained and
further mitigate the domain shift problem. Taking the AWA
as an example, we conduct a comparison experiment to
evaluate the effects of expanded dimensions of the auxiliary
semantic features. The comparison results are shown in Figs.
3 and 4. In Fig. 3, we can observe that within a reasonable
expansion range, e.g., within an expansion rate of 100%
8Fig. 3. Effects of expanded dimensions on alignment error. Curves in different
colors represent the alignment error of different expanded dimensions ranging
from 5 dimensions to 85 dimensions (expansion rate: 100%) in an interval
of 5 dimensions. In addition, we also show the results of 170 dimensions
(expansion rate: 200%) and 255 dimensions (expansion rate: 300%) to better
demonstrate the trends (better viewed in color).
Fig. 4. Effects of expanded dimensions on prediction accuracy. The stepped
curve represents the prediction accuracy under different expanded dimensions
ranging from 5 dimensions to 85 dimensions (expansion rate: 100%) in an
interval of 5 dimensions.
(dexpanded/dpre−defined = 1), as the expanded dimensions
increase, the alignment error gradually decreases. In addition,
we can also observe that even when the expansion rate reaches
200% and 300%, the trend of alignment error reduction
remains. As to the prediction accuracy, it can be seen from
Fig. 4 that as the expanded dimensions increase, the accuracy
also gradually increases and eventually becomes comparatively
stable with larger expansion rates. Based on the above analysis,
in our experiments, without loss of generality, we empirically
apply a relatively medium expansion rate, i.e., 60% ± 15%,
for all datasets except ImageNet. We expand 65, 138, 26, and
58 auxiliary semantic features for AWA, CUB, aPa&Y, and
SUN to fit the total semantic features as nice round numbers
for 150, 450, 90, and 160. Regarding the ImageNet, because
the dimensions of the visual features and predefined semantic
features are 1,024 and 1,000, respectively, which results in
expandable auxiliary semantic features ranging from 0 to 24
for a better projection. Thus, we fairly expand 12 auxiliary
semantic features for ImageNet. In our model, the dimensional
comparison of predefined and expanded semantic features for
these five datasets is shown in TABLE II. As mentioned above,
the neurons of the central hidden layer are adjusted to 65, 138,
26, 58, and 12 for AWA, CUB, aPa&Y, SUN, and ImageNet,
respectively.
For the hyperparameters α and β in Eq. (16), we conduct a
(i) Reconstruction Loss
(ii) Alignment Loss
(iii) Total Loss
Fig. 5. The sensibilities of hyperparameters α and β: (i) effects on recon-
struction loss; (ii) effects on alignment loss; and (iii) effects on total loss
(better viewed in color and zoom-in mode).
grid-search experiment [12], [66] to evaluate their sensibilities.
Based on the definition in Eq. (15), the alignment loss is
normally considerably smaller than the reconstruction loss.
Thus, a larger penalty, i.e., β, should be applied to the
alignment term in Eq. (16) to accelerate the convergence of
alignment loss [67], [68]. In our grid-search experiment, we
set the α and β ranges within [1, 10] and [1, 110], respectively.
The grid-search results are shown in Fig. 5, from which we
can observe that the optimal α/β selections are 9/77 for the
reconstruction loss, 10/110 for the alignment loss, and 9/77 for
the total loss. Therefore, we choose to set the hyperparameters
α and β as 9 and 77, respectively. The hyperparameter g is
used to update the class prototypes of unseen classes. Based
on our previous work [69] that adopted the same strategy
by linearly associating with seen class prototypes, g is not
a critical parameter when ranged on a reasonable scale, e.g.,
several neighbors to tens of neighbors. Therefore, without loss
of generality, we empirically choose to consider 8 nearest
neighbors in our model. As to the recognition phase, a simple
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COMPARISON WITH STATE-OF-THE-ART COMPETITORS
Method AWA CUB aPa&Y SUN ImageNet
SS ACC SS ACC SS ACC SS ACC SS ACC
DeViSE [19] A/W 56.7/50.4 A/W 33.5 - - - - A/W 12.8
DAP [20] A 60.1 A - A 38.2 A 72.0 - -
MTMDL [70] A/W 63.7/55.3 A/W 32.3 - - - - - -
ESZSL [32] A 75.3 A 48.7 A 24.3 A 82.1 - -
SSE [41] A 76.3 A 30.4 A 46.2 A 82.5 - -
RRZSL [21] A 80.4 A 52.4 A 48.8 A 84.5 W -
Ba et al. [37] A/W 69.3/58.7 A/W 34.0 - - - - - -
AMP [23] A+W 66.0 A+W - - - - - A+W 13.1
JLSE [24] A 80.5 A 41.8 A 50.4 A 83.8 - -
SynCstruct [25] A 72.9 A 54.4 - - - - - -
MLZSC [23] A 77.3 A 43.3 - 53.2 A 84.4 - -
SS-voc [71] A/W 78.3/68.9 A/W - - - - - A/W 16.8
SAE [26] A 84.7 A 61.2 A 55.1 A 91.0 W 26.3
CLN+KRR [44] A 81.0 A 58.6 - - - - - -
MFMR [49] A 76.6 A 46.2 A 46.4 A 81.5 - -
RELATION NET [72] A 84.5 A 62.0 - - - - - -
CAPD-ZSL [73] A 80.8 A 45.3 A 55.0 A 87.0 W 23.6
LSE [74] A 81.6 A 53.2 A 53.9 - - W 27.4
AMS-SFE (AE, Ours) A 90.9 A 67.8 A 59.4 A 92.7 W 26.1
AMS-SFE (VAE, Ours) A 90.2 A 70.1 A 59.7 A 92.9 W 26.3
SS, A, and W represents semantic space, attribute and word vectors, respectively; ’/’ represents ’or’ and ’+’ represents ’and’; ’-’ represents that there
is no reported result. ACC stands for accuracy (%), where Hit@1 is used for AWA, CUB, aPa&Y, and SUN, and Hit@5 is used for ImageNet. The
results of our model are shown in bold, and the underline denotes the best result among all competitors.
TABLE II
DIMENSION OF PREDEFINED (P) / EXPANDED (E) FEATURES
AWA CUB aPa&Y SUN ImageNet
P 85 312 64 102 1000
E 65 138 26 58 12
P+E 150 450 90 160 1012
linear autoencoder with just one hidden layer is trained to
obtain the visual-semantic projection, i.e., the neurons of
input/output are equal to the visual features, and the neurons
of the central hidden layer are equal to the semantic features.
The cosine similarity is applied to search the related prototype
of the testing examples.
B. Results and Analysis
1) Compare with State-of-the-Art: The comparison results
with the selected state-of-the-art competitors are shown in
TABLE III. It can be seen from the results that our model
outperforms all competitors with great advantages in four
datasets, including AWA, CUB, aPa&Y, and SUN. The pre-
diction accuracy of our model achieves 90.9%, 70.1%, 59.7%,
and 92.9%, respectively. In ImageNet, our model obtains
suboptimal performance among all competitors. Our prediction
accuracy is 26.3%, which is slightly weaker than LSE [74]
and similar to SAE [26]. It should be noted that these similar
results in ImageNet of SAE and our model may be caused
by the following two reasons. First, as mentioned in Sections
III.B.5 and IV.A.3, our model also adopts a simple autoencoder
training framework to obtain the projection between the visual
and semantic feature spaces, which is similar to some existing
methods such as SAE. Second, it can be seen in TABLE II that
there are only 12 expanded semantic features for ImageNet,
which also makes the total semantic features similar to the
predefined features. In TABLE I, we can observe that the
dimension of the predefined semantic features of ImageNet
is 1,000. However, the dimension of the visual features is
1,024. Based on the analysis in Section IV.A.3, we only expand
12 auxiliary semantic features for ImageNet, which are far
fewer than the predefined features. This limitation makes it
difficult to perform the alignment between the visual and
semantic feature spaces for ImageNet. Thus, the improvement
regarding ImageNet is not that significant. In contrast, we have
enough space to expand the auxiliary semantic features for
AWA, CUB, aPa&Y, and SUN, so the alignment can be better
approximated for them. In our model, the dimensions of the
expanded auxiliary semantic features for these , datasets are
65, 138, 26, 58, and 12, respectively.
From the comparison results, we can also observe that the
performance of our VAE-based model is slightly better than
the AE-based model for CUB, aPa&Y, SUN, and ImageNet,
from which the most significant improvement is from 67.8%
to 70.1% for CUB. One possible reason is that CUB is also
a good benchmark dataset for fine-grained image recognition
tasks, except for ZSL, which consists of multiple bird species,
and the transition between each class is relatively smoother
and more continuous. Therefore, it is more likely to maintain
these features in the semantic feature space, which helps the
prediction by using the VAE.
TABLE IV
HIT@K ACCURACY (%) FOR AWA, k ∈ [1, 5]
Method Hit@1 Hit@2 Hit@3 Hit@4 Hit@5
SAE 84.7 93.5 97.2 98.8 99.4
AMS-SFE (ours) 90.9 97.4 99.5 99.8 99.8
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(i) SAE for AWA (ii) AMS-SFE(AE) for AWA (iii) AMS-SFE(VAE) for AWA
(iv) SAE for CUB (v) AMS-SFE(AE) for CUB (vi) AMS-SFE(VAE) for CUB
Fig. 6. Visualization results of our model and the strongest competitor SAE. The upper part is the results for AWA, and the lower part is the results for CUB.
(i) and (iv) are the visualization of SAE, (ii) and (v) are the visualization of our AE-based model, and (iii) and (vi) are the visualization of our VAE-based
model (better viewed in color).
Fig. 7. Comparison of Hit@k accuracy for AWA. The blue curve denotes the
SAE and the red curve denotes our model.
2) Projection Robustness: We conduct the evaluation of
projection robustness on AWA and CUB. AWA consists of
10 unseen classes, and CUB consists of 50 unseen classes.
Our model is compared with the overall strongest competitor
SAE [26] to verify the projection robustness. A projection that
maps from the visual to the semantic feature spaces is trained
on seen class examples with our model. Then, we apply the
projection to all unseen class examples to obtain their semantic
features and visualize them in a 2D map by t-SNE [75]. The
visualization results are shown in Fig. 6. The upper part is the
results for AWA, and the lower part is the results for CUB.
In AWA, we observe that by using our model, only a small
portion of these unseen class examples are misprojected in
the semantic feature space. Moreover, due to the alignment of
manifold structures between the visual and semantic feature
spaces, these misprojected examples are less shifted from their
class prototypes, which means that our model can also obtain
better results for Hit@k accuracy when k varies and converges
faster to the best performance. The comparison is shown in
TABLE IV and Fig. 7. In CUB, the class number is much
larger than that of AWA, so the visualization results seem
more complicated and intertwined in the 2D map, but we
still observe that our model can obtain more continuous and
smoother semantic features in a wider visual field.
3) Fine-Grained Accuracy: To further evaluate the predic-
tive power of our model, we record and count the prediction
results for each unseen class example and analyze the per-
class performance. This evaluation is conducted on AWA
and CUB, and we also compare our model with the overall
strongest competitor SAE [26]. The results are presented by
the confusion matrixes in Fig. 8. The upper part is the results
for AWA, and the lower part is the results for CUB. In
each confusion matrix, the diagonal position indicates the
classification accuracy for each class. The column position
indicates the ground truth, and the row position denotes the
predicted results. It can be seen from the results that our model
can obtain higher accuracy, along with a more balanced and
robust prediction for each unseen class for both AWA and
CUB.
4) Ablation Comparison: We conduct an ablation experi-
ment to further evaluate the effectiveness of our model. The
performance is compared on all five benchmark datasets,
including AWA, CUB, aPa&Y, SUN, and ImageNet, with
our AE-based model on three scenarios: (1) only predefined
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(i) SAE for AWA (ii) AMS-SFE for AWA
(iii) SAE for CUB (iv) AMS-SFE for CUB
Fig. 8. The confusion matrix on AWA and CUB. The upper part is the results for AWA, and the lower part is the results for CUB. (i) and (iii) are the
confusion matrixes of SAE; (ii) and (iv) are the confusion matrixes of our model. The diagonal position indicates the classification accuracy for each class,
the column position means the ground truth, and the row position denotes the predicted results (better viewed in color).
TABLE V
ABLATION COMPARISON (ACCURACY%) ON PREDEFINED (P) / EXPANDED
(E) SEMANTIC FEATURES AND BOTH (P+E)
AWA CUB aPa&Y SUN ImageNet
P 84.4 60.3 53.1 88.7 26.1
E 75.2 52.8 45.5 77.4 14.2
P+E 90.9 67.8 59.4 92.7 26.1
semantic features are used; (2) only expanded auxiliary seman-
tic features are used; and (3) both predefined and expanded
auxiliary semantic features are used. The comparison results
are shown in TABLE V and Fig. 9. It can be seen from
the results that our model greatly improves the performance
of zero-shot learning by performing the alignment with the
expanded auxiliary semantic features. Nevertheless, it should
also be noted that, due to the very few (i.e., 12) expanded aux-
iliary semantic features for ImageNet as analyzed in Section
IV.A.3, the model obtains similar performance as 26.1% for
both scenarios (1) and (3), where only the predefined semantic
Fig. 9. Ablation comparison on five benchmark datasets. The blue bar denotes
the predefined semantic feature, the yellow bar denotes the expanded semantic
features, and the red bar denotes both.
features and both semantic features are used, respectively.
Thus, the impact of expanded semantic features on ImageNet
is limited in our model, and the visual and semantic feature
spaces cannot be better aligned. We may further investigate
this problem in our future work.
12
(i) AWA (ii) CUB (iii) aPa&Y
(iv) SUN (v) ImageNet
Fig. 10. The convergence curves of AWA, CUB, aPa&Y, SUN, and ImageNet. The blue curve denotes the reconstruction error, and the red curve denotes
the alignment error.
V. CONCLUSION
In this paper, we proposed a novel model called AMS-
SFE for zero-shot learning. Our model aligns the manifold
structures between the visual and semantic feature spaces
by jointly conducting semantic feature expansion. Our model
can better mitigate the domain shift problem and obtain a
more robust and generalized visual-semantic projection. In the
future, we have two research routes to further improve zero-
shot learning. The first route investigates a more efficient and
generalized method to further empower the semantic feature
space, especially for some more challenging datasets such as
ImageNet, whose semantic feature space is mainly based on
the word vectors. The second route goes from the coarse-
grained model to the fine-grained model to better model the
subtle differences among different classes.
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