We study arbitrary cubic perturbations of the symmetric 8-loop Hamiltonian, which are linear with respect to the small parameter. It is shown that when the first 4 coefficients in the expansion of the displacement functions corresponding to both period annuli inside the loop vanish, the system becomes integrable with the following three strata in the center manifold: Hamiltonian, reversible in y and reversible in x.
Introduction.
We consider the symmetric eight-loop Hamiltonian H(x, y) = 1 2 y 2 − 1 2
having two critical values: h 0 = 0, corresponding to the saddle S at the origin, and h 1 = − 1 4 , corresponding to the centers at C = (1, 0) and C * = (−1, 0). We are going to study (ii) If the first coefficients in (1.3) and (1.3 * ) vanish, then the second ones take the form: (v) If the first four coefficients in (1.3) and (1.3 * ) vanish, then system (1.2) is integrable and belongs to one of the three strata: Hamiltonian, reversible in y, reversible in x.
Then investigation the number of zeros of M 2 (h) and M * 2 (h) in Σ yields:
Theorem 2. For any compact region K contained in A or A * , system (1.2) has for small ε at most 5 limit cycles in K, including their multiplicities. This bound is exact.
What concerns the simultaneous bifurcation of limit cycles from both annuli, we prove: (ii) Up to 7 limit cycles, with possible maximal distributions 3+4; 4+3 if β 1 = 0 in M 2 (h).
(iii) Up to 6 limit cycles, with possible maximal distribution 3+3 if β 1 = β 0 = 0 in M 2 (h).
By using the explicit expansions of the integrals I k (h) at level h = − 1 4 corresponding to the centers, we obtain in addition the following estimates for the total cyclicity of C and C * with respect to perturbation (1.2), which also yield some estimates from below about the number of limit cycles in the system. Theorem 4. The following maximal distributions of small-amplitude limit cycles in (1.2) are possible: 5+0, 0+5, 4+1, 1+4, 3+3.
We would like to note that when calculated for degree n perturbations, the function M 1 (h) in (3) has coefficients p k (h) at I k , k = 0, 1, 2 which are also polynomials in h. However, the degree of p 0 is always strictly greater than the degree of p 2 [7] , apart of the situation with M 2 (h) here. Hence, no known estimate about M 1 (h) can be used to obtain the exact bounds for A and A * , stated in Theorems 2 and 3.
Our proofs are purely classical and use simple tools only, such as two-dimensional Fuchsian systems and the respective Riccati equations, the geometric properties of the separatrix curves in their phase plane, contact points of the flow with some simple curves, etc.
2 Calculation of the coefficients M 1 (h) and M * 1 (h).
If h ∈ Σ = (− 1 4 , 0), we denote I k (h) = δ(h) x k ydx, k = 0, 1, . . . and I kl (h) = δ(h) x k y l dx, k, l = 0, 1, . . .. We will assume that the line integrals are oriented in a counterclockwise direction. It is well known that for odd l, the integrals I kl (h) are expressed as polynomial (in h) envelopes of the three basic integrals I 0 (h), I 1 (h) and I 2 (h), while for l even, they do vanish because of the symmetry of the ovals δ(h) with respect to y. It is well known that if one writes the system (1.2) in a Pfaffian form
(2.1)
Moreover, one can verify that the so called star property holds in our case. Namely, if M 1 (h) vanishes identically in Σ, then ω takes the form ω = dQ(x, y) + q(x, y)dH with appropriate polynomials Q, q (which are not uniquely defined). If so, then the next
and so on. For more details about star property and the recursive procedure, see [2] . Of course, this procedure could be generalized for the cases which do not possess the star property, but then the price to pay is that Q and q will no more be polynomials. Nevertheless M k (h) can still be Abelian integrals [3] . By the way, the third period annulus of H: {δ(h)} ⊂ {H = h}, h > 0 which surrounds the eight loop {H = 0} does not obey the star property. This fact affects the expressions for the higher order coefficients M k (h), which for h > 0 are rational envelopes of the two integrals I 0 (h), I 2 (h) only, since I 1 (h) becomes zero here.
In other words, the star property should in general be attributed to a couple (H, A) and not to the Hamiltonian function H alone. Now we are ready to formulate Proposition 1. The following statements hold about (1.3) and (1.3 * ):
(i) The first coefficients M 1 (h) and M * 1 (h) take the following form:
where α 0 = a 10 +b 01 , α 1 = 4 7 (a 12 +3b 03 ), β 0 = 2a 20 +b 11 , γ 0 = 3a 30 +b 21 + 1 7 (a 12 +3b 03 ).
Using identity (I-1) from the Appendix, we obtain the needed formula. The expression for M * 1 (h) is derived by changing the variables (x, y) → (−x, −y) in (1.2) which moves C * to (1, 0) . This transformation only changes signs of the coefficients a ij , b ij when i + j is even. Therefore it affects the sign of β 0 only. Statement (ii) is a consequence of the fact that in Σ, each R[h] module over the basic integrals I 0 , I 1 , I 2 is free. ✷ 3 Calculation of the coefficients M 2 (h) and M * 2 (h).
Assuming that M 1 (h) vanishes and using Proposition 1 (ii), we can perform elementary calculations to rewrite ω in the form
where we have denoted for short λ = 1 2 a 11 + b 02 , µ = a 21 + b 12 , and Q = Q 1 + Q 2 , Q 1 = −(a 00 y + a 10 xy + a 20 x 2 y + a 30 x 3 y + 1 3 a 02 y 3 + 1 3 a 12 xy 3 ),
If it happens that both λ, µ are zero, we have nothing more to do since system (1.2) becomes Hamiltonian in this case, with a Hamiltonian function H(ε) = H − εQ.
Thus we will assume in what follows that |λ| + |µ| = 0. If so, by (3.1) and formulas (II-1) and (II-2) from the Appendix, we conclude that one can apply (2.2), with q = q 1 = −(2λx + µx 2 ). Therefore, (i) The second coefficients M 2 (h) and M * 2 (h) take the following form:
where the six Greek letter coefficients are independently free and given by α 0 = −2a 00 λ, α 1 = − 8 7 a 02 λ − ( 8 7 a 30 + 8 63 a 12 )µ, β 0 = −2(a 10 + a 30 + 1 8 a 12 )λ − 2(a 00 + a 20 + 1 8 a 02 )µ, β 1 = −a 12 λ − a 02 µ, γ 0 = −2(a 20 + 1 7 a 02 )λ − 2(a 10 + 8 7 a 30 + 8 63 a 12 )µ, γ 1 = − 8 9 a 12 µ.
(ii) The second coefficients M 2 (h) and M * 2 (h) vanish if and only if one of the five conditions holds:
(a) Q 1 = a 00 (x 2 − 1)y,
Proof. (i) We use formulas (I-1) and (II-3)-(II-6) in the Appendix to express the integrals I kl which appear in M 2 (h) through I k , hI k , k = 0, 1, 2. Thus we obtain easily the needed expression of M 2 (h). Recalling that change the places of C and C * results in changing signs of the coefficients a ij , b ij when i + j is even, and therefore of λ and β 0 , β 1 only, we obtain the expression of M * 2 . (ii). The system α i = β i = γ i = 0, i = 0, 1 is equivalent to a 00 λ = 0 a 02 λ + a 30 µ = 0 (a 10 + a 30 )λ + (a 00 + a 20 )µ = 0 a 12 λ + a 02 µ = 0 a 20 λ + (a 10 + a 30 )µ = 0 a 12 µ = 0
Considering this as a system about a jk , we note that its determinant vanishes if λµ(µ 2 − λ 2 ) = 0 which yields (e). The solutions over the zero set are as shown in (a)-(d). ✷ 4 Calculation of the coefficients M 3 (h) and M * 3 (h).
Let us begin by noticing that in case (e) the system (1.2) becomes reversible (that is symmetric with respect to y) and therefore we have nothing more to do since all coefficients M k (h) and M * k (h) with indices k ≥ 3 will be zero as well. Indeed, in case (e), system (1.2) reduces to the equation
with respect to ξ = y 2 . If F ± (x, ξ) = h is the solution of the equation which exists for small ε in a neighborhood of the point (x, ξ) = (±1, 0), then F ± (x, y 2 ) = h is a first integral of (1.2). By symmetry, the two foci (x ± , 0) near (±1, 0) are centers. For the other cases (a)-(d), we first need to calculate the respective q 2 , a function such that q 1 ω ∼ q 2 dH modulo exact forms. Then
We shall look for q 2 in the form q 2 = q 20 + q 21 + q 22 where q 20 comes from the one-form (see (3.1)) ω 0 = q 1 (λy 2 + µxy 2 )dx, q 21 comes from ω 1 = q 1 dQ 1 and q 22 comes from ω 2 = q 1 dQ 2 . Thus,
In order to consider all cases simultaneously, let us denote m = 2a 00 µ in case (a) and m = 2a 10 λ in cases (b), (c), (d). We will assume in what follows that m = 0. Elsewhere, one obtains that (1.2) is either Hamiltonian or reversible, as we mentioned above. Then, an easy calculation using (a)-(d) yields
the latter following from formula (II-3). Finally, ω 2 ∼ −(λ + µx)(a 01 y 2 + a 11 xy 2 + a 21 x 2 y 2 + 1 2 a 03 y 4 )dx. Using formulas (II-1), (II-2) and (III-1)-(III-4) from the Appendix, we immediately obtain
Proposition 3. Assume that m = 0 and the first two coefficients in (1.3) and (1.3 * ) vanish. Then:
where the five Greek letter coefficients are independently free. Explicitly,
which is equivalent to
Proof. (i) In order to handle all four cases (a)-(d) simultaneously, we keep both λ and µ. Let us consider in detail first J 1 . Clearly,
where ′ means a differentiation with respect to x whilst H = h is a constant over δ(h).
We easily obtain that
Denote for a while by K the expression in the brackets. Then
Therefore
as the integral at a 03 vanishes. Applying formulas (I-1) and (II-5) from the Appendix, we derive the formula
Consider now J 2 . We obtain, up to exact forms,
The second form is equivalent to 1 6 m(a 11 x + a 21 x 2 )dy 3 ∼ − 1 6 m(a 11 + 2a 21 x)y 3 dx. Now applying formulas (I-1), (II-3), (II-5) from the Appendix and integrating the respective forms, one obtains
Together, the expressions of J 1 and J 2 prove (i). The formula of M * 3 follows by exchanging the centers. The statement in (ii) is a consequence of (i) and the fact that all the coefficients should vanish. ✷ 5 Calculation of the coefficients M 4 (h) and M * 4 (h).
As in the previous section, to calculate M 4 (h) in the cases (a)-(d), we first need to find a function q 3 so that q 2 ω ∼ q 3 dH modulo exact forms. Then
Proposition 4. Assume that m = 0 and the first three coefficients in (1.3) and (1.3 * ) vanish. Then:
(i) The fourth coefficients M 4 (h) and M * 4 (h) take the form:
(ii) If λ = 0, then system (1.2) becomes symmetric (reversible) with respect to x and has centers at (±1, 0) for ε sufficiently small.
Proof. (i) To begin with, we first recall that we have split q 2 into q 2 = q 20 + q 21 + q 22 . According to this, we shall split the one form we deal with as q 2 ω = ω 3 + ω 4 where
We recall the reader that at this stage (see ( 
First, we easily obtain q 21 [dQ 2 + (λy 2 + µxy 2 )dx] ∼ 8 9 m(λ + µx)y 3 dx − mb 10 ydH. Here and below, the reader could verify relations between one-forms like ω 1 ∼ ω 2 which are not derived in full detail by expressing ω 1 − ω 2 as F dx + Gdy and simply checking that F y = G x . Next, we use the first equation in (4.4) to obtain
where K is the function we used in (4.4) which by Proposition 3 (ii) is expressed now as K = a 01 + 8 3 λx + 4 3 µx 2 + a 03 y 2 . Then using the second equation in (4.4) we obtain
Summing up, we come to the relation ω 3 ∼ q 31 dH where
What about ω 4 , we similarly come to ω 4 ∼ q 30 dH. In more detail, 
and similarly,
And finally, we apply (IV-1)-(IV-3) to the remaining terms with dq 1 to obtain q 30 = 10 27 q 3 1 − ( 4 3 a 01 + a 03 H + 7 6 a 03 y 2 )q 2 1 + (a 2 01 + 2a 01 a 03 y 2 + a 2 03
By (5.1) and (5.2) therefore one obtains
Below, all calculations concerning one-forms are performed modulo the forms dF +GdH since they give zero result upon integrating. We begin with J 1 . It is convenient to use splitting q 30 = q 1 30 − mQ 1 + q 2 30 where the latter collects the integral terms of q 30 . As 
To find the impact on J 2 of the last term 2a 03 q 1 Q 1 in q 31 (see (5.1)), we note that the first term in 2a 03 q 1 [∂ y Q 2 dy − 1 3 y 2 dq 1 ] is just the last expression in (5.3), while the second term which equals − 2 3 a 03 y 2 q 1 dq 1 will reduce to 5 3 the coefficient 7 3 Taking into account all terms to integrate coming from J 1 and J 2 , we see that the one-form should be q 3 ω ∼ m( 1 3 a 03 y 5 − 2 3 a 03 Hy 3 )dq 1 + 1 3 my 3 dϕ + mQ ′ 1 Q 1 dx. By the formula of dϕ from the beginning of the proof, everything that remained still to integrate is M 4 (h) = δ(h) mQ ′ 1 Q 1 dx which yields the result stated in (i). If a 21 = 0, then the system is Hamiltonian. Otherwise, the general first integral of the system is of Darboux type,
, B 1 = B 2 = − 2εa 00 1 + εb 10 , n 1,2 = 1 ± 3a 21 √ ∆ 1 + εb 10 4 ,
and we have denoted ∆ = a 2 21 − 4a 03 (b 10 + 1/ε). Assuming ε to be small and positive, then for a 03 > 0 one has √ ∆ = i √ −∆ and therefore A 1,2 , C 1,2 and n 1,2 are complexconjugated. Hence, H ε is real-valued. If a 03 < 0, the coefficients and powers are realvalued. However, C 1 < 0 < C 2 which implies that x 2 + A 1 y 2 + B 1 y + C 1 < 0 inside the eight loop. For this reason, we can take in this case
as a first integral instead of the former one. Clearly, in both cases H ε is analytic first integral in any bounded and open domain K ⊃ {H ≤ 0} as long as ε is sufficiently small. Therefore the system has analytic first integral at least in K and the critical points (±1, 0) should be centers.
When a 03 = 0, the first integral can be obtained by replacing this value in the general formula. For example, if a 21 > 0 one obtains 1) and B 1,2 are as above. Similarly, if a 21 < 0, we have
with the same values as in the case a 21 > 0. ✷ Example. Take for simplicity ε = 1 and a 03 = 0. Consider the systeṁ
which is neither Hamiltonian nor symmetric with respect to y. According to the calculations above its first integral is
The equation of the double loop through the saddle (0, − 1 11 ) is In this section we study mainly M 2 (h) which could produce most limit cycles among M k (h). We first recall some known facts about the Picard-Fuchs system satisfied by the basic integrals I k (h), k = 0, 1, 2 for h ∈ Σ and derive several consequences. Let us recall that I k (h) and I ′ k (h) are positive in Σ for any k which follows directly from their integral representation over δ(h).
(ii) The couple I(h) = (I 0 (h), I 2 (h)) ⊤ satisfies system
Proof. We note that by (1.1), on each oval δ(h) the following identities hold
Therefore for any k
Also, after integrating by parts, the second identity in (6.2) implies
We eliminate I ′ k+4 to obtain I k = 1 k+3 (4hI ′ k + I ′ k+2 ). Taking k = 0, 1, 2, one derives the system
The second equation in (6.2) implies that I 1 (h) = I 3 (h) which proves (i). With k = 0, (6 .
Thus we obtain the following simple recursive formulas
which imply
By the way, since the oval δ(h) shrinks to the center C as h → − 1 4 , this yields that I k /I 0 → 1 when s → 0. Hence, c 1 = π √ 2 and I 1 = c 1 s. ✷ By differentiating the Picard-Fuchs system (6.1), one obtains Corollary 2. The following equalities hold:
,
Next, we let ω(h) =
Then the associated to system
which is equivalent to the system dν dt = 7 4 ν 2 − 2(h + 1)ν + h, dh dt = −h(4h + 1).
The phase portrait of the system is shown in Figure 1 .
The graph of ν = ν(h) is the unstable manifold of system (6.6) at the saddle point S(− 1 4 , − 1 7 ), connecting it to the stable node at the origin. Moreover, ν ′ (h) > 0 and ν ′′ (h) > 0 in Σ.
Proof. Applying Corollary 2 three times, we obtain
By this identity, we have Figure 1A . Differentiating the equation with respect to h, we obtain that ψ ′ 1 (− 1 4 ) = 9 14 > ν ′ (− 1 4 ). This implies that the curve ν = ν(h) always stays below the horizontal isocline, hence ν ′ (h) > 0. Figure 1 . The phase portraits of system (6.6) It remains to verify inequality ν ′′ (h) > 0. Assume that there is h 0 ∈ Σ such that ν ′′ (h 0 ) ≤ 0. Let h 1 ≤ h 0 be the unique value such that ν ′′ (h 1 ) = 0 and ν ′′ (h) > 0 in (− 1 4 , h 1 ). Consider the tangent line ℓ : ν = L(h) = ν ′ (h 1 )(h − h 1 ) + ν(h 1 ) having at (h 1 , ν(h 1 )) a tangent point of multiplicity at least two. By ν ′ (h 1 ) > 0 and convexity of ν(h) in (− 1 4 , h 1 ), ℓ intersects the separatrix {h = − 1 4 } below S, see Figure 1B . By the saddle property, there is on ℓ another contact point with the field at h 2 ∈ (− 1 4 , h 1 ). This is however impossible because by using (6.6), we see that the expression
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is a polynomial in h of degree 2. Hence, ν ′′ > 0 in Σ. ✷ Now we are prepared to establish the following proposition which proves Theorem 2: Proof. We begin by estimating the number of zeros of M ′′′ 2 (h). We wish to prove that M ′′′ 2 (h) has no more that 3 zeros in Σ. By Proposition 2(i) and Lemma 1(i), we have
From Corollary 2 one obtains
where a, b, c, d are independently free constants calculated explicitly from α i and γ i . Obviously, if all the constants are zero, then M 2 has no more than two zeros, because by Theorem 1 we suppose that M 2 is not identically zero. By Lemma 2, if ad − bc = 0 then M ′′′ 2 has at most two zeros in Σ; the same holds if c = 0. Below we consider the remaining cases when c(ad − bc) = 0. If h = −d/c, then M ′′′ 2 (h) = 0 so we can without any loss of zeros in Σ to suppose h = −d/c and to rewrite M ′′′ 2 (h) as
We have to determine the number of intersections between the hyperbola ν = N(h) and the separatrix trajectory ν = ν(h). If ad − bc < 0 then N ′ < 0 and there are at most two intersections, see Figure 2B . If ad − bc > 0, then the separatrix could intersect only one of the branches. At most two intersections are possible with the right (lower) branch because of its concavity.
In the left branch case, by using the saddle property at S, on the left of the first intersection point between these two curves there is a contact point on ν = N(h) with the vector field (6.6). Hence the number of intersection points of these two curves is controlled by the number of tangent points on ν = N(h) with respect to the vector field (6.6). This is true even if the hyperbola goes through the critical point S or O or both, since then S (respectively O) is simultaneously an intersection and contact point. Noticing that the numerator of
is a polynomial in h of degree 3, we deduce that the number of zeros of M ′′′ 2 (h) is also at most 3, including their multiplicities.
Therefore the number of zeros of M 2 (h) is at most 6, including their multiplicities. Since M 2 (− 1 4 ) = 0, this number in h ∈ (− 1 4 , 0) is at most 5. As our proof above uses information about M ′′′ 2 = M * ′′′ 2 only, the same conclusion holds for M * 2 (h), too. ✷
The distribution of limit cycles on both nests
In this section we investigate the simultaneous bifurcation of limit cycles from both period annuli A, A * in order to prove claims (i)-(iii) of Theorem 3. First of all, one can proceed as above to obtain the following result, which implies (iii): The phase portrait of the system is shown in Figure 3 . Figure 3 . The phase portrait of system (7.1)
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We already have established that the graph of ω(h) coincides with the separatrix trajectory connecting the saddle S(− 1 4 , 1) and the stable node N(0, 4 5 ). Moreover, ω ′ (− 1 4 ) = − 1 2 and ω ′′ (− 1 4 ) < 0. On the other hand, the upper branch ω = ϕ 1 (h) of the hyperbola − 5 4 ω 2 −(2h−1)ω+h = 0 which is the horizontal isocline going through S and N satisfies ϕ ′ 1 (− 1 4 ) = −1. Then exactly as in Lemma 2, one can prove that ω ′ (h) < 0, ω ′′ (h) < 0, h ∈ Σ, namely ω = ω(h) is strictly decreasing and strictly concave. As a result, there are at most 3 intersections with the hyperbola, the most delicate case occurs in handling the lower (left) branch in Figure 2B . ✷ Proof of Theorem 3 (i),(ii). Instead of M 2 (h) and M * 2 (h), let us consider their ratios with I 1 (h), rewritten as One can derive the first system above by replacing I = JI 1 in (6.1). Then the second and the third ones are obtained by differentiation. Next, we differentiate R 0 (h) and use these systems to obtain the expressions
with appropriate coefficients a k , etc. We note that Condition 1) is fulfilled because the ratio u = J 2 /J 0 = ω satisfies the same Riccati equation as ω in the proof of Proposition 6 above and has the same boundary values as ω.
To establish 2), we use ( and v ′′ (− 1 4 ) > 0. The horizontal isocline on the picture is the left branch of the hyperbola 15 4 v 2 −2hv+h = 0 connecting the three singular points S, SN and the node N(− 1 4 , 1 5 ). As its lower part v = ψ(h), connecting S and SN is increasing and ψ ′ (− 1 4 ) = 5 6 > v ′ (− 1 4 ), we conclude that v(h) is increasing and convex in the whole interval and v(h) < ψ(h). The proof is the same as in Lemma 2. Then the proof of 2) is the same as the proof of Propositions 5 and 6.
Finally, to establish 3), we take (7.3) with k = 2 and the system, equivalent to the third Riccati equation in (7.2): We proceed as in case 2). The graph of w(h) coincides with the separatrix connecting the saddle S = (− 1 4 , − 1 7 ) and the stable node N at the origin. To verify this, we use Corollary 1 to obtain w = − 1 7 + 9 28 s + 99 320 s 2 + ..., hence w(− 1 4 ) = − 1 7 , w ′ (− 1 4 ) = 9 28 and w ′′ (− 1 4 ) > 0. The horizontal isocline in the strip − 1 4 < h < 0 is composed of two parts of the left branch of the hyperbola 35 4 w 2 − (2h + 1)w + h = 0 going through the singular points S, N, the saddle (0, 4 35 ) and the unstable node (− 1 4 , 1 5 ). Its lower part w = ψ(h), connecting S and N is increasing and ψ ′ (− 1 4 ) = 3 7 > w ′ (− 1 4 ). Therefore w(h) is increasing and convex in the whole interval and w(h) < ψ(h), with the same proof as in Lemma 2. Then the proof of 3) is the same as in Propositions 5 and 6.
The proof of Theorem 3 (ii) now follows from the picture shown in Figure 4 . We take the case when R 0 (h) has 3 zeros and 3 extrema. The other cases (less zeros or extrema, or double ones) would give the same or smaller result about the possible number of intersections.
The proof of Theorem 3 (i). Since R ± (h) = R 0 (h) ± (β 0 + β 1 h), then R ′ ± (h) = R ′ 0 (h) ± β 1 can have at most 3 + 4 or 4 + 3 zeros in Σ. The proof is the same as above. Then R ± (h) can have at most 4 + 5 or 5 + 4 total number of zeros.
The pictures drawn in Figures 4, 5 and 6 show respectively distributions 4 + 4, 5 + 3 and 5 + 4. There, the cases when R 0 (h) has 3 zeros, 3 extrema and 3 inflection points are taken as giving the maximal cyclicity. ✷
