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Abstract 
In the last few years, we have seen the transformative impact of deep learning in many 
applications, particularly in speech recognition and computer vision. Inspired by Google’s 
Inception-ResNet deep convolutional neural network (CNN) for image classification, we have 
developed “Chemception”, a deep CNN for the prediction of chemical properties, using just the 
images of 2D drawings of molecules. We develop Chemception without providing any additional 
explicit chemistry knowledge, such as basic concepts like periodicity, or advanced features like 
molecular descriptors and fingerprints. We then show how Chemception can serve as a general-
purpose neural network architecture for predicting toxicity, activity, and solvation properties when 
trained on a modest database of 600 to 40,000 compounds. When compared to multi-layer 
perceptron (MLP) deep neural networks trained with ECFP fingerprints, Chemception slightly 
outperforms in activity and solvation prediction and slightly underperforms in toxicity prediction. 
Having matched the performance of expert-developed QSAR/QSPR deep learning models, our 
work demonstrates the plausibility of using deep neural networks to assist in computational 
chemistry research, where the feature engineering process is performed primarily by a deep 
learning algorithm. 
  
3 
 
1. Introduction 
ImageNet Large Scale Visual Recognition Challenge (ILSVRC) is an annual assessment 
and competition of various image classification computer algorithms for computer vision 
applications. In 2012, deep learning algorithms were first introduced to this community by Hinton 
and co-workers,1 and their deep neural network (DNN) model, AlexNet, achieved a 16.4% top-5 
error rate, far exceeding the 25-30% error rate for state-of-the-art models employed at that time.1 
Since then, DNN-based models have become the dominant algorithm used in computer vision, and 
human accuracy (less than 5% for top-5 error) was achieved by 2015, approximately 3 years after 
the entry of deep learning into this community.2-3 More recently, deep learning has also begun to 
emerge in other fields, such as high-energy particle physics,4-5 astrophysics,6 and bioinformatics,7-
8 In chemistry, a few notable recent achievements include DNN-based models winning the Merck 
Kaggle challenge for activity prediction in 2012 and the NIH Tox21 challenge for toxicity 
prediction in 2014. Since then, numerous research groups have demonstrated the impact of DNN-
based models to predict a wide range of properties, including activity,9-12 toxicity,13-14 reactivity,15-
17 solubility,18, ADMET,19 docking,20 atomization energies and other quantum properties.21-23 In 
recent reviews across various chemistry sub-fields, DNN-based models typically perform as well 
as or better than previous state-of-the-art models based on traditional machine learning algorithms 
such as support vector machines, and random forests.24-25  
Unlike other machine learning algorithms, including those used by past and current 
computational chemistry applications, deep learning distinguishes itself in the use of a hierarchical 
cascade of non-linear functions. This allows it to learn representations and extract necessary 
features (which are conceptually similar to molecular descriptors and fingerprints in the context of 
chemistry) from its input data to predict the desired property of interest. This representation 
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learning ability is the key capability that has enabled deep learning to make significant and 
transformative impacts in its “parent” field of computer vision. Prior to the introduction of deep 
learning, computer vision researchers invested substantial efforts in developing appropriate 
features26; such expert-driven development has been mostly replaced by deep learning models that 
automatically develop their own set of internal features, and have exceeded human-level accuracy 
in certain tasks.2-3 In their current state, deep learning algorithms are not artificial general 
intelligence or strong “AI” systems and, as such, cannot be replace human creativity or intelligence 
in the scientific research process. Nevertheless, it is undeniable that deep learning have 
successfully demonstrated performance that is as good as, and at times superior to humans, in task-
specific applications that goes beyond computer vision. For example, AlphaGo, a program based 
off deep neural networks outperformed top human players in Go in 2016,27 which is a game that 
is over 1050 times more complex than chess, algorithms such as Google Neural Machine 
Translation are almost effectively as good as human translators for some languages,28 and deep 
neural networks have been critical to the development of various “intelligent” software and 
products, including self-driving cars and personal assistant software (Siri, Cortana, etc.). In all 
these high impact examples that utilize deep learning algorithms, there is a common theme – what 
used to be in the domain of human experts, notably feature engineering, has been to a large extent 
replaced by the representation learning ability of deep neural networks.  Such a research paradigm 
now drives much of modern deep learning research, as illustrated by recent works of Google’s 
Machine Intelligence research,29 and Microsoft AI research.30 
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Figure 1: The key difference in using deep learning algorithms as a machine learning tool as 
opposed to a “machine intelligence” tool is the assistance, augmentation and possible replacement, 
for human-led tasks like feature engineering in computational chemistry. 
  
6 
 
In chemistry research, historically, human intelligence building on substantial domain-
expert chemistry knowledge is used in the development of chemistry-specific features such as 
molecular descriptors and fingerprints. These human-expert features are then used by machine 
learning algorithms for QSAR and QSPR modeling, which in recent years have also included deep 
neural networks.9-23 However, we observed that even in the most recent chemistry literature, deep 
learning in chemistry still falls under this traditional research paradigm. As illustrated in Figure 
1, there is a subtle but important distinction that separates the approach of deep learning as a 
machine learning tool (as it has been traditionally done in chemistry) from the “machine 
intelligence” approach utilized in the above-mentioned technological advancements. We propose 
that a research paradigm that uses deep learning as a “machine intelligence” tool, should endeavor 
to assist and if possible replace, the time and resource intensive part of human-led feature 
engineering. In the context of our work, we utilize “raw data” in the form of 2D drawings of 
molecules that requires the minimal amount (i.e. no higher than high-school level) of chemical 
knowledge to create. We investigate the viability of augmenting and possibly eliminating human-
expert feature engineering in specific computational chemistry applications. We demonstrate this 
by training deep convolutional neural networks to predict chemical properties that spans a broad 
range of categories including physical (solvation free energies), biochemical (in vitro HIV activity) 
and physiological (in vivo toxicity) measurements, without the input of advanced chemistry 
knowledge, but instead allowing the network to develop its own representations and features from 
the images it is trained on. This deep convolutional neural network, which we term 
“Chemception”, despite being provided the minimal chemical knowledge, achieves a level of 
performance that is on par with expert-developed QSAR/QSPR models based off molecular 
descriptors, fingerprints and other engineered features.  
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The long-term significance of our work therefore lies in the amount of resources that has 
been expended and the speed at which Chemception achieves comparable performance for 
toxicity, activity and solvation predictions to current QSAR/QSPR models. In terms of computing 
resource, the model for the largest dataset on HIV activity can be trained within 24 hours on a 
single NVIDIA GTX 1080 GPU. More importantly, as Chemception was used as a “machine 
intelligence” tool, virtually zero effort was invested in developing an appropriate set of features. 
In contrast, in the traditional machine learning as a tool approach that dominates conventional 
QSAR/QSPR modeling, molecular descriptors and fingerprints are required inputs. Therefore, 
modern cheminformatics research is dependent on the substantial accumulation of chemistry 
research and knowledge dating back to the 1940s where the first molecular descriptors like the 
Wiener index and Platt number were reported in the literature.31-32 Therefore, the development of 
an appropriate set of molecular descriptors and other advance features is both a non-trivial research 
task, and a pre-requisite for QSAR/QSPR modeling to succeed. However, as Chemception 
performs comparably to existing QSAR/QSPR models, its use technically obviates the necessary 
requirement to develop appropriate molecular descriptors and fingerprints for cheminformatics 
research, which will be useful in situations where the current generation of expert-developed 
features fail to provide sufficient performance. In addition, the fact that the same Chemception 
architecture performs similarly well for different chemical properties, without the need for tuning 
the network design for each property, suggests that Chemception is a general-purpose neural 
network that can be used to predict other properties of small-molecules beyond those studied in 
this paper. Lastly, as we have taken a domain agnostic approach in developing Chemception, we 
anticipate that the general approach used will also be transferable to other types of research 
challenges, particularly if an appropriate pictorial representation of the data exist.  
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2. Methods 
2.1 Computational Framework Overview 
As illustrated in Figure 2, the end-to-end workflow of the Chemception framework 
requires minimal chemical knowledge beyond the generation of 2D chemical structures. SMILES 
strings were converted to their respective 2D molecular structures, which were then mapped onto 
an input array used to train the convolutional neural network in a supervised fashion. Apart from 
the generation of chemical images and the measured chemical properties used to train the model; 
no additional source of chemistry-inspired features, such as molecular descriptors or fingerprints 
were used. 
 
Figure 2: Illustration of the Chemception framework. After a SMILES to structure conversion, 
the 2D images are mapped onto an 80 x 80 image that serves as the input image data for training 
a deep neural network to predict toxicity, activity, and solvation properties. 
2.2 Data Preparation 
 Data preparation was performed using Python, utilizing script bindings to open-source 
cheminformatics software, including OpenBabel33, Pybel34 and RDKit35 through the Cinfony 
interface.36 Chemicals in the databases are stored as SMILES strings,37-38 which are compact string 
representation that describes a molecule’s structure. The SMILES string were decoded to their 
corresponding 2D molecular structure using the above-mentioned cheminformatics software. The 
resulting coordinates of the 2D structure of each molecule were then mapped onto a 80 x 80 grid, 
where each pixel had a resolution of 0.5 Å as illustrated in Figure 2. The resulting 80 x 80 array 
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was then greyscale “color coded” based on the presence of an atom or a bond. Specifically, atoms 
mapped onto the grid were assigned a number based on its atomic mass unit, and bonds mapped 
onto the grid were assigned the number 2, as it does not correspond to the identity of any element 
in the training set. The other parts of the grid were empty (i.e. vacuum) and were defaulted to the 
number 0. The resulting discretized image of the molecule was then parsed into a deep 
convolutional neural network for training. 
2.3 Chemistry Knowledge Used 
While open-source cheminformatics software was used in the data preparation stage, its 
role was to automate the data preparation process and facilitate compatibility with existing 
chemical databases. In other words, using a database of photographs of consistently and correctly 
drawn chemical structures that requires no more than high school level chemistry knowledge as 
input data, would be equivalent to using the computer-generated structures generated by the data 
preparation workflow as mentioned above. In addition, it should be emphasized that no additional 
source of chemistry-inspired features or inputs, such as molecular descriptors or fingerprints were 
used in training the model. This means that Chemception was not explicitly provided with even 
the most basic chemical concepts like “valency” or “periodicity”. Given our choice to encode the 
image in a single-channel greyscale where each atom and bond has a unique number, there is the 
potential for the neural network to learn basic chemistry concepts if that would facilitate the 
prediction of the property of interest. However, such a task may not be particularly straightforward 
because atom information, bond information, and information about empty space (vacuum) all 
share the same channel in the image. Therefore, the prediction of the molecule’s properties is 
entirely dependent on Chemception’s ability to learn relevant representations from the image data 
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and automatically engineer its own features (i.e. its own analogous set of “molecular descriptors”) 
relevant for predicting the chemical property of interest. 
2.4 Dataset Description 
Table 1: Summary of datasets used to evaluate the performance of Chemception 
Dataset Property Task Size 
Tox21 Physiological: Toxicity Multi-task binary classification 8014 
HIV Biochemical: Activity Single-task binary classification 41,193 
FreeSolv Physical: Free energy of solvation Single-task regression 643 
 
We obtained several publically available datasets (Table 1), mostly from the MoleculeNet 
benchmark database,39 to evaluate the performance of Chemception. The Tox21 dataset40 is a NIH-
funded public database of toxicity measurements comprising of 8014 compounds on 12 different 
measurements ranging from stress response pathways to nuclear receptors. This dataset provides 
a binary classification problem of labeling molecules as either “toxic” or “non-toxic”. In addition 
to Tox21 that measures physiological effects of chemicals, we also examined two other datasets 
that focus on different type of properties – physical and biochemical. We evaluated the 
performance of Chemception on the FreeSolv dataset, which comprises 643 compounds that have 
measured hydration free energies of small-molecules ranging from –25.5 to 3.4 kcal/mol.41 
Hydration free energy is a physical property of the molecule which can be computed from first 
principles.41 The dataset also included alchemical free energy calculations obtained from 
molecular dynamics simulations, and these were used as target comparisons for physics-based 
models. Lastly, we evaluated the performance of Chemception on the HIV dataset obtained from 
the Drug Therapeutics Program AIDS Antiviral Screen, which measured the ability of 41,913 
compounds to inhibit HIV replication in vitro.42 Using the curation methodology adopted by 
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MoleculeNet,39 this dataset was reduced to a binary classification problem of “active” and 
“inactive” compounds. 
2.5 Dataset Preprocessing 
 In processing the Chemception training data, we used a 5-fold cross validation protocol for 
training, and evaluated the performance and early stopping criterion of the model using the 
validation set. We also included the performance on a separate test set as an indicator of 
generalizability. Specifically, for the Tox21 and HIV dataset, 1/6th of the database was separated 
out to form the test set, and for the Freesolv dataset, owing to its smaller size, 1/10th of the database 
was used to form the test set. The remaining 5/6th or 9/10th of the dataset was then used in the 
random 5-fold cross validation approach for training Chemception, and stratification was enforced 
for the classification tasks (Tox21, HIV), which meant that the training, validation and test set had 
approximately the same ratio of classes. In addition, we noted that the ratio of the classes for 
classification tasks were imbalanced, ranging from 1:5 to 1:34. To address this skewed 
distribution, we oversampled the minority class; in the construction of the training/validation/test 
set, we computed the imbalance ratio and appended additional data from the minority class by that 
imbalance ratio. It should be noted that this oversampling step was performed after stratification – 
which means that while the same data may be repeated in a particular training/validation/test set, 
the data across different training/validation/test sets are unique and do not overlap.  
2.6 Deep Neural Networks 
The theory of deep neural networks have been extensively documented in prior 
publications and reviews.43-45 For the purpose of this manuscript, in this section, we briefly 
introduce the high-level conceptual details that are necessary for understanding deep neural 
networks. Artificial neural networks, on which deep learning algorithms are based on, are a class 
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of machine learning algorithms used to model and analyze large complex datasets. The basic unit 
of neural networks is a “neuron”, and for conceptual and computational convenience, these 
neurons are organized into layers, whose network design is inspired by biological neural networks. 
Each neuron in the network performs a computation that converts the input data received into an 
output value, by mapping it onto a non-linear function. In addition, a tunable parameter, the 
“weight” of each neuron’s function is adjusted in the construction of the model to minimize the 
error of the predicted value, a process known as “training” the neural network. Operationally, the 
input is represented as a vector and the weights of the neurons in the layer are arranged into a 
matrix. This layer then performs matrix-vector multiplication followed by a nonlinear activation 
function. For most modern neural networks, including the Chemception neural network developed 
in this paper, rectified linear activation functions (ReLU)46 are used, as this specific functional 
form enables the training of many layers to form a deep neural network. 
During training, it is necessary to determine how to assign error attribution and make 
corrections to its weights by working backwards originating from the predicted output, and back 
through the neural network. This backwards propagation of errors is known formally as 
“backpropagation”. During backpropagation, the gradient descent algorithm is used to find the 
minimum in the error surface caused by each respective neuron when generating a corresponding 
output. Conceptually, gradient descent is no different from the steepest descent algorithm used in 
classical molecular dynamics simulation. The key difference is instead of iteratively minimizing 
an energy function and updating atomic coordinates for each step, a loss function of the target 
output of the DNN is iteratively minimized and the weights of the neurons are updated each step, 
which are also known as “iteration” in the literature. The data in the training set may be iterated 
over multiple times, with a complete pass over the data being called an “epoch.” 
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Convolutional Neural Networks (CNN) are a special type of neural network developed to 
handle image data, extract and engineer features relevant for the task it is trained on. Since 2012, 
every winning entry in the annual ImageNet competition has been based primarily on a CNN 
architecture, although additional tweaks and variations in architecture design have emerged over 
the years.29-30 As illustrated in Figure 3a, a CNN is constructed from convolutional layers; instead 
of having every neuron in each layer connected to every neuron in the previous layer, each neuron 
in a convolutional layer (or “filter” as it is more commonly termed in the literature) only receives 
input from a small, spatially contiguous window on the output of the previous layer. Furthermore, 
there are filters that receive windows across the entire input with shared weights, so that they all 
detect the same feature in different locations in an image. This allows convolutional layers to 
preserve spatial structure in data, such as the relative positions of pixels in images. In setting up 
convolution layers, it is necessary to specify the spatially contiguous window on which each filter 
operates on. Formally, this is referred as the size; a 4x4 convolutional layer thus operates on a 
spatial region that is 4x4 “pixels” in dimensions. In addition, the “overlap” between adjacent 
windows is governed by the stride; a 4x4 convolution layer with a stride of 2 would thus 
downsample the image into regions of 4x4 “pixels”, and each region would have a 2 “pixel” 
overlap with one another.  
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Figure 3: (a) Depiction of a typical convolutional neural network, and (b) High-level architectural 
details of the Chemception architecture. Each colored box denote a different segment: the stem 
segment has a single 4x4 convolutional layer, with stride 2, the Inception-Resnet segments have 
varying (1 to 3) number of inception blocks stacked sequentially, and the reduction segments have 
a single block. Architectural details of the inception/reduction blocks are elaborated in Figure 4. 
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Figure 4: Architectural details of the various inception/reduction blocks in each segment of 
Chemception. Layers are denoted in colored boxes, and are assumed to have a ReLU activation 
layer after the specified convolution layer, with a stride of 1, and “same” padding unless otherwise 
noted. Each block has N convolutional filters for each layer, and the variations are indicated as 
multiples of N. Exceptions include: inception blocks concatenate to a final layer that has a linear 
activation (instead of ReLU), and all final layers of each branch of the reduction block have a 
stride of 2 and “valid” padding. 
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2.7 Convolutional Neural Network Design 
For our work, we developed Chemception based on the Inception-ResNet v2 neural 
network architecture,47 that combines arguably the two most important architecture advances in 
CNN design since the debut of AlexNet in 2012 - Inception modules29 and deep residual learning.30 
Similar to Inception-ResNet v2, Chemception high level architectural design includes 6 segments. 
As illustrated in Figure 3b, this includes the stem layer, followed by a series of Inception-ResNet 
A blocks, a reduction block (Reduction-A), a second series of Inception-ResNet B blocks, a second 
reduction block (Reduction-B), the third and last series of Inception-ResNet C blocks, which is 
then passed to a global pooling layer that leads directly to the final output layer. For classification 
problems (Tox21, HIV), a softmax layer was used as the output layer, and for regression problems 
(FreeSolv), a linear layer was used as the output layer. 
In the development of Chemception, and given that that Inception-ResNet v2 is a highly 
optimized architecture for processing image data, we did not modify many architectural 
regularities of the neural network, which includes the design choices of the various inception 
modules and reduction modules. We did however, optimize the number of inception blocks in each 
segment, and also the width of the layers in each block. We observed that in the original Inception-
ResNet v2 design, within each inception block, there was a specific regularity in the number of 
convolutional filters across various branches in the inception module, and also within each branch 
itself, and this regular pattern was retained. As illustrated in Figure 4, the inception and reduction 
blocks from Inception-ResNet v2 were converted to a reference design block. This reference 
design had a selected reference layer for each block, from which the convolutional filters of other 
layers are calculated, while maintaining the observed regularity of the block design. Subsequently 
for the rest of this paper, when we indicate that the number of convolutional filters for a particular 
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block is set to a specific number, we are referring to the number of convolutional filters of the 
reference layer for that particular block. Lastly, instead of using a series of 7 layers for the stem 
segment as in Inception-ResNet v2, we replaced it with a single convolutional layer of size (4, 4) 
and stride (2, 2).  
A baseline model, Chemception T1, which represents the shortest possible design was 
constructed from these high level architectural details. We also tested an additional 9 iterations of 
the Chemception architecture, and the design details and performance are included with the results. 
2.8 Chemception Training Protocol 
Chemception was trained using a standard 5-fold cross validation protocol, and the details 
of the dataset splitting have been included in the preceding section. Chemception was trained using 
a tensorflow backend48 with GPU acceleration using NVIDIA CuDNN libraries.49 The network 
was created and executed using the Keras 1.2 functional API interface.50 Chemception was trained 
using a two-stage protocol. In the first stage, we use the RMSprop algorithm51 for 50 epochs using 
the standard settings recommended (learning rate = 10-3, ρ = 0.9, ε = 10-8). This was followed by 
a second fine-tuning stage using the stochastic gradient descent (SGD) algorithm with momentum 
for another 50 epochs, using an initial learning rate of 10-3 with an exponential learning rate decay 
mapped using the following function: 
lr = lrini ∗ γ
epoch   
where lr denotes the current learning rate, lrini denotes the initial learning rate, γ is an empirical 
scaling factor that is set to 0.92, and epoch denotes the current epoch. We used a batch size of 32, 
and after class balancing and oversampling, each task in the Tox21 dataset was trained (refers to 
combined size of training and validation set) on ~8,000 to ~12,000 compounds. The HIV dataset 
was trained on ~66,000 compounds and Freesolv was trained on ~580 compounds. For a full 100 
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epoch training cycle, this means that Chemception would observe on average ~30,000 batch 
updates. For the Freesolv dataset, because of its small size, we also added 10X more data per epoch 
to ensure it had the same order of magnitude of batch updates as the Tox21 and HIV datasets. 
Lastly, with a large number of trainable parameters in Chemception compared to traditional 
machine learning algorithms, which ranges between ~70,000 to ~2,300,000 depending on the 
Chemception architecture used, we also included an early stopping protocol to reduce overfitting. 
This was done by monitoring the loss of the validation set, and if there was no improvement in the 
validation loss after 25 epochs, the last best model as evaluated by the validation loss was saved, 
and this was used for the second fine tuning stage of training or saved as the final model. 
 Finally, for the Tox21 and HIV dataset, the evaluation metric reported in our paper is area 
under the ROC-curve (AUC). For the FreeSolv dataset, the evaluation metric is RMSE, which for 
a given dataset of n samples is defined as: 
RMSE = √
1
𝑛
∑(𝑥𝑖,𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 − 𝑥𝑖,𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑)
2
𝑛
𝑖=1
   
The reported results in the paper are the mean value and standard deviation of the performance 
metric, obtained from the 5 runs in the 5-fold cross validation protocol. 
2.8 Data Augmentation on Input Images 
During the training of Chemception, we performed additional real-time data augmentation 
to the image using the ImageDataGenerator function in the Keras API, so as to bolster the limited 
number of data that we have for each task. Such data augmentation techniques are a common and 
recommended practice in the computer vision literature52, and include operations such as shearing, 
cropping, rotation, etc. However, unlike photographic images where a substantial part of the image 
is used in making the prediction,53 we hypothesize this may not be the case for our data. This is 
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because the images of the molecules are comparatively sparser as they are populated mostly 
(>90%) by zeros, and the “usable” data is thus localized to a very small fraction of the image. 
Paradoxically, while the image may be sparse, each pixel is also richer in terms of information 
density. To illustrate this point, a hydroxyl (-OH) group requires a minimum of 2 pixels to draw – 
one pixel for the atom, and another pixel for the bond. For the hydroxyl group to have some 
background molecular context, the relevant information may include bond pixels to the adjacent 
atom pixels, and as little as ~10 pixels may therefore be sufficient to describe a hydroxyl group 
and its local chemical environment. In the context of an 80 x 80 image, 10 pixels represents only 
0.156% of the entire image area. Consequently, data augmentation techniques that distort the 
fidelity of the data, such as random cropping was not used, which in this example may lead to a 
loss of part of the molecule. In our data augmentation protocol, each image was randomly rotated 
between 0 to 180 degrees before being parsed into Chemception. Incidentally, it should be noted 
that this procedure also facilitates Chemception to learn rotational invariance of the chemical 
structures it sees. 
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3. Results and Discussion 
3.1 The Chemception Architecture 
 The pictorial format of our data suggests that deep convolutional neural networks 
architecture and designs developed in the computer vision domain could be adopted for chemical 
research purposes. Here, we detail our design and justification for a novel “Chemception” neural 
network architecture that is based on Inception-ResNet v2.47 
In the post AlexNet-era (from 2012 to present), the drive to achieve human-level 
performance of under 5% top-5 error rate in ImageNet competition, was driven by better 
architectures rather than more data. Notably, Inception modules developed by Google allowed 
GoogleNet to attain a 6.67% top-5 error rate and it was the winning entry for the ImageNet 
competition in 2014. The key conceptual advance of Inception modules, is that instead of viewing 
the image at different spatial levels and attempting to draw correlations like in a traditional CNN 
design, the Inception module “forces” the network to look at the data at different spatial levels at 
the same time by concatenating the data (Figure 5a). We hypothesize that this type of architecture 
would be useful, as it encourages correlation and development of representations that link various 
spatial levels, which in the chemistry context could include forming representations that link the 
atomic level to the functional group level to the fragment level and ultimately to the whole 
molecule level. In 2015, Microsoft developed ResNet, and its key invention, residual training, 
allowed for the training of much deeper neural networks, up to 1000 layers if necessary,30 and 
ResNet-based models were the winning entries in ImageNet competitions in both 2015 and 2016. 
A residual link (Figure 5b) basically provides the option for the network to “skip” the layer by 
using an identity function if no usable information is being learned. As residual links sums the last 
layer’s output to the next layer’s output, it also means that the network is now training a function 
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near the identity rather than one near zero, which makes it practically easier to train neural 
networks of excessive depths (>50 layers). In 2016, Google reported a newer architecture 
combining Inception modules with residual links.(Figure 5b) Specifically, Inception-ResNet v2 
was the template model used for the development of our Chemception architecture. 
 
 
Figure 5: (a) Illustration of the Inception module, which concatenates data at different spatial 
levels. (b) Illustration of a residual link as used in Inception-ResNet v2. 
 The original Inception-ResNet v2 was developed for a significantly larger dataset of 1.3 
million images for a 1000-way classification problem. Hence, we hypothesized that it had a 
superfluous and redundant number of parameters for processing the sparser images of chemical 
structures in a binary classification (for Tox21, HIV) or a regression (for FreeSolv) task, on a much 
smaller dataset of ~600 to ~40,000 chemical images. To test this hypothesis, we started with a 
baseline Chemception architecture (Figure 3b), that comprises one block in each major segment 
of the Inception-ResNet v2 architecture. This model alone itself is 21 layers deep. In contrast, the 
original Inception-ResNet v2 had 5/10/5 inception blocks respectively and is 95 layers deep.47 In 
addition, we reduced the number of convolutional filters to 32 per block, but retained most of the 
architectural design choices of the inception and reduction blocks (refer to the methods section for 
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architectural details). Lastly, for simplicity, we also kept the number of filters across blocks 
identical, resulting in an approximately “fixed width” architecture. In contrast, the original 
Inception-ResNet v2 had a varying number of convolution filters, from 64 to 388.47 However, as 
both the type of images and quantity of data used in our work differs substantially from typical 
computer vision research, we therefore decided on using the fixed width architecture as an 
“Occam’s Razor” baseline model. 
3.2 Chemception Model Exploration 
With the establishment of the baseline Chemception architecture, hereon referred to 
Chemception T1 (Tier 1), we also investigated additional modifications to the baseline model. 
Specifically, we expanded the number of inception blocks from 1 to 2 and 3, which results in 
Chemception T2 and T3 respectively. In addition, we also explored uniformly shrinking and 
expanding the width of the layers to 16 and 64 filters respectively. A list of the various architectural 
iterations and the number of trainable parameters is summarized in Table 2. Considering the 
numerous architecture and tasks investigated in this paper, we also developed a streamlined 
training protocol to economize compute resource usage. As the database of chemical images we 
have generated are sparse and have little known counterparts in computer vision research, the 
optimized learning rate hyperparameters on natural images would not be transferable. To eschew 
hyperparameter optimization of learning rate schedule, we developed a standardized two-stage 
learning protocol. First, we use RMSprop,51 an algorithm that automatically adjusts the learning 
parameters in response to the gradients, which is useful when no a priori information is known 
about the dataset. This is followed by a second fine-tuning stage using SGD with momentum, with 
an exponential decay learning rate to ensure convergence. Lastly, overfitting was mitigated 
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primarily using standard data augmentation techniques and an early stopping criteria, and the 
detailed training protocol is elaborated in the methods section.  
Table 2: High level summary of various iterations of Chemception architecture explored. 
Model No. of Inception 
Block per segment 
No. of conv filters 
per block 
No. of parameters 
Chemception T1 1 32 276,603 
Chemception T1_F16 1 16 69,875 
Chemception T1_F64 1 64 1,100,967 
Chemception T2 2 32 435,516 
Chemception T2_F16 2 16 109,808 
Chemception T2_F64 2 64 1,735,324 
Chemception T3 3 32 594,429 
Chemception T3_F16 3 16 149,741 
Chemception T3_F64 3 64 2,369,681 
 
3.3 Benchmark Database Selection and Controlling Performance Factors 
 Evaluating different machine learning (and deep learning) models in a comparable manner 
is a difficult task. This is because there are multiple factors that can affect the performance of a 
model, and major factors include: (i) quantity of data, (ii) quality of data, (iii) representation of 
data and/or features, (iv) algorithm used, and (v) hyperparameter settings. In this work, the focus 
of our research is to determine if a deep neural network can reasonably replace human intelligence 
in feature engineering – the development of chemistry-relevant features such as molecular 
descriptors, which is also factor (iii) listed above. It is also well known that for many machine 
learning application, more data frequently trumps better algorithms.54-55 Standardized 
competitions such as ImageNet have become the preferred option for computer vision researchers, 
which are reasonably robust as the data used is identical across all teams. In chemistry, the Kaggle 
competition by Merck released only molecular descriptors and thus would not serve as an 
appropriate dataset. Therefore, we have elected to use datasets from MoleculeNet,39 and their 
reported results, as the best appropriate comparison to the results of Chemception, as it controls 
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for both quantity and quality of data. Specifically, we compare our results to multilayer perceptron 
(MLP) deep neural networks trained on ECFP fingerprint, which is analogous to expert-developed 
QSAR/QSPR deep learning models reported in the literature. 
We selected the Tox21 dataset as the main dataset for our subsequent study of architecture 
optimization, as it includes 12 different toxicity measurements for almost 10,000 compounds, and 
this will minimize the likelihood that good performance in a particular architecture is an anomalous 
result. Furthermore, to demonstrate the generalizability of Chemception, we also predicted 
additional properties from the physical domain (solvation energies, ~600 compounds) and the 
biochemical domain (HIV activity, ~40,000 compounds). In evaluating both Tox21 and HIV 
datasets, which are binary classification problems of active/toxic compounds, we observed that the 
distribution is skewed towards the non-active/toxic. In particular Tox21 is imbalanced by as much 
as 1:34 and HIV is imbalanced by 1:27. Such an imbalance can be detrimental to the training of 
the neural network. Therefore, we leveraged established protocols in machine learning, such as 
oversampling the minority class while maintaining proper stratification during cross-validation. In 
addition, we also adopted standard data augmentation techniques used in computer vision when 
processing the images. These data augmentation technique increases the overall size of the training 
set, without the use of additional labeled data, and consequently do not change the data requirement 
concerns as listed earlier. Further details on data sampling and augmentation are included in the 
methods section. 
3.4 Model Optimization Results 
 We trained the baseline Chemception T1 network on the Tox21 dataset and the results are 
summarized in Table 3. The individual toxicity measurements in the Tox21 dataset were predicted 
with validation AUC that ranged from 0.702 to 0.834, with the mean AUC value for the entire 
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Tox21 dataset at 0.760. The standard deviations of each AUC value across the 5-fold cross 
validation runs are also reported, and we observed that 10 out of the 12 toxicity measurements had 
a test AUC and was within one standard deviation of the corresponding validation AUC, and all 
measurements were within two standard deviations of the validation AUC. This indicates that our 
training protocol was robust and prevented overfitting despite the substantial number of 276,603 
learnable parameters in the Chemception T1 network. 
Table 3: Summary of Results for Tox21 trained on Chemception T1 network. 
 Train AUC Validation AUC Test AUC  
nr-ahr 0.825 +/- 0.018 0.779 +/- 0.015 0.800 +/- 0.020 Y 
nr-ar 0.843 +/- 0.010 0.797 +/- 0.049 0.757 +/- 0.029 Y 
nr-ar-lbd 0.887 +/- 0.034 0.834 +/- 0.046 0.886 +/- 0.014 Y 
nr-aromatase 0.801 +/- 0.010 0.759 +/- 0.027 0.799 +/- 0.016 Y 
nr-er 0.747 +/- 0.020 0.710 +/- 0.023 0.694 +/- 0.013 Y 
nr-er-lbd 0.824 +/- 0.029 0.765 +/- 0.036 0.762 +/- 0.009 Y 
nr-ppar-gamma 0.791 +/- 0.038 0.742 +/- 0.025 0.819 +/- 0.015 Y 
sr-are 0.724 +/- 0.009 0.702 +/- 0.025 0.654 +/- 0.009 N 
sr-atad55 0.841 +/- 0.022 0.759 +/- 0.048 0.776 +/- 0.011 Y 
sr-hse 0.776 +/- 0.032 0.732 +/- 0.013 0.717 +/- 0.018 N 
sr-mmp 0.791 +/- 0.020 0.759 +/- 0.016 0.755 +/- 0.010 Y 
sr-p53 0.844 +/- 0.034 0.782 +/- 0.036 0.776 +/- 0.011 Y 
Tox21 0.808  0.044 0.760  0.035 0.766  0.058  
 
 Next, we expanded on the baseline network by testing 9 related iterations based on the 
Chemception architecture of varying depths and widths (see Table 2 for architectural details). The 
results are summarized in Table 4, and for brevity we only included the mean AUC metrics across 
all 12 measurements in the Tox21 database. Our results indicate that for the shorter network depth 
(T1, T2), increasing the width of the layers provide no statistically significant improvement in the 
overall performance as measured by validation AUC. The deepest network design (T3), with a 
skinnier network topology with 16 convolutional filters at each block’s reference layer, provided 
a small boost in validation AUC, from 0.760 to 0.768. Conversely, a fatter network topology with 
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64 convolutional filters suffered in terms of performance as the validation AUC dropped 
precipitously to 0.733. These observations indicate that for our dataset, a deeper and skinnier 
Chemception architecture might be advantageous, which is in contrast to traditional computer 
vision architecture designs like Inception-ResNet v2, where no one layer has as little as 16 
convolutional filters. 
Given the sparsity of chemical images, we hypothesize that the number of features 
“theoretically” learnable at each spatial level would arguably be less than a typical natural image 
photograph used in computer vision research. We also know that within the image of a molecule, 
is encoded complex chemical concepts like toxicity, hence a deeper network with more expressive 
power is anticipated to provide additional benefit to its learning and performance. From this 
perspective, it is unsurprising that a skinnier and deeper network would be a more optimal 
architectural choice. Next, we performed subsequent experiments of increasingly deeper 
Chemception architectures, and fixing the number of convolutional filters at 16. As shown in 
Table S1, the best performance plateaued at the Chemception T3 architecture with a validation 
AUC of 0.768 for the Tox21 dataset.  
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Table 4: Summary of Results for Tox21 trained on Chemception trial architectures 
Architecture Train AUC Validation AUC Test AUC 
Chemception_T1_F16 0.810 +/- 0.035 0.758 +/- 0.033 0.766 +/- 0.051 
Chemception_T1_F32 0.808 +/- 0.044 0.760 +/- 0.035 0.766 +/- 0.058 
Chemception_T1_F64 0.805 +/- 0.043 0.758 +/- 0.034 0.765 +/- 0.055 
Chemception_T2_F16 0.805 +/- 0.043 0.760 +/- 0.037 0.769 +/- 0.054 
Chemception_T2_F32 0.810 +/- 0.044 0.760 +/- 0.034 0.772 +/- 0.056 
Chemception_T2_F64 0.806 +/- 0.047 0.759 +/- 0.033 0.766 +/- 0.055 
Chemception_T3_F16 0.815 +/- 0.044 0.768 +/- 0.037 0.773 +/- 0.058 
Chemception_T3_F32 0.814 +/- 0.045 0.763 +/- 0.034 0.771 +/- 0.055 
Chemception_T3_F64 0.765 +/- 0.046 0.733 +/- 0.039 0.739 +/- 0.052 
 
We also note the relatively similar performance of Chemception T1 to T5. These 
architectures span between 21 and 69 layers but all have the same AUC to the second decimal 
place. As discussed in the original ResNet paper,2 this is likely due to the effect that residual links 
have, where extraneous layers learn the identity mapping and become a computational cost but not 
a cost to accuracy, and it possibly suggests that a well-designed architecture at the high-level can 
be reasonably robust to “suboptimal” choices in the minutiae of architecture design. 
3.5 Possible Further Optimizations 
 While we have performed and reported a series of Chemception architecture optimization, 
we should emphasize that there may be still additional room for improvement. Specifically, we 
did not vary the number of inception blocks across the 3 segments. As each inception block views 
a distinct spatial level, and it is only the reduction block that significantly changes its spatial level, 
one might expect that more features could be learned at some levels relative to others. If this is the 
case, then keeping the convolutional filters uniform across layers and segments may also not 
provide optimal expressive power at each spatial level. In addition, we have retained several design 
choices of the Inception module from Inception-ResNet v2, such as the design of the blocks, the 
number of inception branches, the ratio of filters from one layer to the next within the inception 
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block, the choice of pooling layers, etc. Further fine tuning in the neural network architecture at 
this level may lead to additional improvement. Lastly, we also used a standardized training 
protocol using RMSProp, followed by SGD fine-tuning, but it is known that careful 
hyperparameter optimization of SGD learning rate have demonstrated superior results as 
evidenced from the winning entries of various ImageNet competitions.52 Despite these additional 
avenues for possible improvements, we emphasize that the focus of this work is to determine the 
plausibility of using deep neural networks like Chemception as a “machine intelligence” tool; more 
aggressive architecture and hyperparameter tuning to squeeze out the last drop of the performance 
metric is thus not within the scope of this paper. 
3.6 Tox21 Results 
Using the best results obtained from the Chemception series of network architectures, we 
now compare our results with expert-developed QSAR/QSPR models reported in the literature. In 
particular, the most comparable results which controls for other factors, particularly data, can be 
obtained from the MoleculeNet paper released by Pande and co-workers.39 In that work, they tested 
a deep neural network based on a multi-task multi-layer perceptron (MT-MLP) architecture, using 
engineered features in the form of ECFP fingerprints as inputs, and we have included their results 
for random data splitting for comparison. The single-task Chemception that we have developed 
should best be compared against a single-task MLP DNN which was not reported. The next most 
appropriate comparison thus falls to a multi-task MLP DNN, which is expected to perform better 
due to multi-task learning.9, 11-12 As shown in Figure 6 and Table S2, despite the lack of 
engineered features and chemical knowledge, the single-task Chemception achieves a 
validation/test AUC of 0.768/0.773, against a multi-task MLP DNN with a validation/test AUC of 
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0.777/0.799 respectively, which is almost as good as a multi-task DNN that uses engineered 
features. 
 
Figure 6: Comparison of Chemception performance to the reported results of MoleculeNet 
benchmark data on the Tox21 dataset. 
3.7 HIV and FreeSolv Results 
 Having demonstrated that Chemception, trained with minimal prior chemistry knowledge 
can almost match the performance of comparable deep neural network models, we now address 
the question of whether Chemception would be able to repeat its performance on other chemical 
properties. Using the same training protocol, we predicted both HIV activity, a biochemical 
property, and free energy of solvation, a physical property, using both the baseline (T1) and the 
optimized (T3_F16) Chemception architecture. These measurements can be considered as separate 
“types” of chemical properties from the Tox21 measurements, and thus may require a different set 
of features to be learned if the network is going to achieve a reasonable level of performance.  
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Figure 7: Comparison of Chemception performance to the reported results of MoleculeNet 
benchmark data on the HIV dataset. 
 Similar to the Tox21 dataset, the HIV activity prediction is a binary classification problem, 
but it has substantially more data (~40,000) than the Tox21 dataset (~8,000). In addition, unlike 
Tox21, there is only a single task to predict, and without multitask learning, it would thus provide 
a more comparable evaluation of Chemception performance against contemporary models. 
Interestingly, unlike the Tox21 dataset, for HIV, the baseline and finalized model performed 
similarly in terms of validation AUC, although there is a slight improvement in the test AUC from 
0.744 to 0.752. Our results summarized in Figure 7 and Table S3 indicates that the single-task 
Chemception with a validation/test AUC of 0.744/0.752 outperforms its counterpart single-task 
MLP DNN (validation/test AUC of 0.742/0.715). A plausible factor that explains Chemception 
improved performance on the HIV dataset relative to Tox21 is the increased size of the data 
provided. As Chemception is provided with minimal chemical knowledge and engineered features, 
it has to develop its own representation, and more data would thus make it easier for it to do so. In 
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addition, we note that the HIV dataset has one task, and thus does not benefit from multi-task 
learning, which we earlier suggested may be responsible for the slight underperformance of 
Chemception in the Tox21 dataset against a multi-task MLP DNN. 
 
Figure 8: Comparison of Chemception performance to the reported results of MoleculeNet 
benchmark data on the FreeSolv dataset. 
The last dataset that we trained Chemception on is to predict is solvation free energies. As 
summarized in Figure 8 and Table S4, the baseline Chemception model achieved a solvation 
energy RMSE error of 1.67 kcal/mol on the validation set and 1.84 kcal/mol on the test set. Similar 
to the trends observed in the Tox21 dataset, the finalized Chemception model achieved better 
performance with RMSE error of 1.51 kcal/mol and 1.75 kcal/mol for validation and test set 
respectively. When compared against its counterpart MLP DNN, which achieved a test RMSE of 
~2.0 kcal/mol when 90% of the original dataset was used for training, Chemception provides a 
clear outperformance. Furthermore, unlike toxicity and activity modeling, where the use of 
physics-based model is limited, solvation free energies can be computed from free energy 
calculations from molecular dynamics simulations, and as such their computed values provide an 
additional comparison of physics-based models to QSPR-based models. Based on the FreeSolv 
32 
 
dataset, it can be computed that the RMSE error for simulation-based method is ~1.5 kcal/mol. 
With its current performance, Chemception (~1.75 kcal/mol) has yet to attain the accuracy of 
simulation-based methods, but the results nevertheless is impressive because it demonstrates that 
even with an extremely limited quantity of data (~600 compounds), and minimal prior chemical 
knowledge, Chemception can attain an accuracy that is approaching state-of-the-art physics-based 
models. Similar efforts in training deep neural networks to predict QM-calculated energies have 
demonstrated that as the size of the training data increases, so does the model’s accuracy.22 This 
suggests that a larger dataset on solvation free energies is likely to improve Chemception 
performance, to reach parity with physics-based models.  
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4. Conclusion 
In conclusion, we have developed a novel deep convolutional neural network, 
Chemception, for the prediction of chemical properties using only image data of 2D drawings of 
molecules. Without providing any further explicit chemistry knowledge, such as in the form of 
engineered features like molecular descriptors or fingerprints, we have demonstrated that the 
Chemception architecture can serve as a general-purpose neural network for learning a range of 
distinct properties, including physiological (toxicity), biochemical (activity) and physical (free 
energy of solvation) properties of molecules, while using a modest training database ranging from 
only ~600 to ~40,000 compounds. In addition, the general accuracy of Chemception across 3 tasks 
matches MLP deep neural networks trained on engineered features, such as ECFP fingerprints. For 
2 out of the 3 properties, Chemception outperforms its deep neural network counterparts, and it 
achieved a validation/test AUC of 0.744/0.752 for HIV activity prediction and a validation/test 
RMSE of 1.51/1.74 kcal/mol for free energy of solvation prediction, which is close to the accuracy 
of physics-based simulation methods (RMSE ~1.5 kcal/mol). For the toxicity predictions on the 
Tox21 dataset, Chemception (validation/test AUC of 0.768/0.773) trails slightly in performance 
against multi-task DNN trained on ECFP fingerprints (validation/test AUC of 0.777/0.799), 
possibly due to the multi-task learning benefits employed in contemporary models. Inspired by the 
success of using deep learning as a “machine intelligence” tool in modern computer vision 
research, we have demonstrated the plausibility of using deep neural networks “machine 
intelligence” to assist the human-driven feature engineering step in the scientific discovery 
process. Furthermore, given that deep neural networks can process data at a much higher velocity 
and more consistently than humans can, coupled with the exponential growth of chemical data on 
which to train these networks, we anticipate that deep neural networks will be a valuable tool in 
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the future of “machine intelligence” assisted computational chemistry research. Lastly, as we have 
taken a domain agnostic approach in developing Chemception, minimizing the amount of 
chemistry knowledge used in training it, we anticipate that the general approach used will also be 
transferable to other problems, which will be particularly useful in situations where there is limited 
understanding and feature engineering. 
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