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Abstract –We consider a long-range model of coupled phase-only oscillators subject to a local
potential and evolving in presence of thermal noise. The model is a non-trivial generalization of
the celebrated Kuramoto model of collective synchronization. We demonstrate by exact results
and numerics a surprisingly rich long-time behavior, in which the system settles into either a
stationary state that could be in or out of equilibrium and supports either global synchrony or
absence of it, or, in a time-periodic synchronized state. The system shows both continuous and
discontinuous phase transitions, as well as an interesting reentrant transition in which the system
successively loses and gains synchrony on steady increase of the relevant tuning parameter.
Introduction. – The issue of how self-sustained os-
cillators of widely different natural frequencies when inter-
acting weakly with one another may spontaneously oscillate
at a common frequency has intrigued researchers since one
of its first documented observations by the Dutch physi-
cist Christiaan Huygens in the 17th century. This phe-
nomenon of collective synchrony is commonly observed in
nature, e.g., in metabolic synchrony in yeast cell suspen-
sions [1], among groups of fireflies that flash in unison [2],
in animal flocking behavior [3], and perhaps most impor-
tantly of all, in cardiac pacemaker cells whose synchro-
nized firings keep the heart beating and life going on [4].
Synchrony is much desired in man-made systems, e.g., in
parallel computing in computer science, whereby proces-
sors must coordinate to finish a task on time, and in elec-
trical power-grids constituting generators that must run in
synchrony so as to be tuned in frequency to that of the grid
[5,6]. However, synchrony could also be hazardous, e.g., in
neurons, leading to impaired brain function in Parkinson’s
disease and epilepsy. For an overview, see Refs. [7, 8].
Over the years, the celebrated Kuramoto model has
served as a paradigmatic model to study analytically the
emergence of synchrony in many-oscillator systems [9]; for
a review, see Refs. [10–12]. The model comprises N phase-
only oscillators of distributed natural frequencies that are
globally coupled through the sine of their phase differ-
ences. The ith oscillator, i = 1, 2, . . . , N , has its phase
θi ∈ [0, 2pi) evolving according to the equation
dθi
dt
= ωi +
K
N
N∑
j=1
sin(θj − θi), (1)
where ωi is the natural frequency of the ith oscillator.
Here, K > 0 is the coupling constant, and the second term
on the right hand side (rhs) describes an attractive all-to-
all interaction between the oscillators, with the factor 1/N
making the model well behaved in the limit N →∞.
For a given frequency distribution g(ω) common to all,
the tendency of each oscillator to oscillate independently
at its own natural frequency is opposed by the global cou-
pling among them. Indeed, the latter favors equal phases
for the oscillators, θi = θj ∀ i 6= j, thereby promoting
global synchrony in which all the oscillator phases turn
around in time at a common frequency given by the mean
Ω of the distribution g(ω). A measure of the amount of
synchrony in the system is given by the order parame-
ter r ≡ |r| =
√
r2x + r
2
y, where the vector r is given by
r = (rx, ry) ≡
∑N
j=1(cos θj , sin θj)/N [9].
The Kuramoto model has been mostly studied for a uni-
modal g(ω), i.e., one that is symmetric about the mean Ω,
and which decreases monotonically to zero with increas-
ing |ω − Ω|. In this case, it has been shown that for a
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given K and in the limit N → ∞, on tuning the width
σ of g(ω), the dynamics at long times favors a synchro-
nized phase (r 6= 0) at low σ, and an unsynchronized phase
(r = 0) at high σ, with a continuous transition between the
two phases at the critical value σc ≡ piKg1(Ω)/2 [10–12],
where g1 is the distribution obtained from g by setting in
the latter the width to unity.
Several extensions of the Kuramoto model have been
studied, including the case with inertia for which the dy-
namics of phases is governed by second-order equations
in time (see Ref. [12] for a review). The main purpose
of these studies has been to investigate the robustness of
synchronization properties and change in their character-
istics, as well as in the thermodynamic phase diagram, in
models that may reproduce realistic systems. A natural
extension considered in this paper is represented by the
presence of a local potential acting as a torque on each
oscillator.
Model and main results. – In this paper, we con-
sider the case of identical oscillators, g(ω) = δ(ω − Ω),
in the Kuramoto model, with an additional thermal noise
and a local potential acting on the individual oscillators.
The underlying equation of motion is
dθi
dt
= Ω +
K
N
N∑
j=1
sin(θj − θi)−W sin 2θi + ηi(t), (2)
where the third term on the rhs describes a torque due to a
local potential −(W/2) cos(2θi), with W ≥ 0 quantifying
its strength, while ηi(t) is a Gaussian, white noise, with
〈ηi(t)〉 = 0, 〈ηi(t)ηj(t′)〉 = 2Tδijδ(t−t′). The temperature
T is measured in units of the Boltzmann constant, while
angular brackets denote averaging over noise realizations.
The thermal noise may be interpreted as the effect of a
coupling to the external environment [12], but may also be
seen as accounting for stochastic fluctuations of the nat-
ural frequencies in time [13]. The local potential alone,
which has its minima at θ = 0 and θ = pi, tends to “pin”
the θ’s to these values, thus playing the role of a pinning
potential, as was considered in Ref. [14]. The latter work
investigated the case of the pinning potential ∼ sin(αi−θi)
that tends to pin the phase of the ith oscillator to the
corresponding random pinning angle αi. With every oscil-
lator pinned to a random angle, such a pinning potential
evidently favors a static, disordered arrangement of the
phases. By contrast, the pinning potential in our case
favors a static, ordered arrangement of the phases.
We now remark on some known limits of the dynam-
ics (2). For W = T = 0, the dynamics reduces to that
of the Kuramoto model (1), in the particular case of the
latter in which all the oscillators have the same frequency.
In this work, we consider T > 0. For Ω = W = 0, Eq.
(2) describes the overdamped dynamics of the so-called
Brownian mean-field model [15]. The latter model was
introduced as a generalization of the energy-conserving
microcanonical dynamics of the Hamiltonian mean-field
(HMF) model [16], a paradigmatic system to study static
and dynamic properties of long-range interacting (LRI)
systems1, to the situation where the system exchanges en-
ergy by interacting with a heat bath.
For Ω 6= 0 (respectively, Ω = 0), the dynamics (2) re-
laxes at long times to a non-equilibrium stationary state
(NESS) (respectively, equilibrium). Unlike equilibrium,
NESSs do not respect detailed balance and support fluxes
of conserved quantities in the system. Studying NESSs
constitutes an active area of research in modern statisti-
cal mechanics, where a challenge is to achieve a level of
understanding akin to the one established for equilibrium
systems [20]. The local potential term in Eq. (2) does not
allow to get rid of the effect of the natural frequency by
studying the dynamics in a frame rotating uniformly with
frequency Ω, thereby recovering equilibrium dynamics, as
is possible with W = 0 [12].
The Kuramoto model (1) subject to a periodic forc-
ing F sin(σt − θi) has been studied in Refs. [13, 21, 22]
to address the issue of forced synchronization. The
governing equation when viewed in the frame rotating
with the forcing frequency σ reads dθi/dt = ωi − σ +
(K/N)
∑N
j=1 sin(θj − θi) − F sin θi. Comparing with Eq.
(2), one immediately realizes the differences: in our model,
all the oscillators have the same intrinsic frequency Ω, the
parameter σ = 0, there is thermal noise, and moreover, the
additional term instead of being − sin θi is − sin 2θi. The
Kuramoto model (1) with an additional external drive fe
and a pinning potential −a cos θi+(b/2) cos 2θi on the rhs
has been studied in Ref. [23] to discuss how an ensemble
of noiseless globally-coupled pinned oscillators with dis-
tributed intrinsic frequencies is capable of rectifying spa-
tial disorder, thus acting as a rectifier [24], and exhibiting
the phenomenon of absolute negative mobility [25]. In con-
trast to this model, our model has all the oscillators with
the same intrinsic frequency (as we comment below, this
implies that the current has always the same sign as that
of the external drive Ω), and furthermore, it has stochastic
noise in it.
Before proceeding with an analysis of the model (2), we
first set K = 1 without loss of generality, and discuss the
dynamical features and expected behavior of the model at
long times. Consider first the low-T limit of the dynamics.
In the absence of the local potential (i.e., with W = 0), the
system goes to a trivially synchronized state2. Namely, it
reduces to the Kuramoto model with identical frequency
Ω of the oscillators. Correspondingly, the order parameter
r is close to unity, but the vector r varies periodically in
time with period Ω. On the other hand, with W > 0 and
Ω = 0, the following occurs. As mentioned above, the local
potential alone tends to make the θ’s crowd around θ =
1Long-range interacting (LRI) systems are those in which the
inter-particle potential decays slowly with the separation r as r−α
for large r, with 0 ≤ α < d in d spatial dimensions [17–19].
2In the following, we use interchangeably the terms “state” and
“phase” to mean an ensemble of microscopic configurations dis-
tributed with a given density.
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0, pi, while the global coupling alone tends to make θi =
θj ∀ i, j. Thus, together, and in the absence of the natural
frequency term, the two terms lead to a static arrangement
of θ’s around either 0 or pi, resulting at long times in a
stationary state that is fully synchronized. This tendency
is opposed by the frequency term that tends to drive the
phases at a constant angular velocity Ω, thus leading, for
sufficiently large Ω, to a time-periodic synchronized state.
Increasing the temperature results in enhanced thermal
fluctuations that tend to destroy synchrony, be it in the
stationary or in the time-periodic state. The interplay
between these competing tendencies leads to a surprisingly
rich phase diagram, as we demonstrate below.
Specifically, we show that the system settles into either
a stationary state that could be in equilibrium or in a
NESS and may or may not support global synchrony, or,
in a time-periodic synchronized state. In presence of noise
and other competing aspects of the dynamics, in the lat-
ter state the order parameter r is not constant in time but
shows time-periodic oscillations. We also show that the
system exhibits both continuous and discontinuous tran-
sitions between different phases, as well as an interesting
reentrant transition in which the system successively loses
and gains synchrony on steady increase of the relevant
tuning parameter. It is remarkable that in the absence of
a general framework to study NESSs akin to the one due
to Boltzmann and Gibbs for equilibrium states, our tools
and analysis allow to obtain exact analytical results for
the NESSs of the nontrivial dynamics (2).
We remark that in terms of the (rx, ry), Eq. (2) becomes
dθi
dt
= Ω− rx sin θi + ry cos θi −W sin 2θi + ηi(t), (3)
which makes it evident that the dynamics is effectively
that of a single oscillator evolving in a self-consistent mean
field of strength r produced by all the oscillators; the pa-
rameters characterizing the dynamics are Ω, T,W .
Analysis in the limit N → ∞ and the stationary
state. – In the limit N →∞, the state of the system is
characterized by the single-oscillator distribution f(θ, t),
defined such that f(θ, t)dθ gives the probability at time t
that a randomly chosen oscillator has its phase between
θ and θ + dθ. One has f(θ + 2pi, t) = f(θ, t), and the
normalization
∫ 2pi
0
dθ f(θ, t) = 1 ∀ t. The time evolution
of f(θ, t) is given by the Fokker-Planck (FP) equation that
may be straightforwardly written down from Eq. (3):
∂f
∂t
= −∂[(Ω− rx sin θ + ry cos θ −W sin 2θ)f ]
∂θ
+ T
∂2f
∂θ2
,
(4)
where rx, ry are now functionals of f(θ, t) : (rx, ry) ≡
(rx, ry)[f ] =
∫
dθ (cos θ, sin θ)f(θ, t). When exists, the
stationary solution of Eq. (4) is obtained by setting the
left hand side (lhs) to zero; the solution reads [12,13]
f(θ) = Be
v(θ)
T
1 + (e−2piΩ/T − 1) ∫ θ0 dθ′ e− v(θ′)T∫ 2pi
0
dθ′ e−
v(θ′)
T
 , (5)
with v(θ) ≡ v[f ](θ) = Ωθ+rx cos θ+ry sin θ+(W/2) cos 2θ,
while the constant B is fixed by the normalization of
f(θ). The stationary quantities rx,y are determined self-
consistently:
(rx, ry) ≡
∫
dθ (cos θ, sin θ)f(θ). (6)
The stationary unsynchronized solution f0(θ) with rx =
ry = 0 always exists, but it may be unstable in regions of
the parameter space (Ω, T,W ); Eq. (5) yields
f0(θ) = Be
v0(θ)
T
1 + (e−2piΩ/T − 1) ∫ θ0 dθ′ e− v0(θ′)T∫ 2pi
0
dθ′ e−
v0(θ
′)
T
 ,(7)
with v0(θ) ≡ v0[f ](θ) = Ωθ + (W/2) cos 2θ. For W = 0,
one has the homogeneous distribution, f0(θ) = 1/(2pi),
but for W > 0, although unsynchronized, f0(θ) is not ho-
mogeneous in θ. As mentioned earlier, one has an equilib-
rium stationary state for Ω = 0 (i.e., on the (T,W )-plane),
and a NESS for Ω 6= 0.
One may define a current J ≡ 〈θ˙〉/(2pi) [23], to char-
acterize the motion of the oscillator phases. Summing
Eq. (3) over i and averaging over noise gives J(t) =
[Ω −W 〈sin 2θ〉(t)]/(2pi). In the stationary state, the sta-
tionary current Jst is obtained from Eq. (5) as Jst =
BT [1−e−2piΩ/T ]/ ∫ 2pi
0
dθ′ e−v(θ
′)/T , which implies zero cur-
rent for Ω = 0; this is expected since in this case, the sys-
tem is in equilibrium. Also, for Ω 6= 0, when the system is
in a NESS, we have that Jst has the same sign as that of
Ω. Note that these features hold irrespective of whether
the stationary state is synchronized or unsynchronized. In
the time-periodic state, the current is obtained either from
the equations of motion (3) or by using the Fokker-Planck
equation (4).
Linear stability of the stationary unsynchronized
state. – Let us now study the linear stability of the
stationary unsynchronized state f0(θ). To this end, we
linearize Eq. (4) around f0(θ), by writing f(θ, t) = f0(θ)+
δf(θ, t); |δf |  1, and keeping the zeroth and first-order
terms in δf . The zeroth-order terms cancel; the first-order
terms give
∂δf
∂t
= − ∂
∂θ
[(Ω−W sin 2θ)δf ]
+
∂
∂θ
[(rx sin θ − ry cos θ)f0(θ)] + T ∂
2δf
∂θ2
, (8)
with (rx, ry) =
∫
dθ (cos θ, sin θ)δf(θ, t). Now, f0(θ) is
stable if the eigenvalue spectrum of the linear operator L
defined by the rhs of Eq. (8) has a negative real part.
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To study the linear problem, we compute the matrix el-
ements Lk′,k of L with respect to the set of complete basis
constituted by the functions exp(ikθ), with k an integer,
for functions in [0, 2pi). Using Eq. (8), we have
Lk′,k ≡ 1
2pi
∫ 2pi
0
dθ e−ik
′θLeikθ
= −(ikΩ + k2T )δk′,k + ik
′W
2pi
∫
dθ sin 2θei(k−k
′)θ
+
ik′
2pi
∫
dθ [rx sin θ − ry cos θ] f0(θ)e−ik′θ, (9)
with (rx, ry) =
∫
dθ (cos θ, sin θ)eikθ. Using the relations∫
dθ cos θeikθ = pi(δk,1 + δk,−1),
∫
dθ sin θeikθ = ipi(δk,1 −
δk,−1),
∫
dθ sin 2θeikθ = ipi(δk,2 − δk,−2) in Eq. (9) gives
Lk′,k = −(ikΩ + k2T )δk′,k + W
2
k′(δk′,k+2 − δk′,k−2)
+
ik′
2
∫
dθ
[
(δk,1 + δk,−1) sin θ
−i(δk,1 − δk,−1) cos θ
]
f0(θ)e
−ik′θ. (10)
Using sin θ± i cos θ = ±ie∓iθ, and introducing the Fourier
components of f0(θ), f˜p ≡
∫ 2pi
0
dθ e−ipθf0(θ), we arrive at
the following final expression of the matrix elements:
Lk′,k = −(ikΩ + k2T )δk′,k + W
2
k′(δk′,k+2 − δk′,k−2)
+
k′
2
[
δk,1f˜k′−1 − δk,−1f˜k′+1
]
. (11)
For W = 0, we have f0(θ) = 1/(2pi), giving f˜p = δp,0, so
that the matrix becomes diagonal,
Lk′,k =
[
−ikΩ− k2T + 1
2
(δk,1 + δk,−1)
]
δk′,k, (12)
which readily gives the eigenvalues. Before proceeding, let
us adopt the following order for the rows and columns of
the matrix. The indices k, k′ take integer values; we order
the indices according to k, k′ = 0, 1,−1, 2,−2, 3,−3, . . . .
With this ordering, we see that all elements of the first row
of the matrix vanish, i.e., L0,k = 0 ∀ k. In the first column,
only two elements do not vanish: L2,0 = L−2,0 = W .
Now, the order of the matrix L being infinite, we con-
sider in the following the matrix of a finite size obtained
by truncating the infinite one at a given maximum value
k = kmax; the order of this finite matrix is 2kmax + 1. We
study the eigenvalues of this truncated matrix; we have
chosen a value for kmax that is large enough that our re-
sults, as far as the determination of stability is concerned,
do not change for larger kmax. Since the elements in the
first row of the matrix vanish, there is always a zero eigen-
value; however, the stability of f0(θ) is determined by the
other eigenvalues, i.e., f0(θ) is stable if the real part of
all the other eigenvalues is negative, while it is unstable if
there is at least one eigenvalue with a positive real part.
To see that the zero eigenvalue may be disregarded, we
reason as follows. Since the original FP equation conserves
the normalization of f , and f0(θ) is normalized, we have to
study the linearized equation (8) for functions δf(θ, t) that
satisfy
∫ 2pi
0
dθ δf(θ, t) = 0 ∀ t. Now, the eigenfunction δf
corresponding to the zero eigenvalue is obtained directly
from Eq. (8) by setting the lhs to zero. From the defi-
nition of f0(θ), we see that this linear equation is solved
by δf(θ) ∝ f0(θ). Since f0(θ) is positive definite, such a
δf has a non-vanishing integral over [0, 2pi) (thus, it has
a nonzero Fourier component for k = 0), and is therefore
not suitable for our stability problem. On the other hand,
each eigenfunction δf corresponding to a non-vanishing
eigenvalue must have a zero Fourier component for k = 0:
in fact,
∑
k L0,kak = 0 for any vector ak, as we have seen,
then this cannot be equal to λa0 if both λ and a0 are dif-
ferent from 0. In conclusion, any non-vanishing eigenvalue
of the matrix L has a corresponding eigenfunction whose
first component (i.e., that corresponding to k = 0), is 0,
and thus, it belongs to the class suitable for our stabil-
ity problem. This also implies, as a byproduct, that the
matrix L and the matrix of order 2kmax obtained by delet-
ing the first row and the first column of L have the same
non-vanishing eigenvalues.
Summarizing, f0(θ) is stable if all the non-vanishing
eigenvalues of L have a negative real part. For our com-
putations, for any chosen values of (T,W ), we vary Ω, and
compute numerically the eigenvalues of L, thus determin-
ing the parameter regimes where f0 is stable. When f0 is
unstable, the system may settle into a synchronized state
that is either stationary or time-periodic.
Linear stability of the stationary synchronized
state. – We now discuss how to obtain the linear stabil-
ity threshold of the synchronized state (5). This thresh-
old should be computed by linearizing the Fokker-Planck
equation (4) about the state (5), along the lines followed
above to compute the stability threshold of the unsynchro-
nized state. Given the complexity of the state (5), such
a task turns out to be quite formidable, and, hence, we
resort to a different strategy, as detailed below.
To compute the threshold for given values of T and W ,
we vary Ω, and obtain numerically the corresponding non-
zero values of rx and ry that satisfy the self-consistent
equations (6). Operatively, this is done as follows. For
Ω = 0, the corresponding non-zero rx is easily found nu-
merically, while one has ry = 0. Then, for Ω > 0, we
increase Ω in small steps of size dΩ, and compute corre-
spondingly the new values of rx and ry after every step by
using the partial derivatives of f(θ;T,W,Ω, rx, ry) with
respect to the parameters. Here, we have written explic-
itly the parameters on which the solution (5) depends,
as f(θ;T,W,Ω, rx, ry) (the normalizing factor B then also
depends on the parameters). Having reached the Ω value
corresponding to the stability threshold of the synchro-
nized state is signaled by the fact that the above procedure
does not find any more non-zero rx and ry.
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Figure 1(a) shows representative results of our analytic
computation, in which (i) the red line indicates loss of
stability of the stationary unsynchronized state f0(θ) and
transition to the stationary synchronized state at smaller
Ω, (ii) the blue line indicates loss of stability of the sta-
tionary synchronized state (5), and consequently, a tran-
sition at larger Ω either to the stationary unsynchronized
state or to the time-periodic state (see below the different
cases), and (iii) the green line indicates loss of stability of
the stationary unsynchronized state f0(θ) and transition
to the time-periodic state at larger Ω. Our computation
indicates that the red and green lines emerge from a com-
mon point C = C(Ω,W, T ), while the blue line starts at
the origin (Ω = W = 0), extending in a region where the
red and green lines do not exist. In this latter region,
the blue line corresponds to a transition between the sta-
tionary synchronized and the time-periodic state. This
transition may not be called a phase transition since the
latter is usually meant to refer to a transition between two
states that are both stationary, besides having different
macroscopic properties. The red and blue lines eventually
merge with one another, see Fig. 1(a). The point C ap-
proaches the origin (Ω = W = 0) as T approaches 1/2
from below; concomitantly, the green line approaches the
Ω-axis, while the red line becomes more inclined towards
the W -axis, approaching the blue line and disappearing
for T > 1/2; this suggests that for T ≥ 1/2, the late-time
dynamics does not support a time-periodic state.
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Fig. 1: (a) Phase diagram in the (Ω,W )-plane for T = 0.3.
Here, the red line (respectively, the green line) corresponds
to loss of stability of the stationary unsynchronized state and
transition to the stationary synchronized state (respectively,
the time-periodic state) at smaller (respectively, larger) Ω. The
blue line refers to the stability threshold of the stationary syn-
chronized state. (b),(c): Numerical simulation results for r vs.
adiabatically-tuned Ω. The system size is N = 104. Panel (b)
corresponds to a value of W lower than the one corresponding
to the point C in (a). Panel (c) refers to a value of W larger
than the one corresponding to the point C, and specifically, to
a value of W at which on increasing Ω, the green line in (a) is
met after the blue line. The insets in panels (b) and (c) demon-
strate time-periodic behavior of r in the relevant Ω-regime.
We now report on numerical simulations of the dynam-
ics3. At fixed values of (W,T ), we perform two sets of
simulations. In one set, we start at Ω = 0 from a state
with r = 1, prepared by setting θi = 0 ∀ i, and then tune
Ω adiabatically to a large-enough value, while simultane-
ously monitoring r as a function of Ω. In the other set,
we start with the state obtained as the final state of the
first set of simulations, and then adiabatically decrease Ω
to zero. Adiabatic tuning of Ω ensures that the system
has sufficient time to attain stationarity before the value
of Ω changes significantly. The results of simulations are
displayed in Fig. 1, panels (b) and (c) at a temperature
below 1/2, namely, T = 0.3. We now discuss in detail the
results presented in these panels.
Figure 1(b) corresponds to a value of W lower than the
one corresponding to the point C; we note that consistent
with the phase diagram in (a), the system goes over from
the stationary synchronized to the time-periodic state by
crossing the blue line in (a).
Figure 1(c) refers to a value of W larger than the one
corresponding to the point C, and specifically, to a value
at which on increasing Ω, the green line in (a) is met after
the blue line. The results show that consistent with our
computation, on increasing Ω, the system goes over from
the stationary synchronized to the stationary unsynchro-
nized state (corresponding to crossing of the blue line in
(a)), and then goes over to the time-periodic synchronized
state (corresponding to crossing of the green line in (a)).
Subsequently, on decreasing Ω, the system goes over to
the stationary unsynchronized state by crossing the green
line in (a) and then to the stationary synchronized state
by crossing the red line in (a). This behavior suggests that
while the transition between the stationary synchronized
and the stationary unsynchronized state is discontinuous
(as evidenced by the presence of a hysteresis loop in (c)),
the one between the stationary unsynchronized and the
time-periodic state is continuous (implied by the absence
of any hysteresis loop in (c)). We see from Fig. 1(c)
the emergence of a feature induced by the local potential,
which is absent in the Kuramoto model, namely, that of a
reentrant transition in which the system successively loses
and gains synchrony on steady increase of Ω. Similar reen-
trant transitions between states that are stationary (unlike
our case where one state is time-periodic) are observed in
the version of the Kuramoto model that includes a phase
lag in the coupling and inertial effects [26,27].
Let us now discuss the situation for a value of W larger
than, but close to, the one corresponding to the point C,
and specifically, to a value at which on increasing Ω, the
green line in Fig. 1(a) is met before the blue line. Here,
on increasing Ω, the system goes over from the station-
ary synchronized to the time-periodic state on crossing
the blue line in (a) (note that no change in behavior is
expected on crossing the green line in (a) while starting
from the state r = 1 and then adiabatically increasing Ω.)
3All numerical simulations reported in this paper involved em-
ploying a first-order Euler algorithm to integrate the equation of
motion (2), with timestep dt = 0.01.
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On decreasing Ω, the time-periodic state goes over to the
stationary unsynchronized state on crossing the green line
in (a) and then to the stationary synchronized state on
crossing the red line in (a).
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Fig. 2: (a) Phase diagram in the (Ω,W )-plane for T = 0.5. The
blue line refers to the line of continuous transition between the
stationary synchronized and unsynchronized states. (b) Nu-
merical simulation results for r as a function of adiabatically-
tuned Ω at a representative W . The system size is N = 104.
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Fig. 3: (a) Phase diagram in the (Ω,W )-plane for T = 0.6. The
blue line refers to a continuous transition between the station-
ary synchronized and unsynchronized states. (b) Numerical
simulation results for r as a function of adiabatically-tuned Ω
at a representative value of W above the minimum of the blue
line in (a) (that occurs at Ω = 0); for W values below this min-
imum, r is equal to zero at all Ω. The system size is N = 104.
Till now we have discussed the behavior of our model for
T < 1/2. For T ≥ 1/2, our analysis presented below shows
that one has a continuous transition between the station-
ary synchronized and the stationary unsynchronized state
(we have already discussed that the time-periodic state
disappears as T approaches 1/2 from below).
Continuous transition points between the sta-
tionary synchronized and unsynchronized states.
– For the determination of points of continuous tran-
sition where the stationary unsynchronized state (7) be-
comes synchronized, we adopt the usual strategy of ex-
panding to first order the self-consistent equation of the
order parameter. The two self-consistent equations (6) are
rewritten as
(rx, ry) =
∫
dθ (cos θ, sin θ) f(θ;T,W,Ω, rx, ry). (13)
We now make an expansion of the function f around rx =
ry = 0. Denoting with a subscript the partial derivatives
of f with respect to the parameters, we then write
f(θ;T,W,Ω, rx, ry) = f(θ;T,W,Ω, 0, 0) (14)
+frx(θ;T,W,Ω, 0, 0)rx + fry (θ;T,W,Ω, 0, 0)ry +O(r
2).
Since the integral of either cos θ or sin θ multiplied by
f(θ;T,W,Ω, 0, 0) vanishes, plugging the last expansion
in Eq. (13), and defining Cxx ≡
∫
dθ cos θ frx(θ),
Cxy ≡
∫
dθ cos θ fry (θ), Cyx ≡
∫
dθ sin θ frx(θ), Cyy ≡∫
dθ sin θ fry (θ), (the parameters (T,W,Ω, 0, 0) in frx and
fry are not displayed for visual clarity) the self-consistent
equations may be written as
Cxxrx + Cxyry = rx, Cyxrx + Cyyry = ry. (15)
This system of equations has nontrivial solutions when
the matrix C has an eigenvalue equal to 1, i.e., when
det(C − I) = 0, with I the identity matrix. The lat-
ter condition gives an equation in (Ω, T,W ) the solu-
tion of which gives the surface of continuous transition
in the parameter space. The line in the (T,W )-plane
given by the intersection of this surface is the line of crit-
ical points between equilibrium states (since Ω = 0). In
this case, the solution (5) becomes f(θ;T,W, 0, rx, 0)) =
B exp[(rx cos θ + (W/2) cos 2θ)/T ], since ry = 0, and the
points of continuous transition are given by Cxx = 1.
The results of our computation are shown by blue lines
in panel (a) of Figs. 2 and 3 for T = 0.5 and T = 0.6,
respectively. Numerical simulation results for r as a func-
tion of adiabatically-tuned Ω, displayed in the other pan-
els of these figures, show the absence of a hysteresis loop
characteristic of a discontinuous transition, but rather a
variation that coincides, up to fluctuations due to finite N
and thermal noise, for increasing and decreasing Ω. This
observation supports our claim that the system undergoes
a continuous transition between the stationary synchro-
nized and the stationary unsynchronized state on crossing
the blue line in (a) of Figs. 2 and 3.
We note that for our model, the current J is always
positive for Ω > 0. In the stationary state, Jst increases
with Ω independently from the synchronization property
of the state. In the time-periodic states, J is obviously
periodic, with its average over a period increasing with Ω.
TΩ
W
T =
1/2
T =
1
Fig. 4: Schematic phase diagram in the (Ω, T,W ) space, specif-
ically, on a set of (Ω,W )-planes for increasing values of T .
Based on our results, we show in Fig. 4 a schematic
phase diagram of our model in the (Ω, T,W ) space. Note
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the point of continuous transition for Ω = W = 0 given
by T = Tc = 1/2, which coincides with the phase transi-
tion point for the BMF model to which the dynamics (2)
reduces under these limiting values of Ω and W . With
respect to Fig. 4, one may wonder as to how for T ≥ 1/2
does the point of intersection of the blue line of contin-
uous transition with the (W,T )-plane (i.e., Ω = 0) be-
have as a function of T . We now show that this point,
which starts at (T = 1/2,W = 0), has the limiting value
(T = 1,W →∞), see the brown dotted line on the (T,W )-
plane in Fig. 4. In the limit W →∞, the oscillator phases
have only two allowed values, θ = 0 and θ = pi, thus,
cos θ can be either +1 or −1. This implies that ry = 0,
while r = rx may be easily computed by noting that for
Ω = 0,W → ∞, the dynamics has the Gibbs-Boltzmann
equilibrium stationary state: f(θ = 0) ∝ exp(rx/T ) and
f(θ = pi) ∝ exp(−rx/T ). We thus have r = tanh(r/T ).
This transcendental equation has a non-zero solution for
r provided T ≤ 1, giving the critical temperature of tran-
sition as unity.
Conclusions and perspectives. – In this paper, we
studied a model system of globally-coupled oscillators with
an additional local potential acting on the individual os-
cillators, and evolving in presence of thermal noise. We
demonstrated by exact results and numerics a surprisingly
rich long-time behavior, in which the system settles into
either a stationary state that could be in or out of equilib-
rium and supports either global synchrony or absence of
it, or, in a time-periodic synchronized state. We note that
without noise (T = 0), the only possibility at long times
would be given by all oscillators at the same position, ei-
ther in a stationary state (Ω < W ) or in a time-periodic
state (Ω > W ), thus a much less rich behavior. While we
have an exact expression for the single-oscillator distribu-
tion in the stationary synchronized state (Eq. (5)) and in
the stationary unsynchronized state (Eq. (7)), both ob-
tained by solving the Fokker-Planck equation (4) in the
stationary state, it is of interest to obtain the distribu-
tion in the time-periodic state by solving the full time-
dependent Fokker-Planck equation. It would be also inter-
esting to consider in place of the first-order dynamics (2)
the corresponding second-order dynamics that accounts
for the finite moment-of-inertia of the oscillators. In case
of the Kuramoto model, the corresponding second-order
dynamics leads to rather drastic consequences [28–31], and
an issue would be to investigate how much of these are re-
tained or modified by the presence of the local potential.
Another interesting direction to pursue would be to con-
sider the dynamics (2) with a non-mean-field coupling,
i.e., with a coupling that decays as a power-law of the
separation between oscillators occupying the sites of say a
one-dimensional lattice [32].
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