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ABSTRACT
This paper addresses recognizing fraud users on a Bitcoin exchange website-bitcoin-otc. According to online rating records
provided by the website, some users behave significantly different from others. Seeing that, the classical K-means clustering
algorithm is proposed to identify these abnormal users. K-means algorithm is an unsupervised clustering algorithm that clusters
users based on feature similarity. Therefore, performance of K-means algorithm relies on the features. This paper explored and
found the best collection of features based on real record data, e.g., mean of total ratings sent. Since the selected features are not
observed for record set, the website should offer these features for potential traders.
Keywords: K-means algorithm, P2P website, Fraud detection.
_____________________
*Corresponding author
INTRODUCTION
On 1 January 2018, the price of Bitcoin was 13,412USD (as shown in Figure 1), which is 13 times compared with the price of the
same day of 2017 (997USD). It increasingly attracts global investors to Bitcoin marketplace. However, Bitcoin is a decentralized
digital currency that is transacted directly between users without any intermediation. As such, trading platforms mostly provide no
authentication service, and the users are exposed to counterparty risk.

Figure 1: Line Chart of Bitcoin Price (from U.S. Finance Reference, https://www.officialdata.org/bitcoin-price)
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To help users reduce trading risk, the websites usually offer a rating system along with the trading platform. On this system, users
can give others ratings after transactions. For example, positive ratings mean that user trusts this person, while negative ratings for
a person as a fraudster. It is suggested that user access to his counterparty’s trade and reputation history firstly to avoid dealing
with fraudster. The question is that the ratings are not foolproof. Fraudulent users can also inter-rate each other with positive
ratings. As a result, normal users need to stay vigilant to be prey for fraudster.
This paper is motivated by the observation that behaviors of fraudulent users seem to be quite different from normal users. For
instance, a normal user often received ‘+1’ ratings from the counterparty, while a fraudster received ‘+10’ ratings. So, we apply a
classical clustering algorithm- K-means algorithm to recognize abnormal users from others. We further study the features for the
K-means algorithm. A collection of features are chosen with the best performance of K-means algorithm.
This paper is organized as follows. Section 2 reviews the literature and K-means algorithm is described in Section 3. Then, the
selection of features for the K-means algorithm is presented based on real data. Section 5 shows the results of data analysis. The
last section concludes the whole paper.
RELATED WORK
When the Bitcoin was firstly invented as a form of electronic cash in November 2008, the price of bitcoin was nearly zero. Even on
1 January 2011, the price is 0.30USD per bitcoin. At that time, Bitcoin was argued to be not a currency rather a speculative asset
(Corbet, Lucey, Peat, & Vigne, 2018). It was also beyond all people's imagination that the price is rising to 13412.44USD in 2018.
Since the price of Bitcoin rises exponentially, it has been a frequent target of attacks by financially-motivated criminals (Gandal,
Hamrick, Moore, & Oberman, 2018). Researchers, therefore, focused on security and fraud detection of the Bitcoin ecosystem. For
example, Ziegeldorf, Matzutt, Henze, Grossmann, and Wehrle (2018) proposed a novel oblivious shuffle protocol improves
resilience against malicious attackers. Kumar, Spezzano, Subrahmanian, and Faloutsos (2016) represented Bitcoin transaction as a
weighted signed network. In the network, edges are labeled with positive or negative weights to present the ratings the rater sent
the ratee. They use the idea of HIT algorithm to measure how much a node is trusted by other nodes (Kleinberg, 1999). Maesa,
Marino, and Ricci (2017) treated Bitcoin transaction as a simply graph and discovered that the graph was not a small world
network with some unusual patterns. They explained that these patterns are probably due to artificial users behaviors. Kumar et al.
(2018) proposed a REV2 algorithm to improve the prediction of fraudulent users. In the paper, fraud detection is categorized into
network-based fraud detection algorithm (Akoglu, Tong, & Koutra, 2015) and behavior-based fraud detection algorithm (Jiang,
Cui, & Faloutsos, 2016).
The applied algorithm in this paper belongs to behavior-based fraud detection algorithms, namely the K-means algorithm. K-means
algorithm, sometimes K-means clustering called, is a very popular and efficient algorithm for clustering analysis (Zhao, Deng, &
Ngo, 2018). For example, the K-means algorithm was introduced to the recommender system (Kant et al., 2018), fashion design
(Vincent, Makinde, Salako, & Oluwafemi, 2018), social network analysis (Liu, Ma, Xiang, Tang, & Zhang, 2018), network
evolution (Yang & Chen, 2018) etc. Therefore, the K-means algorithm is adopted here to detect fraudsters. To improve the
performance of K-means algorithm, initial cluster centers assignment is very important (Karegowda, Vidya, Jayaram, & Manjunath,
2013) (Sirait & Arymurthy, 2011). But, feature selection is another underestimated key to the success of K-means clustering
(Mavroeidis & Marchiori, 2014). For example, linear discriminant analysis (LDA) with trace ratio criterion is used in the research
(Wang, Nie, & Huang, 2014). This paper also addresses the feature selection problem. Based on the idea from Kumar et al. (2018),
we explored a bundle of features to match the real data best, including features from network-based fraud detection algorithm, and
behavior-based fraud detection algorithm.
BITCOIN TRADING PLATFORMS AND K-MEANS ALGORITHM
Bitcoin Trading Platform- Bitcoin OTC
Bitcoin OTC (https://www.bitcoin-otc.com) is an online marketplace for bitcoin trading. All transactions occurred on this platform
are conducted directly between counterparties, without any guarantee from platform. All exchange risks are taken by buyers and
sellers. To help users decrease trading risk (one of the parties did not pay), the platform offers a service named ‘web of trust,'
where users can access counterparty’s reputation and trade history.
In this web database, the basic record of the user is:

The 18th International Conference on Electronic Business, Guilin, China, December 2-6, 2018
412

Wang, Li, Hu & Zhuang

(a) List of All Ratings the Ratee Received

(b) List of the Aggregate Ratings of Ratee
Figure 2: A Snapshot of ‘Web of Trust' on the Bitcoin-otc Website
The ratings are between -10 and +10 (integral value, and could not be set to 0). The higher score means that the ratee has better
reputation in the exchange, and the lower score is the opposite. For example, according to a guideline of the system, a ratee is
marked as ‘5' if ‘you've had some good transactions with this person,' ‘-10' if ‘person failed to hold up his end of the bargain, took
payment and ran, fraudster.' Therefore, if a user is rated positively by most people he had traded with, he could be labeled as a
trust-worthy user. Once a user was rated negatively by other people, the most time he would often be labeled as a fraudster.
Generally, users on bitcoin-otc platform follow these intuitions and opinions:
Table 1: The Intuitions And Opinions of Evaluation
Ratings
Intuitions and opinions
Positive ‘rating’ value and high ‘total rating’ value
A trusted user, low trading risk
Low ‘total rating’ value and existing negative ‘rating’ value
Fraudsters, trading risk
Existing both positive and negative ‘rating’ value
Uncertain, high trading risk
However, these intuitions are not always right. Some fraudsters created several accounts who rated each other with high rating
values. When other users browser the ‘web of trust’ database, 'total rating' value of the user is a large number. In this way, an
innocent user often falls prey to fraudsters groups.

Figure 3: A Line Chart of Rating Time Series for a Typical ‘Scammer’

The 18th International Conference on Electronic Business, Guilin, China, December 2-6, 2018
413

Wang, Li, Hu & Zhuang

As shown in figure 3, the user was rated ‘10’ or ‘8’ by 13 users in two days (from 28 February to 1 March). After that, the user got
very high scores-115. Then, he was reported as a fraudster.
Comparing with the behavior of the fraudster in figure 3, a normal user's behavior is quite different (as shown in figure 4).

Figure 4: Line Chart of Rating Time Series for a User without Negative Ratings
In figure 4, the user got only 47 ratings in three and a half years. And the average rating received was 2.47.
Social Network Analysis Of The Dataset
This paper takes an open dataset called ‘Bitcoin-OTC’ collected by the network analysis project of Stanford University
(http://snap.stanford.edu). The dataset contains 35,592 rating records among 5,881 users.
Firstly, a simple graph is built from the dataset, where each node represents a user, and each edge represents existing rating from a
rater to a ratee.
With the social network analysis tool Pajek 5.05 (http://mrvar.fdv.uni-lj.si/pajek/), the basic statistical information is shown in the
following table 2 (Kiss & Bichler, 2008):
Table 2: The Basic Information of the Rating Network
Feature
Definition
Total number of nodes
Total number of users
Total number of edges
Total number of rating of users
Average in-degree
The average number of ratings received by a node
Average out-degree
The average number of ratings sent by a node
Average clustering coefficient
The degree to which nodes tend to cluster together
Network diameter
The longest distance between any two nodes
The average of all the minimum path lengths between
Average path length
all pairs of nodes in a network

Evaluation
5,881
35,592
6.0520
6.0520
0.2416
11
3.7189

K-means Clustering Algorithm
K-means algorithm is a kind of clustering analysis algorithm, which divides n sample points into k clusters. Sample points within
cluster have high similarity, while sample points between clusters have low similarity. Similarity calculation is based on the
average value of sample points in a cluster. The process of the algorithm is as follows:
;
1）In the dataset D, randomly select k points and assigned them to the initial cluster center,
2）For all
in D, calculate its distance to each cluster center
;
(1)
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In (1),
are the features of sample points.
3）Find out the minimum distance between and ,
4）Recalculated the features of clustering center

and reassign Pj to the cluster ;
based on the total J sample points in the cluster:
(2)

5）Repeat step 2 - 4, until features of all center of clusters do not change anymore.
SELECTION OF FEATURES FOR K-MEANS ALGORITHM
Pretreatment Of Users
According to the analysis of users' behavior in Table 1, if a user had been rated with positive values by all users, it implied that the
user was trusted. On the contrary, if a user had ever been rated with negative values by other users, it implied that the user was a
fraudster. But due to existing of some scammers rated by other fraudsters with high ratings (as shown in Figure 3), not all users
rated with positive values are really trusted. Seeing that, we use the K-means algorithm to separate ‘suspects’ from ‘trusted’ users.
Before the K-means algorithm is used to classify suspect users from trusted users, we filtered those users that were confirmed as
fraudsters (rated with negative values).
Name
Positive-class
Negative-class
Zero-class

Table 3: The Pretreatment of Nodes
Character
nodes that have been rated with positive values by other users
nodes that have been rated with negative values by other users
nodes that have not been rated by other users

Number
4,604
1,254
23

As shown in Table 3, 1277 nodes were removed from dataset because they were labeled as fraudsters by others.
Selection Of Features
Through the study of website users, this paper finds that it is not always effective to judge the credibility of accounts simply based
on the score that they got. As shown in figure 3, for the designated user, between February 28 and March 1, 2013, 14 users mainly
gave it a high score like +8 and +10. Nearly two months later, the user was scored ‘-1’ for its abnormal behavior. However, its
mean score given by other users is 8.2143 (115/14), which looks like an honest user. To more effectively determine whether users
have exchange risks, this paper identifies the following 12 indexes analyzing the Positive-class nodes according to the three fields
(source, target, rating) in the dataset.
Number
1
2
3
4
5
6
7
8
9
10
11
12

Table 4: The Definition of Index
Index Definition
A1
A2
A3
B1
B2
B3
C1
C2
C3
D1
D2
D3

number of total ratings sent
number of positive ratings sent
number of negative ratings sent
number of total ratings received
number of positive ratings received
number of negative ratings received
mean of total ratings sent
mean of positive ratings sent
mean of negative ratings sent
mean of total ratings received
mean of positive ratings received
mean of negative ratings received

Classification And Characteristic Description Of Positive-class Nodes
To further discover the overall characteristics of Positive-class nodes, this paper excavates the characteristics of nodes which are
significantly different from other user nodes.
It can be seen from the above analysis that the Positive-class nodes contain abnormal nodes, and their risks are mainly reflected in
the abnormal score. Therefore, in this paper, the Positive-class nodes with abnormal ‘mean of total ratings sent/received’ will be
regarded as abnormal nodes. Abnormal nodes are likely to be nodes with exchange risk.
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According to the statistical information, the average of C1-index of Positive-class nodes is 1.5393, and the standard deviation is
1.8965. Therefore, Positive-class nodes are divided adopting triple standard deviations (
) and the nodes
whose value of C1-index is greater than 7.2289 are screened out as the abnormal users. For the convenience of description, such
nodes are defined as Positive1-class nodes. Similarly, Positive-class nodes are divided adopting triple standard deviations (=5.5038)
according to the average (=1.6653) and standard variance (=1.2974) of D1-index. For the convenience of description, such nodes
are defined as Positive2-class nodes. The basic statistical information of these four types of nodes is shown in table 5.
Table 5: The Statistical Information of Positive-class Nodes
Positive0 Positive1 Positive2 Positive12
Number of nodes
4,425
113
104
38
Average
4.4573
1.2124
1.4327
1.2368
A1
Standard deviation
16.9492
0.7252
1.6474
0.6339
Average
4.2328
1.2124
1.3462
1.2368
A2
Standard deviation
15.6425
0.7252
1.5122
0.6339
Average
0.2245
0
0.0865
0
A3
Standard deviation
3.6398
0
0.6983
0
Average
4.3590
1.2920
1.5865
1.3158
B1
Standard deviation
13.4024
0.7755
1.0391
0.6619
Average
4.3590
1.2920
1.5865
1.3158
B2
Standard deviation
13.4024
0.7755
1.0391
0.6619
Average
0
0
0
0
B3
Standard deviation
0
0
0
0
Average
1.3168
9.5246
5.2284
9.5394
C1
Standard deviation
1.3674
0.8317
4.2028
0.8251
Average
1.4665
9.5246
5.3820
9.5394
C2
Standard deviation
1.1901
0.8317
3.9266
0.8251
Average
-0.5590
0
-0.2019
0
C3
Standard deviation
2.1635
0
1.3821
0
Average
1.5198
4.0893
7.7972
8.8026
D1
Standard deviation
0.8342
3.6123
1.8900
1.5314
Average
1.5198
4.0893
7.7972
8.8026
D2
Standard deviation
0.8342
3.6123
1.8900
1.5314
Average
0
0
0
0
D3
Standard deviation
0
0
0
0
After analysis, the following conclusions can be drawn from table 5:
(1) The value of A1-index, A2-index, B1-index, and B2-index of Positive1-class nodes and Positive2-class nodes are low. Their
average of these four indexes are close to 1-2, but those of Positive0-class nodes are between 4 and 5.
(2) The value of C1-index and C2-index of Positive1-class nodes and Positive2-class nodes are relatively high. Their average of
these two indexes are both greater than 5, but those of Positive0-class nodes are between 1 and 2.
(3) The value of D1-index and D2-index of Positive1-class nodes and Positive2-class nodes are relatively high. Their average of
these two indexes are both greater than 4, but those of Positive0-class nodes are between 1 and 2.
This indicates that the behaviors of Positive1-class nodes and Positive2-class nodes are significantly different from other nodes.
The frequency of total ratings sent/received of these two types of nodes is low, but the mean of total ratings sent/received of them
is high.
RECOGNITION OF POSITIVE1-CLASS NODES
Research Approach
This paper applies the k-means algorithm to classify the Positive-class nodes and finally finds out the indexes which can identify
Positive1-class nodes accurately.
First, input the original data and select different index combinations according to the actual situation to divide the Positive-class
nodes into four categories by using the k-means algorithm. Then compare the original Positive1-class nodes with the classification
The 18th International Conference on Electronic Business, Guilin, China, December 2-6, 2018
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results to find the combinations of indexes with higher recall and precision. Finally, compare the indexes to obtain identification
enlightenment of Positive1-class nodes.
Data Analysis
14 combinations of indicators with high recognition precision are listed below, and they are compared in groups.

Figure 5: Comparison of the Recognition Effect Between ‘A1, B1’ and ‘C1, D1’.
As shown in figure 5, on the premise that the recall is both 100%, the precision of the combination of A1-index and B1-index is
only 2.51%, while the precision of the combination of C1-index and D1-index is 38.18%. Besides, the addition of A1-index and
B1-index will reduce the precision of recognition of Positive1-class nodes. The precision of the combination of C1-index and D1index is 38.18%, and after the addition of A1-index and B1-index, the precision is only 2.57%.

Figure 6: Comparison of the Recognition Effect Between ‘C1, D1’ and ‘C2, C3, D2’.
As shown in figure 6, on the premise of the recall with 100%, the precision of the combination of C1-index and C2-index is
38.18%, while the precision of the combination of C2-index, C3-index and D2-index is 29.43%. This indicates that the precision of
the combination of total mean indexes (C1, D1) is higher than that of the combination of positive (C2, C3) and negative mean
indexes (D2).
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Figure 7: The Comparison of Recognition Effect Between ‘C1, C2, C3’ and ‘D1, D2’.
As shown in figure 7, under the condition that the recall is both 100%, the precision of the combination of C1-index, C2-index and
C3-index is 36.1%. The recall of the combination of D1-index and D2-index is low, only 27%, but its precision is 55.36%. As the
precision of identification is more important in the practical application, the precision is mainly considered here. It can be seen that
the recognition precision of ‘ratings sent indexes’ is lower than ‘ratings received indexes’.

Figure 8: The Comparison of Recognition Effect Between ‘C2’ and ‘C3’.
As shown in figure 8, on the premise that the recall rate is both 100%, the precision of the combination of C1-index, C2-index and
D1-index/C1-index, C2-index and D2-index is 29.89%, and that of the combination of C1-index, C3-index, and D1-index/C1index, C3-index and D2-index is 28.97%. The precision of the combination of C1-index, C2-index, D1-index, and D2-index is
52.56%, and that of the combination of C1-index, C3-index, D1-index, and D2-index is 30.79%. It can be seen that the C2 index is
more accurate than C3 in recognition. That is to say, comparing to the negative score sending to others, the positive score sending
to others has higher precision in identification.
Finally, we combine indicators related to the mean score (C1, C2, C3, D1, D2) to identify Positive1-class nodes and find that this
combination of indexes has the highest recall and precision.
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Figure 9: The Results of the Recognition of ‘C1, C2, C3, D1, D2’.
Conclusion Of Identification
Based on the above data analysis, the following conclusions can be drawn:
Conclusion 1: In the identification of Positive1-class nodes, the number of total ratings sent/received is not the accurate recognition
indexes.
Conclusion 2: In the identification of Positive1-class nodes, compared with the ‘mean of negative ratings sent’ indexes, the ‘mean
of positive ratings sent’ indexes have more reference value.
Conclusion 3: In the identification of Positive1-class nodes, the precision of the combination of total mean indexes is higher than
that of the combination of only positive or negative mean indexes. If ignore the positive and negative mean of ratings, only using
the total mean of ratings to identify will reduce the recognition accuracy.
Conclusion 4: In the identification of Positive1-class nodes, the combination of mean indexes has the highest recognition accuracy.
CONCLUSIONS
Through the positive and negative scores between users, this paper finds the problem nodes which are different from the normal
nodes. Then, the behavior characteristics of these abnormal nodes are found. The most important thing is that this paper finds the
mean index combination (C1, C2, C3, D1, D2) which can recognize nodes having potentially risk accurately. It also certifies that
the K-means algorithm is effective in recognizing ‘potential fraud’ nodes.
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