Multivariate Autoregressive time series models (MAR) are an increasingly used tool for exploring functional connectivity in Neuroimaging. They provide the framework for analyzing the Granger Causality of a given brain region on others. In this article, we shall limit our attention to linear MAR models, in which a set of matrices of autoregressive coefficients A k (k = 1, . . .,p) describe the dependence of present values of the image on lagged values of its past. Methods for estimating the A k and determining which elements that are zero are well-known and are the basis for directed measures of influence. However, to date, MAR models are limited in the number of time series they can handle, forcing the a priori selection of a (small) number of voxels or regions of interest for analysis. This ignores the full spatio-temporal nature of functional brain data which are, in fact, collections of time series sampled over an underlying continuous spatial manifold-the brain. A fully spatio-temporal MAR model (ST-MAR) is developed within the framework of functional data analysis. For spatial data, each row of a matrix A k is the influence field of a given voxel. ABayesian ST-MAR model is specified in which the influence fields for all voxels are required to vary smoothly over space. This requirement is enforced by penalizing the spatial roughness of the influence fields. This roughness is calculated with a discrete version of the spatial Laplacian operator. A massive reduction in dimensionality of computations is achieved via the singular value decomposition, making an interactive exploration of the model feasible. Use of the model is illustrated with an fMRI time series that was gathered concurrently with EEG in order to analyze the origin of resting brain rhythms.
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Introduction
Devising methods for inferring the effective and functional connectivity of different brain regions is currently a major concern in neuroimaging (Friston, 1994; Buchel and Friston, 2001 ; Lee et al., 2003; Buchel and Friston, 2000) . The task at hand is to determine the changing patterns of causal influences that different brain structures exert on each other by means of the Neuroinformatics _______________________________________________________________ Volume 2, 2004 analysis of dynamical brain imaging data. This type of data includes EEG/MEG source distributions (Valdés et al., 2000) , optical recordings (Schiessl et al., 2000) and fMRI and are, from a statistical point of view, spatiotemporal data sets (Mardia et al., 1998; Wikle and Cressie, 1999) -that is, vector valued time series where the dimensionality of the vectors is very large, having originated from sampling over an underlying continuous manifold.
Ideally, methods for connectivity analysis in the brain should be able to address the full four-dimensional spatiotemporal nature of the basic data (Mardia et al., 1998; Stroud et al., 2001 ). Additionally, they should be capable of measuring directed influence I x→y of region x on region y (Geweke, 1982; Geweke, 1984) . Unfortunately, most methods for analyzing connectivity in neuroimages fall short of these requirements.
Latent structure models such as PCA (Ruchkin et al., 1964; Friston et al., 1999) or ICA (McKeown et al., 1998) analyze the full set of voxels in brain images. They extract subsets of voxels that are statistically dependent and therefore may serve to identify functionally coupled brain subsystems. However, these models are not designed for determining the directional connectivity associated with causal inference. Information on timing of events for example is not used to determine possible causal influences. They may be characterized as having high spatial but no temporal resolution.
On the other hand, structural equation modeling (McIntosh and Gonzalez-Lima, 1994) does face up to the issue of inferring directional influences and is firmly grounded in the modern statistical analysis of causality (Pearl, 1998 ) via graphical models. Initial studies (McIntosh et al., 1994) in neuroimaging, being based on nondynamical PET data, ignored temporal information. The concept of Granger causality (Granger, 1969; Hosoya, 1991) does make use of temporal information in order to establish a measure of directed influence. Granger Causality I x→y of the time series x on y is demonstrated when one can reject the null hypothesis of y not being predicted by the past of x. This measure has been imported from the field of econometrics for use in the analysis of electrophysiological measurements (Baccala and Sameshima, 2001; Freiwald et al., 1999; Hesse et al., 2003; Kaminski et al., 2001; Bressler et al., 1999; Bernasconi and Konig, 1999) . Recently Dahlhaus and coworkers (1997, 2000) have combined the notion of Granger causality analysis with that of graphical models.
The measurement of Granger causality analysis is usually based on a multivariate autoregressive model of the data (MAR), be it linear (Penny and Roberts, 2002; Geweke, 1982; Geweke, 1984; Gersch and Yonemoto, 1977) or nonlinear (Freiwald et al., 1999) . The recent introduction of linear and bilinear MAR models for fMRI data has opened the way for measuring linear and nonlinear Granger causality in this type of data. However, the specific type of modeling used in the cited references only allows a very limited number of time series to be included in the analysis, resulting in models that have very moderate spatial resolution. This forces the a priori choice of either privileging certain voxels to be analyzed, or alternately, the selection of regions of interest over which average values of activity must be obtained. What is lacking is the development of fully spatio-temporal AR models (ST-MAR).
As a concrete and motivational illustration of what has just been explained, consider one of the fMRI time series that was gathered concurrently with EEG in order to analyze the origin of resting brain rhythms (Goldman et al., 2001 (Goldman et al., , 2002 Martinez-Montes et al., 2003) . As described in those papers, significant correlations were found between time-varying spectral components in different EEG bands and the BOLD signal. Figure 1 (left) shows the map of EEG-BOLD correlations for the alpha rhythm. This figure reveals widely distributed anatomical systems that are apparently involved in the generation of this oscillation. These same locations are also identifiable on the basis of the fMRI information alone as shown by further study of the BOLD signal from the voxel with the highest (negative) correlation with alpha power. The correlation map of this voxel with all others was obtained and is shown in the right panel of Fig. 1 . It is interesting to note that this map looks very similar to the one on the left, except for a sign inversion. When faced with this type of data, the question immediately arises as to which voxel is driving which. But no currently available MAR model can be fit to this amount of data, in which the number of time series is much larger than the number of time points.
This article will propose a ST-MAR precisely for this type of situation. This model is a generalization of the "smoothness priors" approach to MAR introduced by Kitagawa and Gersch (1985) but now applied to spatial aspects in the framework of functional data analysis (FDA); (Ramsay and Dalzell, 1991; Ramsay and Silverman, 1997) . For spatial data each row of a matrix A k shall be termed the influence field of a given voxel. A Bayesian ST-MAR model is specified in which the influence fields for all voxels are required to vary smoothly over space. This requirement is enforced by means of a penalization of spatial roughness of the influence fields calculated with a discrete version of the spatial Laplacian operator. A massive reduction in dimensionality of computations is achieved via the singular value decomposition, making an interactive exploration of the model feasible. The exploratory use of the model is illustrated in the data fMRI time series presented previously (Goldman et al., 2001 (Goldman et al., , 2002 . 
Bayesian Multivariate Autoregressive Model
In what follows, we shall denote vectors with lower case bold letters, matrices with upper case bold letters. We shall also use a general matrix-variate notation for Gaussian and related distributions (i.e., inverse Wishart) which was introduced by Dawid ( 1981) to avoid the use of the vectorization (vec) operator and Kronecker products previously necessary for the Bayesian analysis of multivariate regressions (see Dawid, 1981 for details) .
Let the dynamic neuroimaging data set be represented by a vector valued time series:
where s = 1,...,Ns indexes the voxels and t = 1,...,Nt the time instants at which samples are gathered. We shall posit a Multivariate Autoregressive Model (MAR) for the y t :
( 1) where p denotes the model order, the A k are the matrices of autoregressive coefficients (of dimension Ns × Ns) and e t is a white noise process known in the time series literature as the "model innovations" (Geweke, 1982) because it provides the new information contained in the observation for each time instant. We shall assume that the innovations are multivariate normal vectors with mean zero and covariance matrix V, that is: . Note that V contains information about instantaneous interactions between voxels whereas the A k are reflecting the directed linear interactions between voxels. In effect the coefficient a i,j (k) of A k is the (linear) contribution of voxel j on voxel i at time lag k. An alternative parameterization of (1) 
with . For small to moderate Ns there are a number of estimation procedures for the coefficient matrices A k based on ordinary least squares Schneider and Neumaier, 2001; Gersch et al., 1977) . However ordinary least squares methods fail when the number of parameters to be estimated is very large relative to the number of observations and when the time series are highly correlated.
A more general approach is the Bayesian framework (Kitagawa et al., 1985; Penny et al., 2002; Harrison et al., 2003) , which is adopted in this paper and which shall be immediately explained. Equation (1) 
The likelihood of the data y given the parameter set Θ=[A, V] and the data at previous time lags X is denoted by P(Y|A, V; X) and is determined by the specifications Y = AX + E and E~N(0, V Ns×Ns , I Ns ) which lead to the following expression: (4) where tr (X) denotes the trace of the matrix X. --
In the non Bayesian approach the estimators for Θ = [A, V] are obtained by maximizing (4). The Bayesian formulation of the MAR also posits an a priori distribution for Θ, P(T|X), which encapsulates our prior knowledge about the autoregressive coefficients and the innovation covariance matrix. In this article, the widely used conjugate NormalInverse Wishart formulation (Minka, 2000) is used which is achieved by selecting A~N(0, V, αS) and V~W −1 (βS, N o ) . S, α, and β are hyper parameters that also need to be specified. The a priori distributions for the autoregressive coefficients and the innovation covariance are expressed in terms of a notation for the matrix-variate probability densities as described by Dawid ( 1981) . For example, the requirement that A~N(0, V, α S) is equivalent to saying that, A= (Ns×Ns) C t (Ns×Ns) U (Ns×Ns) Β (Ns×Ns), where U are i.i.d. normal random variates and V = A t A and S = B t B. In other words S is stron-gly related to the a priori covariances of the rows of the autoregressive coefficient matrices. (Minka, 2000) :Our formulation differs from that of (Penny et al., 2002) in that these authors specify a "vague" prior for V. For relations between the two approaches see Minka (Minka, 2000) . To summarize, the a priori density is: (5) Combining (4) and (5), we have that the posterior distribution is (see Minka, 2000) : (6) where
. It is to be noted that the normal-inverse Wishart conjugate distribution specification guarantees that the a posteriori distribution belongs to the same family as the likelihood and the a priori distribution. 
The Bayesian formulation just described depends critically on the choice of S. Previous specifications on this matrix have been concerned mainly with regularizing temporal properties of MAR. Kitagawa et al. (1985) crafted S to request smoothness of MAR coefficients in either the time or frequency domain. This was the same concern of Penny et al. (2002) and Harrison et al. (2003) , a main objective being avoidance of over fitting the model by increasingly penalizing higher lag coefficients
Spatio-Temporal MAR
In Neuroimaging the actual underlying model is:
where y(s,t) is the variable of interest (BOLD, optical image, EEG, MEG) as a function of a continuous spatial position indexed by s and time t. Similarly, we posit an innovation process that is also a function of space and time. Note that the integration is over the set of spatial points that comprise the brain manifolds. Equation (1) is now seen as a discretized version of (8). For example the function a k (s, s′) is the continuous version of the matrix A k .
In our concrete example Ns= 12,642 because we are dealing with a large part of the fMRI image volume. That is, at each instant of time, observation vector comprises all signals sampled over the points in the grid shown in Fig. 2 . This grid was obtained in the following manner: an initial full image grid was obtained by placing a grid point at the center of each voxel L denotes a discrete version of the spatial Laplacian operator and is the square root of a roughness penalty matrix (Ramsay et al., 1997 ) that will punish spatial roughness of the rows of all influence fields. It is defined over the grid of valid brain voxels (Fig. 2) and is encoded via a MATLAB sparse matrix. The definition of the roughness penalty is:
y s t k y s t a s s y s t k ds e s t k k
Note that we have chosen L to be a discrete approximation of the 3D Laplacian operator. The choice of boundary conditions has been selected so that the roughness penalty matrix is symmetric, of full rank, and well-conditioned.
A system for the exploratory analysis of ST-MAR has been written in MATLAB (Mathworks ® ). At first sight, the evaluation of the estimators (9) would seem to be a dauntIff i and j are neighbors iff i and j are NOT neighbors in the full 3D image volume. A semiautomatic segmentation of brain tissue (grey matter, white matter, and cerebrospinal fluid [CSF]) was obtained. The grid used for analysis comprised those grid points falling in brain tissue. Not only is the spatial dimension massive, but it is to be expected that nearby spatial points will be highly correlated. In theory, when sampling over a continuum, the number of samples could increase to infinity. In order to overcome these problems and develop a ST-MAR that is valid no matter how high fine the spatial sampling rate, we propose to regularize the discrete Equation (1) by the use of a roughness penalty approach to enforce a degree of smoothness of the autoregressive coefficients. To be more specific consider the jeth row of the different A k matrices. Each row is defined over all valid brain voxels and shall be termed, for each lag k, the k lag influence field. Our model specification will impose smoothness over the influence fields for all voxels and lags by defining the covariance matrix Fig. 2 . Grid for which analyses were carried out in this article.This grid is defined as the centers of the image voxels that fall in brain tissue (grey matter, white matter, and CSF). In particular a discrete version, the spatial Laplacian operator was obtained from this grid (Fig. 3) by means of expression in the text.
ing task. In fact the full set of autoregressive matrices would be, for any practical application, impossible to store in memory, since its dimensions would be of the order of number of voxels squared. Thus an automatic selection and storage of only significant coefficients would be desirable but has not yet been developed. In the meanwhile it has been possible to achieve an interactive system that can operate in realtime, thus allowing the user to explore interactions on the basis of some a priori hypotheses. Some of the technical solutions employed to make this possible are now detailed.
1. Owing to the form of the penalty matrix it is possible to transform the multivariate regression problem (3) to the case where S = I, in which case this problem takes on the form of a standard Tikhonov regularization, for which there has been considerable work and software developed (Hansen, 1999) . In particular, in this context, an easily evaluated criterion generalized cross validation (GCV) allows a computationally inexpensive automatic selection of the hyper parameters p, a, and β (Golub et al., 1979) . 2. Massive dimensionality reduction is possible by means of the singular value decomposition (SVD) of X. The multivariate regression problem may then be transformed so the computational complexity is then determined not by Ns but by Nt. Our approach to analyzing a data matrix where the number of variables is much larger than the number of data points is similar but not identical with that described by West (2002) . 3. Calculation of each of the influence fields for each lag and voxel is carried out on demand. This avoids storing the full set of autoregressive matrices. Instead two matrices of dimension Ns × Nt × p suffice to reconstruct any given influence field for any lag.
Instead of trying to determine if individual autoregressive coefficients are zero, the influence fields will be treated as neuroimages. In the current implementation, statistical parametric mapping of the influence fields is carried out by thresholding an approximate t statistic image derived for each influence field. Thresholds are set according to random field theory (Worsley et al., 1996) . The t image is based on the Jackknife (Efron, 1986) . "Leave one out samples" are created by successively deleting each observation. For each of these, leave one out samples jackknife pseudo values are obtained which are then used to calculate the t image.
A bipolar scale is used in which t values that are not significant are shown in gray and in which significant positive and negative values are coded by a heat and cold scale respectively (see online for color figures).
Application to the fMRI Data Set
An example of an exploratory analysis with the ST-MAR model is now provided. The data analyzed is the BOLD signals from the concurrent EEG/fMRI data that is described more fully by Goldman et al. (2002) . Informed consent was obtained from the volunteers based on a protocol previously approved by the UCLA Office for the Protection of Research Subjects. The EEG was sampled at 200 Hz from an array of 16 bipolar pairs, with an additional channel for the EKG and scan trigger. The presence and modulation of an alpha peak in the EEG spectrum was monitored by segmenting the electrophysiological data every 2 s and carrying out a multi-taper spectral estimate for each segment by means of Thomson windows. The end result of the spectral analysis was a series of cross-spectral matrices sampled at 0.5 Hz each. The variance of the first principal component of the cross spectral matrix at 10 Hz was taken as a summary of activation in the alpha range s(t). In order to match the alpha power fluctuations to the BOLD signals, these were convolved with a standard hemodynamic response function: s h (t) = s(t) * h(t). The fMRI time series y t was measured in 6 slice planes (4 mm, skip 1 mm) parallel to the AC-PC line, with the second from the bottom slice through AC-PC. This BOLD time series was sampled every 2.5 s for a total of Nt = 108 time points. The grid used for analysis (Fig. 2) comprised Ns = 12,642 points. The recording setup was such that each segment of the EEG corresponds to a BOLD time sample. Figure 1 , left shows a map of the correlations of s h (t) with y t . The pattern of EEG-fMRI correlations described by Goldman et al. (2001) is readily evident:negative correlations in visual cortex and positive correlations in the thalamus and insula. This delineates an anatomical subsystem that may be involved in the genesis of the alpha rhythm. It is interesting to note that the spatial signature of this anatomical system is buried within the BOLD time series itself. This is shown by selecting the BOLD time series y rmax (t) that is maximally correlated (absolute value) with the EEG, sampled from a voxel in the visual cortex. The correlation map of y rmax (t) with y t is shown on the right of Fig. 1 . This is, in effect, a negative image of the EEG-fMRI correlation map. It was therefore thought to be of interest to apply the ST-MAR model to the BOLD time series to attempt to explore the casual relations underlying Fig. 1 . For the moment, only an analysis of the BOLD data will be included. Future work will combine EEG and fMRI data in a ST-MAR analysis.
For this data, the GCV criterion indicated that the most appropriate model order for the ST-MAR model was p = 1 in equation (1). According to the description in the previous subheading, the user can select interactively a voxel and observe the SPM for the jackknifed t image. In the lower right hand panel of Fig.  3 , an arrow indicates a voxel in the thalamus for which the influence field was then calculated. The thresholded t image (for global significance level of 0.05) is shown in Fig. 3 . It should be noticed that for this particular point, significant positive influences are concentrated around the thalamus and midline. A large negative influence of the thalamic voxel selected is found in frontal regions. 
Discussion
The field of neuroimaging provides data that, in principle, is actually defined over an underlying spatial continuum. Thus more accurate sampling will only increase the number of highly correlated variables that are measured on an always insufficient number of subjects and conditions. The need for spatial regularization of some sort is a recurring problem in the statistics of Human Brain Mapping (Purdon et al., 2001; Kustra and Strother, 2001 ). This spatial regularization is the basic tenet of FDA (Ramsay et al., 1997) . To our knowledge, this is the first attempt to use the FDA approach to obtain a MAR defined over a spatial domain. The methods are quite general and have been implemented in real-time by carrying out computation in a reduced dimensional space. The Bayesian formulation allows other a priori knowledge to be integrated into the model in a principled way. The procedure proposed concentrates on the examination of influence fields for given voxel and lags and therefore brings at least part of the information necessary for the evaluation of Granger causality into the domain of well-known methods for Neuroimaging statistics.
The use of a conjugate normal-inverse Wishart prior was adopted in order to obtain closed solutions for the estimators for the influence fields. This choice is asymmetric. If it is reasonable to require that the influence of a voxel on other points in the brain be similar if those points are near, then the converse is also valid:that influences on a given voxel from two points that are nearby be also similar. This a requirement on the smoothness of the columns of the matrices A k instead of on the rows as enforced in this monograph. Additionally, the a priori modeling of the covariance matrix deserves more attention. In either case, different choices than those of this paper will lead to nonconjugate priors, a direction in which Bayesian regression has already gone (Brown et al., 1999 ). An additional point that might require modification is the use of the GCV criterion for hyper-parameter selection. A more consistent approach might be to use the Bayesian evidence for this purpose as in Penny et al. (2002) and Harrison et al. (2003) .
The method proposed is intended for exploratory analysis only and thus is of use only when there are external criteria to guide the selection of the voxels for which influence fields would want to be determined. A fully automatic search for influence fields is, however, quite possible and, in fact ,is just another example of the variable selection problem in multiple regression (Brown et al., 1999 (Brown et al., , 2002 .
The example chosen to illustrate the use of the model is that of BOLD responses recorded during EEG alpha activity. It can be seen that the point in the thalamus that was analyzed (for which the BOLD signal showed maximal correlation with alpha power) exerts a causal influence on quite a limited set of other voxels. Thus the present technique, applied together with methods for parecellation and identification of cortical and thalamic structures, could shed light on the anatomical bases of EEG rhythms. The example presented only shows the feasibility of analyzing ST-MAR of large dimensionalities. Further use of this model will be needed to validate its actual usefulness.
A number of extensions of this approach are possible, and probably necessary; the Bayesian formulation will accommodate all of these. We mention some examples just to illustrate the possibilities. If the prior distributions are selected properly, slow changes of the A k over time may be modeled, extending this work to nonstationary processes, a spatio-temporal analog of Hesse et al. (2003) . In a similar fashion allowing the A k to be a smooth functions of the previous state of the system would accommodate the modeling of nonlinear dynamical systems, a spatio-temporal analog of Freiwald et al. (1999) . The use of anatomical constraints may be easily introduced, be it to limit the voxels for which influence fields are estimated, or to establish a priori constraints based on fiber tract information.
Finally, a major challenge must be mentioned. The motivating example in the introduction is from a concurrent EEG/fMRI experiment in which the EEG and BOLD time series in all truth live in totally different temporal scales. Current methods for the analysis of Granger causality are designed for data gathered at the same temporal scale. Developing concepts for multiscale spatiotemporal Granger causality would allow multimodal image fusion for connectivity evaluation.
