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Abstract
Takeuchi’s Information Criteria (TIC) is a linearization of maximum likelihood
estimator bias which shrinks the model parameters towards the maximum entropy
distribution, even when the model is mis-specified. In statistical machine learning,
L2 regularization (a.k.a. ridge regression) also introduces a parameterized bias term
with the goal of minimizing out-of-sample entropy, but generally requires a numerical
solver to find the regularization parameter. This paper presents a novel regulariza-
tion approach based on TIC; the approach does not assume a data generation process
and results in a higher entropy distribution through more efficient sample noise sup-
pression. The resulting objective function can be directly minimized to estimate and
select the best model, without the need to select a regularization parameter, as in
ridge regression. Numerical results applied to a synthetic high dimensional dataset
generated from a logistic regression model demonstrate superior model performance
when using the TIC based regularization over a L1 and a L2 penalty term.
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1 Introduction
The method of maximum likelihood developed in the seminal work of Fisher (1922) is one
of the most important tools for estimation and inference available to statisticians. Fisher
regarded the purpose of statistical modeling to replace a sample with relatively few pa-
rameters which are representative of the whole of the relevant information provided by the
sample. This definition of information as an intrinsic accuracy is not the only one how-
ever. The concept of information entropy, developed independently by Shannon (1948) and
Wiener (1964) measures the disorder or uncertainty of the data. The definition of informa-
tion was later made more general by Kullback & Leibler (1951) who view information as
discriminating the sample data drawn from one distribution against another.
These different and related views have led to two distinct approaches in statistical
modeling described by Breiman (2001) as data modeling and algorithmic modeling. Both
approaches share the same goal of extracting information about the underlying mechanism
producing the data, but differ in the inferential approach. In data modeling, the maximum
likelihood method is deployed assuming a known data generation process; a model is as-
sumed to have generated the data and the best model is chosen based on how likely the
model generated the data. In contrast, algorithmic modeling treats the data generation
process as unknown and finds the relationship between a set of inputs and outputs. Regu-
larization is a key concept for model selection and parameter shrinkage in high-dimensional
modeling, and is necessary to draw meaningful conclusions from the data Chernozhukov
et al. (2015). Regularization is the class of methods needed to modify the maximum like-
lihood to give reasonable answers in unstable situations. In regression, for example, many
of the difficulties associated with the usual least squares estimates are circumvented by
introducing a bias to substantially reduce the variance, commonly referred to as the ’bias-
variance tradeoff’. The fitting of models with a large number of parameters is well known
to be inherently unstable and regularization becomes essential. The key concept underlying
the analysis of high-dimensional models is that regularization, such as model selection or
shrinkage of model parameters, is necessary if one is to draw meaningful conclusions from
the data.
Hoerl & Kennard (1970) developed the ridge regression, adding to the residual sum of
2
squares a L2 norm penalty of the coefficients which yields a unique solution. This approach
is commonly referred to as ’L2 regularization’ or ’Tikhonov regularization’ (Tikhonov 1943).
Regularization approaches and their scientific explanation significantly contributed to a
number of widely used statistical machine learning methods culminating in techniques such
as ElasticNet (Golub et al. 1979, Friedman et al. 2010, Bickel et al. 2006). Golub et al.
(1979) showed that that ridge regression is equivalent to cross-validation, a randomized
data partition technique that omits items from the training set to use for out-of-sample
model evaluation.
The data modeling approach remains the most widely used approach in many fields such
as econometrics. Akaike (1973) developed the pivotal ideas, which we mention informally
here and detail in Section 2.1. His explicit model selection framework uses a bias term
to correct for the difference between the maximum likelihood estimator and the minimum
Kullback-Leibler divergence (Kullback & Leibler 1951). Even after 40 years, researchers
and practitioners are using these and related bias corrections to evaluate and select new
models. Their appeal lies in ease of computability without the need for time consuming
bootstrapping techniques. Recently, for example, Choi & Jeong (2018) propose a number
of information criteria for approximate factor models assuming a large number of cross-
sectional observations. Information criteria are used for model selection in time series
forecasting, see for example Granger & Jeon (2004).
AIC has the limitation that the models under consideration must be correctly specified,
a limitation that was relaxed by Takeuchi (1976), which allowed for misspecified models
using the closely related Takeuchi Information Criterion (TIC). Though Takeuchi’s paper
is originally in Japanese, for a good review of the technique, see Stone (1977). Stone
(1977) also showed that AIC and cross-validation are asymptotically equivalent when the
model is correctly specified. Golub et al. (1979) provide the values of the regularization
parameter λ under which ridge regression is equivalent to generalized cross-validation, a
rotation invariant form of ordinary cross-validation. This result, however, is limited to the
standard linear regression problem.
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1.1 Overview
In this paper, we consider TIC as a special case of a more general approach for fitting
non-linear mis-specified models. This approach, which we describe in this paper, is a
linearization of a bias term which shrinks the parameters towards the maximum entropy
distribution and thus suppresses sampling noise. TIC selects the MLE which maximizes
cross-entropy but is purely a model selection criteria based on a bias term. If we relax the
restriction that TIC use the MLE then we obtain an expression similar to an L2 regularized
objective function. The bias gives a higher entropy distribution without the need to select
a regularization parameter, as in ridge regression.
We begin in Section 2 with the problem statement and introduce standard notation and
terminology. Section 2.1 provides a summary of the main approaches for model selection,
their relationship to each other and some of their limitations. Note that this summary is
not intended to be exhaustive but rather describes the most salient approaches and results
relevant to our goal of treating TIC as a form of regularization. Section 3 revisits the
derivation of TIC and Section 4 then extends the derivation to non-MLEs, which we refer
to as ’Information Criterion Estimation’ (ICE). Section 5 provide numerical evidence of the
superiority of ICE applied to high dimensional data generated from a logistic regression
model, compared to a L1 and L2 penalty term. Section 6 concludes.
2 Preliminaries
Let us assume that we have independent data xn := {x1, . . . , xn} generated from an un-
known Radon-Nikodym density function f(x) which is measurable in x. Consider a model
Mp given by a parametric family of densities Mp := {g(·|θ) | θ ∈ Θ ⊆ Rp}, for some
Euclidean parameter space Θ, which is mis-specified and hence excludes the truth f . De-
note θˆ ≡ θˆ(xn) ∈ Θ as an estimator of θ. Our notation makes explicit the dependency of
the estimated parameter on xn. We seek a goodness of fit of the statistical model g(z|θˆ)
evaluated on independent data Z, generated from f(z).
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Define the estimated log likelihood as
`(θ) :=
1
n
n∑
i=1
log g(xi|θ) (1)
and the expected log likelihood as
L(θ) := EZ [log g(Z|θ)] (2)
where the expectation is taken over the distribution f(x). The maximum likelihood esti-
mate θˆ is defined as
θˆ := argmax
θ∈Θ
`(θ). (3)
The quasi-true parameter θ0 is defined as
θ0 := argmax
θ∈Θ
L(θ). (4)
The quasi-truth has been referred to as the ”minimum ignorance” estimator by White
(1982) and is interpreted geometrically as a projection g(·|θ0) of f on to the model manifold
Mp. g(·|θ0) is the closest density function to f .
Berk (1966) and Huber (1967) provide general conditions under which the maximum
likelihood estimator converges to a well defined limit, when the probability model is mis-
specified, i.e. when f /∈ Mp. White (1982) provides regularity conditions required for
existence, uniqueness, strong consistency and asymptotic normality of the MLE estimate
θˆ for a mis-specified model under the assumption of identifiability. For the case of a
correctly-specified model, similar conditions were provided in Wald (1949).
It is well known that the expected out-of-sample error, −L(θ), is equivalent to Shan-
non’s cross-entropy. Moreover, minimizing cross-entropy is equivalent to minimizing the
Kullback-Leibler Information Criteria (KLIC):
K(f, g(·|θˆ(xn))) = EZ
[
log
(
f(·)
g(·|θˆ(xn))
)]
=
∫
f(x) log
(
f(x)
g(z|θˆ)
)
dz, (5)
which measures the closeness between the true density f and the fitted model g(·|θˆ). Note
that the expectation is taken with respect to the unknown probability density function f
by fixing θˆ = θˆ(xn). See Appendix A for further details relating cross-entropy and KLIC.
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Akaike (1973) explicitly chooses to minimize this information criteria, rather than `(θ),
as it is almost always the error of most interest to practitioners. If we treat the obser-
vations xn as being realizations of the random vector Xn = X1, . . . Xn then θˆ(Xn) is a
random variable and the expectation EXn is taken with respect to the joint density function∏n
i=1 f(xi) of Xn.
Generally, `(θˆ) is not a good estimator of the expected log-likelihood EZ [log g(z|θˆ)]. θˆ
is a natural estimator of θ0- the quasi-truth maximizes the expected log likelihood (and
minimizes the KLIC) - but `(θˆ) has a positive bias as an estimator of the expected log-
likelihood likelihood. Specifically, for a model satisfying White’s criteria, θˆ is an unbiased
estimate of θ0 in the sense that EXn [θˆ(Xn)] = θ0, but the errors are biased in the sense
that EXn [`(θˆ(Xn))] > L(θˆ(Xn)).
As such, `(θˆ) should not be used directly for model selection. In earlier literature
(e.g. Stone (1977)), the concept of bias correction is discussed explicitly and defined as
the expected difference between the biased sample estimator and the expected likelihood
function
b := b(θ(Xn)) := EXn [log g(Xn|θ(Xn))− nL(θ(Xn))]] (6)
and is seen to be a function only of the model and the parameter estimate θ(Xn). The
bias can be written more succinctly as
b = nEXn [`(θ(Xn))− L(θ(Xn))]] . (7)
with the understanding that ` is computed over the Xn over which the expectation is
defined. The sample error may be rewritten as
−L(θ(Xn)) = −EXn [`(θ(Xn))] +
b
n
(8)
Since −`(θ(Xn)) is an unbiased estimate of −EXn [`(θ(Xn))], an unbiased estimate of out
of sample error is therefore
−L(θ(Xn)) ≈ −`(θ(Xn)) + bˆ
n
. (9)
when an unbiased estimate bˆ is available. The model selection and regularization approach
described in this paper will minimize this approximation.
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Conceptually, this bias arises from sampling noise, introduced when a finite sample is
drawn from f . In the case of a model that is uniform in X there is no bias (b = 0),
but EXn [`] may be small. Conversely, using the parameters θˆ may involve excessive bias,
especially when the sample size is small and the parameter count is large, so much so that
a different value of θ could have better out-of-sample error even though EXn [`] may be
significantly smaller.
2.1 Controlling Bias
Akaike (1973) developed an explicit model selection framework (AIC) to select the statis-
tical model with the best out-of-sample error from a finite collection of statistical models
{Mˆi}, in various subspaces. Specifically, Akaike’s approach selects the θˆi which maximizes
EXn [EZ [log g(Z|θˆ(Xn))]]. It is clear to see that this maximizes L(θ(Xn)) and thus min-
imizes the out-of-sample error. It is worth noting that the parameter estimate used must
be the MLE θˆi for this method to work.
Stone (1977) described the technique of cross-validation, where given a set of statistical
models {Mˆi} and associated estimated parameters θi(Xn), cross-validation selects the i
which maximizes
EXn [EZ [log g(Z|θi(Xn)]], (10)
the same objective function considered by Akaike (1973). The resulting algorithm converges
to the same results as obtained with AIC, however it does not require that the MLE estimate
θˆi is used. In fact, the power of the approach lies in that any estimation method can be
used. In addition, the approach does not require that the model is correctly specified. Stone
(1977) showed that AIC and leave-out-one cross-validation are asymptotically equivalent
whenever the model is correctly specified.
Golub et al. (1979) showed that that ridge regression is equivalent to generalized cross-
validation, provided the value of λ is chosen appropriately; a method is given to compute
this value of λ0. This approach also applies to the slightly broader class of Tikhonov
regularizations, provided the Tikhonov matrix Γ is chosen so as to reduce the problem
to the L2 regularization case. Golub et al. (1979) shows that λ0 minimizes a quantity
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referred to in that paper as EZ [T (λ)], but which in the notation used in this paper would
be written out as EZ [EXn [log g(Z|θi(Xn)]], just as seen in the discussions of AIC, TIC,
and cross-validation.
Table 1 summarizes various model selection and regularization approaches discussed in
the literature, together with their limitations and references.
Method Limitations Estimator Equiv. to Cross-Val References
MLE Biased argmaxθ `(θ) Berk (1966) Huber (1967) White (1982)
Cross-validation Expensive argmaxi L(θˆi) X Stone (1977)
AIC f ∈Mp argmaxi L(θˆi) X Akaike (1973) Stone (1977)
TIC argmaxi L(θˆi) X Takeuchi (1976) Stone (1977)
Tikhonov regularization OLS model argmaxλ,θ Lλ(θ) X Golub et al. (1979)
Table 1: A summary of various model selection and regularization approaches discussed in
the literature, together with their limitations and references.
AIC is a special case of TIC, when the model is correctly specified, and is included in the
table only for completeness. TIC’s primary limitation is that the MLE, θˆ(xn), must be used
in the models under consideration. This is not a limitation of cross-validation, which allows
for more general estimators of θ0, but suffers from reliance on computationally intensive
model fitting and evaluation. Tikhonov regularization, a special case of L2 regularization,
requires that the model under consideration be a standard linear regression, but then
recovers the λ so that θλ(xn) maximizes Lλ. Our goal is to model complex data which can
not be accurately described by linear regression.
2.2 Practical Considerations
Cross-validation and TIC are statistical model selection methodologies. Given a sequence
of statistical models {Mˆi}, compute a parameter estimate θˆi(xn), and then apply the
relevant information criterion to select the best θˆi. For cross-validation, the parameter
estimation procedure within each model class need not take any particular form, but for
TIC it is necessary that the MLE estimate θˆi(xn) is used. This approach generally limits
the utility of TIC and cross-validation, as it prevents their effective use within a highly
parameterized model family where the difference in bias introduced by different values
of θ may be considerable. We seek a method for choosing a specific θi(xn) from within
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each family which itself optimizes EZ [− log g(Z|θ(xn))], and then chooses the best family
afterwards.
Tikhonov regularization, when formulated to be equivalent to cross-validation, finds
the value θλ,i(xn) that minimizes EZ [− log g(Z|θλ,i(xn))] within a single family of models.
Table 1 suggests that TIC and Tikhonov regularization are actually special cases of a
more general approach. The goal of this approach would be to recover the out-of-sample
optimizing θi(Xn) for each statistical model Mˆi. In order to accomplish this, we simply
relax the restriction on TIC requiring that it be applied only to MLE estimates of θ.
The resulting formulation provides a parameter-free form of ridge regression for parameter
shrinkage.
3 Takeuchi’s Information Criterion
Following Konishi & Kitagawa (1996), we recall Takeuchi’s Information Criterion for eval-
uating statistical models constructed by the maximum likelihood method under model
mis-specification. Evaluating the bias in Equation 7 at θˆ(Xn) gives:
b(θˆ(Xn) = EXn
[
log g(Xn|θˆ(Xn))− nEZ [log g(Z|θˆ(Xn))]
]
which can be decompose in the following three terms:
b(θˆ(Xn) = EXn
[
log g(Xn|θˆ(Xn))− log g(Xn|θ0)
]
+ EXn [log g(Xn|θ0)− nEZ [log g(Z|θ0)]]
+ nEXn
[
EZ [log g(Z|θ0)]− EZ [log g(Z|θˆ(Xn))]
]
. (11)
We define the negative expected Hessian matrix
J(θ) := −EZ [∂2θ log g(Z|θ)] = −
∫
f(z)∂2θ log g(z|θ)dz, (12)
and the Fisher Information matrix
I(θ) := EZ [∂θ log g(Z|θ)∂θT log g(Z|θ)]. (13)
Recall that under White’s regularity conditions, the MLE is a consistent estimator,
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√
n(θˆ − θ0)→ N(0, J−1(θ0)I(θ0)J−1(θ0)) (14)
in the limit as n→∞.
Note the asymptotic scale of these components is E[‖I(θ)‖] = O(1), E[‖J(θ)‖] = O(1)
and E[‖(θˆ−θ0)‖] = O( 1√n). For convenience, define δ = 1√n . The following approximations
will be second order in δ, so terms of size O(δ3) and smaller will be dropped.
Start by approximating the last term first. Denote the expectation of the MLE θˆ over
Z as L(θˆ) := EZ [log g(Z|θˆ)]. Taylor expanding L(θˆ) about θˆ gives:
L(θˆ) = L(θ0) + (θˆ − θ0)T∂θL(θ0) + 1
2
(θˆ − θ0)T∂2θL(θ0)(θˆ − θ0) +O(δ3). (15)
Since L(θ0) = argmaxθ L(θ) we can drop the first derivative in the Taylor expansion leading
to
L(θˆ) = L(θ0)− 1
2
(θˆ − θ0)TJ(θ0)(θˆ − θ0) +O(δ3). (16)
Substituting the expansion in Equation 16 into the bias term gives
nEXn
[
EZ [log g(Z|θ0)]− EZ [log g(Z|θˆ)]
]
= nEXn [L(θ0)− L(θˆ)] (17)
=
n
2
EXn [(θˆ − θ0)TJ(θ0)(θˆ − θ0)] (18)
lim
n→∞
=
1
2
tr(I(θ0)J(θ0)
−1) (19)
where the last expression uses the asymptotic normality of
√
n(θˆ−θ0)→ N(0, J−1(θ0)I(θ0)J−1(θ0))
in the limit n→∞ and the following identity for the expectation of the random quadratic
form
E[εTAε] = tr(AΣ) + µTAµ, E[ε] = µ,V[ε] = Σ. (20)
The second term in b is zero as
EXn [log g(Xn|θ0)] = EXn
[
n∑
i=1
log g(Xi|θ0)
]
= nEZ [log g(Z|θ0)]. (21)
Finally the first term can be approximated by taking the Taylor expansion of `(θ0) about
θˆ to
`(θ0) = `(θˆ) + (θ0 − θˆ)T∂θ`(θˆ) + 1
2
(θ0 − θˆ)T∂2θ`(θˆ)(θ0 − θˆ) +O(δ3) (22)
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Since ∂θ`(θˆ) = 0 we get
`(θ0) = `(θˆ) +
1
2
(θ0 − θˆ)T∂2θ`(θˆ)(θ0 − θˆ) +O(δ3). (23)
Under expectations, we get
EXn [log g(Xn|θˆ(Xn))− log g(Xn|θ0)] = −
n
2
EXn [(θ0 − θˆ)T∂2θ`(θˆ)(θ0 − θˆ)] (24)
lim
n→∞
=
1
2
tr(I(θ0)J(θ0)
−1) (25)
where we have again made use of the identity in Equation 20 and the property that −∂2θ`(θˆ)
converges in probability to J(θ0) as n → ∞. Adding the asymptotic bias terms together
gives b = tr(I(θ0)J(θ0)
−1).
3.0.1 Bias Estimation
Takeuchi provides an estimator bˆ of the bias b under asymptotic assumptions. Because the
bias depends on the unknown density f that generated the data through I(θ0) and J(θ0),
it must be estimated based on observed data. Takeuchi obtains an estimator of the bias b
bˆ = tr(Iˆ Jˆ−1), (26)
which is the log likelihood correction term in their information criteria
TIC = −2[
n∑
i=1
log g(Xn|θˆ)− tr(Iˆ Jˆ−1)]. (27)
Denoting Iˆ and Jˆ as consistent estimators of I(θ0) and J(θ0) based on the observed data
xn given by the matrices
Iˆ(θˆ) :=
1
n
n∑
i=1
∂θ log g(xi|θˆ)∂θT log g(xi|θˆ), (28)
and
Jˆ(θˆ) := − 1
n
n∑
i=1
∂2θ log g(xi|θˆ). (29)
These estimators may be used instead when performing model selection, provided the data
set is fairly large and the distance, defined by KL information, between model classes is
bounded away from zero.
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When the model is correctly specified, the information matrix equivalence result I(θ0) =
J(θ0) from maximum likelihood theory holds. The equivalence of the negative expected
Hessian and the Fisher information matrix recovers Akaike’s bias correction term b =
tr(I(θ0)J(θ0)
−1) = p, the dimension of θ0, to give the information criteria
AIC = −2[
n∑
i=1
log g(Xn|θˆ)− p]. (30)
AIC is appealing as it does not require any analytical derivation of the bias correction
terms for problems where the log likelihood is given in closed form, and does not depend
on the unknown probability density f . However, it is limited to correctly specified model
selection.
3.0.2 Regularization as an extension of TIC
Shibata (1989) developed the concept of TIC to allow for penalty functions other than
−`(θ), specifically, functions of the form
−`λ(θ) = −`(θ)− λk(θ), (31)
where k(θ) ≤ 0 is a twice differentiable function of θ and which may also depend on
the data. The weight λ ≥ 0 controls the amount of penalty. It was shown that if the
minimum of −`λ is θˆλ, then the information criterion for this penalty function, referred to
as ’Regularized Information Criterion’ (RIC) is
RIC = −2[`λ(θˆλ)− tr(IˆλJˆ−1λ )], (32)
where Iˆλ and Jˆλ are defined as:
Iˆλ := Iˆλ(θˆλ) :=
1
n
n∑
i=1
∂θ[log g(xi|θˆλ) + λki(θˆλ)]∂θT [log g(xi|θˆλ) + λki(θˆλ)], (33)
and
Jˆλ := Jˆλ(θˆλ) := − 1
n
n∑
i=1
∂2θ[log g(xi|θˆλ) + λki(θˆλ)]. (34)
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Note that RIC is valid regardless of λ ≥ 0, so it is suggested that multiple values of λ could
be attempted, and then RIC used to choose among them and thus optimize λ. As a special
case, RIC recovers TIC when λ = 0. This approach has two restrictions:
1. It is necessary to estimate λ. A closed form solution for the optimal λ is only known
for the linear regression model (Golub et al. 1979).
2. It is necessary to choose the form of k(θ)
Of these problems, the second is arguably the more severe. There is no particular
reason to believe that any particular form of k(θ) will produce especially good models. For
example, using ‖θ‖22 gives a L2 type penalty term - thus rendering the approach limited for
nonlinear models with significant anisotropy. Even if k(θ) is limited to the space of affine
transforms on θ, it would still have potentially twice as many parameters as θ itself. In
this sense, finding the proper k(θ) is actually a harder problem than finding the optimal
θ, thus greatly limiting the utility of this approach.
However, if one were to find a form of k(θ) that is generally useful across a broad
range of models, then RIC would allow model selection to be performed among these
models. It would also be possible to perform model selection between estimation procedure
families, including ones such as L2 or LASSO regularization. The ICE estimation procedure
described in the next section is one such approach that is compatible with RIC.
4 Information Criterion Estimation
As in the development of TIC and RIC, the goal here is to construct a bias corrected
estimate of the out-of-sample error for a given value of θ. In TIC, the value of θ is always
θˆ, limiting the applicability of the approach to one of model selection. TIC chooses between
models, each with its own θˆ. If a model has a large number of parameters, then TIC will
penalize over-parameterized models. It may be the case, however, that all the models
available are over parameterized, and each has substantial bias inflating the out-of-sample
error. A common example of this situation would be a high dimensional regression model
where the parameter count is too large, but it is not clear that any of the parameters can
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be eliminated without negatively impacting the goodness of fit. Ridge regression is often
used for high dimensional linear models, however the optimal parameter is generally only
known for linear regression and numerical solvers are unreliable when the objective function
is non-convex.
Our informal reasoning, which we make more concrete in this section, is that we estimate
the bias b for an arbitrary value of θ, which can be optimized to reduce the estimate of
out-of-sample entropy:
θ∗ = argmin
θ∈Θ
[−`∗(θ)], `∗(θ) = `(θ)− b(θ)
n
. (35)
Resuming from the construction of the bias term in the development of TIC and ignoring
terms of size O(δ3), as before, the second term of the right hand side of Equation 11 is still
zero, leaving two remaining terms:
b(θ) = EXn [log g(Xn|θ)− log g(Xn|θ0)]
+ nEXn [EZ [log g(Z|θ0)]− EZ [log g(Z|θ)]] .
Theorem 4.1 Under White’s regularity conditions for the likelihood function (White 1982),
the error in the maximum penalized likelihood estimate θ∗ is distributed as
√
n(θ∗− θ0)→
N(0, cJ−1(θ0)I(θ0)J−1(θ0)) in the limit n → ∞, where c = 1/9 and θ0 is the quasi-true
parameter for the model M.
Proof Define the penalized score as
ψ∗(θ) := ∂θ`(θ) = ψ(θ)− 1
n
∂θb(θ). (36)
Taylor expanding gives ψ∗(θ) about θ0:
ψ∗(θ) = ψ(θ) +
(
∂θψ(θ0)− 1
n
∂2θb(θ0)
)
(θ − θ0)− 1
n
∂θb(θ0) +O(δ
3), (37)
where b(θ0) = 0. To find the expressions for the derivatives of the bias term, let us separate
the bias into two terms, b(θ) = b(1)(θ) + b(2)(θ), so that
∂θb
(2)(θ) =
n
2
EXn
[
(θ − θ0)T (J0 + JT0 )
]
= nEXn
[
(θ − θ0)TJ0
]
, (38)
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where we have used the the symmetry of J0 := J(θ0). Differentiating the other bias terms
∂θb
(1)(θ) = −nEXn
[
(θ − θ0)T∂θψ(θ) + 1
2
(θ − θ0)T∂2θψ(θ)(θ − θ0)
]
. (39)
It follows that ∂θb
(1)(θ0) = ∂θb
(2)(θ0) = 0 and hence ∂θb(θ0) = 0. The second derivative
∂2θb
(2)(θ) = nJ0 (40)
and
∂2θb
(1)(θ) = −nEXn
[
∂θψ(θ) +
1
2
(θ − θ0)T (∂2θψ(θ) + ∂2θψT (θ)) +
1
2
(θ − θ0)T∂3θψ(θ)(θ − θ0)
]
(41)
and ∂2θb
(1)(θ0) = −nEXn [∂θψ(θ0)] = nJ0 giving
∂2θb(θ0) = 2nJ0. (42)
At θ∗ = θ we have
ψ∗(θ∗) = 0 (43)
and so
√
n(θ∗ − θ0) =
√
n
(
−∂θψ(θ0) + 1
n
∂2θb(θ0)
)−1
ψ(θ0) (44)
lim
n→∞
=
√
n
3
J−10 ψ(θ0), (45)
and hence
√
n(θ∗ − θ0) ∼ N(0, cJ−10 I0J−1) where c = 1/9.
Theorem 4.1 gives and approximation for b(θ) that is valid in the neighborhood of θ∗. It
is still the case that ∂θL(θ0) = 0, and therefore the last term remains unchanged. Passing
to the limit as before
lim
n→∞
nEXn [EZ [log g(Z|θ0)]− EZ [log g(Z|θ∗(Xn))]] =
c
2
tr(I(θ0)J(θ0)
−1), (46)
where we have used Theorem 4.1 to find that
√
n(θ∗−θ0)→ N(0, cJ−1(θ0)I(θ0)J−1(θ0)).
Returning to the right hand side of Equation 11, we now apply the Taylor expansion in
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Equation 22 about θ, instead of about θˆ to give:
`(θ0) = `(θ) + (θ0 − θ)T∂θ`(θ) + 1
2
(θ0 − θ)T∂2θ`(θ)(θ0 − θ) +O(δ3), (47)
and under expectations
EXn [log g(Xn|θ(Xn))− log g(Xn|θ0)] = −
n
2
EXn [(θ0 − θ)T∂2θ`(θ)(θ0 − θ)]
− nEXn [(θ0 − θ)T∂θ`(θ)].
Taking limits as before and setting θ = θ∗ gives
lim
n→∞
EXn [log g(Xn|θ∗(Xn))− log g(Xn|θ0)] =
c
2
tr(I(θ0)J(θ0)
−1)
− lim
n→∞
nEXn [(θ0 − θ∗)T∂θ`(θ∗)].
Combining these equations gives
b(θ∗) = c tr(I(θ0)J(θ0)−1)
+ lim
n→∞
nEXn [(θ∗ − θ0)T∂θ`(θ∗)].
From Equation 35 it follows that
∂θ`(θ
∗) =
1
n
∂θb(θ
∗), (48)
and we can Taylor expand the right hand side to give the first order approximation
∂θb(θ
∗) = ∂θb(θ0) + ∂2θb(θ0)(θ
∗ − θ0). (49)
Substituting this first order approximation into the above expression for the bias term in
Equation 48 gives
b(θ∗) = c tr(I(θ0)J(θ0)−1)
+ lim
n→∞
EXn [(θ∗ − θ0)T∂θb(θ0)]
+ lim
n→∞
EXn [(θ∗ − θ0)T∂2θb(θ0)(θ∗ − θ0)].
The last term simplifies to
lim
n→∞
EXn [(θ∗ − θ0)T∂2θb(θ0)(θ∗ − θ0)] = 2nEXn [(θ∗ − θ0)TJ(θ0)(θ∗ − θ0)]
= 2c tr(I(θ0)J
−1(θ0)),
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where the last line made use of the identity given by Equation 20. The second term
vanishes since ∂θb(θ0) = 0, leaving the remaining terms which are approximated using the
approximately unbiased estimator
bˆ =
1
3
tr(Iˆ Jˆ−1). (50)
Therefore, the objective function to be minimized in order to to optimize out-of-sample
performance is
ICE = −`(θ) + 1
3
tr(Iˆ Jˆ−1). (51)
Under asymptotic convergence, a model that is correctly specified gives tr(Iˆ(θ)Jˆ−1(θ)) = p.
The term simply acts to penalize higher dimensional models and is a slightly rescaled form
of AIC. However, for finite sample sizes with a correctly specified model, the trace term
will not equal p due to estimation error in Iˆ and Jˆ . As a regularization approach, the ICE
term accounts for this estimation error when minimizing the bias term, and thus even in
the case when the model is correctly specified, will adjust the bias differently than AIC.
5 Results
The results section measures the effectiveness of the proposed regularization approach. To
allow for generalizable interpretation of the results, we avoid use any particular data set,
and instead randomly generate replications of synthetic data, controlling for some statistical
properties. In particular, we assess the performance of the regularized model (i) under
varying dimensionality of the true data distribution; (ii) under increasing mis-specification;
and (iii) as the training set size is increased.
5.1 Data preparation
The synthetic data is designed to exhibit a number of characteristics needed to evaluate
the efficacy of the regularization. First, the regressors should be sufficiently correlated so
as to ensure that model selection is representative of cross-sectional datasets frequently
encountered in applications. However, we avoid multi-collinearity by ensuring the smallest
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eigenvalue is above a certain threshold. We additionally control the condition number of
the covariance.
Randomly generating a symmetric positive definite covariance matrix Σ ∈ Rp using the
eigen-decomposition
Σ = UDUT , (52)
where U is random matrix with elements Uij ∼ N(0, 1) and D is diagonal matrix of positive
eigenvalues. The eigenvalues are uniformly distributed over the interval [a, b] so that the
condition number of Σ is b/a and the eigenvalues are kept distinct. Here, a is chosen to be
1× 10−4 and b is chosen to be 0.1.
Using a Cholesky decomposition Σ = ΓΓT and the random mean vector µ ∼ N(0, 1),
we generate correlated gaussian vectors of dimension p with the properties
xi = µ+ ΓZi, Zi ∼ N(0, 1),∀i ∈ 1, . . . , p. (53)
The following section describes the generation of a logistic regression synthetic dataset from
the input X.
5.2 Logistic Regression
Consider data (X, Y ) generated under a true model, the logistic regression
p(y = 1|X,θ0) = f(X,θ0) = 1
1 + eXθ0
. (54)
A key challenge in assessing the efficacy of shrinkage is to avoid generating excessively low
entropy distributions. In such cases, shrinkage will have marginal effect as the parameters
are all nearly zero. To avoid such scenarios, the intercept parameter of the true model is
adjusted aposterior until the following conditions are met:
1. c < EZ [p(y = 1|X,θ0)] < d
2. −L(θ0) > 
where c = 0.35 , d = 0.65 and  = 0.2. If these conditions can not be met, then the
replication is discarded. We seek to measure over-fitting by the entropy and use the entropy
error:
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δ(θ,θ′) = L(θ)− L(θ′) (55)
to compare the regularized model entropy with that of the MLE, θ′ = θˆ. Generally, we
would have δ(θ,θ0) > 0 for every θ 6= θ0, and δ(θ,θ0) < 0 represents the case when θ is a
better estimate of θ than θ0. Furthermore, under repeated trials, the t-statistic describes
the degree to which random noise governs the estimation of δ.
5.2.1 Model Performance Comparison
Under a logistic regression model, the following estimators are compared:
MLE θˆ(Z) := argminθ[−`(θ)]
L1 regularization θ
∗
L1
(Z) := argminθ,λ[−`(θ) + λ‖θ‖L1 ]
L2 regularization θ
∗
L2
(Z) := argminθ,λ[−`(θ) + λ‖θ‖2L2 ]
ICE θ∗ICE(Z) := argminθ[−`(θ) + 13tr(Iˆ Jˆ−1)]
Table 2: The various forms of objective functions used for parameter estimation.
For both L1 (LASSO) and L2 regularization, the value of λ is computed via cross val-
idation, using ten folds, on the provided fitting set. LASSO is often used for combined
regularization and variable selection, as it has a significant chance of setting irrelevant re-
gressors to exactly zero. In these results, only the regularization aspect of LASSO is tested,
and in fact it does not typically eliminate any variables in these tests due to correlation
between relevant and irrelevant variables. For the question of model selection, as opposed
to estimation, RIC allows one to perform effective model selection even between models
that were themselves estimated using ICE, or any of the regularizations listed here. Thus
model selection is considered beyond the scope of these tests.
Table 3 compares the entropy errors, δ, for the different estimation approaches applied
to mis-specified data. These entropy errors are computed with respect to θˆ, and t-statistics
are then calculated. A negative value of δ indicates that the given methodology is outper-
forming θˆ, and a large negative t-statistic indicates that this outperformance is statistically
significant. m denotes the number of regressors that are not predictive, i.e. θ0 contains m
zeros. The experiment is replicated 300 times using the data generation process described
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above. n denotes the sample size of each training set and the test set is fixed at 100, 000
observations. Each δ is compared against the estimate of θˆ, and t-statistics are computed.
p m n δ(θ∗L2 , θˆ) δ(θ
∗
L1
, θˆ) δ(θ∗ICE, θˆ)
5 2 500 −4.95× 10−4 (-10.14) −2.62× 10−4 (-0.96) −7.71× 10−5 (-12.50)
5 2 1000 −3.00× 10−4(-10.50) −4.92× 10−4 (-4.32) −2.54× 10−5 (-8.98)
5 2 2000 −1.64× 10−4 (-8.79) −2.39× 10−4 (-4.85) −4.13× 10−6 (-3.62)
5 2 5000 −4.50× 10−5 (-6.22) −1.40× 10−5 (-1.01) −2.00× 10−6 (-2.65)
10 4 500 3.44× 10−4 (0.74) 2.08× 10−3 (3.33) −3.11× 10−4 (-4.09)
10 4 1000 2.36× 10−4 (1.13) 2.10× 10−3 (3.91) −1.06× 10−4 (-2.44)
10 4 2000 8.03× 10−4 (3.12) 1.34× 10−3 (4.82) −4.02× 10−6 (-0.13)
10 4 5000 1.65× 10−3 (3.58) 1.38× 10−3 (5.26) −3.24× 10−5 (-1.44)
20 8 500 9.10× 10−4 (1.04) 5.42× 10−3 (5.27) −1.33× 10−3(-8.23)
20 8 1000 1.59× 10−3 (2.34) 4.97× 10−3 (6.76) −2.34× 10−4 (-2.57)
20 8 2000 1.54× 10−3 (3.04) 2.59× 10−3 (6.07) −5.54× 10−5 (-0.86)
20 8 5000 4.28× 10−3 (4.50) 4.52× 10−3 (4.63) −6.08× 10−6 (-0.94)
Table 3: This table compares the entropy errors, δ, for the different estimation approaches
applied to mis-specified data. The values in parenthesis denote the t-statistic of δ.
We observe that the t-statistic for θ∗ is most significant for relatively small sample sizes,
particularly n = 500. For these small sizes, the improvement over MLE is greater, though
noisier. There is uniform decay in improvement over θˆ as n grows, until for p = 10 and
p = 20 the largest sizes are no longer statistically significant. This is expected, as both the
MLE and ICE estimates are converging towards the true value of θ0.
The L2 estimate improves for small values of p, but then becomes progressively worse
for large values of p. We observe that for dimensionality above 5, the L2 regularization
described here is no longer effective in reducing the entropy. For low values of p the
value of θx has comparatively low variance, and thus the logistic function is reasonably
approximated as linear. For higher p this approximation is less realistic and the performance
of L2 regularization degrades. In general, the L1 or LASSO regularization behaves similarly
to L2 regularization, though its performance is typically somewhat worse.
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For the ICE estimates, larger values of p show improvements and degradations that are
often not statistically significant. For the case of p = 20, significant improvement is shown
for n = 500 and n = 1000, and we expect that, for larger values of p, improvement would
be shown for progressively larger values of n as overfitting becomes significant for these
sample sizes. The noisiness observed at larger values of p suggests general ill conditioning
of the system and is challenging for regularization to stabilize. It should be noted that
though the t-statistics are degrading for large n, the absolute magnitude of the differences
is asymptotically small. For these sizes, the results are insignificant, but more importantly,
immaterial.
5.2.2 Convergence analysis for large n
For 10 randomly chosen example problems, under which the model coefficients are now
fixed, the convergence behavior for large n, the training set size, is explored. Note that
the test set remains fixed at 100, 000 observations for each problem. Table 4 compares
the entropy error (averaged over all 10 problems) under the MLE θˆ, L2 regularization and
ICE regularization θ∗ICE against a large sample size. The errors δ(θ
∗
ICE,θ0) and δ(θˆ,θ0)
converge to zero as n → ∞, as does δ(θ∗L2 ,θ0). Convergence results for L1 regularization
are omitted as they generally follow the behavior of L2 regularization and are not otherwise
material to this analysis. In this example θ∗L2 exhibits a slight increase at n = 20, 000 and
subsequently monotonically decays for larger n.
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n L(θ0) δ(θˆ,θ0) δ(θ∗L2 ,θ0) δ(θ∗ICE,θ0)
500 0.538 8.97× 10−3 8.52× 10−3 8.73× 10−3
1,000 0.538 4.48× 10−3 8.33× 10−3 4.46× 10−3
2,000 0.538 2.55× 10−3 2.41× 10−3 2.56× 10−3
5,000 0.538 1.10× 10−3 1.17× 10−3 1.02× 10−3
10,000 0.538 5.02× 10−4 9.70× 10−4 4.40× 10−4
20,000 0.538 4.37× 10−4 3.53× 10−3 3.80× 10−4
50,000 0.538 4.07× 10−4 6.43× 10−4 3.02× 10−4
100,000 0.538 3.07× 10−4 3.60× 10−4 2.21× 10−4
Table 4: This table compares the entropy error under the MLE θˆ, L2 regularization and
ICE regularization θ∗ICE against a large sample size for the case when p = 10 and m = 4.
Generally the θ∗ICE estimates are seen to converge slightly faster than the θˆ estimates.
The regularization in θ∗L2 is observed to be beneficial for very small sample sizes, but then
becomes marginally detrimental for large n.
6 Conclusion
Takeuchi’s Information Criteria (TIC) is a linearization of maximum likelihood estimator
bias which shrinks the model parameters towards the maximum entropy distribution, even
when the model is mis-specified. In statistical machine learning, L2 regularization (a.k.a.
ridge regression) also introduces a parameterized bias term with the goal of minimizing
out-of-sample entropy, but generally requires a numerical solver to find the regularization
parameter. This paper presents a novel regularization approach based on TIC; the approach
does not assume a data generation process and results in a higher entropy distribution
through more efficient sample noise suppression. The resulting objective function can be
directly minimized to estimate and select the best model, without the need to select a
regularization parameter, as in ridge regression. Numerical results applied to a synthetic
high dimensional dataset generated from a logistic regression model demonstrate superior
model performance when using the TIC based regularization over a L1 or a L2 penalty
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term.
A Cross-Entropy
A natural choice for measuring the closeness is the Kullback-Leibler information criteria
(KLIC) between the true density f and the fitted model g(·|θˆ):
K(f, g(·|θˆ(xn))) = EZ
[
log
(
f(·)
g(·|θˆ(xn))
)]
=
∫
f(x) log
(
f(x)
g(z|θˆ)
)
dz, (56)
where the expectation is taken with respect to the unknown probability density function f
by fixing θˆ = θˆ(xn).
The quantity K(f, g(·|θˆ(xn))) is of theoretical interest but is of limited use practically
since f is unknown. However, as Akaike (1973) showed, the minimum KLIC has a close
connection with the maximum likelihood principle or the minimum entropy principle. More
precisely, expressing the KLIC as a measure of the cross-entropy H(f, g(·|θˆ(xn))) between
the two distributions gives
K(f, g(·|θˆ(xn))) = H(f, g(·|θˆ(xn)))−H(f, f). (57)
where
H(f, g) = −
∫
f(x)log (g(x)) dx, (58)
and so the minimum K(f, g(·|θˆ0) is the minimum entropy.
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