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A B S T R A C T
Data sets with rich topical structure are common in many real world text classification
tasks. A single data set often contains a wide variety of topics and, in a typical task,
documents belonging to each class are dispersed across many of the topics. Often, a
complex relationship exists between the topic a document discusses and the class label:
positive or negative sentiment is expressed in documents from many different topics,
but knowing the topic does not necessarily help in determining the sentiment label. We
know from tasks such as Domain Adaptation that sentiment is expressed in different
ways under different topics. Topical context can in some cases even reverse the sentiment
polarity of words: to be sharp is a good quality for knives but bad for singers. This
property can be found in many different document classification tasks.
Standard document classification algorithms do not account for or take advantage of
topical diversity; instead, classifiers are usually trained with the tacit assumption that
topical diversity does not play a role. This thesis is focused on the interplay between the
topical structure of corpora, how the target labels in a classification task distribute over
the topics and how the topical structure can be utilised in building ensemble models
for text classification. We show empirically that a dataset with rich topical structure
can be problematic for single classifiers, and we develop two novel ensemble models
to address the issues. We focus on two document classification tasks: document level
sentiment analysis of product reviews and hierarchical categorisation of news text. For
each task we develop a novel ensemble method that utilises topic models to address the
shortcomings of traditional text classification algorithms.
Our contribution is in showing empirically that the class association of document
features is topic dependent. We show that using the topical context of documents for
building ensembles is beneficial for some tasks, and present two new ensemble models
for document classification. We also provide a fresh viewpoint for reasoning about the
relationship of class labels, topical categories and document features.
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I N T R O D U C T I O N
1
I N T R O D U C T I O N
Document classification is an active field of research with a long history. It has been
applied to many problems from early email sorting systems, spam filtering and more
recently sentiment classification, relevancy filtering and topic annotation. To perform
these tasks automatically an algorithm is given labelled data to establish statistical pat-
terns between document contents and target labels. This mapping usually associates
occurrence patterns of words to a class label such as Positive or Negative sentiment, Rel-
evant or Not Relevant in the context of relevancy filtering or possibly a category label
such as Sports, Weather, Travel or Economics.
A key factor in creating document classification systems is the relationship between
the contents of a document and the class label. Considering the class labels above, we see
that there are at least two different types of document classification. The last example
with labels such as Travel and Weather is a task that is inherently topical, i.e. assigning
a class label depends on the topical content or what the document is about. This stands
in contrast to sentiment classification, which requires understanding the propositional
content (Lyons, 1995)1: a document expresses positive or negative sentiment towards a
target entity through the author proposing negative or positive sentiment rather than a
topic the document discusses.
These two types of tasks are sometimes differentiated in the literature as document
categorisation for topical content and document classification for propositional content
although the terms are often used interchangeably. The distinction, however, is impor-
tant as it helps us understand the kind of variability a machine learning model is likely
1 In addition to propositional content sentiment classification is considered to require accounting for extra-
propositional content, such as author attitude, framing, irony and uncertainty. We review these issues in
more detail in Section 2.1.4.
2
introduction 3
to encounter. We are especially interested in the variability of the statistical patterns be-
tween document content and the target labels. Since these patterns are the signal that
classification algorithms rely on to decide which label to apply, they need to be consis-
tent across a model’s entire life cycle and application domain in order for the model to
be useful in practice. However, inconsistencies in the classification signal can arise due
to topical diversity.
Data sets with rich topical structures are common in many real world text classifica-
tion tasks, but many standard document classification algorithms do not take this factor
into account. Instead, classifiers are often trained with the assumption that topical diver-
sity does not play a role. However, there is good evidence to suggest the opposite2 due
to the target labels being expressed in different ways under different contexts.
To understand the role topical context plays in shaping how the target label is ex-
pressed consider Game Console product reviews and a classifier trained to differentiate
positive from negative sentiment. The model will learn that typically negative senti-
ment is associated with certain words while positive sentiment is associated with others.
Those words, however, are not guaranteed to have the same class association in a differ-
ent context. For instance restart could have a negative association for reviews under the
Game Consoles category as people complain about having to restart their console, but
the same feature can have no class association under the Books category. This has two
consequences: first, a classifier trained on Game Console reviews incorrectly interprets
the classification signal when applied to Book reviews. Second, a classifier trained on
both Game Console and Book reviews would lose a part of the signal that is useful for
only a portion of the corpus as the overall corpus wide statistics do not support using
restart as a feature for the negative class. These issues are aggravated for words with
opposing class associations across topical boundaries.
This thesis is focussed on how changes in topical context can impact the performance
of standard classification models and how the topical information could be used to im-
prove performance on topically rich datasets. An example of this is Domain Adaptation
(Blitzer, Dredze, and Pereira, 2007) where a classifier trained on data from one domain
is applied to data from a different domain. The assumption in domain adaptation is that
2 In Domain Adaptation tasks it is well known that the similarity of a source domain to a target domain
impacts the difficulty of adapting a classifier from one to the other. For instance Blitzer, Dredze, and
Pereira (2007) show that a sentiment classifier trained on book reviews performs worse on kitchen reviews
than a classifier trained on electronics reviews.
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the source and target domains are known, however, there are many scenarios where
a topically diverse corpus exists but the exact topical composition is not known. For
instance, many product review websites allow users to submit reviews for a variety of
product categories without explicitly defining a category. Similarly data collection meth-
ods from online sources often do not allow one to define explicit topical structures. Data
collection from Twitter has to happen using a boolean keyword query; in order to collect
a large enough sample of documents related to a particular study the queries typically
need to be broad and fairly relaxed. The broad, relaxed queries in turn mean that a lot
of documents unrelated to the task end up in the data set thus broadening the topical
scope of the corpus.
In some cases the topically diverse data sets are cleaned in a pre-filtering stage where
documents are classified into Related and Unrelated classes. Documents that are unre-
lated can be discarded, simplifying later steps in the processing pipeline. This is illus-
trated in the ACL Shared Task on Aspect-based Sentiment in Social Media Customer
Feedback, or GermEval 20173. The task is to extract aspect based sentiment from cus-
tomer tweets about the service of the German train operator Deutsche Bahn. The task is
divided into 4 sub-tasks, the first of which is relevance classification: "Determine whether a
social media post contains feedback about the "Deutsche Bahn" or if the post is off-topic/contains
no evaluation". In other words, discard data that was not intended to be collected in the
first place. Note that the algorithm deployed in the pre-filtering stage needs to deal
with topical diversity and has to be able to determine the relevance of documents for
potentially topically very rich data4.
Applying standard classification algorithms to these kinds of topically diverse corpora
can be challenging due to the class association of words changing across topical contexts.
Ensemble models offer a solution for restoring the consistency. Ensemble models were
developed to address issues with overfitting: classifiers learning to replicate statistical
anomalies in training data that are not useful overall for the task. Traditionally, ensem-
bles are trained by taking repeated random samples from the training data and building
multiple models, one per sample. The data samples are taken at random to guarantee
3 https://sites.google.com/view/germeval2017-absa/
4 A motivating factor for the thesis was a project that involved building a pre-filtering system in a media
monitoring setting (Lyra et al., 2013)
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that the statistical properties of the samples reflect those of the original data set and due
to a lack of prior knowledge about the data being sampled.
Given that document classification deals with natural language we do have prior
knowledge about the data, more specifically, we know that natural language is topical.
The topic of a discussion or a document constrains the vocabulary to revolve around
the topic itself; an article about the World Cup final is likely to refer to goals, footballs,
player groupings and team tactics and less likely to refer to black holes, anti gravity or
German politics.
The aim of this thesis is to explore whether the topicality of natural language can be
used to guide building ensemble classifiers; in Chapters 3 and 4 we develop novel en-
semble methods that rely on a topical decomposition of a corpus. In Chapter 3 we focus
on a sentiment analysis task and build an ensemble from linear classifiers together with
topic modelling5. In general, the ensemble consists of linear classifiers that are biased
towards specific topics during training by modifying the objective function of the classi-
fier. In Chapter 4 we focus on a hierarchical multi-label classification task and develop
a new learning framework for topical ensemble models. Our framework combines topic
modelling with an efficient weight computation and significantly outperforms several
comparison models.
The contribution of this thesis is as follows:
1. We show that the class association of word types is topic dependent, and that
accounting for topical context is beneficial for some tasks.
2. We develop a novel ensemble method based on topic modelling and linear classi-
fiers for document classification.
3. We show that using an ensemble method for tasks that depend on propositional
content is beneficial.
4. The empirical findings further show that tasks that require understanding proposi-
tional content, such as sentiment analysis, do not necessarily benefit from the top-
ical information although using an ensemble model improves performance. This
finding suggests an alternative explanation to the improvement shown by Xiang
and Zhou, 2014.
5 We use Support Vector Machines and Latent Dirichlet Allocation as the building blocks for the ensemble.
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5. We present a novel ensemble method for hierarchical multi-label classification and
show that it significantly improves performance over baseline models in a real
world task.
6. We present a "vocabulary agreement" metric for measuring how much the classifi-
cation signal diverges in a binary task between two different application domains.
The rest of this thesis is structured as follows: Chapter 2 reviews the relevant literature,
and presents the algorithms used in this thesis. Chapter 3 addresses the problem of sen-
timent classification and develops a topical ensemble model for that scenario. Chapter 4
deals with hierarchical multi-label document classification and presents a novel ensem-
ble classifier based on a topical division of the data. Chapter 5 concludes the thesis and
discusses future research directions.
2
R E L AT E D W O R K
This thesis focuses on document classification of datasets with a broad topical range.
We investigate how the topical information can be utilised to improve the performance
of a classification algorithm. The two tasks we focus on are sentiment classification and
hierarchical multi-label classification. In sentiment classification we focus on document
level binary sentiment in user generated product reviews, and in multi-label classifica-
tion we focus on topical categorisation of newswire text. These tasks have normally been
performed using algorithms that are insensitive to topical context, but recent research
has investigated how topical context could be used to benefit classification methods. We
present methods that add to the existing literature by using topical information and
embedding topically biased classifiers in classifier ensembles.
This Chapter provides context to our work by presenting previous research in doc-
ument classification, ensemble models and topic models, and is structured as follows.
Sections 2.1 and 2.2 give background information for understanding document clas-
sification and give an overview of sentiment classification. Section 2.4 describes both
foundational research in model ensembles and more recent research in building model
ensembles for topically rich document classification scenarios. Section 2.5 describes topic
models and how they have been used previously to address the tasks that are the focus
of this thesis. Section 2.6 covers the kinds of modifications made to standard algorithms
to handle multi-label problems and provides context for the kinds of application scenar-
ios where multi-label classification is needed.
In the discussion until now we have used the term "document classification" as a
general concept. Since this thesis explores utilising topical information to improve clas-
sification algorithms it is important to make a note on terminology: the terms classifi-
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cation and categorisation are used somewhat interchangeably by researchers. Most use
categorisation when the task is to assign documents into topical categories, tasks where
the categories correspond to our intuitive notion of a topic such as Politics, Sports or
Weather. When the task is to assign documents to non-topical groups such as Positive
or Negative sentiment the task is normally referred to as classification. Classification,
however, is sometimes also used to refer to the former and as such is a term that encom-
passes all tasks where a label or collection of labels is assigned to documents. We will
use class or target label to refer to the target labels of a classifier, whether the target labels
are topical or non-topical in nature. It will be clear from context which kind of target
label is being discussed. It is important to note that in some scenarios the category or
topic of a document is aligned with the class of the document and in others it is not. In
sentiment analysis, for instance, the class is different from the category or topic.
Finally, category and topic are often also used interchangeably. We will use category to
refer to a human understandable semantic grouping such as Politics or Weather and
topic to refer to the output of a probabilistic topic model.
section 2.1
Sentiment Classification
Manufacturers, retailers and service providers are interested in what customers think
of their product or service. Managing the brand identity is important in a competitive
marketplace and customer loyalty can be increased by promptly addressing questions
or grievances. The frustrations and grievances as well as positive feelings are often ex-
pressed on social media or on review websites, making those platforms useful resources
for detecting positive or negative sentiment towards a product or company. Sentiment
Classification (Turney, 2002; Pang, Lee, and Vaithyanathan, 2002; Pang and Lee, 2004) is
a general term for a number of different classification tasks. At its simplest Sentiment
Classification is the task of automatically assigning a positive or negative sentiment label
to a document such as a product review or a tweet. Sentiment Classification can also be
a multi-class task where the class labels can be positive, negative and neutral (Poursep-
anj, Weissbock, and Inkpen, 2013; Chalothorn and Ellman, 2013; Becker et al., 2013) or
an even finer grained sentiment polarity task with five classes, 13 classes (Chaovalit
and Zhou, 2005) or possibly a continuous rating scale for positive or negative sentiment.
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Sentiment classification is diverse also in the types of data the methods are applied to.
Sentiment classification can be done on the document level, as is the case in this thesis,
or on smaller units such as sentence level or word level. Sentiment analysis can also
be oriented towards specific aspects of a product or a service (see Section 2.1.2). This
Section gives an overview of the types of sentiment classification tasks that researchers
have looked at in the past and the methods proposed to solve those tasks.
Seminal work in Sentiment Classification by Turney (2002) used heuristic methods
to extract sentiment containing phrases and Information Retrieval (IR) methods to as-
sociate sentiment to the extracted phrases. They first extract subjective language (See
Subsection 2.1.4) and then score the extracted phrases (bi-grams) according to their se-
mantic orientation. The semantic orientation is calculated as the difference between the
Pointwise Mutual Information (PMI) score of a phrase with a highly positive word (the
word "excellent") and the PMI score with a highly negative word ("poor"). Finally a doc-
ument is classified as positive ("recommend" in their use case) if the average semantic
orientation score of phrases extracted from the document is positive. The work is highly
relevant for this thesis as one of the key challenges identified by Turney (2002) is the
variability in semantic orientation of sentiment bearing phrases across domains. This
variability is a key reason for them to use adjective/noun bi-grams instead of single ad-
jectives as the document features; they specifically note the importance of the contextual
information noting that: “. . . the adjective “unpredictable” may have a negative orienta-
tion in an automotive review, in a phrase such as “unpredictable steering”, but it could
have a positive orientation in a movie review, in a phrase such as “unpredictable plot””.
This exact same problem is a motivation for the work in this thesis. We also use a scor-
ing technique that is similar to theirs for finding words that have a high variability in
their semantic orientation across different domains (see Section 3.2.1). Our method how-
ever is not limited to just positive or negative sentiment but generalises to any binary
classification task.
Pang, Lee, and Vaithyanathan (2002) extended the work of Turney (2002) and evalu-
ated standard machine learning models – Naïve Bayes, Maximum Entropy and Support
Vector Machines – on movie review data. They evaluate a host of different feature ex-
traction methods and show that machine learning models have competitive performance
against human counterparts on a sentiment analysis task on movie reviews. They also
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provide a pertinent discussion about how people tend to express opinion noting that sim-
ple bag-of-words classifiers are unlikely to excel at the task. Their error analysis shows
that the machine learning models commonly make mistakes on documents where a
negation of a previous negative sentiment is used as a rhetorical device. Having a bet-
ter contextual understanding on how sentiment is expressed might help. Various ap-
proaches for contextualising how sentiment is expressed have later been proposed both
in the field of computer science (Socher et al., 2013) and in linguistics Polanyi and Zae-
nen (2006) and Benamara, Chardon, Mathieu, et al. (2011). These approaches and more
are reviewed in the following 4 Subsections.
2.1.1 Sentiment Mining and Summarisation
As product review websites, personal blogs and user forums have gained in popularity
the need for mining information from those online sources has grown. A number of sys-
tems have been developed to aid aggregating user opinions from online sources. These
systems are often motivated by a need to have a complete picture of user opinions. Both
Morinaga et al. (2002) and Dave, Lawrence, and Pennock (2003) developed methods for
addressing this need and designed systems for searching and displaying the aggregated
opinions through a query interface.
Morinaga et al. (2002) presented a sentiment extraction tool that collected opinions
about specific products from free text on web pages given specific product names as
query terms. Their system extracts opinion expressions based on a pre-defined dictio-
nary and ranks the extracted statements based on how likely they are to contain an
opinion. Stochastic complexity (Rissanen, 1996) is used to automatically construct classi-
fication rules from statements that both contain an opinion and occur in the vicinity of a
product mention. The rules are essentially word lists that contain typical opinion words
for certain products. The words alone do not provide enough context for the user of the
system to evaluate typical opinions about the target product so a word co-occurrence
analysis is used to extract larger contexts for the opinions. Finally, full sentences that
contain opinions are ranked based on the information extracted earlier. These sentences
are used to contextualise the opinions users typically hold of a certain product. An infor-
mal analysis shows that the system is able to extract opinions from free text and provide
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some context to product oriented sentiment analysis. However as no quantitative eval-
uation or comparisons with other systems or baselines is done it is difficult to say how
effective the system is.
Dave, Lawrence, and Pennock (2003) developed a tool for aggregating and summaris-
ing user generated product reviews from online sources. They first train a Naïve Bayes
classifier on user rated reviews from C|net or product reviews from Amazon. They
tested a number of feature selection and smoothing techniques and compared the Naïve
Bayes classifier to a method that uses averages of feature scores with the Naïve Bayes
classifier having better performance. Dave, Lawrence, and Pennock (2003) highlight a
few issues that are of interest in the context of this thesis. They note the large number of
contexts in which a product is mentioned and specifically note that a specialised genre
classifier is likely needed to assign phrases into coherent topical categories. Secondly, as
the methods they use are statistical the document features that carry high positive or
negative scores can be unexpected features from a linguistic standpoint. For instance, in
their study "headphones" was a negatively weighted feature due to the word being used
much more in negative reviews. This is an interesting observation as it highlights how
some product features tend to be ones the are cited more in negative contexts while
other are cited more in positive contexts. The product features themselves are not as
such positive or negative, but they can serve as a useful signal of sentiment in statistical
models. Although the presented system works well on product reviews the performance
degrades when applied to general web content which may or may not contain opinion-
ated text.
Yi et al. (2003) extended the work of Dave, Lawrence, and Pennock (2003) by focussing
on extracting sentiment about a given topic1 and on improving the performance on gen-
eral web text. They also use linguistic patterns to extract opinion features, but introduce
two novel statistical feature selection methods to select and assign polarity scores to the
extracted features. The first feature selection method uses multinomial language models
– one for general language and one for topic specific language – to compute topic spe-
cialised feature scores. The second method uses a statistical likelihood test introduced
by Dunning (1993). The final sentiment classification is done using hand crafted heuris-
1 Yi et al. (2003) use the words "topic" and "subject" somewhat interchangeably, but crucially they are not re-
ferring to a topic in the strict sense of topic modelling but rather in the more common "a topic of discussion"
sense.
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tic methods. On product reviews the system has comparable performance with that of
Dave, Lawrence, and Pennock (2003), but far outperforms ReviewSeer on general web
content.
Hu and Liu (2004) demonstrate a system for summarising user written product re-
views that relies on identifying opinionated sentences and the polarity of those sen-
tences before finally producing summaries of the aggregated reviews. The identification
of important opinion words is different to Dave, Lawrence, and Pennock (2003) in that
specifically adjectives are extracted as opinion words. The polarity of the extracted ad-
jectives is determined from WordNet (Miller et al., 1990) synsets using a set of seed ad-
jectives with known polarity as the basis and expanding those known polarities through
the WordNet synonym / antonym adjective graphs. One major issue with the adjective
seeding process of Hu and Liu (2004) is that the they come up with the positive and
negative adjectives, 30 in total, themselves. This both restricts the applicability of their
method to sentiment analysis and does not account for the variability in language use
pointed out in previous research (Dave, Lawrence, and Pennock, 2003; Pang, Lee, and
Vaithyanathan, 2002; Turney, 2002).
2.1.2 Fine-Grained Sentiment Analysis and Encoding Lexical Polarity
An important aspect of sentiment analysis pipelines is the accurate identification of
polar expressions and the subsequent encoding of their polarity. A number of studies
have taken the approach of Hu and Liu (2004) and used WordNet as a lexical resource
to determine the sentiment polarity of lexical items.
Kamps et al. (2004) suggested using the minimum path length of a target word to
a known polar adjective ("good" / "bad") as a measure for the target word’s semantic
polarity and Ding, Liu, and Yu (2008) propose including context dependent opinion
words in an opinion lexicon. They determine the contextual polarity of words using
linguistic features combined with WordNet (Miller et al., 1990) synonym / antonym
pairs. For instance, if the word "long" is found to be positive in the context of "battery
life" then long’s antonym "short" is assigned negative polarity for that context regardless
of "short" having been observed in that context or not. Both Hu and Liu (2004) and
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Ding, Liu, and Yu (2008) use their respective methods to extract fine grained sentiment
information about product features.
Jin, Ho, and Srihari (2009) presented an integrated machine learning model that
learned a Hidden Markov Model (HMM) over a sequence of word part-of-speech tag
pairs. To make learning the model parameters computationally feasible the authors re-
strict the Markov chain to be first-order. They address feature sparsity bu using the
polarity propagation methods presented by Hu and Liu (2004). Overall the results show
that although statistical machine learning methods are computationally expensive they
can also have competitive performance if tuned correctly.
The motivation for extracting sentiment about specific aspects of a product comes
from a realisation (Hu and Liu, 2004) that while a review may overall be positive it can
contain information about some negative aspects of the product being reviewed. For
a manufacturer knowing about these negative aspects is important. The task has later
been named Aspect Based Sentiment Analysis (Pontiki et al., 2014). The approaches to
Aspect Based Sentiment Analysis have multiplied and range from supervised and unsu-
pervised machine learning approaches (Gupta and Ekbal, 2014; García Pablos, Cuadros,
and Rigau, 2014) to extracting syntactic and lexical features (Negi and Buitelaar, 2014;
Hangya et al., 2014) to creating distributed word representations (Blinov and Kotelnikov,
2014).
While aspect based sentiment analysis has been established as a discrete sub-task it
is not the only fine grained sentiment analysis tasks that has received attention. Socher
et al. (2013) introduced a sentiment treebank that builds on the work of Pang and Lee
(2005). The data set contains over 10000 sentences with their entire parse tree annotated
with fine grained sentiment information. The aim is to facilitate research in composi-
tionality, that is, how the sentiment expressed in a sentence is composed out of smaller
units and what impact for instance negation has. Socher et al. (2013) present a neural
network model that is trained on the sentiment treebank and show that performance
at a binary sentence level classification task increases by ∼ 7% when accounting for the
compositionality of sentiment over a sentence.
The advent of neural network approaches to sentiment analysis has shifted the focus
away from explicitly extracting and scoring sentiment polarity and towards encoding
sentiment information into distributed word representations. These approaches often
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do not need complex linguistic feature extraction processes but instead use pre-trained
word embeddings (Mikolov, Chen, et al., 2013; Mikolov, Sutskever, et al., 2013; Pen-
nington, Socher, and Manning, 2014), or a task that allows sentiment information to
be encoded in the word embeddings during training. Kim (2014) showed that using
pre-trained word-embeddings together with a Convolutional Neural Network (CNN) ar-
chitecture yields competitive performance with the state-of-art and that fine-tuning the
word embeddings during training allows further performance gains to be made. The
fine-tuning is done simply by allowing the pre-trained word embeddings to be changed
based on the task specific loss function and training data.
Ye, Li, and Baldwin (2018) focus on encoding external sentiment information into
word embeddings by jointly learning a sentence level sentiment classifier and a sepa-
rate model that predicts the sentiment distribution of words in the current sentence.
Contrary to the fine-tuning method of Kim (2014) this method encodes sentiment in-
formation that is not directly dependent on the primary prediction task (sentence level
sentiment classification). The approach is interesting as it provides a way of integrating
any number of different external information sources. For instance, the method could be
used to encode topical information in addition to sentiment information. Their method
beats multiple baselines both on document level binary sentiment classification tasks as
well as fine-grained sentence level sentiment classification.
2.1.3 Domain Aware Sentiment Classification and Out-of-domain Data
Supervised learning methods often require lots of labelled training data. This is often a
problematic limitation for sentiment classification systems as labelled training data for
many domains is not available or is expensive to acquire. Several studies have focussed
on the specific problem of cross domain sentiment classification Bollegala, Weir, Carroll,
and Ishizuka (2010), Zhou et al. (2015), Zhang, Hu, et al. (2015), and Bollegala, Weir, and
Carroll (2011). In this task training data exists or can be labelled for a source domain
but not for a target domain. Since sentiment is expressed in different ways between the
domains this presents at least two challenges: features observed in one domain may be
absent from another and the polarity of features under one domain can be different in
the other.
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Aue and Gamon (2005) showed that a standard Support Vector Machine (SVM) classi-
fier suffered a very substantial drop in accuracy when applied to a domain the classifier
was not trained on. They consequently conducted a number of experiments comparing
different ways of combining labelled and unlabelled data from the source and target do-
mains and an ensemble model to overcome the domain specificity. Their results indicate
that using data, either labelled or unlabelled, from the target domain is beneficial. In all
experiments the best performing model was a modified Naïve Bayes classifier (Nigam
et al., 2000) that utilises information from unlabelled instances sampled from the target
domain.
Read (2005) showed that sentiment classifiers are both training domain and time de-
pendent, i.e. classifiers are biased not only by the training domain but also by the tem-
poral sentiment trends present in the training corpus. They proposed using an external
source of information to train a sentiment classifier that should allow the classifier to be
less dependent on the domain of the training data. They extracted Usenet discussions
that contain emoticons and used a context window around positive / negative emoti-
cons to train a sentiment classifier. The trained classifier was then applied to test data
from a different domain for instance movie reviews. Their results show that although
the Usenet emoticon based classifier is effective in classifying in-domain data it performs
only slightly better than a random classifier on the out-of-domain target data. The poor
performance is attributed to noise in the Usenet data and poor coverage of tokens in the
test data.
Both Wu, Tan, et al. (2009) and Ponomareva and Thelwall (2013) used graph based
methods to approach the problem of cross domain sentiment analysis. Wu, Tan, et al.
(2009) used an approach that is conceptually similar to a K Nearest Neighbours (KNN)
classifier (Cover and Hart, 1967). Their method assumes that a training data set and a test
data set come from different but related domains, and that the sentiment labels of both
training and test documents are similar to those of the documents’ neighbours. In order
to build the document graph, similarities between the documents must be computed.
This is done using cosine similarity on Term Frequency Inverse Document Frequency
(TF-IDF) document vectors (see Section 2.2.1.1). The assumptions made by Wu, Tan, et al.
(2009) are somewhat counter to the hypothesis of this thesis. For their method to work
well the sentiment labels of two documents would need to have a near linear relationship
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with the overall similarity of the documents. However, defining document similarity is
a tricky task (see Section 2.5.3.3) and there is no reason to assume that two documents
that, for instance, discuss the Brexit vote share their sentiment polarity about the topic.
Indeed, Ponomareva and Thelwall (2013) specifically point out that in order for the
graph methods to be meaningful ". . . [the] vector representation of the data must contain
sentiment markers rather than topic words". Nevertheless the results of Wu, Tan, et al.
(2009) indicate that their method is at least better than the baselines it was compared to.
Ponomareva and Thelwall (2013) further explore using graph methods for cross domain
sentiment analysis. They use a slightly modified label propagation technique (Zhu and
Ghahramani, 2002) and show competitive results on a small sentiment analysis dataset.
More recently Wu, Huang, and Yuan (2017) address the problem of domain specific
sentiment classification by fusing information from multiple sources. Their approach is
motivated by the understanding that sentiment is expressed in different ways in dif-
ferent domains, and that a machine learning model for sentiment classification in one
domain is not necessarily suitable for data from a different domain. Their approach uses
labelled data in both the target and source domains as well as external sentiment lexicon
features. The sentiment of words contained in an external sentiment lexicon can be prop-
agated to domain specific sentiment words not found in the lexicon by looking at the
frequency at which the words co-occur in certain contexts. Their results beat multiple
baselines on an Amazon product reviews data set.
Out-of-domain data in the context of sentiment classification is often understood to
be data from a different online source or topical category. For instance, Read (2005)
used data from Usenet and movie reviews, whereas Ponomareva and Thelwall (2013)
and Blitzer, Dredze, and Pereira (2007) used different product categories. An alterna-
tive take on different domains is exemplified in the NTCIR-6, NTCIR-7 and NTCIR-8
cross-domain classification tasks (Seki, Evans, Ku, Chen, et al., 2007; Seki, Evans, Ku,
Sun, et al., 2008; Seki, Ku, et al., 2010). In these tasks the domains reach across lan-
guage boundaries. For instance, the multilingual opinion question answering sub-task
in NTCIR-8 involves questions in English and answers in traditional Chinese, simplified
Chinese and Japanese. The sub-tasks also include finding opinion holders and opinion
targets. These tasks show how varied sentiment analysis as an application field can be.
The best performing approaches to NTCIR-8 were similar to the ones already presented
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here: feature extraction and filtering based on linguistic features and polarity scoring
based on external lexical resources (Balahur et al., 2010).
2.1.4 Subjective Language
Sentiment analysis concerns itself with finding and correctly classifying language that
expresses sentiment. As such sentiment analysis is related to recognising subjective lan-
guage. Wiebe et al. (2004) argue that sentiment analysis methods can benefit from specif-
ically accounting for subjective language and should, in order to function properly, do
so. Polanyi and Zaenen (2006) further argue that only focussing on the polarity of indi-
vidual terms often leads to an incorrect interpretation of the meaning of the text. This
Subsection gives a brief overview of the research conducted in recognising subjective
language in so far as it related to this thesis. For a thorough review of subjectivity and
sentiment we refer the reader to Benamara, Taboada, and Mathieu (2017).
Wiebe et al. (2004) argue that many subjective expressions also have objective usages
and that recognising subjective language is therefore context dependent. The authors
focus on extracting subjective language based on three different clues: words that occur
only once in a corpus, collocations that are indicative of subjectivity and distributional
similarity (Lin, 1998). All three methods improve the precision of identifying subjective
language over a baseline model.
Riloff and Wiebe (2003) developed a statistical framework for learning linguistic pat-
terns of subjective language. In their framework high precision classifiers that rely on
pre-existing word lists are used to separate subjective from objective texts; these sets of
texts are then used to learn new extraction patterns from subjective language by com-
puting the conditional probability of a subjective expression given the subjective and
objective texts. The subjectivity patterns extracted by Riloff and Wiebe (2003) were later
used by Wilson, Wiebe, and Hoffmann (2005) in a hierarchical classification model for
sentiment analysis. The authors first identify subjective language phrases and then dis-
ambiguate those phrases into positive and negative sentiment.
Language is not necessarily subjective only when explicit subjective phrases are used.
Subjective language can be much more subtle as demonstrated by Polanyi and Zaenen
(2006). They argue that the ways in which ". . . lexical items reflect attitudes is more
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complex than simply counting the valences of terms". Their central argument is that
the valence2 of lexical items can be strengthened or weakened by cultural context the
presence of other lexical items and the discourse structure of the text. The work pro-
vides crucial context for why sentiment analysis is difficult, and more specifically, why
sentiment analysis on corpora with complex topical structures is difficult. Among the
aspects that change the valence of lexical items are: modals3, connectors that modify or
negate the meaning of an utterance ("Although Boris is brilliant at math, he is a horrible
teacher."), genre constraints and cultural context. Genre constraints is of particular inter-
est here as Polanyi and Zaenen (2006) point out that movie reviews4 tend to have two
types of information: information about the movie plot, locations and characters and
information about the production of the movie. For sentiment analysis it is the latter
information that is of relevance.
Benamara, Chardon, Yannick, et al. (2012) looked more specifically at the issue of
negation and modality. They presented native speakers with sentences that contain (do
not contain) negation or modal expressions and asked the native speakers to score opin-
ionated sentences or if the sentence expresses an established opinion. Their empirical
work shows that negation affects both the polarity and strength of opinion expressed
and that modality impacts the strength of opinion expressed.
Recasens, Danescu-Niculescu-Mizil, and Jurafsky (2013) extended the discussion around
subjective language to the more general biased language which includes linguistic traits
such as epistemological and framing bias. Epistemological bias is exhibited in statements
that are commonly held to be true (false) and are presupposed in word choices. For in-
stance, "he believed sentiment analysis to be a complex problem" versus "he realised
sentiment analysis was a complex problem". The use of "realised" in the latter sentence
implies that he came to understand a universal fact as opposed to just holding a per-
sonal belief. Framing bias refers to the usage of terms that reveal the writer’s stance on
a particular issue; a good example of this are the terms "pro-life" and "anti-abortion".
Although the terms both refer to the same political stance the former contextualises that
stance positively while the latter does the opposite. Their method works in three steps:
2 Valence is the negative or positive attitude that a lexical item communicates.
3 The example given in the paper is the difference in sentiment between "Mary is a terrible person. She is
mean to her dogs." and "If Mary were a terrible person, she would be mean to her dogs." The latter sentence
does not suggest that Mary is either a terrible person or mean to her dogs.
4 At the time of publication the movie review data set of Pang, Lee, and Vaithyanathan (2002) was the de
facto standard for testing sentiment analysis methods.
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finding biased phrases, identifying the biased terms in the phrase and finally correcting
the biased terms. They apply a logistic regression model to the task and show that their
model is very close to the human baseline performance.
Benamara, Chardon, Mathieu, et al. (2011) used methods from discourse analysis to
perform subjectivity analysis. They extracted discourse fragments which were then used
to contextualise the subjectivity / objectivity of statements within the fragments. They
also provide a four-way breakdown of the ways in which sentiment can be expressed
within the discourse segments: explicit positive or negative sentiment statements, posi-
tive or negative statements implied in an objective statement, non-subjective statements
and subjective statements that do not express sentiment.
Recently Abdul-Mageed (2018) compared deep learning models with carefully fea-
ture engineered SVMs on Arabic language Tweets. They show that using social context
and structural features such as hashtags, URLs, quotations etc. for SVMs significantly
improves performance over a baseline model and that recurrent neural networks further
improves the prediction accuracy for subjective language.
section 2.2
Algorithms for Document Classification
In this Section we formally define the problem of statistical document classification
and outline common method for representing documents in machine learning tasks.
Our focus is on methods that address the application areas dealt with in this thesis and
methods that share similarities to those presented within it. For a complete historical per-
spective on feature selection we refer the reader to existing literature by Aggarwal and
Zhai (2012), Shalev-Shwartz and Ben-David (2014), Manning, Raghavan, and Schütze
(2008), and Forman (2003).
2.2.1 Statistical Document Classification
Statistical document classification is the problem of determining which class label(s)
y ∈ Y to assign to instances X = {x1, x2 . . . xn}. The set Y is a discrete set of class labels
of size |Y|, and the documents X are normally represented as a vector of document
features x ∈ RN or x ∈ {0, 1}N. The dimensions N typically encode words in a document
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but can also represent other information such as latent topics inferred using a topic
model5.
To perform automatic document classification a statistical model is trained from a
labelled data set Dl; the set Dl consists of pairs documents with their correct labels
Dl = ((x1,y1), (x2,y2) . . . (xn,yn)). Normally only one label from Y is assigned to
each document. Multi-label classification is an exception; in multi-label classification
any number of labels can be assigned to a document.
Before a machine learning algorithm can learn a mapping from text to labels, the
raw text in documents has to be transformed into some document representation. The
general description of document classification above leaves out the details of what the
feature vectors x ∈ X are composed of and as a result what kind of a signal the docu-
ment representation provides. The document representation needs to carry a consistent
signal of the target classes in order for the algorithms to learn something useful. This
signal is determined by the preprocessing steps applied to the documents to extract
document features. Some preprocessing methods are designed to separate signal from
noise while others aim to highlight unique document features. The following three Sub-
sections briefly cover the areas of feature extraction, feature values and feature selection.
2.2.1.1 Feature Extraction
The most common method for transforming raw text into feature vectors is the bag-of-
words representation. This representation encodes the vocabulary of a dataset as word
index locations and each document as a vector whose length is equal to the size of the
vocabulary; words (features) present in a document are marked with a positive integer
and everything else is 0. Most entries in a document’s feature vector will be zeros and
usually only a handful will be non-zero.
The bag-of-words representation encodes documents in a purely symbolic form: words
that are meaningful to humans are encoded as unique index positions that carry mean-
ing only through their relation to the target classes. That relation is established using
Term Frequency (TF) feature values that encode the frequency of words in each docu-
5 Modern neural network based approaches often do not have an explicit document representation, instead
the algorithms consume the input one document feature at a time generating an implicit document repre-
sentation (Howard and Ruder, 2018).
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ment6. TF values are sometimes normalised by the length of the document to account
for differences in document length.
Feature values can also be transformed to carry information about words that are
noteworthy in a document in relation to the rest of the dataset. A common method for
achieving this is the TF-IDF transformation (Equation 1). TF-IDF highlights words that
are prominent in a specific document (Manning and Schütze, 1999; Manning, Raghavan,
and Schütze, 2008).
tfidf(w,d;D) = tf(w,d) log
N
|{d ∈ D : t ∈ d}| (1)
TF-IDF is not a method for finding features that distinguish the target labels from each
other. Instead, it creates a document representation where statistically salient words in
a document are highlighted. TF-IDF is therefore an unsupervised method and does not
require any labelled training data for learning the feature weights. However, training a
supervised machine learning model using TF-IDF feature weights does require labelled
training data.
Depending on the task some features are more informative than others. The methods
described above are not designed to optimise the document representation for a classi-
fication task or to maximise the informativeness of features w.r.t. target labels. To make
the signal cleaner feature selection methods have been developed. Those method are
described in the next Subsection.
2.2.1.2 Feature Selection and Dimensionality Reduction
To help algorithms distinguish between target classes, researchers have developed meth-
ods for selecting a good subset of features (Forman, 2003; Aggarwal and Zhai, 2012;
Forman, 2003; Guyon and Elisseeff, 2003). The methods require labelled training data
to determine which features, or combinations of features, best represent a target class.
Guyon and Elisseeff (2003) divide feature selection methods into three groups: filter-
ing methods, wrapper methods and embedded methods. We give a brief overview of
methods in these three groups.
6 A simplification of TF feature encoding is to use Boolean feature value that only encode the presence of
features, not their count in documents.
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Filtering methods rely on a statistical measure of association. The association is com-
puted between a feature w and a target class c for all features independently or in some
cases for groups of features. Typical measures include the χ2-statistic, Mutual Informa-
tion, Information Gain and Gini Index. The metrics rank features according to how well
the features differentiate the target labels.
Given a ranking of all features based on their distinctiveness the top N features, or
a certain percentage of features, are then selected as the final representation. In some
cases combinatorial groups are also tested, but these methods tend to be computation-
ally expensive and thus intractable for many real world problems (Recursive Feature
Elimination by Guyon, Weston, et al. (2002)).
Wrapper methods work together with a predictor to select features that maximise
the predictor’s performance on some test data set. The predictor is used as a black
box to evaluate the performance of feature subsets. Since the underlying predictor is
treated as a black box, wrapper methods can be used with any predictor, but the selected
features are specific to the predictor and do not necessarily generalise to other prediction
algorithms.
Embedded feature selection methods are particular to specific learning algorithms.
For instance, decision trees (see Section 2.3.1) perform feature selection by splitting the
training data based on entropy or Gini Index. Similarly, Support Vector Machines with
L1-regularisation implicitly perform feature selection by setting some model coefficients
to 0.
The feature selection methods can be seen as a way of reducing the dimensionality
of the feature space. Dimensionality reduction can also be done using methods that
capture contextual information about word co-occurrence. Word co-occurrences reflect
how writers use language to talk about certain topics and allow researchers to model
topical information in an unobservable latent space. Methods such as Latent Semantic
Indexing (LSI)7 (Deerwester et al., 1990) and Latent Dirichlet Allocation (LDA) (Blei, Ng,
and Jordan, 2003) create dense feature vectors of a few hundred dimensions for each
document and have been used as dimensionality reduction in document classification
tasks. We will cover both LSI and LDA in detail later in Section 2.5.
7 Latent Semantic Indexing is also known as Latent Semantic Analysis (LSA), but LSI is the preferred term in
information retrieval and related communities.
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The main issue with these latent methods is that the final document representation
is not intended to be useful for the classification task itself, but to reduce the dimen-
sionality of the feature space. The utility of the method(s) is therefore dependent on the
application scenario. This thesis is focussed on exploring how topical information can
be used to benefit different kinds of document classification tasks.
section 2.3
Classification Models
In this Section we introduce the models commonly used in document classification.
We focus on classification algorithms that are used either as comparison models or
as part of the topical ensembles in Chapters 3 and 4. Model ensembles are covered in
Section 2.4.
2.3.1 Decision Trees
Decision Trees are a general purpose method for classification and regression that rely
on rules organised in a tree structure; each node is a decision point based on one feature
in the dataset. Documents that have the feature8 are passed down one side of the tree
whereas those without the feature are passed down the other side. Following a particular
path down the tree filters the dataset based on a combination of features. Leaf nodes at
the bottom of the tree apply a label to a document.
A learning algorithm (Iterative Dichotomiser 3 (ID3), C4.5, Classification and Regres-
sion Tree (CART)) iteratively builds the decision tree data structure by splitting the train-
ing data into two parts using an information theoretic metric. The metric computes how
informative document features are of the target classes. The decision rule that maximally
separates the remaining training data at each node is selected as the decision rule at that
point.
Different learning algorithms have different ways of dividing the input feature space.
ID3 (Quinlan, 1986) and later C4.5 (Quinlan, 1993) build decision trees by splitting the
training data based on the entropy of class labels on one side of a potential split. At each
8 Generally the decision points are based on thresholds with feature values less than the threshold passed
down one side.
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node in the tree the algorithm cycles through all previously unused features and selects
the one which minimises entropy, defined as
φH(Dm) = −
∑
y∈Ym
p(y) log2 p(y) (2)
where Dm is defined as the dataset at node m and Ym is the set of class labels in Dm.
p(y) is the marginal likelihood of class labels y ∈ Ym.
C4.5 extends the ID3 algorithm by adding support for continuous variables through
thresholding and by pruning sub-trees whose absence does not increase the error rate.
CART trees (Breiman et al., 1984) are similar to ID3 and C4.5 but instead of minimising
the entropy CART trees minimise the Gini index (Equation 3). CART trees also support
both categorical and continuous target variables unlike C4.5.
φgini(Sm) =
∑
y∈Ym
p(y)(1− p(y)) (3)
Decision trees create models that are easy to interpret and visualise. This can be bene-
ficial in some application scenarios; in classification tasks the learned decision trees can
also be used to aid in feature selection for other classification algorithms (Sugumaran,
Muralidharan, and Ramachandran, 2007; Questier et al., 2005). To the best of our knowl-
edge this feature selection method has not been applied to document classification.
2.3.2 Logistic Regression
The logistic regression classifier is a simple and effective method for binary classification.
We follow the definition of Shalev-Shwartz and Ben-David (2014).
Logistic regression relies on the sigmoid function φsigmoid : R → [0, 1] (Equation
4) applied over a linear combination of a feature vector x and the model weights w.
The weights can be learned from training data using standard methods like maximum
likelihood estimation or gradient descent and the logistic loss function (Equation 5).
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A learned model is defined as hw = {x → φsigmoid(wTx) : w ∈ Rd}. The model
outputs the probability of a document having the target label, i.e. the model hw gives
the probability of an instance x having class label (y = 1). When wTx is large the
probability is close to 1.
φsigmoid(z) =
1
1+ e−z
(4)
`(hw, (xi,yi)) = log(1+ e−yiw
Tx) (5)
We use a one versus all logistic regression ensemble as a comparison model in Chapter
4.
2.3.3 Support Vector Machines
SVMs are motivated by a geometric understanding of classification: a set of linearly sep-
arable instances from two classes can be correctly divided into two groups by many
different decision boundaries. Decision boundaries that are closest to the mid point be-
tween the two groups should generalise to new data the best. SVMs use this intuition
as a starting point to find a decision boundary that maximises the distance to instances
on either side of the boundary. Boser, Guyon, and Vapnik (1992) introduced SVMs for
solving linearly separable data sets: the hard-margin SVM.
Cortes and Vapnik (1995) enabled SVMs to handle non-linearly separable data by re-
laxing the hard-margin constraint. Relaxing the constraint allows the model to violate
the margin and commit errors on training data. This is known as the soft-margin SVM
and is described as yi(wTxi + b) > 1− ξi for all i. The slack variables ξi range over
the entire data set and allow the margin between training instances and the decision
boundary to be violated.
To learn the model weights a learning algorithm minimises the norm of the weight
vector w and the average margin violation over the training data. The tradeoff between
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minimising w and the margin violations is controlled by a hyper-parameter C > 0. This
leads to the soft-margin objective function
min
w,b,ξ
[
1
2
||w||2 +C
N∑
i=1
ξi
]
(6)
such that
yi(w
Txi + b) > 1− ξi, i = 1 . . .N, (7)
ξi > 0, i = 1 . . .N (8)
Shalev-Shwartz, Singer, et al. (2011) presented a fast sub-gradient descent method for
minimising the SVM objective function. Wang and Manning (2012) showed that SVMs
have competitive results in text classification.
2.3.4 Weighted Support Vector Machines and SVM+
This thesis deals with the issue of using the topical nature of language as prior knowl-
edge for building classifier ensembles for document classification tasks. Lauer and Bloch
(2008) give a survey of different methods for introducing prior knowledge into SVMs. We
will look at the experimental findings in more detail in the second part of this Chapter.
Here we will look at the mathematical formulation for incorporating prior knowledge
into SVMs.
Lin and Wang (2002) introduce Fuzzy Support Vector Machine (FSVM) and redefine
the soft-margin objective function to include per instance error terms:
min
w,b,ξ
[
1
2
||w||2 +C
M∑
i=1
ciξi
]
(9)
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such that
yi(w
Txi + b) > 1− ξi, i = 1 . . .N, (10)
ξi > 0, i = 1 . . .N (11)
The work is motivated by wanting to emphasize some training instances and de-
emphasize others. Some training instances are known to be more important to classify
correctly, so it is natural to bias the learning algorithm to pay more attention to those
important instances. The ci terms in Equation 9 allow setting a variable penalty for each
instance in the learning set Dl. In the non-weighted SVM setting these weights can simply
be set to one ci = 1, i = 1 . . .M and only the overall penalty term C is optimised.
Vapnik and Vashist (2009) introduced the Learning Using Privileged Information
learning paradigm for SVMs. In this paradigm the learning algorithm gets additional
information about each training instance from a "teacher". The information supplied by
the teacher is privileged in that it is only available at learning time; at test time the
learned model operates as any other without the additional information.
Lapin, Hein, and Schiele (2014) relate the SVM+ algorithm of Vapnik and Vashist (2009)
with weighted SVM learning and show that the information given to SVM+ as privileged
features can also be encoded as instance weights for the weighted SVM. Lapin, Hein, and
Schiele (2014) show how the instance weights can be learned in the absence of privileged
features.
We use the weighted SVM in all experiments in Chapter 3 to build topical ensembles.
section 2.4
Ensemble Models
In this Section we look at ensemble models and how they can be used to improve
classification performance. The idea behind model ensembles is to learn a number of
models (instead of just a single one) and aggregate model predictions. The most com-
mon aggregation is majority voting, i.e. to predict the class with the most votes among
the models.
Ensemble models often improve performance by reducing the reliance on any one
sample of training data. In a binary problem, if there are 15 models in an ensemble a
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document will be misclassified only if at least 8 of the models vote for the incorrect
class. If a single model makes an error due to some anomaly in its training data, the
other models in the ensemble are unlikely to make that same error as they will have
been trained with a different sample. In our work we use ensemble models that are
specifically targeted to have a topical bias; each individual model in the ensemble has
some topical knowledge that the other models in the ensemble do not have. The crucial
point is to reduce correlations in the errors the models make. This Section highlights
different ways in which this decoupling has been done in the past.
In the following discussion we will refer to the base classifier as the learning algorithm
used to learn models in the ensemble. Model ensembles can also be built out of a het-
erogeneous mix of different base classifiers. Model, predictor and hypothesis are used
interchangeably to refer to a fitted model.
2.4.1 Boosting
Boosting9 is a general purpose ensemble technique that can be used with any learning
algorithm that supports sample weights. The sample weights allow models to be fitted
sequentially such that each consecutive model is trained on a reweighted training set.
The weights for a new model are determined according to errors the previous model
made. This allows models further down the hierarchy to pay more attention to the
"difficult" examples in the training set. Different boosting algorithms differ in the way
in which the weights for the data at each step of the algorithm are calculated.
Let hm denote the model trained at step m, hm(x) denote the predictions made by
model hm and pm = pmh (x) denote a probability distribution over the predictions h
m(x).
The vector pm is a probability distribution at step m over the instances. A boosting
algorithm A incurs a loss `(A) proportional to pm, that is `(A) =
∑n
i=1 p
m
i `
m
i where `
m
i
is the loss suffered by model hm on the ith instance.
The boosting algorithm decides how to compute pm at each step from the losses the
current model(s) is making and therefore how to allocate the instance weights for the
new model.
9 Boosting has been called arcing in some early work in this area (Breiman, 1997).
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2.4.1.1 Adaptive Boosting
Adaptive Boosting (AdaBoost) is an adaptive boosting algorithm introduced by Freund
and Schapire (1997) that, as the name suggests, adapts the instance weights based on
the errors of the model at step m. AdaBoost relies on training instance weights that are set
based on the errors from the previous model in the ensemble, and prediction weights
that scale the predictions of each consecutive model.
Freund and Schapire (1997) initialise the weight vector to be all ones and p0 to be a
uniform 1/N in the absence of any prior knowledge of the problem domain. For step m
they first calculate the error m =
∑N
i=1 p
m
i |h
m(xi) − yi|. The updated weights wm+1
are then set according to
wm+1i = w
m
i β
1−|hm(xi)−yi|
m (12)
where βm is defined as 
m
1−m .
The vector of probabilities is then updated according to
pm+1 =
wm+1∑N
i=1w
m+1
i
(13)
The per instance learned instance weights for consecutive models in the ensemble are
thus scaled based on the errors the previous model made. The predictions the current
model makes are scaled proportional to the weights assigned to the learning weights
that were used to train the model.
2.4.1.2 Gradient Boosting
Friedman (2001) and Mason et al. (1999) expanded the boosting paradigm to a gradient
descent method allowing general purpose function optimisation. The insight is in for-
mulating an ensemble F as a linear combination of functions f ∈ F (fitted models) each
sampled from a class of functions F. Boosting can be seen as a way of optimising any
differentiable loss function over the set of all possible linear combinations lin F. New
functions (models) f are added to the collection F based on which new model reduces a
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cost function the most. Both Friedman (2001) and Mason et al. (1999) show that finding
the f that maximally reduces the error of the ensemble is equivalent to fitting a new
model on the error residuals of the existing ensemble.
2.4.2 Bagging Ensembles
Bootstrap aggregation (bagging) (Breiman, 1996a) is an ensemble method for generating
multiple predictors and aggregating the votes of those predictors together to get a single
model. The main contribution of Breiman (1996a) was showing that by averaging mul-
tiple predictors the lower bound on accuracy can be raised and performance therefore
improved. The authors also suggested a way of training predictors that can be averaged.
The bagging ensemble model inspired many other versions of training the ensemble,
the difference between them being the way in which data is sampled. The central ques-
tion in Chapter 3 of this thesis is whether prior knowledge of the topical structure of a
classification dataset can be used to guide the model sampling, instead of performing
that sampling at random.
We will first cover the bagging ensemble and how averaging predictions raises the
lower bound on accuracy before we highlight the differences between the models that
extend bagging. Unlike boosting methods all models in the ensemble are independent
and can be fitted in parallel.
2.4.2.1 Averaging Predictors
Breiman (1996a) shows that a collection of weak learners can improve classification ac-
curacy over a single learner. Let Q(j|x) = P(h(x; s ′) = j) : s ′ ∈ S denote the relative
frequency of a predictor h for predicting class j at x over many independent samples s ′
from S. The number of samples is an empirical question and is undefined for the time
being. P(j|x) is the true probability that x has class label j.
The probability that h makes a correct classification at the ith sample xi is
p(h(xi) = yi) =
∑
j
Q(j|xi)P(j|xi). (14)
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Equation 14 is just the weighted sum over all the class labels, with the weight being
the relative frequency of label j given a number of independent models. The overall
probability of correct classifications is
r =
∫ ∑
j
Q(j|x)P(j|x)
PX(dx). (15)
Equation 15 is a lower bound on the classification accuracy of the collection of models
when their predictions are not averaged together but the predictions are made simply
based on the relative predicted class frequencies for each individual example x. It is
worth noting that Equation 15 is never higher than maxj P(j|x), the true probability of
label j for x.
Let havg(x) = arg maxjQ(j|x) be the majority vote ensemble model. For this model
the ensemble’s prediction at x is the class with the highest frequency among all the
model predictions in the ensemble. Following Breiman (1996a) the probability of correct
classification at xi for the ensemble is
p(havg(xi) = yi) =
∑
j
I(arg max
i
Q(i|xi) = j)P(j|xi) (16)
where I(·) is the indicator function. If h(x) assigns the highest probability to the correct
class for x then the left hand side in Equation 16 equals maxj P(j|x). Let C be the set
of examples where h ranks the class labels according to their true probabilities, i.e. the
relative frequencies of the class predictions follow that of their true probabilities, and
let C ′ be the complement of C. The probability of correct classification overall for the
collection havg is then
ravg =
∫
x∈C
max
j
P(j|x)PX(dx) +
∫
x∈C ′
∑
j
I(hbag(x) = j)P(j|x)
PX(dx). (17)
By averaging the predictions of the ensemble the lower bound on classification accu-
racy is raised provided that for most of the inputs h assigns the relative class frequencies
in their true order. Breiman (1996a) makes the following note "If a predictor is good in the
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sense that it is order-correct [classes correctly ranked] for most inputs x, then aggregation
can transform it into a nearly optimal predictor." It is worth noting that the discussion re-
volves around a predictor that is good and what happens when many such predictors
are averaged together, not around how the predictors should be trained.
2.4.2.2 Bootstrap Aggregation
In addition to showing that averaging predictors can be beneficial Breiman (1996a) pro-
poses to use the bootstrap method (Efron and Tibshirani, 1994) for taking repeated sam-
ples with replacement from the labelled data to create training sets for models in the
ensemble. Each sample is the same size as the original dataset.
Bootstrap resampling is a general method for estimating the parameters of estimators
from an empirical distribution. In the case of sampling training and test data sets it has
the benefit that each new draw is done independently and identically distributed (i.i.d.)
from any previous draws. As the sampling is done with replacement the empirical dis-
tribution does not change between sample draws. The benefit is that for a large number
of sample draws the frequency of any single data point over all the samples is roughly
equal to the frequency of any other data point.
2.4.2.3 Pasting
Breiman (1999) introduced pasting as a way of training model ensembles from datasets
that do not fit into memory. The method uses either uniform sampling (without replace-
ment) to form a large number of small training sets from the original, or alternatively
importance sampling in which instances where an out-of-bag classifier (Breiman, 1996b)
commits errors are preferentially selected. The results show that the importance sam-
pling method produces better results than pure random sampling.
2.4.2.4 Random Subspaces
While bagging and pasting focus on sampling the training instances Ho (1998) intro-
duced a method for sampling features instead of instances. All training instances are
then projected onto the small number of selected features per model, setting the value
of all unselected features to 0. At test time new instances are also projected to the ran-
dom subspace of each model and the predictions are aggregated together based on the
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predicted conditional class probabilities. The authors show a significant improvement in
performance over other decision tree based ensembles on five different datasets.
2.4.2.5 Random Patches
Louppe and Geurts (2012) combine Pasting with Random Subspaces proposing a method
called random patches; their method samples both instances to train new models from
as well as a subspace of features for the sampled instances. Although the method does
not show an improvement in accuracy it does lower the computational costs of building
the individual models while maintaining performance.
The ensemble methods described in this subsection (Boosting, Bagging, Pasting, Ran-
dom Subspaces and Random Patches) are so called meta-algorithms, general purpose
ensembling techniques that can be used with any base estimator or indeed a heteroge-
neous mixture of base estimators. To conclude the discussion on ensemble models the
next subsection briefly covers two algorithms that are specifically related to decision
trees.
2.4.2.6 Random Forests and Extremely Randomized Trees
Random Forests (Breiman, 2001) and Extremely Randomised Trees (Extra Trees) (Geurts,
Ernst, and Wehenkel, 2006) are two ensemble methods specifically designed for decision
trees.
Random Forests combine the idea of bagging (Breiman, 1996a) and Random Sub-
spaces (Ho, 1998) and adapt the techniques to decision trees by modifying the tree
growing algorithm by selecting a random subset of features at each node to split on.
The split value of the random subset is computed using a metric such as information
gain. The method is effective in correcting for overfitting to the training data, a problem
that is common for single decision trees. The predictions of the ensemble are formed
using majority voting, similar to all the other ensemble models.
The Extra Trees algorithm (Geurts, Ernst, and Wehenkel, 2006) extends Random Forests
by randomising also the splitting criteria at each internal node of the tree. Given ran-
domly selected features of randomly selected instances in the current training set, the
split value for each feature under consideration is also randomised instead of computed
using one of the common metrics (Gini, Information Gain).
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section 2.5
Topic Models
This Section is focussed on topic models, an unsupervised method for clustering
words and documents according to word co-occurrence patterns. Topic modelling forms
a central part of this thesis; it is used as the basis for building classifier ensembles in
Chapters 3 and 4.
Various different instantiations of topic models have been proposed but they all have
in common the notion that documents are a mixture of topics10. While documents are
mixtures of topics, topics themselves are modelled as probability distributions over a
vocabulary.
2.5.1 Latent Semantic Analysis
The precursor of topic models was originally developed as a means of performing di-
mensionality reduction that preserves information about the co-occurrences of words
within a document. Dumais et al. (1988) and Deerwester et al. (1990) introduced LSA,
which relies on performing Singular Value Decomposition (SVD) on a sparse document-
term matrix. The work is focussed on reducing the dimensionality and sparsity of the
document space without losing information about the semantic relatedness of terms.
Let M be an m × n document-term matrix denoting the term frequencies in each
document with m documents and n terms. SVD is a matrix factorisation method that
allows decomposing the sparse document term matrix into linearly independent factor
matrices U, V and Σ of dimensionality m×m and n× n and m× n respectively. Σ is a
diagonal matrix containing the singular values, and U and V contain orthonormal basis
vectors on their columns for documents and terms. Many of the singular values in Σ
are small and can be ignored, thus reducing the dimensionality of the representation
without losing the expressiveness of the data. The number of dimensions kept is an
external parameter that needs to be set.
Reducing the dimensions of the document-term matrix to contain fewer terms allowed
Deerwester et al. (1990) to match or improve over a number of previous results in IR.
10 Very early work on LSA (Dumais et al., 1988; Deerwester et al., 1990) does not treat documents as a mixture
of topics, but instead each document is assigned a single topic.
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2.5.2 Probabilistic Latent Semantic Analysis (pLSA)
Hofmann (1999b) and Hofmann (1999a) extends the work on LSA by putting the fac-
tor analysis of document-term matrices in a probabilistic framework. Instead of factor-
ing documents and terms into topics using SVD, probabilistic Latent Semantic Analy-
sis (pLSA) treats documents and words as observed variables in a graphical model and
relates them to each other via a latent topic, one per document (Figure 1).
d z w N
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Figure 1: Plate diagram for Probabilistic Latent Semantic Indexing. Document labels d
and words w are both treated as observed variables linked together via latent
unobserved topic z. There is no natural way of determining the topic mixture
z of unobserved documents as the topic mixtures are directly linked to data
observed during training.
The probability model proposed by pLSA states that a document label and a word in
the document are conditionally independent given some unobserved topic:
P(w,d) = P(d)P(w|d) (18)
p(w|d) =
∑
z∈Z
p(w|z)p(z|d). (19)
The reasoning behind 18 and 19 according to Hofmann (1999b) is "... observation pairs
(d,w) are assumed to be generated independently; this essentially corresponds to the ‘bag-of-
words’ approach . . . the conditional independence assumption is made that conditioned on the
latent class z, words w are generated independently of the specific document identity d".
The inference of a pLSA model requires learning kV + kM parameters, where k is the
number of topics, M the number of documents and V the number of terms. The number
of parameters therefore grows as the size of the text collection grows; in practice this
leads to over-fitting (Popescul et al., 2001; Blei, Ng, and Jordan, 2003). Furthermore as the
joint probability P(d)P(w|d) depends on conditioning the topic mixture of documents
on documents that have been observed the applicability to unseen data is limited: there
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is no natural way in the model to determine the topic mixture of previously unseen data.
This deficiency as well as issues with over fitting was addressed by Blei, Ng, and Jordan
(2003).
2.5.3 Latent Dirichlet Allocation
Blei, Ng, and Jordan (2003) extended pLSA to a Bayesian generative model alleviating
the problem of over fitting. While pLSA treats the word topic probability distributions
as maximum likelihood estimates from data, Latent Dirichlet Allocation (LDA) treats
them as parametrised distributions in a Bayesian framework: topics are multinomial
distributions over the vocabulary and documents are multinomial distributions over
topics (Figure 2).
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Figure 2: Plate diagram for Latent Dirichlet Allocation where only words are observed
variables. The parameters α and β describe Dirichlet distributions that allow
for sampling multinomial document-topic (θ) and word-topic (φ) distributions.
The words w are each sampled from a separate topic distribution.
In LDA the document-topic distribution of each document is a random variable θ ∈
Rk sampled from a Dirichlet distribution with parameters α
p(θ|α) =
Γ(
∑k
i=1αi)∏k
i=1 Γ(αi)
k∏
i=1
θαi−1k (20)
where Γ is defined as the gamma function (W. Olver et al., 2010).
The parameters α can be thought of as prior observations of a topic with a document.
The parameters are typically set to a uniform distribution although other options are
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possible and may be preferable in some circumstances (Wallach, Mimno, and McCallum,
2009).
Given the document-topic distribution θ over k topics each word wi in the document
is regarded as having been generated by one of the k topics. The topics themselves are
multinomial distributions over the vocabulary and have hyper-parameters β.
The probability model for a document can be described in terms of parameters α and
β as
p(w;α,β) =
∫
p(θ|α)
[
N∏
n=1
p(wn|θ,β)
]
dθ. (21)
This model although easy to relate to the probability model of pLSA (Equations 18
and 19) hides some detail as the topic assignments for each document are not explicit;
expanding θ gives
p(w;α,β) =
∫
p(θ|α)
[
N∏
n=1
∑
zn
p(zn|θ)p(wn|zn,β)
]
dθ. (22)
Exact inference of model parameters is not possible, but multiple approximate infer-
ence methods have been proposed including variational Bayes and Gibbs sampling (Blei,
Ng, and Jordan, 2003; Griffiths and Steyvers, 2004; Hoffman, Blei, and Bach, 2010).
Multiple extensions to LDA have been proposed, among them are models that include
a temporal aspect to LDA such as Topics Over Time (Wang and McCallum, 2006) and Dy-
namic Topic Models (Blei and Lafferty, 2006), Pachinko Allocation which aims to capture
correlations between topics (Li and McCallum, 2006) as well as structured topic models
(Wallach, 2006) that make stronger assumptions about word order than the standard
bag-of-words assumption. LDA has also been extended by relaxing the need to define a
fixed a number of topics (Teh et al., 2006) as well as using different parametrisations of
the word-topic distributions and non-parametric models that utilise word embeddings
(Das, Zaheer, and Dyer, 2015; Batmanghelich et al., 2016).
More closely related to the work presented in this thesis are the extensions to LDA that
add the possibility of learning document labels, known as supervised topic models (Blei
and McAuliffe, 2007; Zhu, Ahmed, and Xing, 2012; Li, Ouyang, and Zhou, 2015; Jameel,
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Lam, and Bing, 2015; Lacoste-Julien, Sha, and Jordan, 2008). The next two subsections
cover supervised extensions to LDA and the use of LDA in supervised classification tasks.
2.5.3.1 Supervised Extensions to LDA
Rosen-Zvi et al. (2004) extended LDA to the Author-Topic model (Figure 3a), to al-
low learning not only the co-occurrence of words within documents but also the co-
occurrence of discreet document labels, in this case an author identifier. The model adds
a separate target label for each document determining which authors wrote the doc-
ument. The document has multiple document-topic distributions each one conditioned
on an author. Each author has unique mixture weights for topics describing which topics
the author tends to write about. The authors of a document are not treated as a random
variable.
Blei and McAuliffe (2007) presented supervised Latent Dirichlet Allocation (sLDA) and
provided a more general purpose formalisation of supervised topic models than that of
Rosen-Zvi et al. (2004). The authors formalised supervised topic models as a generative
process that samples a target label, or "response variable", from the topic distribution of
each document (Figure 3b). The response variable is not necessarily a multinomial but
a generalised linear model (McCullagh and Nelder, 1989) which allows flexibility in the
type of response variable used. The authors show that Gaussian and Poisson distributed
response variables have an exact solution and develop a general-purpose approximation
method for response variables that follow other distributions.
Lacoste-Julien, Sha, and Jordan (2008) presented a different formalisation of super-
vised LDA models called Discriminative Latent Dirichlet Allocation (DiscLDA) (Figure
4). In their model the document topic distribution θ is not sampled directly from a
Dirichlet distribution but from a transformed mixture of Dirichlet distributions where
the mixture weights determine the contribution of each target label to the document
topic distribution. Their work turns the model of Blei and McAuliffe (2007) on its head.
Instead of sampling a response variable from the topic distribution of each document,
the document-topic distribution is sampled from a transformed Dirichlet space, where
the transformation is label specific. The aim is to have the document-topic distribution
of documents that belong to the same label resemble one another.
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(b) Supervised LDA (sLDA)
Figure 3: Author-Topic model (Rosen-Zvi et al., 2004) and Supervised LDA (sLDA) (Blei
and McAuliffe, 2007)
Zhu, Ahmed, and Xing (2012) explicitly pointed out the difference between DiscLDA
and sLDA, the former being an upstream supervised LDA model and the latter a down-
stream supervised LDA model. A downstream model is one where the target label is
predicted (generated by) the latent document representations – the document topic dis-
tribution – whereas in an upstream model the document representation is conditioned
on the target label. These two views on how to incorporate the target label are conceptu-
ally very different although lead to similar results in terms of classification performance.
The authors also present their model Maximum entropy discrimination LDA (MedLDA).
The MedLDA model combines a discriminative classifier with a generative model that
does not necessarily need to be LDA. The authors describe a framework for jointly op-
timising the parameters of the generative model and the discriminative classifier under
a constrained optimisation framework. The framework aims to find a trade off between
minimising the negative log likelihood of unlabelled data for the generative model on
one hand and the prediction error of the discriminative classifier on the other. Varia-
tional Bayes methods are used to estimate model parameters, Zhu, Chen, et al. (2013)
later proposed Markov Chain Monte Carlo (MCMC) methods, that improve both time
efficiency and classifier performance for estimating the parameters.
The work of Zhu, Ahmed, and Xing (2012) is interesting as it explicitly acknowledges
that the latent topical representation achieved by maximising the log likelihood of unla-
belled documents is not necessarily appropriate for classification tasks. They also have
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Figure 4: Discriminative LDA. Notice that the causality between the document-topic dis-
tribution (z) and the response variable y is reversed compared to sLDA (Fig-
ure 3b). pi is a prior distribution for the response variable and T is a linear
transformation matrix learned from data using Expectation Maximisation. The
learned matrix is applied to document-topic distributions to allow the topics
to discriminate between different target labels.
an informative discussion about when one should consider using MedLDA compared to
a SVM classifier. Our work presented in Chapters 3 and 4 is similar but looks at the
issue specifically from the point of view of how the topical information can be used
to aid classification, not how the target labels can be used to modify the topic model
parameters.
Ramage et al. (2009) extend the standard LDA model to include known document
labels. The label set of a corpus is mapped one-to-one to the topics of the model, that is,
each topic is constrained to correspond to a single label. Document labels are sampled
from a Bernoulli distribution and these labels restrict the topics that are considered for
sampling the words in the document. Our model presented in Chapter 4 is more flexible
as it allows the document labels to distribute across a number of topics.
Soleimani and Miller (2016) present a semi-supervised multi-label topic model (Multi
Label Topic Model (MLTM)). Under their model each topic is associated with a label
distribution – not a single label – and each sentence in a document is labelled with a
possibly empty set of target labels. The target labels for a sentence are sampled sepa-
rately for each word according to the label distribution associated with the topic that
generated the word in question. This model allows the target labels to distribute across
all topics similar to our work in Chapter 4. The downside of their model is that adding
new labels requires the entire model to be relearned, whereas our model can keep the
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underlying topic model fixed, and only learn the weights between a new label and the
already existing topics. The MLTM model is extended by Soleimani and Miller (2017) to
handle structured data.
2.5.3.2 Topic Models in Classification Tasks
Topic models infer a set of latent topics from a corpus. Each topic in a topic model
is a probability distribution over the vocabulary of the corpus. Given the topics, docu-
ments can be decomposed into a low-dimensional topic vector. This representation of
the document contents has been used in several supervised classification scenarios as
a replacement for the sparse high-dimensional document-term co-occurrence matrix. In
this sub-section we cover the relevant parts of that literature.
One popular method for utilising topic models in classification is to use the topic
model as a dimensionality reduction technique. This technique relies on the topic model’s
ability to produce a low dimensional representation of documents that capture at least
some of the document’s semantics. Chen and Hsieh (2006) apply this methodology to
web page retrieval using LSA extracted features along with other features as input to
an SVM classifier. Zhong and Zou (2011) also use Principal Components Analysis (PCA)
for dimensionality reduction in an ensemble setting of SVMs for web page classification.
These approaches utilise the topic model as a dimensionality reduction technique; our
work is different in that we fold in the topical information in the construction of the
ensemble as opposed to it being the signal to the models.
Mei et al. (2007) present a topic sentiment model to capture relationships between top-
ics and sentiment. The standard LDA mixture model is extended by adding sentiment
specific mixture components. The positive and negative mixture components (multino-
mials) are learned separately and impact the standard k topics of LDA via weight pa-
rameters that are learned from data or set using prior knowledge. The authors make the
same argument as we do that sentiment and topicality are two separate pieces of infor-
mation and one distributes over the other; we additionally argue that the distributive
property depends on what the class labels are.
Lin and He (2009) proposed a joint topic sentiment model based on LDA. The standard
LDA model is extended by adding a document specific sentiment distribution over a
fixed number of sentiment labels. The sentiment labels condition the document-topic
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distribution of each topic. The method is tested on movie reviews and has comparable
performance with standard models such as SVMs.
Xiang and Zhou (2014) use LDA to improve sentiment classification in Twitter by build-
ing a topic based ensemble classifier. The ensemble is built by setting a threshold value
and sub-sampling the training corpus according to that threshold for each topic; a sep-
arate SVM is built for each topic and majority voting is used to produce the final en-
semble predictions. Our method discussed in Chapter 3 is similar to that of Xiang and
Zhou (2014) in that a topic model is used in building the ensemble, however, we use
the topical information directly in the loss function of the SVM and we explore a richer
combination of prediction methods.
Van Canneyt, Claeys, and Dhoedt (2015) used a topic dependent classification model
for sentiment classification on Twitter. Their model uses a universal model trained on
all available data and a topic specific classifier together to perform classification. The
training data for the topic specific classifier is sampled using hashtags as a topic proxy.
The hashtags are clustered using spectral clustering; each resulting cluster represents a
topic. Any document that contains any of the hashtags in a cluster is regarded as being
part of that topic.
Chang, Ratinov, et al. (2008) introduced "Dataless Classification" as a framework where
the target labels are not treated as meaningless indicator variables but as semanti-
cally meaningful labels. The label semantics are learned from world knowledge such
as Wikipedia11 articles. Unseen documents are then embedded in this same semantic
space to perform categorisation. Although the authors do not use LDA to determine the
semantic representation of documents, later modifications of the framework do. Chang,
Ratinov, et al. (2008) learn explicit concept vectors for Wikipedia concepts12 and use
those vectors to perform classification on an unrelated dataset such as 20 Newsgroups13.
The method essentially aims to find correspondences between the Wikipedia pages and
the target domain for categorisation using a nearest neighbours classifier. The dataless
classification paradigm was later expanded by Song and Roth (2014) to hierarchical
problems and Chen, Xia, et al. (2015) developed a model based on LDA to compute the
semantic representations of documents and target labels.
11 https://www.wikipedia.org
12 The concepts translate to page headers in Wikipedia
13 http://qwone.com/∼jason/20Newsgroups/
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The dataless classification paradigm highlights a key point made in this thesis, that
document classification tasks can be divided into two groups based on the relationship
between the target labels and the document content. All of the algorithms in the dataless
classification literature are tested on tasks that require semantic labelling, but the utility
of the semantic representation for tasks that require understanding the propositional
content of a document is never tested.
Both Wang, Chen, and Liu (2016) and Shams and Baraani-Dastjerdi (2017) approach
the task of aspect extraction and classification. This sub-task of sentiment classification is
concerned with extracting aspect keywords under topical constraints; usually the target
domain is product reviews. The research shares a common theme with the work in this
thesis by highlighting the differences between topicality and features that are important
for classification.
2.5.3.3 Evaluating Topic Models
In addition to several extensions to LDA itself, there is a growing body of work for ways
to evaluate the quality of a trained model. As LDA is an unsupervised algorithm it can
be difficult to evaluate if a model is fit for purpose, or if the hyper-parameters have been
set in the best way. A central question is the number of topics that should be inferred.
Perplexity has been frequently used to compare trained topic models as well as for
monitoring convergence during learning. Perplexity is problematic though, as it mea-
sures how well a probability distribution predicts unseen data. Predicting unseen data
well does not mean that the topic model has learnt a good representation of the topical
structure of an unseen corpus (Chang, Boyd-Graber, et al., 2009).
Essentially, the question boils down to what a "good topic model" is. Early approaches
used perplexity, but Chang, Boyd-Graber, et al. (2009) showed this to be a bad metric
as it does not produce models that correspond to human intuition about the topical
relatedness of words, or of topics themselves. This led to research looking for ways to
capture the internal coherence of the topics themselves as well as the coherence of the
topics w.r.t. an external reference corpus.
Alsumait et al. (2009) focussed on the problem of automatically identifying insignifi-
cant and junk topics. Usually a trained topic model has some number of junk topics that
contain idiosyncratic word combinations and insignificant topics that model background
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word distributions. Mimno and Blei (2011) use Bayesian model checking methods to ver-
ify that the model has learnt what is important for the experimenter. Their framework is
formalised as posterior predictive checks which measure aspects of the model posterior.
The problem with this framework is that it requires the experimenter to define what
to check for and is in some sense circular in that the checks easily end up checking
assumptions the topic model itself is built on.
Lau, Newman, and Baldwin (2014) developed automated ways of evaluating the co-
herence of topics. Their methods rely on human evaluation of so called intruder words
within topics, the intuition being that intruding words will be easy to detect from topics
that are coherent but hard to detect from topics that are incoherent.
Recently Morstatter and Liu (2016) proposed new topic model evaluation measures
that extend the work of Lau, Newman, and Baldwin (2014). Specifically, the authors
are interested in measuring the coherence and interpretability of automatically inferred
topics.
Röder, Both, and Hinneburg (2015) synthesised most of the existing research on topic
model evaluation techniques and proposed a unified pipeline that can produce any one
of the previously proposed methods, depending on how parameters are set. The pipeline
contains four stages that compute the coherence of a trained model based on an external
reference corpus.
Finally, an exception to the rule that evaluating topic models is difficult are applica-
tions where an external task can be used as a quality metric. The work presented in this
thesis uses a supervised classification task to measure the quality of the whole classi-
fication pipeline, of which the topic model is a part. We do not, therefore, utilise the
evaluation methods presented above.
section 2.6
Multi-label Learning
In this final Section we review multi-label classification and the typical modifications
that allow standard algorithms to handle the multi-label scenario; while some of the
algorithms presented above can be used in multi-label settings many of them cannot
without modifications. In multi-label classification the set of target labels is not mutually
exclusive, and any number of labels can be applied to an instance. We focus on the main
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approaches to multi-label classification in this Section. Comprehensive reviews on multi-
label classification were recently published by Madjarov et al. (2012) and Galindo and
Ventura (2014).
People are faced with a wealth of information that can easily become overwhelming.
Digital services can help to reduce the information overload and allow users to focus on
information that is interesting or relevant by sorting documents into category structures.
Using such a category structure to label documents is known as Multi-Label Document
Classification. In this task each document is labelled with n of k labels where n is
unknown and can change from document to document. Typically, n is also significantly
less than k. Examples of this application scenario include categorising news (Schapire
and Singer, 2000; Katakis, Tsoumakas, and Vlahavas, 2008), legal text (Loza Mencía and
Fürnkranz, 2008) and indexing medical research (Kakadiaris et al., 2016).
Often, in multi-label document classification scenarios, the category structure is hier-
archical and the categories overlap with each other. Furthermore the categories often
form a hierarchy. For instance, a top level label such as Sport would have sub-labels
Tennis, Football, Icehockey and so on. The category structure can potentially be used as
a rich source of information on how the labels relate to one another, allowing related
labels to "borrow" information from each other in a learned model (Levatic´, Kocev, and
Džeroski, 2015; Cerri, Barros, and Carvalho, 2014). In some cases the category hierarchy
is explicit14 or it can be implicit, such as those in user created taxonomies (Tsoumakas,
Katakis, and Vlahavas, 2008).
2.6.1 Label Set Modifications
A very simple meta algorithm for multi-label classification that can utilise any binary
classifier is the One versus Rest (OvR) classifier ensemble15. This model trains a binary
classifier for every label s ∈ S using all documents that have that label assigned to
them as the learning set for the target class and all documents that do not have the
label as the learning set for the other class. Each trained classifier will decide whether
14 One example of an explicit category structure is the Reuters Corpus Version 1 introduced by Lewis et al.
(2004). The dataset consists of approximately 800000 documents each labelled with a number of topical
category identifiers.
15 The OvR strategy is also known as Binary Relevance.
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their target class should be applied to an unseen test document. The method is efficient
as the number of classifiers needed is equal to the number of classes in the label set,
but is unable to take advantage of the label hierarchy or correlations between labels.
Depending on the application scenario this may not be a problem.
Boutell et al. (2004) propose a number of modifications of the OvR strategy. One pro-
posal is to ignore, either randomly or using a heuristic, all but one of the labels for
all instances that have multiple labels, leaving each instance with just a single label and
turning the problem as a whole into a multi-class one. Alternatively one could ignore all
the multi-label instances in the dataset and only use instances that have a single label; de-
pending on the dataset this technique can result in a significant reduction in the amount
of data available for training, which can have a serious adverse impact on performance.
Finally each combination of multiple labels can be considered itself to be a new label;
a document with the labels Sports and Tennis would get a new label Sports+Tennis. This
approach also would likely suffer from lack of data in many practical applications as the
number of label combinations is of course much larger than the set of all labels while
the number of labelled training instances remains unchanged. Documents labelled with
Sports+Tennis would no longer belong to the training sets of either the Sports or Tennis
labels but exclusively for Sports+Tennis.
Tsoumakas, Katakis, and Vlahavas (2008) present a label transformation method that
builds a tree of labels from the complete label set. A multi-label classifier is trained for
each internal node of the tree, using the union of labels in each sub-tree as the target
labels. Classifiers higher up the tree can be thought of as splitting the label set into coarse
blocks, whereas lower down the tree classifier become ever more refined and distinctive.
Li, Miao, and Pedrycz (2017) present a feature selection and label transformation
method that takes label correlations into account. First the labels are clustered using
k-means clustering, and then a feature selection method based on mutual information
is applied separately to each cluster of labels. The method is tested using the ML-KNN
classifier on a number of different data sets.
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2.6.2 Algorithm Modifications
McCallum (1999) present a generative mixture model for multi-label classification that is
similar to topic models. Each label cj is represented by a distribution over the vocabulary
P(w|cj) : w ∈ V . Each document is generated by a mixture of these labels according to
mixture weights λ.
Schapire and Singer (2000) applied the boosting framework to categorise news text
into 93 different non mutually exclusive categories. They tested two different boosting
algorithms each with a different loss function on the problem and showed their boost-
ing algorithms to be best in class against a number of competitive methods. They also
showed that the problem overall becomes more challenging as the number of classes
increases: the error rate of the best performing model (theirs) doubled as the number
of classes doubled. Al-Salemi, Aziz, and Noah (2015) used LDA with the same boosting
algorithm as Schapire and Singer (2000) and showed that representing the documents
as topic vectors instead of bag-of-words vectors not only decreases the computational
cost but also increases performance.
Zhang and Zhou (2007) present a modification of the KNN classifier for multi-label
data. Unseen test instances are assigned labels based on the label sets of the k near-
est neighbours based on the maximum a-posteriori probability of the label set. This
approach however is problematic for text classification as the original clustering of doc-
uments in the KNN algorithm is normally done using Euclidean distance, which has
been shown to compress the dynamic range of similarity values as the dimensionality
of the feature space increases (Aggarwal, Hinneburg, and Keim, 2001). In practice this
means that the mean similarity of all documents increases as the number of features
increases. Indeed the text categorisation data they use is aggressively downsized cutting
out 98% of the feature space.
Tsoumakas and Vlahavas (2007) present the Random K Labelsets (RAKEL) algorithm
which aims to utilise label correlations during training. Their method builds on the
concept presented by Boutell et al. (2004) of using each distinct label combination as a
separate label, called the label powerset method. The method works by selecting ran-
domly without replacement k labels from the complete set of labels and then building a
binary classifier for each label in that subset of labels. This process is repeated multiple
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times to build an ensemble of multi-label classifiers. Label prediction for new instances
is complicated, and involves each classifier making a binary decision for each label in
the label set the classifier was trained with, then aggregating those decisions over the
entire ensemble and comparing the average per label votes to a user specified threshold.
Rubin et al. (2012) showed that generative topic models can achieve competitive re-
sults in multi-label document categorisation compared to discriminative models. They
present three variants of supervised LDA models (Flat-LDA, Prior-LDA and Dependency-
LDA) that learn word-topic distributions in the context of category labels. Flat-LDA has
the same parametrisation as the Author-Topic model of Rosen-Zvi et al. (2004) but uses
a different data source for learning the document response variable. Prior-LDA extends
Flat-LDA by taking corpus wide label probabilities into account and Dependency-LDA
further extends that by also taking label correlations into account. The correlations are
modelled using another topic model stacked on top of the one modelling word-topic
correlations. The models show competitive results against standard SVM OvR ensem-
bles especially when label correlations are taken into account (Dependency-LDA). Our
results in Chapter 4 are in line with their findings.
Li, Ouyang, and Zhou (2015) present two models similar to those of Rubin et al. (2012):
Frequency LDA (FLDA) and Dependency Frequency LDA (DFLDA). FLDA is designed to
address limited training data and unlike Prior-LDA does not treat the document label
as a random variable sampled from a multinomial but as an observed variable whose
distribution is estimated from training data in maximum a-posteriori fashion. In DFLDA
the document label and topic are coupled together allowing the generative process to
’share’ latent topics that frequently co-occur under co-occurring document labels. The
results for both FLDA and DFLDA are competitive compared to discriminative classifiers
and in line with our results in Chapter 4.
Cerri, Barros, and Carvalho (2014) introduce local Multilayer Perceptron (MLP) for
hierarchical multi-label problems. In their model each level in the label hierarchy gets its
own multi-label classifier. The classifiers are trained sequentially using the predictions
from the previous layer as the input to the next layer. The approach is motivated by deep
learning architectures where consecutive layers in the network get as input the output
of the previous layer.
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Levatic´, Kocev, and Džeroski (2015) perform an analysis of eight different datasets
that have a hierarchical multi-label class structure. The research aims to explore the rela-
tionship between the label hierarchy and different classification models. They find that
while single decision trees do benefit from the label hierarchy information, ensembles
of decision trees do not. In Chapter 4 we show that the label hierarchy can be beneficial
for ensemble models in text classification tasks.
Deep learning methods have in recent years become popular in many classification
tasks. Multi-label classification is no exception. Liu et al. (2017) applied a deep CNN to
a problem they call Extreme Multi-label Text Classification. The classification is extreme
in the sense that the number of possible target labels is very high. In their experiments
the number of labels for the data sets ranged from 103 labels to 670,000. They apply a
standard CNN for text classification to the problem with one memory efficiency modifi-
cation that reduces the number of parameters that need to be kept in memory during
learning. In line with previous research they show that as the number of labels increases
the performance of the algorithm decreases. However, their method is not only able to
scale to all of the data sets, which the best performing comparison methods are not able
to do, but they also beat the state-of-art on five of the six data sets.
2.6.3 Label Dependence
One shortcoming of the commonly used OvR strategy is its insensitivity to label correla-
tions . Dembczynski and Cheng (2010) highlighted two different kinds of label depen-
dencies, conditional and marginal. Marginal, or unconditional, label dependencies are
simply those label correlations that are observed overall in the training data set. They
are unconditional in the sense that the dependence or correlation between the labels is
not conditioned on any specific learning instance. Conditional label dependence on the
other hand is specifically related to an observed instance and relates to the loss function
a learning algorithm uses. Dembczynski and Cheng (2010) also analysed a number of
multi-label algorithms in how they address the label dependency issue.
To capture label dependencies Cheng and Hüllermeier (2009) combines KNN with lo-
gistic regression in a stacking model. They use the labels of neighbouring instances, as
determined by the KNN classifier, as input features to a logistic regression model. This al-
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lows the authors to integrate information about the likelihood of labels for neighbouring
instances in the logistic regression learning process. Their results show that accounting
for label dependencies in the local neighbourhood improves performance on a number
of different data sets. Furthermore, the benefit of their specific method is that the de-
gree to which certain label pairs are dependent on each other is directly encoded in the
regression coefficients of their model.
Read et al. (2011) extended the Binary Relevance method to account for label depen-
dencies. Their reasoning for using Binary Relevance is its linear scaling with respect to
the size of the label space16. They train a chain of binary classifiers where the feature
space of each consecutive classifier in the chain is extended with the true binary labels of
all the previous models in the chain for the training data. This way, the classifiers later
in the chain learn to model specific binary labels as combinations of previous binary
labels and the input instances. This process is obviously sensitive to the order in which
the classifiers in the chain are learned, and thus also the ordering of the labels. Read
et al. (2011) therefore also present an ensemble of classifier chains, where each classifier
chain is trained on randomly ordered labels. Their results indicate that although the en-
semble of classifier chains shows competitive results, they come at a high computational
cost. Further, one interesting aspect that the authors did not explore is the effect of label
hierarchies on the ensemble classifier chain model. It would make sense for instance
to learn the consecutive classifiers based on the hierarchy structure of the labels first
learning the more general labels at the top of the hierarchy and then learning ever more
specific labels further down the hierarchy.
Recently Zhang, Wang, et al. (2018) proposed a deep learning method that explic-
itly accounts for label dependence. They apply a feed-forward neural network to the
problem, but embed both the documents and the hierarchical label space into low-
dimensional spaces. The low dimensional document and label representations are com-
bined during learning in a single loss function. Embedding the labels seems to help as
their results indicate a significant improvement over state-of-the art methods.
16 While Binary Relevance scales linearly w.r.t. label space, methods such as the label powerset scale quadrat-
ically (Boutell et al., 2004; Tsoumakas and Katakis, 2007). This can be extremely problematic in multi-label
classification as the number of categories for many data sets reaches into the thousands.
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2.6.4 Multi-label Classification in Other Domains
While the algorithms presented above are mostly tested on news text, there are many
other multi-label text categorisation tasks. A recent workshop focused exclusively on
the problem of multi-label classification of medical research (Kakadiaris et al., 2016).
The problem is one of assigning relevant keywords to medical research papers so that
those papers can be found easily. The keywords come from a predefined set of classes,
the Medical Subject Headings (MeSH)17, organised in a hierarchy with lower levels of
the hierarchy representing more specific information. The approaches to the BioASQ
workshop range from using Elastic Search18 to create semantic indices (Segura-Bedmar
and Carruana, 2016), applying ranking algorithms (Zavorin, 2016) to model ensembles
(Papagiannopoulou et al., 2016). While the standard Elastic Search indices had high
recall but low precision, the learning to rank method performed well and increased
performance over the baseline MTI system (Mork, Jimeno-Yepes, and Aronson, 2013;
Mork, Aronson, and Demner-Fushman, 2017) which uses a combination of 3rd party
services and machine learning models.
Similar to the MeSH classification hierarchy of medical research, the EUR-Lex19 data
set contains documents about European Union law. The data set contains different kinds
of documents from treaties to case law and legislative proposals and is indexed by nearly
4000 different categories. Loza Mencía and Fürnkranz (2008) tested three different multi-
label algorithms on the EUR-Lex data set. The methods they tested were: Binary Rele-
vance, Multilabel Multiclass Perceptron and Multilabel Pairwise Perceptron. One issue
highlighted by the research is the high computational cost of the Multilabel Pairwise Per-
ceptron; on the roughly 4000 labels of the EUR-Lex data set 8000000 pairwise classifiers
would need to be trained. To address this problem the authors develop a dual formula-
tion of the multilabel pairwise perceptron algorithm that reduces the dependence on the
label space. The algorithms are compare favourably to a relatively weak baseline model:
multi-label Naï Bayes.
Finally, multi-label classification is not limited to the text domain. Levatic´, Kocev, and
Džeroski (2015) give the examples of gene function prediction and ecological community
17 https://www.nlm.nih.gov/mesh/
18 https://www.elastic.co/
19 http://eur-lex.europa.eu/
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structure where multi-label classification problems also rise. Specifically, they focus on
the importance of the label hierarchy in eight different multi-label classification data
sets. Their results indicate that accounting for the hierarchical structure of the label
space improves performance on all the test data sets.
Part II
T O P I C A L E N S E M B L E S
In part I we showed that there are many different kinds of document clas-
sification tasks that, in order to be performed effectively, require different
signals: sentiment analysis requires understanding the propositional content
of documents while document categorisation requires understanding the top-
ical content. These tasks vary in difficulty, and in how the target labels be-
have with respect to the document content. However, the classification signal
provided by the document content can be perturbed by changes in topical
context.
While supervised extensions to topic models and other novel classification
algorithms have been applied to document classification, the methods are
often tested on tasks that require understanding topical, not propositional,
content. In the second part we develop two classifier ensembles based on
topic models, and we test the ensembles on document level sentiment analy-
sis and hierarchical news categorisation tasks.
3
T O P I C A L E N S E M B L E S F O R S E N T I M E N T C L A S S I F I C AT I O N
In this Chapter we look at the task of document level sentiment classification and how
topical diversity affects classifiers at this task. Individual classifiers can struggle with
topically diverse corpora due to document features changing their class association be-
tween topics. We show empirically that topical diversity does cause problems for single
classifiers and develop an ensemble classifier that is sensitive to topical context. The
aim is to improve classification performance in topically rich corpora by extending tra-
ditional discriminative models using a topically biased ensemble.
Consider a document classification task that is performed on a topically rich corpus,
for instance, sentiment analysis of product reviews on a corpus that contains reviews
from different product categories. A machine learning model trained to differentiate
positive from negative sentiment needs to learn a mapping from document features to
target labels. The mapping has to remain consistent over the entire application domain
of the model, but domain dependent inconsistencies have been observed in multiple do-
main adaptation studies (Zhang, Hu, et al., 2015; Turney, 2002; Bollegala, Weir, Carroll,
and Ishizuka, 2010) and certain pairs of domains have been found to be more chal-
lenging than others. In domain adaptation, however, the source and target domains are
known and training data usually only exists for the source domain; we do not make
these assumptions.
The key aspect to consider in the context of this Chapter is the class association of
document features, and changes in that association. Since machine learning models in-
fer a mapping that is based on observed data and we know from previous research that
domain dependent changes exist, our hypothesis is that corpora with rich topical struc-
ture complicate learning a classification model. The question we explore in this Chapter
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is if allowing the classification model to be aware of the topical context of documents
improves performance at a sentiment classification task.
We will now present the topical ensemble used in the rest of this Chapter. The building
blocks for the ensemble are Support Vector Machines (SVM), Latent Dirichlet Allocation
(LDA) and ensemble models. For a description of the building blocks please refer to
Chapter 2.
section 3.1
A Topical Ensemble
So far we have described how changes in topical context can cause problems for single
classifiers and outlined the building blocks for a topical ensemble model. In this Section
we present the topical ensemble.
The topics inferred from natural language documents can be utilised to build an en-
semble for text classification, creating a mixture of topical experts1 instead of a collection
of randomly sampled models. Each local model should capture unique aspects in the
relation between topics, document features and the target labels. Previous research has
shown topically biased ensembles to be effective in sentiment classification on Twitter
data (Xiang and Zhou, 2014); we test our model on user generated product reviews.
The ensemble is designed to capture changes in feature-class associations across top-
ics, by biasing each model in the ensemble to learn from documents that are closely
related to a topic. We do not wish to find the relation between the topical composition
of a document and the class labels, i.e. a mapping from the document-topic distribution
of a document to the class labels. This approach has been used in early work exploring
topic models as a dimensionality reduction technique (see Section 2.5 for a discussion).
Instead, we want to find a mapping from the document contents to the target labels
using the information derived from a topic model as a way to bias individual models in
the ensemble to pay closer attention to specific topics.
We use a standard bag-of-words document representation for training the topic model
as well as the ensemble. The classifiers learn to model the target classes from a bag-
of-words document representation under a specific topical bias; the bias is created by
1 The term "mixture of experts" is used in the neural networks literature to refer to a specific ensemble model
(Jacobs et al., 1991), we use the term in a general sense.
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Figure 5: Training workflow for a topical ensemble. Notice that unlike in previous work
we use the topic weights as additional input for the ensemble training, but they
are not used as the document representation.
setting higher training weights to documents that are closely related to a topic. This
allows the ensemble to model the content of documents under a certain topical bias.
Under the weighted SVM learning paradigm (Equation 9) each training instance can
have a separate weight. The per instance weight is a variable penalty for misclassifying
a training instance; setting the weights for in-topic documents high in relation to out-of-
topic documents the SVM is forced to learn a model that on average makes fewer errors
on the in-topic documents. We use the (scaled) topic weights θik ∈ [0, 1] for the ith docu-
ment and kth topic derived from LDA as the weights. This allows us to create a topically
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weighted discriminative model; training k such models creates a topical ensemble. The
kth SVM in the ensemble is given by the objective function
min
w,ξ
[
1
2
||w||2k +Ck
M∑
i=1
θikξi
]
(23)
such that
yi(w
Txi + b) > 1− ξi, i = 1 . . .N, (24)
ξi > 0, i = 1 . . .N (25)
A crucial aspect of the training procedure is the scale of the instance weights θik.
Low overall weights will cause the learning algorithm to simply minimise the norm
of the coefficient vector. This is a practical concern as the document-topic probability
distribution typically contains only a few entries above 0.01. We will elaborate on the
issue of scaling the learning weights in Section 3.5.2 later in this Chapter.
Ensemble predictions are produced either by unweighted majority voting or by taking
the topic proportions of test data into account. Since each model in the ensemble is a
topical expert, it makes sense to use the topical information not only during the learning
phase but also in producing the final ensemble predictions. Weighted majority voting
allows each classifier to participate in the prediction of the final label proportional to
how well the classifier knows the topic of a document. We analyse the impact of different
prediction methods in Sections 3.5.1.1 and 3.5.1.2.
Finally, we test a number of different parameters for the number of topics. Since the
ensemble classifier as a whole is evaluated on a classification task, the quality of the topic
model can be linked to the classification metrics. Topic models that increase performance
at the classification task are better than those that do not.
3.1.1 Closely Related Models
Our work is similar to that of Xiang and Zhou (2014). They train a topical ensemble
to perform sentiment analysis on social media data. Similar to our model they use the
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topical information to inform training data selection for each topically biased model in
the ensemble and use a bag-of-words document representation together with a num-
ber of hand crafted features to train the ensemble. The crucial difference between their
model and ours is that we integrate the document-topic weights into the objective func-
tion of the models used in the ensemble. In their work the document-topic probabilities
are used to create discrete sub-samples of training data. The closest comparable setting
in our case is the unweighted majority voting ensemble (see Sections 3.4 and 3.5.1.1)
although even in this setting our ensemble is trained with "soft" topical cluster assign-
ments. Finally, their method is only tested on social media posts, but in Section 3.6.2.1
we compare our method of training the ensemble with theirs.
In Tables 1a and 1b we provide the results from a number of studies that also perform
sentiment analysis on Amazon product reviews along with our results for a sample of
the data sets we have used. Please note that the results in Tables 1a and 1b use different
data samples and are not directly comparable with each other. The results in Table 1b
are obtained by training our models with the same number of labelled instances as for
the comparison results. However, as we do not perform domain adaptation the training
sets for our method contain data from both of the marked categories. This is not the case
for the results in Table 1a where the methods are tested on out-of-domain data. Finally,
Table 1b also lists the results for the closest ensemble method (Xiang and Zhou, 2014)
on our datasets.
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Accuracy
Book DVD Electronics Kitchen
Support Vector Machine 0.70 0.70 0.75 0.77
SCL (Blitzer, Dredze, and Pereira, 2007) 0.76 0.76 0.82 0.85
SFA (Pan et al., 2010) 0.77 0.77 0.82 0.85
SST (Bollegala, Weir, and Carroll, 2011) 0.77 0.79 0.84 0.85
DSSC (Wu, Huang, and Yuan, 2017) 0.79 0.81 0.85 0.87
(a) Sentiment classification performance (accuracy) of other methods on Amazon product re-
views. The metric reported on each column are obtained by training a model on the other
three domain and testing the trained model on the domain the column is labelled with. The
numbers reported are for reference only and are not comparable with the reported metrics
from our method due to different data samples.
Accuracy
I II III IV
Support Vector Machine 0.87 0.88 0.87 0.86
Weighted Binary Ensemble (ours) 0.88 0.88 0.87 0.87
Topic Weighted Ensemble (ours) 0.87 0.88 0.87 0.86
Discrete Ensemble (Xiang and Zhou, 2014) 0.76 0.79 0.81 0.78
(b) Accuracy of our method on a selection of the category pairs and an even data sample (Table
3a). Our method is trained using the same number of training instances as the methods in
Table 1a. The category pairs displayed in the Table are as follows:
– I Books - Cell Phones and Accessories
– II Home & Kitchen - Office Products
– III Home & Kitchen - Baby
– IV Baby - Digital Music
section 3.2
Datasets - Amazon Product Reviews
In this Section we present the data sets we used in all our experiments. The data sets
are samples from the Amazon Product Reviews corpus (He and McAuley, 2016)2. The
original data set consists of approximately 80 million user submitted product reviews in
24 different product categories. Each review is associated with a sentiment score from 1
to 5 with respect to the product being reviewed, 1 being the lowest (most negative) and
5 being the highest (most positive). Although the sentiment score is associated with the
product review, there are cases where the review and the user provided rating is about
the seller or logistics company, not about the product itself. We have not estimated what
2 http://jmcauley.ucsd.edu/data/amazon/
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proportion of reviews fall into this category. A category breakdown of the Amazon
Product Reviews Corpus is given in Table 2; for most categories the positive reviews are
the majority class. In the table we have rated reviews with 4 or more stars as positive,
reviews with 2 or fewer stars as negative and anything in between as neutral.
Category Negative Neutral Positive Total
Books 2, 099, 427 1, 924, 880 18, 525, 677 22, 549, 984
Electronics 1, 359, 660 633, 771 5, 840, 735 7, 834, 166
Clothing Shoes and Jewelry 750, 635 574, 871 4, 426, 948 5, 752, 454
Movies and TV 575, 260 417, 171 3, 635, 699 4, 628, 130
Home and Kitchen 661, 374 345, 484 3, 253, 323 4, 260, 181
CDs and Vinyl 295, 122 266, 605 3, 216, 567 3, 778, 294
Cell Phones and Accessories 755, 501 351, 749 2, 345, 472 3, 452, 722
Sports and Outdoors 417, 457 278, 392 2, 575, 768 3, 271, 617
Kindle Store 316, 303 306, 928 2, 582, 880 3, 206, 111
Health and Personal Care 464, 804 242, 051 2, 281, 689 2, 988, 544
Apps for Android 428, 376 253, 679 1, 957, 246 2, 639, 301
Toys and Games 308, 986 194, 057 1, 751, 464 2, 254, 507
Beauty 297, 220 170, 060 1, 559, 663 2, 026, 943
Tools and Home Improvement 280, 696 153, 309 1, 494, 197 1, 928, 202
Automotive 186, 450 103, 920 1, 084, 605 1, 374, 975
Video Games 230, 848 124, 589 972, 388 1, 327, 825
Grocery and Gourmet Food 165, 108 97, 468 1, 041, 818 1, 304, 394
Office Products 230, 733 99, 287 915, 352 1, 245, 372
Pet Supplies 192, 524 105, 072 940, 930 1, 238, 526
Patio Lawn and Garden 177, 285 80, 932 736, 067 994, 284
Baby 133, 450 83, 019 700, 300 916, 769
Digital Music 50, 124 41, 548 747, 967 839, 639
Amazon Instant Video 60, 444 41, 243 484, 165 585, 852
Musical Instruments 57, 624 38, 576 404, 587 500, 787
Table 2: Document counts for each sentiment class for the 24 categories in the Amazon
Product Reviews dataset. Negative documents have a sentiment rating 6 2, pos-
itive documents > 4 and those in between are neutral.
To create the data sets for our experiments we first removed all documents with a
sentiment score between 2 and 4, thus leaving only positive (score > 4) and negative
(score 6 2) reviews. Using this set of positive and negative reviews we divided the
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categories into pairs and ranked all pairs according to a vocabulary agreement metric
(see Section 3.2.1). The metric quantifies how well a feature’s class association agrees
with a target class across two topics. Section 3.2.1 describes the metric in detail.
We computed the agreement for all 276 topic pairs3 and selected a representative sam-
ple of 8 pairs, 4 with high agreement and 4 with low agreement. The agreement metric
was computed using all terms that occur in 5 or more documents in both categories; the
probabilities were measured on the word level. The 8 category pairs were then sampled
to create the final classification data sets. The aim is to test how the topical ensemble
behaves when the distribution of topics and target classes changes. We therefore cre-
ated six data splits, each 10000 documents in total, varying both the category and class
balance in each. The splits are summarised in Table 3.
The splits were specifically selected to allow testing for differences in the performance
of the topical ensemble compared to the baseline single SVM. As the single SVM explic-
itly models the class split of the data and only implicitly the category split of the data
(through the coefficient vector), the topical ensemble should gain an advantage when the
class balance starts to change between the categories (Tables 3c through 3f). In Section
3.6.1 we analyse in detail how the baseline method behaves in terms of the data splits.
3.2.1 Vocabulary Agreement
We now describe the vocabulary agreement metric we used to select the category pairs
for the experiments. Vocabulary agreement is a measure for the difference in class as-
sociation of a word type between two topics. In general, we would like the agreement
measure to be positive when a word type’s class association remains the same between
topics, and we would like the measure to be negative if a word type’s class association
is different between topics.
We first determine which class a word type is associated with in the context of a
single topic, such that the sign signifies association with the positive or negative class
and the magnitude signifies the strength of association. Notice that typical feature selec-
tion metrics, such as χ2, rank word types based on their discriminative power between
3 The Amazon Product Reviews corpus contains 24 categories which produce 276 unique category pairs.
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(a) 2500-2500 / 2500-2500
Class
positive negative
Books 2500 2500
C
at
eg
or
y
Pet Supplies 2500 2500
(b) 500-500 / 4500-4500
Class
positive negative
Movies and TV 500 500
C
at
eg
or
y
Pet Supplies 4500 4500
(c) 500-4500 / 4500-500
Class
positive negative
Movies and TV 500 4500
C
at
eg
or
y
Pet Supplies 4500 500
(d) 4500-500 / 4500-500
Class
positive negative
Movies and TV 4500 500
C
at
eg
or
y
Pet Supplies 4500 500
(e) 500-1000 / 8000-500
Class
positive negative
Movies and TV 500 1000
C
at
eg
or
y
Pet Supplies 8000 500
(f) 8000-1000 / 250-750
Class
positive negative
Movies and TV 8000 1000
C
at
eg
or
y
Pet Supplies 250 750
Table 3: Different splits of data sampled from the Amazon Product Reviews dataset. The
splits are created in such a way that each split tests specific aspects in the ensem-
ble. Split (3a) is a baseline condition where both the categories and the classes
are balanced. In (3b) the classes are balanced but the categories are imbalanced.
In (3c) the categories and classes are balanced overall but the class distribution
is flipped between the two categories. In (3d) categories are balanced but the
classes have a large imbalance. Splits (3e) and (3f) should best reflect real world
data sets where both the categories and the classes are imbalanced.
two classes, but the metrics do not tell which class each word type is associated with.
Knowing the class association is crucial for our purposes.
The agreement measure is based on PMI which for two words wi and wj is defined
as log p(wi,wj)p(wi)p(wj) , where p(wi,wj) is the joint probability of seeing words wi and wj
together and p(wi) and p(wj) are the marginal probabilities of seeing the ith (jth) word.
PMI measures the independence of two random variables: if two words wi and wj occur
independently of each other their PMI value will be 0; if the words only occur together
– they are perfectly correlated – then p(wi) = p(wj) = p(wi,wj) and PMI is positive.
In general, PMI is positive if the words occur together more than one would expect by
chance p(wi,pj) > p(wi)p(wj) and negative otherwise.
We can change PMI such that it measures the association of a word with a class label
by setting PMI(wi,y+) = log
p(wi,y+)
p(wi)p(y+)
, where the marginal probability of the positive
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sentiment class (p(y+) = p(y = 1)) can be measured on the word level as the ratio
between the number of word occurrences in documents of positive sentiment and the
number of word occurrences overall4. This allows us to identify words that have a strong
positive or negative correlation with a class.
As noted before, in order to determine which class a word type is associated with
we would like to have a metric whose sign signifies the direction of association and
magnitude the strength of association. We can achieve this by measuring the difference
in correlations between the positive and negative classes: PMI(wi,y+) − PMI(wi,y−).
We will denote this as δPMI(wi,y±). The value is close to 0 for words that rarely co-occur
with either class – infrequent words – and for words that are strongly correlated with
both classes, for instance, stop words. Large positive values indicate a strong correlation
with the positive class and large negative values indicate a strong correlation with the
negative class.
Adding an indicator for a corpus allows us to identify which data set the words come
from. Let δt0PMI(wi,y
±) denote the agreement of word wi from topic t0. We can now
measure the agreement of words W between two topics t0 and t1 as
agreement(t0, t1,W) =
1
|W|
|W|∑
i=1
δt0PMI(wi,y
±)δt1PMI(wi,y
±) (26)
For individual word types that do not differ in their class association between the
topics agreement(t0, t1,wi) will be positive and for those that do it will be negative.
Overall, the lower the agreement value the more word types there are that differ in their
class association across topical contexts.
A potential issue in using PMI as the base for the vocabulary agreement measure is its
sensitivity to word frequencies. Rewriting the formula for PMI we get log p(wi,wj)p(wi)p(wj) =
log p(wi|wj)p(wi) . The usual concern is that changes in word frequencies will have an un-
desired effect on the resulting PMI scores. For two words that are perfectly correlated
p(wi|wj) = p(wj|wi) = 1 and PMI(wi,wj) = log 1p(wi) , words that frequent and have a
high probability are down weighted in the PMI calculation. The issue could be addressed
by using a normalised PMI measure (Bouma, 2009) or by accounting for term frequencies
4 p(y+) can also be measured on the document level using only document counts instead of word counts.
All probabilities were estimated on the word level.
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in some other manner. However, we did not find this to be an issue in practice and have
therefore not explored alternative methods for computing the agreement measure.
section 3.3
Evaluation
Before describing the results from our experiments we describe the evaluation metrics
we use. As there are a number of different data splits with varying degrees of class
imbalance, measures such as accuracy are undesirable as they makes comparisons across
different data splits difficult. Accuracy does not account for class imbalance, and can
give good results for one-class predictors so long as that one class is the majority class
in the data set. As this is the case for a number of data sets we use a metric that remains
coherent when there are changes in class balance: Matthew’s Correlation Coefficient
(MCC). We also use Precision, Recall and F1-score in a number of scenarios to compare
the models.
MCC (Matthews, 1975) is a metric used in binary classification scenarios that measure
the agreement of predicted labels with true labels. The metric is defined as
MCC =
TP× TN− FP× FN√
(TP+ FP)(TP+ FN)(TN+ FP)(TN+ FN)
(27)
where TP is true positives, FP is false positives, TN is true negatives and FN is false
negatives.
MCC is related to the χ2-statistic and can also be defined as |MCC| =
√
χ2/N where
N is the number documents. MCC takes values in the interval [−1, 1], with zero being a
completely random predictor, 1 being perfect prediction and -1 representing complete
disagreement between predicted and true labels. The benefit of MCC over metrics like
Precision or Recall is that it accounts for predictions made on both the positive and
negative classes. It is therefore well suited for situations where class imbalances exist,
such as those presented later in this Chapter.
Table 4 shows these evaluation metrics for a single SVM trained on 80% of the data
for one category pair and all the different data splits. It is clear that Accuracy does not
properly reflect the model’s performance as a very substantial change in Recall, from
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0.39 (4500-500 / 4500-500) to 0.91 (500-4500 / 4500-500), still yields an accuracy of 0.91
for both cases. In the latter data set there are 5000 documents in both classes, whereas
in the former there is a large class imbalance with 9000 positive documents against 1000
negative documents. In the former case the classifier is over predicting the positive class,
but this unwanted behaviour is not captured by Accuracy.
Similarly, we do not use Area Under the ROC Curve (AUC) as this metric has been
shown to be incoherent due to its link with predicted class probabilities. The area under
the Receiver Operating Characteristic (a graph showing false positive rate against the
true positive rate) (ROC) curve is dependent on the tradeoff a particular model makes
between the true positive rate and the false positive rate (Hanley and McNeil, 1982). The
tradeoff is a reflection of the relative misclassification costs the classifier has determined
from the training data set. Clearly, the relative misclassification costs between the classes
are a feature of the problem itself, not something a classifier should learn from data.
More problematically, AUC is using different measures to compare models with each
other (Hand and Anagnostopoulos, 2013; Hand, 2009).
Finally, we note the large variation in performance across different topical splits of
the data (Table 4). The single SVM performs best when the topical split is aligned with
the class split (data set (c)) and worst when a minority class distributes over the two
categories (data set (d)). We will return to this issue in Section 3.6.1.
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Movies and TV - Pet Supplies
ID Sample Size MCC Accuracy Precision Recall F1
(a) 2500-2500 /
2500-2500
0.64 0.82 0.81 0.83 0.82
(b) 500-500 /
4500-4500
0.63 0.81 0.82 0.81 0.81
(c) 500-4500 /
4500-500
0.82 0.91 0.91 0.91 0.91
(d) 4500-500 /
4500-500
0.44 0.91 0.62 0.38 0.47
(e) 500-1000 /
8000-500
0.66 0.92 0.80 0.62 0.70
(f) 8000-1000 /
250-750
0.61 0.89 0.74 0.61 0.67
Table 4: Five different evaluation metrics for the single SVM classifier on different data
splits for the Movies and TV vs. Pet Supplies category pair. Each sample contains
10000 documents in total with varying class and category imbalances. Accuracy
is a bad evaluation metric as substantial changes in Precision and Recall are not
reflected in Accuracy as the class imbalance of the dataset changes.
section 3.4
Experimental Methodology
Before presenting our empirical work with the topical ensemble we describe the ex-
perimental methodology used.
data preprocessing The initial six data splits (Table 3) are created by sampling
uniformly at random per category label from the Amazon corpus. Each of the splits is
sampled independently of any other. After sampling the documents for both categories
in each split, the documents are tokenised and lemmatised5 filtering out email addresses,
url links, punctuation and stopwords (Stone, Dennis, and Kwantes, 2010). Finally, we
restrict the vocabulary to contain only those items that occur in less than 75% of the
documents.
training / test data splits For each of the six data splits we take 50 strati-
fied random samples from the complete data set to create training, test and evaluation
sets. We set the random seed to 983475. The samples are split 80/20 into training/test
5 Tokenisation and lemmatisation is performed using the english language models in spaCy. For a detailed
list of the software versions used please see Appendix F.
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and hold-out evaluation data. All hyper-parameter optimisation is performed on the
training/test data using 10-fold cross validation (90/10 training/test split). All reported
performance metrics are measured on the hold-out evaluation data. The training data
splits are used to train the ensemble models only, the topic models are trained on a
separate data sample of similar size sampled using the same procedure, but ensuring
that the document identities differ between the ensemble training and evaluation data
and the topic model’s training data.
topic model training For each of the six data sets we train one topic model
on a sample of 10000 documents. We trained a separate topic model from each product
category pair ensuring that the training data for LDA is separate from the training or
evaluation data of the ensemble classifiers. This is to ensure that the topic model does
not inadvertently leak any information about the ensemble’s evaluation data beyond
that of the intended topical information. The single topic model for each data set is
cached and used for all train/test samples during the ensemble training.
ensemble training For the ensemble models we test a number of different set-
tings. Each parameter setting is trained and evaluated 25 times and the average perfor-
mance metrics on hold-out data are reported. We compare the topical ensemble(s) to
a strong baseline model and to an oracle that has access to the true product category
assignments of the reviews. We test two variants of the topical ensemble: an unweighted
majority voting ensemble and a weighted majority voting ensemble. The SVM penalty
parameter C was optimised separately for each model and each training split in the en-
semble using 10-fold cross validation. We also include a sanity check 1-topic case where
the topic model outputs a unit vector of topic weights for all documents. Since the per
instance training weights are all set to a unit vector the results should be identical to
those of the single SVM baseline. The number of topics was varied between 2 (the true
number of product categories) and 40.
ensemble predictions Once the classifier ensemble has been trained there are
at least two ways of producing predictions with it for unseen data: unweighted and
weighted majority voting. Unweighted majority voting, or simply majority voting, is
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a common ensemble prediction method. This method involves each classifier giving a
binary prediction for the class label of a test document and the final ensemble predic-
tion being the class that received the most votes. Weighted majority voting uses the
topic model weights for the test data when aggregating the ensemble predictions. Each
classifier’s binary prediction is weighted by the document-topic probability of the corre-
sponding topic for that document.
section 3.5
Experiments - Balanced Categories and Classes
The previous Sections detailed the building blocks of a topical ensemble, how we
have used those building blocks to create the topical ensembles, the data sets we use for
experimentation and the metrics we use to compare the models. This Section and the
ones following present experimental results analysing the performance of the topical
ensemble.
We focus the analysis first on a single sub-sampled data set where the classes and
product categories are balanced (Table 3a). The data set contains equal amounts of data
for each of the two product categories and an equal amount of data for each class
within those categories. We start with this simplified data set to establish a performance
baseline for the task overall, and to flesh out details of how the ensemble predictions are
formed (Subsections 3.5.1.1, 3.5.1.2 and 3.5.1.3) as well as issues regarding the training
of individual models in the ensemble, specifically how the scale of the training weights
impacts performance (Subsection 3.5.2).
3.5.1 Baseline Performance
In this Subsection we analyse the performance of the topical ensemble against the base-
line and the Oracle model. Overall, the results in Table 5 show that the framework works
as expected: the 1-topic sanity check case equals the performance of the single SVM. The
unweighted majority voting ensemble suffers when there are very few topics, whereas
the weighted majority voting ensemble suffers when there are too many topics. The
last column in Table 5 shows the oracle model which performs unexpectedly badly. The
following three sub sections expand on these observations.
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SVM LDA+SVM
Vote Aggregation 0/1 θ †
Topics
1 0.675 0.675 0.675
2 0.655∗ 0.675 0.624∗∗
3 0.662∗ 0.670
4 0.658∗ 0.666∗
5 0.665∗ 0.666∗
6 0.664∗ 0.662∗
8 0.667∗ 0.662∗
10 0.667∗ 0.659∗
20 0.667∗ 0.657∗
30 0.665∗ 0.652∗
40 0.664∗ 0.652∗
Table 5: Matthews Correlation Coefficient of the topical ensemble against a single SVM
and an oracle. Results marked with ∗ are significantly different at the 5% level
(McNemar’s test, p-value < 0.05). The topic model variants are based on the
way in which the ensemble votes are aggregated: 0/1 uses a simple unweighted
majority and θ uses a majority vote weighted based on the document topic
proportions of test documents. The last column (†) is an oracle model that has
access to the gold-standard category information. The 1 topic case is a sanity
check to make sure the software implementation works correctly. There is no
difference between the models in the 1 topic case.
3.5.1.1 Unweighted Majority Voting
The unweighted majority voting ensemble is conceptually closest to a traditional bag-
ging based ensemble model. The ensemble is trained using the topic model derived
weights, but those weights are not used at prediction time. Instead, the binary predic-
tions from the models in the ensemble are combined and the majority class vote is taken
as the ensemble’s final prediction.
The unweighted majority voting ensemble under performs the single SVM by between
1− 2%-points depending on topic model size. Very small ensembles (2-4 topics) perform
worse than larger 10 to 20 topic ones, although the larger ensembles still clearly under
perform the single model.
This raises a question regarding the source of errors: one possibility is that the en-
semble predictions are tied between the two classes and the final prediction becomes a
random choice. Alternatively, since the topic weights are not used during prediction the
topical expertise of each model is not accounted for. "Topical experts" in the ensemble
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could therefore be out-voted by models that do not understand the topical composition
of a test document. We will return to these issues later in Section 3.5.1.4.
3.5.1.2 Weighted Majority Voting
The weighted majority voting ensemble uses the topic model derived instance weights
also during prediction not just during training. The binary class predictions of each
topical classifier are turned into scalar votes using the document-topic proportion of a
test document as the vote magnitude. The votes for each class are then aggregated and
the class with the highest vote weight becomes the final prediction.
The topic weighted majority voting matches the performance of the single model for
small topic models, but the performance degrades as the number of topics increases.
This is due to the document topic proportions thinning out as the number of topics
increase: the training data weights become lower on average (see Figure 6) and the
classifiers are learning from ever fewer data points (see Section 3.5.2). Similarly the
document topic weights for the test data are spread out across more topics for larger
topic models, and are on average lower for a randomly selected topic resulting in an
increased number of tied predictions as can be seen in Figure 7 (cyan dotted line).
3.5.1.3 Oracle
Finally, we note the relatively poor performance of the oracle model, the final column
in Table 5. This model has access to the gold standard product category assignments for
each document and the oracle performance should give an indication of how well the
ensemble can be expected to perform if the underlying topic model did a perfect job at
separating the two product categories. However, the oracle is much worse than either of
the ensemble versions.
This discrepancy is due to the training data weights. In our instantiation of the ensem-
ble training, the weights are used to inform the learning algorithm how much attention
to pay to each learning instance. In the case of the oracle these weights are either 1 or
0 for in-category and out-of-category documents respectively. In other words, the oracle
does not pay any attention to errors committed on the out-of-category data. For the bal-
anced dataset (Table 3a) this means that each of the two classifiers in the ensemble learn
from only that half of the training data which corresponds to its product category. Ide-
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Figure 6: Average maximum document topic weight across the ensemble with the 95%
confidence interval. When the max weight drops below 0.5 a single "expert"
model can be out-voted by the rest of the ensemble when using weighted
majority voting.
ally, the model would not ignore errors on out-of-category data but instead simply pay
more attention to errors on in-category data. This can be achieved by changing the scale
of the learning weights from the range [0, 1] to a range that starts from 1 (see Section
3.5.2).
3.5.1.4 Tied Predictions and Errors Committed by the Ensembles
We return now to the issue of where the unweighted and weighted ensembles commit
errors and why. Recall that the unweighted ensemble commits fewer errors as the size
of the ensemble grows but the weighted ensemble has the opposite behaviour. This is
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clear from Figure 7 which also shows that the number of errors grows faster than the
number of tied predictions. Tied predictions are ones where the class votes split evenly
between the two classes. We defined an even split for the unweighted ensemble to be
cases where the vote difference is less than two, and for the weighted ensemble cases
where the difference is less than 0.15. This allows us to treat ensembles with an even or
odd number of models equally. We set the threshold empirically such that if less than
two thirds of the overall ensemble vote weight is on one class the prediction is tied.
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Figure 7: Average number of errors committed by the two ensemble model variants us-
ing unscaled LDA document-topic proportions. The number of tied predictions
and the number of errors due to tied predictions are displayed as dotted and
dash-dotted lines respectively, the unweighted ensemble is shown in magenta
and the weighted ensemble in cyan. Total size of the test set is 2000 documents,
giving an error rate of approximately 17% on the balanced dataset (Table 3a).
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For the weighted ensemble the number of errors grows faster than the number of tied
errors suggesting that the weighted voting is working correctly: models contribute to the
final class prediction proportional to their expertise about the topic of a test document.
However, the weighted ensemble commits more errors on all ensemble sizes above 8
compared to the unweighted ensemble.
Resolving tied predictions might offer a good way of improving the performance of
both ensembles, but as the proportion of errors out of all tied predictions is approx-
imately 50%, it is not clear that resolving the tied predictions would improve the en-
semble’s performance as the correct tied predictions would also get resolved, likely
introducing new errors.
3.5.2 Scale of Learning Weights
The previous Section showed that the topical ensemble works as intended, but the oracle
performance highlighted an issue in the scale of the learning weights, a crucial aspect in
building the ensemble. As the instance weight is part of the objective function (Equation
23) of the classifier, very low weights overall will cause the learning algorithm to simply
minimise the norm of the coefficient vector. Since the output of the topic model for each
document is a sparse topical encoding with most values close to 0, using the topic model
output as is can lead to under fitting the models.
For a large topic model most of the topic proportions are typically close to zero, which,
if given to the learning algorithm as is, will cause the algorithm to heavily discount
errors on those documents in the training set and focus on minimising ||w||2, the norm of
the coefficient vector. The result of this can be seen in Table 5. Both the unweighted and
weighted ensembles under-perform the baseline single SVM. Furthermore, the oracle
ensemble is significantly worse than all three other models. The oracle has exactly two
classifiers, matching the true number of product categories. Each classifier in the oracle
ensemble has seen all of the training data, but, due to the binary weights, in optimising
the objective function the models have accounted for errors committed on only half the
data.
This problem is exacerbated by increasing the number of topics as the topic distribu-
tions become ever thinner. A topically biased SVM will on average have seen less data
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during training than a single SVM trained with the whole unweighted corpus. The prob-
lem can be addressed by adjusting the dynamic range of the learning instance weights.
The absolute scale of the weights does not matter as optimising the overall C parameter
will account for any uniform changes, but the relative scale between all the instance
weights does matter. The scaling can be a simple linear transformation of the weights
into a new range.
In this Subsection we present results from experiments where we changed the scale
of the learning weights. We tested a number of different scales for in-topic and out-
out-topic documents, including [0, 1], [0, 2], [1, 2] and [1, 4]. A scale of [0, 1] is a baseline
condition where the document topic probabilities are scaled between 0 and 1, i.e. not
changed. A scale of [0, 2] slightly modifies the baseline condition to make errors on
documents that have a high document topic probability twice as costly without changing
the cost of errors on out-of-topic data. In the cases where the lower end of the scale is
1 or more the classifiers will learn from the same amount of the data as the baseline
model, but will weight errors on in-topic data higher than those committed on out-of-
topic documents.
Note that although the dynamic range of [1, 2] is the same as that of [0, 1] the two
scales are not the same. Specifically, they differ in how errors on out-of-topic documents
are treated: the former places the same importance on errors committed on out-of-topic
documents as a vanilla SVM would, whereas the latter weight scaling causes the topical
SVM to down weight errors on out-of-topic documents relative to the baseline SVM
classifier. The results are summarised in Table 6 (the full set of results is displayed in
Table 23 in the Appendix).
Overall, we find that the range of the training weights has a significant impact (p <
0.05, McNemar’s test) on the ensemble’s performance, especially when the size of the
ensemble grows (Table 6). The negative impact of increasing the topic model size for the
weighted majority voting model is mitigated and in some cases reversed by changing
the scale of the training weights. Note that this experiment did not change the weights
used during prediction; those are still the unscaled document-topic weights from the
topic model.
It is noteworthy that the performance of the weighted 20 topic model jumps from
0.667 to 0.680 (p < 0.05, McNemar’s test) simply by changing the scale of the training
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SVM LDA+SVM
Vote Aggregation 0/1 θ †
Topics Weight Scaling
1 0.675 0.675 0.675
2 [0, 1] 0.655 0.675 0.624
[0, 2] 0.654 0.674 0.622
[1, 4] 0.671∗ 0.678 0.666
[2, 3] 0.675∗ 0.676 0.675
5 [0, 1] 0.665 0.666
[0, 2] 0.664 0.664
[1, 4] 0.676∗ 0.677∗
[2, 3] 0.678∗ 0.676∗
10 [0, 1] 0.667 0.659
[0, 2] 0.666 0.660
[1, 4] 0.679∗ 0.678∗
[2, 3] 0.678∗ 0.677∗
20 [0, 1] 0.667 0.657
[0, 2] 0.666 0.656
[1, 4] 0.679∗ 0.680∗
[2, 3] 0.678∗ 0.677∗
Table 6: Matthew’s Correlation Coefficient for the balanced data set ((a) 2500-2500 /
2500-2500). The weight scale settings that are significantly better than the [0/1]
weight scaling for the corresponding model settings are marked with a super-
script * (p < 0.05, McNemar’s test.)
weights from raw topic model output to [1, 4]. In the latter case each of the 20 models is
using all the training data available but is biasing the training data to documents closely
related to the topic by a factor of 4.
The benefit of scaling the learning weights is clear from the performance improvement
of the ensemble models compared to their non-weighted (weight scale [0/1]) counter-
parts. There is however only a small improvement in Matthew’s Correlation Coefficient
(MCC) from 0.675 to 0.680 for the 20 topic model with training weight scale of [1, 4]
compared to the single SVM. This improvement is not statistically significant at the 5%
level (p= 0.14, McNemar’s test).
3.5.2.1 Error Analysis
An error comparison between the ensemble and the single SVM shows that the 2 models
have a slight difference in their respective error profiles. Although most of the errors
are committed on the same documents, 11% to 12% of the errors are unique to either
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model (Table 7). This suggests that further performance improvements could be made
by combining the predictions of the single SVM with those of the ensemble. In the best
case scenario those 11% of errors could be reduced such that only the common errors
remain (column 00 in Table 7), but identifying how to combine the predictions of the
models is a challenge.
00 01 10 11
Topics Weight Scale
2 [0, 1] 261.8 63.3 63.6 1611.3
[1, 4] 275.1 49.9 47.1 1627.8
4 [0, 1] 252.3 72.7 81.7 1593.2
[1, 4] 276.1 49.0 47.0 1627.9
10 [0, 1] 248.9 76.2 92.1 1582.9
[1, 4] 281.9 43.1 40.4 1634.5
20 [0, 1] 244.9 80.1 98.2 1576.7
[1, 4] 284.9 40.1 35.4 1639.6
Table 7: Average agreement in numbers of documents for predictions between SVM and
weighted ensemble. The columns are: 00 number of documents where both mod-
els made an error, 01 number of documents where only SVM made an error, 10
number of documents where only the ensemble made an error and 11 number
of documents where both models made the correct prediction.
An option would be to look at the errors committed by the ensemble due to it being
uncertain, i.e. cases where the votes split roughly evenly between the target classes. In
the case where the ensemble prediction is tied there are at least three valid ways of
breaking it. The ties can be solved by using the single SVM as another predictor in the
ensemble, although this may introduce new ties. The prediction of the model with the
highest document-topic probability to the test document can be used, or the ties can be
broken by using the single SVM predictions in cases where the ensemble cannot make
a decision. We tested all of the above tie braking methods but found no improvement in
performance beyond what the weight scaling already provides.
Looking at the errors committed by the weighted 20 topic ensemble (Figure 8) - so
far the best performing model - we see that the errors are split unevenly between cases
where the ensemble prediction is tied and those where it is not, with only a small
fraction (approximately 4%) of errors committed on a tied vote. Problematically, the tied
predictions are split evenly between erroneous ones and correct ones: any change to the
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tied predictions will therefore correct some errors, but also introduce new ones. It is not
clear how the tied votes could be resolved to improve performance.
Overall, across all the different parameter combinations, we found a small but not
significant (p > 0.05, McNemar’s test) improvement in performance compared to the
single SVM baseline on the balanced dataset using 80% of the data for training (Table 6,
20 topics, weight scale [1, 4]).
3.5.3 Summary
In this Section we compared the performance of the topical ensemble to a single SVM
on a data set that does not contain any category or class imbalances. We showed that the
unweighted ensemble model performs better with a larger number of topics, whereas
the weighted ensemble performs better with a small number of topics.
Changing the scale of the instance weights used during ensemble training has a sig-
nificant impact on model performance. The unscaled document-topic proportions are ill
suited for training weights as they cause the SVM to ignore or at least discount errors
committed on potentially substantial parts of the training set. Changing the weight scale
such that errors on all training documents are taken into account, but that errors for in-
topic documents are more costly, allows the ensemble models to match the performance
of the single SVM.
The errors committed by the single SVM baseline model and the ensemble are unique
in approximately 11% of error cases, suggesting that combining predictions from the two
could be beneficial. However, it is not clear how the predictions should be combined as
simply adding the predictions of the single SVM to those of the ensemble is likely to
introduce new errors while fixing some old ones.
We turn our attention next to the imbalanced datasets to see how category or class
imbalances change the performance characteristics of the ensemble in comparison to the
baseline method.
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Figure 8: Average number of errors committed by the two ensemble model variants with
weight scaling [1, 4]. The number of tied predictions and the number of errors
due to tied predictions are displayed as dotted and dash-dotted lines respec-
tively. A tied prediction for the unweighted ensemble is one where the class
votes are less than 2 votes apart, and for the weighted ensemble less than 0.15
apart.
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section 3.6
Experiments - Category and Class Imbalance
The previous Section compared the performance of the topical ensemble to a single
SVM on a data set with no topical or class bias: both classes and both product categories
had the same number of documents. Class and category imbalances, however, clearly
have an impact on the performance of the single SVM. Tables 4 and 8 show that the
single SVM performance is highly variable depending on how the target classes dis-
tribute across the product categories. The best performance (0.812 MCC) is achieved on
a dataset where the class balance is flipped between the two categories ((c) 500-4500 /
4500-500); on this dataset predicting a class label is aligned with predicting a product
category, i.e. words that are highly topical and correlate with reviews of only one of the
two product categories also correlate with only one of the two classes. This observation
supports the notion that a misalignment between the class distribution and topical cate-
gories hampers the performance of a classifier and that correcting for that misalignment
can be beneficial.
In this Section we explore the issue of class and category imbalances in more detail.
The experimental framework is the same as in the previous Section, but the experimen-
tation is expanded to data sets where the categories or classes or both are no longer
balanced. To highlight the differences in the data sets we first analyse the performance
of the single SVM (Section 3.6.1), and then in Section 3.6.2 we compare the topical en-
semble to the single SVM.
3.6.1 Single SVM Performance
The relationship between the target classes and topical categories can have an impact on
classifier performance. The experiments described in Section 3.5 were performed on an
artificially balanced data set. Here we will look at how category and class imbalances,
and more specifically their interaction, impact classifier performance. In total, we created
six different data sets to investigate how the interactions between the categories and
classes impact performance. These data sets are shown in Table 3.
3.6 experiments - category and class imbalance 80
The target classes are balanced overall in each of the three datasets (b), (c) and (d); data
sets (e) and (f) contain a mixture of data that is more reflective of real world scenarios,
i.e. there is a minority class label that distributes unevenly across the category structure.
Table 8 shows the performance results of the single SVM on the unbalanced data sets.
MCC Accuracy Precision Recall F1
ID Sample Size
(a) 2500-2500 /
2500-2500
0.675 0.837 0.834 0.843 0.838
(b) 500-500 /
4500-4500
0.682 0.841 0.839 0.844 0.841
(c) 500-4500 /
4500-500
0.812 0.906 0.907 0.905 0.906
(d) 4500-500 /
4500-500
0.482 0.919 0.648 0.425 0.510
(e) 500-1000 /
8000-500
0.671 0.921 0.794 0.644 0.710
(f) 8000-1000 /
250-750
0.628 0.900 0.775 0.606 0.679
Table 8: Single SVM performance on different data splits over all 8 category pairs. Each
sample contains 10000 documents in total with varying class and category im-
balances.
3.6.1.1 Data set (b) 500-500 / 4500-4500
In data set (b) the target classes are balanced in the data set overall as well as within each
category. The categories, however, are imbalanced by a 1/9 ratio. The category imbalance
means that if a model represents data only in the larger category it will suffer at most a
10% penalty on performance by misclassifying all of the data belonging to the smaller
category. The results in Table 8 show that the single SVM performs slightly better on
this data set than on the balanced one (data set (a)), both in terms of MCC and Precision,
Recall and F1-score. Having most of the data come from a single topical area seems to
be beneficial.
3.6.1.2 Data set (c) 500-4500 / 4500-500
Data set (c) contains an equal amount of data for both categories and for both classes, but
the class distribution between the categories is flipped: one category is mostly positive
data while the other is mostly negative data. Modelling the classes is therefore well
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aligned with modelling the categories. On this data set the single SVM has the highest
performance.
3.6.1.3 Data set (d) 4500-500 / 4500-500
Data set (d) contains a minority class that distributes evenly over the categories, with
both categories being balanced. Here 90% of the data is concentrated on one class, with
roughly the same class distribution within each category. As both classes distribute over
both categories, modelling only one of the categories will result in poor performance.
Indeed we see that the single SVM performs worst out of all data sets on this one.
Notice that this data set is the complement to data set (b), but instead of one category
being the majority, one class is the majority.
3.6.1.4 Data sets (e) and (f)
Data sets (e) and (f) reflect the kind of imbalances one would expect to find in real
world data sets: imbalanced classes distributed over an uneven category structure. The
single SVM performance is roughly in line with those achieved on data sets (a) and
(b) although the models have focussed more on the negative class. This can be seen in
MCC being in line with those of (a) and (b) while Precision and Recall are lower. MCC
accounts for True Negatives (TN) while Precision and Recall only focus on the positive
class.
3.6.2 Topical Ensemble Performance (b) - (d)
We will now compare the topical ensemble to the single SVM on data sets (b) through
(d). The results are shown in Tables 9 and 11.
Overall, we find that the 20 topic ensemble with a weight scale of [1, 4] is consis-
tently the best performing ensemble. The difference to the baseline single SVM model
is, in most cases, small and not statistically significant. The data set where the target
classes are imbalanced ((c) 4500-500 / 4500-500) is the exception to this rule. On this
data set the difference is statistically significant (p = 0.0125, McNemar’s test). Curiously
the topic weighted majority voting (θ) ensemble that takes the document topic weights
into account also during prediction does not perform as well as the unweighted ma-
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jority voting method, suggesting that the document topic weights are perhaps not as
informative as one might have expected.
SVM LDA+SVM
Vote Aggregation 0/1 θ
Sample Size
Topics Weight Scaling MCC
(b) 500 - 500 / 4500 - 4500
2 [1, 4] 0.682 0.681 0.681
[1, 10] 0.682 0.682 0.682
20 [1, 4] 0.682 0.685 0.683
[1, 10] 0.682 0.684 0.683
40 [1, 4] 0.682 0.685 0.684
[1, 10] 0.682 0.685 0.683
(c) 4500 - 500 / 4500 - 500
2 [1, 4] 0.482 0.480 0.481
[1, 10] 0.482 0.480 0.479
20 [1, 4] 0.482 0.491 0.486
[1, 10] 0.482 0.491 0.486
40 [1, 4] 0.482 0.491 0.484
[1, 10] 0.482 0.490 0.485
(d) 500 - 4500 / 4500 - 500
2 [1, 4] 0.812 0.811 0.812
[1, 10] 0.812 0.811 0.813
20 [1, 4] 0.812 0.814 0.814
[1, 10] 0.812 0.814 0.813
40 [1, 4] 0.812 0.814 0.814
[1, 10] 0.812 0.814 0.814
Table 9: Summary Table of Matthews Correlation Coefficient comparing the ensemble
model to the single SVM for datasets (b), (c) and (d).
3.6.2.1 Topical Bias or Random Variation?
The question arises whether the improvement of the unweighted majority voting ensem-
ble is due to the topic weights used during training or possibly an artifact of random
variations in the training of the SVMs themselves. To investigate the impact of the docu-
ment topic weights as training weights we trained a dummy ensemble that is otherwise
identical to the topical ensemble with the exception of unit document topic weights dur-
ing training. The unit weights remove any potential information derived from the topic
model while still creating an ensemble of classifiers. The results in Table 10 show that
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the topical ensemble models have no statistically significant difference to the control
model (LDA+SVM†) and indicate that the performance improvement achieved by the
ensemble is potentially due to random variations in the SVM training as opposed to the
topical bias of the classifiers (Table 10). This finding is in line with existing literature
on ensemble models and offers an alternative explanation to the findings of Xiang and
Zhou (2014). They showed an approximately 2%-point improvement using a similar top-
ical ensemble, but did not test if the improvement was due to the topical bias or random
variation.
SVM LDA+SVM LDA+SVM†
Vote Aggregation 0/1 θ
Sample Size
Topics Weight Scaling MCC
(a) 2500 - 2500 / 2500 - 2500
2 [1, 4] 0.675 0.671 0.678 0.672
20 [1, 4] 0.675 0.679 0.680 0.676
(b) 500 - 500 / 4500 - 4500
2 [1, 4] 0.682 0.681 0.681 0.683
20 [1, 4] 0.682 0.685 0.683 0.683
(c) 4500 - 500 / 4500 - 500
2 [1, 4] 0.482 0.480 0.481 0.481
20 [1, 4] 0.482 0.491 0.486 0.490
(d) 500 - 4500 / 4500 - 500
2 [1, 4] 0.812 0.811 0.812 0.811
20 [1, 4] 0.812 0.814 0.814 0.811
Table 10: Summary Table of Matthews Correlation Coefficient comparing the single SVM
and our ensemble model to an ensemble where each SVM is trained with unit
weights for all training data (LDA+SVM†). Note that the weight scaling does
not apply to the LDA+SVM† as all the weights are set to one for that model.
The differences are not statistically significant at the 5%-level.
The training method used in (Xiang and Zhou, 2014) sub-samples the training data
based on document topic weights instead of using the weights directly in the error
function of the classifier. To ensure that the alternative training methodology was not
causing the observed differences, we trained topical ensembles using the sub-sampling
method with a sampling threshold of 0.01. We found that the ensembles trained using
the sub-sampling method performed worse across all topic model sizes. Additionally
we found that as the number of topics increased the performance of the sub-sampled
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ensemble would reduce, regardless of voting mechanism used. This makes sense as the
document topic probabilities are spread out over an increasing number of topics and
fewer documents exceed the threshold of 0.01 for any specific topic. Each classifier in
the ensemble therefore gets less training data as the size of the ensemble increases. The
results are available in Table 24 in the Appendix.
3.6.3 Topical Ensemble Performance (e) - (f)
Finally for the last two data sets ((e), (f)) that reflect the kinds of class and category
imbalances observed in real world data, i.e. situations where both the classes and cate-
gories are imbalanced overall in the entire corpus, we see the same patterns as before
(Table 11). The unweighted majority voting ensemble yields a slight improvement over
the single SVM. The improvement on data set (e) is statistically significant at the 5%
level (p= 0.0439, McNemar’s test). As before, the same performance improvement is
observed when training the ensemble with unit weight vectors instead of the document
topic weights.
3.6.4 Summary
In this Section we looked at how class and category imbalances impact the ensemble
and single SVM performance. We found that class and category imbalances have a sig-
nificant impact on the performance of the single SVM and that in some cases the topical
ensemble does improve the performance. However, contrary to previous research (Xiang
and Zhou, 2014) we found that the improvement is likely due to random variations in
the ensemble training as opposed to the ensemble utilising the topical information. This
suggests that the individual SVMs in the ensemble are not able to use the topical side
information about training instances to improve performance over the baseline single
SVM. This does not mean that the topical information is not useful in general, but that
perhaps the classifier performance has reached a plateau. The next Section looks at the
learning curve of the ensemble.
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SVM LDA+SVM
Vote Aggregation 0/1 θ
Sample Size
Topics Weight Scaling
(e) 500 - 1000 / 8000 - 500
2 [1, 4] 0.671 0.655 0.669
[1, 10] 0.671 0.649 0.665
20 [1, 4] 0.671 0.676 0.674
[1, 10] 0.671 0.676 0.673
40 [1, 4] 0.671 0.676 0.675
[1, 10] 0.671 0.676 0.676
(f) 8000 - 1000 / 250 - 750
2 [1, 4] 0.628 0.614 0.627
[1, 10] 0.628 0.606 0.623
20 [1, 4] 0.628 0.634 0.632
[1, 10] 0.628 0.634 0.630
40 [1, 4] 0.628 0.635 0.632
[1, 10] 0.628 0.634 0.631
Table 11: Summary Table of Matthews Correlation Coefficient comparing the ensemble
model to the single SVM across a number of different datasets.
section 3.7
Learning Curve
The previous Sections focused exclusively on a setting where 80% of the data was
used for training, with the remaining 20% kept as an evaluation set. One crucial aspect
for machine learning models is the amount of training data needed to reach a certain
level of performance. As all the training data needs to be labelled, usually by human
annotators, creating training data for new models can be costly and slow. Therefore, in
this Section we look at how the performance of the ensemble degrades compared to
the single SVM as the amount of training data is gradually reduced while keeping the
evaluation data fixed.
We ran experiments varying the amount of training data from 5% to 80% with 10%
increments between 10% and 80%. Each sub-sample was taken randomly using stratified
sampling to ensure the class distribution of the samples was the same as for the whole
data set. All evaluation was done on the same 20% sample of data. The topic models
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were trained on a separate sample of the corpus, exactly as before, and only the training
data for the SVM ensemble was changed. The results are shown in Figures 9 and 10.
Overall, we find that the performance improvement of the single SVM classifier flat-
tens out when approximately 60% (6000 documents) of the data set is used as training
data, with the exception of the (c) data set where the performance saturation happens at
about 70% training data (Figure 9). The topical ensemble improves over the single SVM
performance across the range up to about 60% training data with larger improvements
for the smaller amounts of training data (Figure 10 shows relative improvement over the
baseline).
On all datasets the topical ensemble has a statistically significant improvement over
the baseline at the 5% significance level (McNemar’s test), up to about 50% training data
and on some data sets more than that. The largest and most consistent performance
improvements are achieved on datasets (d), (e), and (f).
The unweighted majority voting performs better than the weighted majority voting
on almost all data sets and training data sizes. The few exceptions are cases where the
two models perform equivalently.
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Figure 9: Absolute (top) and relative (bottom) improvements in single SVM perfor-
mance, measured as Matthews Correlation Coefficient, on all of the Amazon
Product Review datasets.
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Figure 10: Relative improvement of the ensemble (20 topics, weight scale [1, 4]) com-
pared to single SVM. Blue is unweighted majority voting, green is document-
topic weighted majority voting. The results marked with a * are statistically
significant at the 5% level (McNemar’s test).
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section 3.8
Summary
We presented and tested an ensemble model that is based on the topical context of a
corpus. The motivation is to utilise the topical context as a non-local document feature
and allow the individual classifiers in the ensemble to become topical experts. Crucially,
the classifiers are not trained to identify the topic of the documents but rather to classify
the document into some other classes such as positive or negative sentiment.
We showed that in a topically diverse corpus imbalances in the class and/or topic
distribution of the documents have a large impact on the performance of the classifier.
The better the alignment is between the target classes and the topical categories the
better the performance of the classifier tends to be and vice versa. We also showed
that an inconsistency in the classification signal between topical contexts has a negative
impact on the performance of a classifier.
Our hypothesis was that accounting for the topical structure in cases where the class
structure of a corpus is not aligned with the topical structure should improve classifier
performance. This hypothesis is supported by previous research (Xiang and Zhou, 2014).
Although we did observe a statistically significant improvement over the baseline when
using an ensemble, on closer inspection the topical information is likely not the source of
the improvement. This finding is interesting as it contradicts the previously published
results and suggests that the improvement shown by Xiang and Zhou (2014) is not
necessarily due to the topical information.
For the topical information to help the classifier there would need to be a high cor-
relation between important document features and topic association. The correlation
would in turn translate into the separate topical SVMs using topic specific features. We
haven’t observed the topical differences translating into coefficient vectors that are them-
selves topically skewed, suggesting that although there exist inconsistencies in the class
association of features across topical contexts, those inconsistencies are not sufficiently
resolved by knowing the topical context. The local SVMs end up not having a lot of
differentiation in the high / low coefficient features.
4
T O P I C A L E N S E M B L E S F O R H I E R A R C H I C A L M U LT I - L A B E L
C L A S S I F I C AT I O N
In this Chapter we focus on the application scenario of assigning documents to possibly
overlapping topical categories. This task is applicable, for instance, to a service where
users can annotate news articles with tags that the users themselves find meaningful,
applying as many tags as they see fit to each document. The users create a taxonomy
of labels which can then be used by a machine learning system to annotate new articles
and give recommendations about content likely to be of interest to the users.
Another example is online services that offer researchers the possibility of annotating
published academic papers with arbitrary keywords that are outside those used by the
original publisher1. Similarly to the news articles, a machine learning model can learn
from the labelled data and predict which new articles belong to the annotated categories,
thus organising new and unseen articles under known category labels. These services
allow creating ad-hoc dynamic label hierarchies that help users of the services organise
content in a way that is unique to each user. We present an ensemble model that can
learn the label hierarchies and apply them effectively in a real world setting.
The labels describe topics such as Politics, Sport or Tennis and form a hierarchy. For
instance, Tennis and Football would both be subclasses of Sport. In general, the scenario
is a hierarchical multi-label classification problem, a problem that common classification
algorithms can not, without modifications, deal with. Our ensemble is competitive with
existing multi-label algorithms and has some desirable features that traditional algo-
rithms do not. Specifically, our model is able to leverage large quantities of unlabelled
data to learn a broad topical representation of documents; this allows the ensemble to
1 Services such as CiteULike (http://citeulike.org/), Mendeley (http://mendeley.com) and ResearchGate
(https://www.researchgate.com/) allow adding user defined tags to articles.
90
topical ensembles for hierarchical multi-label classification 91
learn from fewer labelled examples than comparable algorithms, and model labels that
are topically highly specialised. A large corpus of unlabelled data and specialised topical
labels are both key aspects of the problem setting addressed in this Chapter.
The application scenario highlights a number of constraints that need to be addressed.
The label set for any corpus in this scenario should be considered transient: since the
labels are user-defined and relate to real world events, changes to the label set are likely.
Consider a label such as Science & Environment applied to news articles. Articles likely
to be annotated with that label would cover a broad range of issues from theoretical
physics to climate change. Now consider an oil disaster on the Gulf of Mexico: before,
articles talking about a specific oil company would likely not be related to the Science &
Environment label, but after the accident that likelihood would change and this change
should be reflected in the model. Similarly, new labels, that before had no meaning,
are created all the time. Examples include Gamergate2, #MeToo and many others. The
phenomenon is not specific to news. Academia experiences similar bursts of interest
in specific methodologies: a label such as Deep Learning for instance had very little
meaning before 2008.
It is important for a real world system to be able to pick up on these kinds of changes
quickly and reliably. It would, therefore, be beneficial if adding new labels did not re-
quire relearning the entire model as this can be costly and may introduce changes to
the model’s performance on parts of the label hierarchy that have already been learned.
The transient labels also mean that a perpetual cold-start problem exists. Since any new
label will, by definition, have a limited amount of training data, the classification model
should be able to learn new labels from as few labelled instances as possible. Addi-
tionally, due to the perpetual cold-start problem, it would be beneficial if new labels for
which little training data exists could "borrow" information from similar already learned
labels. These constraints serve as guidelines for our experiments and the analysis of re-
sults.
The rest of the Chapter is structured as follows. First, in Section 4.1 we describe the
general problem of multi-label learning and the specific problem addressed in this Chap-
ter, we then describe our approach to the problem (Section 4.2). Section 4.3 introduces
the data set we use for experiments and Section 4.4 describes a number of experiments
2 https://en.wikipedia.org/wiki/Gamergate_controversy
4.1 multi-label learning 92
we conducted and their results. Finally Section 4.5 concludes the Chapter with a Sum-
mary of the experimental results.
section 4.1
Multi-label Learning
Many real world applications involve a set of labels that are not mutually exclusive
and, in some cases, form a hierarchy; examples include ecological habitat modelling
(Levatic´, Kocev, and Džeroski, 2015), functional genomics (Alaydie, Reddy, and Fotouhi,
2012) and document categorisation (Rubin et al., 2012; Li, Ouyang, and Zhou, 2015;
Levatic´, Kocev, and Džeroski, 2015). The research community has developed new algo-
rithms and modified existing ones to deal with the multi-label problem. The multi-label
classification problem is a generalisation of single-label classification to one where each
instance is annotated with one or more labels from a finite set. Unlike in binary or
multi-class classification the labels for a document are not mutually exclusive.
We follow the description of Madjarov et al. (2012) for multi-label classification. An
algorithm that solves a single-label classification task needs to learn a mapping from
examples x ∈ X (where X is the space of all possible examples) to a label λj ∈ L for each
instance, where L = {λ1, λ2, . . . λq} is a set of mutually exclusive labels. A training set
Etr consists of pairs of items (xi,yi) ∈ X×L) where yi is a single label. When the total
number of labels q, is two, the problem is a binary classification problem. When q > 2
it is a multi-class problem. In the multi-label scenario each document x is mapped to a
subset of labels Y ⊆ L where the labels in L are not mutually exclusive. The training set
Etr consists of pairs of items (xi,yi) where yi is a binary vector of length q, with all
label indices corresponding to the labels assigned to an instance marked with a 1 and
everything else with a 0. For any document x ∈ X the relevant or correct labels are Y
and L \ Y is the set of irrelevant labels.
Multi-label learning involves two closely related problems: learning to rank and learn-
ing to classify. Approaches to multi-label learning often rely on ranking all the available
labels per instance, and then using some thresholding mechanism – either heuristic or
learned – to select a set of predicted labels. In some cases an out-of-order subset of labels
is selected.
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Tsoumakas and Katakis (2007) divide the multi-label learning approaches into ones
that modify an existing algorithm and ones that transform the output label space and
create several binary classification sub-tasks that can be dealt with using common algo-
rithms. The adapted algorithms usually solve the classification problem by ranking all
the labels for each instance based on a scoring function f : X×L → RL, and selecting
the top N elements from the ranked list of labels or using a threshold value to determine
the appropriate labels. Other approaches aim to directly select a label set that satisfies
a metric, for instance the maximum a posteriori probability of labels of the k-nearest
neighbours (Zhang and Zhou, 2007).
Label transformation methods create a number of binary classification tasks by mod-
ifying the label sets of documents. The label sets are modified such that a number of
binary classification tasks are created from the multi-label data. The resulting binary
tasks can be dealt with using traditional binary classifiers organised in an ensemble.
Common label transformation approaches include the OvR ensemble and the One ver-
sus One (OvO) ensemble. In OvR the binary classification tasks are created using each
label in L in turn as the target label and all the other labels as the "other" class. How-
ever, because the documents can be annotated with more than one label the "other"
class should ideally be constrained to the set of labels that did not co-occur with the
target label. An OvR ensemble has q classifiers, one for each of the labels in L. In an
OvO ensemble the binary classifiers are created from pairs of labels. This keeps the label
semantics clear, but creates O(q2) binary tasks and corresponding classifiers. Additional
approaches are reviewed in Section 2.6.
In Table 12 we list the precision @k for a number of recent state-of-art models. Un-
fortunately these metrics are not comparable with ours as our model does not produce
a ranking of labels, but instead produces discrete label assignments. Furthermore, the
precision @k metric can be misleading as it often favours large categories that are high in
the category hierarchy. As our aim is specifically to investigate how topical information
impacts the classification performance of categories at each level of a label hierarchy we
can not use precision @k as an evalution metric.
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FastXML FastText BoW-CNN XML-CNN
Precision @1 0.95 0.95 0.96 0.97
Precision @3 0.78 0.80 0.81 0.81
Precision @5 0.55 0.56 0.57 0.56
Table 12: Precision @K metrics for state-of-the art model in multi-label classification on
the RCV1 dataset. As our model only creates discrete label assignments, not a
ranking, we are not able to measure the precision @k metric.
4.1.1 Evaluation Methods
The multi-label learning scenario is challenging also from the point of view of evaluation.
As the labels are not mutually exclusive, common evaluation metrics such as Accuracy,
F1-score, Precision and Recall have been redefined as instance based metrics for the
multi-label case. Additional metrics such as Zero-One-Loss (0/1-loss) and Label Ranking
Loss (Ranking Loss) also exist. All of these measures are used in the existing literature
with little consistency between different scenarios or research projects. The number of
different evaluation metrics used reflects the difficulty of evaluating multi-label learning
algorithms. Similarly to single label scenarios, a labelling can be incorrect because of a
missing label or an extra label. However, in contrast to single label problems, there
can be multiple missing or extra labels for any instance. This increases the number of
ways in which a labelling may be incorrect and introduces the possibility of partially
correct labellings. Furthermore, some multi-label problems have closely related labels
for which the label relations may need to be accounted for. It has been suggested that
using a single metric is not sufficient and that multiple metrics should be used for any
given problem-algorithm pair (Madjarov et al., 2012). In this work we use 0/1-loss, per
category (binary) precision and recall as well as their multi-label counterparts (defined
below).
We picked these metrics as they allow us to analyse the performance of a classifier
with respect to the constraints of the application scenario (see Section 4 for a discussion).
0/1-loss and multi-label precision and recall are useful for evaluating the performance
as a whole. However, we are also interested in knowing how the classifiers perform on
each of the tiers in the label hierarchy or each individual category. We use the binary
per category precision and recall metrics for the latter purpose.
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Given true label assignments for yi ∈ {0, 1}q that encode the correct labels for each
document xi as binary vectors of size q and a predictor z(xi) : X → {0, 1}q that outputs
label predictions, the evaluation metrics can be defined as follows
precision =
1
N
n∑
i=1
|yi ∧ z(xi)|
|yi ∨ z(xi)|
(28)
recall =
1
N
n∑
i=1
|yi ∧ zi|
|yi ∨ (¬yi ∧ zi)|
(29)
where |yi ∨ (¬yi ∧ zi)| is the number of false negatives, |yi ∨ zi| is the number of pre-
dictions or equivalently true positives plus false positives, and |yi∧ zi| is the number of
true positives. Note that in the multi-label case both |yi| and |zi| may be greater than
one, whereas in the binary case both are exactly one. 0/1-loss is defined as
L0/1 =
1
N
n∑
i=1
I(yi = zi) (30)
where I(·) is the indicator function.
A further complication in evaluating multi-label classification algorithms is the re-
latedness of the labels themselves. Label correlations are problem specific but are an
important feature of many problems. Document categorisation is one example, as mis-
classification costs between different pairs of labels vary. From the point of view of a
user, misclassification of related categories such as Sports and Football carries a lesser
penalty than misclassification of unrelated categories like Sports and Politics or Football
and Politics. In hierarchical document categorisation, the directionality of the misclassi-
fication is also important: classifying a (Football) document as only (Sports) is a mistake
only in the sense of not being specific enough, whereas misclassifying a document with
the labels (Sports, Tennis) as (Football) is clearly an error. Applying the parent label
(Sports) only would have been better. It is not clear in the existing literature how these
kinds of issues could be factored into the evaluation of multi-label methods. We note the
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difficulties in evaluating hierarchical document classification scenarios for completeness.
We do not develop new evaluation methods in the work presented in this Chapter.
section 4.2
Topic Based Multi-label Classifier
So far we have described the problem of multi-label classification and outlined com-
mon evaluation metrics for multi-label classification as well as detailed the specific appli-
cation scenario we address. We identified three key issues arising from the application
scenario: new labels that an already existing model needs to subsume, the cold start
problem associated with new labels and correlations between labels in the label set. In
this Section we describe our solution and discuss how it solves each of these problems.
The fundamental building block of our solution is an unsupervised topic model (Latent
Dirichlet Allocation)3. For the purposes of this discussion we will refer to the output of
the topic model as topics while tags are the set of pre-defined target categories of which
a subset is assigned to each document in the labelled data set.
Our approach is motivated by the problem scenario and shortcomings in existing
multi-label approaches: multi-label ensemble methods (OvR, OvO) do not adjust well to
situations where the label hierarchy grows over time. For an OvR ensemble the definition
of the "other" class becomes increasingly complex as new "other" labels are added and
an OvO ensemble suffers from an exponential growth in computational cost. General
purpose multi-label algorithms, such as Multi-label K Nearest Neighbours (ML-KNN) or
Decision Trees do not account for label correlations or take advantage of features of
our problem scenario. Specifically, the algorithms do not account for the topical use of
language. In general, our approach utilises a continuous distributed document represen-
tation created by an unsupervised topic model coupled with an effective weight learning
paradigm and a decision function that takes advantage of the label hierarchy.
Since the topic model is trained on unlabelled documents a large corpus of histor-
ical data can be gathered. The historical data allows the model to capture the coarse
topical structure of documents. The coarse topical structure is likely to remain stable
over the short to medium term, allowing updates to the topic model to be infrequent.
Furthermore, the distributed document representation can be used to distinguish fine
3 For a review of LDA please refer to Section 2.5.3.
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Figure 11: Training workflow for a topical ensemble. Unlabelled training data is used
to train a topic model. Labelled training data is used to compute similarities
between topic weights and category assignments. The category assignments
are normally discrete meaning that p(D|c = 1) is a vector of binary values,
but the method can handle probabilistic category assignments as well.
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grained differences between target categories by using weighted combinations of topics.
Any single topic is unlikely to match a specific tag exactly. We therefore compute a set
of association weights for each tag. These weights are computed using a vector simi-
larity metric and a small amount of labelled data. A classifier for a single tag consists
of the weights and a decision function that can optionally utilise information from the
label hierarchy. The model as a whole consists of many such classifiers, one for each tag,
organised in an ensemble.
We will now discuss in detail how the model is trained. Recall that for every document
the topic model output is a probability distribution over topics di ∈ RK (the document
vector). The matrixD ∈ RK×|Etr| contains the document probabilities of all documents in
the training set Etr. The vector tj ∈ R|Etr| for a single topic contains the document-topic
probabilities of the labelled documents. This vector is a description of which documents
in the labelled data set are closely related to topic j; we call this the topic vector. The topic
vector is a topic specific, unnormalised score distribution over all documents. It encodes
which documents are closely related to, or "belong" to, a given topic. Finally, the category
vector cm ∈ {0, 1}|Etr| contains the gold standard label assignments for each category
and describes which documents in the labelled data have been labelled with tag m.
Note that the topic and category vectors have the same dimensionality. We compute the
association weights between each tag and all topics using a similarity metric between
the topic vector and the category vector.
Using any pair (t, c) of topic and category vectors we compute the similarity between
the topic and category vectors as
sim(t, c) = cosine similarity(t, c) =
N∑
i=1
g(ti)ci√∑N
i=1 g(ti)
2
√∑N
i=1 c
2
i
(31)
where g(·) is a threshold function that sets values less than 0.0015 to 0. The threshold
function is applied to the topic vector, because in practice the topic model tends to
produce somewhere between 2-5 meaningful topic probabilities for any document. The
other values are in the order of 0.0015 or below. Semantically these low values are equal
to 0, i.e. the document does not "belong" to the topic. However, as the values are arith-
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metically not 0 they complicate the similarity calculation. Without the threshold, cosine
similarity tends to produce a large number of noisy topic-tag weights due to a large
number of documents in the labelled data set that do not belong to a tag and have a low
document-topic probability for any given topic.
The weight matrix from the similarity computation forms a K×Q matrix W, where
K is the number of topics and Q is the size of the label set. The K weights for each
individual tag are separate from the weights of any other tag, allowing tags to be added
or removed without impacting the performance of the model on already learned labels.
The weights between K topics and a single tag together with a decision function form a
single label classifier. The model as a whole consists of Q such single label predictors.
Finally, unseen documents are labelled by first ranking all tags and then applying a
decision function to the ranked tags. Given the weight matrixW and the document-topic
probabilities for an unseen document, a score is assigned for each tag j by applying the
similarity function to weights wj and the document-topic distribution of a test docu-
ment. The scores are ranked and a decision function is applied to the ranked tags to se-
lect which tags to apply. Since the tags form a hierarchy, we compare decision functions
that optionally utilise the hierarchy. Applying a label to a document requires learning a
label threshold. The thresholds are tag specific and are learned using an unseen test set
and a loss function such as 0/1-loss.
section 4.3
Data sets
We used the Reuters Corpus version 1 (RCV1) (Lewis et al., 2004) for all our ex-
periments. The corpus consists of approximately 800000 news articles collected from
the Reuters news service between August 1996 and August 1997. Each article has been
manually annotated with topic categories, industry categories as well as geographical
regions. The topic and industry categories form a hierarchy. We use the topic categories
as the target labels in all experiments. The categories are summarised in Table 13. Note
that the sum of the Size column in Table 13 is larger than the size of the data set because
many of the documents belong to more than one category and are therefore counted
multiple times.
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Topic Code Size Explanation Depth Parent
CCAT 374316 Corporate/Industrial 1 CCAT
C11 24325 Strategy/Plans 2 CCAT
C12 11944 Legal/Judicial 2 CCAT
C151 81875 Accounts/Earnings 3 C15
C1511 23212 Annual Results 4 C151
ECAT 117539 Economics 1 ECAT
E12 27078 Monetary/Economic 2 ECAT
E121 2182 Money Supply 3 E12
GCAT 234873 Government/Social 1 GCAT
G15 19152 European Community 2 GCAT
G159 40 EC General 3 G15
GCRIM 32219 Crime, Law Enforcement 2 GCAT
GJOB 17241 Labour Issues 2 GCAT
MCAT 200190 Markets 1 MCAT
M13 52972 Money Markets 2 MCAT
M131 28185 Interbank Markets 3 M13
M132 26752 Forex Markets 3 M13
Table 13: Topic codes, category sizes and the topic code explanation for a selection of
topic codes from the RCV1. The full table can be found in the Appendix (Table
25)
Each document in the dataset is annotated with a possibly overlapping set of topic
category labels from Reuters topic hierarchy. The average number of labels per docu-
ment is 3.19 with a maximum of 17 labels and a minimum of 0. The category sub-trees
are not mutually exclusive as approximately 14% of the documents contain labels from
more than a single category sub-tree. Figure 12 shows the correlations between the 1st
tier labels. There is, for instance, a strong connection between the GCAT (Government
/ Social) and ECAT (Economics) categories: 35.9% of the documents in ECAT are also
labelled with GCAT. These overlaps are important as they indicate the relatedness of
categories and inform how severe errors between certain category pairs are.
Figure 13 shows the category overlaps for the 2nd tier labels. Here we see, for in-
stance, that GJOB (Labour Issues) and E41 (Employment Labour) have a strong overlap
with C42 (Labour). The overlap is unsurprising given the category explanations: GJOB
(Labour Issues), E41 (Employment/Labour), C42 (Labour). These 2nd tier labels are all
in different sub-trees of the overall category hierarchy.
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Figure 12: Category overlap for the 1st tier labels as absolute document counts (left) and
percentages (right).
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Figure 13: Percentage category overlap for the 2nd tier labels.
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section 4.4
Experiments
4.4.1 Data Sets and Preprocessing
From the set of categories listed in Table 13 we first selected the top 2 levels in the
hierarchy, resulting in a dataset with 58 target labels. The GMIL category is ignored
as it has only 5 documents. The documents in these categories were then sub-sampled
to create training and test sets by taking a uniform random sample of 20 documents
from each of the target categories. We then split that set of documents into training and
test portions with a ratio of 1/5, ensuring that both the training and test sets contained
at least 2 documents for each of the 58 target labels. If some categories contained no
documents in either, the sampling was repeated until all categories did. The sampled
data is summarised in Table 14. This entire process was repeated 25 times to create 25
different data splits. We report all results are reported as averages over the 25 random
samples. The same topic models were used for all data splits. The training data for the
topic models was separate from the training data sampled for the experiments.
In addition to the 2-level hierarchy labels we also created a data set with target labels
from the 4-level hierarchy. The data is the same as for the experiments on the 2-level
hierarchy, with the exception of added labels for all documents (Table 17).
Before training the models we preprocessed the data by tokenising, lemmatising,
part-of-speech tagging and performing named entity recognition4 the documents. Each
lemma is joined with its part-of-speech and named entity filtering out everything that
is not marked as a noun, verb, adjective, adverb or conjunction. This feature extraction
process was found to be effective for topic modelling in early empirical work. Finally,
features that occur in more than 80% of the documents are ignored.
4.4.2 Comparison Models
We compared our model to a number of standard classification algorithms: Decision
Trees, Random Forests, the Extra Trees classifier and a one-vs-rest Logistic Regression
4 Tokenisation and lemmatisation was performed using the spaCy natural language toolkit. Please see Ap-
pendix F for a detailed listing of the software components used.
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classifier ensemble using a standard bag-of-words representation (LR-OvRbow). As lo-
gistic regression is not directly suitable for multi-label problems, the OvR ensemble mod-
ifies the algorithm by training a binary classifier for each target label by setting the other
class – the non-target class – to be those documents that have not been labelled with
the target label. The final predictions are produced by each classifier in the ensemble
predicting True or False for the inclusion of their category label for each document in
the test set. Note that this is not the same as regular majority voting, as no averaging
of the votes is performed. Instead, each model decides on its own whether to apply
its label or not. The comparison models were all trained on a bag-of-words document
representation.
Of the comparison models the Logistic Regression ensemble (LR-OvRbow) performed
the best, so we additionally trained a Logistic Regression ensemble on the topic model
output (LR-OvRθ) to see how well the best performing comparison model does when
given a document representation that captures document topicality. The LR-OvRθ en-
semble is trained on the output of the LDA model using the document-topic proba-
bility distribution for each document as the document representation instead of a bag-
of-words representation. The model is motivated by research in using dimensionality
reduction techniques such as LSI or LDA to train document classifiers on dense topically
oriented document representations (Srinivas, Supreethi, and Prasad, 2009). The model
serves as an interesting comparison as it provides insight to the benefit of training a
single model on a topical document representation versus our model which trains a
separate classifier for each topic. We denote the model as LR-OvRθ.
For our approach we trained the topic models on two different data samples: one on
a random sample of 100000 documents from the target corpus and another on the entire
target corpus, excluding the training data used in the experiments. For each sample
we trained a topic model with 200 topics and symmetric priors. These two models are
denoted as LDA 100k and LDA 800k respectively. We tested three different variants
of the LDA ensemble: one where the predictions are performed on a flattened label
hierarchy, and one where the label hierarchy is taken into account during prediction
optionally applying mutual exclusion to the target labels at each level of the hierarchy.
The hierarchical model assigns labels from sub trees only when the root of the sub tree
was also predicted. The third variant imposes a mutual exclusion on the hierarchical
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predictions, meaning that only a single label from any level of the tree is predicted. This
takes into account the way in which the label hierarchy is used by human annotators.
Approximately 86% of the gold standard labels follow this pattern. The hierarchical
models are denoted with an ‘H‘, and the mutual exclusion is signified by ‘mutex‘.
The models described above were tested on two different tasks: first using only the
top 2 levels from the label hierarchy and then using all 4 levels. These two scenarios are
designed to highlight differences in how the models behave when new labels are added
to the label hierarchy. Increasing the depth of the label hierarchy, and consequently the
number of labels, complicates the task for two reasons: first the "other" class for the
OvR ensemble becomes increasingly complex as the number of labels increases. Our
proposed LDA based ensemble, on the other hand, should scale well as the predictors
are all independent from each other. Second, as the depth of the category hierarchy
increases the labels in the leaf nodes become very specialised. For instance, the G15 on
the 2nd-tier is generally about the European Community, whereas G152 on the 3rd-tier
is specifically about EC Corporate Policy and G157 is about EC Competition/Subsidy.
We wish to know the extent to which representing the topical structure of a corpus
allows modelling specialised labels such as EC Corporate or EC Competition/Subsidy.
Subsections 4.4.3 and 4.4.4 explore these questions.
4.4.3 2-level hierarchy
Using these 25 splits we measured the 0/1-loss of all the comparison methods and our
model variants. The results are summarised in Table 15.
The results show that the LDA based ensemble, in all its variants, has a lower 0/1-loss
than the comparison models. Of the comparison models the Decision Tree and the OvR
Logistic Regression classifier using the topic model output perform the best, but are 7
points behind in 0/1-loss compared to the best performing topic based ensemble. The
0/1-loss is an extremely unforgiving metric as all of the labels for a test document need
to be correct, with no missing or additional labels. We therefore also show Ranking
Loss (Tsoumakas, Katakis, and Vlahavas, 2010) which measures, as an average over all
samples, the number of times incorrect labels are ranked higher than correct labels. The
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Training Size Test Size Total
Category
CCAT 189.88 759.12 374316
C11 13.20 53.68 24325
C12 10.12 43.12 11944
C13 36.80 142.64 37410
. . .
C42 14.12 57.88 11878
ECAT 143.08 572.68 117539
E61 4.36 16.44 391
GCRIM 20.68 87.24 32219
GDEF 9.64 35.92 8842
. . .
GJOB 24.44 101.48 17241
GOBIT 5.56 21.16 844
GPRO 11.80 45.04 5498
. . .
GWELF 5.80 21.08 1869
MCAT 58.84 241.76 200190
M11 8.20 34.92 48700
. . .
Table 14: Mean number of documents per category for each category in the 2-level hier-
archy over 25 random samples.
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Model 0/1-loss Precision Recall Ranking Loss
Decision Tree 0.92 0.45 0.37 0.54
Random Forest 0.99 0.64 0.23 0.11
Extra Trees 0.98 0.66 0.25 0.10
Logistic Regression BoW 0.91 0.67 0.51 0.15
Logistic Regression θ 0.91 0.79 0.42 0.08
LDA 100k 0.92 0.58 0.55 0.07
LDA H 100k 0.92 0.51 0.50 0.07
LDA H mutex 100k 0.80 0.70 0.48 0.07
LDA 800k 0.93 0.56 0.55 0.07
LDA H 800k 0.93 0.49 0.50 0.07
LDA H mutex 800k 0.79 0.71 0.49 0.07
Table 15: 0/1-loss, precision, recall and label ranking loss for all models on documents
labelled with the top 2 levels of the Reuters label hierarchy. For the 0/1-loss
lower is better. Precision and recall are measured as the average per document
precision and recall, i.e. the multi-label variants of the metrics. The comparison
ensemble models have 200 estimators in them, and the topic based ensembles
use a topic model with 200 topics.
label ranking loss column in Table 15 shows that the LDA based ensembles are better at
ranking correct labels above incorrect for test documents.
Taking the label hierarchy into account does not improve performance in label assign-
ment, but imposing mutual exclusion between labels, which requires accounting for the
hierarchy, yields the lowest 0/1-loss at 0.80 for the topic model trained on 100000 docu-
ments and 0.79 for the topic model trained on 800000 documents; the difference between
the two is not statistically significant (p = 0.1164).
The results in Table 15 are averages over all instances and are biased towards the large
categories on the 1st tier. To gain a better understanding of the performance on individ-
ual labels we also analysed the models on each category separately using the common
binary precision and recall metrics and averaging the results over all categories. The
results are summarised in Table 16. As before, the LDA ensembles clearly outperform
the comparison models. However, the hierarchical LDA model with mutual exclusion
performs worse than the equivalent model without mutual exclusion. This is explained
by the multi-label metrics in Table 15 being biased by large categories since the metrics
in Table 16 give equal weight to each category. The mutual exclusion ensembles, simi-
larly to the logistic regression ensembles, perform well on the 1st tier labels, but poorly
on the 2nd tier labels for which there is less training data.
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Model Precision Recall F1-score Accuracy
All Labels
Decision Tree 0.24 0.18 0.19 0.94
Random Forest 0.20 0.03 0.04 0.95
Extra Trees 0.27 0.04 0.05 0.95
LR-OvAbow 0.43 0.30 0.33 0.95
LR-OvAθ 0.47 0.13 0.18 0.96
LDA 100k 0.47 0.43 0.42 0.95
LDA H 100k 0.46 0.36 0.37 0.95
LDA H mutex 100k 0.53 0.29 0.33 0.96
LDA 800k 0.46 0.45 0.43 0.95
LDA H 800k 0.45 0.37 0.38 0.95
LDA H mutex 800k 0.54 0.30 0.34 0.96
Tier 1
Decision Tree 0.62 0.54 0.57 0.75
Random Forest 0.83 0.41 0.48 0.79
Extra Trees 0.87 0.43 0.50 0.80
LR-OvAbow 0.75 0.70 0.72 0.83
LR-OvAθ 0.85 0.68 0.73 0.85
LDA 100k 0.71 0.68 0.69 0.80
LDA H 100k 0.72 0.67 0.69 0.80
LDA H mutex 100k 0.86 0.62 0.72 0.84
LDA 800k 0.71 0.65 0.67 0.79
LDA H 800k 0.70 0.66 0.67 0.79
LDA H mutex 800k 0.86 0.63 0.72 0.84
Tier 2
Decision Tree 0.22 0.15 0.16 0.95
Random Forest 0.16 0.01 0.01 0.96
Extra Tree 0.23 0.01 0.02 0.96
LR-OvAbow 0.41 0.27 0.30 0.96
LR-OvAθ 0.44 0.09 0.14 0.97
LDA 100k 0.45 0.41 0.40 0.96
LDA H 100k 0.44 0.34 0.35 0.96
LDA H mutex 100k 0.51 0.26 0.30 0.97
LDA 800k 0.44 0.43 0.41 0.96
LDA H 800k 0.44 0.35 0.36 0.96
LDA H mutex 800k 0.52 0.27 0.32 0.97
Table 16: Per category average (unweighted macro) performance metrics for all labels
and the different label tiers separated out.
Separating out the different label tiers we observe that the logistic regression classifiers
outperform the LDA ensembles only for the four top level labels (Tier 1 in Table 16) that
have plenty of labelled training data. Overall, the logistic regression ensemble requires
more than 100 labelled training instances per label before its performance reaches or
4.4 experiments 109
exceeds that of the topical ensemble. We tested the performance of all models increasing
the amount of training data from a nominal 20 documents per label to 200 documents,
or the entire category if the category had fewer than 200 documents. This improved the
performance of all the models making the bag-of-words logistic regression ensemble
the best performing one. Notably however, that model is only marginally better than
the best topical ensemble variant and the performance improvement is not statistically
significant at the 5% level.
The performance improvement is also sidestepping the more important factor of anno-
tation cost in this problem setting. While the labels at the top of the hierarchy are likely
to always have enough training data, the labels further down the hierarchy likely will
not. This is not only a matter of spending more effort to annotate documents. Moving
down the hierarchy the labels become increasingly specialised, and simply finding docu-
ments that match those labels becomes problematic. Out of the entire 806791 documents
in the RCV1 corpus collected over a period of 12 months the smallest category (GMIL -
Millenium Issues) has 5 documents. Accumulating enough training data for the logistic
regression model to become competitive on the smaller categories simply requires a lot
of calendar time to pass.
4.4.3.1 Summary
We tested the topical ensemble against a number of standard multi-label classification al-
gorithms on the top 2 levels from the label hierarchy. We found that the topical ensemble
compares favourably against the other models, especially in situations where labelled
training data becomes scarce and the label definitions start to become specialised. In-
creasing the amount of training data reduces differences in model performance, but
comes at the cost of increased annotation effort and lost opportunity cost of not deploy-
ing the model while data is being annotated.
4.4.4 4-level hierarchy
To see how well the models behave with an increased number of labels we conducted
an experiment using 4 levels from the label hierarchy. The data is the same as for the
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Training Size Test Size Total Depth
Category
CCAT 189.88 759.12 374316 1
C15 25.56 105.92 150164 2
C151 13.32 54.24 81875 3
C1511 6.60 25.36 23212 4
. . .
ECAT 143.08 572.68 117539 1
E14 15.68 67.44 2086 2
E141 4.96 20.48 376 3
E142 4.52 17.80 200 3
. . .
GCAT 170.92 680.60 234873 1
GDEF 9.64 35.92 8842 2
. . .
MCAT 58.84 241.76 200190 1
M141 15.80 61.12 47708 3
Table 17: Mean number of documents per category for the 4-level hierarchy over 25
random samples. The full data table is available in the Appendix (Table 26)
experiments on the top 2 levels, with the exception of added labels for all documents
(Table 17).
Overall changes are caused by the increased label count and the more specialised label
definitions from the bottom 2 label levels. The inclusion of more categories increased the
number of target labels from 58 to 102. The GMIL category is ignored as it has only 5
documents. The data is summarised in Table 17 (the full Table can be found in the
Appendix, Table 26) and the results are shown in Table 18.
As before, the LDA ensemble using mutual exclusion for the labels achieves the best
0/1-loss. However, as noted before 0/1-loss is very unforgiving, and does not necessarily
reflect the requirements of the application scenario well. The per sample precision and
recall metrics in Table 18 as well as the ranking loss give a more comprehensive picture
of how the models compare with each other.
The two logistic regression ensembles and the LDA ensembles that do not take into ac-
count the label hierarchy are potentially simply making different precision/recall trade-
offs (Figure 14). However, the multi-label per sample precision and recall in Table 18 are
biased by large categories and do not account for differences in category importance or
correlations between the categories. Since the categories lower down the hierarchy are
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Model 0/1-loss Precision Recall Ranking Loss
Decision Tree 0.940 0.404 0.325 0.572
Extra Trees 0.986 0.642 0.195 0.105
Random Forest 0.993 0.623 0.181 0.119
LR-OvAbow 0.948 0.648 0.466 0.164
LR-OvAθ 0.952 0.773 0.346 0.087
LDA 100k 0.956 0.557 0.523 0.075
LDA H 100k 0.948 0.485 0.458 0.075
LDA H mutex 100k 0.851 0.638 0.443 0.075
LDA 800k 0.962 0.547 0.531 0.072
LDA H 800k 0.955 0.466 0.460 0.072
LDA H mutex 800k 0.851 0.650 0.447 0.072
Table 18: 0/1-loss, precision, recall and label ranking loss for all models on documents
labelled with the 4 levels of the Reuters label hierarchy. For the 0/1-loss and
label ranking loss lower is better. Precision and recall are measured as the
average per document precision and recall. The comparison ensemble models
have 200 estimators in them, and the topic based ensembles use a topic model
with 200 topics.
more specialised than those at the top, the performance on the lower categories is crit-
ically important. Being able to separate articles about Politics from those about Sports
is less useful5 than being able to separate Football from Tennis, or UK Politics from
German Politics.
Therefore, we also analysed how the models perform on each level of the label hier-
archy, focussing on per category binary performance, averaged over all categories. For
each category we measured the Precision, Recall and F1-score of all models, using any-
thing not labelled as belonging to that category as the "other". The results are displayed
in Tables 19 as averages over all label tiers and 20 for each label tier separately.
Model Precision Recall F1-score Accuracy
All Labels
Logistic Regression OvA BoW 0.411 0.291 0.321 0.963
Logistic Regression OvA θ 0.407 0.114 0.156 0.968
LDA 100k 0.441 0.412 0.392 0.961
LDA 800k 0.452 0.427 0.403 0.960
Table 19: Per category binary Precision, Recall, F1-score and Accuracy averaged across
all label tiers (unweighted macro).
5 Relatively simple keyword matching should allow separating general high level categories from each other.
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Figure 14: Precision-Recall trade-off for all models on the 4-tier label hierarchy.
Looking at the per category binary performance metrics over all tiers (Table 19) it is
clear that both of the logistic regression ensembles suffer from the increased number of
labels. Separating out each of the label tiers (Table 20) we see that the logistic regression
ensembles perform better than the topical ensemble for the 4 1st-tier labels only. The
topical ensembles achieve much higher precision and recall for labels lower down in
the hierarchy (Table 20), Figure 15 shows the F1-score on each category against the size
of the training set. The shaded areas show the quartiles of each score distribution. The
logistic regression ensemble improves over the topical ensemble only for 3 of the largest
categories. The topical ensemble is able to learn from much fewer training instances. This
is noteworthy as the logistic regression ensemble that uses the document-topic vectors
as the input signal does not match the performance of the topical ensemble of the BoW
logistic regression ensemble. The improvement is not, therefore, simply a function of
using a topical representation but a result of our ensemble model.
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Model Precision Recall F1 Accuracy
Tier 1
Logistic Regression OvA BoW 0.748 0.702 0.722 0.827
Logistic Regression OvA θ 0.847 0.668 0.725 0.846
LDA 100k 0.716 0.674 0.689 0.798
LDA 800k 0.709 0.661 0.679 0.791
Tier 2
Logistic Regression OvA BoW 0.406 0.268 0.304 0.962
Logistic Regression OvA θ 0.431 0.098 0.144 0.967
LDA 100k 0.452 0.412 0.401 0.961
LDA 800k 0.449 0.431 0.410 0.960
Tier 3
Logistic Regression OvA BoW 0.387 0.280 0.303 0.977
Logistic Regression OvA θ 0.331 0.078 0.115 0.981
LDA 100k 0.399 0.385 0.352 0.975
LDA 800k 0.431 0.399 0.367 0.974
Tier 4
Logistic Regression OvA BoW 0.377 0.398 0.368 0.980
Logistic Regression OvA θ 0.610 0.234 0.311 0.986
LDA 100k 0.487 0.505 0.473 0.984
LDA 800k 0.503 0.503 0.486 0.985
Table 20: Per category binary Precision, Recall, F1-score and Accuracy for the different
label tiers separated out. Note that the F1-score displayed is not the harmonic
mean of the listed precision and recall values but the average of the individual
F1-scores for each category.
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Figure 15: F1-score against training data size for the two best performing models. The
shaded areas show the quartiles of the F1-score distribution for each model.
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section 4.5
Summary
We tested a novel topic based ensemble model against a number of multi-label classi-
fication algorithms on a complex classification task with 102 target labels organised in
a hierarchy. The topical ensemble outperforms the comparison models on smaller cate-
gories where training data becomes scarce. Only when there are more than 100 training
instances do the comparison models become competitive. Given the constraints of the
application scenario, accumulating enough training data for the traditional models is
problematic. Our model is able to handle a large number of target categories with a
broad topical range. Our model also allows new labels to be added and old labels to be
removed without impacting the performance of already learned categories.
5
C O N C L U S I O N S A N D F U T U R E W O R K
In this final Chapter of the thesis we will first summarise our findings from Chapters 3
and then 4 and outline future research directions.
Many real world classification tasks deal with a corpus that has a broad topical range.
These data sets can be difficult for standard classification algorithms as the class associ-
ation of document features is subject to change based on topical context. In some cases
a feature can reverse its class association between two topics. Our research focusses on
the impact topical bias has on document classification and on finding ways to mitigate
that. The central question we explore is: "under what circumstances does resolving the topical
context improve performance at a classification task?".
Previous research1 indicates that ensemble classifiers for sentiment analysis benefit
from topical context. We selected two tasks that require a different understanding of the
source text to be performed effectively: sentiment analysis and hierarchical multi-label
document classification. The remaining two Sections summarise our empirical findings
elaborate on the limitations of the research so far and outline future research.
section 5.1
Topical Ensembles in Sentiment Classification
We showed that using an ensemble of classifiers for sentiment analysis does improve
performance, especially when training data is scarce. However, we also showed that the
topical bias of the ensemble model is unlikely to be the source of the improvement as
a similar improvement is achieved by training an ensemble without topical bias. The
individual SVM classifiers in the ensemble are not able to learn a better representation
1 Xiang and Zhou (2014) and Van Canneyt, Claeys, and Dhoedt (2015)
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of the target classes using either a topically weighted training set or a data set that
is sub-sampled based on topics. Contrary to previous research, our findings indicate
that topical sub-sampling in fact leads to a worse model due to the sampling reducing
training data further.
While the sub-sampling and instance weighting strategies are the immediately ob-
vious methods for biasing the ensemble learning, there are alternatives that could be
more effective. The document feature weights themselves could be weighted based on
topic-term probabilities derived from the topic models or the features could be trans-
formed based on discrete topic membership. Below we discuss both the limitations of
our research thus far and outline future research directions.
document representation In all experiments we used a bag-of-words docu-
ment representation and performed little feature engineering or selection. The bag-of-
words document representation is limited in its ability to represent contextual informa-
tion of words. This was part of the motivation for using a bag-of-words (BoW) model;
to see if the contextual information inferred by a topic model could counterbalance the
lack of context of the BoW model. Nevertheless, using a document representation that
captures richer contextual information, for instance word vectors (Mikolov, Sutskever,
et al., 2013), could improve model performance.
same document representation for topic model and ensemble To en-
sure the alignment of the topical classifiers with the topic inferred from the topic model
we used the same document representation across all models. There is good reason to
believe that the topic model could benefit from a document representation that is differ-
ent from that of the ensemble model and vice versa. For instance, including sentiment
specific features for the ensemble model’s document representation has been shown to
be beneficial (Xiang and Zhou, 2014; Van Canneyt, Claeys, and Dhoedt, 2015). However,
it is not clear how this would impact the correspondence between the document clusters
from the topic model and the ensemble classifiers.
pairwise category comparisons In order to keep the experimental methodol-
ogy clear we considered pairs of categories in our experiments. This is a clear simplifi-
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cation of the complexities that exist in real world corpora. Our empirical work did not
demonstrate that the topical information specifically helps in sentiment classification
task that involves data from two different topical areas. It is possible that this finding
does not apply to cases where complex interactions between multiple different topical
categories prevail.
number and variability of datasets The empirical work focussed on user
written product reviews in different topical categories. Sentiment analysis has been ap-
plied to many different kinds of data sources in addition to product reviews including
social media posts, movie reviews and political opinion. The applicability of our results
is limited to the product reviews domain. Previous research has shown that domain
specific variations in how people express opinion do exist and that extra linguistic phe-
nomena should in some cases be taken into account. Our results should therefore not
be extrapolated to other domains without diligent comparisons between the regularities
and irregularities of sentiment expression in those domains.
topic-term weighting One possibility for creating a topically biased ensemble
is to modify the feature values of each training instance for each local classifier based
on the topic-term weights from the topic model. Each topic in the topic model is a prob-
ability distribution over the entire vocabulary. The probabilities could be used to weight
the feature values in each training document and differentiate the training data between
different topics that way. However, the per topic probability distributions assigned to
the vocabulary tend to have a very long tail (Figure 16). Using the long tailed probabil-
ity distribution as feature weights would essentially cause almost all of the document
features to have a value very close to 0 as typically only the top 10 terms for any topic
have weight above 0.05. At a minimum this approach would require very careful tuning.
discrete topic-term assignment Another alternative is to modify the feature
space itself by assigning terms to topics based on some threshold. The document features
would be transformed for instance with a topic ID suffix, replicating terms that belong to
several topics. The threshold would need to be set high enough to create differentiation
between the topic specific feature spaces, which would dramatically increase the sparsity
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Figure 16: Top 100 topic term values for a 20 topic model. Thick black line is the mean.
Each grey line is an individual topic.
of the document representation. Lowering the threshold would reduce the sparsity but
also reduce the differentiation between the topic specific vocabularies.
the correct number of topics In all the experimental work we performed a
parameter sweep for the best value of K, the number of topics. This is very expensive in
practice. Having an automatic way of setting K would be preferable. There are a number
of ways to evaluate the quality of a topic model for this purpose. The methods typically
use information theoretic metrics measured on hold-out data. See Section 2.5.3.3 for an
overview.
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topic specific word embeddings The bag-of-words document representation
used in our experiments has known limitations. For instance, it only encodes the pres-
ence or absence of word identities and does not account for word semantics in a mean-
ingful way. Neural Network models that use a continuous representation of word mean-
ing have gained a lot of attention in recent years, including for document classification.
The word embeddings are typically trained from a single source corpus and the embed-
dings do not discriminate between topics. A topic model could be used to train topic
specific word embeddings that could then be fed into a neural network classifier.
feature selection In practical applications of sentiment classification, feature
selection methods are often utilised to learn a better model. We did not include feature
selection methods in our empirical work to maintain a strict relationship between the
topic model and the local classifiers. However, as feature selection methods create radi-
cally different feature spaces for the classifier to operate on, exploring the implications
of feature selection for topically rich corpora is an interesting area for future research.
section 5.2
Topical Ensembles for Topical Content
We present a method for multi-label classification that is computationally efficient
and outperforms strong baseline models. The benefit of our method is that it is able
to utilise large amounts of unlabelled data to create a broad topical representation of a
corpus. The topical representation is utilised to create an ensemble classifier. By taking
into account the hierarchical nature of the label space our model improves over the state
of the art.
A significant problem for developing better methods for multi-label classification is
the difficulty in evaluating the models. No single metric completely captures the charac-
teristics of a model and multiple different evaluations need to be performed to compare
models with each other. Accounting for things such as label similarity and label preva-
lence in the evaluation itself is as of yet an unsolved issue. More work is needed to
develop evaluation methodologies that account for these issues.
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alternative topic models Our work demonstrates the value of distributed top-
ical document representations for classification tasks. An open question is the extent to
which the quality of the topic model impacts on the performance of the ensemble. Us-
ing a different topic model could yield significant further improvements in performance.
Batmanghelich et al. (2016) for instance show how to produce more coherent topics than
LDA. In the empirical work we trained a single topic model from a large unlabelled
corpus. The label hierarchy could be utilised to train a hierarchy of topic models with
increasing levels of granularity. How far this hierarchical approach could be pushed is
an open question.
semi-supervised learning One particular difficulty for deploying machine learn-
ing models in practice is the lack of high quality labelled data. The problem is exacer-
bated by an increase in the number of labels as each individual label requires a certain
amount of training data. Our model could be used in a semi-supervised setting to label
a large corpus which could then be used to improve the model.
number and specificity of target categories We used the RCV1 corpus
and its 103 topic categories organised in four hierarchical levels in our empirical work on
multi-label classification. Some commonly used multi-label classification data sets, such
as the Medical Subject Headings2, contain many more target categories and many more
levels in the hierarchy. The applicability of topic models is limited by their tendency
to capture broad corpus wide patterns and overlook fine grained details. Although our
method works better than the comparison models on the Reuters data it is important
to better understand how these same patterns are reflected in other corpora that are
labelled using different label hierarchies.
other classification signals Our model currently utilises a topic model and
a set of weights to rank labels for new articles. The model however is very flexible and
could integrate other signals in addition to the topic model. The topic model captures
coarse grained structures in the data. The coarse grained structures could be amended
2 https://www.nlm.nih.gov/mesh/
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by labelling named entities, which are likely to be very specific to certain labels. A way
of combining these signals would then need to be developed.
weight sharing New labels are continuously introduced in the application sce-
narios that motivated our model. All new labels will initially suffer from a cold start
problem as very few documents will have been labelled for those categories. The dis-
tributed document representation derived using LDA allows similarity comparisons to
be made between already existing categories and their relations with the topic model
and the new documents. This offers the possibility to share weights between already
learned categories and new, similar categories possibly reducing annotation costs and
time to deployment for new labels.
Part III
A P P E N D I X
A
C H A P T E R 3 - A M A Z O N D ATA S E T S
Table 21 lists the vocabulary agreement scores for the categories used in the experiments
in Chapter 3.
Overlap Agreement Score
Category Pair
Books - Cell Phones and Accessories 14268 0.7407
Movies and TV - Pet Supplies 15886 0.7783
CDs and Vinyl - Tools and Home Improvement 15779 0.8158
Baby - Digital Music 13829 0.8522
Baby - Home and Kitchen 13625 1.1029
Home and Kitchen - Office Products 14227 1.2060
Clothing Shoes and Jewelry - Sports and Outdoors 14672 1.2868
Digital Music - Musical Instruments 25174 1.3961
Table 21: Vocabulary agreement scores (see Section 3.2.1) and number of shared vocabu-
lary items for the category pairs used in Chapter 3.
Overlap Agreement Score
Category Pair
Books - Cell Phones and Accessories 14268 0.7407
Books - Pet Supplies 15825 0.7442
Cell Phones and Accessories - Movies and TV 14680 0.7485
Pet Supplies - Video Games 15490 0.7660
Books - Electronic 17085 0.7718
Movies and TV - Pet Supplies 15886 0.7783
Automotive - Books 14284 0.7826
Baby - Books 14274 0.7869
Cell Phones and Accessories - Video Games 15305 0.7873
Books - Tools and Home Improvement 15913 0.7880
Automotive - Movies and TV 14539 0.7888
Continued on next page
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Overlap Agreement Score
Category Pair
Books - Patio Lawn and Garden 16353 0.7940
Cell Phones and Accessories - Kindle Store 13964 0.7953
Amazon Instant Video - Cell Phones and Accessories 13160 0.7965
Electronic - Movies and TV 17651 0.8032
Baby - Video Games 14482 0.8036
Kindle Store - Pet Supplies 14888 0.8049
Baby - Movies and TV 14557 0.8064
Movies and TV - Patio Lawn and Garden 16415 0.8066
Automotive - Video Games 14706 0.8084
Amazon Instant Video - Pet Supplies 14033 0.8155
Movies and TV - Tools and Home Improvement 16194 0.8157
CDs and Vinyl - Tools and Home Improvement 15779 0.8158
Baby - Kindle Store 13556 0.8182
Amazon Instant Video - Automotive 12967 0.8195
Kindle Store - Tools and Home Improvement 15115 0.8204
Books - Health and Personal Ca 16015 0.8240
CDs and Vinyl - Cell Phones and Accessories 14415 0.8251
Health and Personal Ca - Movies and TV 16041 0.8255
Health and Personal Ca - Video Games 15583 0.8266
Digital Music - Pet Supplies 14840 0.8275
Patio Lawn and Garden - Video Games 16171 0.8280
Electronic - Kindle Store 16407 0.8285
Automotive - Kindle Store 13745 0.8295
Cell Phones and Accessories - Digital Music 14108 0.8307
CDs and Vinyl - Electronic 17445 0.8319
Books - Clothing Shoes and Jewelry 14262 0.8322
CDs and Vinyl - Pet Supplies 15354 0.8329
Movies and TV - Video Games 24806 0.8347
Kindle Store - Patio Lawn and Garden 15308 0.8360
Tools and Home Improvement - Video Games 16332 0.8369
Amazon Instant Video - Electronic 15476 0.8378
Health and Personal Ca - Kindle Store 15141 0.8401
Books - Home and Kitchen 15456 0.8404
Books - Video Games 23755 0.8429
Grocery and Gourmet Food - Video Games 15514 0.8465
Automotive - CDs and Vinyl 14240 0.8467
CDs and Vinyl - Patio Lawn and Garden 15924 0.8490
Baby - Digital Music 13829 0.8522
CDs and Vinyl - Health and Personal Ca 15644 0.8530
Amazon Instant Video - Patio Lawn and Garden 14530 0.8553
Books - Office Product 16331 0.8564
Amazon Instant Video - Tools and Home Improvement 14212 0.8566
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Overlap Agreement Score
Category Pair
Automotive - Digital Music 13874 0.8571
Grocery and Gourmet Food - Movies and TV 16646 0.8602
Electronic - Video Games 18295 0.8627
Books - Grocery and Gourmet Food 16866 0.8643
Amazon Instant Video - Health and Personal Ca 14271 0.8661
Kindle Store - Video Games 21620 0.8684
Amazon Instant Video - Video Games 20773 0.8695
CDs and Vinyl - Video Games 23274 0.8698
Digital Music - Patio Lawn and Garden 15525 0.8730
Clothing Shoes and Jewelry - Movies and TV 14553 0.8747
Amazon Instant Video - Baby 12895 0.8763
Cell Phones and Accessories - Pet Supplies 12765 0.8775
Home and Kitchen - Movies and TV 15437 0.8779
Digital Music - Electronic 16877 0.8787
Baby - CDs and Vinyl 14329 0.8800
Clothing Shoes and Jewelry - Video Games 14195 0.8826
Beauty - Books 14742 0.8850
Books - Sports and Outdoo 17198 0.8863
Grocery and Gourmet Food - Kindle Store 15666 0.8870
Digital Music - Tools and Home Improvement 15382 0.8879
Cell Phones and Accessories - Health and Personal Ca 13225 0.8957
Home and Kitchen - Kindle Store 14477 0.8967
Amazon Instant Video - Office Product 14648 0.8968
Digital Music - Health and Personal Ca 15266 0.8971
Home and Kitchen - Video Games 15079 0.8981
Clothing Shoes and Jewelry - Kindle Store 13837 0.8994
Amazon Instant Video - Home and Kitchen 13710 0.8997
Cell Phones and Accessories - Grocery and Gourmet Food 12162 0.9000
Electronic - Pet Supplies 14257 0.9003
Beauty - Movies and TV 14944 0.9072
Movies and TV - Office Product 16421 0.9072
Beauty - Video Games 14209 0.9123
Beauty - CDs and Vinyl 14859 0.9123
Amazon Instant Video - Clothing Shoes and Jewelry 13097 0.9132
Apps for Android - Books 12912 0.9165
CDs and Vinyl - Grocery and Gourmet Food 16289 0.9177
Baby - Cell Phones and Accessoriesries 12685 0.9196
Amazon Instant Video - Grocery and Gourmet Food 14840 0.9222
Amazon Instant Video - Beauty 13409 0.9227
Kindle Store - Movies and TV 26092 0.9228
Digital Music - Home and Kitchen 14667 0.9231
Cell Phones and Accessories - Patio Lawn and Garden 13419 0.9248
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Overlap Agreement Score
Category Pair
Movies and TV - Sports and Outdoors 17591 0.9262
CDs and Vinyl - Clothing Shoes and Jewelry 14347 0.9276
CDs and Vinyl - Home and Kitchen 14993 0.9282
Amazon Instant Video - Sports and Outdoors 15457 0.9285
Pet Supplies - Tools and Home Improvement 14443 0.9304
Clothing Shoes and Jewelry - Digital Music 13902 0.9313
Books - Movies and TV 30004 0.9318
Cell Phones and Accessories - Tools and Home Improvement 14065 0.9330
Office Product - Video Games 16751 0.9330
Apps for Android - Movies and TV 13057 0.9349
Kindle Store - Office Products 15703 0.9357
Book - CDs and Vinyl 26908 0.9364
Beauty - Kindle Store 14094 0.9370
Health and Personal Care - Pet Supplies 15046 0.9428
Sports and Outdoors - Video Games 17401 0.9437
Electronics - Grocery and Gourmet Food 13672 0.9444
Electronics - Health and Personal Care 14764 0.9523
Automotive - Pet Supplies 13708 0.9540
CDs and Vinyl - Kindle Store 24118 0.9545
CDs and Vinyl - Sports and Outdoors 17185 0.9552
Baby - Electronics 13849 0.9558
Automotive - Cell Phones and Accessories 13253 0.9559
CDs and Vinyl - Office Products 16140 0.9570
Baby - Grocery and Gourmet Food 12740 0.9586
Apps for Android - Video Games 13431 0.9605
Health and Personal Care - Tools and Home Improvement 14614 0.9612
Kindle Store - Sports and Outdoors 16314 0.9615
Grocery and Gourmet Food - Pet Supplies 14259 0.9638
Digital Music - Video Games 22715 0.9646
Digital Music - Grocery and Gourmet Food 15858 0.9650
Amazon Instant Video - Book 23992 0.9650
Amazon Instant Video - CDs and Vinyl 23064 0.9672
Patio Lawn and Garden - Pet Supplies 15287 0.9676
Amazon Instant Video - Movies and TV 25068 0.9684
Digital Music - Office Product 15566 0.9708
Book - Kindle Store 26952 0.9741
Cell Phones and Accessories - Electronic 16034 0.9744
Amazon Instant Video - Kindle Store 22153 0.9745
Grocery and Gourmet Food - Tools and Home Improvement 13390 0.9760
Baby - Health and Personal Care 13828 0.9774
CDs and Vinyl - Movies and TV 28850 0.9796
Baby - Pet Supplies 13967 0.9801
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Overlap Agreement Score
Category Pair
Automotive - Electronics 14673 0.9813
Electronic - Patio Lawn and Garden 15183 0.9817
Automotive - Baby 13080 0.9833
Automotive - Health and Personal Care 13813 0.9843
Baby - Patio Lawn and Garden 13911 0.9866
Automotive - Tools and Home Improvement 15207 0.9881
Beauty - Cell Phones and Accessories 12059 0.9884
Health and Personal Care - Patio Lawn and Garden 14808 0.9891
Electronics - Tools and Home Improvement 16071 0.9926
Office Product - Pet Supplies 13803 0.9940
Automotive - Grocery and Gourmet Food 12674 0.9945
Apps for Android - Pet Supplies 10659 0.9948
Apps for Android - Cell Phones and Accessories 11230 0.9971
Baby - Tools and Home Improvement 13881 0.9973
Grocery and Gourmet Food - Patio Lawn and Garden 14275 0.9978
Automotive - Patio Lawn and Garden 14722 1.0049
Amazon Instant Video - Apps for Android 12279 1.0050
Apps for Android - CDs and Vinyl 12795 1.0067
Clothing Shoes and Jewelry - Pet Supplies 12717 1.0093
Apps for Android - Kindle Store 12829 1.0107
Beauty - Digital Music 14496 1.0110
Cell Phones and Accessories - Sports and Outdoors 14108 1.0112
Apps for Android - Health and Personal Care 10923 1.0128
Apps for Android - Tools and Home Improvement 11066 1.0151
Cell Phones and Accessories - Home and Kitchen 13051 1.0160
Digital Music - Sports and Outdoors 16682 1.0169
Cell Phones and Accessories - Clothing Shoes and Jewelry 12516 1.0174
Amazon Instant Video - Digital Music 21845 1.0204
Grocery and Gourmet Food - Health and Personal Care 14920 1.0207
Apps for Android - Digital Music 12493 1.0242
Digital Music - Movies and TV 26804 1.0279
Book - Digital Music 25446 1.0282
Apps for Android - Baby 10219 1.0311
Apps for Android - Patio Lawn and Garden 10974 1.0324
Grocery and Gourmet Food - Office Products 13364 1.0353
Home and Kitchen - Pet Supplies 14320 1.0394
Automotive - Office Products 13967 1.0407
Clothing Shoes and Jewelry - Patio Lawn and Garden 13109 1.0415
Beauty - Pet Supplies 13490 1.0416
Digital Music - Kindle Store 22778 1.0419
Patio Lawn and Garden - Tools and Home Improvement 16011 1.0428
Beauty - Electronics 13268 1.0431
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Overlap Agreement Score
Category Pair
Clothing Shoes and Jewelry - Tools and Home Improvement 13282 1.0433
Apps for Android - Automotive 10430 1.0465
Cell Phones and Accessories - Office Products 14704 1.0492
Pet Supplies - Sports and Outdoors 15086 1.0527
Clothing Shoes and Jewelry - Electronics 13704 1.0528
Apps for Android - Grocery and Gourmet Food 10694 1.0568
Baby - Beauty 12616 1.0596
Beauty - Patio Lawn and Garden 13419 1.0604
Health and Personal Care - Home and Kitchen 14452 1.0607
Clothing Shoes and Jewelry - Grocery and Gourmet Food 12417 1.0646
Office Products - Patio Lawn and Garden 14585 1.0657
Cell Phones and Accessories - Musical Instruments 15603 1.0680
Clothing Shoes and Jewelry - Health and Personal Care 13260 1.0687
Beauty - Tools and Home Improvement 13129 1.0689
Health and Personal Care - Office Products 14293 1.0714
Baby - Office Products 13406 1.0715
Apps for Android - Electronics 12385 1.0722
Electronics - Sports and Outdoors 16177 1.0728
Automotive - Beauty 12632 1.0729
Baby - Clothing Shoes and Jewelry 12691 1.0735
CDs and Vinyls - Musical Instruments 27285 1.0779
Amazon Instant Video - Musical Instruments 20835 1.0806
Electronics - Home and Kitchen 14470 1.0830
Books - Toys and Games 19406 1.0830
Office Products - Tools and Home Improvement 15341 1.0834
Automotive - Clothing Shoes and Jewelry 12700 1.0856
Automotive - Home and Kitchen 13831 1.0901
Sports and Outdoors - Tools and Home Improvement 16170 1.0943
CDs and Vinyls - Digital Music 29016 1.0971
Grocery and Gourmet Food - Home and Kitchen 14526 1.1021
Automotive - Musical Instruments 15455 1.1025
Baby - Home and Kitchen 13625 1.1029
Automotive - Sports and Outdoors 15143 1.1032
Baby - Sports and Outdoors 14525 1.1033
Musical Instruments - Pet Suppl 15692 1.1037
Cell Phones and Accessories - Toys and Games 14031 1.1073
Apps for Android - Clothing Shoes and Jewelry 10218 1.1094
Apps for Android - Beauty 10132 1.1109
Beauty - Grocery and Gourmet Food 13757 1.1149
Movies and TV - Toys and Games 19599 1.1185
Grocery and Gourmet Food - Sports and Outdoors 14493 1.1187
Electronics - Office Products 16831 1.1206
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Overlap Agreement Score
Category Pair
Automotive - Toys and Games 14086 1.1212
Home and Kitchen - Tools and Home Improvement 14988 1.1275
Health and Personal Care - Sports and Outdoors 15641 1.1276
Home and Kitchen - Patio Lawn and Garden 15268 1.1281
Baby - Musical Instruments 14742 1.1310
Movies and TV - Musical Instruments 25424 1.1316
CDs and Vinyls - Toys and Games 18927 1.1321
Books - Musical Instruments 24561 1.1342
Apps for Android - Home and Kitchen 10669 1.1353
Patio Lawn and Garden - Sports and Outdoors 16103 1.1376
Beauty - Home and Kitchen 13238 1.1384
Amazon Instant Video - Toys and Games 17361 1.1396
Apps for Android - Sports and Outdoors 11604 1.1434
Apps for Android - Office Product 11868 1.1447
Musical Instruments - Video Games 22115 1.1453
Electronic - Toys and Games 16023 1.1480
Grocery and Gourmet Food - Musical Instruments 15995 1.1494
Musical Instruments - Tools and Home Improvement 17070 1.1540
Toys and Games - Video Games 19608 1.1559
Kindle Store - Toys and Games 18251 1.1571
Clothing Shoes and Jewelry - Home and Kitchen 12780 1.1598
Beauty - Office Products 12978 1.1612
Health and Personal Care - Musical Instruments 16102 1.1631
Grocery and Gourmet Food - Toys and Games 14530 1.1635
Electronics - Musical Instruments 18980 1.1666
Clothing Shoes and Jewelry - Office Products 13216 1.1690
Beauty - Clothing Shoes and Jewelry 12519 1.1700
Beauty - Health and Personal Care 14699 1.1765
Health and Personal Care - Toys and Games 14847 1.1792
Digital Music - Toys and Games 18106 1.1847
Pet Supplies - Toys and Games 14889 1.1858
Musical Instruments - Patio Lawn and Garden 16672 1.1991
Home and Kitchen - Office Products 14227 1.2060
Tools and Home Improvement - Toys and Games 15407 1.2090
Office Product - Sports and Outdoors 15217 1.2102
Home and Kitchen - Sports and Outdoors 15155 1.2119
Apps for Android - Musical Instruments 12885 1.2139
Patio Lawn and Garden - Toys and Games 15459 1.2193
Home and Kitchen - Musical Instruments 15758 1.2301
Apps for Android - Toys and Games 12269 1.2393
Baby - Toys and Games 14582 1.2396
Beauty - Sports and Outdoors 14149 1.2462
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Overlap Agreement Score
Category Pair
Clothing Shoes and Jewelry - Musical Instruments 14879 1.2524
Clothing Shoes and Jewelry - Toys and Games 13876 1.2650
Home and Kitchen - Toys and Games 14764 1.2688
Kindle Store - Musical Instruments 22520 1.2801
Beauty - Toys and Games 13646 1.2852
Clothing Shoes and Jewelry - Sports and Outdoors 14672 1.2868
Musical Instrument - Office Products 17218 1.3265
Office Product - Toys and Games 15576 1.3575
Sports and Outdoo - Toys and Games 16478 1.3686
Beauty - Musical Instruments 15109 1.3895
Digital Music - Musical Instruments 25174 1.3961
Musical Instruments - Sports and Outdoors 17901 1.4398
Musical Instruments - Toys and Games 18752 1.6403
Table 22: Vocabulary agreement scores (see Section 3.2.1) and number of shared vocabu-
lary items for the category pairs used in Chapter 3.
B
C H A P T E R 3 - B A L A N C E D D ATA , N O W E I G H T S C A L I N G
Table 23 lists the full results for the topical ensemble for sentiment classification on a
balanced dataset with weight scaling and no tie braking.
SVM LDA+SVM
Vote Aggregation 0/1 θ †
Topics Weight Scaling
1 - 0.675
0/1 0.675 0.675
0/2 0.674 0.674
1/2 0.674 0.674
1/4 0.673 0.673
2/3 0.674 0.674
3/4 0.674 0.674
1/10 0.671 0.671
2 0/1 0.655 0.675 0.624
0/2 0.654 0.674 0.622
1/2 0.675 0.679 0.674
1/4 0.671 0.678 0.666
2/3 0.675 0.676 0.675
Continued on next page
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SVM LDA+SVM
Vote Aggregation 0/1 θ †
Topics Weight Scaling
3/4 0.675 0.676 0.675
1/10 0.663 0.674 0.650
3 0/1 0.662 0.670
0/2 0.661 0.669
1/2 0.677 0.678
1/4 0.675 0.678
2/3 0.676 0.677
3/4 0.677 0.676
1/10 0.670 0.672
4 0/1 0.658 0.666
0/2 0.657 0.665
1/2 0.678 0.678
1/4 0.676 0.677
2/3 0.677 0.676
3/4 0.678 0.675
1/10 0.672 0.672
5 0/1 0.665 0.666
0/2 0.664 0.664
1/2 0.678 0.677
1/4 0.676 0.677
2/3 0.678 0.676
3/4 0.677 0.675
1/10 0.674 0.672
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SVM LDA+SVM
Vote Aggregation 0/1 θ †
Topics Weight Scaling
6 0/1 0.664 0.662
0/2 0.664 0.663
1/2 0.678 0.678
1/4 0.677 0.678
2/3 0.678 0.677
3/4 0.679 0.676
1/10 0.674 0.672
8 0/1 0.667 0.662
0/2 0.666 0.661
1/2 0.679 0.678
1/4 0.678 0.677
2/3 0.679 0.676
3/4 0.679 0.676
1/10 0.676 0.673
10 0/1 0.667 0.659
0/2 0.666 0.660
1/2 0.679 0.678
1/4 0.679 0.678
2/3 0.678 0.677
3/4 0.678 0.677
1/10 0.677 0.674
20 0/1 0.667 0.657
0/2 0.666 0.656
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SVM LDA+SVM
Vote Aggregation 0/1 θ †
Topics Weight Scaling
1/2 0.679 0.679
1/4 0.679 0.680
2/3 0.678 0.677
3/4 0.678 0.676
1/10 0.678 0.677
30 0/1 0.665 0.652
0/2 0.665 0.651
1/2 0.680 0.679
1/4 0.679 0.679
2/3 0.679 0.677
3/4 0.679 0.677
1/10 0.679 0.677
40 0/1 0.664 0.652
0/2 0.664 0.651
1/2 0.679 0.678
1/4 0.679 0.679
2/3 0.679 0.677
3/4 0.679 0.676
1/10 0.679 0.678
Table 23: Mathews Correlation Coefficient for balanced data (dataset (a), see Section 3.2
Table 3.
C
C H A P T E R 3 - S U B - S A M P L E R E S U LT S
Table 24 lists the results for sub-sampling the training data for an ensemble classifier,
instead of using training data weights.
SVM LDA+SVM
Vote Aggregation 0/1 θ
Topics
(a) 2500 2500 2500 2500
2 0.674 0.674 0.673
3 0.674 0.675 0.673
4 0.674 0.674 0.671
5 0.674 0.671 0.669
6 0.674 0.669 0.667
8 0.674 0.663 0.662
10 0.674 0.658 0.654
20 0.674 0.645 0.644
30 0.674 0.640 0.636
40 0.674 0.637 0.633
(b) 500 500 4500 4500
2 0.682 0.681 0.681
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SVM LDA+SVM
Vote Aggregation 0/1 θ
Topics
3 0.682 0.682 0.681
4 0.682 0.680 0.678
5 0.682 0.679 0.674
6 0.682 0.678 0.673
8 0.682 0.672 0.669
10 0.682 0.668 0.664
20 0.682 0.657 0.652
30 0.682 0.652 0.649
40 0.682 0.648 0.644
(c) 500 4500 4500 500
2 0.812 0.810 0.811
3 0.812 0.813 0.810
4 0.812 0.812 0.810
5 0.812 0.811 0.806
6 0.812 0.810 0.806
8 0.812 0.807 0.803
10 0.812 0.805 0.801
20 0.812 0.798 0.794
30 0.812 0.795 0.791
40 0.812 0.794 0.790
(d) 4500 500 4500 500
2 0.484 0.472 0.478
3 0.484 0.487 0.474
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SVM LDA+SVM
Vote Aggregation 0/1 θ
Topics
4 0.484 0.480 0.476
5 0.484 0.486 0.473
6 0.484 0.475 0.468
8 0.484 0.463 0.459
10 0.484 0.449 0.450
20 0.484 0.429 0.428
30 0.484 0.412 0.423
40 0.484 0.406 0.410
(e) 500 1000 8000 500
2 0.670 0.664 0.664
3 0.670 0.673 0.663
4 0.670 0.671 0.666
5 0.670 0.673 0.661
6 0.670 0.669 0.659
8 0.670 0.666 0.656
10 0.670 0.658 0.653
20 0.670 0.647 0.639
30 0.670 0.640 0.637
40 0.670 0.636 0.632
(f) 8000 1000 250 750
2 0.628 0.623 0.626
3 0.628 0.632 0.625
4 0.628 0.624 0.625
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SVM LDA+SVM
Vote Aggregation 0/1 θ
Topics
5 0.628 0.631 0.623
6 0.628 0.622 0.621
8 0.628 0.616 0.613
10 0.628 0.607 0.610
20 0.628 0.595 0.597
30 0.628 0.588 0.596
40 0.628 0.583 0.589
Table 24: Mathews Correlation Coefficient for sub-sampled ensemble training.
D
C H A P T E R 4 - C AT E G O RY C O U N T S
Topic Code Size Explanation Depth Parent
CCAT 374316 Corporate/Industrial 1
C11 24325 Strategy/Plans 2 CCAT
C12 11944 Legal/Judicial 2 CCAT
C13 37410 Regulation/Policy 2 CCAT
C14 7410 Share Listings 2 CCAT
C15 150164 Performance 2 CCAT
C151 81875 Accounts/Earnings 3 C15
C1511 23212 Annual Results 4 C151
C152 73092 Comment/Forecasts 3 C15
C16 1920 Insolvency/Liquidity 3 CCAT
C17 41829 Funding/Capital 2 CCAT
C171 18313 Share Capital 3 C17
C172 11487 Bonds/Debt Issues 3 C17
C173 2636 Loans/Credits 3 C17
C174 5871 Credit Ratings 3 C17
C18 51480 Ownership Changes 2 CCAT
C181 43374 Mergers/Acquisitions 3 C18
C182 4671 Asset Transfers 3 C18
C183 7406 Privatisations 3 C18
C21 25403 Production/Services 2 CCAT
C22 6119 New products/Services 2 CCAT
C23 2625 Research/Development 2 CCAT
C24 32153 Capacity/Facilities 2 CCAT
C31 40506 Markets/Marketing 2 CCAT
C311 4299 Domestic Markets 3 C31
C312 6648 External Markets 3 C31
C313 1115 Market Share 3 C31
C32 2084 Advertising/Promotion 2 CCAT
C33 15331 Contracts/Orders 2 CCAT
Continued on next page
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Topic Code Size Explanation Depth Parent
C331 1210 Defence Contracts 3 C33
C34 4835 Monopolies/Competition 2 CCAT
C41 11354 Management 2 CCAT
C411 10272 Management Moves 3 C41
C42 11878 Labour 2 CCAT
ECAT 117539 Economics 1
E11 8568 Economic Performance 2 ECAT
E12 27078 Monetary/Economic 2 ECAT
E121 2182 Money Supply 3 E12
E13 6345 Inflation/Prices 2 ECAT
E131 5659 Consumer Prices 3 E13
E132 939 Wholesale Prices 3 E13
E14 2086 Consumer Finance 2 ECAT
E141 376 Personal Income 3 E14
E142 200 Consumer Credit 3 E14
E143 1206 Retail Sales 3 E14
E21 43128 Government Finance 2 ECAT
E211 15768 Expenditure/Revenue 3 E21
E212 27405 Government Borrowing 3 E21
E31 2342 Output/Capacity 2 ECAT
E311 1701 Industrial Production 3 E31
E312 52 Capacity Utilization 2 E31
E313 111 Inventories 3 E31
E41 16900 Employment/Labour 2 ECAT
E411 2136 Unemployment 3 E41
E51 20722 Trade/Reserves 2 ECAT
E511 2933 Balance of Payments 3 E51
E512 12634 Merchandise Trade 3 E51
E513 2290 Reserves 3 E51
E61 391 Housing Starts 2 ECAT
E71 5270 Leading Indicators 2 ECAT
GCAT 234873 Government/Social 1
G15 19152 European Community 2 GCAT
G151 3307 EC Internal Market 3 G15
G152 2107 EC Corporate Policy 3 G15
G153 2360 EC Agriculture Policy 3 G15
G154 8404 EC Monetary/Economic 3 G15
G155 2124 EC Institutions 3 G15
G156 260 EC Environment Issues 3 G15
G157 2036 EC Competition/Subsidy 3 G15
G158 4300 EC External Relations 3 G15
G159 40 EC General 3 G15
GCRIM 32219 Crime, Law Enforcement 2 GCAT
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Topic Code Size Explanation Depth Parent
GDEF 8842 Defence 2 GCAT
GDIP 37739 International Relations 2 GCAT
GDIS 8657 Disasters and Accidents 2 GCAT
GENT 3801 Arts, Culture, Entertainment 2 GCAT
GENV 6261 Environment and Natural World 2 GCAT
GFAS 313 Fashion 2 GCAT
GHEA 6030 Health 2 GCAT
GJOB 17241 Labour Issues 2 GCAT
GMIL 5 Millennium Issues 2 GCAT
GOBIT 844 Obituaries 2 GCAT
GODD 2802 Human Interest 2 GCAT
GPOL 56878 Domestic Politics 2 GCAT
GPRO 5498 Biographies, Personalities, People 2 GCAT
GREL 2849 Religion 2 GCAT
GSCI 2410 Science and Technology 2 GCAT
GSPO 35317 Sports 2 GCAT
GTOUR 680 Travel and Tourism 2 GCAT
GVIO 32615 War, Civil War 2 GCAT
GVOTE 11532 Elections 2 GCAT
GWEA 3878 Weather 2 GCAT
GWELF 1869 Welfare, Social Services 2 GCAT
MCAT 200190 Markets 1
M11 48700 Equity Markets 2 MCAT
M12 26036 Bond Markets 2 MCAT
M13 52972 Money Markets 2 MCAT
M131 28185 Interbank Markets 3 M13
M132 26752 Forex Markets 3 M13
M14 85100 Commodity Markets 2 MCAT
M141 47708 Soft Commodities 3 M14
M142 12136 Metals Trading 3 M14
M143 21957 Energy Markets 3 M14
Table 25: Topic codes, category sizes and the topic code explanation for every topic code
in RCV1.
Table 26 lists the average training and test size counts for all categories used in Chapter
4.
Training Size Test Size Total Depth
Category
CCAT 189.88 759.12 374316 1
Continued on next page . . .
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Training Size Test Size Total Depth
Category
C11 13.20 53.68 24325 2
C12 10.12 43.12 11944 2
C13 36.80 142.64 37410 2
C14 6.16 24.24 7410 2
C15 25.56 105.92 150164 2
C151 13.32 54.24 81875 3
C1511 6.60 25.36 23212 4
C152 13.20 55.56 73092 3
C16 5.12 19.56 1920 2
C17 30.04 125.60 41829 2
C171 10.40 42.64 18313 3
C172 5.72 24.24 11487 3
C173 4.68 19.32 2636 3
C174 5.56 24.04 5871 3
C18 27.60 111.56 51480 2
C181 19.04 78.40 43374 3
C182 5.64 20.24 4671 3
C183 6.28 26.76 7406 3
C21 15.80 59.12 25403 2
C22 6.60 24.20 6119 2
C23 5.44 23.60 2625 2
C24 19.36 69.52 32153 2
C31 35.96 141.52 40506 2
C311 6.80 32.16 4299 3
C312 10.20 36.80 6648 3
C313 4.76 17.84 1115 3
C32 5.32 21.88 2084 2
C33 12.72 48.52 15331 2
C331 4.88 19.32 1210 3
C34 11.52 44.16 4835 2
C41 9.88 42.20 11354 2
C411 9.20 37.32 10272 3
C42 14.12 57.88 11878 2
ECAT 143.08 572.68 117539 1
E11 12.12 47.40 8568 2
E12 30.04 120.68 27078 2
E121 5.72 21.84 2182 3
E13 14.08 57.88 6345 2
E131 10.16 42.32 5659 3
E132 5.08 19.60 939 3
E14 15.68 67.44 2086 2
E141 4.96 20.48 376 3
Continued on next page . . .
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Training Size Test Size Total Depth
Category
E142 4.52 17.80 200 3
E143 7.00 29.52 1206 3
E21 27.44 109.16 43128 2
E211 14.64 57.68 15768 3
E212 12.76 51.20 27405 3
E31 17.76 63.24 2342 2
E311 10.96 38.12 1701 3
E312 4.68 15.96 52 3
E313 4.44 16.92 111 3
E41 24.28 101.96 16900 2
E411 6.12 24.68 2136 3
E51 28.04 114.64 20722 2
E511 7.24 31.08 2933 3
E512 14.28 59.12 12634 3
E513 5.32 21.24 2290 3
E61 4.36 16.44 391 2
E71 4.44 18.20 5270 2
GCAT 170.92 680.60 234873 1
G15 46.84 188.68 19152 2
G151 7.20 33.16 3307 3
G152 9.24 36.20 2107 3
G153 7.08 28.48 2360 3
G154 14.64 59.16 8404 3
G155 7.24 29.28 2124 3
G156 4.68 18.20 260 3
G157 8.04 32.16 2036 3
G158 9.88 39.24 4300 3
G159 4.12 16.04 40 3
GCRIM 20.68 87.24 32219 2
GDEF 9.64 35.92 8842 2
GDIP 20.56 80.24 37739 2
GDIS 8.60 33.96 8657 2
GENT 7.64 30.00 3801 2
GENV 12.68 46.00 6261 2
GFAS 4.80 16.72 313 2
GHEA 9.32 40.44 6030 2
GJOB 24.44 101.48 17241 2
GOBIT 5.56 21.16 844 2
GODD 5.88 21.76 2802 2
GPOL 33.60 125.36 56878 2
GPRO 11.80 45.04 5498 2
GREL 5.84 20.28 2849 2
Continued on next page . . .
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Training Size Test Size Total Depth
Category
GSCI 5.20 21.80 2410 2
GSPO 5.32 20.00 35317 2
GTOUR 4.96 18.56 680 2
GVIO 12.24 48.84 32615 2
GVOTE 7.84 28.20 11532 2
GWEA 4.52 21.96 3878 2
GWELF 5.80 21.08 1869 2
MCAT 58.84 241.76 200190 1
M11 8.20 34.92 48700 2
M12 7.68 31.32 26036 2
M13 19.48 84.40 52972 2
M131 7.88 37.76 28185 3
M132 12.80 51.04 26752 3
M14 29.00 114.80 85100 2
M141 15.80 61.12 47708 3
M142 6.32 26.76 12136 3
M143 7.84 29.04 21957 3
Table 26: Average category counts for the 4-level hierarchy over 25 random samples.
E
C H A P T E R 4 - P E R C AT E G O RY P E R F O R M A N C E
Table 27 lists the per category performance metrics (Precision, Recall, F1-score and Ac-
curacy) for each label tier.
Model Precision Recall F1 Accuracy
All Labels
Decision Tree 0.255 0.180 0.193 0.953
Extra Trees 0.282 0.033 0.049 0.964
Random Forest 200 0.192 0.024 0.035 0.964
LR-OvAbow 0.411 0.291 0.321 0.963
LR-OvAθ 0.407 0.114 0.156 0.968
LDA 100k 0.441 0.412 0.392 0.961
LDA H 100k 0.418 0.315 0.319 0.961
LDA H mutex 100k 0.461 0.277 0.304 0.965
LDA 800k 0.452 0.427 0.403 0.960
LDA H 800k 0.424 0.323 0.324 0.960
LDA H mutex 800k 0.469 0.277 0.311 0.966
Tier 1
Decision Tree 0.642 0.528 0.573 0.753
Extra Trees 0.886 0.418 0.502 0.797
Random Forest 0.814 0.396 0.477 0.788
LR-OvAbow 0.748 0.702 0.722 0.827
LR-OvAθ 0.847 0.668 0.725 0.846
Continued on next page . . .
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Model Precision Recall F1 Accuracy
LDA 100k 0.716 0.674 0.689 0.798
LDA H 100k 0.715 0.675 0.689 0.798
LDA H mutex 100k 0.864 0.622 0.719 0.838
LDA 800k 0.709 0.661 0.679 0.791
LDA H 800k 0.705 0.663 0.678 0.790
LDA H mutex 800k 0.864 0.627 0.723 0.840
Tier 2
Decision Tree 0.228 0.155 0.169 0.952
Extra Trees 0.235 0.011 0.020 0.964
Random Forest 0.159 0.006 0.011 0.964
LR-OvAbow 0.406 0.268 0.304 0.962
LR-OvAθ 0.431 0.098 0.144 0.967
LDA 100k 0.452 0.412 0.401 0.961
LDA H 100k 0.432 0.343 0.348 0.960
LDA H mutex 100k 0.502 0.261 0.304 0.965
LDA 800k 0.449 0.431 0.410 0.960
LDA H 800k 0.427 0.349 0.351 0.959
LDA H mutex 800k 0.504 0.267 0.313 0.965
Tier 3
Decition Tree 0.250 0.179 0.188 0.971
Extra Trees 0.275 0.023 0.040 0.980
Random Forest 0.168 0.012 0.021 0.980
LR-OvAbow 0.387 0.280 0.303 0.977
LR-OvAθ 0.331 0.078 0.115 0.981
LDA 100k 0.399 0.385 0.352 0.975
LDA H 100k 0.374 0.253 0.254 0.976
LDA H mutex 100k 0.375 0.252 0.262 0.977
LDA 800k 0.431 0.399 0.367 0.974
Continued on next page . . .
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Model Precision Recall F1 Accuracy
LDA H 800k 0.396 0.265 0.264 0.976
LDA H mutex 800k 0.392 0.247 0.266 0.977
Tier 4
Decision Tree 0.319 0.221 0.223 0.978
Extra Trees 0.659 0.125 0.203 0.986
Random Forest 0.469 0.065 0.110 0.985
LR-OvAbow 0.377 0.398 0.368 0.980
LR-OvAθ 0.610 0.234 0.311 0.986
LDA 100k 0.487 0.505 0.473 0.984
LDA H 100k 0.364 0.049 0.085 0.984
LDA H mutex 100k 0.327 0.779 0.456 0.971
LDA 800k 0.503 0.503 0.486 0.985
LDA H 800k 0.326 0.019 0.034 0.985
LDA H mutex 800k 0.347 0.716 0.460 0.975
Table 27: Per category average (macro) performance metrics for labels and the different
label tiers separated out. Note that the F1-score displayed is not the harmonic
mean of the listed precision and recall values but the average of the individual
F1-scores for each category.
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