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Abstract
It is important to incorporate all available observations when large-scale mathematical models arising in different fields of
science and engineering are used to study various physical and chemical processes. Variational data assimilation techniques can be
used in the attempts to utilize efficiently observations in a large-scale model (for example, in order to obtain more reliable initial
values). Variational data assimilation techniques are based on a combination of three very important components
• numerical methods for solving differential equations,
• splitting procedures
and
• optimization algorithms.
It is crucial to select an optimal (or, at least, a good) combination of these three components, because models which are very
expensive computationally will become much more expensive (the computing time being often increased by a factor greater than
100) when a variational data assimilation technique is applied. Therefore, it is important to study the interplay between the three
components of the variational data assimilation techniques as well as to apply powerful parallel computers in the computations.
Some results obtained in the search for a good combination of numerical methods, splitting techniques and optimization algorithms
will be reported. Parallel techniques described in [V.N. Alexandrov, W. Owczarz, P.G. Thomsen, Z. Zlatev, Parallel runs of a large
air pollution model on a grid of Sun computers, Mathematics and Computers in Simulation, 65 (2004) 557–577] are used in the
runs.
Modules from a particular large-scale mathematical model, the Unified Danish Eulerian Model (UNI-DEM), are used in the
experiments. The mathematical background of UNI-DEM is discussed in [V.N. Alexandrov, W. Owczarz, P.G. Thomsen, Z. Zlatev,
Parallel runs of a large air pollution model on a grid of Sun computers, Mathematics and Computers in Simulation, 65 (2004)
557–577, Z. Zlatev, Computer Treatment of Large Air PollutionModels, Kluwer Academic Publishers, Dordrecht, Boston, London,
1995]. The ideas are rather general and can easily be applied in connection with other mathematical models.
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1. Statement of the problem
It is important to start the computations with a good set of initial values of the concentrations when short-time
air pollution forecasts are to be calculated by applying large-scale air pollution models. Sufficiently accurate initial
values are normally not available and, therefore, one has to find a way to produce good initial values. Different data
assimilation techniques and available observations can be used in the efforts to resolve this task. It should be noted
here that data assimilation techniques are very useful also in the efforts to solve many other important tasks related to
large-scale computations with environmental models (see [3–5]). Data assimilation techniques can also be applied in
many other fields of science and engineering (see [6]).
Assume that observations are available at every time-point tp, p ∈ {0, 1, 2, . . . , P}. These observations can be
taken into account in an attempt to improve different parameters related to the model as, for example, the initial
values. This can be done by minimizing the value of the following functional (see, for example, [7]):
J {c¯0} = 12
P∑
p=0
〈W (tp) (c¯p − c¯obsp ) , c¯p − c¯obsp 〉, (1)
where
• the functional J {c¯0} is depending on the initial value c¯0 of the vector of the concentrations at time t0 (because the
model results c¯p depend on c¯0),
• W (tp) is a matrix containing some weights, and
• 〈, 〉 is an inner product in an appropriately defined Hilbert space (it will be assumed here that the usual vector space
is used, i.e. it is assumed that c¯ ∈ Rs where s is the number of chemical species which are involved in the model).
It is seen that the functional J {c¯0} depends on both the weights and the differences between those calculated by the
model concentrations c¯p and observations c¯obsp at the time-levels tp at which observations are available. W (tp) will be
assumed to be the identity matrix I in this paper, but in general weights are to be defined in some way and used in the
computations.
The task treated in this paper will be to find an improved initial field c¯0, which minimizes the functional J {c¯0}.
This can be achieved by using some optimization algorithm. Most of the optimization algorithms are based on the
application of the gradient of J {c¯0}. Sets of adjoint equations are defined. These equations are needed in the calculation
of the gradient of the functional J {c¯0}.
2. Algorithmic representation
A data assimilation algorithm can be represented by applying the procedure described in Fig. 1. An optimization
procedure is needed for the calculations that are to be carried out in the loop “DO ITERATIONS”. In many
optimization subroutines, the direction of the steepest descent is first found and then the value of parameter ρ that
gives the largest decrease in the direction is used in an attempt to improve the current solution. In practice, however, it
is only necessary here to find a good standard minimization subroutine. In our experiments we used three subroutines,
E04DGF, E04KDF and E04KYF, from the NAG Numerical Library [9]. The algorithms used in these subroutines are
fully described in [10–13] and in Section 4.8.3 of [14]. Subroutine E04KYF was actually used in the computations
discussed in Section 6.
Underlying the algorithm in Fig. 1 is the assumption that we can apply some splitting procedure. It is assumed that
a simple sequential splitting procedure is used and that the model under consideration is split into two sub-models.
The results can easily be extended for the case where the model is split into more than two sub-models and/or where
some other splitting procedures are applied (different splitting procedures are discussed in detail in Chapter 2 of [15]).
Note that the sub-models in the loop related to the adjoint equations are used in reverse order (see Fig. 1).
The algorithm sketched in Fig. 1 is designed under the assumption that the backward calculations (with the
adjoint equations) are carried out every time when the forward computations are performed to a time-point at which
observations are available. It can be proved that this is not necessary. One can perform the forward calculations from
the starting time-point to the end time-point and then carry out the backward mode only once from the end time-point
to the starting time-point (see Chapter 10 in [15]).
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Fig. 1. An algorithm for performing variational data assimilation by performing multiple backward calculations. P STEP is equal to P . P LENGTH
is equal to the number of time-steps that are to be carried out between two time-points tp and tp+1 at which the observations are available.
3. Major computational modules of the data assimilation algorithm
The data assimilation algorithm presented in Fig. 1 consists of three major computational modules:
• At every time-step (both a forward time-step and a backward time-step) we need a numerical algorithm for solving
differential equations, because both the model and the adjoint equation are normally represented by systems of
differential equations that are to be handled numerically.
• The discretization of the systems of differential equations leads to very time-consuming numerical tasks (these
tasks are as a rule described by huge systems of ordinary differential equations). This is why some kind of splitting
is normally used when large models are to be handled numerically. As mentioned before, a simple sequential
splitting procedure is used in Fig. 1. This splitting procedure consists of two sub-models only. In practice, the
original model is normally split into more than two sub-models.
• An optimization algorithm has to be used in order to minimize the functional (1). Most of the optimization
algorithms are using the gradient of the functional in the computational process. The sub-models obtained by
the selected splitting procedure and the corresponding adjoint equations are used to calculate the gradient.
From the algorithm given in Fig. 1, it can be clearly seen that the computations are carried out on three major loops:
• On the innermost loop, numerical methods for solving differential equations are to be used.
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• On the intermediate loop, some splitting procedure is to be applied in order (i) to split the model, (ii) to construct
the corresponding adjoint equations and (iii) to treat the sub-models and the corresponding equations in some
prescribed order.
• On the outer loop, the optimization procedure is to be used.
The interplay of the methods used on these three levels must be studied carefully in the efforts to design a good
data assimilation algorithm which is robust, fast and sufficiently accurate.
4. Treatment of a simple transport-chemistry problem
The following simple transport-chemistry problem is used in this section in order to illustrate how the
data assimilation techniques discussed in the previous section can be implemented. The problem is described
mathematically by a system of partial differential equations (PDEs), in which it is assumed that V is a positive
constant and s is the number of chemical species involved in the model:
∂ c¯
∂t
= −V ∂ c¯
∂x
+ f (t, x, c¯), x ∈ [a, b], t ∈ [0, T ], c¯ ∈ Rs, c(0, x) = c¯0. (2)
Boundary conditions are to be considered in connection with (2). When a splitting procedure is applied (see below),
it is convenient to introduce boundary conditions during the treatment of the advection sub-model. This is why the
boundary conditions are given there, in (10).
The system of PDEs given by (2) can be considered as a mathematical description of a very simple environmental
transport-chemistry model. Normally, three-dimensional transport is used in the modern models. Moreover several
other physical processes (diffusion, deposition, emissions, etc.) have to be included (see, for example [22,2]).
However, some important topics related to the implementation of data assimilation techniques can easily be explained
by using (2). Note also that in the actual computations some modules from the Unified Danish Eulerian Model
(UNI-DEM), ([2,15]) have been implemented and used, but modules from other models (as, for example, the models
discussed in [16–22]) can easily be applied.
The model described by the system of PDEs (2) is split into two sub-models: a pure transport sub-model and a pure
chemistry sub-model:
∂ g¯
∂t
= −V ∂ g¯
∂x
, x ∈ [a, b], t ∈ [0, T ], g¯ ∈ Rs, (3)
∂ h¯
∂t
= f (t, x, h¯), x ∈ [a, b], t ∈ [0, T ], h¯ ∈ Rs. (4)
The calculations with the two sub-models (3) and (4) at an arbitrary time-step (after the first one) are carried
out as follows. Assume that the calculations from t = t0 to t = tn have been completed and an approximation
c¯n+1 to c¯(tn+1, x) has to be computed. We set g¯n = c¯n and calculate g¯n+1 with the selected numerical method for
the treatment of the system of Eq. (3). We proceed by putting h¯n = g¯n+1 and by calculating h¯n+1 using the selected
numerical method for the treatment of (4). Then we set c¯n+1 = h¯n+1. In this way, the computations needed to calculate
an approximation at t = tn+1 are complete and we can proceed in the same way to compute an approximation at the
next time-point t = tn+2. It is still necessary to explain how to start the computations, i.e. how to calculate an
approximation c¯1 to c¯(t1, x). However, this is not a problem, because c¯0 is given, see (2).
4.1. The transport sub-model and its adjoint equation
It is important to emphasize here the fact that (3) is a system of s independent scalar PDEs, where s is the number
of the chemical species involved in the model. Therefore it is quite sufficient to show how any of these scalar equations
can be solved. Assume that the number of grid-points on the Ox axis is Nx + 1 and let
∂g
∂t
= −V ∂g
∂x
, x ∈ [a, b], t ∈ [0, T ], g ∈ R, (5)
P.G. Thomsen, Z. Zlatev / Computers and Mathematics with Applications 55 (2008) 2381–2393 2385
be any of the scalar equations forming the system of PDEs (3), i.e. g is equal to some component g j of g¯ where
j = 1, 2, . . . , s. Consider the grids:
Gx = {xi |i = 0, 1, . . . , Nx , x0 = a, xNx = b} (6)
and
Gt = {tn|n = 0, 1, . . . , Nt , t0 = 0, tNt = T }. (7)
Let xi ∈ Gx and tn ∈ Gt. Different numerical methods can be used to calculate approximations
gi,n ≈ g(tn, xi ) (8)
of the exact solution at point (tn, xi ).
Formula (9), which is given below, can be obtained by using the notation wi = (V4t)/44x and simple finite
differences (see more details in [7]):
−wigi−1,n+1 + gi,n+1 + wigi+1,n+1 = wigi−1,n + gi,n − wigi+1,n, (9)
where i = 2, 3, . . . , Nx − 2 and for any n = 0, 1, . . . , Nt − 1. Formula (9) was used in [7]. Also note that formula (9)
can be obtained from formula (2.11) in [8] by setting there α = 0, θ = 0.5 and σ = (V 4t)/4x .
Let us assume, for the sake of simplicity, that Dirichlet boundary conditions are given by the following formulae
(in fact, only one boundary condition is quite sufficient, but considering two boundary conditions will be necessary if
diffusion terms are added):
g0,n = c(tn, x0), gNx ,n = c(tn, xNx ), n = 0, 1, . . . , Nt . (10)
Of course, the exact values of c(tn, x0) and c(tn, xNx ) are not available, but sufficiently accurate approximations
of these values can be obtained. If only the advection sub-model is run, then we can simply take c(tn, x0) = c(t0, x0)
and c(tn, xNx ) = c(t0, xNx ). If only the chemistry sub-model is run, then boundary conditions are not needed. If the
combined advection-chemistry model is run, then very accurate approximations of the boundary conditions can be
calculated by running the chemical sub-model at the grid-points x0 and xNx with a very small time-stepsize.
By applying (10), formula (9) can be rewritten for i = 1 as
−w1c(tn+1, x0)+ g1,n+1 + w1g2,n+1 = w1c(tn, x0)+ g1,n − w1g2,n (11)
and for i = Nx − 1 as
−wNx−1gNx−2,n+1 + gNx−1,n+1 + wNx−1c(tn+1, xNx ) = wNx−1gNx−2,n + gNx−1,n − wNx−1c(tn, xNx ). (12)
Denote
g˜n = (g1,n, g2,n, . . . , gNx−1,n)T (13)
and
d˜n = (w1[c(tn+1, x0)+ c(tn, x0)], 0, 0, . . . , 0, 0,−wNx−1[c(tn+1, xNx )+ c(tn, xNx )])T. (14)
By using the notation introduced by (13) and (14), it is possible to rewrite (9), (11) and (12) in a matrix form:
(I − A)g˜n+1 = (I + A)g˜n + d˜n ⇒ g˜n+1 = Dg˜n + (I − A)−1d˜n, (15)
D
def= (I − A)−1(I + A), (16)
where I is the identity matrix and A is a matrix which has non-zero elements only on the two diagonals that are
adjacent to the main diagonal (and, more precisely, −wi on the diagonal below the main diagonal and wi on the
diagonal above the main diagonal).
If g˜n has already been calculated, then (15) can be used to proceed with the calculation of g˜n+1. Thus, if an initial
field, g˜0, is given, then (15) can be used to calculate successively, step-by-step, approximations of the exact solution.
As mentioned above, it is necessary to calculate the gradient Grad{J } of the functional J {c¯0} from (1) in order to
find an improved initial field c¯0. Assume as in the first section of this chapter that observations are available at times
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{tp | p = 0, 1, . . . , P}. Assume also that the calculations by formula (15) for some n + 1 = p have been completed.
It is then necessary to form the adjoint variable
q˜p = W˜p (c˜p − c˜obsp ) (17)
and to use it as a starting value in the integration of the adjoint equation backward from t = tp to t = t0 (let us
reiterate that we have assumed W¯p = I for all values of p). The backward calculations can be carried out by using
the following formula, which is the discrete adjoint equation corresponding to (15):
q˜n = DTq˜n+1, (18)
where D is defined in (16). It should also be mentioned here that in the derivation of (18) it is assumed that the values
of the adjoint variable at the boundaries are equal to zero for all values of n. This assumption can easily be removed.
4.2. The chemistry sub-model and its adjoint equation
There are no spatial derivatives in the chemical sub-model. If we consider this sub-model at the spatial grid-points
used in the transport model, then a system of ordinary differential equations (ODEs) can be obtained. It is easily seen
that in fact this system of ODEs consists of several independent and smaller systems. Each of the smaller systems
contains s equations and the number of such systems is equal to the number Nx + 1 of spatial grid-points. It is quite
sufficient to illustrate how any of the small systems can be handled numerically.
Denote by h˜(t) and f˜ (t, h˜) the values h(t, xi ) and f (t, xi , h˜) for any i , i = 0, 1, . . . , Nx . Then the system of ODEs
corresponding to the chosen index i can be written as
dh˜
dt
= f˜ (t, h˜). (19)
The system (19) contains s equations and one such system has to be treated at every time-step and at every spatial
grid-point. The system is stiff (discussion about different aspects of the concept of stiffness for systems of ODEs can
be found, for example, in [23–26]) and therefore it has to be solved by using implicit numerical methods for stiff
systems of ODEs. The use of the simple Backward Euler Method, which has in some sense best stability properties,
is based on the following formula:
h˜n+1 = h˜n +4t f˜ (tn+1, h˜n+1), (20)
where 4t is the time-stepsize used and h˜n is an approximation of h˜(tn).
The adjoint equation of (20), which has to be handled in the backward mode, can be written in the following form:
r˜n = r˜n+1 −4t
[
−∂ f (hn)
∂h
]T
r˜n, (21)
where the adjoint variable, which appears in the chemical sub-model, is denoted by r˜ .
5. Algorithmic representation of the calculations
The algorithm given in Fig. 1 can easily be modified for the particular problem described by (2). The resulting
algorithm is given in Fig. 2.
Comparing the algorithm given in Fig. 1 with the algorithm given in Fig. 2, it is seen that there are four differences:
• The action “Perform forward steps by using the sub-model 1” from Fig. 1 is replaced in Fig. 2 by a loop carried
out over the chemical species. This loop can be executed in parallel.
• The action “Perform forward steps by using the sub-model 2” from Fig. 1 is replaced in Fig. 2 by a loop carried
out over the spatial grid-points. This loop can be executed in parallel.
• The action “Perform backward steps by using the adjoint Eq. (2)” from Fig. 1 is replaced in Fig. 2 by a loop carried
out over the spatial grid-points. This loop can be executed in parallel.
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Fig. 2. Adapting the algorithm presented in Fig. 1 to the simple transport-chemistry example studied in this section.
• The action “Perform backward steps by using the adjoint Eq. (1)” from Fig. 1 is replaced in Fig. 2 by a loop carried
out over the chemical species. This loop can be executed in parallel.
The algorithm shown in Fig. 2 illustrates an important fact: not only is the splitting procedure used leading to the
treatment of smaller problems, but additionally many parallel tasks appear in a very natural way. This can be used to
solve the problem more efficiently if a parallel computer is available (the implementation of parallel computations is
fully described in [1]).
5.1. Need of synchronization of the numerical methods
It is desirable to synchronize the numerical methods that are used in the different parts of the data assimilation
algorithm in order to get better performance. It is easy to see that the numerical methods used in the data assimilation
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algorithm presented in this section are not synchronized. Consider the order of accuracy of the numerical methods
used in the different parts:
• The numerical method used in the treatment of the transport sub-model is of second order.
• The Backward Euler Method, which is used in the treatment of the chemistry sub-model, is of first order.
• The sequential splitting procedure is of order one.
The order of accuracy m of the combined method (methods for solving differential equation + splitting procedure)
is usually given by the formula:
m = min{p1, p2, r}, (22)
where: (i) p1 is the order of the numerical methods used in the treatment of the first sub-model, (ii) p2 is the order of
the numerical methods used in the treatment of the first sub-model and (iii) r is the order of the splitting procedure. It
should be mentioned here that it is possible, in principle at least, to construct combinations of numerical methods and
splitting procedures for which m > min{p1, p2, r}. This is a very interesting and important problem but it is beyond
the scope of this paper. It will be studied in future.
Formula (22) shows that the order of the combined method is one. This indicates that if we are interested to have a
combined method of order two, then it is necessary to use the following rules in the selection of numerical methods
for solving differential equations and splitting procedures:
• A numerical method of order two has to be chosen for the treatment of the chemistry sub-model. Both the
Trapezoidal Rule and the Implicit Mid-point Rule are obvious candidates. However, the stability properties of
these two numerical methods are poorer than the stability properties of the Backward Euler Method used in this
paper (see, for example, [23,24]). This means that if the chemical sub-model leads to a system of very stiff ODEs
(which is often the case), then it is not advisable to use these two methods. One can apply some Runge–Kutta
method of order two with good stability properties, but these methods are as a rule much more expensive than the
three methods mentioned above. This short discussion shows very clearly that the choice is, at least, not very easy.
• Also a splitting procedure of order two has to be chosen. A possible choice is the symmetric splitting procedure
introduced byMarchuk and Strang (see, [27,28]). It should be mentioned here, however, that the symmetric splitting
is more expensive computationally than the simpler sequential splitting procedure. Thus, in this part also the
decision is not an easy task.
6. Numerical results
The simple transport-chemistry problem, which was discussed in Section 4, has been run with the data assimilation
algorithm proposed in this paper. The organization of the computations and results obtained when: (a) only the
advection part is run, (b) only the chemistry part is run and (c) both advection and chemistry are run will be discussed.
6.1. Organization of the computations
In all runs the computations start at 6:00 o’clock (tstart = 21 600 s starting the counting from 0:00). The end-point of
the time-interval is at 24:00 o’clock on the next day (tend = 172 800 s). This means that the length of the time-interval
is 42 h (i.e. the time-interval includes changes from day to night and from night to day).
The length of the spatial interval (the interval along the Ox axis) is 500 km.
The number of spatial points is N X + 1 and the computations are performed in NT time-steps. We start with
setting N X = 160 and NT = 1008 (which corresponds to 4x = 3.125 km and 4t = 150 s). After a successful run
both N X and NT are multiplied by two (4x and 4t are divided by two) and a new run is started. This operation is
repeated several times.
A reference solution has been calculated by using fine resolution discretization (N X = 40 960 and NT = 258 048)
and used to check the accuracy of the calculated solution by using the expression:
ERROR = max
k=0,1,...,160,l=6,7,...,48
( | cmodelk,l − crefk,l |
max(| crefk,l |, 1.0)
)
, (23)
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Table 1
Results obtained when only the advection model is run without using the data assimilation algorithm
N X NT ERROR RATE 1 Time RATE 2
160 1008 7.80× 10−2 – 0.00069 –
320 2016 4.39× 10−2 1.77 0.00182 2.64
640 4032 2.57× 10−2 1.71 0.00611 3.36
1280 8064 1.31× 10−2 1.97 0.02529 4.14
RATE 1 is showing the rate by which the accuracy is improved (related to the previous run). The computing time is measured in CPU hours. RATE
2 is showing the rate by which the time needed to perform the job is increased (related to the previous run).
Table 2
Results obtained when only the advection model is run together with the data assimilation algorithm
N X NT ERROR0 I ERRORF I RATE 1 Time RATE 2
160 1008 2.13× 10−2 7.92× 10−2 – 0.00271 (3.9) –
320 2016 1.13× 10−2 4.39× 10−2 1.80 0.03269 (18.0) 12.06
640 4032 6.00× 10−3 2.42× 10−2 1.82 0.14469 (23.7) 4.43
1280 8064 2.94× 10−3 1.34× 10−2 1.84 0.46189 (18.3) 3.19
ERROR0 I and ERRORF I are the error estimations of the improved initial values and of the solution over the whole interval (the initial values were
perturbed with errors of about 25%). RATE 1 is showing the rate by which the accuracy of the solution over the whole time-interval (ERRORF I)
is improved (related to the previous run). The computing time is measured in CPU hours (the ratios showing the increase of the times in this table
related to the times in the previous table are given in brackets). RATE 2 is showing the rate by which the time needed to perform the job is increased
(related to the previous run).
where cmodelk,l and c
ref
k,l are the model value and the reference solution calculated at observation station k and at hour l.
An assimilation window of six hours is considered (from 6:00 to 12:00 or, in other words, from tstart = 21 600 to
tassimilation = 43 200). It is assumed that observations are available at the beginning (tstart = 21 600) and at the end of
every hour, i.e. the number of time-points at which observations are available is seven. It is further assumed that the
number of observation stations is 161.
The values of the initial solution are perturbed by using a multiplier 1.0 + αk where the numbers αk ,
k = 0, 1, . . . , 160 are randomly generated in a prescribed interval. The interval [0.24, 0.26] was used in the
experiments reported in this paper. However, some experiments, where the intervals were [0.09, 0.11], [0.49, 0.51]
and [0.99, 0.101], were also carried out. The experiments indicate that the accuracy does not depend too much
on the size of the perturbations used, but the computing time needed to solve the problem is in general increased
when the perturbations are becoming larger (which should be expected, because more iterations in the optimization
procedure are as a rule needed to find the minimum). It should also be added here that only the components of the
ozone concentrations were perturbed. The data assimilation algorithm is used over the assimilation window in an
attempt to improve the initial solution. The values of the reference solution within the assimilation window are used
as observations.
6.2. Running only the advection sub-model
If the initial solution is a wave as shown in the left-hand side upper plot of Fig. 3, then the advection sub-model
is simply translating this wave to the position shown in the right-hand side upper plot of Fig. 3. Results obtained by
varying the discretization parameters N X and NT are shown in Table 1 for the case where the problem is solved
directly without using the data assimilation algorithm and in Table 2 where: (a) the initial solution is perturbed, (b)
the values of the initial solution are improved by using the data assimilation algorithm within the assimilation window
(i.e. from tstart = 21 600 to tassimilation = 43 200) and (c) the improved solution is used to solve the problem over the
whole time-interval from tstart = 21 600 to tend = 172 800.
6.3. Running only the chemistry sub-model
Assume again that the initial solution is shown in the left-hand side upper plot of Fig. 3. Then the chemistry sub-
model is reduced to a system of independent equations (one system per each spatial grid-point). There are changes
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Fig. 3. Spatial distribution of the ozone concentrations: (a) initial values on the left-hand side upper plot, (b) end-values when only the advection
sub-model is run on the right-hand side upper plot, (c) end-values when only the chemistry sub-model is run on the left-hand side lower plot, (d)
end-values when the combined advection-chemistry model is run on the left-hand side lower plot.
Table 3
Results obtained when only the chemistry model is run without using the data assimilation algorithm
N X NT ERROR RATE 1 Time RATE 2
160 1008 2.29× 10−3 – 0.08122 –
320 2016 1.11× 10−3 2.06 0.28446 3.50
640 4032 5.19× 10−4 2.14 1.12385 3.95
1280 8064 2.23× 10−4 2.33 4.02622 3.58
RATE 1 is showing the rate by which the accuracy is improved (related to the previous run). The computing time is measured in CPU hours. RATE
2 is showing the rate by which the time needed to perform the job is increased (related to the previous run).
of the concentrations at every grid-point, but there is no transport from one grid-point to another. The solution of the
chemical sub-model at the end-point (tend = 172 800) is shown in the left-hand side lower plot of Fig. 3. Results
obtained by varying the discretization parameters N X and NT are shown in Table 3 for the case where the problem is
solved directly without using the data assimilation algorithm and in Table 4 where: (a) the initial solution is perturbed,
(b) the values of the initial solution are improved by using the data assimilation algorithm within the assimilation
window (i.e. from tstart = 21 600 to tassimilation = 43 200) and (c) the improved solution is used to solve the problem
over the whole time-interval from tstart = 21 600 to tend = 172 800.
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Table 4
Results obtained when only the chemistry model is run together with the data assimilation algorithm
N X NT ERROR0 I ERRORF I RATE 1 Time RATE 2
160 1008 2.04× 10−3 3.24× 10−3 – 0.37255 (4.6) –
320 2016 9.87× 10−4 1.57× 10−3 2.06 1.41050 (5.0) 3.06
640 4032 4.59× 10−4 7.35× 10−4 2.14 5.27060 (4.7) 3.74
1280 8064 2.01× 10−4 3.16× 10−4 2.32 17.18479 (4.3) 3.26
ERROR0 I and ERRORF I are the error estimations of the improved initial values and of the solution over the whole interval (the initial values were
perturbed with errors of about 25%). RATE 1 is showing the rate by which the accuracy of the solution over the whole time-interval (ERRORF I)
is improved (related to the previous run). The computing time is measured in CPU hours (the ratios showing the increase of the times in this table
related to the times in the previous table are given in brackets). RATE 2 is showing the rate by which the time needed to perform the job is increased
(related to the previous run).
Table 5
Results obtained when the combined advection-chemistry model is run without using the data assimilation algorithm
N X NT ERROR RATE 1 Time RATE 2
160 1008 3.45× 10−2 – 0.10806 –
320 2016 1.95× 10−2 1.76 0.34046 3.15
640 4032 1.08× 10−2 1.80 1.23796 3.64
1280 8064 7.49× 10−3 1.45 4.26979 3.45
RATE 1 is showing the rate by which the accuracy is improved (related to the previous run). The computing time is measured in CPU hours. RATE
2 is showing the rate by which the time needed to perform the job is increased (related to the previous run).
Table 6
Results obtained when the combined advection-chemistry model is run together with the data assimilation algorithm
N X NT ERROR0 I ERRORF I RATE 1 Time RATE 2
160 1008 3.87× 10−2 3.87× 10−2 – 0.58150 (5.4) –
320 2016 1.86× 10−2 1.93× 10−2 2.01 2.51050 (7.4) 4.32
640 4032 9.43× 10−3 1.06× 10−2 1.82 7.03060 (5.7) 2.80
1280 8064 3.50× 10−3 7.44× 10−3 1.42 23.96586 (5.6) 3.41
ERROR0 I and ERRORF I are the error estimations of the improved initial values and of the solution over the whole interval (the initial values were
perturbed with errors of about 25%). RATE 1 is showing the rate by which the accuracy of the solution over the whole time-interval (ERRORF I)
is improved (related to the previous run). The computing time is measured in CPU hours (the ratios showing the increase of the times in this table
related to the times in the previous table are given in brackets). RATE 2 is showing the rate by which the time needed to perform the job is increased
(related to the previous run).
6.4. Running the combined advection-chemical model
The initial solution is again identical with that shown in the left-hand side upper plot of Fig. 3. The combined
advection and chemistry sub-models are run by using the sequential splitting procedure presented in Fig. 2. The
solution of the combined advection and chemical sub-models at the end-point (tend = 172 800) is shown in the
right-hand side lower plot of Fig. 3. Results obtained by varying the discretization parameters N X and NT are
shown in Table 5 for the case where the problem is solved directly without using the data assimilation algorithm and
in Table 6 where: (a) the initial solution is perturbed, (b) the values of the initial solution are improved by using the
data assimilation algorithm within the assimilation window (i.e. from tstart = 21 600 to tassimilation = 43 200) and (c)
the improved solution is used to solve the problem over the whole time-interval from tstart = 21 600 to tend = 172 800.
6.5. Some conclusions drawn from the runs
The results presented in the previous three sub-sections indicate that the data assimilation algorithm gives results
which are in some sense optimal when both the number of time-points at which observations are available and the
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number of observation stations are sufficiently large (here also assuming that the observation stations are evenly
distributed in the space domain). Indeed, the accuracy of the results given in Tables 1, 3 and 5 is approximately the
same as the accuracy of the corresponding results presented in Tables 2, 4 and 6. This fact indicates that the data
assimilation algorithm is correctly implemented. However, more experiments with more difficult test-problems are
necessary in order to check if this property is preserved when the complexity of the solved problems is increased.
7. Concluding remarks and plans for future work
A data assimilation technique consists of three computational parts:
• numerical method for solving differential equations,
• splitting procedures
and
• optimization algorithms.
These three parts were discussed in this paper. Many conditions are to be satisfied if one is interested in achieving
an accurate, robust and fast algorithm. It is not very easy to satisfy all these conditions. On the other hand, however,
the data assimilation techniques lead to huge computational tasks. Therefore, efficiency is highly desirable.
The stability properties of the data assimilation techniques are an important issue. Only a few results related to the
stability are obtained until now. More research is needed in this direction. Some stability results are given in [29].
Better optimization algorithms are also highly desirable. The big problem is that most of the optimization
subroutines are using vector norms in the stopping criteria. The problems arising in the transport-chemical models are
extremely badly scaled (see [2,15]). Therefore it is desirable to use relative component-wise checks in the stopping
criteria.
It should be emphasized here that the number of time-points at which observations are available and the number
of observation stations were kept fixed in this study (seven time-points and 161 observation stations). It is worth
investigating the sensitivity of the results when these two numbers are varied.
Exact boundary conditions (or nearly exact boundary conditions) were used in all the experiments. It is also
necessary to check the sensitivity of the results when the boundary conditions are perturbed, because in many studies
arising in different fields of science and engineering it is difficult to ensure that the boundary conditions are exact.
The fact that all the values calculated in the forward mode of the data assimilation algorithm must be kept (because
these values are needed during the backward mode) did not allow us to handle problems with very high resolution in
space and time. There are two ways to resolve this problem. The first possibility is to write the needed values (when
these are calculated) in a file and, after that, to read the needed data when necessary. The inconvenience is that the
stored values have to be read in a reverse order during the backward mode. The second possibility is to keep only a
part of the needed data and to re-calculate the remaining data when these are needed. The drawback of this approach
is that it will lead to extra calculations, because some data have to be calculated twice.
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