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PREFACE
This thesis consists of two main parts. The first is an investigation of the multiplicative
properties of the Ku¨nneth spectral sequence and the applications there of. The second is an
equivariant formulation of some of the techniques developed by Bob Bruner in his thesis; see
[10] or [11]. We first develop background in chapter 1, mostly concerned with the important
properties of the model of spectra we work with and certain necessities regarding filtrations
and spectral sequences. The second chapter is concerned with proving a comparison lemma,
2.4.1. It also develops the relationship between filtrations and resolutions which is necessary
for application of 2.4.1 to the Ku¨nneth spectral sequence. In the third chapter, we construct
the Ku¨nneth spectral sequence, compute the action of the Dyer-Lashof algebra on various
relative smash products, and interpret those computations. In particular, we recover a form
of a result of Strickland’s in 3.3.9. The final chapter is concerned with the C2-equivariant
Adams spectral sequence. It contains the necessary background on C2-equivariant cell com-
plexes and an equivariant Adams spectral sequence.
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1CHAPTER 1
Introduction
In this section, we introduce the setting in which we will work. In section one, we
discuss the model of spectra we use and the generality in which our results are valid. In
section two, we discuss E∞ and H∞ ring spectra as well as power operations that arise from
that structure. In section three, we discuss spectral sequences arising from exact couples
with specific attention paid to those computing the homotopy of a (co)limit associated with
filtrations as well as extra structure on filtrations. We also consider universal examples in the
style of Bousfield and Kan [8]. In the final section, we examine the exact couple associated
with the smash product of two universal examples. While we are most interested in the
Ku¨nneth spectral sequence and the C2 equivariant Adams spectral sequence, we will wait to
introduce them.
1.1 Spectra
We are most interested in the stable homotopy category of topological spaces. Therefore,
we are concerned with some category of spectra. It will not be important which model
we decide to work with, as our techniques are model independent. However, for the sake
of concreteness, we will be working with S-modules and the model structures inherited by
the categories of monoids, commutative monoids, and modules in the category of S-modules
developed in [15]. In this thesis, our techniques for proving a few key lemmas, for example, the
comparison lemma 2.4.1, only rely on the triangulated structure in the homotopy category.
Some lemmas, concerning Thom spaces 4.2.3, require us to actually work with spectra and
spaces. These lemmas are relevant when doing actual computations.
21.1.1 Necessities on S-modules
The important facts about S-modules are those that allow us to make computations. For
more details on S-modules and their algebraic aspects, we recommend [15], specifically chap-
ter IV. R will always denote a commutative S-algebra, and A will always denote a (commu-
tative) R-algebra. Also, M∗ := pi∗M will always mean homotopy classes of R-module maps
from the free cell R-module FRSn when M is an R-module, see chapter III section 1 of [15].
Definition 1.1.1. An R-module F is free if it is (equivalent to) a wedge of suspensions of
R.
Note that our definition of free is more restrictive than that of [15]; this difference is
because we require the following crucial lemma.
Lemma 1.1.2. R-module maps out of a free R-module F are completely determined by their
effect in homotopy.
Proof. By definition, we have that F ' ∨i ΣniR. We have the following chain of isomor-
phisms, some of which are given by various adjunctions.
pi∗(MapsR−mod(F,M)) ∼= ⊕niΣnipi∗(MapsR−mod(R,M))
∼= ⊕niΣnipi∗(MapsS−mod(S,M))
∼= ⊕niΣnipi∗(M).
Such an element is given by a map of R∗-modules f ∈ HomR∗−mod(pi∗(F ), pi∗(M)).
We would be happy to work with any class of modules such that maps out of them are
completely determined by their effect in homotopy.
Lemma 1.1.3. Given a free R∗-module F there is a unique R-module F such that pi∗(F ) ∼= F
as R∗-modules.
31.2 Ring spectra and power operations
In this section, we discus a bit of the formalities surrounding ring spectra. We first state
which model we will use and which properties will be important about this model, such as
the factorization of the product through the extended power construction. Next, we discuss
H∞-ring spectra. We then make brief remarks regarding G-equivariant E∞-ring spectra. We
end with the construction of power operations in the homotopy of an H∞-ring spectrum,
and mention some of the classical properties of such operations.
1.2.1 E∞ ring spectra and the extended power construction
The notion of E∞ ring spectra stems from early difficulties with the smash product on the
category of spectra. To bypass this lack of symmetry, the concept of an E∞ ring spectrum
was introduced to play the role of a commutative ring spectrum. The definition, while
technical, is not entirely unnatural.
Instead of using operads, which is traditional, we will work with monads. This has
the advantage of highlighting the structure we want and storing some of the details. To
motivate the definition, we consider the classical definition of commutative algebras over
some commutative ring. In this setting, we have an adjunction
HomA−alg(A[M ], B) ∼= HomA−mod(M,B)
where A[M ] is used to denote the symmetric A-algebra generated by the A-module M . This
construction can be explicitly described by the equation A[M ] = ⊕∞n=0M⊗AnΣn ; that is, take the
A-tensor algebra on M and then take the orbits under the action of the symmetric group.
All of these constructions make sense in the category of spectra or any suitably enriched
symmetric monoidal model category. In the setting of spectra, or rather modules over the
4sphere spectrum, we can make an analogous construction, as discussed in chapter II of [15].
We first construct the analog of the tensor algebra A(M) =
∨∞
n=0M
∧n where ∧ is the smash
product of [15]. This functor A is a monad; see chapter II section 4 of [15].
Definition 1.2.1. Let X be an S-module.We call X an S-algebra if it is an algebra for the
monad A.
We will refer to A-algebras as S-algebras, but it is a result of [15] that such S-algebras
are in one to one correspondence with the earlier notion of A∞-ring spectra; see proposition
4.5 in chapter II of [15].
For the commutative situation, we must symmetrize the object by taking orbits, or in
our situation, homotopy orbits. The homotopy orbit construction for a pointed space or
spectrum X with G-action is
XhG := EG+ ∧G X := Coeq(EG+ ∧G ∧X ⇒ EG+ ∧X)
where EG is a free contractible G-space and the coequalizer is of the two action maps of
G on EG+ and X respectively. We are interested in the action of Σn on M
∧n given by
permutation of the factors.
Definition 1.2.2. For M an A-module where A is an S-algebra, we have the following three
constructions. We call DnM := EΣn+ ∧Σn M∧n the nth extended power of M . We use
DAnM := EΣn+ ∧Σn M∧An to denote the analogous construction for an A-module M . When
pi ⊆ Σn, we have DApiM := Epi+ ∧pi M∧An as well.
Let A be a cofibrant commutative S-algebra and M be a cell A-module; see chapter III
section 2 of [15]. We then have that the orbit and homotopy orbit construction agree by
theorem 5.1 of chapter III section 5 of [15].
5Definition 1.2.3. Let X be an S-module in the sense of [15]. Suppose that X is also an
S-algebra. Then, if X is an algebra for the monad P(−) := ∨∞n=0Dn(−), we will call it a
commutative S-algebra if the structure map A(X) → X factors as A(X) → P(X) → X
where A→ P is the quotient map on each wedge summand.
The functor P is a monad and its algebras are commutative S-algebras; see chapter II
of [15]. There is an equivalence between P-algebras and E∞-ring spectra; see proposition
4.5 in chapter II of [15]. We will be most interested in the restriction of the action maps to
DnX → X. We also have a relative version: if A is a commutative S-algebra, then we have
a monad on the category of A-modules which we denote PA(−). The difference between
PA and P is that the smash product in the extended power construction is replaced by ∧A,
the relative smash product. The restriction of the structure maps to individual extended
powers is used to construct power operations. Although implicit in the work of May and
many others, references that make use of the monadic perspective are [6] and [17]. In [17],
they also describe the monadic approach in the homotopy category.
The category of modules over an S-algebra enjoys many nice properties.
Definition 1.2.4. Let R be an S-algebra R. Let M and N be R-modules. The relative
smash product M ∧R N is the coequalizer
M ∧R ∧N ⇒M ∧N −→M ∧R N.
Proposition 1.2.5. If fi : R → Ai are maps of commutative S-algebras, then A1 ∧R A2 is
the pushout in the category of commutative S-algebras of f1 and f2
Proof. This is proposition 1.6 of chapter VII section 1 in [15].
We will examine the relative smash product further in chapter 2.4.
61.2.2 H∞ ring spectra and specifics about the extended power con-
struction
Much of this section can be found in the first section of [10] or [11]. H∞-ring spectrum
structure is a weakening of the notion of an E∞-ring spectrum. Every E∞-ring spectrum is
a H∞-ring spectrum by neglect of structure.
Theorem 1.2.6. The monad P on the category of S-modules descends to a monad on the
homotopy category of S-modules. We will denote this monad Ph.
S−mod P //

S−mod

Ho(S−mod) Ph // Ho(S−mod)
Proof. Although it was previously known, the reference we are most familiar with is propo-
sition 3.16 or corollary 4.14 of [17].
Definition 1.2.7. Let X be an S-module. Then, X is an H∞-ring spectrum if it is Ph-
algebra.
It should be noted that we are not assuming that X is an S-algebra or A∞ ring spectrum.
An earlier definition of H∞-ring spectrum can be found in [11] and [10]:
Definition 1.2.8. An S-module X is an H∞-ring spectrum if for all n ≥ 0 there exists
ξn : DnX → X
such that ξ1 is the identity map of X and the following diagrams commute for all j, k ≥ 0.
7DjX ∧DkX αj,k //
ξj∧ξk

Dj+kX
ξj+k

and DjDkX
Djξk

βj,k // Dj·kX
ξj·k

X ∧X ι2 // D2X ξ2 // X DjX ξ2 // X
where ιn is induced by
S0 −→ EΣn+,
α by
EΣn × EΣk −→ EΣj+k,
and β by
E(Σj o Σk) −→ EΣj·k.
As each extended power comes with a map
X∧r → DrX,
each H∞-ring spectrum is endowed with a product that factors through the extended power
by construction
X∧r
##
// X
DrX.
<<
Note about structured ring spectra in the equivariant setting
We wish to make a disclaimer at this point about structured ring spectra in the equivariant
setting. In our applications, we make explicit use of the extended power construction. Above
8we had defined the extended power of a spectrum as
DrX := EΣr+ ∧Σr X∧r
but in the equivariant setting EΣr is not well defined because we have not specified any
action of our group G. In our equivariant setting, the space we should use in place of EΣr
is the rth space of the operad whose algebras we are considering. There is an equivariant
version of the linear isometries operad for a fixed group G, and algebras for this operad are
what is meant by G-equivariant E∞-ring spectra.
Given this model for G-equivariant E∞-ring spectra, we would naturally expect to use
the full equivariant extended power. However, this is not the case. For our results, we use
the extended power construction where EΣr has the trivial G-action, which we will denote as
Dtrr . This choice is made because we wish for whichever extended power construction we use
to mimic the symmetry present in the algebraic Adams resolution we use to compute the E2-
term of our Adams spectral sequence. Our algebraic invariant, RO(G)-graded cohomology,
does not possess a G-action. This implies that the algebraic Adams resolution does not
possess the necessary symmetry for the cellular chains of our G-equivariant linear isometries
operad to act on it. There is a natural map Dtrr X → DGr X for all r and X. This follows
from the fact that EΣtrr is a G-equivariant subcomplex of EΣ
G
r .
1.2.3 Power operations and H∞ ring spectra
Homology and cohomology theories built from H∞ spectra possess power operations when
evaluated on H∞ ring spectra and spaces respectively. Here, we recall definition 4.2 of
chapter I in [11].
Definition 1.2.9. Let X be an H∞ ring spectrum over an H∞ E-algebra, with structure
maps
9ξr : DrX −→ X and µ : E ∧X −→ X.
For every [α] ∈ EkDrSn, there is an operation α∗ : pinX −→ pikX, where α∗(x) is the
composite
Sk α// E ∧DrSn 1∧Dr(x) // E ∧DrX 1∧ξr // E ∧X µ // X.
The above definition works for subgroups pi ⊂ Σr acting by permutation on the rth smash
power of X. These operations satisfy all of the properties spelled out by Bruner in [11]; see
chapter IV section 7 proposition 7.3. The most important and relevant of which are given
in the following lemma.
Lemma 1.2.10. For any homotopy operation α∗, β∗, we have that
1. α∗ is natural with respect to maps of H∞ ring spectra,
2. (α + β)∗ = α∗ + β∗,
3. the natural inclusion ι : Snj → DjSn induces the jth power map, and
4. the operations satisfy a Cartan formula; that is, α∗(xy) = Σiα∗i (x)β
∗
i (y) where the
coproduct of α is δ∗(α) = Σiαiβi.
The verification of this lemma is routine and Bruner’s arguments can be carried out with
only minor modifications. To get general E-homology operations, one takes X to be E ∧ Y .
To obtain Bruner’s homotopy operations, one takes E to be the sphere spectrum.
The Dyer-Lashof/Araki-Kudo Algebra
When E = HFp and X = HFp∧X ′, the operations are referred to as the Dyer-Lashof algebra
(or Araki-Kudo algebra when p = 2). They are well studied and satisfy a number of desirable
properties. Our familiarity with these operations is due in large part to our understanding
10
of H∗(DpSn;Z/p). Their most important properties are summarized in the following result
taken from chapter III section 1 of [11]. The case p = 2 is given, while the case p is odd are
in parentheses.
Theorem 1.2.11. For any prime p and s ∈ Z, there exist operations Qs in the mod p
homology of H∞-ring spectra X. They satisfy the following properties.
• The Qs are natural homomorphisms Qs : Hn(X;Z/p) → Hn+k(X;Z/p) where k = s
(k = 2s(p− 1)).
• For x ∈ Hn(X;Z/p) Qs(x) = 0 if s < n (2s < n) and Qn(x) = x2 (Q2n(x) = xp).
• Qs(1) = 0 for s 6= 0 where 1 ∈ H0(X;Z/p) is the unit.
• Qs(xy) =
∑
i+j=s
Qi(x)Qj(y) for x, y ∈ H∗(X;Z/p).
• When r > 2s QrQs =
∑
i
f(r, s, i)Qr+s−iQi where f(r, s, i) =
(
i−s−1
2i−r
)
(when r > ps we
have f(r, s, i) = (−1)r+i((p−1)(i−s)−1
pi−r
)
)
• When p 6= 2 and r ≥ ps, we also have
QrβQs =
∑
i
(−1)r+i
(
(p− 1)(i− s)
pi− r
)
βQr+s−iQi
−
∑
i
(−1)r+i
(
(p− 1)(i− s)− 1
pi− r − 1
)
Qr+s−iβQi
The sums in the last two bullets are not infinite as the binomial coefficients are trivial
for all but finitely many i. The Dyer-Lashof algebra also acts on the homotopy of any
commutative HFp-algebra via the construction in 1.2.9.
Lemma 1.2.12. The Dyer-Lashof operations in the homotopy of a commutative HFp-algebra
are the restriction of the Dyer-Lashof operations in the homology of a commutative S-algebra.
11
Proof. Let η : S → HFp be the unit of the map. The diagram
Sk α//
1

HFp ∧DrSn 1∧Dr(x) //

HFp ∧DrX 1∧ξr //

HFp ∧X µ //

X
1

Sk α//
1

HFp ∧DrSn 1∧Dr(η∗(x))//

HFp ∧Dr(HFp ∧X) 1∧ξr //

HFp ∧ HFp ∧Xµ◦µ //

X
1

Sk
α// HFp ∧DrSn 1∧Dr(x) // HFp ∧DrX 1∧ξr // HFp ∧X µ // X
commutes. Here, µ′ : HFp ∧ HFp ∧ X → X The second row is a homology Dyer-Lashof
operation while the top and bottom row are homotopy Dyer-Lashof operations. The com-
mutativity of this diagram with the identity maps at the right and leftmost columns shows
that these two types of operations agree. Specifically, the Dyer-Lashof operations in the
homotopy of a commutative HFp-algebra are the restriction of the Dyer-Lashof operations
in the homology of a commutative S-algebra. As
Sk α//
1

HFp ∧DrSn 1∧Dr(x) //

HFp ∧DrX 1∧ξr //

HFp ∧X µ //

X
η

Sk
α//
1

HFp ∧DrSn 1∧Dr(η∗(x))//

HFp ∧Dr(HFp ∧X) 1∧ξr //

HFp ∧ HFp ∧X µ //

HFp ∧X
µ

Sk
α// HFp ∧DrSn 1∧Dr(x) // HFp ∧DrX 1∧ξr // HFp ∧X µ // X
is commutative, they are also related by the Hurewicz map.
Further, as the composition
X −→ HFp ∧X −→ X
is the identity and each map is a map of commutative S-algebras, X splits off of HFp ∧ X
as a commutative S-algebras. We also have the following identification, which follows from
12
work of McClure in [11] as well as a comment of May’s in the same volume.
Lemma 1.2.13. For an HFp-module X, pi∗PHFpX is the free allowable algebra over the
Dyer-Lashof algebra generated by the graded Fp-vector space pi∗X.
1.3 Exact couples and Filtrations
1.3.1 Exact couples
Definition 1.3.1. An exact couple is a pair of bigraded abelian groups Ds,t and Es,t related
by 3 bigraded morphisms i : Ds,t → Ds+1,t, j : Ds,t → Es,t and k : Es,t → Ds−1,t+1 subject
to the following condition. We require that
D∗,∗ i // D∗,∗
j{{
E∗,∗
k
cc
be exact at each vertex.
Exact couples give rise to spectral sequences. Each exact couple has a derived exact
couple which is the next stage of the spectral sequence. We begin with an E1-page which
comes from an exact couple and obtain subsequent pages as follows.
Definition 1.3.2. The rth derived exact couple (D∗,∗r , E
∗,∗
r , ir, jr, kr) of (D
∗,∗, E∗,∗, i, j, k) is
given by
Dr := im(i
r−1) Er :=
k−1(im(ir−1)
j(ker(ir−1))
ir := i|im(ir−1) jr := j ◦ (ir−1)−1
while kr is induced by k.
It is an exercise in diagram chasing to show that the above definition is well defined and
that it gives the following result.
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Lemma 1.3.3. With the above definition, Er ∼= H∗(Er−1; dr−1) where dr−1 = jr−1 ◦ kr−1.
We define Zr := ker(dr) and Br := im(dr) to be the r-cycles and r-boundaries respec-
tively. We will be concerned with exact couples coming from filtrations.
Definition 1.3.4. A filtration X• ⊂ X is a diagram of R-modules and R-module maps
X−1 = ∗α−1 //
,,
X0
α0 //
**
X1
α1 //
((
X2
α2 //
!!
· · · //

hocolim(Xi)
xx
X
where each Xi is equipped with a map ji : Xi → X so that the above diagram commutes.
To each stage of the filtration, we have the associated cofiber sequences
Xs
i−→ Xs+1 j−→ Fs+1 k−→ ΣXs.
We call a filtration X• bounded below if there exists an n ∈ Z such that Xn′ = ∗ for all
n′ ≤ n.
We will make frequent use of the identification pinFs ∼= [(Dn, Sn−1), (Xs, Xs−1)]. It is
not necessary that our filtrations be infinite in both directions, but it will be convenient for
simultaneously discussing the Ku¨nneth and Adams spectral sequences. Filtrations also need
not take values in R-modules; spectra or spaces will also do.
Lemma 1.3.5. Every filtration X• of R-modules gives rise to an exact couple of R∗-modules
where Ds,t = pit+sXs, E
s,t = pit+sXs/Xs−1. The structure maps i, j, and k are induced by the
obvious maps in the above definition. The associated unrolled exact couple, [7], is obtained
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by taking the homotopy of the following diagram.
Xs−r−1 // Xs−r
ir−1 //
j{{
Xs−1 // Xs
~~
// Xs+1
{{
// · · ·
Fs−r
dd
Fs
k
bb
d′r
ll Fs+1
bb
The dotted arrows are the maps k : Fs → ΣXs−1.
Note that what we have labeled as d′r is the map whose effect on homotopy is dr up to
a suspension. Further, dr is only well-defined on the subquotient Er; it requires we be able
to lift over ir−1. This is the spectral sequence we use to compute pi∗(hocolimXi). As it will
occur frequently, we abbreviate hocolimXi as X∞. The following result is not new, but the
proof is important as it sheds light on spectral sequences associated with filtrations. The
proof is implicit in the work of Boardman, Bruner, Dugger, and others; see [7], [10], and [13].
Proposition 1.3.6. Let Es,t• be the exact couple associated with a filtration X• where Xn ' ∗
for some n << 0. This exact couple gives rise to the spectral sequence
Es,t1 = pis+tXs/Xs+1 ⇒ pis+tX∞.
Further,
Es,t∞ =
im(pis+tXs → pis+tX∞)
im(pis+tXs−1 → pis+tX∞) .
where X∞ := hocolimX•
Proof. Let n = s + t. As pin hocolimX• is generated by maps from a compact object into a
homotopy colimit, such maps must factor through a finite stage. Specifically, any nonzero
x ∈ pin hocolimX• can be represented by a map x˜ : Sn → Xs with s minimal. We define the
filtration grading of x to be s. If j∗x = 0, then, by exactness, the map x˜ lifts over i or rather
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x ∈ im(i∗). Therefore, every nontrivial element of pis+t hocolimX• has a nontrivial image in
Es,t1 = pis+t(Fs) for some s, so the spectral sequence is exhaustive.
It remains to determine which of the classes in Es,t1 are nontrivial elements of pi∗ hocolimX•.
The homotopy class x ∈ pinFs can fail to be a homotopy class in pin hocolimX• in two ways:
• x may be represented by a map of pairs x˜ : (Dn, Sn−1) → (Xs, Xs−1) where x˜|Sn−1 is
not null-homotopic; that is, one cannot tell it is a boundary by simply examining the
filtration quotients, or
• x may be represented by a map x˜ : Sn → Xs of the form j(y˜|Sn) for some y˜ :
(Dn+1, Sn) → (Xs+r, Xs). That is, it becomes null-homotopic in the homotopy col-
imit.
Suppose we are in the first situation. Then, the filtration grading of x is s, and x can
be represented by a map x˜ : (Dn, Sn−1) → (Xs, Xs−1) such that x˜ : Dn → Xs does not
factor through i up to homotopy. By definition dr(x) = j ◦ ir−1 ◦ kr−1(x). The effect of kr
on the representing homotopy class x˜ is given by k(x) = Σx˜|Sn−1 : Sn → ΣXs−1. Let s − r
be the filtration of k(x), then k(x) ∈ im(ir−1) and so di(x) = j ◦ (ii−1)−1 ◦ k(x) = 0 for
every i < r. That is, x is represented by a map of pairs x˜ : (Dn, Sn−1) → (Xs, Xs−r) and
dr(x) is the suspension of the restriction of x˜ to the boundary. Thus, if x ∈ E1 is a genuine
homotopy class, then x ∈ ⋂r≥1 ker(dr). These are the permanent cycles of the spectral
sequence associated with the exact couple, denoted Zs,t∞ . We also see that
Zs,tr−1 = ker(d
s,t
r−1) =
[(Dn, Sn−1), (Xs, Xs−r+1)]
[(Dn, Sn−1), (Xs−1, Xs−r+1)]
.
Suppose we are in the second situation. Then, x is the image under j of y˜|Sn : Sn → Xs,
the restriction of a map y˜ : (Dn+1, Sn) → (Xs+r, Xs) to its boundary. As above, we see
that dr(y) = x where y is the image in the spectral sequence of the homotopy class y˜. The
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elements in pinXs that extend over D
n+1 in Xs+r, are the classes that we quotient by when
we compute homotopy groups. These are the “eventual” boundaries of the spectral sequence
associated with the exact couple, denoted Bs,t∞ . We have that
Bs,tr−1 = im(d
s,t
r−1) =
[(Dn+1, Sn), (Xs+r−1, Xs)]
[(Dn+1, Sn), (Xs+r−1, Xs−1)]
.
As the filtration is bounded below, we have that the filtration giving rise to the exact cou-
ple is Hausdorff and complete in the sense of [7]. Therefore, the spectral sequence converges;
see sections 5 and 6 of [7]. To identify Es,t∞ , recall that
Es,t∞ =
⋂
r Z
s,t
r⋃
r B
s,t
r
.
Given the above identifications of Zs,tr and B
s,t
r we see that
Bs,t∞ ∼=
[(Dn+1, Sn), (X∞, Xs)]
[(Dn+1, Sn), (X∞, Xs−1)]
Zs,t∞ =
[(Dn, Sn−1), (Xs, ∗)]
[(Dn, Sn−1), (Xs−1, ∗)] .
We then have the desired identification by the fundamental homomorphism theorem and a
Noether isomorphism theorem
Zs,t∞ ∼= pinXs/pinXs−1
and
Bs,t∞ =
ker(pinXs → X∞)
ker(pinXs−1 → X∞) .
This allows us to phrase the computation of the differential as follows: Consider a a
map of a cell that is not a genuine homotopy class, how far back along the filtration can
we lift the map of the boundary of the cell? We could also repeat the above without
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the hypothesis that the filtration be bounded below. However, we would only be able to
compute pi∗(hocolimX•)/(holimX•) since we will never see the boundary of a cell if it lifts
to the homotopy limit.
1.3.2 Universal examples for exact couples
Here we construct universal examples in the style of Bousfield and Kan; see [8]. The following
is implicit in the work of Dugger in [13], Bruner in [10], May in [21], and Boardman in [7].
We give the following discussion and proofs as we know of no reference that contains them
explicitly in the form we present.
Definition 1.3.7. The universal example U(r, s, t)• is a filtration whose associated spectral
sequence will be universal among spectral sequences containing a dr on a class in bidegree
(s, t). The filtration is
U(r, s, t)k =

∗ k < s− r
Ss+t−1 s− r ≤ k ≤ s− 1
Ds+t k ≥ s
 .
Permanent cycles can be represented by the filtration
U(∞, s, t)k =
 ∗ k < sSs+t k ≥ s

or if the filtration we are interested in does not have a contractible homotopy limit
U(∞, s, t)k =
 S
s+t−1 k < s
Ds+t k ≥ s.

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Lemma 1.3.8. The spectral sequence associated with U(r, s, t) has only two nonzero gener-
ators as modules over pi∗S0 on the E1 page (if r > 0). The two non-zero classes are α ∈ Es,t1
and α′ ∈ Es−r,t+r−11 and dr(α) = α′.
Proof. The filtration U(r, s, t)• has the associated spectral sequence coming from the follow-
ing diagram
∗ // Ss+t−1 ir //
yy
Ds+t
{{
Ss+t−1 Ss+t.d′rkk
The computation of the differentials follows from the definition of the differentials of the
associated exact couple.
This spectral sequence is a useful tool when working with spectral sequences associated
with a filtration as above in the following way.
Proposition 1.3.9. Let Es,t• be the spectral sequence associated with a bounded below filtra-
tion X•. For any class x ∈ Es,tr that supports a differential dr there is a map, unique up to
homotopy, of filtrations φx : U(r, s, t)• → X• such that the induced map of spectral sequences
is given by φx∗(α) = x and φx∗(α′) = dr(x).
Proof. The proof is contained in the proof of 1.3.6.
Extra structure on Filtrations
Given a filtration X• ⊂ X, it is reasonable to ask when the a multiplicative or H∞-structure
on X can be detected in the filtration. The following definitions formulate what such a
structure on a filtration would entail. As in the previous section, this material may be
implicit in the work of others. We include it because we know of no reference that presents
the definitions and propositions in the form we require for our work. We also find this
presentation natural and intuitive.
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Definition 1.3.10. We will call a filtration X• ⊂ X of an S-module X cellular if each
S-module Xi is a cellular S-module and each pair (Xi+1, Xi) is a relative cell S-module. If
there is a morphism of filtrations f• : X• → Y• such that each fi : Xi → Yi is a weak
equivalence and Y• is a cellular filtration, then we say that X• has the homotopy type of a
cellular filtration.
Definition 1.3.11. The smash product of two filtrations X• ⊂ X and Y• ⊂ Y is denoted
by Γ(X•, Y•)• ⊂ X ∧ Y . The nth term in the filtration is
Γ(X•, Y•)n :=
⋃
i+j=n
Xi ∧ Yj = X0 ∧ Yn ∪X0∧Yn−1 X1 ∧ Yn−1 ∪ . . . ∪Xn−1∧Y0 Xn ∧ Y0.
If both filtrations are the same, we will use the symbol Γ•.
Proposition 1.3.12. Let X• ⊂ X and Y• ⊂ Y be bounded below cellular filtrations. Suppose
that the associated graded complexes are given by E0(X•) = Σ∗F∗ and E0(Y•) = Σ∗G∗
respectively. Then, Γ(X•, Y•)• is a cellular filtration of X∧Y . Further, the associated graded
complex of Γ(X•, Y•)• is the smash product of the two complexes; that is,
E0(Γ(X•, Y•)•) = E0(X•) ∧ E0(Y•) = Σ∗F∗ ∧ Σ∗G∗
where the nth term in the complex Σ∗F∗ ∧ Σ∗G∗ is given by
∨
i+j=n Σ
iFi ∧ ΣjGj.
Proof. To see that Γ(X•, Y•)• is a cellular filtration, we appeal to Proposition 2.6 of chapter
III section 2 [15]. The identification of the associated graded complex follows from the
repeated application of the following lemma and the fact that the filtrations are bounded
below.
Lemma 1.3.13. Consider the cofiber sequences
A
i1−→ X p1−→ X/A ∂1−→ ΣA
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and
B
i2−→ Y p2−→ Y/B ∂2−→ ΣB
of S-modules. There are cofiber sequences
A ∧B i3−→ X ∧B ∪A∧B A ∧ Y p3−→ X/A ∧B ∨ A ∧ Y/B ∂3−→ Σ(A ∧B)
and
X ∧B ∪A∧B A ∧ Y i4−→ X ∧ Y p4−→ X/A ∧ Y/B ∂4−→ Σ(X ∧B ∪A∧B A ∧ Y )
of S-modules.
Proof. Since X ∧B ∪A∧B A ∧ Y is the (homotopy) pushout of
A ∧B i1∧1 //
1∧i2

X ∧B
A ∧ Y
we have that
Cof(X ∧B −→ X ∧B ∪A∧B A ∧ Y ) = Cof(A ∧B −→ A ∧ Y ) = A ∧ Y/B.
By the same argument,
Cof(A ∧ Y −→ X ∧B ∪A∧B A ∧ Y ) = X/A ∧B.
To compute the cofiber C := Cof(A ∧ B → X ∧ B ∪A∧B A ∧ Y ), consider the following
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diagram.
A ∧B
,,
''
X ∧B ∪A∧B A ∧ Y
,,
''
X/A ∧B
A ∧ Y
1∧p2
((
66
C
$$
::
Σ−1X/A ∧B Σ−1∂1∧(p2◦i2) 22
Σ−1∂1∧i2
77
A ∧ Y/B
pi+1
77
33A ∧ ΣB.
Since p2 ◦ i2 is null-homotopic, Σ−1∂1 ∧ (p2 ◦ i2) is null-homotopic. This implies that C is
a wedge of X/A ∧ B and A ∧ Y/B as claimed. We take the second cofiber sequence as an
axiom, see sections 4 and 9 of [23].
Definition 1.3.14. We say that a filtration X• ⊂ X of an S-algebra is multiplicative if there
is a map of filtrations
Γ• //
µ•

X ∧X
µ

X• // X.
In particular, we require maps µn : Γn → Xn such that
Γn−1 //
µn−1

Γn //
µn

X ∧X
µ

Xn−1 // Xn // X
commutes. Further, µ• must satisfy the obvious associativity condition.
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The associativity condition is not unreasonable as there is a natural equivalence
Γ(X•,Γ(Y•, Z•)•)• ∼= Γ(Γ(X•, Y•)•, Z•)•
which is induced by the associativity of the smash product in the category of S-modules. We
let Γr•(X•) or Γ
r
• denote the r-fold product of the filtration X• with itself. There is a natural
action of pi ⊂ Σr on the filtration Γr• given by permuting factors. The comparison theorem
guarantees that in homological algebra any free resolution of an object with a product also
has a product. The above definition, along with proposition 2.4.1, will lift such constructions
to filtrations.
Definition 1.3.15. We say that a filtration X• ⊂ X of a commutative S-algebra is H∞ or
has an H∞-structure if there are maps of filtrations
ξr : Γ
r
•hΣr := Γ•(EΣ
(•)
r+,Γ
r
•(X•))Σr −→ X•
that filter the H∞-structure on X and are compatible in the sense of 1.2.8. In particular, we
have maps
ξnr : Γn(EΣ
(•)
r+,Γ
r
•)Σr =
⋃
i+j=n
EΣ
(i)
r+ ∧Σr
⋃
∑r
l=1 αl=j
Xα1 ∧Xα2 ∧ . . . ∧Xαr → Xn.
We may also write
ξn,mr : EΣ
(m)
r+ ∧Σr (Γrn)→ Xn+m.
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for the restriction of such maps. The ξn,mr ’s must be compatible in the sense that
EΣ
(n)
r+ ∧Σr Γm−1
⋃
EΣ
(n−1)
r+ ∧ΣrΓm−1
EΣ
(n−1)
r+ ∧Σr Γm
ξn,m−1r ∪
ξ
n−1,m−1
r
ξn−1,mr

// EΣ
(n)
r+ ∧Σr Γm
ξn,mr

// DrX
ξr

Xn+m−1 // Xn+m // X
commutes for all r, n and m.
Lemma 1.3.16. Let X• ⊂ X be a bounded below cellular filtration with associated graded
complex E0(X•) = Σ∗F∗. Let Zk,n denote Epi
(k)
+ ∧pi Γrn where pi ⊂ Σr acts on Γr• by restriction
of the natural Σr action. We then have the following results regarding the filtration Γ˜pi(X•)•
of Epi+ ∧pi X∧r where
Γ˜pi(X•)m := Γ(Epi•+,Γ
r)m = ∪k+n=mZk,n.
• Γr• and Γ˜pi(X•)• are both bounded below cellular filtrations.
• The associated graded complex of Γ˜pi(X•)• is given by the smash products of the asso-
ciated graded complexes of Epi
(•)
+ and Γ
r
•. In particular,
Γ˜pi(X•)n
Γ˜pi(X•)n−1
'
∨
i+j=n
Bpi(i)
Bpi(i−1)
∧ (
∨
∑r
k=1 αk=j
r∧
k=1
ΣαkFαk)
where Bpi(i) = Epi(i)/pi.
Proof. This is primarily an application of Proposition 2.6 in chapter III of [15]. See also
chapter IV Lemma 5.1, and chapter I Theorem 1.3 of[11]; and chapter VII section 6 of [15].
Both of these point to [19], in particular, chapter I section 5.
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1.4 General setup of structure in spectral sequences using
Universal examples
Using universal examples, we are able to prove that the structure previously described in
section1.3.2 will give us a structure in the exact couple or rather the spectral sequence.
This material is related to the methods of [8] and [16]. There, the focus is on spectral
sequences associated with bicomplexes which does not apply to the cases we are interested
in. The general procedure is as follows. We have some natural construction F that we
wish to use to compute differentials. We apply F to the U(r, s, t)•’s. The differentials
associated with F (U(r, s, t)•)• are universal in that the formulas they satisfy are satisfied by
the construction F applied to any spectral sequence. We do this by examining the spectral
sequence F (U(r, s, t)) and F (φx) : F (U(r, s, t)) → F (E(X)), where φx : U(r, s, t) → E(X)
is the map determined by x ∈ Es,tk (X•) by proposition 1.3.9.
1.4.1 Universal multiplicative spectral sequence
In this subsection, we will use universal examples to show that a spectral sequence that
arises from a multiplicative filtration is multiplicative.
Proposition 1.4.1. Let X be a (commutative) S-algebra and X• ⊂ X be a multiplicative
filtration. If Es,tr (X) is the associated spectral sequence, then for each r there is a pairing
µr : E
s1,t1
r (X)⊗ Es2,t2r (X)→ Es1+s2,t1+t2r (X)
such that we have
dr(µr(x⊗ y)) = µr(dr(x)⊗ y) + (−1)f(n1)µr(x⊗ dr(y))
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and that µ∞ is the associated graded of the natural product on the target of the spectral
sequence.
Proof. This is accomplished by examining the differential in the spectral sequence associated
with the smash product of two universal examples. Let x ∈ Es1,t1r (X) be represented by
φ1 : U(r, s1, t1)• −→ X•
and y ∈ Es2,t2r be represented by
φ2 : U(r, s2, t2)• −→ X•.
We compute the spectral sequence associated with A := U(r, s1, n1 − s1) ∧ U(r, s2, n2 − s2).
Let s, t and n denote s1 + s2, t1 + t2 and n1 + n2 respectively. Clearly,
Ak =

∗ k < s− 2r
Sn1−1 ∧ Sn2−1 s− 2r ≤ k < s− r
Sn1−1 ∧Dn2 ∪Sn1−1∧Sn2−1 Dn1 ∧ Sn2−1 s− r ≤ k < s
Dn1 ∧Dn2 s ≤ k

where the map As−r−1 → As−r is the equatorial inclusion of Sn−2 ⊂ Sn−1. Similarly,
As−1 → As is the inclusion of the boundary Sn−1 ⊂ Dn. Aside from As−2r−1 → As−2r,
all of the other maps in the filtration are the identity. The associated spectral sequence has
four generators as a module over pi∗S0.
∗ i // Sn−2 ir //
j
{{
Sn−1 i
r
//
j
uu
Dn //
j
}}
· · ·
Sn−2 Sn1−1 ∧ Sn2 ∨ Sn1 ∧ Sn2−1d′rkk Snd′rll
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where d′r is the differential up to a suspension. We denote the generators of the spectral
sequences associated with U(r, s1, t1) and U(r, s2, t2) by α1, α
′
1 and α2, α
′
2 respectively. The
classes α1 ⊗ α2, drα1 ⊗ α2, (−1)f(r,s1,t1)α1 ⊗ dr(α2), and dr(α1) ⊗ dr(α2) are supported on
Sn, Sn1−1 ∧ Sn2 , Sn1 ∧ Sn2−1, and Sn−2 respectively. To compute dr(α1 ⊗ α2), we construct
a map of filtrations
U(r, s, t)•
φ⊗−→ A•
by noting that U(r, s, t)k ∼= Ak for k ≥ s1 + s2 − r and that the image of As−r−1 inside
As1+S2−r is null-homotopic. We have the following diagram.
∗ //

Sn−1 //
tt

Dn
ww

Sn−1
φ⊗

Sn

d′r
ll
Sn−2 // Dn−1 ∪Sn−2 Dn−1 //
tt
Dn1 ∧Dn2
ww
Sn1−1 ∧ Sn2 ∨ Sn1 ∧ Sn2−1 Sn1 ∧ Sn2d′rmm
The effect on α′ ∈ Er(U(r, s, t)•) of φ⊗ gives us that in Er(A•) we have
dr(α1 ⊗ α2) = φ⊗∗(α′) = dr(α1)⊗ α2 + (−1)n1α1 ⊗ dr(α2).
The sign (−1)f(n1) = (−1)n1 comes from the orientation of Sn1 ∧ Sn2−1 differing from that
of Sn2−1 ∧ Sn1 by (−1)n1 .
To obtain the above formula for a spectral sequence coming from a multiplicative filtra-
tion, we use 1.3.9. This gives us the following commutative diagram associated with the map
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of filtrations
U(r, s, t)•
φ⊗−→ A• ∼= Γ(U(r, s1, t1)•, U(r, s2, t2)•)• pix∧φy−→ Γ(X•, X•)• µ•−→ X•.
∗ //

Sn−1 //

Dn

Sn−2 //

Dn−1 ∪Sn−2 Dn−1 //

Dn
⋃
i+j=s−r−1Xi ∧Xj //

⋃
i+j=s−rXi ∧Xj //

⋃
i+j=sXi ∧Xj

Xs−r−1 // Xs−r // Xs
To see that µ∞ is the associated graded of the natural product on the target of the spectral
sequence, observe that it is induced by the product on the filtration.
This result is proved by similar methods in [13], and it mimics the use of universal
examples by Bousfield and Kan in [8]. When working with power operations, more care is
required. The work of Bruner in chapter VI of [11] is the main reference for this.
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CHAPTER 2
Comparison between filtrations and resolutions
In homological algebra, the comparison theorem gives minimal hypotheses for lifting a
map between objects to a map between complexes over them. The goal of this chapter is to
establish such a result for filtrations of S-modules. In sections 2 and 3, we explain how to
move back and forth between a resolution of an object and a filtration of the same object. In
section 4, we prove a comparison lemma for filtrations using the language of sections 2 and
3. This comparison lemma implies that the filtration of an object A associated with a free
resolution F• → A is multiplicative whenever A has a product. In section 5, we show that a
previously asserted proof cannot work. All of the necessary tools come from the triangulated
structure on a suitable category of spectra and a theory of module spectra over a given ring
spectrum.
2.1 Filtrations and Resolutions
Definition 2.1.1. Recall that a filtration A• ⊂ A is a diagram of R-modules and R-module
maps
A−1 = ∗α−1 //
,,
A0
α0 //
**
A1
α1 //
((
A2
α2 //
  
· · · //

hocolim(Ai)
xx
A
where each Ai is equipped with a map ji : Ai → A so that the above diagram commutes.
We call the filtration free if the filtration quotients, ΣiFi := Cof(Ai−1 −→ Ai), are free
R-modules. We call the filtration exhaustive if the ji induce an equivalence hocolimiAi ≈ A.
Let ΣiKi := Fiber(Ai
ji−→ A), and let pii denote the maps induced by the αi via the following
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diagram.
ΣiKi //
pii

Ai
ji //
αi

A
1A

Σi+1Ki+1 // Ai+1
ji+1 // A
We call the filtration exact if the maps pii are all 0 in homotopy.
Lemma 2.1.2. Given any exact filtration, each map Σ−1A
∂i−→ ΣiKi, i ≥ 0, induces the 0
map in homotopy.
Proof. The map of cofiber sequences
Σ−1A
∂i //
Σ−11A

ΣiKi //
pii+1

Ai
ji //
αi

A
1A

Σ−1A
∂i+1// Σi+1Ki+1 // Ai+1
ji+1 // A
induces the following in homotopy.
pin+1A
∂i //
1

pinΣ
iKi //
0

pinAi //

pinA

pin+1A ∂i+1
// pinΣ
i+1Ki+1 // pinAi+1 // pinA
Thus, ∂i induces the 0 map in homotopy for all i ≥ 1.
This implies that pi∗ΣiKi is the kernel of ji : pi∗Ai → pi∗A.
Lemma 2.1.3. If the filtration A• ⊂ A is exact, then it is also exhaustive.
30
Proof. Consider the homotopy colimit of the cofiber sequences ΣiKi
qi−→ Ai ji−→ A
K0 q0
//
pi1

A0 j0
//
α0

A
1

Σ1K1 q1
//
pi2 
A1 j1
//
α1
A
1
...
pii

...
αi

...
1

ΣiKi qi
//
pii+1 
Ai ji
//
αi
A
1
...
pi∞

...
α∞

...
1

hocolimi Σ
iKi q∞
// hocolimiAi j∞
// A.
The homotopy colimit of the right most column isA. The filtration is exact, so pi∗(hocolimi ΣiKi) =
0. Therefore, hocolimi Σ
iKi is contractible. This implies that the map hocolimiAi −→ A
induces an isomorphism on homotopy groups as desired.
Definition 2.1.4. A complex A←− F• (of R-modules) is a diagram
A F0
εoo F1
d0oo F2
d1oo F3
d2oo · · ·oo
such that
pi∗A pi∗F0
εoooo pi∗F1
d0oo pi∗F2
d1oo pi∗F3
d2oo · · ·oo
is a complex in the category of pi∗R-modules. A complex is exact if it induces an exact
sequence in the category of pi∗R-modules. In this case, we will call it a resolution. We call a
resolution a free resolution if the Fi are free R-modules.
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Lemma 2.1.5. Given a free resolution of pi∗A by pi∗R-modules
pi∗A F0εoooo F1
d0oo F2
d1oo F3
d2oo · · ·oo
there is a free resolution of R-modules
A F0
εoooo F1
d0oo F2
d1oo F3
d2oo · · ·oo
that realizes the above algebraic resolution.
Proof. This follows trivially from the fact that maps between free R-modules are completely
determined by their effect in homotopy.
2.2 Filtration to Resolution
Proposition 2.2.1. Given a free and exact filtration
A0
α0 //
**
A1
α1 //
((
A2
α2 //
  
· · · //

colim(Ai)
yy
A
there is an associated free resolution
A F0
εoooo F1
d0oo F2
d1oo F3
d2oo · · ·oo
where Cof(Ai−1 −→ Ai) = ΣiFi.
Proof. To construct the desired resolution, we first need to determine the cofiber of Σi+1Ki −→
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Σi+1Ki+1. To do this, we make use of Verdier’s axiom.
Ai
ji **
αi %%
A
∂i+1
,,
∂i
%%
Σi+2Ki+1
Ai+1
βi+1
$$
ji+1
::
Σi+1Ki
qi
&&
pii+1
88
Σi+1Ki+1 ιi+1 33
qi+1
99
Σi+1Fi+1
pi+1
99
33 ΣAi
The cofiber sequences Σi+1Ki+1 −→ Σi+1Fi+1 −→ Σi+1Ki induce short exact sequences in
homotopy as ΣiKi −→ Σi+1Ki+1 is 0 in homotopy by 2.1.2. Now we splice together the short
exact sequences 0 −→ Ki −→ Fi −→ Ki−1 −→ 0 in the usual way to get
A∗ F0oooo F1
~~~~
oo F2
~~~~
oo F3
~~~~
oo · · ·oo
K0
``
``
K1
``
``
K2
``
``
an R∗-free resolution of A∗ := pi∗A, where Fi := pi∗(Fi) and Ki := pi∗(Ki).
2.3 Resolution to Filtration
Proposition 2.3.1. Given a free resolution of pi∗A by pi∗R-modules
A∗ F0εoooo F1
d0oo F2
d1oo F3
d2oo · · ·oo
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there is an exhaustive, exact, and free filtration of A by R-modules Ai
A−1 = ∗α−1 //
,,
A0
α0 //
**
A1
α1 //
((
A2
α2 //
  
· · · //

colim(Ai)
yy
A
such that ΣiFi = pi∗Cof(Ai−1 → Ai).
Proof. The resolution can be factored into SESs of R∗-modules
0←− Ki−1 pi−1←− Fi ιi←− Ki ←− 0.
A∗ F0εoooo F1
p0
~~~~
d0oo F2
p1
~~~~
d1oo F3
p2
~~~~
d2oo · · ·oo
K0
``
ι0
``
K1
``
ι1
``
K2
``
ι2
``
We can realize this free R∗ resolution geometrically as a resolution by free R-modules Fi
as in [4] and chapter IV section 5 of [15]. Here, define Fi to be the appropriate wedge of
suspensions of R so that pi∗(Fi) = Fi as an R∗-module. We let K0 be the fiber of the map
F0
ε−→ A. Since the composite
A∗
ε←− F0 d0←− F1
is 0, we can lift d0 over ι0 to get the following diagram.
F1
d0
~~
p0
  
A F0
εoo K0
ι0oo Σ−1Aoo
Now, define K1 to be the fiber of F1
p0−→ K0. Next, we repeat this process inductively. As
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Fi−1 ←− Ki−1 is always an injection,
Ki−1 ←− Fi ←− Fi+1
is zero since
Fi−1 ←− Fi ←− Fi+1
is as well. Therefore,
Ki+1 ←− Fi ←− Fi+1
is null homotopic since it is a map out of a free R-module, and we proceed as above. This
gives us cofiber sequences
Ki−1
pi−1←− Fi ιi←− Ki
which induce short exact sequences in homotopy. This implies that the boundary maps
Ki−1
pii−→ ΣKi are zero in homotopy. The factorization
Fi Fi+1
dioo
pi
}}
Ki
ιi
__
is realized geometrically by
Fi Fi+1
dioo
pi
}}
Ki
ιi
``
since pi∗(Ki) ∼= Ki ∼= Ker(di−1) ∼= Ker(pi−1).We define Ai to be the cofiber of the map
Σ−1A
∂i−→ ΣiKi (where pii,j = pii ◦ · · · ◦pij). This is the composite of the boundary Σ−1A pi0−→
K0 (the initial fiber sequence above) with i composites of the j-th suspensions of the i
boundary maps Σj−1Kj−1
pij−→ ΣjKj. These give cofiber sequences Σ−1A pii0−→ ΣiKi qi−→ Ai
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or rather ΣiKi
qi−→ Ai ji−→ A. To summarize, we have the following diagram.
A F0 = A0
ε=j0oo
α0
yy
F1
p1
{{
d0oo · · ·d1oo
A1
j1
kk
α1
zz
K0
ι0
dd
pi1
zz
K1 · · ·
ι1
dd
A2
j2
aa
α2
||
ΣK1
pi2
yy
q1
ee
Σ−1A
pi1,0oo
pi0
bb
pi2,0
ss
pi3,0
uu
· · ·
A3
j3
TT
Σ2K2
q2
dd
pi3
zz
· · ·
Σ3K3
q3
bb
This filtration A0 ↪→ A1 ↪→ · · · ↪→ A is exact and free. Using Verdier’s axiom, we see that
Ai−1
αi−1−→ Ai βi−→ ΣiFi is a cofiber sequence. The diagram below analyzes the composition
∂i : Σ
−1A
pii−1,0−→ Σi−1Ki−1 pii−→ ΣiKi.
Σ−1A ∂i
++
pii−1,0
%%
ΣiKi
ιi ))
qi
!!
ΣiFi
Σi−1Ki−1
qi−1
%%
pii
99
Ai
ji
!!
βi
==
Σi−1Fi qi−1◦pi 33
pi
99
Ai−1
αi−1
==
ji−1 66 A
2.4 Comparison lemma
Proposition 2.4.1. Suppose that we have a map f : Y → A, an exact filtration A• ⊂ A,
and a free and exhaustive filtration Y• ⊂ Y ; also, suppose that there exist f−1 : Y−1 → A−1
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such that
Y−1 //
f−1

Y
f

A−1 // A
commute. Then there is a map of filtrations Yi
fi−→ Ai such that hocolim fi ' f under the
equivalences hocolimYi ' Y and hocolimAi ' A.
Proof. We prove this result by induction. The base case is handled by the assumption that
we have an f−1 making the above diagram commute. By assumption we have
Ai−1
αi−1−→ Ai βi−→ ΣiFi
ΣiKi
qi−→ Ai ji−→ A
such that Σ−1A
∂i→ ΣiKi induces the 0 map in homotopy. We also have the cofiber sequences
Yi−1
si−1−→ Yi δi−→ ΣiGi.
with Gi a free R-module. Suppose we have already constructed fj : Yj → Aj so that the
diagram
Yj−1
sj−1 //
fj−1

yj−1
++
Yj
fj

yj
&&
A
Aj−1 αj−1
//
33
Aj
88
commutes for all n < j < i, where the unlabeled maps are the obvious maps from above.
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We will construct fi : Yi → Ai so that fi ◦ si−1 = αi−1 ◦ fi−1 and ji ◦ fi = yi. Note that yi is
the composition
Yi
ki−→ Y f−→ A.
The map Yi−1
yi−1→ A factors through Yi so that yi−1 = yi ◦ si−1 and so the composite
Σi−1Gi → Yi−1 yi−1→ A is 0 in homotopy since Σi−1Gi is the fiber of si−1. This gives us a lift
pi∗Σi−1Gi //

pi∗Yi−1

((
pi∗A
Ker(ji−1) // pi∗Ai−1.
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Lemma 2.1.2 implies that the map αi−1 : pi∗Ai−1 → pi∗Ai annihilates the kernel of ji−1.
Therefore, the composite Σi−1Gi → Ai−1 → Ai is null-homotopic since it is 0 in homotopy
and Gi is free. We can extend fi−1 along si−1 to all of Yi so that f˜i ◦ si−1 = αi−1 ◦ fi−1.
Yi−1
si−1 //
fi−1

Yi
f˜i

Ai−1
αi−1 // Ai
We do not yet know if yi = ji ◦ f˜i.
Yi
f˜i

yi
  
A
Ai
ji
>>
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Let φ := ji ◦ f˜i − yi : Yi → A. Then, since
f˜i ◦ si−1 = αi−1 ◦ fi−1
yi ◦ si−1 = yi−1
ji−1 ◦ fi−1 = yi−1
ji ◦ αi−1 = ji−1
we have that
φ ◦ si−1 = (ji ◦ f˜i − yi) ◦ si−1
= ji ◦ αi−1 ◦ fi−1 − yi−1
= ji−1 ◦ fi−1 − yi−1
= 0.
Therefore, φ : Yi → A induces a map d : ΣiGi → A so that d ◦ δi = φ.
Yi−1
0
&&
si−1 // Yi
φ

δi // ΣiGi
d
ww
A
Since ∂i is 0 in homotopy and Gi is free, ∂i ◦d : ΣiGi → Σi+1Ki is null homotopic. Therefore,
there is a lift d′ of d.
ΣiGi
d′
ww
d

0
((
Ai
ji // A
∂i // Σi+1Ki
We have ji ◦ d′ = d and d ◦ δi = φ. Define fi = f˜i − d′ ◦ δi. All that remains is to check
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that fi ◦ si−1 = αi−1 ◦ fi−1 and ji ◦ fi = yi.
fi ◦ si−1 = (f˜i − d′ ◦ δi) ◦ si−1
= f˜i ◦ si−1
= αi−1 ◦ fi−1
Also,
ji ◦ fi = ji ◦ (f˜i − d′ ◦ δi)
= ji ◦ f˜i − d ◦ δi
= ji ◦ f˜i − φ
= yi
as desired.
Corollary 2.4.2. If A is a commutative R-algebra, then the filtration of A associated with
a free resolution of A is also multiplicative.
Proof. Let A• ⊂ A be the filtration associated with the free resolution. It is free and exact by
2.3.1. There is a map of filtrations from the filtration of A∧A given by Γn :=
⋃
i+j=nAi∧Aj
to Γ˜n :=
⋃
i+j=nAi ∧R Aj. The map of filtrations
Γ•
r−→ Γ˜•
is induced by the map Ai∧Aj → Ai∧RAj. The filtration quotients of Γ˜• are
∨
i+j=n Σ
nFi∧RFj
by 1.3.12. The filtration quotients are free as each Fi and Fj are free R-modules. (This lemma
is not necessarily obvious for spectra or R-modules, but it is obvious for CW R-modules.)
To show that this filtration is multiplicative, we need to construct maps µn : Γn −→ An that
40
are compatible with the filtrations and are restrictions of the product on A. We obtain the
desired map as the composition
Γ•
r−→ Γ˜• µ˜•−→ A•
where the second map is constructed by applying the Comparison Lemma to the filtration
Γ˜• and the map µ : A ∧R A→ A. The product map µ is a map of R-modules because R is
a commutative S-algebra and A is a commutative R-algebra.
Corollary 2.4.3. The Ku¨nneth spectral sequence is multiplicative.
Proof. This follows from the construction of the Ku¨nneth spectral sequence in 3.1 along with
1.4.1.
The proof of 2.4.1 can also be used when we are mapping out of a cofiber sequence
with free fiber. A particular case of interest is the skeletal filtration on the extended power
construction, 1.3.15.
Corollary 2.4.4. Using the notation in 1.3.15, the filtration A• associated with a free res-
olution of a commutative S-algebra has a H∞-structure. Explicitly, there are maps maps
D
(k)
pi Γrn
µn,k−→ Ak+n that refine
A∧r //
##
A
DrA
==
and fit into the following commutative diagrams:
D
(k)
pi Γrn−1
⋃
D
(k−1)
pi Γ
r
n−1
D
(k−1)
pi Γrn

// D
(k)
pi Γrn

An+k−1 // An+k
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where pi ⊆ Σr, see 1.2.2.
Proof. This is an application of the methods of the proof of 2.4.1. As in the case of Corollary
2.4.2, we construct a map of filtrations
(Γrhpi)• −→ (Γ˜rhpi)•
where
(Γrhpi)n =
⋃
i+j=n
EΣ
(i)
r+ ∧Σr
⋃
∑r
l=1 αl=j
Xα1 ∧Xα2 ∧ . . . ∧Xαr
and
(Γ˜rhpi)• =
⋃
i+j=n
Epi
(i)
+ ∧pi
⋃
∑r
l=1 αl=j
Xα1 ∧R Xα2 ∧R . . . ∧R Xαr .
This is a map of filtrations. We want to extend a map from D
(k)
pi Γ˜rn−1
⋃
D
(k−1)
pi Γ˜rn to all of
D
(k)
pi Γrn. Proposition 2.4.1 outlines how we do this when the cofiber of the “inclusion” is
free and we are mapping into an exact filtration. We must first observe that the cofiber of
D
(k)
pi Γ˜rn−1
⋃
D
(k−1)
pi Γ˜rn → D(k)pi Γ˜rn is
Bpi(k)
Bpi(k−1)
∧ Γ˜
r
n
Γ˜rn−1
.
To see this, we rewrite it as
D
(k)
pi Γ˜rn
D
(k)
pi Γ˜rn−1
⋃
D
(k−1)
pi Γ˜rn
=
Epi
(k)
+ ∧pi Γ˜rn
Epi
(k)
+ ∧pi Γ˜rn−1
⋃
Epi
(k−1)
+ ∧pi Γ˜rn
' Bpi
(k)
Bpi(k−1)
∧ Γ˜
r
n
Γ˜rn−1
.
Recall that Bpi(k)/Bpi(k−1) is a wedge of spheres and that Γ˜rn/Γ˜
r
n−1 is free by 1.3.12. We
construct the desired map by induction. The map on D
(0)
pi Γ˜rn = Γ˜
r
n is constructed by the
corollary. By induction, we assume we have already constructed D
(i)
pi Γ˜rj
µ˜ji−→ Ai+j for i+j < k
that restricts to µ˜n on the the zero skeleton and filters the structure map of A, DpiA
ξ−→
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A. The rest follows from the argument in the proof of 2.4.1 applied to the above cofiber
sequence.
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CHAPTER 3
The Ku¨nneth spectral sequence
Throughout this section we will use H to denote HF2. Computations involving H are not
technically limited to the prime 2; however, that will be our focus, mostly for convenience.
In section one, we discuss a few generalities regarding the Ku¨nneth spectral sequence which
are recalled from [15]. In section two, we construct a theory of power operations for Tor
which is appropriate for our work. We then use an old result of John Tate to conclude that
they must be trivial (except for the pth power). This occurs because operations derived from
the H∞ structure are determined by homotopies between products taken in different orders.
Tate’s result tells us these must all be 0. It is still possible that there are other interesting
endomorphisms of the functor
A 7→ Torpi∗R(pi∗A, pi∗A)
not related to the H∞ structure, but we do not pursue that here.
In section three, we compute power operations on the homotopy of relative smash prod-
ucts in several interesting examples and derive a result similar to that of Strickland’s about
the realizability of commutative MU -algebra structures on certain regular quotients, [26].
Finally, in section four, we interpret some of these computations in terms of E∞-dgas using
one of Mandell’s results, [20]. We also relate our computations to the cotangent complex as
constructed by Basterra, [6].
3.1 The Ku¨nneth spectral sequence
In this section, we construct the Ku¨nneth spectral sequence.
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Theorem 3.1.1. Let R be an S-algebra and A,B be right and left R-modules respectively.
Then there is a upper half plane spectral sequence Ep,q2 = Tor
pi∗R
q (pi∗A, pi∗B)p =⇒ pip+q(A ∧R
B). Further, if A and B are commutative R-algebras, then the spectral sequence is multi-
plicative; that is, the differentials satisfy the Leibniz rule.
The grading p comes from the internal grading, the one coming from the fact that we
are working with graded modules over graded rings. This result can be found in chapter IV
section 6 of [15], but we recall the construction. Their construction differs superficially.
Proof. We wish to construct a filtration of A∧RB such that the homotopy of the associated
graded of the filtration is the complex that computes Torpi∗Rq (pi∗A, pi∗B). Recall that in
section 2.3 we constructed an exhaustive free and exact filtration of a given R-module A
from a free R∗-resolution of A∗. Let us denote the free R-module spectra realizing that
resolution by Fi. We then have that pi∗Fi is the ith R∗-module in that free resolution. We
will similarly use Ai to denote the ith of term of the filtration, and recall that A−1 = ∗ and
A0 = F0. Since the filtration is exhaustive (lemma 2.1.3), we have that hocolimiAi ' A as
an R-module. Now, consider the filtration
· · · → Ai ∧R B → Ai+1 ∧R B → · · · .
We will abbreviate Ai ∧R B as Xi. This filtration is also exhaustive as smashing with a cell
R-module commutes with taking homotopy colimits; see chapter X section 3 and chapter III
sections 2 and 3 of [15].
Next, we wish to identify the E2 page of the spectral sequence. Consider the associated
graded of the filtration,
Xi+1/Xi = (Ai+1 ∧R B)/(Ai ∧R B) ' (Ai+1/Ai) ∧R B.
45
The associated graded of the filtration A• is a free R-resolution of A by R-modules denoted
Fi. We know that pi∗(Fi ∧R B) ∼= pi∗Fi ⊗pi∗R pi∗B. This follows since the Fi are free R-
modules and so can be written
∨
j Σ
njR. Therefore, the associated graded of the filtration
X• is the complex comprised of ΣiFi ∧R B. The homotopy of this complex is the complex
pi∗ΣiFi ⊗pi∗R pi∗B. Note that pi∗ΣiFi is in fact a free pi∗R-resolution of pi∗A by construction.
Therefore the E2 page of the spectral sequence is in fact Tor
pi∗R
∗ (pi∗A, pi∗B)∗.
This spectral sequence is multiplicative by 2.4.1 and 1.4.1.
It should be noted that there are potentially other constructions of this spectral sequence.
One in particular where a proof of the multiplicative structure was claimed can be found in
[4]. The proof they supply is, unfortunately, incorrect. They take the Ai to be the cofibers of
the differentials in a free R-resolution of A. While it is unclear if there exist appropriate maps
between the Ai when constructed this way, let us assume for the time being that there are.
This filtration fails to be exhaustive whenever pi∗A has a finite length free pi∗R-resolution.
Let us demonstrate with an example of HF2 as an HZ module. The algebraic resolution
F2 Zρoo Z2
oo
~~
0oo
2Z
``
gives us the “geometric” resolution
HF2 HZoo HZ2oo
1||
pt.oo
HZ
2
bb
Our construction would yield the filtration A0 = HZ→ A1 = HF2 → · · ·A = HF2. Their
filtration would yield A′0 = HZ, A′1 = HF2, A′2 = HZ, A′3 = pt. etc. Despite this fact, the
result remains true as we have demonstrated in 2.4.
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3.2 Power operations in the Ku¨nneth spectral sequence and a
result of Tate
In this section, we construct power operations in the Ku¨nneth spectral sequence. These
operations are the residue of the H∞ structure present on the filtration discussed in 1.3.15.
We then apply a result of John Tate, [27], which shows that operations are almost all 0 on
the E2 page. While this is regrettable, we are still able to use the Ku¨nneth spectral sequence
to compute the action of some of the H∞ structure on relative smash products. It should be
noted that in this section, unlike all of the rest, module and algebra will mean the relevant
objects in the category of graded abelian groups and not some model of spectra.
3.2.1 Operations in Tor
In this section, we follow the outline in chapter IV section 2 of [11] in constructing an
algebraic H∞ structure on the resolution that we will use to compute TorR∗(A∗, B∗). Our
construction of such a structure mirrors that of Bruner’s in [11] at almost every stage, which,
in turn, follows [21]. We work with an explicit model for TorR∗(A∗, B∗) which is given by
H∗(BF(A∗) ⊗R∗ B∗). Here, we use BF• (A∗) to denote the bar construction associated with
the free R∗-module comonad F . It provides us with a preferred free R∗-resolution of A∗,
[28].
3.2.2 The bar construction
In this section, we will use R to denote a graded commutative algebra and A and B to denote
graded commutative R-algebras. We use the (co)monadic bar construction associated with
the free-forgetful adjunction as opposed to the two-sided bar construction arising from the
tensor product. This is because tensoring with R does not necessarily create free modules,
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which is what we need for our construction. We follow the discussion in [28] sections 8.4.6,
8.6.8, and 8.6.14.
Definition 3.2.1. An augmented simplicial object X• in a category C is a simplicial object
X• in C with a morphism ε : X0 → X−1 such that
ε∂0 = ε∂1 : X1 → X0 → X−1.
We call such an augmented simplicial object aspherical if pinX• ∼= 0 for n 6= 0 and pi0X• ∼=
X−1.
When we have an augmented simplicial set and an associated simplicial set given by
forgetting the augmentation, we will denote the unaugmented simplicial set by uX• and the
augmented simplicial set X+• . Such aspherical augmented simplicial sets X
+
• are referred to
as simplicial resolutions of X−1.
We will construct an augmented simplicial R-module that is a free resolution of A. The
adjunction
F : Sets
 R−mods : U
between the category of R-modules and the category of Sets gives rise to a comonad F :=
F ◦U . Here, F assigns to any set the free R-module on that set and U gives the underlying set
of any R-module. The comonad F assigns to every R-module the free R-module generated
by its underlying set. The counit of the adjunction
 : F ◦ U =⇒ 1
is the counit of the comonad and the unit of the adjunction
η : 1 =⇒ U ◦ F
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allows us to define the comultiplication
δB := F (ηU(B)) : F(B) = F (U(B)) −→ F (U ◦ F (U(B))) = F2(B)
of the comonad F ; see [28] section 8.6. We obtain a simplicial object BF• (A) whose n-
simplices are given by Bn := B
F
n (A) = Fn+1(A). The augmentation is given by the counit
F(A)→ A.
Proposition 3.2.2. The bar construction BF• (A)
+ is an aspherical augmented simplicial
R-module which is level-wise free. The underlying augmented simplicial set of BF• (A)
+ has
an extra degeneracy
A = B−1
s0
&&
B0
εoo
s1
%%
B1
doo
s2
%%
B2
doo · · ·
such that each si is a map of R-modules except s0 : B−1 → B0. The associated chain
complex T (uBF• (A))∗ is chain homotopy equivalent to the chain complex A∗ concentrated in
homological degree 0 with A0 = A.
Proof. By 8.6.14 in [28], we have that BF• (A)
+ is an aspherical augmented simplicial free
R-module. U(BF• (A))
+ is an augmented simplicial set which has an extra degeneracy and
hence is contractible by 8.6.10. The extra degeneracy sn+1 : Bn → Bn+1 is given by F ◦ η
FηU(Bn−1) : Bn = F (U(Bn−1)) −→ F (U ◦ F (U(Bn−1)) = Bn+1
which all Bn possess when n 6= 0 as they are in the image of F . When n = 0, we obtain
the extra degeneracy only as a map of sets U(A) → U ◦ F(A) coming from the unit of the
adjunction applied to U(A). All of the identities necessary for a simplicial contraction are
satisfied by 8.6.8 and 8.6.10. As all of the maps are R-module maps except for s−1, the
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contraction induces a chain null-homotopy
s : T ((BF• (A))
+)n → T ((BF• (A))+)n+1
for n > 0, that is ds + sd = 1 outside of homological degree 0. In homological degree 0, we
have εs = 1A. Such a chain null homotopy is equivalent to a chain homotopy equivalence
between T (u(BF• (A)))∗ and A∗.
We will use the splitting s of T ((BF• (A))
+)∗ explicitly which we formalize in the following
definition.
Definition 3.2.3. A resolution of an R-module B
B G0
εoo G1
doo G2
doo · · ·
is semi-split if there exist maps of R-modules s : Gi → Gi+1 and a map of sets s−1 : B → G0
such that εs−1 = 1B and ds+ sd = 1
Construction of the operations
In the following lemma, we focus on the case where A and B are both graded commutative R-
algebras and the resolutions are given by taking the bar construction as described above. The
product is a ρ equivariant map f : Ar −→ A for any subgroup of ρ ⊂ Σr. In this situation,
we get algebraic operations in TorR(A,B) by applying − ⊗R B to the picture below and
appealing to May’s machinery. We will apply the results in this section to the Ku¨nneth
spectral sequence. There, we will be interested in the case where R = pi∗R′, A = pi∗A′,
and B = pi∗B′ where R′ is a commutative S-algebra and both A′ and B′ are commutative
R′-algebras.
The following is an analogue of Lemma 2.3 in Chapter IV of [11]
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Proposition 3.2.4. Let ρ be a subgroup of Σr. Let V• be any kρ free resolution of k such
that V0 = kρ with generator e0. Let X and Y be R-modules. Let X ←− F0 ←− F1 ←− · · ·
be a free resolution of X by R-modules, Y ←− G0 ←− G1 · · · a resolution of Y by R-modules
which is semi-split in the sense of definition 3.2.3. Let f : Xr −→ Y be a ρ-equivariant map
of R-modules with ρ acting by permuting the factors on Xr and trivially on Y . Let ρ act
on F r• by permuting the factors, trivially on G•, and diagonally on V• ⊗ F r• . Give V• ⊗ F r•
the R-module structure induced by that on F r• . Then, there exists a ρ equivariant chain map
ϕi,j : Vi ⊗k F rj −→ Gi+j lifting f that is unique up to equivariant chain homotopy.
Proof. Our method of proof will be much like that in [11]. We will first construct the lift
ϕ•,• on a given R [ρ] basis by use of the adjunction between R [ρ]-modules and k-modules.
This has the effect of constructing the R map. The construction of the equivariant chain
homotopy will be similar.
Since F• is free over R, so is F r• . Since V• is free as a k[ρ] module, it follows that V•⊗F r•
is free over R and k [ρ]. This gives us that V• ⊗ F r• is R [ρ] free. F r• augments to Xr via
εr : F r0 −→ Xr. The comparison lemma of homological algebra gives us a lift of f ,
f̂ : F r• −→ G•
which is isomorphic to
f̂ : 〈e0〉 ⊗ F r• −→ G•.
We extend this map equivariantly to obtain
ϕ0,• : V0 ⊗ F r• −→ G•.
We have now constructed ϕ0,0. Clearly, εY ϕ0,0 = fε
r
X by construction, which is the only
requirement of ϕ0,0 we make. It remains to construct the rest of the ϕi,j and verify that they
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form a chain map. Let (i′, j′) < (i, j) if i′ < i and j′ ≤ j, or i′ ≤ i and j′ < j. Suppose
we have constructed ϕi′,j′ for all (0, 0) < (i
′, j′) < (i, j) such that the collection of ϕi′,j′ ’s
satisfy the chain map condition in the range they are defined. We use θ to denote the natural
isomorphism
θ : Homk[ρ]−R(F (X), Y ) ∼= HomR(X,U(Y ))
between R[ρ]-modules and R-modules where F and U are the left and right adjoints respec-
tively. Then, we define the adjoint θ(ϕi,j) of the desired map ϕi,j to be
θ(ϕi,j) = s(θ(ϕi−1,j ◦ d⊗ 1) + θ(ϕi,j−1 ◦ 1⊗ d)).
Since (0, 0) < (i, j), we are in the range where s : Gi+j−1 → Gi+j is a chain null homotopy.
This formula makes more sense in light of the following diagram:
Vi ⊗ F rj
d⊗1⊕1⊗d

// Gi+j
d

Vi−1 ⊗ F rj ⊕ Vi ⊗ F rj−1
θ(ϕi−1,j)+θ(ϕi,j−1) // Gi+j−1
s
WW
All the maps in the above are maps of R-modules, not R[ρ]-modules; this is the reason for the
use of the adjunction. We have the map defined on a k[ρ]-basis. We extend it equivariantly
to all of Vi ⊗ F rj using θ, the adjunction isomorphism. Now we must verify that ϕi,j, as
defined, is indeed a chain map. Specifically, we wish to show that
d ◦ ϕi,j = ϕi−1,j ◦ d⊗ 1 + ϕi,j−1 ◦ 1⊗ d.
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This equation is true if and only if
θ(d ◦ ϕi,j) = θ(ϕi−1,j ◦ d⊗ 1 + ϕi,j−1 ◦ 1⊗ d)
By naturality, θ(d ◦ ϕ) = Ud ◦ θ(ϕ). Note that d is always a map out of a free R-module
and that the functor U just forgets that d is an R map, so we will not distinguish between
Ud and d as they are the same map element wise. As we have that
θ(dϕi,j) = Udθ(ϕi,j)
= dθ(ϕi,j)
= d(s(θ(ϕi−1,j ◦ d⊗ 1 + ϕi,j−1 ◦ 1⊗ d))
= (1− sd)(θ(ϕi−1,j ◦ d⊗ 1 + ϕi,j−1 ◦ 1⊗ d))
we must show that
sd(θ(ϕi−1,j ◦ d⊗ 1) + θ(ϕi,j−1 ◦ 1⊗ d))
is zero. Recall that ϕi−1,j and ϕi,j−1 already commute with differentials below them. Consider
the following expression.
sd(θ(ϕi−1,j ◦ d⊗ 1 + ϕi,j−1 ◦ 1⊗ d)) = sθ(dϕi−1,j ◦ d⊗ 1 + dϕi,j−1 ◦ 1⊗ d)
= θ((ϕi−2,j ◦ d⊗ 1 + ϕi−1,j−1 ◦ 1⊗ d) ◦ d⊗ 1 + (ϕi−1,j−1 ◦ d⊗ 1 + ϕi,j−2 ◦ 1⊗ d) ◦ 1⊗ d)
= θ((0− ϕi−1,j−1 ◦ d⊗ 1 ◦ 1⊗ d) + (ϕi−1,j−1 ◦ d⊗ 1 ◦ 1⊗ d+ 0)
= 0
We now have chain maps ϕi,j : Vi ⊗ F rj −→ Gi+j of R∗-modules defined on a k[ρ] basis.
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To obtain the desired, map we extend equivariantly.
This choice of lifts is unique up to equivariant chain homotopy. Suppose we had ψi,j :
Vi ⊗ F rj → Gi+j, another lift of f . From the data of ψ, ϕ and s : G• → G•+1 we construct
a ρ-equivariant chain null-homotopy Hi,j : Vi ⊗ F rj → Gi+j+1. We define Hi,j by induction.
Its adjoint is given by
θ(Hi,j) = s ◦ (ϕi,j − ψi,j −Hi−1,j(d⊗ 1)−Hi,j−1(1⊗ d))
for i, j both nonnegative and 0 otherwise. We do not differentiate between H and its adjoint
as one is a restriction of the other to a ρ-basis and it is notationally clumsy.
We now must verify that H is a chain homotopy between ϕ and ψ; that is,
dHi,j +Hi−1,j(d⊗ 1) +Hi,j−1(1⊗ d) = ϕi,j − ψi,j.
We suppose that Hi′,j′ is a chain homotopy for all (i
′, j′) ≤ (i, j) as described by the above
formula. We now compute dHi,j:
dHi,j = ds ◦ (ϕi,j − ψi,j −Hi−1,j ◦ (d⊗ 1)−Hi,j−1 ◦ (1⊗ d))
= (1− sd) ◦ (ϕi,j − ψi,j −Hi−1,j ◦ (d⊗ 1)−Hi,j−1 ◦ (1⊗ d)).
Consider
d(ϕi,j − ψi,j −Hi−1,j ◦ (d⊗ 1)−Hi,j−1 ◦ (1⊗ d))
= dϕi,j − dψi,j − d(Hi−1,j ◦ (d⊗ 1) +Hi,j−1 ◦ (1⊗ d))
= ϕi−1,j(d⊗ 1) + ϕi,j−1(1⊗ d)− ψi−1,j(d⊗ 1)−
ψi,j−1(1⊗ d)− d(Hi−1,j ◦ (d⊗ 1) +Hi,j−1 ◦ (1⊗ d))
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We have that
dHi−1,j(d⊗ 1) = (−Hi−2,j(d⊗ 1)−Hi−1,j−1(1⊗ d) + ϕi−1,j − ψi−1,j) ◦ (d⊗ 1)
= −Hi−1,j−1(1⊗ d)(d⊗ 1) + (ϕi−1,j − ψi−1,j)(d⊗ 1)
as well as
dHi,j−1(1⊗ d) = (−Hi−1,j−1(d⊗ 1)−Hi,j−2(1⊗ d) + ϕi,j−1 − ψi,j−1) ◦ (1⊗ d)
= −Hi−1,j−1(d⊗ 1)(1⊗ d) + (ϕi,j−1 − ψi,j−1)(1⊗ d)
and so
d(ϕi,j − ψi,j −Hi−1,j ◦ (d⊗ 1)−Hi,j−1 ◦ (1⊗ d))
simplifies to
−Hi−1,j−1(d⊗ 1)(1⊗ d)−Hi−1,j−1(1⊗ d)(d⊗ 1)
which is 0 as (d⊗ 1)(1⊗ d) = −(1⊗ d)(d⊗ 1). Now, when (i, j) = (0, 0), we have
H0,0 = (ϕ0,0 − ψ0,0 −H−1,0 ◦ (d⊗ 1)−H0,−1 ◦ (1⊗ d)) = (ϕ0,0 − ψ0,0)
as both H−1,0 and H0,−1 are trivial by construction. By assumption, we have that εϕ0,0 =
fεr = εψ0,0. We then extend Hi,j to an equivariant chain homotopy as desired.
The above is enough to construct power operations in Tor.
Corollary 3.2.5. For R a (graded) commutative algebra, and A,B (graded) commutative
R-algebras, there exist additive power operations in TorR∗ (A,B)∗
Qi : Tor
R
s (A,B)t −→ TorRi+ps(A,B)pt
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whenever A and B have characteristic p.
Proof. We apply the above proposition to the situation where A plays both the role of X
and Y and the resolutions F• and G• are given by by the bar construction T (uBF• (A)) and
ρ = Cp, the cyclic group of order p. Let ECp• be a resolution of R by free R [Cp]-modules.
We then have the
ϕ•,• : ECp• ⊗ T (uBF• (A))p → BF• (A)
which becomes
Φ•,• : ECp• ⊗ (T (uBF• (A))⊗R B)p → BF• (A)⊗R B
upon tensoring with µB : B
p → B. The operation
Qi : Tor
R
s (A,B)t → TorRi+ps(A,B)pt
is given by Qi(x) := Φi,ps(ei⊗x⊗p). (When appropriately re-indexed, these operations satisfy
the Cartan formula and Adem relations [21].)
Unfortunately, these operations do not turn out to be very interesting.
3.2.3 Implications of Tate’s method of killing cycles
In [27], Tate gives a constructive method for computing TorR(R/I,R/J) where R is a Noethe-
rian local commutative ring and I and J are both ideals. His principal result is that this can
be computed using a resolution that is level-wise free and graded commutative. This will
imply the triviality of the operations constructed above.
Theorem 3.2.6. If R is a Noetherian local ring and I is an ideal of R, then there exists a
free R-resolution of R/I that is a graded commutative DGA.
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Tate proves the above by explicitly constructing a graded commutative DGA It also can
be extended as follows.
Corollary 3.2.7. For R as above and any finitely generated commutative R-algebra, there
exists a free R-resolution of it that is a graded commutative DGA.
Proof. To prove the above result for some finitely generated R-algebra A, note that A
is a quotient of R[x1, x2, . . . , xn] by an ideal. The result of Tate applies to give a free
R[x1, x2, . . . , xn]-resolution of A that is graded commutative as a DGA. However, since
R[x1, x2, . . . , xn] is free over R, so is the above resolution and we have the desired result.
This result implies that the above operations must be trivial except for the pth powers.
The operations above come from lifting null-homotopies of the difference of ways of ordering
p-fold products of classes in the free resolution. This can be seen in the construction of the
operations in 3.2.4; in that the lifting of f̂ to ϕ1,• is a null-homotopy. If the free resolution is
graded commutative, then all of the p-fold products are equal and we can take the constant
null-homotopy. This choice of lift will only give trivial operations, but since the 3.2.4 showed
there was a unique lift up to homotopy, we have that all of the operations constructed in
3.2.5 are 0. However, the filtration has the requisite structure, so we compute operations in
pi∗A ∧R B using naturality and detect them in the Ku¨nneth spectral sequence
TorR∗∗ (A∗, B∗)∗ ⇒ pi∗(A ∧R B).
It might be said that the spectral sequence hides the operations in a lower filtration. Even
when the Ku¨nneth spectral sequence collapses at E2, there is a difference between operations
in Tor and operations in homotopy.
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3.3 Computations
In this section, we use the above results to compute the action of the Dyer-Lashof algebra
on various relative smash products of HF2, which in this section will still be denoted H.
The restriction to the prime 2 is unnecessary but convenient. The method of computation is
relatively simple: we use the fact that any map of commutative S-algebras R→ H induces a
map of Ku¨nneth spectral sequences that preserves the action of the Dyer-Lashof algebra or
any power operations coming from an H∞-ring spectrum structure for that matter. We then
use Steinberger’s computation of the action of the Dyer-Lashof algebra on the dual Steenrod
algebra H∗H. We push that action along the map of spectral sequences induced by R→ H
to obtain our computations.
Definition 3.3.1. Given a diagram of commutative S-algebras
R
φ //
ε   
R′
~~
A.
we denote the induced map of relative smash products φ˜ : A ∧R A → A ∧R′ A. We denote
the induced map of Ku¨nneth spectral sequences φ̂∗ : TorR∗s (A∗, A∗)t → TorR
′∗
s (A∗, A∗)t. Sim-
ilarly, we denote the induced map of Ku¨nneth spectral sequences εˇ∗ : TorR∗s (R∗A,A∗)t →
TorR∗s (A∗, A∗)t
We fix a map of commutative S-algebras φ : R→ H. We want to compute the action of
the Dyer-Lashof algebra on pi∗H ∧RH. To do this, we consider the following map of spectral
sequences:
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TorR∗s (H∗R,H∗)t +3
φˇ

pis+t(H ∧R ∧R H) ∼= Hs+tH
φˇ

TorR∗s (H∗, H∗)t +3 pis+t(H ∧R H).
The map φ makes H into a commutative R-algebra. This provides that the action map
of R on H coming from said algebra structure is a map of commutative S-algebras. This
ensures that the above map of spectral sequences commutes with all of the extra structure,
such as power operations. In the cases we study, both spectral sequences collapse at the E2
page, and so we are left with
TorR∗s (H∗R,H∗)t ∼= Hs+tH
and
TorR∗s (H∗, H∗)t ∼= pis+tH ∧R H.
When F2 is a localization of a quotient of R∗ by a regular sequence, we can use a Koszul
complex to compute the E2-page of the spectral sequence. As the spectral sequence is
multiplicative and the E2-page is multiplicatively generated by classes on the 1-line of the
spectral sequence, we obtain a collapse result. This is because dr = 0 when restricted to the
1-line for every r ≥ 2. The Koszul complex will also suggest names for the elements which
we will discus later in section 3.4.1.
We need the following result of Milnor’s, [24].
Theorem 3.3.2. The dual Steenrod algebra is HF2∗HF2 ∼= F2[ξ1, ξ2, ξ3, . . .]. The conjugation
is given by ξi := τ∗(ξi) = Σα∈Part(i)Π
l(α)
n=1ξ
2σ(i)
α(n) where l(α) is the length of the ordered partition
α of i. The map τ : H ∧H → H ∧H is induced by the twist map.
We know the action of the Dyer Lashof algebra on H∗H by a result of Steinberger; see
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chapter III Thm 2.2 of [11].
Theorem 3.3.3. In the dual Steenrod algebra, HF2∗HF2 ∼= F2[ξ1, ξ2, ξ3, . . .], we have that
Q2
i−2(ξ1) = ξi. The dual Steenrod algebra, HF2∗HF2 is generated as an algebra over the
Dyer-Lashof/Araki-Kudo algebra by ξ1. Further, we have that Q
2i(ξi) = ξi+1 for i ≥ 1.
Recall that the Dyer-Lashof/Araki-Kudo algebra acts on the homotopy of any commu-
tative HFp algebra. To determine the action of Qi on an element x ∈ pi∗H ∧RH, we proceed
as follows. First, we need that x ∈ im(H∗H → pi∗H ∧R H). Next, we represent both x
and its lift x˜ as elements in the E2-page of the spectral sequence. We then use Steinberger’s
computation to identify the action of Qi in the spectral sequence converging to H∗H. Lastly,
we push forward Qi(x˜) along the map of spectral sequences induced by φ. Computing the
map of spectral sequences induced by φ is best done by computing the E2-page of the spec-
tral sequences using the same resolution of one of the factors, which we will demonstrate
below. As our examples of interest are H-modules, the resulting homotopy groups are F2
vector spaces, so there are no additive extension problems. However, there are potential
multiplicative extensions in the examples we consider. These are dealt with easily since,
when the issue arises, we already know the target of the spectral sequences for the examples
we consider.
At some point, we will need to be able to determine which class in H∗H is being detected
by α ∈ TorR∗1 (H∗R,F2). The relationship between the vi ∈ pi∗BP and ξi+1, ξi+1 ∈ H∗H has
been investigated by Ravenel. For our purposes, however, it will not matter if vi detects ξi+1
or ξi+1.
Lemma 3.3.4. The image of ξi agrees with ξi modulo decomposables.
Proof. The only indecomposable element in the sum τ∗(ξi) = Σα∈Part(i)Π
l(α)
n=1ξ
2σ(i)
α(n) is ξi. Here,
l(α) is the length of the ordered partition α of i. While the formula may be complicated, the
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only indecomposable elements on the right hand side occur when l(α) = 1, and this forces
α to be the indiscrete partition of i that is just i itself.
Also, ξ1 = ξ1 in H∗H.
3.3.1 Warm up: HZ→ H
Consider the natural map of commutative S-algebras HZ → H. The effect of this map in
homotopy is the reduction map from Z → F2. We consider the Ku¨nneth spectral sequence
which computes pi∗H ∧HZ H.
Proposition 3.3.5. The Ku¨nneth spectral sequence TorZ∗ (F2,F2)∗ ⇒ pi∗H ∧HZ H collapses
at the E2 page. pi∗H ∧HZ H is an exterior algebra EF2(2) over F2 on a single generator
2 ∈ pi2(H ∧HZ H).
Proof. The computation of the E2 page of the spectral sequence is routine. To compute the
relevant Tor group, we use the Koszul complex associated with the regular quotient Z→ F2.
The resolution is
Z ·2←− Z
which becomes
F2
0←− F2
after applying F2 ⊗Z −. We see that TorZ∗ (F2,F2)∗ is an exterior algebra over F2 generated
by a class we call 2 ∈ TorZ1 (F2,F2)0. The spectral sequence is nonzero in only two bidegrees.
Since d2 and all higher differentials can only land below the zero line, the spectral sequence
collapses.
As we will see in section 3.4.1, the class 2 ∈ pi1H ∧HZ H will correspond to a difference
of two null-homotopies of 2.
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3.3.2 ku→ H
Consider the map ku → H whose effect in homotopy is reduction of ku∗ ∼= Z[v] modulo
(2, v), where v ∈ pi2ku is our notation for the complex Bott map.
Proposition 3.3.6. The Ku¨nneth spectral sequence Torku∗∗ (F2,F2) ⇒ pi∗H ∧ku H collapses
at the E2 page. pi∗H ∧ku H is an exterior algebra EF2 [2, v] over F2 with Q2(2) = v where
|2| = 1 and |v| = 3.
Here, Q2 is an operation acting on the homotopy of commutative HF2-algebras, as dis-
cussed in 1.2.12. It corresponds to a class in H3D2S
1.
Proof. To compute the relevant Tor group we use the Koszul complex associated with the
regular sequence (2, v) ⊂ ku∗. The resolution is
ku∗ ku∗ ⊕ Σ2ku∗

2
v

oo Σ2ku∗
(
v −2
)
oo
which becomes
F2 F2 ⊕ Σ2F20oo Σ2F20oo
after applying F2⊗ku∗−. We see that Torku∗∗ (F2,F2)∗ is an exterior algebra over F2 generated
by classes we call 2 ∈ Torku∗1 (F2,F2)0 and v ∈ Torku∗1 (F2,F2)2. Note that they have nonzero
product 2 · v ∈ Torku∗2 (F2,F2)2. The spectral sequence is multiplicatively generated by 2 and
v which are on the 1-line of the spectral sequence. Because d2 and all higher differentials
on these classes can only land below the zero line, the spectral sequence collapses. Also, we
need not worry about extension problems since there are no possible nontrivial extensions.
To compute the action of the Dyer-Lashof algebra, we must compute the induced map of
spectral sequences. To do this, we use the Ku¨nneth spectral sequence Torku∗∗ (H∗ku,F2) ⇒
62
pi∗(H ∧ ku ∧k uH) ∼= H∗H. By Steinberger’s Theorem, we know the action of the Dyer-
Lashof algebra on H∗H, the target of the spectral sequence. It is well known that H∗ku ∼=
F2[ξ
2
1, ξ
2
2, ξ3, ξ4, . . .] and that both 2 and v act trivially on H∗ku. To compute Tor we can use
the same Koszul complex as above which is
ku∗ ku∗ ⊕ Σ2ku∗

2
v

oo Σ2ku∗
(
v −2
)
oo
which becomes
H∗ku H∗ku⊕ Σ2H∗ku0oo Σ2H∗ku0oo
after applying H∗ku⊗ku∗ −. We see that Torku∗∗ (H∗ku,F2)∗ ∼= H∗ku⊗ EF2(2, v) with 2 and
v as above. This spectral sequence also collapses, and we have that E2 = E∞. We know
that 2 detects ξ1 ∈ H1H as there are no other nonzero classes in those degrees and so 2ξ21
detects ξ
3
1. v detects either ξ2 or ξ2 = ξ2 + ξ
3
1 in H3H. It will not matter which, as they
agree modulo decomposables. For further reference as to the relationship between v and ξ2,
see the computation of H∗ku see chapter 3 of [25], specifically theorem 3.1.16. This solves
the multiplicative extension issue and we see that 2
2
= ξ21 ∈ H∗H and v2 = ξ22 ∈ H∗H. From
Steinberger’s computation, we know that there is an operation Q2(ξ1) = ξ2.
The map of spectral sequences induced by φ is obtained from H ∧ku→ H which induces
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the obvious ring map H∗ku→ F2. This induces the following map
H∗ku

H∗ku⊕ Σ2H∗kuoo

Σ2H∗kuoo

F2 F2 ⊕ Σ2F2oo Σ2F2oo
This induces the map of E2-pages H∗ku⊗EF2(2, v)→ F2⊗EF2(2, v). This map preserves
the action of the Dyer-Lashof algebra and so we have that pi∗H ∧ku H ∼= EF2(2, v) with
Q2(2) = v as claimed.
3.3.3 BP 〈2〉 → H
Consider the map BP 〈2〉 → H whose effect in homotopy is reduction of BP 〈2〉∗ ∼= Z(2)[v1, v2]
modulo (2, v1, v2), where v1 ∈ pi2BP 〈2〉 and v2 ∈ pi6BP 〈2〉. We should note that until
recently it was not known if BP 〈2〉 was an E∞-ring spectrum, but recent work of Lawson
and Naumann in [18] has resolved this question at the prime 2.
Proposition 3.3.7. The Ku¨nneth spectral sequence TorBP 〈2〉∗∗ (F2,F2) ⇒ pi∗H ∧BP 〈2〉 H
collapses at the E2 page. pi∗H ∧BP 〈2〉 H is an exterior algebra EF2 [2, v1, v2] over F2 with
Q2(2) = v1, Q
6(2) = v2 and Q
4(v1) = v2 where |2| = 1, |v1| = 3 and |v2| = 7.
Proof. To compute the relevant Tor group, we use the Koszul complex associated with the
regular sequence (2, v1, v2) ⊂ BP 〈2〉∗. The resolution is
64
BP 〈2〉∗ d1←−
BP 〈2〉∗
⊕
Σ2BP 〈2〉∗
⊕
Σ6BP 〈2〉∗
d2←−
Σ2BP 〈2〉∗
⊕
Σ6BP 〈2〉∗
⊕
Σ8BP 〈2〉∗
d3←− Σ8BP 〈2〉∗
where the matrices d1, d2, and d3 are given by
d1 =

2
v1
v2
 , d2 =

v1 −2 0
v2 0 −2
0 v2 −v1
 , d3 =
(
v2 −v1 2
)
.
This complex becomes
F2
0←− F2 ⊕ Σ2F2 ⊕ Σ6F2 0←− Σ2F2 ⊕ Σ6F2 ⊕ Σ8F2 0←− Σ8F2
after applying F2 ⊗BP 〈2〉∗ −. We see that TorBP 〈2〉∗∗ (F2,F2)∗ is an exterior algebra over
F2 generated by classes we call 2 ∈ TorBP 〈2〉∗1 (F2,F2)0, v1 ∈ TorBP 〈2〉∗1 (F2,F2)2 and v2 ∈
Tor
BP 〈2〉∗
1 (F2,F2)6. Note that as the product structure comes from the Koszul complex, we
have nontrivial products and TorBP 〈2〉∗∗ (F2,F2)∗ ∼= EF2 [2, v1, v2]. The spectral sequence is
multiplicatively generated by elements which are on the 1-line of the spectral sequence. This
implies that the spectral sequence collapses just as in the previous examples. Also, we need
not worry about extension problems as there are no possible nontrivial extensions.
To compute the action of the Dyer-Lashof algebra, we must compute the induced map
of spectral sequences. To do this, we use the Ku¨nneth spectral sequence
TorBP 〈2〉∗∗ (H∗BP 〈2〉,F2)⇒ pi∗(H ∧BP 〈2〉 ∧BP 〈2〉 H) ∼= H∗H.
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By Steinberger’s Theorem, we know the action of the Dyer-Lashof algebra on H∗H, the
target of the spectral sequence. It is well known that H∗BP 〈2〉 ∼= F2[ξ21, ξ
2
2, ξ
2
3, ξ4, ξ5, . . .] and
that 2, v1, and v2 all act trivially on H∗BP 〈2〉. To compute Tor, we can use the same Koszul
complex
BP 〈2〉∗ d1←−
BP 〈2〉∗
⊕
Σ2BP 〈2〉∗
⊕
Σ6BP 〈2〉∗
d2←−
Σ2BP 〈2〉∗
⊕
Σ6BP 〈2〉∗
⊕
Σ8BP 〈2〉∗
d3←− Σ8BP 〈2〉∗
which becomes
H∗BP 〈2〉 0←−
H∗BP 〈2〉∗
⊕
Σ2H∗BP 〈2〉∗
⊕
Σ6H∗BP 〈2〉
0←−
Σ2H∗BP 〈2〉
⊕
Σ6H∗BP 〈2〉
⊕
Σ8H∗BP 〈2〉
0←− Σ8H∗BP 〈2〉
after applying H∗BP 〈2〉 ⊗BP 〈2〉∗ −. We see that TorBP 〈2〉∗∗ (H∗BP 〈2〉,F2)∗ ∼= H∗BP 〈2〉 ⊗
EF2(2, v1, v2) with degrees as described above. This spectral sequence also collapses, and we
have that E2 = E∞. As before, 2 detects ξ1 ∈ H1H, so 2ξ21 detects ξ
3
1. We also have that
v1 detects either ξ2 or ξ2 = ξ2 + ξ
3
1 in H3H. Again, since they differ by decomposables, it
will not matter which. Similarly, v2 detects either ξ3 or ξ3, and as before, it will not matter
which for the purposes of our computation. As before, details can be found in Ravenel’s
“Green Book”, [25] chapter 3 and the beginning of chapter 4 where Ravenel discusses the
computation of H∗(k(n)). This solves the multiplicative extension issue and we see that in
fact 2
2
= ξ21 ∈ H∗H and v2 = ξ22 ∈ H∗H. From Steinberger’s computation we know that
66
there is an operation Q2(ξ1) = ξ2, Q
6(ξ1) = ξ3, and Q
4(ξ2) = ξ3
The map of spectral sequences induced by φ is obtained from H ∧ BP 〈2〉 → H which
induces the obvious ring map H∗BP 〈2〉 → F2. This induces the following map of complexes:
H∗BP 〈2〉

H∗BP 〈2〉∗
⊕
Σ2H∗BP 〈2〉∗
⊕
Σ6H∗BP 〈2〉
oo

Σ2H∗BP 〈2〉∗
⊕
Σ6H∗BP 〈2〉∗
⊕
Σ8H∗BP 〈2〉
oo

Σ8H∗BP 〈2〉oo

F2 F2 ⊕ Σ2F2 ⊕ Σ6F2oo Σ2F2 ⊕ Σ6F2 ⊕ Σ8F2oo Σ8F2.oo
This map of complexes induces the map of E2-pages H∗BP 〈2〉 ⊗ EF2(2, v1, v2) → F2 ⊗
EF2(2, v1, v2). This map preserves the action of the Dyer-Lashof algebra and so we have that
pi∗H ∧BP 〈2〉 H ∼= EF2(2, v1, v2) with Q2(2) = v1, Q6(2) = v2, and Q4(v1) = v2 as desired.
3.3.4 MU → H
In this section, we compute some of the action of the Dyer-Lashof algebra on pi∗H ∧MU H.
As before, we will need to know the Hurewicz image for MU ; for this, we use section 2 of
[5] (chapter 3 of [25] is also good). Recall that pi∗MU ∼= Z[x1, x2, ...] where xi ∈ pi2iMU
and H∗(MU ;Z) ∼= Z[b1, b2, ...] where bi ∈ H2i(MU ;Z). It should be noted that our choice of
generators for pi∗MU is such that x2i−1 = vi, where we think of the vi as elements of pi∗MU
via a preferred retraction of MU onto BP . This choice of generators for MU∗ will determine
our choice of generators for H∗MU , but this choice can be made so that our Hurewicz map
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behaves properly; see [5] section 2. The Hurewicz map hHZ : pi∗MU → H∗(MU ;Z) modulo
decomposables is given by
h(xi) =
 −pbi i = p
k − 1
−bi else.
Note that this and computations of other Hurewicz maps hE : pi∗MU → E∗MU often imply
that TorMU∗(E∗MU,E∗) ∼= TorBP∗(E∗BP,E∗). This is the case for HFp and other spectra
associated with complex K-theory; see Proposition 3.1 of [5].
Now, we need to compute the map TorMU∗(H∗MU,F2)→ TorMU∗(F2,F2).
Proposition 3.3.8. The Ku¨nneth spectral sequence TorMU∗∗ (F2,F2)⇒ pi∗H∧MUH collapses
at the E2 page. pi∗H ∧MU H is an exterior algebra EF2 [2, x1, x2, . . .] over F2 with Q2i−2(2) =
x2i−1−1 and Q2
i
(x2i−1−1) = x2i−1 where |2| = 1 and |xn| = 2n+ 1.
Proof. The computation of these operations follows the same outline as in the previous
sections. We first compute TorMU∗∗ (F2,F2)∗ by realizing F2 as the regular quotient of MU∗
by the ideal (2, x1, x2, . . .). Let us denote this Koszul complex by Λ := ΛMU∗(xi) where
i ∈ Z≥0 and x0 = 2. This complex is a free graded commutative MU∗-algebra on generators
xi ∈ Λ1,2i and 1 ∈ Λ0,0 ∼= MU∗. The differential on Λ is defined taking d(xi) = xi ∈ Λ0,0 and
extending using the Leibniz rule. Since the sequence (2, x1, x2, . . .) is regular, we have that
H∗(Λ) = H0(Λ) = F2. Then, we have that TorMU∗∗ (F2,F2) := H∗(F2 ⊗MU∗ Λ, d). The MU∗-
module structure on F2 is the trivial one, so we have that d(xi) acts trivially on F2. This
implies that TorMU∗∗ (F2,F2) = EF2 [2, x1, x2, . . .]. As the E2-page of this spectral sequence is
multiplicatively generated on the 1-line, the spectral sequence collapses and we have that
pi∗H ∧MU H ∼= EF2 [2, x1, x2, . . .].
Next, we compare this spectral sequence with TorMU∗∗ (H∗MU,F2)∗ ⇒ H∗H in order to
compute the action of the Dyer-Lashof algebra. The Hurewicz map determines the MU∗-
module structure of H∗MU , which is nontrivial. We compute TorMU∗∗ (H∗MU,F2)∗ using the
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above complex. We then have the isomorphism H∗(H∗MU ⊗MU∗ Λ, d) ∼= TorBP∗∗ (H∗BP,F2).
The only cycles come from the classes in MU∗ that survive the map MU → BP . Again, we
see that the spectral sequence collapses at the E2-page, as it is multiplicatively generated by
classes on the 1-line.
To compute the action of the Dyer-Lashof algebra, we proceed as above, utilizing the
fact that the element
x2i−1 = vi ∈ TorBP∗1 (H∗BP,F2)2(2i−1) ∼= (F2[ξ21 , ξ22 , ξ23 , . . .]⊗EF2 [2, x1, x3, . . . , x2i−1, . . .])2i+1−1
detects ξi+1 or ξi+1 in H2i+1−1H. The map of spectral sequences is induced by the map
H∗MU → F2. We compute it by considering the induced map of complexes H∗MU ⊗MU∗
Λ → F2 ⊗MU∗ Λ. On the E2-page, this map is H∗BP ⊗ EF2 [2, x1, x3, . . . , x2i−1, . . .] →
F2 ⊗ EF2 [2, x1, x2, x3, . . .]. This map preserves the action of the Dyer-Lashof algebra, and
this gives us that Q2
i−2(2) = x2i−1−1 and Q2
i
(x2i−1−1) = x2i−1 as desired.
This computation has the following corollary.
Corollary 3.3.9. Let I be an ideal of MU∗ generated by a regular sequence. If I contains
only a finite number of the x2i−1, then the quotient map MU →MU/I cannot be realized as
a map of commutative S-algebras.
Proof. Let I be as above and let us use E to denote MU/I. Suppose that the quotient map
φ : MU → E is a map of commutative S-algebras. Consider the induced map of the spectral
sequences converging to φ˜ : H ∧MU H → H ∧E H. This map must preserve the action of the
Dyer-Lashof algebra as it is a induced by a morphism of commutative H-algebras. However,
by assumption we have that some x2i−1 ∈ ker(φ∗) and so x2i−1 ∈ kerφ˜∗. For each k, x2i+k−1
is some power operation on x2i−1. Therefore, each x2i+k−1 must also be in the kernel, but
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they are not by construction of I.
This should be compared with the results of Strickland, see [26], where he realizes regular
quotients of MU∗. In his work, the ideal in question must satisfies a similar condition in
order for the realization to be a commutative ring spectrum, see Proposition 6.2 for the
relevant formula.
3.4 Applications and Interpretations
In this section, we present one application and an interpretation of the computations in
section 3.3. We must first develop ways of relating our computations to null-homotopies of
maps. This will allow us to interpret our power operations as giving a sort of dependence
between choices of null-homotopies of different elements. We then discus how one would use
the above computations as input for a spectral sequence of Basterra’s, [6], which converges
to the homotopy of the cotangent complex for a map from a commutative S-algebra to H.
3.4.1 Basic facts
There are some basic results we need before we can proceed. These results are well known,
as are the definitions, but we record them for later reference.
Definition 3.4.1. A null-homotopy of x ∈ pinX is a factorization of x : Sn → X over
Sn ⊂ CSn. We denote such a homotopy as
CSn
x′
""
Sn
- 
<<
x // X.
We will need the following result for section 3.4.2:
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Theorem 3.4.2. Suppose that φ : R → A is a map of commutative S-algebras that is
surjective in homotopy. Then, ∀x ∈ I := ker(φ∗) with nonzero image in I/I2 there is a
nonzero class x ∈ TorR∗1 (A∗, A∗). If this class is not an “eventual” boundary in the Ku¨nneth
spectral sequence, then it can be realized as the difference of two null-homotopies of φ∗(x) ∈
A∗
Proof. Let x ∈ pinR be represented by a map x : Sn → R. We will construct the class
x ∈ TorR∗1 (A∗, A∗) as an explicit map Sn+1 → A ∧R A1. Since x ∈ I, we know that the map
Sn → R becomes null-homotopic when followed by φ. This is equivalent to the existence of
a commutative diagram:
Sn
x //
i

R
φ

CSn
x′ // A.
Since φ is onto in homotopy, the first stage of the resolution (as well as the filtration) of A
as an R-module can be taken to be F0 = A0 = R. Because the augmentation is given by φ∗,
we have that x ∈ F0 is in the kernel of the augmentation. Therefore, x ∈ im(F1 → F0), so
we get the following commutative diagram:
Sn
x˜

1 // Sn
x

i // CSn
x′′

F1
d // F0
α0 // A1.
Recall that F0 = R. Splicing the right side of the above diagram with the diagram
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expressing the null-homotopy of x yields the following:
Sn //

x
!!
CSn
x′ %%
R //

A1

CSn
x′′
!!
A // A ∧R A1.
This induces a map from the pushout of CSn ←− Sn −→ CSn to A∧RA1. We call any such
element x ∈ pin+1A ∧R A1. To see that this element contributes to TorR∗1 (A∗A∗), note that
the above definition of x gives the following commutative diagram:
CSn

// Sn+1
x

∼= // Sn+1

// CSn+1

A = A ∧R A0 1A∧Rα0 // A ∧R A1 1A∧Rβ1 // A ∧R ΣF1 // ΣA = A ∧R ΣF0
which shows that the image of x in pi∗A⊗R∗ F1 is in TorR∗1 (A∗, A∗). Since φ is surjective in
homotopy, we have that A∗ ∼= R∗/I. Applying TorR∗∗ (A∗,−) to the short exact sequence
0 −→ I −→ R∗ φ∗−→ A∗ −→ 0
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gives the exact sequence
0 // TorR∗1 (A∗, A∗) // A∗ ⊗R∗ I // A∗
∼= // A∗.
Therefore, TorR∗1 (A∗, A∗) ∼= A∗ ⊗R∗ I. We compute this by applying −⊗R∗ I to
I → R∗ φ∗−→ A∗ −→ 0
which gives
I ⊗R∗ I µ−→ I −→ A∗ ⊗R∗ I −→ 0.
Therefore,
TorR∗1 (A∗, A∗) ∼= A∗ ⊗R∗ I ∼= I/µ(I) ∼= I/I2.
Since we have assumed that x has nonzero image in I/I2, we have that x gives a nonzero
element of TorR∗1 (A∗, A∗) as desired.
We will apply the above result frequently to elements of pi∗A ∧R A that are detected on
the 1-line of the Ku¨nneth spectral sequence. Here is a similar result about how to relate
power operations on relative smash products to the maps of commutative S-algebras.
Proposition 3.4.3. Suppose that φ : R → A is a map of commutative S-algebras and that
each has a map of commutative S-algebras to H such that the diagram
R
φ //
  
A
~~
H
commutes. If x ∈ ker(φ∗) and Qi(x) = y ∈ TorR∗1 (F2,F2), then φ∗(y) ∈ pi∗A is decomposable.
Proof. Since y = Qi(x) and φ̂∗ commutes with the action of these operations, we have that
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φ̂∗(y) = 0 whenever φ̂∗(x) = 0. Since φ∗(x) = 0, we have that φ̂∗(x) = 0 ∈ TorA∗1 (F2,F2).
Therefore, φ̂∗(y) = 0 ∈ TorA∗1 (F2,F2) ∼= I/I2 where I = ker(A∗ → F2), and we have
φ∗(y) ∈ I2 as desired.
3.4.2 Interpretations and E∞-dgas
The computations of section 3.3 have explicit interpretations. Let us work with some fixed
commutative S-algebra R with a map of commutative S-algebras to H. We focus on the
case H = HF2, although similar results hold for other Eilenberg-MacLane spectra. Further,
we will assume that H is a cofibrant R-module so that H ∧R H is H ∧LR H. Here we will
interpret the computation of the action of the Dyer-Lashof algebra on pi∗H ∧R H.
In commutative S-algebras, H ∧RH is the pushout. Therefore, a map of commutative S-
algebras φ : H∧RH → X is a map of commutative S-algebras from the diagram H ←− R −→
H to X. This allows us to interpret φ as specifying two potentially different commutative
H-algebra structures on X with the same underlying commutative R-algebra structure.
Conversely, suppose we have two commutative A-algebra structures on B that give the
same underlying R-algebra structure on B. The following commutative diagram in commu-
tative S-algebras describes this problem:
R
φ

φ // A
f

A
g // B.
We wish to know, for example, how many different A-algebra structures on B have
the same underlying R-algebra structure. How different are the A-algebra structures on B
coming from f and g?
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Definition 3.4.4. We define the ‘difference’, d(f, g), of two maps of commutative R-algebras
f, g : A −→ B
to be the map they induce out of the pushout
d(f, g) : A ∧R A −→ B.
We construct d(f, g) as the map out of the pushout induced by f and g in the category
of commutative R-algebras.
Proposition 3.4.5. The ‘difference’ d(f, f) = fµ and factors through the product map
A ∧R A→ A.
Proof. Since the pushout of the identity map 1A : A→ A gives the product map A∧RA→ A,
we can construct a map out of the pushout that satisfies the necessary conditions:
R
φ

φ // A
φ∧1
 f

A
1∧φ //
f
,,
A ∧R A
µ
##
A
f
  
B.
The map out of the pushout is uniquely characterized by making this diagram commute.
The above demonstrates that f ◦ µ does satisfy the necessary conditions.
This implies that we can detect the difference between f and g by considering the effect
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in homotopy of d(f, g). Using the notation above, let x ∈ I be such that x ∈ TorR∗1 (A∗, A∗)
survives the Ku¨nneth spectral sequence and contributes x ∈ pin+1A ∧R A. Since x ∈ I, we
can construct x ∈ pin+1A ∧R A as a “difference” of null-homotopies as follows. Consider the
map x : Sn → R. When we compose with φ : R→ A it becomes null-homotopic. If we then
compose with the right unit ηr : A ' A∧R R 1∧φ−→ A∧R A, the map remains null-homotopic,
so we have the diagram
Sn
x //
i

R
φ


CSn
x′ //
..
A
ηr
##
A ∧R A
as well as the diagram that comes from the other unit:
Sn
x

i
// CSn
x′


R
φ
//
..
A
ηl
%%
A ∧R A.
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After suturing these diagrams we have the diagram
Sn i //
i

x
""
CSn
x′
%%

R
φ //
φ

A
ηl

CSn
x′ !!
// Sn+1
x
%%
A
ηr // A ∧R A
where the back face is the pushout of
CSn ←− Sn −→ CSn.
This produces x ∈ pin+1A ∧R A. The class x is a witness to the fact that x has been made
null-homotopic in A ∧R A in two different ways. In fact, d(f, g)∗(x) is the obstruction to f
and g being the same null-homotopy of x, which is formalized in the following proposition.
Proposition 3.4.6. For x ∈ pinR as above, we have that d(f, g)∗(x) = 0 in pin+1X if and
only if f |CSn ' g|CSn relative to Sn.
Proof. The proof follows from observing that d(f, g)∗(x) = 0 in pin+1X if and only if it can
be extended over Sn+1 ⊂ Dn+1. Recall that d(f, g)∗(x) was defined as f |CSn on the top half
of Sn+1, g|CSn on the bottom half of Sn+1, and f ◦ φ ◦ x = g ◦ φ ◦ x on the equatorial Sn.
Therefore an extension of d(f, g)∗(x) to all of Dn+1 is equivalent to the desired homotopy
H : f |CSn ' g|CSn relative to Sn.
We now apply the above discussion to interpret the computations made in the previous
section. It is a result of Mike Mandell, [20], that the category of commutative HR-algebras
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is equivalent to the category of E∞-dgas over pi∗HR = pi0HR = R. This means that
a commutative H-algebra structure on X gives us an E∞-dga over F2, say X˜, such that
H∗X˜ ∼= pi∗X. We can think of X as being a choice of realization of H∗X˜ by a commutative
S-algebra.
Consider the reduction map HZ → H and two maps f, g : H → X which are equalized
by the reduction map. They give a map d(f, g) : H ∧HZ H → X. The existence of f and
g imply that we have an E∞-dga over Z, say X˜, which can be made an E∞-dga over F2
in two potentially different ways, say X˜f and X˜g. By the above result, 3.4.6, we see that
if d(f, g)∗(2) 6= 0 then f 6= g. Suppose in addition that we have a map of commutative
S-algebras φ : R→ H which also equalizes f and g and that 2 6= 0 in pi∗R. Let x ∈ pi∗R be
as above, so that we have 2, x ∈ pi∗H ∧R H. If 2 and x are related in pi∗H ∧R H by a power
operation, say Qi(2) = x, then d(f, g)∗(2) = 0 implies d(f, g)∗(x) = 0 also.
This simple observation allows us to interpret the above computations of section 3.3 as
saying that when we compare two different commutative ku,BP 〈2〉, or MU -algebra struc-
tures on an E∞-dga, the null-homotpies of 2 that we choose affect the null-homotopies of v
and the vi. This seems a strange fact, as all of these classes necessarily act trivially on X or
X˜. However, their trivial action remains related.
One might hope that the above considerations can be strengthened to give a constructive
result of the following form. If Qα(2) = x for 2, x ∈ pi∗A we would like to use a null-homotopy
of 2 ∈ pi∗A to produce a null-homotopy of x depending functorially on the null-homotopy of
2. The obvious construction fails, e.g. for 2, v ∈ pi∗ku. There is no operation Q2(2) = v in
pi∗ku, even though Q2(2) = v in pi∗H ∧ku H.
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3.4.3 The Cotangent Complex of a Map
The cotangent complex of classical rings has been a useful tool in commutative algebra.
Basterra constructed, following earlier work of Kriz, the cotangent complex for maps of
commutative S-algebras in [6]. The cotangent complex of Basterra has been used by Baker,
Gilmour, and Reinhard in [3]. In her work, Basterra constructs a spectral sequence that con-
verges to TAQ∗(B/S;H) where B is a connective commutative S-algebra. Her construction
can easily be adapted to compute the cotangent complex of maps R → H. We will make
use of the various model structures that are developed in [6] and will not redevelop them
here. All of the material in this section can be found in [6]. Considerable insight is gained
by looking at work of Baker and coauthors, for example [3], [1], and [2].
Several constructions are necessary before we can define the cotangent complex Ω•B/A.
Definition 3.4.7. • Let −∧LA− be the left derived functor of the relative smash product
of A-modules. It is computed by replacing either the module on the left or right by a
weakly equivalent cofibrant A-module.
• Let RI be the right derived functor of the augmentation ideal of an augmented B-
algebra. To an augmented commutative B-algebra X
→ B, I(X) is the pullback
of
I(X) //

X


∗ // B
in the category of B-modules. As the category of augmented commutative B-algebras
has a model structure, RI(X) is I(X˜) where X˜ is a fibrant replacement of X.
• Let LQ be the left derived functor of the indecomposables functor. To a non-unital
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commutative B-algebra µY : Y ∧B Y → Y , Q(Y ) is the pushout of
Y ∧B Y µY //

Y

∗ // Q(Y )
in the category of B-modules. As the category of non-unital commutative B-algebras
has a model structure, LQ(Y ) is Q(Ŷ ) where Ŷ is a cofibrant replacement of Y .
Lemma 3.4.8. • Let ϕ : A → B be a map of commutative S-algebras. Then, the func-
tors F (B) := B ∧A B and FL(B) := B ∧LA B take values in augmented commutative
B-algebras with augmentation given by multiplication.
• The functors I and RI take values in non-unital commutative B-algebras.
Now, we can formulate Basterra’s definition; see [6].
Definition 3.4.9. For a commutative S-algebra map ϕ : A→ B, we let
Ω•B/A = LQ ◦RI(B ∧LA B)
denote the cotangent complex of ϕ. We define the topological Andre-Quillen cohomology of
B relative to A with coefficients in a B-module M to be
TAQ∗(B/A;M) := pi∗HomB−mod(Ω•B/A,M).
We define the topological Andre-Quillen homology of B relative to A with coefficients in a
B-module M to be
TAQ∗(B/A;M) := pi∗Ω•B/A ∧B M.
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Basterra constructed a spectral sequence in [6] to compute the Andre´-Quillen cohomology
of S → B with coefficients in HFp for a connective commutative S-algebra B. The spectral
sequence is a bar spectral sequence associated with the bar construction for the comonad
F := PU where P is defined in definition 1.2.3 and U is the forgetful functor from non-unital
commutative A-algebras to A-modules.
Theorem 3.4.10. For a cofibrant connective commutative S-algebra B with a cofibration
f : B → HFp of S-algebras, there is a a strongly convergent spectral sequence
Es,t2 = HomFp(LFs (Fp ⊗DL Qalg)(HFp∗B)t,Fp)⇒ TAQs+t(B/S; HFp).
Here, DL is the Dyer-Lashof algebra, Qalg is the algebraic indecomposables functor. LF is
comonad F-left derived functor where F is the comonad associated with the free and forgetful
adjunction between non-unital algebras with an allowable action of the Dyer-Lashof algebra
and Fp vector spaces. Basterra constructs the above spectral sequence as a bar spectral
sequence that is used to model the cofibrant replacement for the computation of LQ in the
definition of the cotangent complex. This spectral sequence we discuss below.
Bar spectral sequence
The model structures on the categories of algebras under consideration, as well as the as-
sumption that B be a cofibrant S-module, allow for an easy computation of RI(B ∧LA B).
The difficult step is in computing LQ(N), so we take that as our starting point. The rele-
vant spectral sequence comes from the geometric realization tower of the simplicial spectrum
Q(B•N) = Q(BF• (N)); see theorem 2.9 in chapter 10 of [15]. Here, F is the comonad as-
sociated with the U ` IPH adjunction between H-modules and non-unital commutative
H-algebras. The connectivity hypothesis is necessary for some of the arguments regarding
simplicial spectra in [15] chapter X. This spectral sequence takes the following form.
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Proposition 3.4.11. For a cofibrant non-unital commutative B-algebra N , there is a spectral
sequence
E2∗,∗ = H∗(pi∗(Q(B•N))) =⇒ pi∗Q|B•N |
where |B•N | is the geometric realization of a simplicial S-module as described in [15] chapter
X.
By Prop 5.4 of [6] there is a weak equivalence Q|B•N | '→ Q(N). We now give a different
identification of the E2 term that only depends on the algebraic structure of pi∗N . To do so,
we require a few definitions.
Definition 3.4.12. • Let F : GV ectFp −→ DL − Alg denote the functor that assigns
the free allowable algebra over the Dyer-Lashof algebra from graded Fp vector spaces
to algebras over the mod p Dyer-Lashof algebra satisfying 1.2.11.
• Let U : DL− alg −→ GV ectFp denote the right adjoint to the above functor.
• Let Ialg denote the algebraic augmentation ideal functor.
• Let Qalg : Fp − alg −→ GV ectFp denote the algebraic indecomposables functor that
assigns to every graded algebra X its module of indecomposables I(X)/I(X)2. We
will mostly restrict Qalg to DL− alg, this will produce a graded Fp vector space with
an allowable action of the Dyer-Lashof algebra.
• Let us denote the compositions UIalg and IalgF by U and F respectively.
• Let us use F = FU and F = FU to denote the comonads associated with the adjunc-
tions F,U and F ,U respectively.
We have the following lemma relating the above functors to their homotopical counter-
parts:
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Lemma 3.4.13. For an H-module Y , we have natural isomorphisms
pi∗PHY ∼= F (pi∗Y ) and pi∗IPHY ∼= F (pi∗Y )
Fp ⊗DL Qalg(pi∗Y ) ∼= pi∗Y ∼= pi∗Q ◦ I ◦ PH(Y )
which imply that
pi∗FY ∼= Fpi∗Y.
Proof. This is discussed in section 6 of [6].
These isomorphisms allow us to make the following reduction.
Lemma 3.4.14. The E2 term of the above spectral sequence can be computed as
E2∗,∗ = H∗(Fp ⊗DL Qalg(BF•pi∗N)).
In the cases pertaining to the cotangent complex of R→ H, N is given by RI(H ∧RH).
Therefore, in order to compute the E2-page of this spectral sequence, we need to know
the action of the Dyer-Lashof algebra on pi∗H ∧R H. To compute the cotangent complex
of ϕ : R → H, we would need to understand the action of the Dyer-Lashof algebra on
pi∗H ∧R H, which is what we compute in 3.3 for R ∈ {HZ, ku,BP 〈2〉}.
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CHAPTER 4
Differentials in a C2-equivariant Adams spectral
sequence
In this chapter, we discus an extension of some of Bruner’s work in [11] to the C2-
equivariant setting. To avoid dependence on particular models of C2-equivariant spectra,
we present our results in a way that will allow them to be applied to any C2-equivariant
Adams spectral sequence meeting certain minimal hypotheses. This will suffice to prove
results in motivic homotopy theory over Spec(R). The foundations of an appropriate motivic
Adams spectral sequence have been developed, [14], and were we to better understand the
geometry necessary to make the following argument in motivic homotopy theory, we would.
In this chapter, since the group of equivariance is fixed, we may neglect to mention it. With
the above caveats in mind, we proceed as follows. First, we introduce C2-equivariant CW
complexes. Next in section 2, we construct equivariant real projective spaces and compute
their cohomology. In section 3, we provide a key identification of the extended powers of
equivariant spheres with truncated equivariant real projective spaces. This will allow us
to prove the appropriate analogue of a special case of Bruner’s formula for differentials in
the classical Adams spectral sequence for H∞-ring spectra. In section 4, we spell out the
necessary structure on a filtration so that the associated spectral sequence will support the
above result of Bruner’s for permanent cycles.
4.1 Equivariant real projective spaces
Before beginning our discussion of equivariant real projective spaces we will make some brief
comments about equivariant cell complexes.
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4.1.1 C2-equivariant CW-complexes
There are many references for the material in this section. We will follow [22]. The group
C2 has two indecomposable representations, the trivial representation and the sign represen-
tation. We denote the trivial representation by R1,0 which is a copy of R with the trivial C2
action. The sign representation is denoted R1,1 and is a copy of R with C2 acting by nega-
tion. We can build all other C2 representations as direct sums of these two indecomposable
representations.
Definition 4.1.1. We will use Rp,q to denote the real p-dimensional C2 representation where
C2 acts by negating the last q coordinates. We can also define Rp,q as (p− q)R1,0 ⊕ (q)R1,1.
We have two maps to the category of R-vector spaces from the category of C2-representations
that will be useful. The first is the forgetful map that looks at the underlying vector space;
we denote this map ψ and note that ψ(Rp,q) = Rp. We also have the fixed point map that
associates to every representation the vector space of fixed vectors. This we will denote by
φ and we have that φ(Rp,q) = Rp−q. These functors extend to functors from equivariant
spaces to spaces. The extension of ψ and φ preserve cofiber sequences of finite type C2-cell
complexes, chapters I,IX and X of [22].
The above representations will end up serving as our building blocks for equivariant cell
complexes.
Definition 4.1.2. We take Sp,q := Rp,q ∪ {∞}; that is, the one point compactification of
Rp,q.
To check that f : X → Y is an equivariant weak equivalence we need only check that φ(f)
and ψ(f) are non equivariant weak equivalences. Clearly, ψ(Sp,q) = Sp and φ(Sp,q) = Sp−q.
Lemma 4.1.3. The splitting of Rp,q ∼= (p − q)R1,0 ⊕ qR1,1 as a representation gives the
splitting of Sp,q ∼= (S1,0)∧p−q ∧ (S1,1)∧q.
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Proof. This is obtained by taking the one point compactification of each side and noting
that it transforms direct sums of vector spaces into smash products of pointed spaces.
We will be constructing our equivariant cell complexes from these Sp,q’s. At times we
may refer to q as the number of twists.
Classical equivariant cell complexes
Classically, G-equivariant CW complex X is built by attaching cells of the form G/H×Dn to
Xn along attaching maps G/H×Sn → Xn. In the pointed setting, we work with G/H+∧Dn
and G/H+ ∧ Sn instead. The spaces we have worked with are sometimes referred to in the
literature as Rep(G)-spaces that are built out of cells of the form S(V ) = {v ∈ V | 〈v, v〉 = 1}
and D(V ) = {v ∈ V | 〈v, v〉 ≤ 1} for V a G representation with G-invariant inner product.
Our Sp,q’s can be realized as the quotients D(Rp,q)/S(Rp,q). Also, if p ≥ q + 1, then we can
identify ∂D(Rp,q) as Sp−1,q.
In our situation, Rep(C2)-spaces are C2-equivariant CW complexes. As we have con-
structed our Rep(C2)-spaces out of cofiber sequences of S
p,q’s, it will be sufficient to show
that each of these is a C2-equivariant CW complex. Note that both C2+ and (C2/C2)+
are C2-spaces of the above form. S
0 ∼= (C2/C2)+ as a C2-space. Consider the cofiber of
C2+ → S0. This has underlying space S1 with C2-action equivalent to complex conjugation
restricted to the unit circle in C. This is precisely the S1,1 we have described above. Sim-
ilarly, S1,0 is constructed by attaching e × D1 to a single point + along the collapse map
S0 → +. We can realize each Sp,q as the smash product (S1,0)∧p−q ∧ (S1,1)∧q, so it is enough
to note that the category of C2-equivariant CW complexes is closed under smash products.
This issue is, for general G, perhaps a subtle one. We are in luck though for two reasons.
As we see above, we can build S1,1 easily, and this is because G = C2. The second reason
is that we are concerned with stable phenomena, in which case Rep(G)-spaces are the ap-
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propriate things with which to work. The constructions and definitions of cellular or CW
spectra in the equivariant setting uses D(V ) and S(V ) as the basic building blocks, see [22].
4.1.2 RPp,q’s
We first define the equivariant real projective spaces.
Definition 4.1.4. Let RPp,q denote the collection of 1-dimensional subspaces of Rp+1,q.
Another model for RPp,q is as the quotient of Rp+1,q by the action of R−{0}. The C2 action
is inherited from the C2 action on Rp,q. If we consider a point [x0 : x1 : · · · : xp] ∈ RPp,q,
then C2 acts by negating the last q coordinates.
The following observation will be useful later in our analysis.
Proposition 4.1.5. The equivariant real projective spaces RPp,q and RPp,p−q+1 are equiva-
lent.
Proof. On a typical element [x0 : x2 : · · · : xp] ∈ RPp,q, τ ∈ C2 acts as
τ([x0 : x1 : · · · : xp−q : xp−q+1 : · · · : xp]) = [x0 : x1 : · · · : xp−q : −xp−q+1 : · · · : −xp]
= [−x0 : −x1 : · · · : −xp−q : xp−q+1 : · · · : xp]
This is precisely the C2 action on RPp,p−q+1, where C2 now acts on the first p− q+ 1 entries,
which is equivalent to the usual RPp,p−q+1 via a re-indexing of the coordinates.
Lemma 4.1.6. ψ(RPp,q) = RPp and φ(RPp,q) = RPq−1
∐
RPp−q.
Proof. The first equality is obvious. To compute the fixed point set of RPp,q note that τ
already acts trivially when restricted to the subspace where only the first p − q + 1 coor-
dinates are nonzero. This implies that RPp−q ⊂ φ(RPp,q). We also have that φ(RPp,q) =
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φ(RPp,p−q+1). Applying the above argument, we see that we also have RPq−1 ⊂ φ(RPp,q).
Finally, note that if α ∈ RPp,q has a nonzero entry in any of the first p− q + 1 coordinates
as well as a nonzero entry in any of the last q coordinates, then α cannot be fixed by τ .
The following computation will be useful; see [9].
Theorem 4.1.7. We have that pi0,0(S
0,0) ∼= Z2 generated by 1 and  obtained by desuspending
the twist map S1,1 ∧ S1,1 → S1,1 ∧ S1,1.
deg(ψ(1)) = 1
deg(φ(1)) = 1
deg(ψ()) = −1
deg(φ()) = 1.
Our goal now is to construct these equivariant real projective spaces as equivariant cell
complexes so that we understand their attaching maps. In fact, we only need to understand
the composition of the attaching maps with the projection onto a top cell at each stage.
We will refer to such compositions as projections of attaching maps. This composition
will be enough to determine differentials in the C2-equivariant Adams spectral sequence.
Each of these equivariant real projective spaces has an underlying space which is obviously
ψ(RPp,q) = RPp. This gives us quite a bit of information about RPp,q.
Theorem 4.1.8. As C2-equivariant cell complexes, RPp,q can be realized both as RPp−1,q∪f1p−1,q
CSp−1,q and as RPp−1,q−1 ∪f2p−1,p−q CSp−1,p−q. The projection of the attaching map of the
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(i, j)-cell, is given by
f˜ 1i,j =

1−  i ≡ 1, j ≡ 1 (mod 2)
2 i ≡ 1, j ≡ 0 (mod 2)
0 i ≡ 0, j ≡ 0 (mod 2)
1 +  i ≡ 0, j ≡ 1 (mod 2)

and
f˜ 2i,j =

1 +  i ≡ 1, j ≡ 1 (mod 2)
2 i ≡ 1, j ≡ 0 (mod 2)
1−  i ≡ 0, j ≡ 1 (mod 2)
0 i ≡ 0, j ≡ 0 (mod 2)

.
Proof. Since Rn+1,m ⊂ Rp+1,q as C2-representations whenever n ≤ p and m ≤ q, we have that
RPn,m ⊂ RPp,q as C2-equivariant spaces. It should be noted that RPp−1,q sits inside RPp,q
in the last p+ q coordinates to insure that the equivariant structure is correct. First, we can
assume that q ≤ p+1
2
. If not, we work with the equivalent space RPp,p−q+1 which has a smaller
number of twisted cells. To determine which cell we need to attach to RPp−1,q to obtain
RPp,q, we consider the underlying space and the fixed points of C := Cof(RPp−1,q ⊂ RPp,q).
The functor ψ preserves cofiber sequences, so we have that ψ(C) = Sp. Computing φ is not
as simple. The map on fixed points induced by the inclusion RPp−1,q ⊂ RPp,q is also an
inclusion. It is given by RPq−1
∐
RPp−q−1 ⊂ RPq−1∐RPp−q, so φ(C) = Sp−q. Therefore,
C = Sp,q, so we can realize RPp,q as the cofiber of a map Sp−1,q → RPp−1,q.
Consider the projection of the attaching map of RPp−1,q, Sp−1,q. As before, this is done
by determining the degree of the map on the underlying set and on fixed points. These two
notions of degree uniquely determine which map we have up to equivariant homotopy, [9].
We now apply ψ and φ to the map f : Sp−1,q → RPp−1,q → Sp−1,q to determine which element
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of pi0,0S it is. The map ψ(f) : S
p−1 → RPp−1 → Sp−1 has deg(ψ(f)) = 1 + (−1)p. Now,
φ(f) : Sp−q−1 → RPq−1∐RPp−q−1 → Sp−q−1 lands in the second term of the coproduct
since the composition is not null and Sp−q−1 is connected. As for ψ(f), we can now see that
deg(φ(f)) = 1 + (−1)p−q.
We are also interested in obtaining RPp,q from RPp−1,q−1. Consider the underlying space
and the fixed points of C := Cof(RPp−1,q−1 ⊂ RPp,q). As ψ preserves cofiber sequences,
we have that ψ(C) = Sp. The map on fixed points induced by the inclusion is given by
RPq−2
∐
RPp−q ⊂ RPq−1∐RPp−q and so φ(C) = Sq−1. Therefore, C = Sp,p−q+1 and so we
can realize RPp,q as the cofiber of a map Sp−1,p−q → RPp−1,q−1.
Consider the projection of the attaching map of RPp−1,q−1, Sp−1,p−q. We see that ψ(f) :
Sp−1 → RPp−1 → Sp−1 has deg(ψ(f)) = 1+(−1)p. Also, φ(f) : Sq−1 → RPq−1∐RPp−q−1 →
Sq−1 factors through RPp−q−1 → RPq−1∐RPp−q−1 since the composition is not null and Sq−1
is connected. Therefore, deg(φ(f)) = 1 + (−1)q.
To determine what the projection of the attaching map f , we compute the degree of ψ(f)
and φ(f) to express it as a linear combination of 1 and .
It is possible to obtain RPp,q in different ways by attaching equivariant cells to an equiv-
ariant real projective space. In particular, one might argue that we can obtain RPp,q from
RPp−1,q−1 by attaching CSp−1,q−1 instead of CSp−1,p−q. However, we are only interested in
the second decomposition when we need to add a cell with a twist. This occurs only when
p is odd and q = p+1
2
, which implies that q − 1 = p − q. The above result will give us
what is necessary to construct the real projective spaces via a preferred sequence of cell
attachments. Any model for the cellular tower of RPp,q will give rise to a spectral sequence
which computes H∗,∗(RPp,q). Our particular model will insure that all of the differentials in
this spectral sequence are trivial. Given this, the above will be very important for giving a
complete description of equivariant real projective spaces.
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4.2 Extended powers of spheres and Thom complexes
It is necessary to understand the cell structure of the extended power of a sphere in order to
use Bruner’s method to compute differentials. First we show that the quadratic construction
on a sphere is a suspension of some truncated projective space. Then we compute the cell
structure of the relevant truncated projective space. We will try to distinguish between the
external and internal C2 actions by writing Σ2 for the external action and C2 for the internal
action.
Definition 4.2.1. Let Dt2(X) := S(R∞,0)+ ∧Σ2 (X ∧X) and D∞2 (X) := S(U)+ ∧Σ2 (X ∧X)
where U is the complete C2 universe ⊕iR2,1. We will denote use Dt(n)2 (X) and D∞(n)2 (X) to
denote the topological n-skeletons of the respective extended power constructions.
The following can be found in [11], but it will not do any harm to recall it here. The fol-
lowing result is related to the classical situation; however, its proof extends to the equivariant
setting.
Proposition 4.2.2. D2S
n ∼= ΣnRP∞/RPn−1 and further D(k)2 Sn ∼= ΣnRPn+k/RPn−1.
Proof. D2S
n = EΣ2+∧Σ2Sn∧Sn where Σ2 acts on Sn∧Sn via the twist map. We can identify
this quadratic construction as the Thom complex of a bundle over BΣ2 = RP∞. In general,
let ξ be an n-plane bundle over BG. The total space of ξ can be realized as EG×G V where
V is a n-dimensional G representation. This identification of the total space of ξ extends
to the associated disk and sphere bundles of ξ giving isomorphisms D(ξ) ∼= EG ×G D(V )
and S(ξ) ∼= EG×G S(V ) where D(V ) and S(V ) are the unit disk and unit sphere of the G-
representation V . The spaces D(V ) and S(V ) are G-spaces themselves, due to the invariance
of the inner product. One definition of the Thom construction is Th(ξ) = D(ξ)
S(ξ)
. There is an
equivariant chain of homeomorphisms:
EG×D(V )
EG× S(V )
∼= EG×D(V )/S(V )
EG× ∗
∼= EG× S
V
EG× ∗
∼= EG+ × S
V
EG+ ∨ SV
∼= EG+ ∧ SV
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As each isomorphism is equivariant with respect to the diagonal G-action, the isomorphisms
descend to the orbit construction. Thus, we have that Th(ξ) ∼= EG+ ∧G SV .
So now we have identified D2S
n as the Thom space of the 2n-plane bundle γ over BΣ2
with fiber Rn⊕Rn having Σ2 action given by the twist map, or rather Rn⊗R2 with Σ2 acting
trivially on the first factor and via the permutation representation on the second. However,
this bundle is isomorphic to a different Σ2 bundle over BC2, γ ∼= Rn⊗ ⊕Rn⊗ λ where  is
the trivial line bundle and λ is the canonical line bundle. The isomorphism follows from the
decomposition of R2 with the permutation action as Rtriv ⊕ Rsgn. At this point, we should
note that all of this works over a finite skeleton of BΣ2; that is, as bundles over RPk.
The Thom construction commutes with taking external direct products of bundles, and
the direct sum of a bundle with the trivial bundle is the same as taking the product of a
bundle with the trivial bundle over a point. This simplifies our Thom complex, Th(n⊕nλ)
becomes ΣnTh(nλ). We can compute Th(nλ) by realizing that nλ is the normal bundle
to the standard embedding of RPk in RPn+k. RPk can be embedded in RPn+k by sending
every k + 1-tuple [x0 : x1 : ... : xk] to [x0 : x1 : ... : xk : 0 : ... : 0]. The normal bundle,
ν, to this embedding is isomorphic to nλ. Any point in the total space of ν is of the form
[x0 : x1 : ... : xk : a1 : a2 : ... : an] where [x0 : x1 : ... : xk : 0 : ... : 0] is in the
image of the embedding. The isomorphism of ν with nλ is given by taking ai to be the ith
coordinate of nλ. Note that the total space of ν is all of RPn+k except for the orthogonal
RPn−1, points with homogeneous coordinates [0 : ... : 0 : xk+1 : ... : xn+1]. The disk
bundle is homeomorphic to the total space of the bundle. Under this homeomorphism, the
sphere bundle is homeomorphic to the boundary of the total space inside RPn+k. Therefore,
Th(ν) ∼= D(ν)S(ν) ∼= RP
n+k−RPn−1
∂(RPn+k−RPn−1) , but this quotient is the same as if we had never removed
RPn−1. So we have Th(ν) ∼= RPn+kRPn−1 .
We are interested in the above result for the equivariant spheres Sp,q. The above proof
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works equally well in the equivariant category. Replace all of the Σ2 representations with
Σ2-representations in the category of C2 spaces. Here, we use Ê to denote the “universal
space” construction in the category of C2-spaces, and the superscript denotes which skeleton
we are considering. There are two different possible models for ÊΣ2 in C2-spaces, one with
a trivial C2 action and one with a free C2 action. The model of the universal space with the
trivial C2 action is a subcomplex of the model of the universal space with a free C2 action.
Proposition 4.2.3. ÊΣ
(n,m)
2+ ∧Σ2 Sp,q ∧ Sp,q ∼= Σp,qRPn+p,m+q/RPp−1,q
Proof. We want to identify Sn,m+ ∧Σ2Sp,q∧Sp,q as some truncated projective space, where Σ2 is
acting on Sn,m via the antipodal action on the underlying Sn. As above, Sn,m+ ∧Σ2Sp,q∧Sp,q ∼=
Th(Rp,q ⊗  ⊕ Rp,q ⊗ λn,m) where λn,m is the canonical line bundle on RPn,m. (λn,m is the
canonical line bundle over RPn,m, with fiber over ` ∈ RPn,m all of the points in `. This
bundle has an external C2 action: as RPn,m is obtained from Rn+1,m, it inherits a C2 action,
which permutes lines in the underlying RPn.) We then continue as we did above:
Th(Rp,q ⊗ ⊕ Rp,q ⊗ λn,m) ∼= Σp,qTh(Rp,q ⊗ λn,m) ∼= Σp,qTh(ν(RPn,m ↪→ RPn+p,m+q)).
The image of this embedding is [x0 : x1 : . . . : xn−m : 0 : . . . : 0 : xn+p+1−m−q : xn+p+2−m−q :
. . . : xn+p−q : 0 : . . . : 0] ∈ RPn+p,m+q. The Thom space of this normal bundle is RPn+p,m+qRPp−1,q
Given the two models for ÊΣ2, there are two models for the quadratic construction.
Corollary 4.2.4. Dt2(S
p,q) ∼= Σp,qRP∞+p,q/RPp−1,q and D∞2 (Sp,q) ∼= Σp,qRP∞+p,∞+q/RPp−1,q.
This notation is unenlightening, so instead, let us look at the topological 2 skeleton of
each of the constructions:
D
t(2)
2 (S
p,q) ∼= Σp,qRPp+2,q/RPp−1,q and D∞(2)2 (Sp,q) ∼= Σp,qRPp+2,1+q/RPp−1,q.
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While we only need to consider the topological 1 skeleton in order to investigate the dif-
ferentials, the difference between the two complexes may be easier to see when we consider
the 2 skeleton given the cell structure of ÊΣ
(n,m)
2 . It will always be best to consider the
even dimensional topological skeletons. In that situation, we have a good model for ÊΣ
(2n)
2 ,
namely S(
n⊕
i=1
R2,1).
The quadratic construction we want is one that somehow is detected by power operations
in Ext. That structure should come from the associated graded of the structure we have on
the filtration. The “full” quadratic construction keeps track of the extra symmetry required
of ring spectra in this category. However, none of that extra symmetry is present on the
algebraic objects that we use to compute the relevant Ext group.
4.3 d2 in a C2-equivariant Adams spectral sequence
Here, we discuss the necessary conditions on a C2-equivariant Adams spectral sequence.
These conditions are almost all in terms of the Adams tower. The other conditions belong
to the extended power construction. Frequently, we will not distinguish between the class
in the spectral sequence, its representative in the E2-page, or the map of spectra into the
Adams tower. Note that by Adams tower, we mean what many refer to as Adams resolution,
for example, as in chapter IV of [11].
4.3.1 Necessities of an Adams spectral sequence
The requirements that we make on an Adams spectral sequence are all formal and mirror
those that are implicit in [11] chapters IV and VI. We have three hypotheses that are required
for us to be able to apply our results below. Throughout, H will be an equivariant ring
spectrum giving rise to an equivariant cohomology theory. We will use H to denote the fiber
of the unit map S → H. All spectra will be equivariant.
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• Algebraic: we need the algebraic object computing the E2-page to have a theory of
operations in the sense of [21],
• Geometric: we need the relevant extended power constructions to have well-behaved
filtrations, and
• Homotopical: we need the Adams tower to have an H∞-structure.
A fourth piece of information is also necessary when operating on non-permanent cycles, this
is a difficult issue that we do not address at this point.
Definition 4.3.1. We say a cohomology theoryH satisfies the Algebraic Condition if (H∗,H∗H)
is a commutative Hopf Algebroid over a field k with H∗H flat over H∗.
The flatness hypothesis guarantees that the E2 term of the H based Adams spectral
sequence is given by ExtH∗H(H∗,H∗). The commutativity of the Hopf algebroid (H∗,H∗H)
allows us to apply Lemma 2.3 of chapter IV in [11]. That result-and subsequent work-
constructs the operations. Another reference for the construction of such operations is [21].
The Geometric Condition is essentially the conclusion of 1.3.16.
Definition 4.3.2. We say that an extended power construction satisfies the Geometric Condition
if the following holds for any bounded below, increasing, cellular filtration Y• ⊂ Y . Let Zi,s
denote Epi
(i)
+ ∧pi Γrs where pi ⊂ Σr acts on Γr• by restriction of the natural Σr action. Let Bpi
denote the cell complex Epi/pi. We then require the following:
• (Zi,s, Zi−1,s) and (Zi,s, Zi,s+1) are relative cell pairs,
•
Zi,s
Zi−1,s
' Bpi
(i)
Bpi(i−1)
∧ Γrs,
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•
Zi,s
Zi−1,s ∪ Zi,s+1 '
Bpi(i)
Bpi(i−1)
∧ Γ
r
s
Γrs+1
,
• and the following diagram commutes.
Zi,s
Zi−1,s ∪ Zi,s+1
' //
∂

Bpi(i)
Bpi(i−1)
∧ Γ
r
s
Γrs+1
∂∧1∨1∧∂

Zi−1,s
Zi−2,s ∪ Zi−1,s+1 ∨
Zi,s+1
Zi−1,s+1 ∪ Zi,s+2
' // Bpi
(i−1)
Bpi(i−2)
∧ Γ
r
s
Γrs+1
∨ Bpi
(i)
Bpi(i−1)
∧ Γ
r
s+1
Γrs+2
.
When constructing an Adams spectral sequence based on a cohomology theory H, we
must describe what filtration we will be using.
Definition 4.3.3. An H-Adams tower for an equivariant spectrum Y is an inverse sequence
Y = Y0
i0←− Y1 i1←− Y2 i2←− · · ·
such that for each s
• Ys/Ys+1 is a retract of Xs ∧H for some spectrum Xs, and
• H∗Ys → H∗Ys/Ys+1 is a H∗-split monomorphism.
We always have at least one such Adams tower.
Definition 4.3.4. The canonical H Adams tower is given by taking Y0 := Y and Ys :=
Ys−1 ∧ H. The maps in the tower are given by smashing with the “inclusion” of the fiber
i : H → S
is = 1 ∧ i : Ys+1 = Ys ∧H → Ys ∧ S = Ys.
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Definition 4.3.5. We say that a cohomology theory H satisfies the Homotopical Condition
if we have natural isomorphisms
[X, Y ∧H]∗ ∼= HomH∗H(H∗X,H∗Y ∧H) ∼= HomH∗(H∗X,H∗Y ).
The first term is homotopy classes of maps of equivariant spectra, the second term is maps
of H∗H-comodules, and the third is maps of H∗-modules. Bruner refers to this as condition
3.6 in chapter IV of [11].
This condition will ensure that the canonical Adams tower has an H∞-structure. Bruner
goes on to point out that the above condition will be satisfied whenever there is a universal
coefficient spectral sequence
ExtH∗(H∗X, pi∗F )⇒ F ∗X.
Lemma 4.3.6. Suppose that Y• ⊂ Y is an Adams tower such that H∗Ys is H∗-projective for
each s. Then, there exist maps
ξi,s : Zi,s := D
(i)
pi Γ
r
s −→ Ys−i
such that
Zi,s //
ξi,s

DpiY
ξ

Zi−1,s //
ξi−1,s

Zi,s //
ξi,s

Zi,s−1
ξi,s−1

Ys−i // Y Ys−i+1 // Ys−i // Ys−i−1.
Proof. This is Theorem 5.2 of chapter IV of [11]. It follows from the Homotopical Condition
above. The Homotopical Condition ensures that it is enough to check the effect of a map
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in H-homology to determine if it is trivial. The proof of 5.2 then goes on to show that the
obstruction to the lift is in the image of a map which is 0 in H-homology.
4.3.2 Differentials on permanent cycles
We wish to compute differentials on classes in a homotopy exact couple. As the Adams
tower is decreasing, an H∞-structure differs slightly from the definition 1.3.15. By an H∞-
structure on Y•, we mean a map of filtrations D
t(n)
r Γ(Y•)k → Yk−n for every r that is suitably
compatible; see 1.3.15 and reindex the filtration. We will only concern ourselves with the
case when r = 2 and the restriction to Y rk , that is D
t(n)
2 (Yk)
ξ→ Y2k−n. These classes are
represented by maps into the Adams tower of equivariant spectra from filtrations of the
following form:
· · · ∗ −→ · · · ∗ −→ Sp−1,q −→ Sp−1,q −→ · · · −→ Sp−1,q −→ CSp−1,q −→ CSp−1,q −→ · · · .
We recall briefly the theory of universal differentials for exact couples established in 1.3.2.
The spectral sequence associated with this filtration has only two nonzero elements, one
representing the class x which is supported on the rightmost Sp,q and dr(x) which is supported
on the leftmost Sp−1,q.
∗ // Sp−1,q //
||
Sp−1,q //
zz
Sp−1,q //
||
CSp−1,q //
yy
CSp−1,q
xx∗ Sp−1,q · · · ∗ Sp,q
d′r
kk ∗
where we write d′r because there is a degree shift and the actual differential has codomain
Sp,q.
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The filtration maps into the Adams filtration
∗ //

Sp−1,q //

Sp−1,q //

Sp−1,q //

CSp−1,q //

CSp−1,q

Ys+r+1 // Ys+r // · · · // Ys+1 // Ys // Ys−1
where it detects dr on a class of Adams filtration s and geometric dimension (p, q).
In M2, we have the class ρ, it is induced by the equivariant map S0,0 → S1,1. The class
h0 ∈ Ext1,1,0A (M2,M2) is induced by sq1 ∈ A. The class h0 ∈ Ext1,2,1A (M2,M2) is induced by
sq2 ∈ A.
Theorem 4.3.7. In the C2-equivariant Adams spectral sequence converging to the C2-equivariant
stable homotopy groups of spheres, for a permanent cycle x ∈ Exts,t,qA (M2,M2), we have
d2Sq
i−1x = αi,qSqix
where
αi,q =

h0 + ρh1 i ≡ 1, q ≡ 0 (mod 2)
h0 i ≡ 1, q ≡ 1 (mod 2)
ρh1 i ≡ 0, q ≡ 1 (mod 2)
0 i ≡ 0, q ≡ 0 (mod 2)
in Ext1,1,0A (M2,M2).
Here, M2 = H∗∗(∗) = where M2 := F2[τ, ρ]⊕N and N is a graded F2[τ, ρ]-module. The
F2[τ, ρ] module N is F2 θτ i·ρj with θ ∈ N0,−2 annihilated by both ρ and τ , [12].
Proof. We wish to look at what happens when we take the extended power construction and
apply it to the representing classes of a permanent cycle. Permanent cycles are represented
by maps into the Adams tower.
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· · · //

∗ //

Sp,q //

Sp,q //

· · ·
· · · // Ys+1 // Ys // Ys−1 // · · ·
detecting a permanent cycle of Adams filtration s and geometric dimension (p, q).
It is to these universal examples that we will apply the extended power construction. We
will then examine their associated spectral sequence coming from the cellular filtration in
order to obtain formulas for d2 of power operations applied to permanent cycles. Applying
the extended power construction of a filtration defined in 1.3.15 to a permanent cycle gives
the filtration
· · · −→ ∗ −→ Dt(0)2 Sp,q −→ Dt(1)2 Sp,q −→ Dt(2)2 Sp,q −→ · · ·
which maps into the extended power construction applied to the Adams filtration
· · · −→
⋃
n+k=2s+1
D
t(n)
2 Γ(Y•)k −→
⋃
n+k=2s
D
t(n)
2 Γ(Y•)k −→
⋃
n+k=2s−1
D
t(n)
2 Γ(Y•)k −→ · · · .
When we compose the induced map between the quadratic constructions and the H∞-
structure maps for the Adams filtration Y•, we obtain the map of filtrations
∗ //

D
t(0)
2 S
p,q //

D
t(1)
2 S
p,q //

D
t(2)
2 S
p,q
⋃
n+k=2s+1
D
t(n)
2 Γ(Y•)k //

⋃
n+k=2s
D
t(n)
2 Γ(Y•)k //

⋃
n+k=2s−1
D
t(n)
2 Γ(Y•)k //

⋃
n+k=2s−2
D
t(n)
2 Γ(Y•)k

Y2s+1 // Y2s // Y2s−1 // Y2s−2.
When the above construction is applied to a permanent cycle x, we get that the classes
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{
sq|x|(x), sq|x|−1(x), . . . , sq2(x), sq1(x), sq0(x)
}
are supported on the image of the above di-
agram. Specifically, sqi(x) is supported on the p − i-cell of Dtr2 Sp,q. This follows from the
fact that the homotopy of the complex associated with the filtration
⋃
n+k=•D
t(n)
2 Γ(Y•)k is
the complex with sth term ⊕n+k=sCn(EΣ2) ⊗ pi∗(F )⊗2k . This complex maps to the Adams
tower, and this map is precisely the structure necessary for Ext to have a theory of power
operations. This is exposed both in chapter IV of [11] and [21]. For example, since x is sup-
ported on Ys/Ys+1 and of geometric dimension (p, q), sq
s(x) = x2 is supported on Y2s/Y2s+1
and of geometric dimension (2p, 2q). This can also be represented by the composite map
S2p,2q
1−→ Sp,q ∧ Sp,q x∧x−→ Ys ∧ Ys µ−→ Y2s
This composite is the restriction of the structure map ξ to the 0-cell of the quadratic con-
struction by assumption. We can perform similar lifts of the classes sqi(x).
To determine differentials, we consider the spectral sequence associated with the cellular
filtration of Dt2S
p,q. We computed the cellular filtration of these constructions in section 4.2.
We found that D
t(p−i)
2 (S
p,q) ∼= Σp,qRP2p−i,q/RPp−1,q. The projections of the attaching maps
of the cells are the differentials in the spectral sequence associated with the skeletal filtration
of
Σp,qRP2p−i,q/RPp−1,q.
We computed the projections of those attaching maps in section 4.1.2.
Our filtration
· · · −→ ∗ −→ Dt(0)2 Sp,q −→ Dt(1)2 Sp,q −→ Dt(2)2 Sp,q −→ · · ·
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becomes
· · · −→ ∗ −→ Σp,qRPp,q/RPp−1,q −→ Σp,qRPp+1,q/RPp−1,q −→ Σp,qRPp+2,q/RPp−1,q −→ · · ·
We can identify these quotients as
· · · −→ ∗ −→ S2p,2q −→ Σp,qX1 −→ Σp,qX2 −→ · · ·
where each Xi is an equivariant cell complex with bottom cell in dimension (p, q). To obtain
information about d2(sq
i−1(x)) we focus on Xp−i ⊂ Xp−i+1. The quotient Xp−i+1/Xp−i is a
two cell complex. As
Xp−i+1/Xp−i ' RP2p−i+1,q/RP2p−i,q,
we can use 4.1.8 to determine the projection of the attaching map of the cell carrying sqi−1(x).
The cell in dimension (2p − i + 1, q) is attached to the cell in (2p − i, q) by the same map
that attaches the (2p− i+ 1, q) cell to RP2p−i,q, f 12p−i,q.
The projection of these attaching maps determine the differentials in the associated spec-
tral sequence
Σp,qXp−i−1 // Σp,qXp−i //
xx
Σp,qXp−i+1 //
ww
· · ·
S3p−i,2q S3p−i+1,2q.
d′1
kk
We look at the universal examples mapping into this spectral sequence and compose it
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with the H∞-structure maps of the Adams filtration to obtain
∗ //

S3p−i,2q //

f

CS3p−i+1,2q //

· · ·
Σp,qXp−i−1 //

Σp,qXp−i //

Σp,qXp−i+1 //

· · ·
⋃
n+k=2s+1 D
t(n)
2 Γ(Y•)k //

⋃
n+k=2sD
t(n)
2 Γ(Y•)k //

⋃
n+k=2s−1D
t(n)
2 Γ(Y•)k //

· · ·
Y2s+1 // Y2s // Y2s−1 // · · · .
However, the projection of the attaching map may have a higher Adams filtration. In fact,
2, 1 +  and 1−  all have Adams filtration 1. The map 2 is detected in the Adams spectral
sequence by h0+ρh1, 1+ by ρh1, and 1− by h0 in Ext1,1,0. This means that the f : S2p,2qY2s
lifts to a map f˜ : S2p,2q → Y2s−1 which induces the desired d2.
In order to compute d2(h5), further analysis is needed. As h5 = sq
0(h4) and h4 is not
a permanent cycle, our results do not apply. However, we expect that further work in this
direction, following Bruner’s work [11], will show that d2(h5) = (h0 + ρh1)h
2
4.
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We construct Power operations in the Ku¨nneth spectral sequence and the C2 equivari-
ant Adams spectral sequence. While the operations in the Ku¨nneth spectral sequence are
0 in Tor, they still detect operations in the target of the spectral sequence. We then in-
terpret these computations of the homotopy of relative smash products as being related to
obstructions to having E∞ ring maps. The operations in the C2-equivariant Adams spec-
tral sequence are a partial extension of the work of Bruner in [11] and have applications to
motivic homotopy theory.
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