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Nykyään sääennusteet perustuvat useimmiten numeeristen sääennustusmallien (NWP) tuottamiin
laskelmiin. Tavallisesti ennusteet ovat deterministisiä, joten ne eivät kerro mitään ennusteen epävar-
muudesta. Epävarmuus on kuitenkin tärkeä tieto ennustettaessa harvinaisia ja vaarallisia sääilmiöitä
kuten voimakasta tuulta. Tässä tutkimuksessa Suomen merialueiden deterministisistä tuuliennus-
teista muokattiin tilastollisen jälkiprosessointitekniikan (MOS) avulla todennäköisyysennusteita.
Menetelmänä käytettiin laajennettua logistista regressiota (ELR), joka tuottaa jatkuvan todennä-
köisyysjakauman kuvaamaan valitun tuulen nopeuden kynnysarvon ylittymistä. ELR-malli luotiin
käyttäen ennusteparametreina ECMWF:n tuulidataa 12 meriasemalta vuosilta 2011–2013. Kahta
vuotta ennuste- ja havaintodatasta käytettiin mallin harjoituttamisessa ja yhtä vuotta luodun mallin
verifioinnissa.
Saatujen tulosten mukaan ELR-mallin tuottamien todennäköisyysennusteiden tarkkuus on kaikilla
tarkastelluilla tuulen nopeuden kynnysarvoilla (2–20 m/s) huomattavasti klimatologisen ennusteen
tarkkuutta parempi. Ennusteiden luotettavuus on hyvä lähes kaikilla tutkituilla ennustepituuksilla
(12, 24, 36 ja 48 tuntia), kun tuulen nopeuden kynnysarvona on 12, 14 tai 16 m/s. Ainoastaan
ennustepituudella 48 tuntia ja kynnysarvolla 16 m/s, ennusteiden luotettavuus alkaa olla heikompi.
Tutkimustulosten mukaan ELR-mallilla on myös taipumusta hieman aliennustaa tapahtumaa, kun
tuulen nopeuden kynnysarvo kasvaa.
Lopuksi ELR-mallilla tuotetut todennäköisyysennusteet muokattiin takaisin deterministiseen muo-
toon ja niitä verrattiin alkuperäisen mallin (ECMWF) ennusteisiin. Tulokset osoittavat ennusteiden
RMS-virheen paranevan keskimäärin 5,0 %:a kaikilla ennustepituuksilla. Kun ennusteiden RMS-
virheitä tutkitaan eri tuulen nopeuden luokissa, havaitaan ennusteiden paranevan eniten kovimmilla
tuulen nopeuksilla (16–20 m/s). Ennusteiden RMSE paranee tällöin 18,4–38,5 %:a alkuperäiseen
malliin verrattuna ja eniten parannusta tapahtuu ennustepituuden ollessa lyhyt.
Tämä tutkimus osoittaa, että ELR-menetelmällä tuotetut todennäköisyysennusteet tuulen nopeu-
delle ovat kokonaisuudessaan hyviä. Jotta ennusteita voitaisiin vielä parantaa, ELR-mallia olisi
hyvä harjoituttaa pidemmällä jaksolla, jotta erityisesti kovia tuulen nopeuksia sisältyisi aineistoon
enemmän. Jatkossa ELR-mallia voisi laajentaa kaikkiin Suomen merialueiden hilapisteisiin, jolloin
sitä voitaisiin hyödyntää operatiivisessa säänennustus- ja varoitustoiminnassa.
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1. JOHDANTO
Äärevistä sääilmiöistä, kuten voimakkaasta tuulesta, varoittaminen on tärkeä osa Ilma-
tieteen laitoksen operatiivista sääennustustoimintaa. Säävaroitusten antaman tiedon tur-
vin voidaan välttää tarpeettomat ihmisiin ja materiaan kohdistuvat vahingot, kun voimak-
kaisiin sääilmiöihin osataan varautua etukäteen. Jotta varoitukset olisivat luotettavia, on
tärkeää tuottaa mahdollisimman tarkkoja ennusteita äärimmäisille sääilmiöille. Nykyään
nämä ennusteet perustuvat numeerisiin sääennustusmalleihin (NWP), jotka tuottavat pää-
asiassa deterministisiä ennusteita. Deterministinen eli määrittelevä ennuste on perinteises-
ti käytetty ennustemuoto ja se kuvaa tulevaa säätä yhdellä arvolla eli esimerkiksi tuulen
nopeus on keskipäivällä 12 m/s. NWP-mallit eivät kuitenkaan pysty kuvaamaan ilmake-
hän fysikaalisia prosesseja täysin ja täydellisesti. Lisäksi ilmakehän alkutilan määrittämi-
seen liittyy aina epävarmuutta, sillä havaintoverkosto on suhteellisen harva etenkin meria-
lueilla ja havainnot itsessäänkin voivat sisältää epätarkkuutta. Ilmakehän kaoottisuudesta
johtuen, pienikin virhe alkutilan määrittelyssä voi johtaa suureen virheeseen deterministi-
sessä ennusteessa jo parin päivän päähän. Tämän takia on tärkeää saada tietoa ennusteen
epävarmuudesta, jota todennäköisyysennusteet tarjoavat.
Tässä tutkimuksessa Euroopan keskuksen (ECMWF) deterministisistä tuuliennusteis-
ta muokataan todennäköisyysennusteita Suomen merialueille tilastollisen jälkiprosessoin-
nin avulla. Menetelmänä käytetään laajennettua logistista regressiota (ELR). Tutkimuk-
sen tarkoituksena on selvittää, voisiko ELR-mallin tuottamia todennäköisyysennusteita
hyödyntää operatiivisessa säänennustus- ja varoitustoiminnassa. Tarkoituksena on paran-
taa ennusteita ensisijaisesti varoitusrajoja ajatellen, joten suuret tuulen nopeudet saavat
suuremman painoarvon verifiointituloksia tarkasteltaessa. Lisäksi ELR-mallin tuottamis-
ta todennäköisyysennusteista muokataan jälleen deterministisiä ja niitä verifioidaan käyt-
täen vertailudatana alkuperäisiä ECMWF:n tuuliennusteita ja tutkitaan, voidaanko myös
deterministisiä ennusteita merialueella parantaa tällä menetelmällä. Yleisesti ennustami-
seen liittyvä virhe kasvaa ennustusajan pidentyessä ja ennustettavuus loppuu siinä vai-
heessa kun ennusteen keskimääräinen virhe kasvaa suuremmaksi kuin klimatologisen en-
nusteen virhe. Tutkimuksessa selvitetään, kuinka ennustepituus vaikuttaa siihen, kuinka
paljon ELR-mallin tuottamat ennusteet tuovat lisäarvoa klimatologiseen ennusteeseen ja
toisaalta alkuperäisiin ECMWF:n ennusteisiin. Lopuksi pohditaan, kuinka valita todennä-
köisyyden raja-arvo, jolla saadaan optimaalinen kynnys varoituksen antamiselle kullakin
varoitusrajalla. Käyttäjän kannalta on tärkeää, että ennusteiden osuvuus on mahdollisim-
man hyvä. Tärkeää on myös, että yli- tai aliennustamista ei tapahdu liikaa, jotta luotetta-
vuus ennustetuotteeseen säilyy.
NWP-mallin ennusteita, pintahavaintoja sekä paikallista klimatologiaa hyödyntävä ti-
lastollinen tulkintamenetelmä eli MOS (Model Output Statistics) on laajalti käytetty tek-
niikka, jonka avulla voidaan korjata mallin systemaattisia virheitä. Nämä systemaattiset
virheet voivat olla joko paikallisia, jolloin ne ovat seurausta mallin harvasta hilasta, tai ne
voivat ulottua laajemmalle alueelle, jolloin kyseessä on usein mallin itsensä tuottama har-
ha. MOS on usean muuttujan lineaarinen regressiomenetelmä, jossa selitettävänä tekijänä
on pintasuure kuten tuulen nopeus ja selittävinä tekijöinä havainnot valituista suureista,
joiden välille MOS-tekniikka kehittää ennusteyhtälön. Koska MOS-tekniikan avulla en-
nusteyhtälö luodaan mallille sen omien havaintojen pohjalta jälkikäteen, kutsutaan tätä
tuotantoa jälkiprosessoinniksi (Glahn ja Lowry, 1972). Jotta MOS-tekniikan avulla voi-
daan luoda luotettava ennusteyhtälö, on sekä mallidataa että ennusteita samoilta ajanhet-
kiltä oltava riittävän pitkältä ajalta.
Tässä tutkimuksessa ennusteita jälkikäsitellään ELR-menetelmällä, joka on laajennet-
tu versio tavallisesta logistisesta regressiosta (LR). Parannuksena tavalliseen LR-mene-
telmään, ELR-menetelmä sisältää ennustettavan suureen kynnysarvon itsessään regres-
siotekijänä lineaarisessa yhtälössä, joten se tuottaa täysin jatkuvan ja johdonmukaisen
todennäköisyysjakauman (Wilks, 2009). Useiden aiempien tutkimusten perusteella tie-
detään, että ELR-menetelmä toimii hyvin ennustettaessa sateen todennäköisyyttä (Rou-
lin ja Vannitsem, 2012; Ben Bouallègue, 2013). Lisäksi menetelmän on osoitettu toi-
mivan hyvin vertailussa tavallisen logistisen regression ja muiden jälkiprosessointime-
netelmien välillä (Wilks, 2009; Schmeits ja Kok, 2010). Myöhemmät tutkimukset ovat
osoittaneet menetelmän soveltuvan hyvin myös tuuliennusteiden jälkiprosessointiin maa-
alueilla (Lugt, 2013; Pönni, 2014). Tässä tutkimuksessa on tarkoitus selvittää, pystyy-
kö ELR-menetelmän avulla luomaan hyviä todennäköisyysennusteita myös merialueelle,
jossa maaston vaihtelevuus ei tuota ongelmia säämallille, sillä rosoisuus on vakio koko
säämallin hilapisteessä.
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Suomessa on käytössä neljä eri tuulivaroitusluokkaa merialueille: hirmumyrskyvaroi-
tus (10 minuutin keskiarvo yli 32 m/s), myrskyvaroitus (21–32 m/s), kovan tuulen varoitus
(14–21 m/s) ja huomautus veneilijöille (11–13 m/s). Alhaisin varoitusluokka on käytös-
sä vain kesäaikaan, kun huvivenekausi on käynnissä. Varoituksia annetaan vuorokauden
aikaikkunassa ja lisäksi ennakkovaroituksia annetaan 24–48 tuntia ennen varoitettavan ta-
pahtuman ajankohtaa (Ilmatieteen laitos, 2015). Todennäköisyysennuste kertoo, millä to-
dennäköisyydellä tuulen nopeus ylittää valitun kynnysarvon, joten ne ovat erittäin sopivia
juuri tuulivaroitusten yhteydessä. Yhtenä näkökulmana todennäköisyysennusteiden ja ti-
lastollisten menetelmien kehittämisessä on saada varoituskriteereistä numeerisesti perus-
teltuja ja mahdollisimman objektiivisia, jotta varoitukset olisivat riippumattomia vuorossa
olevasta meteorologista. Toki päivystävän meteorologin näkemys säätilanteesta ja varoi-
tuksen antamisesta on edelleen tärkeä esimerkiksi arvioitaessa mallin ei-systemaattisia
virheitä, joita jälkiprosessoinnin avulla ei voida korjata.
Todennäköisyysennusteet eivät ole vielä kovin yleisiä, mutta nykyään niiden kehit-
tämiseen panostetaan yhä enemmän ja niitä oltaisiin halukkaita tarjoamaan myös suu-
ren yleisön käyttöön. Haasteina ovat käyttäjien asenteet ja riittämätön ymmärrys toden-
näköisyysennusteita kohtaan. Tästä syystä useat säälaitokset pysyttelevät edelleen tiu-
kasti determinististen sääennusteiden tuottamisessa. Glahn (2013) toteaa, että niin kauan
kuin säätieteilijät uskovat, että todennäköisyyskonsepti on liian monimutkainen tavalli-
selle kansalle, eivät tieteilijät ole halukkaita mainostamaan ja tarjoamaan tällaista tietoa.
Vaikka todennäköisyysennusteista ei tuotettaisi asiakkaille meneviä tuotteita, ovat ne tär-
keitä työkaluja päivystävälle meteorologille päätöksenteon ja ennusteen objektiivisuuden
kannalta. Objektiivinen sääennuste pohjautuu numeerisiin ja tilastollisiin menetelmiin,
kun taas subjektiivinen sääennuste pohjautuu yksittäisen meteorologin tulkintaan sääti-
lanteesta. Pitkällä aikavälillä ennusteen objektiivisuus on tärkeä tekijä ennusteiden luotet-
tavuuden ja yhdenmukaisuuden kannalta.
Monet ennustelaitokset käyttävät nykypäivänä parviennusteita (ENS) luodessaan to-
dennäköisyysennusteita. Parviennuste on joukko useita numeerisen mallin tuottamia en-
nusteita, joissa mallin alkutilaa on häiritty tai käytetty erilaista mallin muotoilua. Al-
kutilan häiriöt eivät kuitenkaan välttämättä kuvaa alkutilanteen todellista epävarmuutta.
Myöskään rakenteelliset heikkoudet mallissa eivät tule esille. Usein parviennusteet tuot-
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tavat liian suppean todennäköisyysjakauman ennustejakson alkupäässä. Jotta nämä on-
gelmat saadaan korjattua, parviennusteita tulee jälkiprosessoida tilastollisin menetelmin.
Samanlaisella jälkiprosessoinnilla myös determinististä ennusteista voidaan luoda toden-
näköisyysennusteita käyttäen ennusteparametrina NWP-mallin determinististä ennustetta
parviennusteen keskiarvon tilalla. Tilastollinen jälkiprosessoinnin avulla pystytään kor-
jaamaan mallin tuottamia systemaattisia virheitä sekä sisällyttämään malliin paikallisten
olosuhteiden vaikutus, joka puuttuu malleista niiden suhteellisen harvan hilavälin vuoksi.
Tilastollinen jälkiprosessointi suoritetaan datajoukolle, joka sisältää mallin ulostu-
loparametreja sekä havaintoja. Regressiomallin avulla määritetään sellainen ulostulopa-
rametrien kombinaatio, joka näyttää tuottavan parhaan ennustettavuuden. Myöhemmin
näitä parametreja käytetään tulevien ennustusteiden tuottamisessa. Tässä tutkimuksessa
ELR-malli luodaan R-ohjelmistolla, jonka avulla selvitetään paras muoto lineaariselle
regressioyhtälölle. Ennusteparametreina käytetään ECMWF:n deterministisiä tuuliennus-
teita. Tuulidataa on saatavilla kolmen vuoden ajalta 12 eri meriasemalta, jotka kattavat
mahdollisimman laajasti koko Suomen merialueet. Ennusteita on kahdella eri analyysi-
tunnilla (00 ja 12 UTC) ja neljällä eri ennustepituudella (12, 24, 36 ja 48 h).
Luvussa 2 esitellään tutkimuksessa käytetty tuulidata. Luvussa 3 kerrotaan tilastollis-
ten menetelmien kehityksestä meteorologian alalla ja esitellään ELR-mallin teoria sekä
tutkimuksessa käytetyt verifiointisuureet. Tutkimusmenetelmät käydään läpi luvussa 4, ja
tulokset sekä johtopäätökset esitetään luvussa 5. Lopuksi, luvussa 6 tehdään yhteenveto
tästä tutkimuksesta.
2. HAVAINTO- JA ENNUSTEAINEISTO
Tähän tutkimukseen valittiin tuulihavaintoja ja -ennusteita 12 asemalta, jotka edus-
tivat kattavasti koko Suomen merialueita (kuva 2.1). Lisäksi havaintoasemien tuli edus-
taa avomeriolosuhteita mahdollisimman hyvin. Ennusteiden jälkiprosessoinnissa käytet-
tiin Euroopan keskipitkien sääennusteiden keskuksen eli ECMWF:n (European Centre
for Medium-Range Weather Forecasts) 10 metrin korkeudelle tuotettuja tuuliennusteita,
joissa mallin hilaväli on 16 km:ä. Aineisto (10 minuutin keskiarvo) on poimittu Ilmatie-
teen laitoksen verifiointitietokannasta ja sitä oli saatavilla 3 vuoden yhtämittainen jakso
vuodesta 2011 vuoteen 2013. Tutkimukseen valittiin neljä ennustepituutta (12, 24, 36 ja
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Kuva 2.1: Tutkimuksessa mukana olevien asemien sijainti kartalla. Numerointi on taulu-
kon 2.1 mukainen.
48 tuntia) sekä kaksi analyysituntia (00 ja 12 UTC).
2.1 Tuulihavaintojen korjaus EndWind-menetelmän avulla
Tuulihavainnot meriasemilta eivät täysin vastaa 10 metrin tuulioloja avoimella meria-
lueella, sillä havaintoasemien ympäristö ei ole täysin esteetön. Tuulen katvealueita aiheut-
tavat usein saaret, kasvillisuus tai rakennukset. Lisäksi tuulen nopeus mitataan vähintään
10 metriä merkittävien ympäristön esteiden yläpuolella. Tämän vuoksi mittauskorkeus
vaihtelee asemakohtaisesti (taulukko 2.1). Jotta tuulihavainnot olisivat verifiointikelpoisia
ennusteiden kanssa, ovat Heiskanen ja Frisk (2000) toteuttaneet EndWind-menetelmällä
kullekin Suomen meriasemalle tuulensuunnasta riippuvat korjauskertoimet, joiden avulla
asemien tuulihavainnosta saadaan aseman ympäröiviä olosuhteita kuvaavat havainnot 10
metrin korkeudella.
Ensiksi korjausten taso on määritetty asettamalla avoimeen tuulisektoriin logaritmisen







missä v1 ja v2 ovat tuulen nopeudet korkeuksilla z1 ja z2, ja z0 on alustan rosoisuuspara-
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Taulukko 2.1: Tutkimuksessa käytetyt asemat ja niiden WMO-numero (World Meteorolo-
gical Organization) sekä tuuliantureiden korkeus merenpinnasta.
Aseman nimi WMO-numero Korkeus merenpinnasta (m)
1. Kemi I Majakka 02863 26,0
2. Kalajoki Ulkokalla 02907 15,0
3. Maalahti Strömmingsbådan 02781 14,1
4. Kustavi Isokari 02964 31,4
5. Hammarland Märket 02993 21,0
6. Lemland Nyhamn 02980 25,0
7. Kökar Bogskär 02979 31,5
8. Parainen Utö 02981 31,0
9. Hanko Russarö 02982 40,0
10. Helsinki Helsingin majakka 02989 31,7
11. Porvoo Kalbådagrund 02987 31,8
12. Kotka Haapasaari 02967 29,0
metri, jonka tyypillinen arvo merellä on 1 mm eli 0,001 m. EndWind-menetelmän avulla
on lisäksi määritetty tuulen suunnasta riippuvat kertoimet käyttämällä lähiasemien ha-
vaintoja referenssisuureina.
Kuvassa 2.2 on esimerkkinä asemalle Kemi I Majakka saadut suuntakertoimet. Kemi
I Majakan tuulianturi sijaitsee 25 m:n korkeudella merenpinnasta (taulukko 2.1), joten







Kuten asemien sijaintikuvasta (kuva 2.1) voi nähdä, Kemin asema (numero 1) sijaitsee
avomerellä ja lähin mantere on noin 40 km:n päässä koillisessa, joten korjauskerroin on
lähes kaikilla tuulen suunnilla logaritmisen tuuliprofiilin mukainen. Ainoastaan lounaan ja
lännen välillä korjauskerroin on hieman suurempi kuin logaritminen tuuliprofiilin antama
luku, joka viittaa siihen, että majakan rakenteet aiheuttavat pientä tuulen heikkenemistä
kyseisillä tuulen suunnilla.
Jokaisella asemalla on omanlaisensa profiili korjauskertoimille riippuen asemaa ym-
päröivästä maastosta. Esimerkiksi asema Parainen Utö sijaitsee matalaa pensasta kasva-
valla saarella, mikä heikentää tuulen nopeuksia verrattuna saarta ympäröiviin alueisiin.
Kyseisen aseman korjauskertoimet ovatkin lähes kaikilla tuulen suunnilla suurempia kuin
logaritmisen tuuliprofiilin antama luku.
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Kuva 2.2: EndWind-menetelmällä lasketut suuntakertoimet asemalle Kemi I Majakka.
Suuntakertoimien avulla havainnot muutetaan vastaamaan tuulen nopeutta avomerellä
10 metrin korkeudella. Tässä tutkimuksessa havainnot on muokattu käyttäen uusimpia
vuonna 2013 kalibroituja kertoimia (punainen viiva).
2.2 Statistiikka
Aluksi havaintoaineistosta pyrittiin poistamaan selkeästi virheelliseksi osoitetut ha-
vainnot. Virheellisyyttä tutkittiin poimimalla datasta havainnot, jotka erosivat 8 m/s tai
enemmän vastaavan hetken ennusteesta jollain ennustepituudella tai analyysitunnilla. Näi-
tä havaintoja verrattiin viereisten asemien tuulihavaintoihin, HAV:n (Havaintoasemat ja
havainnot) tietokantaan, jossa tuulihavaintoja on saatavilla 10 minuutin välein sekä sy-
noptiseen säätilanteeseen, jota arvioitiin tutkakuvien perusteella. Useimmissa virhetilan-
teissa havainto oli huomattavasti ennustettua tuulen nopeutta matalampi tai jopa nolla.
Usein virheitä aiheutti mittarin jumiutuminen, jolloin havaintotietokannasta pystyi tar-
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kastamaan oliko kyseessä normaalia tuulen nopeuden vaihtelua vai oliko mittari jumiutu-
nut, jolloin se ei antanut havaintoja lainkaan tai näytti pitkään nollaa. Lisäksi tutkakuvista
tai viereisen aseman havainnoista pystyi päättelemään, ettei tyyni sää ollut todennäköi-
nen. Mittarin jumiutumista voi aiheuttaa esimerkiksi voimakas lumisade tai muu mittarin
huoltoa vaativa virhetila. Yleisesti tällaiset virheelliset havainnot on pyritty poistamaan
verifiointitietokannasta jo automaattisesti, mutta muutamia virheellisiä havaintoja oli jää-
nyt tietokantaan.
Kuva 2.3: Ennustevirheiden jakauma asemittain koko tutkimusjakson (2011–2013) ajalta.
Asemien tunnisteena on aseman nimen kolme ensimmäistä kirjainta ja WMO-numero.
Musta viiva laatikon keskellä on mediaani, laatikon ala- ja yläraja ovat ennustevirheen
1. ja 3. kvartiili (Q1 ja Q3) ja lyhyet mustat viivat ovat raja-arvoja, joiden ulkopuolelle
jäävät poikkeavat havainnot. Ylempi raja-arvo on saatu kaavalla Q3+1,5×(Q3−Q1) ja
alempi kaavalla Q1−1,5× (Q3−Q1). Tarkat lukuarvot on kirjattu liitteen A taulukkoon.
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Taulukko 2.2: Keskihajonta kaikkien asemien keskiarvona koko tutkimusjakson ajalta ero-
teltuna ennustepituuksien sekä päivä- ja yötilanteiden mukaan.
Ennustepituus Keskihajonta päivä Keskihajonta yö Keskihajonta
12 h 1,48 1,40 1,44
24 h 1,58 1,50 1,54
36 h 1,75 1,63 1,69
48 h 1,89 1,83 1,86
ELR-mallin luomista varten datan tulee olla tilastollisilta ominaisuuksiltaan hyvin sa-
mankaltainen. Tätä varten tutkittiin ennusteiden keskivirhettä ja ennustevirheiden keski-
hajontaa sekä asemittain että eri ennustepituuksilla. Lisäksi vertailtiin eroa päivä- ja yöti-
lanteiden välillä. Tässä tutkimuksessa päivätilanne tarkoittaa ennustetta, jonka kohdehetki
on 12 UTC ja yötilanne vastaavasti ennustetta, jonka kohdehetki on 00 UTC.
Laatikkokuvassa 2.3 on esitetty ennustevirheen jakauma asemakohtaisesti. Keskellä
oleva paksu viiva on ennustevirheen mediaani ja laatikon ala- ja yläreunat ovat 1. ja 3.
kvartiili. Kuvasta nähdään, että mediaani vaihtelee asemittain ollen negatiivisin Hangossa
-0,9 ja positiivisin Kotkassa 0,5. Ennustevirheet ovat lähes normaalisti jakautuneet, joten
keskivirhe on hyvin lähellä mediaania (liite A). Kun tutkittiin keskivirheen vaihtelevuutta
eri ennustepituuksilla ja analyysitunneilla, huomattiin että keskivirhe muuttuu vain vähän
ennustevirheen kasvaessa (noin -0,03 m/s / 12 h). Päivä- ja yötilanteiden keskivirheen ero
on asemilla keskimäärin 0,04 m/s eli päivätilanteissa keskivirhe on lähempänä nollaa.
Toinen tarkasteltava suure oli ennustevirheen keskihajonta, jota vertailtiin eri ennus-
tepituuksilla sekä päivä- että yötilanteissa (taulukko 2.2). Keskihajonta vaihtelee asemien
välillä jonkin verran, mutta erot ovat melko pienet, etenkin kun huomioidaan asemien
erilaiset keskimääräiset tuuliolot (liite A). Asemilla joilla tuulee tarkastelujakson aikana
keskimäärin kovempaa, on ennustevirheessä luonnollisesti suurempaa hajontaa. Siten on
perusteltua, että keskihajonta on laskettu kaikkien asemien keskiarvona koko tutkimus-
jaksolla. Taulukosta 2.2 nähdään, että ennustevirheen keskihajonta kasvaa luonnollisesti,
kun ennustepituus kasvaa ja koko tutkimusjaksolla tämä kasvu on keskimäärin 0,14 m/s
/ 12 h. Päivä- ja yötilanteiden välillä keskihajonnassa on myös eroa ja se on keskimäärin
0,09 m/s eli päivällä ennustevirheen hajonta on suurempi. Tähän yhtenä syynä on, että
varsinkin kesällä tuuli on päivällä puuskaisempaa, ja siten vaikeampaa ennustaa lyhyellä
aikavälillä (10 minuutin keskiarvo).
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3. TILASTOLLISET MENETELMÄT JA VERIFIOINTI
3.1 Tilastollisten menetelmien synty ja kehitys osana säänennustusprosesseja
Numeerisen säänennustamisen eli NWP:n (Numerical Weather Prediction) kehittyes-
sä tasatahtia tietokoneiden laskentatehon lisääntymisen kanssa 1950-luvulla huomattiin,
että NWP-mallien tuottamat ennusteet sisälsivät virheitä (Glahn, 2013). Erityisesti pinta-
suureiden ennustaminen tuotti vaikeuksia, eikä suurin osa malleista edes ennustanut näitä
suureita suoraan, vaan käytti yläilmankehän ennustettuja olosuhteita ennustaakseen pin-
tasuureiden arvoja. Ajatuksena oli, että yläilmakehän olosuhteiden ennusteet olisivat niin
hyviä, että sopivien regressioyhtälöiden avulla pintasuureiden ennusteet saataisiin johdet-
tua suoraan yläilmakehän ennusteista. NWP perustuu siihen, että tuntemalla ilmakehän
alkutila, pystytään virtaus- ja termodynamiikan yhtälöiden avulla laskemaan sen tila tule-
vaisuudessa. Todellisuudessa ilmakehän prosessit ovat hyvin monimutkaisia, joten niiden
täydellinen mallintaminen on mahdotonta. Lisäksi mallin alkutila on vain arvio ilmakehän
todellisesta tilanteesta, sillä havaintopisteiden väliin jäävien alueiden säätila täytyy inter-
poloida. Tämän seurauksena myöskään pintasuureista ei saatu riittävän tarkkoja suoraan
yläilmakehän ennusteista johtamalla. Ongelman ratkaisemiseksi ja virheettömämpien en-
nusteiden tuottamiseksi, oli kehitettävä uusia ennustusmenetelmiä, jotka eivät vaatisi kui-
tenkaan lisää laskentatehoa tietokoneilta. Tästä alkoi tilastollisten menetelmien kehittä-
minen meteorologian tarpeisiin.
Vuonna 1972 Glahn ja Lowry tutkivat tilastollisen tulkintamenetelmän eli MOS:n
(Model Output Statistics) käyttöä objektiivisessa sääennustuksessa. MOS on jälkiproses-
sointimenetelmä, joka vertailee säämallin aiempia ennusteita sekä havaintoja, ja luo nii-
den pohjalta regressioyhtälön, joka korjaa mallin sisältämää harhaa sekä paikallisten te-
kijöiden aiheuttamia virheitä. Tutkimukset osoittivat MOS:n olevan erittäin hyödyllinen
pintasuureiden kuten lämpötilan, sateen ja tuulen nopeuden ennustamisessa. Erityisesti
tätä tekniikkaa suositeltiin käytettävän, kun halutaan korjata NWP-mallien virheitä, joita
ei pystytä ottamaan huomioon määritettäessä ilmakehän fysikaalisia prosesseja mallille.
Lisäksi mainittiin tekniikan olevan erittäin hyödyllinen, kun halutaan ennustaa todennä-
köisyyksiä.
Toinen käytössä oleva tapa, jolla saadaan tietoa ennusteen epävarmuudesta, on nimel-
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tään parviennustus eli ENS (Ensemble Prediction System). ENS kehitettiin 1960-luvulla
ja sen tarkoituksena on antaa tietoa ennusteen epävarmuudesta, joka aiheutuu joko alkuti-
lanteen epätarkkuudesta tai mallin virheistä. Lyhyesti kuvattuna parviennuste on ennuste-
joukko, joka koostuu useasta yksittäisestä ennustemallista, jonka alkutilaa on häiritty tai
jossa on käytetty erilaista parametrisointia. Ideaalitapauksessa tapahtuman todennäköi-
syys voitaisiin määrittää suoraan parven jäsenten hajonnasta. Todellisuudessa ennusteissa
on kuitenkin usein systemaattisia virheitä, ja keskipitkissä (3–7 päivää) parviennusteissa
hajonta ennustejakson alkupäässä on liian pieni. Vaikka parviennusteet ovat yleistyneet ja
kehittyneet viimeisen 20 vuoden aikana ja antavat lisäarvoa perinteisiin deterministisiin
ennusteisiin verrattuna, ovat ne vielä nykypäivänäkin sellaisenaan hieman puutteellisia.
Ennusteita on siis syytä kalibroida jollain sopivalla menetelmällä, joten tilastotieteen tär-
keys osana säämalleja on tullut edelleen vieläkin tärkeämmäksi (Glahn, 2013).
3.1.1 Logistinen regressio
Logistinen regressio on epälineaarinen menetelmä, joka sopii hyvin todennäköisyyk-
sien ennustamiseen. Todennäköisyys p, jolla tuulen nopeus V ylittää tietyn kynnysarvon
q, saadaan laskettua seuraavalla kaavalla
p(V > q) =
exp[ f (x)]
1+ exp[ f (x)]
, (2)
missä f (x) on lineaarinen funktio valinnaisilla ennusteparametreilla xi:
f (x) = b0+b1x1+b2x2+ ...+bnxn. (3)
Vakiot bi saadaan selvitettyä pienimmän neliösumman menetelmällä. Nimi logistinen




(1− p)] = f (x). (4)
Vuonna 2007 Wilks ja Hamill todistivat LR-menetelmän toimivan hyvin verrattuna
muihin MOS-menetelmiin. Tutkimukset osoittivat, että jälkiprosessoinnin avulla sateen
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parviennusteista saadaan hyvin kalibroituja todennäköisyysennusteita. Tutkijat totesivat,
että LR-mallin luomista varten, lineaarisen funktion ainoaksi parametriksi riittää parvien-
nusteen keskiarvo. Vaikka parviennusteen hajonta olisi yhtenä parametrina yhtälössä mu-
kana, ei sen ole todettu parantavan LR-mallin tuottamia ennusteita. Lisäksi tilastollinen
testaus osoittaa, että hajonta ei ole yleensä edes tilastollisesti merkitsevä.
Logistisessa regressiossa on kuitenkin muutamia puutteita, sillä ennusteet eri kynny-
sarvoille on laskettu omina yhtälöinään. Väliin jäävät kynnysarvot on siten interpoloitava
ja eri yhtälöiden sovittaminen eri kynnysarvoille vaatii suuren määrän testauksia ja kokei-
luja regressioparametreille. Lisäksi eri kynnysarvojen yhtälöt voivat olla epäjohdonmu-
kainen keskenään. Esimerkiksi on mahdollista saada ennuste, jossa tuulen nopeus ylittää
12 m/s 20 prosentin todennäköisyydellä, mutta 15 m/s jopa 30 prosentin todennäköisyy-
dellä samalla ajan hetkellä. Tällöin todennäköisyys, että tuulen nopeus on 12–15 m/s, olisi
negatiivinen.
3.1.2 Laajennettu logistinen regressio
Vuonna 2009 Wilks esitteli laajennetun logistisen regression eli ELR:n (Extended Lo-
gistic Regression), jossa kynnysarvo itsessään on yksi regressiotekijä lineaarisessa yhtä-
lössä. Parannuksena perinteiseen logistiseen regressioon verrattuna laajennettu logistinen
regressio tuottaa täysin jatkuvan ja johdonmukaisen todennäköisyysjakauman, ja lisäksi
sovitettavia parametreja on vähemmän. ELR-mallissa kynnysarvon funktio g(q) on lisätty
osaksi lineaarista funktiota (3) ja todennäköisyys p saadaan laskettua seuraavalla kaaval-
la:
p(V > q) =
exp[ f (x)+g(q)]
1+ exp[ f (x)+g(q)]
, (5)
Puolilogaritmisella asteikolla ELR-mallin yhtälö on vastaavasti:
ln[
p
(1− p)] = f (x)+g(q). (6)
Tutkimuksessaan Wilks (2009) vertaili LR- ja ELR-mallin tuottamien sade-ennustei-
den tarkkuutta. Tulokset osoittivat, että ELR-mallin tuottamat ennusteet olivat yhtä tark-
koja verrattuna LR-mallin tuottamiin ennusteisiin. Lisäksi otannan ollessa pieni, olivat
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ELR-mallin tuottamat ennusteet jopa parempia. Tutkimuksessa lineaarinen funktio sisäl-
si parviennusteen keskiarvon neliöjuuren ainoana predikaattina eli f (x) = b0 + b1
√
x1.
Kynnysarvon yhtälö sai empiirisellä testauksella muodon g(q) = b2
√
q, jonka todettiin
olevan huomattavasti parempi kuin g(q) = b2q. Johtopäätöksissä Wilks kuitenkin korosti,
että erilaisilla otoksilla ja etenkin eri ennustesuureilla, yhtälö voi hyvin saada erilaisenkin
muodon.
Myös myöhemmissä tutkimuksissa ELR-menetelmää on käytetty sateen todennäköi-
syyden ennustamiseen ja sen on osoitettu toimivan hyvin verrattuna perinteiseen logisti-
seen regressioon ja muihin jälkiprosessointimenetelmiin (Schmeits ja Kok, 2010; Roulin
ja Vannitsem 2012). ELR-menetelmän on osoitettu toimivan myös tuuliennusteiden jälki-
prosessoinnissa (Lugt, 2013; Pönni, 2014). Useimmissa edellä mainituissa tutkimuksissa
ELR-menetelmää on käytetty parviennusteiden jälkiprosessointiin, mutta tavallisesti par-
viennusteen keskiarvo oli ainut merkitsevä predikaatti lineaarisessa yhtälössä.
Messner ym. (2013) esittelevät artikkelissaan uuden muunnelman ELR-menetelmästä,
jonka avulla parviennusteen hajonta saadaan merkitsevänä mukaan ennusteyhtälöön. Mei-
dän tapauksessa alkuperäinen ELR-menetelmä on kuitenkin riittävä, sillä käytössämme
on vain deterministisiä ennusteita, joiden voidaan ajatella vastaavaan parviennusteen kes-
kiarvoa. Yksi uusista meteorologian alalla sovellettavista jälkiprosessointimenetelmistä
on Gamlss (Generalized Additive Models for Location, Scale and Shape). Kun ELR-malli
ottaa huomioon virhejakauman harhan ja hajonnan, niin Gamlss pystyy huomioimaan li-
säksi myös jakauman vinouden ja huipukkuuden (skewness and kurtosis) eri kynnysar-
voilla. Menetelmä on erityisen soveltuva jälkiprosessoitaessa suureita, joiden virhejakau-
ma eri kynnysarvoilla vaihtelee merkittävästi. Tuulen nopeus on kuitenkin suure, jolla
ennustevirhe jakautuu likimain normaalisti kaikilla kynnysarvoilla. Vinous ja huipukkuus
ovat siten vakioita kynnysarvosta riippumatta ja vain jakauman leveys ja harha vaihtelevat
kynnysarvosta toiseen, joten ELR-menetelmä on soveltuva tuuliennusteiden jälkiproses-
sointiin. Gamlss-menetelmä on melko uusi meteorologian alalla, eikä sen käytöstä ole
vielä julkaistu tieteellistä tutkimusta. Menetelmä on kuitenkin operatiivisessa käytössä il-




Tieteellisestä näkökulmasta verifioinnissa on kyse ennustejärjestelmien ymmärtämi-
sestä ja sitä kautta niiden kehittämisestä ja parantamisesta. Verifioinnin avulla voidaan tar-
kastella ennusteiden tarkkuutta sekä niiden kehittymistä ajan mittaan (Murphy ja Winkler,
1987). Lisäksi verifiointi antaa arvokasta tietoa, kun halutaan vertailla kahden erilaisen
mallin tuottamien ennusteiden paremmuutta. Ennustemallien kehittämisen kannalta on
tärkeää saada yksityiskohtainen arviointi ennustejoukon vahvuuksista ja heikkouksista.
Tämä vaatii yleensä useamman kuin yhden tai kahden verifiointisuureen tarkastelua ja
erityyppiset ennusteet vaativat hieman erilaisia verifiointimenetelmiä. Tässä tutkimukses-
sa on sekä deterministisiä, binäärisiä että todennäköisyysennusteita. Todennäköisyysen-
nuste on jatkuva suure 0–1 ja tässä tutkimuksessa se kuvaa todennäköisyyttä, jolla tuulen
nopeus ylittää valitun kynnysarvon esimerkiksi tietyn varoitusrajan. Binääriset ennusteet
ovat niin kutsuttuja kyllä/ei-ennusteita eli ne antavat tapahtuman todennäköisyydeksi aina
joko 0 tai 1. Binääriset ennusteet ovat tavallisia, kun annetaan varoituksia kovasta tuules-
ta tai myrskystä. Seuraavissa alaluvuissa esitellään verifiointisuureet, joita käytetään tässä
tutkimuksessa. Lähteinä on käytetty kirjaa Forecast Verification (Jolliffe ja Stephenson,
2003) sekä sivustoa The Centre for Australian Weather and Climate Research (2015).
3.2.1 Verifiointisuureita deterministisille ennusteille
Deterministisille ennusteille yleisesti käytetyt verifiointisuureet ovat keskivirhe (ME),
absoluuttinen keskivirhe (MAE), neliöllisen keskivirheen neliöjuuri (RMSE) ja keskiha-
jonta (SD). Kaikkien neljän verifiointisuureen tarkkailu on hyödyllistä tässä tutkimuk-
sessa, sillä ne antavat arvokasta tietoa ennustevirheiden laadusta ja suuruudesta. Lisäksi
ELR-mallin luomista varten datan tulisi olla tilastollisilta ominaisuuksiltaan samankaltai-
nen, joten asemien väliset keskivirheet tulee tasoittaa ja tutkia tarvitseeko data jakaa osiin
esimerkiksi eri ennustepituuksien suhteen. Kaavat ja tarkemmat selitykset verifiointisuu-
reista on esitetty liittessä B.
14
Ennustettu\Havaittu kyllä ei Yhteensä
kyllä a b Ennustettu kyllä
ei c d Ennustettu ei
Yhteensä Havaittu kyllä Havaittu ei Yhteensä (n)
Kuva 3.1: Esimerkkikuva kontingenssitaulukosta. Lokerot ovat osumat (a), väärät häly-
tykset (b), hudit (c) ja ei hälytyksiä (d).
3.2.2 Verifiointisuureita binäärisille ennusteille
Kun verifioidaan binäärisiä ennusteita, ennusteet jaetaan neljään eri lokeroon, jot-
ka esitetään kontingenssitaulukossa (kuva 3.1). Lokerot ovat järjestyksessä osumat (eng.
hits), väärät hälytykset (false alarms), hudit (misses) ja ei hälytyksiä (correct negatives).
Näiden lukujen avulla voidaan laskea useita verifiointisuureita, joista tässä tutkimuksessa
käytetyt ovat POD (Probability of Detection), POFD (Probability of False Alarm Detec-
tion), FAR (False Alarm Ratio) ja PSS (Peirce’s Skill Score). Tässä tutkimuksessa kyllä-
tilanne tarkoittaa, että tuulen nopeus ylittää valitun kynnysarvon. Taulukon avulla voi-
daan tulkita, että väärien hälytysten suhteellisen suuri määrä kertoo yliennustamisesta ja
hutien suhteellisen suuri määrä puolestaan aliennustamisesta. Kun nämä ovat tasapainos-






Kun väärien hälytysten ja hutien yhteen laskettu määrä on mahdollisimman pieni, on










POD on herkkä osumille, mutta ei huomioi vääriä hälytyksiä lainkaan. Suuretta voi-
daan parantaa keinotekoisesti antamalla enemmän kyllä-ennusteita. POD:a onkin tarkoi-
tus käyttää yhdessä FAR:n tai POFD:n kanssa.
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FAR on väärien hälytysten osuus, eli se kertoo kuinka suuri osa ennustetuista kyllä-





FAR on puolestaan herkkä väärille hälytyksille, muttei huomio huteja.
Kolmas tutkimuksessa käytettävä suure on POFD, joka kertoo osuuden, jolla havaitut





POFD on herkkä väärille hälytyksille ja sitä voidaan parantaa keinotekoisesti antamalla
vähemmän kyllä-ennusteita. Suuretta käytetään usein yhdessä POD:n kanssa ja ne ovat-
kin komponentteina ROC:ssa (Relative Operating Characteristic), joka esitellään myö-
hemmin. Kaikkien kolmen edellisten suureiden arvo vaihtelee 0–1. POD:n täydellinen
tulos on 1, ja FAR:n sekä POFD:n 0.






Sen vaihteluväli on -1...1 ja täydellinen tulos on 1. Suure käyttää kaikkia kontingenssi-
taulukon elementtejä ja se voidaan merkitä myös muodossa POD - POFD. Harvinaisille
tapauksille PSS painottaa kohtuuttomasti ensimmäistä termiä (POD), joten tämä suure on
hyödyllisempi yleisemmille tapauksille.
3.2.3 Verifiointisuureita todennäköisyysennusteille
Brier Score (BS) mittaa ennusteen tarkkuutta ja se voidaan laskea myös binäärisille









missä ft on ennustettu todennäköisyys, välillä 0. . . 1, ja ot tapahtuman todennäköisyys,
arvona 0 tai 1. Mitä pienempi BS on, sitä paremmin ennustesuureet on kalibroitu. BS












= ” luotettavuus” - ” resoluutio” + ” epävarmuus”
(14)
Tässä hajotelmatarkastelussa verifiointijoukko on jaettu ennusteiden mukaan ryhmiin.
Yhtälössä I on ryhmien lukumäärä ja niitä on usein kymmenen, jolloin ensimmäisessä
ryhmässä ovat ennusteet 0–10 %, toisessa 11–20 % ja niin edelleen. Ni on tapausten luku-
määrä kyseisessä ryhmässä ja n kaikkien tapausten lukumäärä koko verifiointijoukossa.
Luotettavuustermi mittaa, kuinka hyvin tiettyyn ryhmään kuuluvat ennusteet vastaa-
vat havaittujen tapahtumien suhteellisia osuuksia. Täydellisessä ennusteessa ennustetut
todennäköisyydet ( fi) ovat samat kuin tapahtuman havaitut toistuvuudet (oi) kyseisessä
ryhmässä eli tällöin luotettavuus saa arvon nolla. Luotettavuus on siis sitä parempi mitä
pienemmän arvon se saa.
Resoluutiotermi mittaa, kuinka paljon kussakin ryhmässä tapahtuman havaitut toistu-
vuudet (oi) eroavat otannan klimatologisesta todennäköisyydestä (o). Termin edessä on
miinusmerkki, joten suurempi tulos viittaa parempaan resoluutioon. Jos ennustetaan aina
klimatologista todennäköisyyttä, resoluutio saa arvon nolla. Parhaassa tapauksessa ennus-
teet ovat aina joko nolla tai yksi, jolloin resoluutio on yhtä suuri kuin epävarmuus eli BS:n
hajotelman viimeinen termi.
Epävarmuustermi kuvaa tapahtuman sisäistä epävarmuutta. Se saa arvon nolla, kun
tapahtuman epävarmuus on mahdollisimman vähäinen eli otannan klimatologinen toden-
näköisyys on lähellä 0:a tai 1:ä. Termi on vastaavasti suurimmillaan, kun otannan klimato-
loginen todennäköisyys on 0,5. Epävarmuus riippuu ainoastaan havaituista arvoista, joten
eri otantojen välisiä BS-arvoja ei tule verratta keskenään.
Kahden eri mallin välistä ennustetarkkuutta voidaan puolestaan vertailla käyttämällä
Brier Skill Scorea (BSS):




BSre f on referenssiennusteesta laskettu BS. Referenssiennusteena on usein jokin vanhem-
pi malli, ja jossain tapauksissa ennusteena toimii myös klimatologinen todennäköisyys
tapahtumalle. Jos BSS on 0, malleilla on sama BS eli ne tuottavat yhtä tarkkoja ennustei-
ta. Jos BSS on negatiivinen, on verrattava malli huonompi kuin referenssimalli. Positii-
vinen BSS puolestaan kertoo, että verrattavan mallin tuottamat ennusteet ovat tarkempia
referenssimalliin verrattuna.
3.2.4 Luotettavuusdiagrammi ja ROC-käyrä
Ennusteen luotettavuutta voidaan havainnollistaa luotettavuusdiagrammin avulla. Dia-
grammissa ennustetut todennäköisyydet on jaettu ryhmiin eli todennäköisyysluokkiin nii-
den arvojen mukaan. Todennäköisyysluokat ovat x-akselilla ja kunkin luokan havaittujen
tapahtumien suhteelliset osuudet y-akselilla. Luotettavuusdiagrammissa (kuva 3.2) näiden
välistä yhteyttä on kuvattu pisteillä ja pisteistä yhdistetyillä viivoilla. Jos pisteet sijaitsevat
diagonaalilla, ennusteen luotettavuus on täydellinen. Diagonaalin alapuolella olevat pis-
teet viittaavat yliennustamiseen ja yläpuolella olevat pisteet puolestaan aliennustamiseen.
Luotettavuusdiagrammissa esitetään usein tulkinnan apuna myös kaksi apuviiva. ’No
resolution’ -viiva kuvaa otannan klimatologista todennäköisyyttä tapahtumalle. ’No skill’
Kuva 3.2: Esimerkkikuva luotettavuusdiagrammista
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-viiva on klimatologisen todennäköisyyden ja täydellisen todennäköisyyden (diagonaali)
puolivälissä. Tällöin luotettavuus ja resoluutio ovat yhtä suuret eli BSS on 0.
Numeroarvot pisteiden alapuolella kertovat kuinka suuri osuus kaikista ennusteista
kuuluu kyseiseen ryhmään. Ennusteen terävyys on sitä parempi, mitä suurempi osuus kai-
kista ennusteista kuuluu alku- ja loppupään ryhmiin eli on mahdollisimman lähellä nol-
laa tai ykköstä. Tällöin tapahtuman ennustamisen kannalta todennäköisyysennuste auttaa
päätöksenteossa enemmän. On huomioitava, että ennusteen terävyys voi olla hyvä, vaikka
luotettavuus olisikin heikko.
Relative Operating Characteristic eli ROC mittaa ennusteen erottelukykyä kyllä- ja
ei-tapausten välillä. ROC-käyrä (kuva 3.3) syntyy, kun POD (kaava 9) piirretään (x, y)
-koordinaatistoon POFD:n (kaava 11) funktiona eri todennäköisyyden raja-arvoilla ja pis-
teet yhdistetään murtoviivalla. Käytännössä todennäköisyysennusteet, jotka ovat suurem-
pia kuin raja-arvo, merkitään kyllä-ennusteiksi laskettaessa arvoja POD:lle ja POFD:lle.
Erottelukyvyn mittarina on tapana käyttää ROC-aluetta eli ROC-käyrän alle jäävää pinta-
alaa. Mitä parempi ennustemalli on kyseessä, sitä lähempänä käyrä kulkee vasenta yläkul-
maa ja sen alle jäävä pinta-ala on lähellä ykköstä. Jos taas käyrä ei eroa lävistäjäviivasta,
mallilla ei ole lainkaan erottelukykyä ja ROC-alueen pinta-ala on 0,5.
Kuva 3.3: Esimerkkikuva ROC-käyrästä
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Peirce’s Skill Score (kaava 12) vastaa ROC-aluetta binäärisille ennusteille eli kuuva-
jassa on vain yksi piste ja ROC-käyrä muodostuu kahdesta murtoviivasta. Tällöin erotte-
lukyvyn tulos on luonnollisesti alhaisempi kuin laskettaessa koko todennäköisyysjakau-
malle, sillä kaarevuus puuttuu. Tarkastelemalla kutakin raja-arvoa erikseen ja pisteestä
piirrettyjen murtoviivojen alle jäävää pinta-alaa, saadaan selville mikä olisi paras toden-
näköisyyden raja-arvo annettaessa determinististä kyllä/ei-varoitusta esimerkiksi kovasta
tuulesta. Lähinnä vasenta yläkulmaa olevat arvot ovat siis parhaita. Kuten aiemmin PSS:n
esittelyssä sanottiin, myös ROC painottaa kohtuuttomasti termiä POD, joten tulokset eivät
välttämättä ole uskottavia harvinaisille tapauksille. Tämäkin siis osoittaa, että vain yhtä
verifiointisuuretta ei tule pitää ainoana totuutena vaan johtopäätöksiä tehtäessä on syytä
tarkastella useita eri suureita yhdessä.
4. TUTKIMUSMENETELMÄT
4.1 Tilastollinen testaus
Tärkeää kaikessa matemaattisessa ja tilastollisessa mallintamisessa on pystyä mää-
rittämään, kuinka hyvin valittu malli todella sopii tarkasteltavana olevaan tilanteeseen.
Mallin sopivuuden eli hyvyydeksi mittarina käytetään regressiomallin tapauksessa tun-






Yhtälössä esiintyvät termit ovat SSR eli mallineliösumma ja SST eli kokonaisneliösumma











Yhtälöissä yˆi on ennustettu arvo, y havaintojen keskiarvo ja yi havaittu arvo. Selitysas-
te mittaa regressiomallin selittämää osuutta selitettävän muuttujan y havaittujen arvojen
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kokonaisvaihtelusta. Jos kaikki havainnot sijoittuvat regressiosuoralle, R2 on 1, ja mal-
li istuu täydellisesti. Jos mallissa mukana olevien muuttujien välillä ei ole minkäänlaista
lineaarista riippuvuutta, R2 on 0.
Toinen tärkeä asia regressioyhtälöitä määritettäessä on testata, ovatko regressiokertoi-
met merkitsevästi nollasta poikkeavia eli ovatko testatut parametrit tilastollisesti merkit-
seviä mallissa. Testauksessa käytetään usein t-testiä, jolloin vertaillaan t-arvon suuruutta
valittuun t-jakaumasta poimittuun raja-arvoon, joka riippuu merkitsevyystasosta. Tässä
tutkimuksessa merkitsevyystasona pidettiin yleistä arvoa 0,01. Jos regressiokerroin on
merkitsevästi nollasta poikkeava, saa testisuure merkitsevyystasosta riippuvaa raja-arvoa
suuremman arvon. Jos testisuure saa raja-arvoa pienemmän arvon, voidaan päätellä, että
regressiokerroin ei eroa merkitsevästi nollasta, eikä kerrointa vastaavaa regressioparamet-
ria tule ottaa malliin mukaan.
4.2 Osajoukkojen valinta datasta mallin luomista varten
Tutkimuksessa oli mukana tuulidataa 12 asemalta, neljällä eri ennustepituudella ja
kahdelta eri analyysitunnilta. ELR-mallin luomista varten datan tuli olla tilastollisilta omi-
naisuuksiltaan mahdollisimman samankaltainen. Tosin sanoen ennusteen keskivirheen ja
ennustevirheen keskihajonnan pitivät olla yhteneväiset, jotta esimerkiksi eri asemien otan-
nat voitiin yhdistää. Kuten luvussa 2.2 todettiin, ennusteen keskivirheessä oli asemien
välillä suuria eroja, mutta ennustepituus ei vaikuttanut merkittävästi virheen suuruuteen.
Jotta ELR-mallin luontia varten saatiin mahdollisimman paljon dataa, ja koko merialueel-
le voitiin luoda yhtenäinen malli, tehtiin ennusteille niin kutsuttu tasokorjaus eli asemien
väliset erot ennustevirheessä tasattiin laskemalla kullekin asemalle oma keskimääräinen
harha (kaava 19), joka vähennettiin jokaisesta ennusteesta asemittain. Luvussa 2.2 todet-
tiin myös, että ennustevirheen keskihajonta oli enemmän riippuvainen ennustepituudesta
kuin asemasta. Myös yön ja päivän välillä havaittiin eroa, mutta kuitenkin vähemmäs-
sä määrin kuin ennustepituuksien välillä. Näiden ominaisuuksien pohjalta data päätettiin
jakaa neljään osajoukkoon ennustepituuden mukaan ja luoda kullekin osajoukolle oma
ennustemalli. Vaikka yö- ja päiväennusteiden välisissä virheiden keskihajonnassa havait-
tiin eroa, päätettiin niitä käsitellä yhdessä, sillä muuten datasta olisi tullut liian suppea ja
ääriolosuhteiden tutkiminen mahdotonta liian pienen otannan takia.
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Taulukko 4.1: Havaintojen lukumäärä tutkimusjakson aikana vuosittain eri tuulen nopeu-
den kynnysarvoilla. Mukana on havainnot kaikilta 12 asemalta ja kahdelta eri havain-
totunnilta (00 ja 12 UTC). Viimeinen sarake kertoo koko vuoden kaikkien havaintojen
lukumäärän yhteensä.
Tuulen nopeus (m/s) >10 >12 >14 >16 >18 >20 Yht.
Lukumäärä v. 2011 1678 800 335 105 24 7 8418
Lukumäärä v. 2012 1607 701 276 108 23 8 8479
Lukumäärä v. 2013 1546 656 230 58 16 2 8584
4.3 Mallin luominen
Tutkimusta varten ECMWF:n deterministisistä tuuliennusteista muokattiin R-ohjel-
malla (R Core Team, 2015) todennäköisyysennusteita käyttäen ELR-menetelmää. Tutki-
musta varten käytössä ollut kolmen vuoden tuulidata jaettiin riippuvaan ja riippumatto-
maan osaan. Riippuva osa oli kahden vuoden mittainen ja sen avulla ELR-mallia harjoi-
tutettiin aiempien ennusteiden ja havaintojen pohjalta. Jälkiprosessoinnissa siis pyritään
selvittämään säämallin aiemman käyttäytymisen perusteella regressioyhtälön kertoimet,
joiden avulla ennusteista saataisiin mahdollisimman hyviä. Riippumaton osa datasta oli
yhden vuoden mittainen ja sitä käytettiin mallin verifioinnissa. Vuosi 2012 päätettiin va-
lita verifiointijaksoksi, sillä silloin esiintyi voimakkaampia tuulen nopeuksia keskimää-
räinen määrä, kun tarkastellaan koko tutkimusjakson yli (taulukko 4.1). On tärkeää, että
verifiointijaksolle osuu riittävä määrä voimakkaita tuulen nopeuksia, jotta verifiointitu-
lokset olisivat mahdollisimman luotettavia. Toisaalta myös harjoitusjaksolla on erityisen
tärkeää esiintyä kovia tuulia, sillä jälkiprosessoitu malli luodaan tämän jakson ennustei-
den ja havaintojen pohjalta. Jatkossa selkeyden vuoksi datan riippuvaa osaa kutsutaan
harjoitusjaksoksi ja riippumatonta osaa verifiointijaksoksi.
R-ohjelmalla luotiin kullekin valitulle tuulen nopeuden kynnysarvolle todennäköi-
syysjakauma, käyttäen harjoitusdataa pohjana. Sopivimman ennustusyhtälön löytämisek-
si, mallille testattiin erilaisia ennusteparametreja sekä kynnysarvon funktion, g(q), erilai-
sia muotoja. Lisäksi tutkittiin erilaisten painokerrointen sekä harjoitusjakson kynnysar-
vojen vaikutusta mallin paremmuuteen. Kaikki testatut parametrit ja painokertoimet sekä
tuulen nopeuden kynnysarvojen vektorit on esitetty taulukossa 4.2. Kynnysarvon funk-
tioissa, g(q), q kuvaa tuulen nopeuden kynnysarvoa ja ennusteparametrien funktiossa,
f (x), x1 kuvaa säämallin (ECMWF) ennustamaa tuulen nopeutta. Painokertoimista ker-
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Taulukko 4.2: Taulukossa on esitetty erilaiset ennustusparametrit, painokertoimet ja har-
joitusjakson kynnysarvot, joita testattiin sopivimman ELR-mallin löytämiseksi. Taulukos-













x1 W1 = x1 c(0,4,8,12,15,17,20)
C : q+
√





4 : x1+ x12 W3 = x12 c(7,11,13,15,17,19)
roin W0= 1 painottaa jokaista tapausta yhtä paljon. Kerroin W3= x1 2 puolestaan painot-
taa suuria tuulen nopeuksia kaikista eniten. Alkuperäisen mallin ennusteita ja havaintoja
oli saatavilla vain tuulen nopeudesta, joten muita suureita kuten tuulen suuntaa ei testat-
tu selittävänä muuttujana ELR-mallissa. Tutkimuksessa oli tarkoituksena ennustaa tuulen
nopeutta avomerellä, joten paikallisilla tekijöillä, kuten maaston vaihteluilla, ei ole vaiku-
tusta tuulen nopeuteen eri tuulen suunnilla tässä tapauksessa. Toki mallissa itsessään voi
esiintyä tuulen suunnasta riippuvaa systemaattista harhaa, joka voitaisiin poistaa jälkipro-
sessoinnin avulla.
Sopivimpien parametrien sekä ELR:n lineaarisen funktion regressiokertoimien mää-
rityksessä käytettiin R-ohjelman mgcv-paketissa (Wood, 2015) olevaa BAM-funktiota
(Bayesian Additive Model). BAM-funktiolle määritettiin argumentteina kaava (formu-
la), data, jakaumaperhe (family) ja painotus (weights). Tuulidatan harjoitusjakso annettiin
funktiolle data-argumenttina, yhtälön 6 kaltainen logit-linkkifunktio kaava-argumenttina
ja taulukossa 4.2 esiintyvät painokertoimet painotuksina. Lisäksi funktiolle annettiin seli-
tettävän muuttujan määrittelevä jakaumaperhe, joka lineaarisen regression tapauksessa on
binomijakauma (binomial). Kun sopivin malli oli löydetty kullekin ennustepituudelle (12,
24, 36 ja 48 h), luotiin näiden testattujen parametrien avulla todennäköisyysennuste kul-
lekin verifiointijakson ajanhetkelle. Luotettavan tuloksen saamiseksi verifiointijakson tuli
olla harjoitusjaksosta riippumaton. Lopuksi ELR-mallilla tuotettuja ennusteita verifioi-
tiin vastaavalta ajanjaksolta olevien havaintojen kanssa. Verifiointia varten deterministiset
tuulihavainnot muokattiin binäärimuotoon eli havainto sai arvon 1, kun se oli suurempi
kuin tuulen nopeuden kynnysarvo ja arvon 0, kun se oli pienempi tai yhtä suuri kuin kysei-
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nen kynnysarvo. Verifioinnissa hyödynnettiin R:n verifiointi-pakettia (NCAR – Research
Applications Laboratory, 2015), joka sisältää valmiita funktioita ennusteiden verifiointia
varten.
5. TULOKSET JA JOHTOPÄÄTÖKSET
5.1 Regressiomallin valinta
Parhaan ELR-mallin löytämiseksi, luotiin harjoitusjakson dataa käyttäen erilaisia en-
nustemalleja taulukon 4.2 mukaisilla parametreilla. Mallien keskinäistä hyvyyttä vertail-
tiin käyttäen tilastollisia testaussuureita sekä jälkiprosessoiduista todennäköisyysennus-
teista laskettuja verifiointisuureita. Taulukossa 5.1 on esitetty mallien vertailu, kun ennus-
tepituus on 24 tuntia. Ennustepituuksille 12, 36 ja 48 h samanlaiset taulukot on esitetty
liitteessä C. Taulukoissa esiintyvä BSS on keskiarvo voimakkailla tuulen nopeuden (10,
12, 14, 16 ja 18 m/s) kynnysarvoilla lasketuista BSS:ista. BSS:t on laskettu verifiointijak-
son todennäköisyysennusteille ja referenssimallina toimii ECMWF:n tasokorjatut ennus-
teet samalta ajan jaksolta. Tarkasteluun päätettiin valita vain edellä mainitut tuulen nopeu-
den kynnysarvot, jotta voidaan vertailla ELR-mallin toimivuutta erityisesti voimakkaam-
pien tuulen nopeuksien tapauksissa, jotka ovat tärkeitä varoituksien antamisten kannalta.
Suurimmaksi tuulen nopeuden kynnysarvoksi valikoitui 18 m/s, sillä yli 20 m/s tuulen
nopeuksia esiintyi tutkimusjaksolla vain hyvin vähän (kts. taulukko 4.1).
Toinen ELR-mallien välisen paremmuuden mittarina käytetty suure oli selitysaste
(R2), joka kuvaa mallin hyvyyttä. Selitysasteen avulla voidaan päätellä, mitkä ennuste-
parametrit ja mikä regressioyhtälön muoto selittää havaintoja parhaiten. BSS ja R2 lisäksi
tutkittiin merkitsevyystasoa, jolla regressiokertoimet eroavat nollasta. Tuloksena oli, et-
tä kaikkien testattujen mallien jokaisen regressioparametrin kerroin erosi merkitsevästi
nollasta ja voitiin täten ottaa mukaan malliin. Parhaan mallin valinnassa ensisijaisena kri-
teerinä oli hyvä BSS ja mikäli useammalla mallilla oli lähes yhtä suuri BSS, vertailtiin
myös mallien selitysasteita.
Taulukosta 5.1 nähdään, että BSS ja R2 on paras malleilla A3, B3 ja C3, joten kullekin
kynnysarvon funktiolle paras ennusteparametrien funktio on numero 3 eli x1+
√
x1. Kun
vertaillaan kynnysarvon funktioiden keskinäistä paremmuutta, on malli B huonoin ja mal-
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Taulukko 5.1: ELR-mallin Brier skill score (BSS) ja selitysaste (R2) laskettuna erilaisil-
la kombinaatioilla, jotka on muodostettu erilaisista kynnysarvon ja ennusteparametrien
funktioista sekä painokertoimista. BSS on kynnysarvoilla 10, 12, 14, 16 ja 18 m/s laskettu-
jen BSS:n keskiarvo ja referenssimallina on alkuperäisen mallin (ECMWF) tasokorjatut
ennusteet. Mallit ja painot ovat taulukon 4.2 mukaiset. Ennustepituus on 24 h ja kynny-
sarvojen vektorina on c(0,4,8,12,15,17,20). Kunkin sarakkeen paras BSS on lihavoitu ja
paras R2 alleviivattu. Valittu malli on ympyröity.
Malli ja
paino
BSS R2 Malli ja
paino
BSS R2 Malli ja
paino
BSS R2
A1.W0 0,2576 0,8614 B1.W0 0,2350 0,8603 C1.W0 0,2845 0,8628
A1.W1 0,2749 0,8629 B1.W1 0,2544 0,8603 C1.W1 0,2849 0,8635
A1.W2 0,2689 0,8627 B1.W2 0,2453 0,8607 C1.W2 0,2848 0,8636
A1.W3 0,2804 0,8600 B1.W3 0,2678 0,8571 C1.W3 0,2848 0,8603
A3.W0 0,2853 0,8627 B2.W0 0,2494 0,8607 C2.W0 0,2375 0,8605
A3.W1 0,2851 0,8634 B2.W1 0,2707 0,8621 C2.W1 0,2635 0,8619
A3.W2 0,2854 0,8635 B2.W2 0,2626 0,8619 C2.W2 0,2531 0,8617
A3.W3 0,2844 0,8602 B2.W3 0,2789 0,8594 C2.W3 0,2745 0,8593
A4.W0 0,2814 0,8623 B3.W0 0,2670 0,8614 C3.W0 0,2862 0,8629
A4.W1 0,2842 0,8633 B3.W1 0,2787 0,8624 C3.W1 0,2858 0,8635
A4.W2 0,2837 0,8633 B3.W2 0,2748 0,8623 C3.W2 0,2861 0,8636
A4.W3 0,2837 0,8601 B3.W3 0,2818 0,8595 C3.W3 0,2849 0,8603
li C paras kaikilla muilla ennustuspituuksilla paitsi ennustepituudella 12 tuntia, jolla malli
A on hieman parempi kuin malli C (liite C). Painokertoimilla näyttää olevan vaikutusta
vain osaan malleista (A1, B1, B2, B3 ja C2). Näillä malleilla paras BSS saadaan käyttä-
mällä painokertoimena alkuperäisen mallin ennusteen neliötä (W3), joka painottaa eniten
kovia tuulia. Muilla malleilla kynnysarvon ja ennusteparametrin funktiot ovat todennä-
köisesti jo valmiiksi sellaisia, jotka painottavat eri tuulen nopeuksia eri tavalla, eikä pai-
nokerroin siten vaikuta näihin malleihin enää. Kuten taulukosta 5.1 nähdään, verifiointi-
ja testaussuureiden erot joidenkin testattujen mallien välillä ovat hyvin pieniä (esim. A3
ja C3). Onkin huomioitava, että parhaaksi valittu malli on sopivin vain juuri tällä data-
joukolla, ja esimerkiksi jo harjoitus- ja verifiointijaksojen erilainen jako vaikuttaa siihen,
mikä malli toimii parhaiten.
Tässä tutkimuksessa esitetyt tulokset on laskettu käyttäen harjoitusjaksolla mallin
kouluttajina kynnysarvoja 0, 4, 8, 12, 15, 17 ja 20 m/s. Tämä kynnysarvojen vektori pää-
tettiin valita ELR-mallin luomista varten, sillä se tuotti parhaimman selitysasteen mui-
hin kynnysarvojen vektoreihin verrattuna. BSS:jen vertailussa ei esiintynyt suurta vaihte-
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lua eri kynnysarvojen vektoreiden välillä paitsi malleilla, joissa kynnysarvon funktio oli
muotoa g(q) =
√
q (malli B). Tällöin paras BSS saadaan käyttämällä kynnysarvojen vek-
toria c(7,10,13,15,17,19). Tämä kynnysarvon vektorin käyttö ei kuitenkaan tuota B mal-
lilla parempia BSS:ja kuin saadaan A tai C mallilla käyttämällä kynnysarvojen vektoria
c(0,4,8,12,15,17,20).
Alun perin mallia päätettiin harjoituttaa eri kynnysarvojen vektoreilla, sillä aiemmas-
sa tutkimuksessa (Lugt, 2013) oli todettu, että BSS:t olivat kovilla tuulen nopeuksilla pa-
rempia, jos kynnysarvoina käytettiin nimenomaan kovia tuulen nopeuksia. Lugtin (2013)
tutkimuksessa kynnysarvon funktiosta käytettiin vain muotoa g(q) =
√
q. Kyseessä on
sama funktion muoto, jolla tässä tutkimuksessa havaittiin vaikutusta BSS:en kynnysar-
vojen vaihtuessa. Tästä voidaan päätellä, että g(q) =
√
q on herkin mallia harjoituttavien
kynnysarvojen muutoksille.
Aiemmissa tutkimuksissa sekä Wilks, 2009 että Roulin ja Vannitsem, 2012 käytti-
vät sade-ennusteiden jälkiprosessoinnissa kynnysarvon funktiota g(q) =
√
q, jonka to-
distettiin toimivan selkeästi paremmin kuin g(q) = q ja vain hieman epätarkemmin kuin
g(q) =
√
q+q. Myös tuuliennusteiden jälkiprosessoinnissa on käytetty samaista funktion
muotoa ilman tarkempia jatkotutkimuksia, olettaen sen toimivan parhaiten (Lugt, 2013).
Kuten aiemmin todettiin, tässä tutkimuksessa käytettyjen ennusteiden ja havaintojen pe-
rusteella huonoiten toimi kynnysarvon yhtälö g(q) =
√
q (malli B) ja paras kynnysarvon
yhtälö oli joko g(q) = q tai g(q) =
√
q+ q (mallit A ja C) riippuen ennustepituudesta.
Todennäköisesti eron aiheuttaa ennustettavan suureen erilainen jakauma. Sateen intensi-
teetin havainnot eivät noudata normaalijakaumaa, kun taas tuulen nopeuden havainnot
ovat likimain normaalisti jakautuneet, tuottaen usein hieman oikealle vinon jakauman.
Taulukkoon 5.2 on kirjattu valittujen ELR-mallien regressioyhtälöt muodossa f (x)+
g(q) kolmen desimaalin tarkkuudella kullekin ennustepituudelle erikseen. Yhtälöt muo-
dostavat s:n muotoisia todennäköisyysjakaumia, joita on esitetty kuvassa 5.1 eri tuulen
nopeuden kynnysarvoilla 24 tunnin ennusteelle. Vaaka-akselilla on alkuperäisen mallin
(tasokorjattu ECMWF) ennustama tuulen nopeus ja pystyakselilla ELR-mallin antama
todennäköisyys sille, että tuulen nopeus ylittää valitun kynnysarvon. Kuvaajaa tulkitaan
siten, että jos ECMWF:n ennustama tuulen nopeus on tasokorjauksen jälkeen esimerkiksi
15 m/s, niin jälkiprosessoidun mallin perusteella tuulen nopeus ylittää 14 m/s (sininen vii-
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Taulukko 5.2: Eri ennustepituuksille valitut mallit ja niiden pohjalta luodut regressioyh-
tälöt. Yhtälöissä q on tuulen nopeuden kynnysarvo, x1 alkuperäisen mallin (ECMFW)
ennustama tuulen nopeus ja p todennäköisyys sille, että tuulen nopeus ylittää valitun kyn-
nysarvon. Alkuperäisen mallin ennustamalle tuulen nopeudelle on tehty asemakohtainen
tasokorjaus vähentämällä harjoitusjaksolla havaittu keskimääräinen harha ennusteesta
(katso luku 4.2).
12 h A3.W1 3,226−1,279 ·q+1,810 ·x1−2,717 ·√x1
24 h C3.W2 3,265−0,948 ·q−1,374 ·√q+1,457 ·x1−1,308 ·√x1
36 h C3.W3 3,861−0,832 ·q−1,441 ·√q+1,358 ·x1−1,514 ·√x1
48 h C3.W3 4,079−0,723 ·q−1,443 ·√q+1,225 ·x1−1,532 ·√x1
Kuva 5.1: ELR-mallin tuottamat todennäköisyysjakaumat eri tuulen nopeuden kynnysar-
voilla, kun ennustepituus on 24 tuntia (yhtälö on esitetty taulukossa 5.2). X-akselilla on
alkuperäisen mallin (ECMWF) ennustama tuulen nopeus ja y-akselilla todennäköisyys
sille, että tuulen nopeus ylittää valitun kynnysarvon. Värit edustavat eri tuulen nopeuden
kynnysarvoja.
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va) noin 70 %:n todennäköisyydellä. Myös muilla ennustepituuksilla ELR-mallien toden-
näköisyysjakaumat ovat s-käyrän muotoisia, mutta ennustepituuden kasvaessa todennä-
köisyysjakaumat levenevät. Esimerkiksi tuulen nopeuden kynnysarvo 14 m/s ylittyy 20–
80 %:n todennäköisyydellä 24 tunnin ennustepituuden mallilla, kun alkuperäisen mallin
ennustama tuulen nopeus on 13,1–15,5 m/s. Vastaava tuulen nopeus 48 tunnin ennustepi-
tuuden mallilla on 12,5–15,5 m/s eli väli on tällöin 0,6 m/s leveämpi. Myös alkuperäisen
mallin ennustama tuulen nopeus, jolloin kynnysarvo ylittyy 50 %:n todennäköisyydellä,
vaihtelee hieman eri ennustepituuksilla tuotettujen mallien välillä.
5.2 Jälkiprosessoitujen ennusteiden verifiointi
Kuvassa 5.2 on esitetty ELR-malleilla laskettujen todennäköisyysennusteiden Brier
skill scoret tuulen nopeuden kynnysarvon funktiona. Referenssimallina on tapahtuman
otosklimatologinen todennäköisyys. Kuvasta nähdään, että jälkiprosessoidut ennusteet
Kuva 5.2: Jälkiprosessoiduilla malleilla laskettujen ennusteiden Brier Skill Scoret tuulen
nopeuden kynnysarvojen funktiona eri ennustepituuksilla. Referenssimallina on tapahtu-
man otosklimatologinen todennäköisyys.
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ovat kaikilla tuulen nopeuden kynnysarvoilla 2–20 m/s parempia kuin klimatologinen en-
nuste. Luonnollisesti ennustepituuden kasvaessa BSS heikkenee. Ainoastaan kynnysar-
voilla 18 ja 20 m/s, joiden tapahtumat ovat hyvin harvinaisia verifiointijaksolla, ennuste-
pituuksien paremmuusjärjestys ei ole oletettu. Kaikilla tarkastelluilla ennustepituuksilla
malli on silti huomattavasti parempi kuin otosklimatologinen ennuste. Tulokset ovat lu-
paavia mietittäessä todennäköisyysennusteiden hyödyntämistä operatiivisessa säänennus-
tustoiminnassa annettaessa varoituksia.
BSS:n lisäksi on tärkeä tarkastella todennäköisyysennusteiden luotettavuutta eli var-
mistua siitä, että mallilla ei ole taipumusta yli- tai aliennustaa kovia tuulen nopeuksia.
Kuvassa 5.3 on esitetty luotettavuusdiagrammit ELR-mallin 24 tunnin ennusteille tapauk-
sissa, joissa tuulen nopeuden kynnysarvona on 12, 14 tai 16 m/s. Kuvista nähdään, että
todennäköisyysennusteiden luotettavuus on hyvä etenkin 12 ja 14 m/s kynnysarvoilla, sil-
lä luotettavuusdiagrammin pisteet ovat lähellä diagonaalia. Kynnysarvolla 16 m/s malli
näyttää hieman aliennustavan tapahtumia eli pisteet ovat suurimmaksi osaksi diagonaalin
yläpuolella. Kuten voidaan olettaa, luotettavuus heikkenee, kun tuulen nopeuden kynnys-
arvo kasvaa eli kun ennustetaan harvinaisempaa ilmiötä.
Ennustepituudella 12 tuntia luotettavuusdiagrammit ovat hyvin samanlaiset kuin 24
tunnin ennustepituudella. Kun ennustepituus on 36 tai 48 tuntia, mallilla on taipumusta
aliennustaa hieman myös kynnysarvolla 14 m/s ja kynnysarvolla 16 m/s aliennustus on jo
huomattavaa. Ennustepituudella 48 tuntia ja kynnysarvolla 16 m/s luotettavuus alkaa olla
jo melko huono, ja osa luotettavuusdiagrammin pisteistä on melko kaukana diagonaalis-
ta. Tämä nähdään myös taulukosta 5.3, jossa on esitetty luotettavuudet numeroarvoina
eri kynnysarvoilla. Johtopäätöksenä voidaan todeta, että ELR-mallin tuottamat ennusteet
ovat luotettavia ainakin kynnysarvoon 16 m/s asti ennustepituuksilla 12, 24 ja 36 tuntia,
ja kynnysarvoon 14 m/s asti ennustepituudella 48 tuntia.
Luotettavuusdiagrammin avulla voidaan tarkkailla myös mallin resoluutiota, eli sen
kykyä ennustaa lähellä ääripäitä olevia todennäköisyyksiä (0 tai 1), tutkimalla kuhunkin
ennustettuun todennäköisyysluokkaan osuvien ennusteiden määrää. Tulokset osoittavat,
että resoluutio heikkenee ennustepituuden kasvaessa (taulukko 5.4). Esimerkiksi tuulen
nopeuden kynnysarvolla 14 m/s resoluutio on 24 tunnin ennusteilla 0,0164 ja 48 tunnin
ennusteilla 0,015.
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Kuva 5.3: Jälkiprosessoidulla mallilla laskettujen ennusteiden (ennustepituus 24 h) luo-
tettavuusdiagrammit eri tuulen nopeuden kynnysarvoilla.
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Taulukko 5.3: ELR-mallien luotettavuudet eri tuulen nopeuden kynnysarvoilla. Paras arvo
luotettavuudelle on 0.
Ennustepituus 12 h 24 h 36 h 48 h
12 m/s 0,0019 0,0019 0,0018 0,0015
14 m/s 0,0023 0,0022 0,0022 0,0023
16 m/s 0,0026 0,0026 0,0024 0,0032
Taulukko 5.4: ELR-mallien resoluutiot eri tuulen nopeuden kynnysarvoilla. Paras arvo
resoluutiolle on yhtä suuri kuin otannan epävarmuus (kts. kaava 14). Paras arvo on si-
ten riippuvainen ennustettavan tapahtuman otosklimatologisesta todennäköisyydestä ja
vaihtelee ennustettaessa eri tuulen nopeuden kynnysarvoa.
Ennustepituus 12 h 24 h 36 h 48 h Epävarmuus
12 m/s 0,0479 0,0458 0,0428 0,0391 0,076
14 m/s 0,0172 0,0164 0,0157 0,0150 0,031
16 m/s 0,0070 0,0066 0,0050 0,0057 0,013
Lopuksi tutkitaan ELR-mallin tuottamien todennäköisyysennusteiden erottelukykyä.
Kuvassa 5.4 on esitetty ROC-käyrä 24 tunnin ennustepituudella, kun tuulen nopeuden
kynnysarvona on 14 m/s. ROC-käyrän alle jäävä pinta-ala (ROC-alue) on 0,986. Kaikilla
tutkituilla ennustepituuksilla ja tuulen nopeuden kynnysarvoilla lasketut ROC-alueet esi-
Kuva 5.4: Jälkiprosessoidulla mallilla laskettujen ennusteiden (ennustepituus 24 h) ROC-
käyrä tuulen nopeuden kynnysarvolla 14 m/s.
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Taulukko 5.5: ELR-mallien ROC-käyrän alapuolelle jäävä pinta-ala eri tuulen nopeuden
kynnysarvoilla.
Ennustepituus 12 h 24 h 36 h 48 h
12 m/s 0,9814 0,9793 0,9722 0,9609
14 m/s 0,9876 0,9860 0,9836 0,9772
16 m/s 0,9939 0,9920 0,9874 0,9828
tetään taulukossa 5.5, josta nähdään, että ennustepituuden kasvaessa ROC-alue pienenee,
mikä on oletettavaa. Kuten tiedetään, tämän tapahtuman klimatologinen todennäköisyys
tutkimusjaksolla on hyvin pieni (3,3 %), joten POD painottuu suhteessa POFD:iin koh-
tuuttomasti. Tällaisessa tapauksessa ROC-käyrän hyödyntäminen optimaalisen todennä-
köisyyden raja-arvon määrittämiseen on siten huono. ROC arvon eli PSS:n (kaava 12)
käyttäminen kategoristen ennusteiden verifiointimittarina on samasta syystä huono. Ku-
ten kuvasta nähdään, ennustettaessa harvinaisia tapahtumia, ROC-alue on suurimmillaan,
kun ennuste annetaan pienellä todennäköisyydellä. Tämä tarkoittaa, että ROC arvo para-
nee, kun yliennustetaan tapahtumaa huomattavasti. ROC-käyrän alle jäävä pinta-ala on
myös luonnostaan sitä parempi mitä harvinaisempi tapaus on kyseessä. Asia voidaan ha-
vaita myös tarkastelemalla taulukkoa 5.5, josta nähdään, että parhaat tulokset saadaan
kynnysarvolla 16 m/s. Todennäköisyysennusteiden tapauksessa ROC-alueen käyttö veri-
fioinnissa on kuitenkin sopivaa. Jatkossa, kun kehitetään ja testataan uusia todennäköi-
syysennusteita tuottavia malleja, on tärkeää testata niiden tuottamia verifiointisuureita ai-
kaisempien mallien vastaaviin.
5.3 Jälkiprosessoitujen ennusteiden muokkaus deterministiseen muotoon
Todennäköisyysennusteet saadaan muokattua takaisin deterministiseen muotoon, kun
ratkaistaan regressioyhtälöistä (esitetty taulukossa 5.2) tuulen nopeuden kynnysarvo q.
Ennustepituudella 12 tuntia todennäköisyysennusteet saadaan muokattua takaisin deter-
ministiseen muotoon seuraavan kaavan avulla:
ennuste = q =





Ennustepituuksilla 24, 36 ja 48 tuntia deterministiseen muotoon muokkaus tapahtuu puo-
lestaan seuraavasti:
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ennuste = q =
−
√
4 ·b1 ·b2 2 · c+b2 4+2 ·b1 · c+b2 2
2 ·b1 2 ,
missä c = ln(
p
1− p)−b0−b3 · x1−b4 ·
√
x1.
Seuraavissa laskelmissa todennäköisyyden raja-arvona käytetään lukua 0,5, sillä tällöin
ELR-mallilla muokattujen harjoitusjakson ennusteiden RMSE on pienin.
Taulukossa 5.6 on esitetty ELR-mallin ja ECMFW:n alkuperäisten sekä tasokorjat-
tujen ennusteiden verifiointisuureet ennustepituudella 24 tuntia, kun mukana on kaikki
verifiointijakson ennusteet. Taulukosta nähdään, että pelkällä tasokorjauksella ennustei-
den keskivirhe (ME) paranee lähes nollaan, ja myös absoluuttinen keskivirhe (MAE) ja
RMSE paranevat huomattavasti raakaan ECMWF:n ennusteeseen verrattuna. Kuitenkin
ELR-mallin avulla saadaan parannettua deterministisiä ennusteita vielä hieman myös ta-
sokorjattuun ennusteeseen verrattuna.
ELR-mallilla tuotettujen ennusteiden absoluuttinen keskivirhe paranee 1,34 %:a ta-
sokorjattuun ECMWF:n ennusteeseen verrattuna ja 5,39 %:a raakaan ECMWF:n ennus-
teeseen verrattuna. RMSE paranee vastaavasti 1,58 ja 5,08 %:a verrattuna ECMWF:n en-
nusteisiin. Muillakin tutkituilla ennustuspituuksilla (12, 36 ja 48 h) ELR-mallin havaitaan
parantavan sekä ennusteiden absoluuttista keskivirhettä että RMSE-arvoa. Parannukset
ovat samaa suuruusluokkaa kuin 24 tunnin ennustepituudella eikä niissä esiinny selkeää
trendiä ennustepituuden kasvaessa. Keskimäärin kaikilla ennustepituuksilla (12, 24, 36
ja 48 h) MAE paranee 1,30 %:a ja RMSE 1,63 %:a ECMWF:n tasokorjattuun ennustee-
seen verrattuna. Jos ELR-mallia verrataan alkuperäiseen ECMWF-malliin, ennusteiden
absoluuttinen keskivirhe paranee keskimäärin 5,25 %:a ja RMSE 5,00 %:a.
Kun tarkastellaan ennustevirheiden jakaumia eri tuulen nopeuden luokissa (kuva 5.5),
nähdään, että erityisesti kovilla tuulen nopeuksilla ELR-malli pystyy parantamaan en-
nusteita ECMWF:n ennusteisiin verrattuna. Kuvassa on esitetty determinististen ennus-
teiden ennustevirheiden jakauma ennustepituudella 24 tuntia. Musta viiva laatikon kes-
kellä kuvaa ennustevirheiden mediaania, ja laatikon ala- ja yläreunat ennustevirheiden 1.
ja 3. kvartaalia. Kuvassa esitetyllä 24 tunnin ennustepituudella RMSE paranee tuuliluo-
kassa 12–16 m/s 10,6 %:a alkuperäiseen ECMWF-malliin verrattuna. Tosin tasokorjat-
tuun malliin verrattuna parannusta on vain 1,0 %:a eli ELR-mallilla ei tässä tuuliluokassa
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Taulukko 5.6: ELR-mallin ja ECMWF:n determinististen ennusteiden (ennustepituus on
24 h) verifiointisuureiden vertailu. Tarkastelussa on mukana kaikki verifiointijakson en-
nusteet.
Malli ME MAE SD RMSE
ELR -0,030 1,146 1,495 1,495
ECMWF* (tasokorjattu) 0,045 1,162 1,518 1,519
ECMWF (alkuperäinen) -0,258 1,212 1,554 1,575
saada enää merkittävää lisäparannusta ennusteisiin tasokorjauksen jälkeen. Kovimmassa
tuuliluokassa (16–20 m/s) ELR-mallilla kuitenkin saadaan merkittäviä parannuksia en-
nusteisiin. Alkuperäiseen ECMWF-malliin verrattuna RMSE paranee 38,5 %:a ja myös
tasokorjattua mallia pystytään parantamaan ELR-mallin avulla jopa 23,4 %:a.
Muillakin ennustepituuksilla (12, 36 ja 48 h) ELR-malli parantaa deterministisiä en-
nusteita eniten juuri kovilla tuulen nopeuksilla, joita ECMWF:n on tapana aliennustaa.
Ylimmässä tuuliluokassa (16–20 m/s) alkuperäiseen malliin verrattuna RMSE paranee
27,0 %:a (12h), 18,4 %:a (36h) ja 20,0 %:a (48h). Myös tasokorjattuun ennusteeseen ver-
rattuna ELR-malli parantaa ennusteiden RMSE:tä 16,9 %:a (12h), 7,1 %:a (36h) ja 3,1
%:a (48h). Tuuliluokassa 12–16 m/s alkuperäiseen malliin verrattuna ELR-malli paran-
taa ennusteiden RMSE:tä 10,5 %:a (12h), 5,8 %:a (36h) ja 3,4 %:a (48h). Tasokorjattu
ennuste paranee ELR-mallin käsittelyn jälkeen 12 tunnin ennusteessa 3,1 %:a. Pidem-
millä ennustepituuksilla (36 ja 48 h) ELR-malli ei enää pysty parantamaan tasokorjattuja
ennusteita. Itse asiassa RMSE on hieman huonompi ELR-mallin käsittelyn jälkeen, kun
verrataan tasokorjattuun ennusteisiin tässä tuuliluokassa (-0,6 ja -0,3 %:a).
Aiemmassa tutkimuksessa (Pönni, 2014), jossa oli muokattu pienempi hilaisen mallin
(Arome/HARMONIE) ennusteita ELR-menetelmän avulla, saatiin ennusteiden RMSE:tä
parannettua peräti 24 %:a. Parannus on huomattavasti enemmän kuin tässä tutkimuksessa
saatu noin 5 %:a. Pönnin (2014) tutkimuksessa muokattiin yhden rantapisteen ennusteita,
jolloin regressioyhtälössä käytettiin ennusteparametrina alkuperäisen mallin ennusteiden
lisäksi myös ennustettua tuulen suuntaa. Suurempaa parannusta selittää myös ennustepi-
tuuden lyhyys (3 tuntia) sekä alkuperäisen mallin ennusteiden jo alunperin melko suuri
harha (noin 1 m/s), joka ELR-menetelmän avulla saadaan korjattua hyvin. Tämän perus-
teella voidaan kuitenkin päätellä, että ELR-mallilla saadaan parannettua ennusteita eten-
kin ennustepisteissä, joissa maaston vaihtelu on suurta eri suunnissa. Tämä hilapisteen
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Kuva 5.5: ELR-mallin deterministisen ennusteen (sininen), EC:n tasokorjatun ennusteen
(vihreä) ja EC:n alkuperäisen ennusteen (harmaa) ennustevirheen mediaani sekä 1. ja 2.
kvantaali eri tuulen nopeuden luokissa. Ennustepituus on 24 h.
vaihteleva rosoisuus aiheuttaa numeerisille malleille hankaluutta, joka pystytään jälkipro-
sessoinnin avulla korjaamaan, kun valitaan sopivia ennusteparametreja regressioyhtälöön
selittäviksi tekijöiksi.
Kokonaisuudessaan ELR-menetelmä vaikuttaa olevan toimiva jälkiprosessointityöka-
lu myös merialueiden determinististen ennusteiden korjaukseen. Etenkin lyhyillä ennus-
tepituuksilla (12 ja 24 h) ennusteita pystytään parantamaan huomattavasti etenkin kovilla
tuulen nopeuksilla. Myös pidemmillä ennustepituuksilla (36 ja 48 h) ennusteet paranevat
alkuperäiseen malliin verrattuna. Kuitenkin kovilla tuulen nopeuksilla merkittävimmän
parannuksen ennusteisiin tekee jo pelkkä tasokorjaus eli hyvin yksinkertainen asemakoh-
tainen harhan poisto.
Seuraavaksi tarkastellaan ELR-mallin tuottamien ennusteiden hyvyyttä, kun ne muu-
tetaan kategorisiksi ennusteiksi. Tällöin tuulen nopeuden kynnysarvon ennustetaan ai-
noastaan joko ylittyvän tai alittuvan. Kyseessä on siis nk. kyllä-ei -ennuste, joita varoi-
tuksen annossa nykyään käytetään. Kuvassa 5.6 on esitetty ELR-mallin Brier skill sco-
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Kuva 5.6: ELR-mallin Brier skill scoret eri tuulen nopeuden kynnysarvoilla ja eri ennus-
tepituuksilla. Vasemman puoleisessa kuvassa referenssimallina on alkuperäinen ECMFW
ja oikean puoleisessa kuvassa tasokorjattu ECMWF.
Kuva 5.7: Kategoristen ennusteiden harha eri tuulen nopeuden kynnysarvoilla ja eri en-
nustepituuksilla, kun ennuste annetaan todennäköisyyden raja-arvolla 50 %:a. Kun harha
on yksi, tapahtumaa on ennustettu ja havaittu yhtä paljon.
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ret (BSS) eri tuulen nopeuden kynnysarvoilla. Referenssimallina on vasemman puolei-
sessa kuvassa alkuperäinen malli (ECMWF) ja oikean puoleisessa kuvassa tasokorjattu
ECMWF. Kuvasta nähdään, että ELR-malli parantaa kategoristen ennusteiden Brier sco-
rea kaikilla tuulen nopeuden kynnysarvoilla verrattuna alkuperäiseen malliin (vasen ku-
va). Eniten parannusta suhteessa alkuperäiseen malliin havaitaan ennustepituuden ollessa
lyhyt. Tällöin ELR-malli parantaa kategorisia ennusteita erityisesti kovilla tuulen nopeuk-
silla (>14 m/s) kuten oli tavoitteenakin. Tasokorjattuun malliin verrattuna (oikealla) ELR-
malli pystyy parantamaan kategorisia ennusteita selkeästi vain ennustepituuden ollessa 12
tai 24 tuntia ja tuulen nopeuden kynnysarvon ollessa 14–18 m/s.
Kuvassa 5.7 on esitetty mallien tuottamien ennusteiden harhat (kaava 7) eri tuulen no-
peuden kynnysarvoilla. Harha kuvaa ennustettujen ja havaittujen kyllä-tapausten suhdetta.
Jos harha on yli yksi, tapausta yliennustetaan ja väärien hälytysten osuus suhteessa hu-
teihin on suurempi. Jos harha on alle yksi, malli puolestaan aliennustaa tapauksien toteu-
tumista. Kun ennustetaan voimakkaita tuulen nopeuksia, on tyypillistä, että kategorisissa
ennusteissa havaitaan jonkin verran aliennustamista, sillä ennusteet painottuvat luonnol-
lisesti kohti keskimääräistä tuulen nopeutta. Kuvasta 5.7 nähdään, että ELR-mallin en-
nusteilla (sininen viiva) harha on parempi, eli lähempänä ykköstä, kaikilla tuulen nopeu-
den kynnysarvoilla, kun verrataan alkuperäiseen ECMWF-malliin (harmaa). Eniten ELR-
malli parantaa harhaa ennustepituuden ollessa lyhyt. Tällöin ennusteiden harha paranee
myös suhteessa tasokorjattuun malliin (vihreä). Ennustepituuden kasvaessa, ELR-malli
parantaa ennusteiden harhaa verrattuna tasokorjattuun ennusteeseen vain kovilla tuulen
nopeuksilla. Jälkiprosessointi heikentää ennusteiden harhaa tuulen nopeuden kynnysar-
voilla 10–14 m/s, kun ennustepituus on 48 tuntia.
On huomioitava, että harha on suure, jota pystytään parantamaan keinotekoisesti va-
litsemalla sopiva todennäköisyyden raja-arvo, jolla ennuste annetaan. Tällöin ennusteiden
osuvuus kuitenkin usein heikkenee. Kuvan 5.7 laskelmissa todennäköisyyden raja-arvona
on käytetty lukua 0,5. Myöhemmin luvussa 5.4 pohditaan tarkemmin, mikä on optimaa-
linen raja-arvo, jolla kynnysarvon ylitys ennustetaan tapahtuvan, jotta tarkkuus ja harha
pystytään tasapainottamaan eri tilanteisiin sopivaksi.
Johtopäätöksenä ELR-mallin soveltamisesta kategorisiin ennusteisiin voidaan todeta,
että etenkin 12 ja 24 tunnin ennustepituuksilla ELR-malli on toimiva. Sen avulla sekä
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ennusteiden tarkkuutta (BSS) että harhaa pystytään parantamaan merkittävästi etenkin
tuulen nopeuden kynnysarvoilla 12–18 m/s. Kun ennustepituus kasvaa (36 ja 48 h), ELR-
mallin kyky parantaa ennusteita heikkenee. Tuulen nopeuden kynnysarvoilla 10–14 m/s
pelkkä tasokorjaus parantaa ennusteita eniten ja ELR-malli ei pysty tuomaan niihin enää
merkittävää lisäarvoa.
5.4 Jälkiprosessoitujen ennusteiden hyödyntäminen ennustus- ja varoitustoiminnassa
Kun pohditaan todennäköisyysennusteiden hyödyntämistä varoitustoiminnassa, yk-
si keskeinen kysymys on, millä todennäköisyyden raja-arvolla varoitus kannattaa antaa,
jotta käyttäjät hyötyisivät ennusteista eniten. Usein raja-arvon määritykseen vaikuttavat
myös valitut verifiointisuureet, joiden avulla tarkkaillaan ennusteiden onnistumista. Tär-
keitä tekijöitä varoitusten antamisessa on luonnollisesti pyrkiä ennustamaan mahdollisim-
man oikein eli mahdollisimman vähän vääriä hälytyksiä ja huteja. Jos kyseessä on hyvin
harvinainen ja myös hyvin vaarallinen ilmiö, on usein tärkeää saada mahdollisimman pal-
jon osumia, joka tarkoittaa, että väärien hälytysten osuus myös kasvaa.
Taulukoissa 5.7, 5.8 ja 5.9 on esitetty kontingenssitaulukossa esiintyvien suureiden ar-
vot eri todennäköisyyden raja-arvoilla tuulen nopeuden kynnysarvoilla 12, 14 ja 16 m/s.
Taulukoihin on lisäksi merkitty alimmille riveille alkuperäisen mallin (ECMWF) ja taso-
korjatun mallin (ECMWF*) kategoristen ennusteiden kontingenssitaulukkosuureet kysei-
sillä tuulen nopeuden kynnysarvoilla. Taulukoista on ympyröity kohta, jossa ennusteen
harha on mahdollisimman vähäistä (vääriä hälytyksiä ja huteja on yhtä paljon), ja kohta,
jolloin ennusteen osuvuus on suurimmillaan (vääriä hälytyksiä ja huteja on yhteensä mah-
dollisimman vähän). Kuten tuloksista nähdään, nämä kohdat eivät useinkaan osu samalle
todennäköisyyden raja-arvolle.
Todennäköisyyden raja-arvo, jolla harha on pienimmillään, vaihtelee tuulen nopeu-
den kynnysarvon mukaan. Kun tarkastellaan kaikkien ennustepituuksien tapauksia, kyn-
nysarvolla 12 m/s ennusteen harha on vähäisintä raja-arvolla 35–40 %:a. Kynnysarvon
ollessa 14 m/s harha on vähäisintä raja-arvolla 30–35 %:a ja kynnysarvon ollessa 16 m/s
raja-arvolla 20–25 %:a. Todennäköisyyden raja-arvo on siis sitä matalampi mitä kovempi
tuulen nopeuden kynnysarvo on, ja samalla mitä harvinaisempi on ennustettava tapaus.
Kun tarkastellaan kaikkia ennustuspituuksia ja useampia kynnysarvoja (8–18 m/s),
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Taulukko 5.7: Kontingenssitaulukon suureet eri todennäköisyyden raja-arvoilla, kun tuu-
len nopeuden kynnysarvo on 12 m/s. Alimmilla riveillä on alkuperäisen mallin (ECMWF)
ja tasokorjatun mallin (ECMWF*) antamat suureet. Sarakkeiden kirjaimet ovat osumat
(a), väärät hälytykset (b), hudit (c) ja ei hälytyksiä (d).
Raja-arvo a b c d b + c
20 % 622 418 79 7360 497
25 % 588 319 113 7459 432
30 % 562 258 139 7520 397
35 % 547 213 154 7565 367
40 % 518 176 183 7602 359
45 % 473 140 228 7638 368
50 % 446 111 255 7667 366
55 % 412 80 289 7698 369
60 % 390 72 311 7706 383
ECMWF 366 61 335 7717 396
ECMWF* 427 91 274 7687 365
Taulukko 5.8: Kontingenssitaulukon suureet, kun tuulen nopeuden kynnysarvo on 14 m/s.
Raja-arvo a b c d b + c
0 % 276 8203 0 0 8203
5 % 266 504 10 7699 514
10 % 241 279 35 7924 314
15 % 229 208 47 7995 255
20 % 212 168 64 8035 232
25 % 204 127 72 8076 199
30 % 194 108 82 8095 190
35 % 182 89 94 8114 183
40 % 174 74 102 8129 176
45 % 156 56 120 8147 176
50 % 149 47 127 8156 174
55 % 134 39 142 8164 181
60 % 124 35 152 8168 187
65 % 113 26 163 8177 189
70 % 103 19 173 8184 192
75 % 95 14 181 8189 195
80 % 82 7 194 8196 201
85 % 65 4 211 8199 215
90 % 52 2 224 8201 226
95 % 34 1 242 8202 243
100 % 0 0 276 8203 276
ECMWF 101 23 175 8180 198
ECMWF* 126 35 150 8168 185
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Taulukko 5.9: Kontingenssitaulukon suureet, kun tuulen nopeuden kynnysarvo on 16 m/s.
Raja-arvo a b c d b + c
20 % 76 46 32 8325 78
25 % 71 36 37 8335 73
30 % 66 23 42 8348 65
35 % 57 20 51 8351 71
40 % 55 12 53 8359 65
45 % 48 10 60 8361 70
50 % 44 6 64 8365 70
55 % 39 5 69 8366 74
60 % 35 5 73 8366 78
ECMWF 24 3 84 8368 87
ECMWF* 32 3 76 8368 79
osuvuus on useimmiten parhaimmillaan todennäköisyyden raja-arvolla 50 %:a. Mukaan
mahtuu myös poikkeuksia, joista selvin esiintyy kynnysarvolla 16 m/s kaikilla ennus-
tepituuksilla. Tällöin paras osuvuus verifiointijaksolla saadaan keskimäärin todennäköi-
syyden raja-arvolla 33 %:a. Ero johtuu todennäköisesti ennustevirheiden jakaumasta ve-
rifiointijaksolla jo alkuperäisessä mallissa juuri kyseisellä kynnysarvolla, eikä ole ELR-
mallista johtuva ominaisuus. Muilla tuulen nopeuden kynnysarvoilla ei nimittäin havaita
merkittäviä poikkeavuuksia raja-arvosta 50 %:a. Myös kynnysarvolla 12 m/s ennusteiden
osuvuus vaikuttaisi olevan parhaimmillaan, kun raja-arvoksi valitaan 40 %:a (taulukko
5.7). Kun kontingenssitaulukon suureita tarkastellaan eri todennäköisyyden raja-arvolla
yhden prosentin välein, saadaan selville, että ennusteen osuvuus on yhtä hyvä raja-arvoilla
39, 40, 43 ja 51 %:a. Eli tässäkin tapauksessa yksi raja-arvo, jolla saadaan ennusteille pa-
ras osuvuus on hyvin lähellä 50 %:a.
Kuten aiemmin todettiin, todennäköisyyden raja-arvolle, jolla saataisiin parhaita ka-
tegorisia ennusteita, ei ole olemassa yhtä oikeaa tulosta. Raja-arvon valinta riippuu sii-
tä, mitä verifiointisuureita pidetään tärkeimpinä. Jos varoitus annetaan todennäköisyyden
raja-arvolla, joka tuottaa mahdollisimman harhattoman ennusteen, on väärien hälytysten
ja hutien osuus sama. Tällöin ennusteiden osuvuus kuitenkin usein kärsii. Jos varoitus
annetaan todennäköisyyden raja-arvolla, jolla ennusteiden osuvuus on parhaimmillaan,
pienenee väärien hälytysten osuus edellisestä, mutta hutien osuus vastaavasti kasvaa.
Jos halutaan optimoitu todennäköisyyden raja-arvo varoitusten antamiseen, voidaan
hyödyntää nk. cost-loss -menetelmää (Wilks, 2001). Menetelmän ideana on, että varoi-
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tuksia hyödyntävälle osapuolelle aiheutuu tietyt kulut, kun ennuste annetaan, sillä os-
apuolen on tehtävä tällöin vaaralliseen säähän varautuvia toimenpiteitä. Vastaavasti, jos
ennustetta ei annetta, mutta tapahtuma silti havaitaan, syntyy menetyksiä, jotka ovat usein
taloudellisesti suurempia kuin väärien hälytysten takia syntyneet kulut. Tältä kannalta on
myös tärkeää, että varoituksia annetaan myös todennäköisyysmuodossa, sillä eri käyttä-
järyhmillä voi olla erilaiset kertoimet kuluille ja menetyksille, mikä taas vaikuttaa heille
optimaalisen todennäköisyyden raja-arvon valitsemiseen. Lisäksi raja-arvo on todennä-
köisesti alhaisempi vaarallisemmille tapahtumille kuten tuulen tapauksessa myrskyille.
Lisäksi, jos varoitus annetaan kyllä-ei -muodossa, laitoksella käytössä olevat verifiointi-
suureet, joilla ennusteiden hyvyyttä mitataan, voi vaikuttaa ennusteenantokriteereihin.
On muistettava, että jälkiprosessoinnin avulla voidaan korjata vain paikallisten tekijöi-
den tai mallin systemaattisten virheiden vaikutusta ennusteeseen. Eli jos ennuste on jos-
tain muusta syystä huono, ei jälkiprosessoinnin avulla voida ennustaa kyseisen ennusteen
epävarmuutta oikein. Tämänkin takia päivystävän meteorologin rooli on tärkeä annettaes-
sa varoituksia, sillä kokemuksen kautta meteorologi pystyy arvioimaan, milloin ennuste
on luotettava ja minkälaisissa tilanteissa eri säämallit ovat vahvimmillaan.
5.5 ELR-mallin jatkokehittely
Jatkossa ELR-mallin ennusteita voisi yrittää parantaa testaamalla muita ennustuspara-
metreja mallin selittävinä tekijöinä, esimerkiksi ennusteita tuulen suunasta tai ilmakehän
stabiilisuudesta. Yhtenä vaihtoehtona voisi testata ELR-mallin luomista erikseen kullekin
ennustetunnille, sillä ilmakehän stabiilisuudessa on selkeää sykliä yön ja päivän välillä.
Myös vuodenaikojen välillä numeerisissa malleissa esiintyy usein erilaisia virhelähteitä.
Jatkossa voisi siis testata paraneeko ennusteet, jos ELR-malli luodaan erilailla jaotelluil-
le osajoukoille erikseen. Usein tuuliennusteiden virhe johtuu joko virheellisestä ajoituk-
sesta tai sijainnista tapahtumalle. Jotta jälkiprosessoinnin avulla pystyttäisiin ottamaan
myös tämä asia huomioon, voitaisiin ennusteparametreina käyttää myös ennusteita lähei-
sille hiloille tai ennustetunneille, jolloin myös nämä ennusteet saisivat jonkinlaisen pai-
notuksen piste-ennusteessa. On huomioitava, että nykyään tuulivaroituksia annetaan me-
rialueille alueittain, mikä on hieman armollisempi tapa ennusteen onnistumisen kannalta
kuin piste-ennuste, joita tässä tutkimuksessa on verifioitu.
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On myös muistettava, että jälkiprosessointimallien regressioyhtälöt on syytä päivittää
sopivin väliajoin, esimerkiksi viikoittain tai kerran kuukaudessa. Historiadataa nimittäin
kertyy jatkuvasti lisää, ja se taas parantaa jälkiprosessoidun mallin kykyä ennustaa mah-
dollisimman monenlaisia tilanteita oikein. Jälkiprosessoituja malleja on myös päivitettävä
aina, kun numeerisia malleja kehitetään tai muokataan uuteen versioon, sillä jälkiproses-
sointi perustuu nimenomaan numeeristen mallien ulostuloparametreihin. Jos numeerisis-
sa malleissa tapahtuvia muutoksia ei huomioida luomalla uutta MOS-mallia, ennusteissa
saattaa esiintyä suuriakin virheitä (Glahn, 2014). Nykyään on kehitetty tapoja, joilla men-
neen ajan havaintoja ja ennusteita voidaan hyödyntää kahdesta eri numeerisen mallin ver-
siosta luotaessa jälkiprosessointimallia (Wilson ja Vallée, 2002). Tämä on tärkeää, sillä
esimerkiksi ELR-menetelmä vaatii vähintään kahden vuoden ajalta historiadataa, jotta se
pystyy tuottamaan luotettavia ennusteita.
Tässä tutkimuksessa testattiin ELR-mallia yksittäisiin pisteisiin, joka on välttämätön-
tä, sillä havainto edustaa aina yhtä pistettä. Jotta ELR-mallin tuottamia ennusteita voitai-
siin hyödyntää varoitustoiminnassa, tulisi jokaiselle merihilapisteelle laskea jälkiproses-
soitu ennuste, sillä varoitukset annetaan merialueittain (esimerkiksi Suomenlahden län-
siosa). Tässä tutkimuksessa luotiin yhteinen malli kaikille meriasemille, mikä mahdol-
listaa ELR-mallin soveltamista myös hilapisteisiin, joissa ei ole havaintoasemaa. Ongel-
mana on kuitenkin, että kullekin asemalle laskettiin oma harha, joka vähennettiin alku-
peräisen mallin ennusteesta ennen regressioyhtälöön syöttämistä. Kaikille merialueen hi-
lapisteille tulisi siten selvittää oma harha, joka voitaisiin laskea hyödyntämällä läheisiä
hilapisteitä, joille harha on laskettu. Lisäksi ELR-mallia tulisi harjoituttaa jaksolla, jossa
olisi enemmän erityisen kovia tuulia. Nyt tutkimusjaksolla havaittu maksimituuli oli 23
m/s eli tätä kovempia tuulia malli ei välttämättä pystyisi ennustamaan luotettavasti.
6. YHTEENVETO
Tämän tutkimuksen tarkoituksena oli jälkiprosessoida ECMWF:n deterministisistä
ennusteista todennäköisyysennusteita käyttäen laajennettua logistista regressiomenetel-
mää (ELR), joka tuottaa jatkuvan ja johdonmukaisen todennäköisyysjakauman. Mene-
telmän avulla tuotetut ennusteet siis kertovat millä todennäköisyydellä jokin tietty tuulen
nopeuden kynnysarvo ylittyy. Jälkiprosessoinnin avulla pystytään korjaamaan numeerisen
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säämallin systemaattisia ja paikallisia virheitä. Aiempien tutkimusten pohjalta tiedetään
ELR-menetelmän toimivan hyvin sekä sade- että tuuliennusteiden jälkiprosessoinnissa.
Tässä tutkimuksessa haluttiin tutkia erityisesti ELR-mallin tuottamien todennäköisyysen-
nusteiden hyvyyttä voimakkailla tuulen nopeuden kynnysarvoilla, jotta voidaan selvittää
ennusteiden käytettävyyttä varoitusten antamisessa. Tutkimuksen avulla haluttiin selvit-
tää myös pystyykö ELR-mallin avulla parantamaan deterministisiä tuuliennusteita avo-
merialueella, jossa paikallisten tekijöiden vaikutus ennusteeseen on vähäistä, sillä pinnan
rosoisuus on vakio koko numeerisen säämallin hilapisteessä.
Tutkimusta varten tuulihavaintoja ja -ennusteita oli saatavilla kolmen vuoden ajalta,
12 meriasemalta, kahdelta eri analyysitunnilta ja neljällä eri ennustepituudella. Ensim-
mäisen ja kolmannen vuoden dataa käytettiin jälkiprosessointimallin luomisessa ja toisen
vuoden dataa toteutetun mallin verifioinnissa. Tutkimalla ennustevirheiden keskiarvon ja
keskihajonnan vaihteluita eri ennustepituuksilla, analyysitunneilla ja asemilla, päädyttiin
luomaan kullekin ennustepituudelle oma ELR-malli. Kummatkin analyysitunnit päätettiin
sisällyttää samaan malliin, kuten myös kaikki asemat, jotta dataa oli tarpeeksi jälkipro-
sessoidun mallin luomista varten. Kaikille asemille suoritettiin ennen mallin luomista niin
kutsuttu tasokorjaus, jossa harjoitusdatasta laskettu harha vähennettiin asemittain kaikista
ennusteista. Ennusteen luotettavuuden ja toistettavuuden kannalta oli tärkeää, että tutki-
musjaksolle osui riittävästi kovia tuulen nopeuksia, joiden ennustamista tässä tutkimuk-
sessa erityisesti pyrittiin parantamaan.
ELR-mallin regressioyhtälö, jolla saatiin parhaat verifiointi- ja testaustulokset, oli
muotoa f (x) + g(q) = b0 + b1 · q+ b2 · x1+ b3 · √x1, kun ennustepituutena oli 12 tun-
tia. Ennustepituuksille 24, 36 ja 48 tuntia parhaat tulokset saatiin käyttämällä regressio-
yhtälön muotoa f (x)+ g(q) = b0 + b1 ·q+ b2 ·√q+ b3 · x1+ b4 ·√x1. Yhtälöissä q on
tuulen nopeuden kynnysarvo, x1 alkuperäisen mallin (ECMWF) ennustama tasokorjattu
tuulen nopeus ja bi:t regressioyhtälölle saadut vakiotermit. ELR-mallien regressioyhtälöt
muodostavat eri kynnysarvoilla s:n muotoisia todennäköisyysjakaumia alkuperäisen mal-
lin (tasokorjattu ECMWF) ennustaman tuulen nopeuden funktiona. Parhaan mallin valin-
nassa käytettiin verifiointisuureita, jotka oli laskettu voimakkaammilla tuulen nopeuden
kynnysarvoja. Ennusteista saatiin edelleen deterministisiä, ratkaisemalla regressioyhtä-
löstä tuulen nopeuden kynnysarvo ja valitsemalla todennäköisyyden raja-arvoksi halut-
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tu luku. Tässä tutkimuksessa raja-arvona käytettiin lukua 0,5, sillä tällöin harjoitusdatan
ELR-mallilla muokattujen ennusteiden RMSE oli pienin.
Jälkiprosessoitujen todennäköisyysennusteiden BS-arvot olivat kaikilla ennustepituuk-
silla selvästi parempia kuin otosklimatologisella todennäköisyydellä lasketut BS-arvot,
kun tuulen nopeuden kynnysarvo oli 2–20 m/s. Yleisesti ennusteet olivat sitä parem-
pia mitä lyhyempi ennustepituus oli, mikä onkin luonnollista. Myös suhteessa alkupe-
räisen mallin (ECMWF) ennusteisiin, ELR-menetelmällä tuotetut ennusteet paranivat si-
tä enemmän mitä lyhyempi ennustepituus oli. Saadut tulokset ovat lupaavia mietittäessä
ELR-menetelmän tuottamien todennäköisyysennusteiden käyttämistä operatiivisessa sää-
ennustustoiminnassa.
Jälkiprosessoitujen todennäköisyysennusteiden luotettavuutta ja resoluutiota testattiin
tuulen nopeuden kynnysarvoilla 12, 14 ja 16 m/s. Tulokset osoittivat, että luotettavuus
oli hyvä lähes kaikilla tarkastelluilla ennustepituuksilla ja kynnysarvoilla. Ennustepituu-
della 48 tuntia ja kynnysarvolla 16 m/s luotettavuus oli selkeästi huonompi kuin muis-
sa tapauksissa, ja luotettavuusdiagrammilla pisteet olivat useissa luokissa melko kauka-
na diagonaalista. Vaikka luotettavuus olikin hyvä useimmissa tapauksissa, ELR-mallilla
oli taipumusta aliennustaa kynnysarvolla 16 m/s kaikilla ennustepituuksilla. Myös kyn-
nysarvolla 14 m/s ELR-mallilla oli taipumusta hieman aliennustaa tapahtumia ennustepi-
tuuksilla 36 ja 48 tuntia. ELR-mallia voisi parantaa harjoituttamalla sitä harjoitusjaksolla,
jossa havaitaan enemmän juuri näitä kovia tuulia (>14 m/s).
ELR-mallin determinististen ennusteiden verifiointi osoitti, että menetelmän avulla
pystytään parantamaan deterministisiä ennusteita myös merialueella. Kaikilla ennustepi-
tuuksilla verifiointijakson ennusteiden RMSE parani keskimäärin 5,00 %:a alkuperäisiin
ECMWF:n ennusteisiin verrattuna ja 1,63 %:a, kun verrattiin ELR-mallin tuottamia en-
nusteita tasokorjattuihin ECMWF:n ennusteisiin.
Kun tarkasteltiin ennusteiden paremmuutta eri tuulen nopeuden luokissa, havaittiin,
että erityisesti voimakkaammilla tuulilla ELR-malli pystyy parantamaan ennusteita huo-
mattavasti verrattuna alkuperäiseen ECMWF-malliin, jolla on tapana hieman aliennustaa
juuri voimakkaampia tuulen nopeuksia. Kovimmassa tuuliluokassa (16–20 m/s) ennus-
teiden RMSE parani alkuperäiseen malliin verrattuna 18,4–38,5 %:a. Tässä tuuliluokas-
sa parannusta tapahtui myös tasokorjattuun malliin verrattuna kaikilla ennustepituuksil-
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la 3,1–23,4 %:a. Suurin parannus saatiin kuitenkin 12 ja 24 tunnin ennustepituuksilla.
Myös tuuliluokassa 12–16 m/s ennusteet paranivat alkuperäiseen malliin verrattuna 3,4–
10,6 %:a. Tasokorjattuun ennusteeseen verrattuna ennusteiden RMSE parani vain ennus-
tepituuksilla 12 ja 24 tuntia (1,0–3,1 %:a). Ennustepituuden kasvaessa 36 ja 48 tuntiin
ELR-malli ei tuonut enää parannusta tasokorjattuun ennusteeseen vaan oli jopa hieman
huonompi (-0,6 ja -0,3 %:a).
Tulokset osoittavat, että etenkin lyhyillä ennustepituuksilla ELR-malli toi ennusteisiin
huomattavaa parannusta kovilla tuulen nopeuksilla. Ennustepituuden kasvaessa pelkän ta-
sokorjauksen tuoma parannus oli merkittävin. Kokonaisuudessaan ELR-mallilla saatiin
kuitenkin parannettua ennusteita vielä tasokorjattuun ennusteisiin nähden myös ennuste-
pituuden ollessa 36 tai 48 tuntia.
Perinteiset varoituksen annossa käytetyt kategoriset ennusteet, jossa varoitus joko an-
nettaan tai ei anneta, paranivat myös hieman jälkiprosessoinnin myötä. Etenkin alkupe-
räiseen malliin verrattuna sekä ennusteiden tarkkuutta (BSS) että harhaa pystytään paran-
tamaan ELR-menetelmän avulla kaikilla ennustepituuksilla, kun tuulen nopeuden kynny-
sarvo on 10–18 m/s. Eniten parannusta saadaan ennustepituuden ollessa lyhyt (12 tai 24
tuntia). Tällöin kategoristen ennusteiden tarkkuus ja harha paranevat myös tasokorjattuun
ennusteeseen verrattuna kovilla tuulen nopeuden kynnysarvoilla (> 14 m/s). Ennustepi-
tuuden kasvaessa ELR-mallilla ei pystytä parantamaan kategorisia ennusteita merkittä-
västi verrattuna tasokorjattuun ECMWF-malliin tarkastelluilla tuulen nopeuden kynnys-
arvoilla (10–18 m/s).
Pohdittaessa optimaalista todennäköisyyden raja-arvoa, jolla ennuste tai varoitus tuli-
si antaa, tutkittiin kontingenssitaulukon suureita eri todennäköisyyden raja-arvoilla. Tut-
kimuksessa tarkkailtiin todennäköisyysennusteita tuulen nopeuden kynnysarvoilla 12, 14
ja 16 m/s. Tulokset osoittivat, että raja-arvo, jolla ennusteiden harha on vähäisintä, on
eri kuin raja-arvo, jolla ennusteiden osuvuus on parhaimmillaan. Todennäköisyyden raja-
arvo, jolla harha on pienimmillään, vaikutti olevan kynnysarvosta riippuvainen. Kynnys-
arvolla 12 m/s ennusteen harha oli vähäisintä raja-arvolla 35–40 %:a. Kynnysarvon kas-
vaessa raja-arvo pieneni ollen 20–25 %:a kynnysarvolla 16 m/s. Osuvuus oli puolestaan
useimmilla kynnysarvoilla parhaimmillaan, kun todennäköisyyden raja-arvona käytettiin
50 %:a. Poikkeuksena oli kynnysarvo 16 m/s, jolla ennusteiden osuvuus oli parhaim-
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millaan raja-arvon ollessa 33 %:a. Poikkeavuus johtuu todennäköisesti ennustevirheiden
erilaisesta jakaumasta juuri kyseisellä kynnysarvolla, eikä ole itse ELR-malliin liittyvä
ominaisuus.
Tutkimustulokset osoittivat, että ei ole olemassa yhtä oikeaa todennäköisyyden raja-
arvoa, jolla varoitus kannattaa antaa. Raja-arvon valinta riippuu siitä, mitä verifiointi-
suureita painotetaan. Joten sen lisäksi, että todennäköisyysennusteet antavat käyttäjälle
enemmän informaatiota tapahtuman epävarmuudesta, ne antavat käyttäjälle myös mah-
dollisuuden arvioida oma todennäköisyyden raja-arvo, jolloin aletaan tehdään toimen-
piteitä tuulivahinkojen torjumiseksi. Erilaiset käyttäjät voivat vaatia erilaisen raja-arvon,
millä saavutetaan optimaaliset hyödyt suhteessa turhaan varautumiseen, ja toisaalta tilan-
teeseen, jossa kovaan tuuleen ei ole osattu varautua. Tätä todennäköisyyden raja-arvon
optimointia kutsutaan cost-loss -menetelmäksi (Wilks, 2001).
Jatkossa ELR-mallia voisi yrittää parantaa tutkimalla useampien ennusteparametrien
vaikutusta selittävinä tekijöinä regressioyhtälössä. Lisäksi ELR-mallin voisi luoda erik-
seen esimerkiksi yö- ja päivätunneille tai eri vuoden ajoille. Myös läheisten hilapisteiden
tai ennustetuntien tuuliennusteita voisi käyttää ennusteparametreina, jotta ajoituksesta tai
sijainnista johtuvat virheet numeerisessa mallissa saisi painotuksen todennäköisyysennus-
teissa. Jotta ELR-mallin ennusteita voisi soveltaa operatiivisessa säänennustuksessa, olisi
hyvä harjoituttaa mallia jaksolla, jossa havaitaan enemmän myös voimakkaampia tuu-
len nopeuksia kuin tässä tutkimuksessa olleessa datassa. Nyt kaikille meriasemille luotiin
yhteinen ELR-malli, joten valittua mallia voi soveltaa kaikkiin merialueen hilapisteisiin.
Kullekin hilapisteelle pitäisi kuitenkin määrittää harha, joka tässä tutkimuksessa lasket-
tiin kullekin asemalle harjoitusjakson ennusteiden ja havaintojen pohjalta. Tässä voisi
hyödyntää harhaa hilapisteissä, joissa on havaintoasema ja laskea painotettu keskiarvo
harhalle kussakin hilapisteessä merialueella.
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A. LIITE: ASEMAKOHTAISTA STATISTIIKKAA
Taulukko A.1: Taulukossa on esitetty kunkin aseman ennustevirheiden keskiarvo, medi-
aani, 1. ja 3. kvartaali (Q1 ja Q3) sekä niiden erotus, minimi, maksimi ja keskihajonta.
Kaikkien suureiden yksikkö on m/s.
Asema Keskiarvo ja
mediaani
Q1, Q3 ja Q3-Q1 Minimi ja
maksimi
Keskihajonta
Kemi I Majakka -0,28 -0,3 -1,3 0,7 2,0 -7,7...13,4 1,643
Kalajoki Ulkokalla -0,52 -0,5 -1,5 0,5 2,0 -8,0...7,7 1,613
Maalahti
Strömmingsbådan
0,10 0,1 -0,9 1,1 2,0 -9,3...9,1 1,647
Kustavi Isokari -0,16 -0,2 -1,1 0,8 1,9 -7,3...9,2 1,615
Hammarland
Märket
-0,70 -0,7 -1,7 0,3 2,0 -10,5...7,2 1,603
Lemland Nyhamn -0,41 -0,4 -1,3 0,5 1,8 -9,8...8,2 1,521
Kökar Bogskär -0,11 -0,1 -1,1 0,9 2,0 -11,2...7,2 1,699
Parainen Utö -0,26 -0,2 -1,2 0,7 1,9 -8,8...7,5 1,582
Hanko Russarö -0,93 -0,9 -1,9 0,1 2,0 -10,1...8,9 1,618
Helsinki Helsingin
majakka
-0,36 -0,3 -1,4 0,7 2,1 -9,1...7,0 1,638
Porvoo
Kalbådagrund
-0,42 -0,5 -1,4 0,6 2,0 -8,2...7,4 1,614
Kotka Haapasaari 0,46 0,5 -0,4 1,4 1,8 -6,9...7,0 1,451
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Kuva A.1: Tuulihavaintojen jakauma asemakohtaisesti. Musta viiva laatikon keskellä on
mediaani, laatikon ala- ja yläraja ovat 1. ja 3. kvartiili (Q1 ja Q3) ja lyhyet mustat viivat
ovat raja-arvoja, joiden ulkopuolelle jäävät poikkeavat havainnot. Ylempi raja-arvo on
saatu kaavalla Q3 + 1,5·(Q3 - Q1) ja alempi on havaintominimi.
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B. LIITE: DETERMINISTISTEN ENNUSTEIDEN VERIFIOINTISUUREET








missä n on ennusteiden lukumäärä, yi deterministinen ennuste ja oi deterministinen ha-
vainto. Keskivirhe ei anna tietoa virheiden suuruudesta, eikä yksittäisten ennusteiden ja
havaintojen välisestä vastaavuudesta. Näin ollen onkin mahdollista saada täydellinen tu-
los, mikäli virheet kompensoivat toisiaan. Jotta saadaan selville virheiden keskimääräinen
suuruus, määritetään jokainen virhe olemaan positiivinen. Tätä kutsutaan absoluuttiseksi








Kun tarkkaillaan absoluuttista keskivirhettä, tulee muistaa, että se ei ilmaise poikkeaman







RMSE kuvaa ennustevirhettä painotettuna virheen neliöllä eli se antaa suuremman pai-
notuksen suuremmille virheille, mikä voi olla hyvä juttu, jos suuret virheet ovat erityisen
epätoivottuja. Kaikilla edellä mainituilla suureilla arvo 0 vastaa täydellistä tulosta.







missä Xi on ennustevirhe, X ennustevirheiden keskiarvo ja n havaintojen lukumäärä. Kes-
kihajonta kuvaa keskimääräistä poikkeamaa odotusarvosta eli tässä tapauksessa keskivir-
heestä. Mitä lähempänä keskihajonta on nollaa, sitä kapeamman hajonnan otannan ennus-
tevirheet muodostavat keskivirheen ympärille.
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C. LIITE: ELR-MALLIEN TESTAUS
Tässä liitteessä on esitetty ELR-mallien testaus- ja verifiointisuureet eri ennustepara-
metrien kombinaatioilla, kun ennustepituus on 12, 36 ja 48 tuntia. Ennustepituudelle 24
tuntia samainen taulukko on esitetty luvussa 5 (taulukko 5.1). Kaikissa esitetyissä malleis-
sa harjoitusjakson kynnysarvojen vektorina on ollut c(0,4,8,12,15,17,20), jonka todettiin
toimivan parhaiten muihin kynnysarvon vektoreihin nähden. Testattujen mallien paramet-
rien ja painokertoimien selitykset on esitetty taulukossa 4.2. Valittu malli on ympyröity.
Taulukko C.1: Ennustepituus 12 h
Malli ja
paino
BSS R2 Malli ja
paino
BSS R2 Malli ja
paino
BSS R2
A1.W0 0,2729 0,8711 B1.W0 0,2117 0,8702 C1.W0 0,2970 0,8726
A1.W1 0,2901 0,8718 B1.W1 0,2415 0,8696 C1.W1 0,2976 0,8725
A1.W2 0,2843 0,8720 B1.W2 0,2274 0,8702 C1.W2 0,2974 0,8730
A1.W3 0,2951 0,8687 B1.W3 0,2633 0,8664 C1.W3 0,2978 0,8692
A3.W0 0,2973 0,8725 B2.W0 0,2621 0,8708 C2.W0 0,2542 0,8706
A3.W1 0,2982 0,8725 B2.W1 0,2827 0,8712 C2.W1 0,2790 0,8711
A3.W2 0,2979 0,8729 B2.W2 0,2749 0,8714 C2.W2 0,2692 0,8713
A3.W3 0,2982 0,8691 B2.W3 0,2905 0,8683 C2.W3 0,2890 0,8681
A4.W0 0,2892 0,8722 B3.W0 0,2687 0,8715 C3.W0 0,2964 0,8727
A4.W1 0,2961 0,8724 B3.W1 0,2852 0,8717 C3.W1 0,2977 0,8726
A4.W2 0,2941 0,8728 B3.W2 0,2793 0,8720 C3.W2 0,2973 0,8730
A4.W3 0,2974 0,8691 B3.W3 0,2910 0,8686 C3.W3 0,2978 0,8692
Taulukko C.2: Ennustepituus 36 h
Malli ja
paino
BSS R2 Malli ja
paino
BSS R2 Malli ja
paino
BSS R2
A1.W0 0,2148 0,8487 B1.W0 0,2306 0,8475 C1.W0 0,2503 0,8499
A1.W1 0,2348 0,8504 B1.W1 0,2422 0,8474 C1.W1 0,2492 0,8507
A1.W2 0,2279 0,8503 B1.W2 0,2370 0,8480 C1.W2 0,2501 0,8510
A1.W3 0,2398 0,8465 B1.W3 0,2470 0,8430 C1.W3 0,2459 0,8466
A3.W0 0,2545 0,8499 B2.W0 0,2059 0,8476 C2.W0 0,1876 0,8475
A3.W1 0,2483 0,8507 B2.W1 0,2318 0,8494 C2.W1 0,2177 0,8492
A3.W2 0,2516 0,8509 B2.W2 0,2223 0,8492 C2.W2 0,2063 0,8490
A3.W3 0,2410 0,8465 B2.W3 0,2399 0,8459 C2.W3 0,2284 0,8458
A4.W0 0,2542 0,8495 B3.W0 0,2437 0,8483 C3.W0 0,2573 0,8500
A4.W1 0,2453 0,8505 B3.W1 0,2473 0,8495 C3.W1 0,2500 0,8508
A4.W2 0,2500 0,8507 B3.W2 0,2477 0,8495 C3.W2 0,2538 0,8510
A4.W3 0,2355 0,8464 B3.W3 0,2420 0,8459 C3.W3 0,2424 0,8466
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Taulukko C.3: Ennustepituus 48 h
Malli ja
paino
BSS R2 Malli ja
paino
BSS R2 Malli ja
paino
BSS R2
A1.W0 0,1993 0,8321 B1.W0 0,2296 0,8313 C1.W0 0,2320 0,8334
A1.W1 0,2181 0,8337 B1.W1 0,2333 0,8311 C1.W1 0,2314 0,8341
A1.W2 0,2116 0,8338 B1.W2 0,2320 0,8320 C1.W2 0,2322 0,8345
A1.W3 0,2224 0,8288 B1.W3 0,2324 0,8256 C1.W3 0,2283 0,8289
A3.W0 0,2357 0,8334 B2.W0 0,1894 0,8306 C2.W0 0,1719 0,8304
A3.W1 0,2301 0,8341 B2.W1 0,2158 0,8326 C2.W1 0,2008 0,8324
A3.W2 0,2333 0,8345 B2.W2 0,2062 0,8325 C2.W2 0,1895 0,8323
A3.W3 0,2225 0,8288 B2.W3 0,2235 0,8281 C2.W3 0,2117 0,8282
A4.W0 0,2338 0,8330 B3.W0 0,2324 0,8317 C3.W0 0,2397 0,8336
A4.W1 0,2264 0,8339 B3.W1 0,2317 0,8327 C3.W1 0,2323 0,8341
A4.W2 0,2306 0,8342 B3.W2 0,2336 0,8329 C3.W2 0,2361 0,8346
A4.W3 0,2165 0,8288 B3.W3 0,2248 0,8281 C3.W3 0,2241 0,8289
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