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Abstract
We propose an unsupervised hashing method
which aims to produce binary codes that pre-
serve the ranking induced by a real-valued rep-
resentation. Such compact hash codes enable
the complete elimination of real-valued feature
storage and allow for significant reduction of
the computation complexity and storage cost of
large-scale image retrieval applications. Specif-
ically, we learn a neural network-based model,
which transforms the input representation into
a binary representation. We formalize the train-
ing objective of the network in an intuitive and
effective way, considering each training sample
as a query and aiming to obtain the same re-
trieval results using the produced hash codes as
those obtained with the original features. This
training formulation directly optimizes the hash-
ing model for the target usage of the hash codes
it produces. We further explore the addition
of a decoder trained to obtain an approximated
reconstruction of the original features. At test
time, we retrieved the most promising database
samples with an efficient graph-based search pro-
cedure using only our hash codes and perform
re-ranking using the reconstructed features, thus
without needing to access the original features
at all. Experiments conducted on multiple pub-
licly available large-scale datasets show that our
method consistently outperforms all compared
state-of-the-art unsupervised hashing methods
and that the reconstruction procedure can effec-
tively boost the search accuracy with a minimal
constant additional cost.
1 Introduction
Researchers in computer vision have developed
many methods [27, 22, 25] to extract representa-
tions that can capture the most important infor-
mation of an image. These representations are
commonly used in content-based retrieval sys-
tems enabling searching for similar images in a
large database. However, for a large database,
the cost associated with an exhaustive search
and of storing all the uncompressed features both
become prohibitive. Therefore, the development
of methods that can efficiently perform a high-
accuracy approximate nearest neighbour search
(ANN) and of methods to compress the orig-
inal representation while preserving their dis-
criminability are both active research topics.
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Figure 1: An illustration of the search strategy
with our URPH model and its decoder. We first
compress the database to binary hash codes of-
fline. At test time, given a query q, we hash it
and obtain a set of candidates by searching in
the hamming space. We then use the decoder
to reconstruct an approximation of these candi-
date samples’ original features and re-rank them
using the real-valued query feature.
The ANN problem has been an active research
topic for decades [3, 6], but an emerging trend in
the last few years is to exploit a graph structure
to perform the search. The Hierarchical Navi-
gable Small-World (HNSW) method [28] is now
dominating the ANN benchmarks1. The main
drawback of such graph-based method is that
they require storing the original features. On
the other hand, many works have proposed to
learn a hashing model that can compress a fea-
ture by producing a binary representation. How-
1https://github.com/erikbern/ann-benchmarks
ever, most of the literature has focused on set-
tings where the produced hash codes have low
dimensions (i.e. 64 bits or less) and thus suffered
from limited discriminative power compared to
the original features. In this setting, hashing
is often used as a first step in the search pro-
cess. Namely, computing exhaustively all the
hamming distances between a query hash code
and all database hash codes and gathering a
small set (e.g. few thousands) of samples that
have the smallest hamming distances. A sec-
ond step, often referred to as re-ranking, is to
get the corresponding original features of the few
thousands gathered samples and compute the ex-
act distances with the query feature. This re-
ranking step can be slow if the database samples
features are read from disk and would still re-
quire a substantial amount of memory to store
all the features to allow faster access. Further-
more, many hashing methods [26, 32, 33] rely on
the labels of the training samples to optimize the
hash functions. This setting requires potentially
a large number of labels and its evaluation has
been questionable [30] if the same labels are used
in the training and test phase. There is also re-
cent work [9] applying the product quantization
coding method to HNSW graph-based indexing.
Their problem setting is more similar to those
hashing methods that produce low-dimension
hash codes, where compression ratio is more im-
portant than search performance. Their product
quantization based method doesn’t have the ad-
vantage of fast hamming distance computation
of hash codes. Due to these differences, we con-
sider it as a related but different problem.
In this work, our goal is to totally get rid of the
original features and perform the ANN search
relying only on the compressed representation.
We assume that the features have been heavily
optimized for the target task, and our goal is
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to preserve their performance when compressing
them into a binary representation without being
given any labeled data. We therefore propose to
learn an unsupervised hashing model that pro-
duces medium length hash codes (e.g. from 64
to 512 bits), that are optimized directly for the
search task by aiming to preserve the rank or-
der of retrieval within any set of samples. We
further show that a decoder, that learns to re-
construct an approximation of the original fea-
tures from hash codes, can be exploited to per-
form re-ranking without requiring the original
features. We first collect a candidate pool of
the most promising database samples using only
the hash codes, then reconstruct an approxima-
tion of their features and re-rank the candidates
by comparing the query feature to their recon-
structed features. Our search procedure is illus-
trated in Figure 1.
Our approach is an effective solution to solve
the large-scale content-based retrieval problem
while allowing to fully discard the original fea-
tures. Experiments conducted on million-scale
publicly available datasets show the consistent
superiority of our method compared to many
state-of-the-art hashing methods (with relative
performance gains of up to 35%). Furthermore,
our method can be integrated with the graph-
based search method [28] overcoming its main
limitation which is its memory usage. For exam-
ple, for the SIFT1M [18] dataset, the proposed
method can reduce the memory requirement to
store the samples from 488MB to 34MB only.
2 Related works
Many approaches have been proposed to learn to
produce binary codes [6, 26, 12, 32, 33, 11, 29, 40]
in past decades. In this section, we are going to
review the rank-preserving [36, 35, 41, 8], and
reconstruction-related hashing methods [31, 23,
5, 15, 16, 10, 20, 19, 8, 9], which are the most
relevant to our proposed method.
2.1 Rank-preserving Hashing
Consider a simple retrieval task, which includes
D := {x1, ..., xN} ⊂ A
S(q, x) : Q×D 7→ N+
where D is a set of items (i.e. the database or
the base set) from the feature space A, and S is
a ranking function that gives the rank of items in
D given a query q from the query set Q. Then, a
rank-preserving hashing method can be defined
as a function HS that map D into the hamming
space where the rank S is preserved, namely,
∀q ∈ Q,∀x ∈ D,S(q, x) = S(q,HS(x)). In terms
of the ranking function S, rank-preserving hash-
ing methods can be divided into two categories
based on whether S comes from supervision or
just the intrinsic properties of the data.
Supervised rank-preserving hashing methods
require having semantic labels for the train-
ing samples, and use these labels to define the
ground-truth ranks of samples. Different for-
mulation to penalize falsely ordered samples in
hamming space have been proposed. [35] bor-
rows the idea of list-wise supervision from learn-
ing to rank, and maximize the product of triplet
based similarity scores in the original space and
the hamming space. [38] proposes to optimize
the Normalized Discounted Cumulative Gain
(NDCG) measure to preserve the ground-truth
relevance obtained from semantic tags. [41] min-
imizes the difference of hamming distances in
falsely ordered triplets to preserve the rank based
on ground-truth NDCG. [32] proposes to con-
struct a triplet with a query, a similar sample
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and a dissimilar sample and preserve this triplet-
wise relative distance relationships to learn the
hash codes.
Unsupervised methods, like ours, usually as-
sume the rank in the original space is the rank
we want to preserve. [36] proposes to learn
hash functions by an order alignment procedure
between the original space and the hamming
space, which is solved as multiple binary clas-
sification problems. [8] also utilizes a ranking
loss as part of their objective function, when try-
ing to map centroids to their unsigned integer
identifier/binary code, by penalizing distances
in the hamming space that induce a wrong or-
der. Although several works have been proposed
on ranking-based hashing, to the best of our
knowledge, unsupervised rank-preserving hash-
ing method with a neural network hasn’t been
explored.
2.2 Reconstruction-related hashing
Several works have defined hashing methods that
aim to reconstruct an original representation.
Semantic hashing [31] uses a restricted Boltz-
mann machine with reconstruction as supervi-
sion to learn a hashing model. In [23], some
assumptions about the data distribution are re-
moved and the reconstruction error is defined
as the difference of scaled distance between the
original space and the hamming space. [5] pro-
poses to use the method of auxiliary coordinate
to optimize an auto-encoder, which first encodes
images into binary codes and then decodes bi-
nary codes back into images. [15] uses recon-
struction to learn an unified embedding for two
modalities. [16] also uses similarity as a recon-
struction target, and their formulation of angular
constraint leverages the cosine similarity to pro-
duce more discriminative binary codes. [10] pro-
vides a systematic analysis on the relationship of
projection and quantization step, and proposes
to jointly optimize these two steps by minimizing
the reconstruction error. All these methods only
consider the reconstruction as part of the opti-
mization process to learn the hash model but not
at test time.
Reconstructed features can also be used to re-
order a small candidate pool retrieved through
hamming distance comparison to improve re-
trieval performance [20, 19, 8, 9] without a large
drop of speed. However, [20, 8, 9] either use
extra codes or their methods are based on prod-
uct quantization, which thus cannot exploit low-
level instructions (e.g. bit operations) to effec-
tively compute distances as it is possible in the
Hamming space. [19] utilizes anti-sparse coding
to learn an binary representation with the re-
construction error as the optimization goal but
encoding each sample is its own separate op-
timization problem, which makes the encoding
step significantly slow. They observe that us-
ing reconstruction features to re-rank the candi-
date pool helps improve retrieval performance.
However, this reconstruction technique may suf-
fer from sub-optimal hash codes as the recon-
struction alone does not guarantee that original
ranks are well-preserved in the hamming space.
In our method, we first learn rank-preserving
hash codes which are suitable for ranking, and
then learn a decoder based on these hash codes.
3 Our Method
Previous hashing methods has achieved signifi-
cant success on compression and retrieval. How-
ever, there are still two problems that have not
been fully addressed:
• When we already have a very good repre-
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Figure 2: Illustration of our URPH training procedure. We first construct training batches by
randomly selecting a query q and N − 1 samples from the training set, where N is the batch size.
We order the features based on their similarity to q and compute their hash codes. We utilize the
proposed rank-preserving loss and regularization losses to learn a relaxed hashing model. Then we
use the binarized hash codes to learn a decoder which reconstructs an approximation of the original
features, e.g. xˆ1, from the hash codes, e.g. H(x1).
sentation, how can we preserve as much as
possible the ranking induced by these fea-
tures with binary codes?
• Since the hamming distance has limitations
when used for ranking both in terms of num-
ber of possible distances and distinction be-
tween different bits [8], how can we improve
the retrieval performance when using binary
codes?
We propose an unsupervised rank-preserving
hashing (URPH) method to better preserve the
original features’ ranking and a reconstruction
scheme for more accurate retrieval. An illustra-
tion of our training pipeline is shown in Figure 2.
In the following parts, we are going to first in-
troduce some preliminary notations and defini-
tions, and then explain the different elements of
our method.
3.1 Preliminary
Hashing methods can be effectively used with
mainly two search strategies [37]: radius search
with hash table lookup or hash code ranking.
As radius search is inefficient for the size of
hash codes we use, we are particularly inter-
ested in hash code ranking. We further aim
to exploit an auxiliary data structure to avoid
exhaustive search. Namely, we will exploit the
HNSW [28] approach which can significantly re-
duce the search time while allowing to preserve
most of the search performance of any given rep-
resentation.
Hierarchical Navigable Small World graphs
(HNSW) [28], is currently the state-of-art strat-
egy for approximate k-nearest neighbour search.
A Navigable Small World (NSW) graph is a
sparse graph (each node having a small num-
ber of edges) but where any vertex is reachable
from any other vertex in a few hops along the
graph edges. HNSW combines the power of a
NSW graph, and a multi-layer hierarchical struc-
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ture. When creating the HNSW index struc-
ture on a database, all the samples are inserted
at the bottom layer but have an exponentially
decaying probability to be inserted in the top
layers. The ANN search process is a top-down
traversal of the hierarchical graph structure. In
the top layers, starting from an entry point, the
search process consists in successively moving to
the neighbour of the current point closest to the
query, if it is closer than the current point. Once
a better neighbour cannot be found in a layer,
the current point becomes the entry point of the
layer below and the search process is re-iterated
in that layer. Finally, in the bottom layer, a
buffer of size efSearch is filled by inserting the
neighbours of the best unexplored samples of the
buffer until all the buffer samples have been ex-
plored. The HNSW search achieves a nearly log-
arithmic complexity scaling for the approximate
k-nearest neighbour search, with a very good
speed-recall performance. We refer the reader
to [28] for additional details. In this work, we
build the HNSW with the binary codes and use
its efficient search process instead of the exhaus-
tive search.
Formally, the goal of learning to hash is to
learn a mapping H : Rn → {0, 1}m. The binary
codes after this mapping are supposed to pre-
serve the ranking in the original space. Ideally,
the hashing model is supposed to be:
H(x; θ) = sign(F (x; θ)) (1)
where sign is the sign function and F (x; θ) :
Rn → Rm is a transformation (e.g. a neural net-
work) and θ are the parameters of that transfor-
mation. However, with this hashing model, the
loss function will be hard to be optimized by gra-
dient descent due to the sign function not being
differentiable. To tackle this problem, we have
to relax the hashing model in the training time.
We follow [37] and relax the sign function with
the hyperbolic tangent (tanh):
H˜(x; θ) = tanh(F (x; θ)) (2)
For simplicity, we will omit the parameters θ
and use H(x) and ˜H(x) instead of H(x; θ) and
H˜(x; θ) in the rest of the paper. Since we relax
the hashing model in the training time, we also
need to the approximate hamming distance in
the training time. We use the Euclidean distance
as surrogate distance:
dh(H˜(xi), H˜(q)) = ||H˜(xi)− H˜(q)||2 (3)
At test time, we use the trained mapping,
without relaxation i.e. the binary codes are fully
binary, to compress the original features into
hash codes, and search for the nearest neigh-
bours of the query by computing hamming dis-
tances between hash codes leveraging the HNSW
index configured2 to have a very good approxi-
mation of the exhaustive search performance.
3.2 Unsupervised Rank-Preserving
Hashing
Unlike supervised ranking-based hashing meth-
ods, there are no semantic labels provided in our
setting. To obtain ranking in this case, we pro-
pose to simulate the search process with the orig-
inal features to get an ordered candidate pool for
one query. Therefore our optimization goal is to
preserve the ranking of this candidate pool for
each query. As shown in Figure 2, during train-
ing we construct a mini-batch of batch size N in
the following way: (i) randomly select N sam-
ples from the training set; (ii) randomly select
one sample from them to be the query q; (iii)
2We set maxM = 32, maxM0 = 64 and efSearch =
1024
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rank the rest of the samples in ascending dis-
tance to the query.
It is obvious that the order is preserved if and
only if, for any triplet composed of the query q,
and two candidates i and j, i and j remain in the
same order in the hamming space. Therefore,
when we have a query and N − 1 candidates or-
dered with ascending distance to the query in the
original space, we want to penalize any triplets
in the hamming space that are not in the origi-
nal order. Formally, our ranking loss is defined
as
LR =
N−2∑
i=1
N−1∑
j=i+1
wi[dh(H˜(xi), H˜(q))−
dh(H˜(xj), H˜(q))]+, (4)
where q is the original feature of the query, and
xi is the feature of the i
th candidate, and [·]+ =
max(·, 0). wi is a weight to ensure that the model
penalizes more the disorder happening at smaller
ranks and it is defined as
wi = exp (− i− 1
N − 1). (5)
We also adopt two widely-used regularization
terms [37] in learning to hash methods: bit un-
correlation loss and binarization loss. The bit
uncorrelation loss LU is aimed to make every bit
useful by enforcing every pair of bit uncorrelated,
and is computed as
LU = ||B¯T B¯ − I||2, (6)
N is the number of bits, B¯ =
[H¯(q); H¯(x1); H¯(x2); ...; H¯(xN−1)] is a N × M
matrix consisting of N M -bit l2-normalized
relaxed hash codes, and I is the M × M
identity matrix. Note that here we apply
l2-normalization to relaxed hash codes before
calculating the uncorrelation loss. Since hash
codes are relaxed, wihtout l2-normalization,
there is a trivial sub-optimal case which also
produces a small loss value when every bit of
the relaxed hash codes is close to zero.
The binarization loss LB helps to enforce the
model to produce binarized vectors:
LB = 1− 1
NM
N∑
i=1
M∑
j=1
B˜2ij (7)
where B˜ij denotes the element in i
th
row and jth column of matrix B˜ =
[H˜(q); H˜(x1); H˜(x2); ...; H˜(xN−1)]. Differ-
ent from uncorrelation loss, we use relaxed hash
codes without l2-normalization for binarization
loss. As we relax the hashing model and use
hyperbolic tangent as an approximation of sign
function during training time, this term forces
the model to produce hash codes that have
values closer to the extremes {−1, 1}.
Therefore our final objective for hashing
model learning is:
L = λ1 ∗ LR + λ2 ∗ LU + λ3 ∗ LB (8)
With this objective, we are able to learn a hash-
ing model which produces rank-preserving and
uncorrelated hash codes.
3.3 Reconstructing features from bi-
nary codes
Due to a small capacity of possibilities of dis-
tances [8], there will usually be ambiguity or
ties [13] in the candidate pool retrieved by ham-
ming distance comparison. For example, there
may be several nearest neighbours with the same
distance in the hamming space, although only
one of them is the ground-truth one. There may
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be even worse case that none of the top nearest
neighbours in the hamming space is the ground-
truth one due to the information loss of hashing.
To handle this issue, we propose to reconstruct
approximation of the original features and com-
pute an asymmetric distance (between the real-
valued query feature and the candidates’ recon-
structed features) for re-ranking the candidate
pool.
Formally, from hash codes of the training set,
we learn a decoder D(b;φ) : {0, 1}m → Rn,
where φ are the parameters of the model. Let
us denote xˆi = D(bi;φ) the reconstructed fea-
ture of xi, with bi = H(xi). We use a l2-norm
loss as the optimization objective for the recon-
struction:
LD =
1
N
N∑
i=1
||xi − xˆi||2 (9)
where ||·||2 denotes the l2-norm. Note that here
bi is a binarized code without relaxation, and
there is no gradient back-propagated from the
decoder to the hashing model.
With a trained hashing model and decoder,
our full searching process is shown in Figure 1.
First, compress the base set with our hashing
model. Second, use the hash codes of the query
to perform an approximated search with HNSW
and obtain a candidate pool of K = 100 near-
est neighbours. Third, reconstruct real-valued
features for all the candidates and use these fea-
tures to compute the asymmetric distance for re-
ranking. Formally, the asymmetric distance da
we use to re-rank the candidate pool is defined
as:
da(q, bi) = d(q, xˆi) (10)
where q is the original feature of the query, bi
is the binary code of sample xi and xˆi its re-
constructed feature, and d(·, ·) is the Euclidean
distance in our experiments.
3.4 Discussions
There are previous works on unsupervised rank-
preserving methods [36, 8], and using recon-
structed features for re-ranking [19]. Compared
to these, our objectives and optimization strate-
gies are different. The usage of neural network
and stochastic gradient descent makes it easier
for us to optimize a hashing model on a large
training set and produce an output that has a
relatively large number of bits. The fundamen-
tal difference lies in the problem formulation, for
which we specifically emphasize the ranking abil-
ity with compressed representations.
4 Experiments
In this section, to stress the effectiveness of
our URPH, we evaluate our method on two
public large-scale datasets: SIFT1M [18] and
Deep1M [2]. We compare our method with state-
of-the-art methods under different settings. We
also provide a detailed study of our method per-
formance with different network architectures
and in the asymmetric search setting.
4.1 Datasets
Hashing models are evaluated on various
datasets. Supervised hashing methods can be
evaluated on image datasets with semantic la-
bels. However, in our setting, we are more inter-
ested in preserving the ranking in original space
without relying on image labels. We assume that
we have already good representations from the
image content. Therefore we choose two public,
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widely-used datasets which have different type
of features to evaluate our method.
• SIFT1M [18] consists of a training set, a
query set and a base set, which are not
overlapped. There are respectively 100, 000,
10, 000, and 1, 000, 000 samples in these
sub-sets. Each sample is a 128-dimension
SIFT [27] feature, which is the one of the
best hand-crafted local features. We use l2-
normalization as a pre-processing step for
this dataset.
• Deep1M [2] consists of a training set, a
query set and a base set, which are not over-
lapped. There are respectively 1, 000, 000,
10, 000, and 1, 000, 000 samples in these sub-
sets. Each sample is a 96-dimension normal-
ized deep feature produced by a deep neu-
ral network. Note that Deep1M is a sub-set
of the originally proposed Deep1B [2]. We
sample Deep1M from Deep1B in the same
way as described in [9].
4.2 Compared Methods and Evalua-
tion Metrics
We compare our methods with widely-used un-
supervised hashing methods: ITQ [12], SH [39],
IsoH [21], BRE [23], KLSH [24], LSH [6],
SpH [14] and USPLH [34]. We obtain their
implementations from [4], and run all the ex-
periments in our setting. Note that ITQ, SH
and IsoH all rely on an eigenvalue decomposi-
tion of the features’ covariance matrix and thus
cannot produce hash codes with a number of
bits higher than the original features’ dimen-
sion. We also compare our method with an-
other rank-preserving method: OPH [36]. Since
we cannot obtain its implementation, we report
the comparable results directly from their pa-
per. In the following part, we will denote our
hashing model as URPH, and our hashing model
with reconstruction and asymmetric searching as
URPH-RE. We use kHL to denote the different
architectures we used for our model. Note as
mentioned in Section 1, the compression method
using product quantization [9] consider a differ-
ent problem setting and thus are not considered
as suitable baselines. The Anti-Sparse Coding
method [19] has an excessive encoding time of
nearly 0.2s when using 512 bits, rendering it not
applicable for the high speed search setting we
are aiming for.
When it is not specified, the default setting of
retrieval experiments is the graph-based index-
ing and searching, namely, using HNSW with 64
for the max number of node’s edges in the bot-
tom layer and 32 for top layers. The buffer size
efSearch for the bottom layer search process is
set to 1, 024. We first use our hashing model to
compress the original features into binary codes.
Afterwards, no real-valued features of the base
set will be needed. Then the HNSW graph is
built using the binary codes. Therefore only the
binary codes of the nodes in HNSW graph and
each node’s edges are stored. Finally, we perform
searching on the HNSW graph and obtain a can-
didate pool. The returned candidate pool has
one hundred samples in our experiments. Re-
ranking is performed, only for the experiments
reported in Section 4.5, within that pool of one
hundred samples.
We use the widely-used m-Recall-at-K as the
metric for our retrieval experiments. Formally,
m-Recall-at-K over the query set Q is defined as
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Layer Configurations Output Size
Hashing model
Input - n
For 1HL and 2HL fc + elu +BatchNorm 8*n
For 2HL fc + elu +BatchNorm 8*m
Output fc m
Hashing Training: tanh; Testing: sign m
Decoder
Input - m
For 1HL and 2HL fc + elu +BatchNorm 8*m
For 2HL fc + elu +BatchNorm 8*n
Output fc +tanh n
Table 1: The network architecture of our model.
”For 1HL and 2HL” means this layer exists when
the model has one or two hidden layers. ”fc”
denotes the fully-connected layer, and ”Batch-
Norm” denotes the batch normalization layer.
follows:
m-Recall@K =
1
|Q|
|Q|∑
i=1
# of positive samples
m
(11)
where positive samples are the samples that be-
longs to the true m nearest samples and are in
the top K retrieved samples.
4.3 Implementation and experimental
details
Many previous deep hashing methods only have
one or two layers as hashing layers [41, 11].
Therefore, considering efficiency, we use shal-
low neural networks as our hashing model and
decoder. When compared to other methods in
section 4.4, our hashing model has one hidden
layer, since some of the baselines we compare to
are non-linear. We also explore the effect of us-
ing no or one more hidden layer and of the use of
the decoder in Section 4.5. A hidden layer in our
model has an exponential linear unit (elu) [7] as
an activation function and is always followed by
a batch normalization layer [17], which stabilizes
the training process. The decoder always has a
mirrored architecture with the hashing model.
Details of the network architectures are provided
in Table 1.
To optimize the loss functions of our hashing
model and decoder, we utilize the stochastic gra-
dient descent (SGD) method and implement all
our method with Tensorflow [1]. We set the ini-
tial learning rate to 0.001, the learning rate de-
cay rate to 0.97 and the learning rate decay fre-
quency to 5, 000 iterations. To ensure that the
rank-preserving loss dominates the optimization
process, we empirically set λ1 to the inverse of
the first batch ranking loss value, while the λ2,
and λ3 are set 0.5 and 0.3 respectively. The mini-
batch size N is set to 512. We observed that the
hashing model converges quickly, so we train the
hashing model and the decoder simultaneously
for 50, 000 iterations. We then train only the de-
coder for another 50, 000 iterations, in this way
the generated hash codes are stable and this en-
ables the decoder to properly converge.
4.4 Comparison with hashing base-
lines
In this section, we compare the ANN search
performance of our method with unsupervised
hashing baselines. Note that we here report our
method results using only the hash codes and not
the reconstruction process which will be studied
in the next section.
Deep1M: We report results on the Deep1M
dataset in Figure 3. Our URPH signifi-
cantly outperforms previous hashing methods,
especially when the number of bits is suf-
ficient. For example, when there are 128
bits, the proposed URPH outperforms the best
performance among baseline methods by rela-
tive gains of 35.7%, 31.3%, and 19.3% for 1-
Recall@(1,10,100); when there are 256 bits,
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Figure 3: 1-Recall@1, 10 and 100 on Deep1M with varying hash code lengths.
the proposed URPH outperforms the best per-
formance among baseline methods by rela-
tive gains of 25.3%, 17.4%, and 6.2% for 1-
Recall@(1,10,100).
SIFT1M: We report results on the SIFT1M
dataset in Figure 4. Our URPH again outper-
forms all the baselines by a large margin when
the number of bits are sufficient (256, 512), and
it can still achieve competitve results when the
number of bits is small. For example, when there
are 256 bits, the proposed URPH outperforms
the best performance among baseline methods
by relative gains of 16.0%, 12.3%, and 5.76% for
1-Recall@(1, 10, 100); when there are 512 bits,
the proposed URPH outperforms the best per-
formance among baseline methods by relative
gains of 22.8%, 12.6%, and 3.7% for 1-Recall@(1,
10, 100).
We did not find a publicly available implemen-
tation of OPH [36], however as they have re-
ported their results on SIFT1M, we obtain their
performance numbers by reading the curves in
their paper. Note that their results are based
on exhaustive searching. As reported in Ta-
ble 2, our URPH method consistently outper-
1-Recall@10 1-Recall@100
# of bits 64 128 256 64 128 256
OPH 0.20 0.31 0.37 0.51 0.68 0.81
URPH 0.26 0.44 0.63 0.57 0.77 0.91
Table 2: 1-Recall@10, 100 on SIFT1M with the
varying number of hash bits in [64, 128, 256].
Deep1M SIFT1M
HL RE 64 128 256 512 64 128 256 512
0 0.055 0.13 0.239 0.366 0.083 0.169 0.272 0.387
0 3 0.088 0.214 0.348 0.494 0.084 0.215 0.346 0.479
1 0.063 0.134 0.244 0.362 0.093 0.175 0.276 0.395
1 3 0.103 0.214 0.356 0.49 0.119 0.226 0.342 0.451
2 0.055 0.135 0.24 0.363 0.076 0.165 0.274 0.385
2 3 0.083 0.181 0.317 0.45 0.1 0.21 0.325 0.394
Table 3: 1-Recall@1 with different number of
hidden layers (HL) and with re-ranking with re-
constructed features (RE) or not, while varying
the number of bits in [64, 128, 256, 512].
forms OPH as well.
4.5 Asymmetric search and network
structure
In this section, we analyze the effectiveness of the
asymmetric search as well as the impact of differ-
ence choices of the hashing and decoder network
structures. The asymmetric search has been de-
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Figure 4: 1-Recall@1, 10 and 100 on SIFT1M with varying hash code lengths.
Deep1M SIFT1M
HL RE 64 128 256 512 64 128 256 512
0 0.201 0.41 0.641 0.822 0.226 0.431 0.628 0.795
0 3 0.309 0.593 0.819 0.94 0.276 0.552 0.753 0.891
1 0.233 0.426 0.649 0.828 0.263 0.439 0.631 0.791
1 3 0.354 0.613 0.823 0.939 0.37 0.578 0.767 0.881
2 0.216 0.423 0.645 0.831 0.232 0.425 0.639 0.787
2 3 0.315 0.568 0.781 0.907 0.313 0.558 0.755 0.84
Table 4: 1-Recall@10 with different number of
hidden layers (HL) and with re-ranking with re-
constructed features (RE) or not, while varying
the number of bits in [64, 128, 256, 512].
scribed in Section 3.3. Here we use the can-
didate pool of 100 samples retrieved with the
hamming distance, we compute the reconstruc-
tion of these samples from their hash codes and
then use the Euclidean distance between the re-
constructed features and the query feature to
re-rank them. We explore 3 configurations of
the hashing and decoder networks, namely no-
hidden layers, 1 hidden layer and 2 hidden lay-
ers. Note that the hashing and decoder network
have symmetric structures. Specifically, the 1
hidden layer structure (1HL) has one fully con-
nected layer of 8×n nodes and the 2 hidden lay-
ers structure (2HL) has one more fully connected
layer of 8×m nodes, as detailed in Table 1. The
experiments conducted on the Deep1M dataset
and the SIFT1M are reported in Table 3 for the
1-Recall@1 and Table 4 for the 1-Recall@10.
We can first observe that the network struc-
ture seem to have limited influence on the sym-
metric search (i.e. using only the hash codes),
with all network configurations giving relatively
similar performance for settings with the same
number of bits. However, we observe that the
1HL network performs a bit better, especially
with short hash codes (i.e. 64 and 128 bits).
Furthermore, we can see that the asymmetric
search can significantly boost the retrieval per-
formance on both datasets with the 1-Recall@1
approaching 50% and the 1-Recall@10 of about
90% when using 512 bits. The network with 2
hidden layers seem to have a lower performance
than the model with only one hidden layer, that
could be due to a slower convergence rate and
thus the model not having fully converged in the
allocated training time.
4.6 Timing and compression analysis
The average search time for one query within the
database of 1 million samples using the HNSW
structure is of 5ms. The search time varies very
12
Deep1M SIFT1M
HL GPU 64 128 256 512 64 128 256 512
0 0.888 1.006 1.062 1.194 1.002 1.061 1.096 1.240
0 3 1.283 1.291 1.358 1.447 1.287 1.374 1.409 1.490
1 2.184 2.284 2.519 2.922 2.348 2.533 2.759 3.361
1 3 1.504 1.453 1.484 1.640 1.426 1.450 1.578 1.581
2 3.657 4.913 7.585 14.862 4.047 5.612 8.785 16.939
2 3 1.733 1.639 1.710 1.875 1.725 1.743 1.779 1.947
Table 5: Average reconstruction time (ms) of the
top 100 samples retrieved using hashing models
with different number of hidden layers (HL) and
using a GPU (GPU) or not, while varying the
number of bits in [64, 128, 256, 512].
little3 when increasing the length of the hash
codes, while each distance computation would
cost slightly more. This can be explained by the
search time with HNSW being dominated by the
exploration process (detailed in Section 3.1) on
the graph but not the distance computations.
Furthermore, longer hash codes usually in-
duce a better traversal of the graph and thus
reduce the number of distance computed in the
search process. Note that the average number
of distances computed for one query using the
HNSW search procedure is in the range [10,000-
20,000], while obviously the exhaustive search
would compute 1 million distances. The exhaus-
tive search time, on the contrary, scales linearly
with the hash code length, from about 7ms for 64
bits hash codes to 31ms for 512 bits. The recall
performance of the approximated search with
HNSW is within 1% of the exhaustive search re-
call.
We report the average time needed to recon-
struct the top 100 samples found using the hash
codes, with different model structures (no hid-
den layer, 1 or 2 hidden layers) and with or
without GPU in Table 5. The CPU used when
3The average query search time vary in a small range
of 4− 6ms for all hash code lengths and methods tested.
# of bits 64 128 256 512
Deep1M 48 24 12 6
SIFT1M 64 32 16 8
Table 6: Compression rate on Deep1M and
SIFT1M.
computing these timing was a 16 cores Intel(R)
Xeon(R) E5630 @ 2.53GHz, while the GPU was
a GeForce GTX TITAN X. We can observe that
the reconstruction time is evolving in a narrow
range when using a GPU (about 1.3 to 1.9ms).
The timing on GPU seems slightly higher than
the CPU one when using no hidden layers (likely
due to the overhead of moving data to the GPU
and back), but is much lower when using hid-
den layers. Note that as our hashing model is
shallow, even low-end GPU can be used to bene-
fit from the speed-up of reconstruction. After
reconstruction, the re-ranking (of the top 100
reconstructed features) time is of about 0.1ms.
As the encoding time of our method is of about
0.15ms, overall our search process with recon-
struction can be performed for any hash code
size in less time than the exhaustive search while
obtaining a much better recall.
As Table 6 shows, our rank preserving hashing
method achieves a significant compression ratio.
Note that this compression ratio is the ratio be-
tween the storage of one original feature and its
corresponding hash code. On Deep1M, original
features are stored as 32-bit float numbers and
on SIFT1M, original features are stored as 32-bit
integers. A large-scale retrieval system based on
HNSW graphs will benefit a lot from our hashing
technique. For example, on SIFT1M, after the
base set is compressed into 256-bits hash codes,
we only need about 30.5MB for all the nodes,
which is more manageable (even on a low-end
computing device) to be stored in RAM than the
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488.3MB of the original features. The total extra
storage for the 1HL hashing model and decoder
is only 3.2MB, when the weights are stored as
32-bit float numbers. Our hashing method en-
ables to take the advantage of HNSW graphs for
fast and accurate approximated nearest neigh-
bour search on datasets of larger scale.
5 Conclusions
We have presented an unsupervised hashing
method that aims to produce binary codes that
preserve the ranking ability of an original real
valued representation. Our method clearly out-
performs other hashing methods with publicly
available implementations on two million-scale
datasets Deep1M and SIFT1M, especially when
hash code lengths are not too low. Further-
more, we show how we can also learn a de-
coder enabling to reconstruct an approximation
of original features and perform re-ranking with-
out storing the original features. This re-ranking
step with reconstruction can significantly boost
the retrieval performance. Our proposed method
thus enables compressing real-valued features
into binary codes while preserving most of their
retrieval ability. We show that the proposed
hashing and reconstruction method when used
together with the popular hierarchical naviga-
ble small world graph indexing method can pro-
duce accurate search results at a very fast search
speed.
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