Abstract. Support Vector Machines (SVM) can perform very well on noise free data sets and can usually achieve good classification accuracies when the data is noisy. However, because of the overfitting problem, the accuracy decreases if the SVM is modeled improperly or if the data is excessively noisy or nonlinear. For SVM, most of the misclassification occurs when the test data lies closer to the decision boundary. Therefore in this paper, we investigate the effect of Support Vectors found by SVM, and their effect on the decision when used with the Gaussian kernel. Based on the discussion results we also propose a new technique to improve the performance of SVM by creating smaller clusters along the decision boundary in the higher dimensional space. In this way we reduce the overfitting problem that occurs because of the model selection or the noise effect. As an alternative SVM tuning method, we also propose using only K highest Lagrange multipliers to summarize the decision boundary instead of the whole support vectors and compare the performances. Thus with test results, we show that the number of Support Vectors can be decreased further by using only a fraction of the support vectors found at the training step as a postprocessing method.
Introduction
Support Vector Machine (SVM) is a well known learning algorithm that has been widely used in many applications including classification, estimation and tracking as in [1] , [2] , [3] and [4] . SVM finds the closest data vectors called support vectors (SV), to the decision boundary in the training set and it classifies a given new test vector by using only these closest data vectors [5] , [6] .
In order to find the optimal nonlinear decision boundary, SVM uses kernel functions, along the optimization step to find the optimal hyperparameters, [5] . However, in practice, the iterative techniques used at the optimization step, can also affect the classification accuracy of SVM within the margin.
Besides the SVM algorithm, the K nearest neighbor (KNN) technique is another well known learning technique and being used in several pattern recognition applications as in [7] . There have been some previous studies where KNN technique was combined with SVM as in [8] , [9] and [10] .
The combination of these two techniques by switching between them could perform better only for certain cases in which the new data is close to the decision boundary. In [8] , the KNN algorithm is applied directly onto those data vectors which are within the margin. However, in [8] , it is claimed that previously proposed KSVM cannot reduce the generalization error.
Also, in studies such as in [9] and in [10] , KNN idea is used in a different way combined with SVs. In [9] , authors study the effects of using K nearest SVs by focusing on query time rather than improving the accuracy. They propose using a varying K value for each test data till they reach to a certain threshold. Thus they search for an appropriate K value for each given test data. In [10] , instead of training the SVM only once, the authors propose using the K nearest data values to train SVM separately for each given test data.
Both of the papers [9] and [10] uses the KNN idea in a different way, while [9] requires to search for an appropriate K value for each single test data, the authors of [10] require to train SVM for each given new test data. Moreover, although these papers do not clearly indicate in them, they can perform better when used with Gaussian kernel because of the Gaussian kernel function's shape.
In this study, we propose more naive yet efficient way of using KNN SVs when used with Gaussian kernels for a given dataset. We train the SVM only once and after that we require only one K value to be found. Our approach is applicable to all new data points regardless of their distance to the decision boundary. In this approach, we use the entire training data to find the SVs. However after this point, instead of using the all SVs that have been found on the training step, we propose to use only the K nearest SVs. Since the Gaussian kernel is also using the Euclidian distance, there is not much computational cost to find distances to each SVs.
The classification with SVM, besides its high accuracy, also provides sparseness which is another advantage of SVM, thus we do not need to save all the training data. Therefore, in this study, we also propose using only the K highest Lagrange multipliers (α) instead of all the nonzero Lagrange multipliers found at the training step of SVM. Section 4 tests and investigates if all the SVs found by the classifier, are necessary to classify the new data. Experimental results show that, even if the non-zero α values has closer value to each other, there can be some redundancy where we can reduce the SV number by choosing only the K highest SVs and corresponding α values.
Consequently, the SV number can be reduced by using the method presented on this paper for a similar performance. Besides, we also show that it is possible to increase the efficiency of the SVM by using only a fraction of SV numbers. Preliminary test results provide us interesting results about SVs which we discuss at the Section 5.
SVM uses the following formula for the classification, for a given new data vector x:
where α is the Lagrange multiplier for each SV that needs to be found in the training step, m the support vector number, b the biasing term, y the class labels, K(x,x i ) the kernel function, and x i are the support vectors. The parameters b and α i need to be found in the training step. The Lagrange multipliers, α i , can be found by maximizing the following equation: Thus the x i input vectors with nonzero α i values, are called support vectors (SV). Although several kernel functions have been proposed to be used with SVMs, as in [5] , [11] and [12] , the kernel function used in this study is the Gaussian kernel which is defined as:
where σ is the kernel parameter that needs to be found for a satisfactory classification performance.
The Proposed Method
K-NN SVM: If the Gaussian kernel is being used, then SVM can be considered as a binary clustering algorithm. However, in contrast to the other clustering algorithms, instead of finding the centroids of the clusters, SVM uses the edge information of the clusters where the two clusters are the closest to each other.
Our assumption in this study is that for a given new data vector, we do not need to use all the support vectors as in the traditional SVM. That is because the hyperplane can be more linear in some regions of the whole data space, and can be highly nonlinear in other regions. Therefore using only the K nearest support vectors within the same local region can increase the performance. Let us re-arrange the equation (1) as follows:
where h is the number of support vectors for the (+1) zone and similarly g is the number of the support vectors for the (-1) zone.
When the Gaussian kernel is being used for SVM, the Equation (4) simply becomes a weighted subtraction of α values with a biasing term b, treating the K(x,x i ) values as weights. Here the weights K(x,x i ) are mapped to a value based on the Euclidian distance between the new data and the support vector.
Fig. 1. Distances to all Support Vectors for a given new data
As shown in Equation (5), the Gaussian kernel maps the distance values between 0 and 1, where the closer distance is mapped to a higher value. Here, the kernel parameter σ decides after which value the mapping decays to 0 more faster. Thus, for a given test data vector, some of the α values in Equation (4) This can reduce the effect of the noise on forming the decision boundary. As the overfitting problem yields a complicated nonlinear decision surface, and usually requires more support vectors.
As a result, the classifier for a given new test data can be constructed as:
where k is the nearest support vector number and k ≤ m for an improved accuracy of SVM. 
D5 4 Experimental Results
In this section we perform experiments to illustrate the performance of the proposed method.
For the experiments, we use the image segmentation dataset which has 7 different classes of certain images. Each instant is a 3 by 3 region and randomly chosen from a database of 7 outdoor images. Each image is hand segmented for classification purpose. The dataset is available at [13] .
We use one against all rule for each 7 classes. The first 210 data are used as training dataset and the remaining 2100 data are used for testing. Each vector has 18 features. We calculate the highest performance values by finding the appropriate Gaussian kernel parameters. Before the training the SVM, we first normalized all the data between the range [-1,1]. For each class, we first find the best kernel parameter that gives the lowest generalization error, and then by using this kernel parameter, we find the support vectors and corresponding Lagrange multipliers. For the experiments, we used and modified the code available at [14] . Table 1 shows best classification results for the test data with the corresponding Gaussian kernel parameters and support vector numbers for each class. Then by keeping the same support vectors and the corresponding α values, we applied K nearest SVM technique on the same dataset and the results are shown on Table 2 . The best classification percentages are obtained by using the lowest K nearest support vectors, and are shown on Table 2 where K is the nearest Support vector numbers.
On Table 3 we first sorted the α values in descending order and then have chosen the K highest α values with the corresponding support vectors. The remaining α values are set to zero. Therefore the number of SVs is reduced in each test. The classification percentage with the same kernel parameters are shown on Table  3 for each class separately with the best K values. The maximum and minimum α values that are used and discarded for each class are shown on Table 4 .
In Figure 2 , we plotted the change on classification percentage versus the nearest support vector numbers used in Equation (7) when the kernel parameter is kept as 0.43. It can clearly be seen that the best classification result is not obtained by using all the support vectors. The peak value for the plot is obtained when the K is chosen as 9 as it is shown on the plot.
Comparing Table 1, Table 2 and Table 3 , we can see that K nearest SVM gives the best results for Path and Window classes when the same kernel parameters are used. Cement and Brickface classes show the same improved performance on Table 2 and  Table 3 . For Foliage, Grass and Sky classes we find the same results as in the regular SVM case. However for the Grass and Sky classes the same percentage values are obtained by using lower support vector numbers on experiments.
Conclusion and Discussion
In this paper, as an alternative SVM tuning method, we propose using the KNN idea to decrease generalization error, when the optimum kernel parameter is used with the Gaussian kernel. Moreover, we also show that the SV number can be reduced gradually by using only the highest K number of α values for the same or an increased performance for many applications.
Based on the experimental results on Table 1 , and Table 2 we can conclude that, on SVM generalization, learning with the lowest Support vector numbers is not always the best way of learning the training data when the accuracy is the main concern. Although SVM is called a "sparse learning algorithm", it is better to keep sparseness at an optimum value (which is not the minimum value always) so that, it does not reduce the generalization ability of the SVM. Especially for highly nonlinear data structures, it is safer and better to learn with more support vectors. And then by using K nearest SVM technique, the generalization error can be decreased.
As shown on Table 1 and Table 2 , the preliminary experimental results indicate us that, if the training step is completed with a small number of support vectors, then the generalization error may not be decreased with K nearest SVM as the support vectors are not close enough to form a proper smaller clusters to smoothen the decision boundary, thus we may not capture the nonlinearity of the space in a better way by using less support vectors. Table 3 shows that, there may be some redundancy on support vector number which can be further reduced for SVM classification with the Gaussian kernel. Even the α values may have similar values (not closer to zero), by choosing only the K highest α values, and setting all the remaining ones to zero, we can obtain the same generalization performance. Finding this K value is an important step and it can be found heuristically. This result can be quite useful where the SV number is more important such as in feature selection and feature extraction applications. Less support vector also means less computation time for a given test data.
The information we obtain from this study when combined with previous similar works, shows us that there are interesting properties with the Gaussian kernel, and there is a relation between the decision boundary and the kernel parameter as well as the K value. We will use these preliminary results in our next study to obtain a novel method that finds its own parameters automatically during the training step.
