We consider processing and shipment scheduling of a batch of size M jobs on a flexible (multifunctional) machine. All jobs in the batch require the same sequence of N operations on the machine. Costs are incurred in the forms of holding costs of jobs waiting for the next operation, setup costs whenever the machine is set up for a new operation, and shipment cost whenever the whole batch or a part of it is shipped to the customer. Using a dynamic programming formulation of the problem, we first show how the problem size increases in M and N . Then, by focusing on the properties of some classes of batch-splitting policies, a heuristic algorithm is presented that generates suboptimal policies. Some numerical results are provided which show that the algorithm performs very well.
INTRODUCTION
As competition and pressure to cut expenses increase, many manufacturers have begun to consider outsourcing as a viable alternative to some of their noncore manufacturing processes (Tocchet 1998 and Bendor-Samuel and Staedke 2000) . Outsourcing provides manufacturers with the flexibility to respond rapidly to continuous changes in the marketplace. In today's competitive market, investing in expensive machinery dedicated to produce an item, as opposed to outsourcing that item, only makes sense if: (i) the machine is versatile and flexible enough to respond to future changes in product design, and (ii) the machine will not be underutilized. Thus, a company that owns these flexible machines usually tries to increase machine utilization by accepting orders from other companies that outsource to its appropriate manufacturing (machining) operations. However, this means that the flexible machine has a wide variety of orders to process, and so the scheduling of each of these orders becomes a significant concern.
Each order will require a sequence of operations on one or more flexible machines, after which it is shipped to the customer in one or more separate shipments. Examples are large-scale machine shops or tool-and-die making shops that accept orders for complex machining operations on their highly advanced flexible machines (e.g., CNC machines or five-axis machine centers). The orders are often from smaller machine shops (or manufacturing units) that do not own that particular machine. This paper focuses on the scheduling of an order for a batch of identical products on a flexible machine where a number of different operations have to be performed on the products. We also consider the scheduling of shipments to the customer. We consider the following costs associated with each order: (i) holding costs for unfinished jobs waiting for their next operation, (ii) holding costs for finished jobs waiting to be shipped, (iii) a fixed setup cost whenever the machine switches from one operation to another, and (iv) a fixed shipment cost whenever a batch of any size is shipped to the customer. Our goal is to find the optimal machine schedule as well as the optimal order shipment schedule to minimize the total holding, setup, and shipment cost of a batch.
When the machine completes an operation on a job, a machine schedule specifies whether the machine should: (i) perform the next operation on the same job, (ii) perform the same operation on another job, or (iii) perform another operation on another job. When the last operation is completed on a job, a shipment schedule determines whether: (i) that job must be shipped (along with other completed jobs awaiting shipment), or (ii) the job must wait to form a larger batch for shipment.
The first step towards studying the optimal machine and shipment schedules in more complex systems with multiple flexible machines is to analyze simpler systems with one machine. This paper therefore focuses on optimal machine and shipment schedules in systems with one flexible machine, revealing some interesting properties of the optimal schedules. These will then lead to insights which can facilitate the analysis of complex systems with multiple flexible machines. Our single flexible-machine scheduling problem can also be viewed as the scheduling analogue of a fully crosstrained (agile) worker who is required to work at all stations in an N -station serial production system (see Figure 1 ). The agile worker is analogous to the flexible machine, and each station represents an operation in the machine scheduling problem. Also, the worker's switch from stage i to j is analogous to the machine's switch from operation i to j, i = j i j ∈ 1 2 N . While the machine schedule corresponds to the worker's switches among stations, the shipment schedule corresponds to the decisions regarding dispatching the completed jobs. Both the single flexible machine and the N -station serial production system can be represented by an N -stage tandem queue with a single (moving) server. This paper was motivated by the scheduling of flexible machines to process and ship an outsourcing order, and therefore our assumptions (presented in §3) are established to capture the characteristics of such an environment. However, we believe that the tandem queueing version of the problem is more helpful in understanding the dynamics of the machine scheduling problem. Thus, in most of the paper we will use the tandem queueing version to describe our results. We employ the term "server policy" or "server schedule" in the tandem queueing version to refer to the machine schedule, and we use the term "shipment policy" to represent the shipment schedule. We also use the term "stage i" as referring to operation i in the machine scheduling problem.
LITERATURE
The single multifunctional machine scheduling problem must be distinguished from a number of other multifunctional machine scheduling problems which have been considered in the literature. Glazebrook (1980 Glazebrook ( , 1995 , Sidney (1975) , and Benkherouf et al. (1994) have considered the scheduling of jobs on a single multifunctional machine with precedence constraints. However, in their model each job only requires one operation on the machine and the precedence constraints are on the sequence in which the jobs are completed. Our problem differs in that each job requires a prespecified sequence of N different operations and the precedence constraint is on the sequence of these operations. To the best of our knowledge, there is no work in the scheduling literature on this problem.
On the other hand, in the queueing-theory literature there have been a few studies on the tandem queueing version of the problem when switchover times or costs are involved (see Iravani et al. 1997 and Duenyas et al. 1998) . In those problems, jobs arrive one by one at the first queue according to a Poisson process and each job must go through the same sequence of Stages 1 to N . The processing time of each job in each stage is a random variable and the problem is to obtain an optimal policy for the server (worker) in order to minimize some cost function. Note that if the system receives batch orders which are to be processed first-come-first-serve (FCFS), that is, the processing of one batch cannot start until all jobs in the previous batch are completed-then the problem becomes finding the best schedule for the moving server in order to complete a batch (our problem without shipment cost). Iravani et al. (1997) showed that in a two-stage tandem queue the optimal policy for a server at the second stage is the exhaustive policy; that is, before switching to Stage 1 the server processes all jobs that have completed processing at Stage 1 and are waiting at Stage 2. The optimal policy at Stage 1 is complex, so they introduced a triple-threshold policy as a simple, yet cost-efficient policy to replace the complicated structure of the optimal policy.
In general in N -stage tandem queues, the optimization analysis of the problem becomes very difficult, and we are usually limited to performance analysis of known policies such as exhaustive and limited policies, as in Duenyas et al. (1998) . They studied an N -stage tandem queue with setup times and developed an exact analysis of exhaustive and gated policies. They also introduced a heuristic algorithm to find suboptimal policies; however, they were only able to compare their policy with the optimal in two-stage and three-stage tandem queueing settings. This limitation was necessitated by the very complex optimal policy which depended on the number of jobs in each stage. In other related work, Van Oyen and Teneketsis (1994) considered a forest network of N queues with M jobs and no arrivals, subject to switching and holding costs. A job completed in one queue either leaves the system or moves to another queue. Using reward rate notions, they derived conditions on the holding costs and service times for which an exhaustive policy is optimal. However, the optimal policy was not studied due to its computational and structural complexity.
By focusing on processing a batch of size M in an N -stage tandem queue with a single moving server ( Figure  1 right) , this paper studies the complicated structure of the optimal (machine and shipment) schedules, and introduces more practical yet cost-effective suboptimal schedules as alternatives to the optimal. It should be emphasized that we assume deterministic processing times. However, because only one job is processed at a time, the results can also be used in systems where processing times are random and the minimization of the total average cost of processing an order is of interest. The average processing times are then used in the deterministic model.
The rest of the paper is organized as follows: In §3 we study systems in which the customer requests that her entire order be shipped to her when all jobs in her order are completed. Then, in §4 we investigate the structure of the optimal machine schedule and we introduce the chain structure schedules (policies) as alternatives. Some preliminaries are defined in §5, and used in §6 to reveal interesting properties of chain structure policies. A heuristic algorithm is then presented in §7 which obtains the optimal chain structure policy. In §8 we add the shipment cost to our model and revise our heuristic to capture this new feature. Finally, through an extensive numerical study in §9, we evaluate the performance of our heuristic against the optimal and some commonly used policies.
PROBLEM FORMULATION
In this section we formulate our machine scheduling problem in the context of its equivalent tandem queueing system. Consider an N -stage tandem queue in which only one server is in charge of processing a batch of M identical jobs through Stages 1 2 N (Figure 1 right) . The processing times of jobs in stage i i = 1 2 N are S i . A holding cost h i per unit time is charged for each job during its wait in stage i i = 1 2 N + 1 , where h N +1 is the holding cost of a completed job awaiting completion of the other jobs to form a batch and be shipped. A setup cost K i is incurred whenever the server switches from another stage to stage i, i = 1 2 N . Machining operations performed by expensive flexible machines (e.g., CNC) add significant value to a job. Thus, a large work in process (WIP) in the system represents a significant amount of the company's money invested in finished and unfinished jobs. Holding cost per unit time indirectly represents this money tied up in the WIP. Minimizing this holding cost reduces company investment in customer orders. Furthermore, a large WIP increases the handling costs and decreases quality and flexibility (Hopp and Spearman 2001) . The longer we keep WIP in the system, the more chance of WIP being damaged or becoming obsolete. Thus, it is important to minimize the amount of WIP as well as the length of time that the WIP is kept in the system. Using the holding cost per job per unit time incorporates both the amount of WIP as well as the duration of time that the WIP was kept in the system.
Having a cost structure which includes the holding cost per unit time becomes more crucial when the batch size is relatively large. In this case a customer order (batch) might be kept in the system for a long time. For example, according to exhaustive approach, 1 an order consists of 500 jobs which requires that four different 0.5 hour-long operations will be completed in 4(0.5)(500)/8 = 125 days = 4 months (assuming eight hours work per day). This means that the firm will have a WIP of size 500 jobs for four months. Modeling a holding cost charged per job per unit time incorporates the level of WIP (500) as well as the time period (four months) in the process of finding the optimal schedule.
We also assume that h i is nondecreasing in i, because the value of a job increases after each completion of an operation on the machine. This is a critical assumption because in the flexible-machine problem, the value added to a job is often very significant.
2 Besides the fundamental principle that the value of a job increases after each operation, the motivation for considering increasing holding cost came from what we observed in tool-and-die-making shops and machine shops. In those shops, the raw materials are often pieces of metal which are piled up on top of each other. Material handling used for moving or storing these pieces is simple, and these pieces do not require any special handling and are not easily damaged. Thus, they do not need much space for storage and can be piled up on top of each other without being destroyed. On the other hand, the semifinished or finished jobs (e.g., dies) must often be stored using special fixtures, which requires more space and careful handling. One scratch on the surface of a die (or a gear) completely destroys it and costs the company a great deal of money (dies are often very expensive). Therefore, due to the simpler handling, smaller storage requirement, and lower risk of being damaged, the holding cost of raw material is lower than the holding cost of work in process (incomplete jobs), and the holding cost of work in process is lower than the holding cost of finished jobs. This assumption becomes more critical when the batch size is large and-due to the limited space-raw material, semifinished jobs, and finished jobs are piled up around the machine. Considering increasing holding cost incorporates the manager's incentive to finish the jobs that have higher holding costs and ship them as soon as possible. These are the jobs that are closer to completion, and damage to them during their waiting time in the system costs more money than damage to raw material.
The increase in holding costs can be proportional or nonproportional to the processing times. For example, when operations are similar and require simple tools, the increase in the value of a job is often linear to the operation times. The example for this case is the agile-worker version of our problem. However, if operations are different (e.g., require different tools with different levels of accuracy), then operations that take the same amount of time might add significantly different value to a job. An example of this case is the system in which one worker is in charge of more than one machine (e.g., manufacturing cells with one worker). In those systems, one hour of work of a simple machine such as a drill adds less value to a job than one hour of work of a CNC machine. For both proportional and nonproportional holding costs, the optimal machine and shipment schedule has a complex structure, and finding a close to optimal, yet simple structure schedule is of interest.
In our model we assume zero switchover (setup) times between jobs at the same stage and only consider a switching cost K i whenever the server switches from another stage to stage i. This is reasonable since switchovers in flexible machines are usually associated with switching tools in the tool magazine. Normally the system is designed so that this time is negligible in comparison with processing times; however, there is still a greater risk of quality problems or costs being incurred on the first job processed after a switch, so that the indirect switching costs may be significant. Furthermore, even if there are no switching costs or times, the methodology of this paper is still required in order to find policies that minimize holding and shipment costs. In our model, without loss of generality, we assume that the machine has already been set up for Operation 1 (K 1 has already been paid) before it starts to work on a batch.
Finally, we consider a fixed shipment cost C s whenever the system makes a shipment to the customer. This cost is assumed to be independent of the number of jobs in the shipped batch. At any point in time, any number of completed jobs that are waiting can be shipped to the customer; however, the goal is to find the optimal number of jobs that must be shipped at each dispatch as well as the optimal server policy which results in that shipment schedule.
Trade-Off Among Costs: An Example
To illustrate the trade-off between holding cost and switching and shipment costs, we utilize the following example. Consider a batch of size 5 jobs that requires four operations in the order 1 2 3 and 4. The processing times are S 1 = 5, S 2 = 4, S 3 = 3, and S 4 = 6. For simplicity we take holding costs h i = 10 ∀i = 1 2 5; switching costs K i = 100 for i = 1 2 3 4; and shipment cost C s = 1 000. The equivalent queueing problem for this example is to find the optimal server and shipment policies to process a batch of size 5 in a four-stage tandem queue with a moving server.
In §3.2 we will show that the optimal server and shipment policies for our example can be obtained by solving a shortest-path problem with 630 nodes. The solution results in the following policies: (i) exhaustive policy for the server, and (ii) whole batch (WH-B) shipment policy for the shipment. According to an exhaustive policy, the server must perform operation i on the entire batch of five jobs before switching to operation i + 1, i = 1 2 3 .
A WH-B shipment policy dictates that the entire batch must be sent in one shipment after all five jobs are completed. An exhaustive policy minimizes the total switching cost because it has the minimum number of switches, and the WH-B shipment policy minimizes the shipment cost because the entire batch is shipped together. These results are intuitive because the switching and shipment costs are relatively large (10 and 100 times larger than holding costs). Processing the batch of size 5 according to the exhaustive and WH-B shipment policies results in total cost of 5 800, comprising a total holding cost 4 500, total switching cost 300, and total shipment cost 1 000. Now assume that in our example the processing time in Stage 4 takes the longer time, S 4 = 30 instead of 6. The exhaustive and WH-B shipment policies now result in total cost 11 800, which consists of total holding cost 10 500, and total switching and shipment cost 300 and 1 000, respectively. Since the cost structure hasn't been changed, intuition might lead us to believe that exhaustive and WH-B shipment policies are still optimal. However, this is not true. The new optimal policy first applies an exhaustive policy on only three out of five jobs, and when these three jobs are completed in Stage 4, they are immediately shipped to the customer. The optimal policy then performs the exhaustive policy on the remaining two jobs still waiting in Stage 1. These two jobs are sent in one shipment after completion in Stage 4. The optimal policy has total cost 10 680, consisting of the total holding, switching, and shipment costs 7 980, 700, and 2 000, respectively. This policy results in a cost reduction of approximately 10%.
The main reason that the exhaustive and WH-B shipment policies are no longer optimal is that they retain all completed jobs in the system until the entire batch of five jobs is completed. Although this minimizes the total switching and shipment cost, it creates a larger total holding cost. For S 4 = 6, the exhaustive and WH-B shipment policies resulted in total holding cost 4 500, but when S 4 = 30, the total holding cost under exhaustive and WH-B shipment policy becomes 10 500, a very sizeable increase. This is so because when S 4 increases, the waiting time of completed jobs awaiting shipment, and therefore the total holding cost, increases. The large increase in holding cost can be reduced if the completed jobs in the system could be shipped out before all other jobs are completed. This is exactly what the new optimal policy does: It ships the first three jobs out of the system in one batch before processing the remaining two jobs in Stage 1. This saves 10 500 − 7 980 = 2 520 in holding cost but loses 700 − 300 + 2 000 − 1 000 = 1 400 in total switching and shipment cost, and therefore results in 2 520 − 1 400 = 1 120 saving in the total cost.
The above example clearly shows the trade-off between holding cost and switching and shipment costs. It also shows how a simple change in one machining operation may result in a significant change in the optimal machine and shipment schedules. On the other hand, the example also raises questions regarding the credibility of intuitive and commonly used policies such as exhaustive and WH-B Iravani, Buzacott, and Posner / 589 shipment policies. In this paper we focus on these issues. We study the optimal server and shipment policies and evaluate the performance of some commonly used policies.
In §3.2, we formulate our problem without the shipment cost and assume that the entire batch must be completed before it can be shipped to the customer (systems with WH-B shipment policy). Later, in §8, we include the shipment cost and allow the system to ship batches of any size at any time. We start with systems with WH-B shipment policy because: (i) it represents cases where a customer requests that the entire order be shipped together, and (ii) systems with shipment costs can be modeled as a special case of systems with WH-B shipment policies.
Dynamic Programming Formulation
Under the WH-B shipment policy, the scheduling problem of a moving server in an N -stage tandem queue with a batch of size M can be formulated as a dynamic programming model, or specifically, a shortest-route problem. The optimal server policy (or machine schedule) indicates the index of the stage at which the server must next process a job to minimize the total holding and switching cost for the batch. Because the batch size is M and because all jobs must be processed sequentially through stages 1 2 N , there are MN decisions epochs at which decisions must be made regarding the next stage for processing a job.
Define the state of the system (the nodes in the shortest Examples of optimal batch-splitting in systems with WH-B shipment policy. This means that for a system with M = 160 jobs and N = 4 stages, the LCP problem has 113 million nodes.
3 Creating and solving a problem with this size takes a considerable amount of time, and the resulting schedules are often too complicated to be used in practice. These considerations lead us to the obvious need to develop a time-efficient heuristic to find more implementable yet cost-effective policies.
The heuristic to be developed in this paper will reduce the number of required computations dramatically. It focuses on a specific class of policies and generates suboptimal policies by solving a shortest-path problem with N + 1 nodes. For instance, it generates a suboptimal policy for the above LCP problem (with 113 million nodes) by solving a shortest-path problem with only five nodes. Our numerical study will show that in most cases, those suboptimal policies are, in fact, optimal.
A LOOK AT THE OPTIMAL SCHEDULE
To investigate the structure of the optimal schedule in systems with WH-B shipment policy, we examined several examples and observed that in most cases the server optimal schedule splits a batch according to what we call a chain structure (see Figure 2 (a)). Figure 2 depicts the optimal batch splitting for a seven-stage tandem queue with batch size M = 6 under three different cost structures.
As Figure 2 (a) depicts, the chain structure splits the original batch of size M = 6 into smaller batches of size 3 for Stages 1 and 2, and size 1 for Stages 4 and 5; however, these smaller batches will not be split further and will join somewhere downstream (Stages 3 and 6) to reconstruct the original batch of size M = 6. This feature of a chain structure policy actually results in decomposition of the original tandem queue into disjoint smaller tandem queues (1-2, 3, 4-5, and 6-7), and then processes the original batch of size M in each decomposed tandem queue independently.
We also observed cases in which the optimal policy did not follow the chain structure (Figures 2(b) and 2(c)). In Figure 2 (c), for example, the server processes all six jobs in Stage 1 and then switches to Stage 2. In Stage 2 he first processes two jobs through Stages 2 and 3, and then 590 / Iravani, Buzacott, and Posner he returns to Stage 2 to process two more jobs through Stages 2 and 3. After switching from Stage 3 to 4, he only processes three out of four jobs waiting in Stage 4 through Stages 4 to 7. He then returns to Stage 2 and processes the remaining two jobs of the batch through Stages 2 and 3. Finally, these two jobs integrate with the single job waiting in Stage 4 and are processed as a batch of size 3 through Stage 4 to 7. This schedule does not have a chain structure because the split batches of size 2, which integrate in Stage 4, do not reconstruct the original batch of size M = 6.
In general, the structure of the optimal batch-splitting policy is more complicated than our nonchain structure examples in Figure 2 . In fact, as the problem size (M and N ) increases, the optimal structure becomes even more complex and, therefore, less implementable. In practice, it is not easy for the worker to keep track of the number of jobs waiting in each stage to figure out his next action according to the optimal schedule. The chain structure batch-splitting policies, however, are easier to implement in practice because they decompose the original tandem queue into smaller tandem queues, wherein the original batch of size M is split into smaller batches according to a simple rule. This advantage of chain structure policies make them an attractive candidate to replace the optimal nonchain structure policies. However, the main questions are (i) whether chain structured policies are as good as the optimal and, (ii) if they are, how can the best chain structure policy be obtained.
We first answer (ii) in § §6 and 7 by developing an algorithm to find the best chain structure policy, and then in §9 we show that this policy is as good as the optimal.
PRELIMINARIES
Before introducing the algorithm, we first establish some terminology and notation which are required to construct the basis for our heuristic. The notation can be divided into three sets: (i) policy structure, (ii) cost computation, and (iii) batch-splitting alternatives.
Policy Structure
The first set of notation is used to present a policy. This notation is:
• que(i to j) denotes a tandem queue consisting of stages i i + 1 j − 1 j and the buffer of stage j + 1.
• i m → j denotes a policy that processes a batch of size m jobs according to an exhaustive policy in stages i to j (tandem queue que(i to j)). An exhaustive policy processes the entire batch of size m in stage k before switching to stage k + 1, k = i i + 1 j − 1 .
• ⊕ shows the order of a sequence of different policies from left to right. For instance, ⊕ indicates that the server applies policy immediately after completing policy .
• ≡ is used to show that two policies are equivalent. As an example, it is clear that
⊕ is used to show a policy which is repeated r times. So, for example,
To demonstrate how the notation can be used to describe different policies, consider the policy in Figure 2(a) . Using our notation, this policy can be described as → 7 . Describing policies in this manner enables us to construct an efficient operational tool which helps us to compute the cost of different policies in a very simple way.
Cost Computation
The second set of notation is used to obtain the cost of different policies. Let h K be the total holding (switching) cost associated with processing jobs according to policy . Considering = h + K as the total cost, Lemma 1 facilitates the derivation of the total cost for some combinations of exhaustive policies i m → j ; its proof is straightforward and is therefore omitted.
Lemma 1. (i) In que(i to j) with a batch of size m in stage i
and, therefore,
Lemma 1 shows how the total cost of a combination of some exhaustive policies of form i m → j can be obtained using the total cost of each individual exhaustive policy. This lemma is very useful in the cost computations of chain structure policies, since they actually consist of a combination of exhaustive policies. For example, the total cost 
b. In other words, an E-splitting policy has the form i
Note that an E-splitting policy in que(i to j) reconstructs the original batch in stage j + 1. For example, in Figure 2 (a) the original batch in que(1 to 2), which is processed according to an E-splitting policy with m 1 = 3 and m 2 = 3, is reconstructed in Stage 3. As is clear in Figure 3 , the chain structure policies actually consist of a series of E-splitting policies.
E-Splitting Policy of Order l. A batch of size M can be split according to E-splitting policies into 1 2 , or at most M, batches. We use the term E-splitting of Order l to refer to E-splitting policies which split the original batch of size M into l smaller batches. Thus, the set of E-splitting policies of order l in que(i to j) includes all policies in the form i Chain structure policy: A serial combination of E-splitting policies. → 4 , which has the least cost among E-splitting policies of Order 2, is called the best E-splitting policy of Order 2. In addition, this policy also has the least cost among all E-splitting policies of all orders. Therefore, it is also called the best E-splitting policy for processing a batch of size 4 in que(1 to 4). We use O M i to j to show the 592 / Iravani, Buzacott, and Posner order of the best E-splitting policy for processing a batch of size M in que(i to j). Thus, in the above example for M = 4, we have O 4 1 to 4 = 2.
PROPERTIES OF E-SPLITTING POLICIES
As we mentioned before, the chain structure policies are combinations of E-splitting policies applied in disjoint sets of smaller tandem queues. Thus, to find the best chain structure policy for processing a batch of size M in que(1 to N ), we must (i) find the best way to decompose the original tandem queue que(1 to N ) into disjoint smaller tandem queues, and (ii) find the best E-splitting policy in each decomposed tandem queue. In § §6.1 and 6.2 we first focus on finding the best E-splitting policy to process a batch of size M jobs in a tandem queue que(i to j), and then in §7 we show how our heuristic uses these results and finds the best way to decompose the original tandem queue que(1 to N ) into smaller tandem queues.
The Best E-Splitting Policy of Order l
In this section we will introduce some properties of E-splitting policies of different orders. These properties, which establish the basis for our algorithm, are presented in Lemmas 2 and 3, with their proofs outlined in the Appendix.
Lemma 2. For each que(i to j) with batch size M, consider the holding cost factor, ij , and the switching cost factor, ij , as follows:
If l is an E-splitting policy of order l with order vector
where (5) and (6) aggregate the characteristics of tandem queue que(i to j) (such as processing times, holding costs, and setup costs in each stage) into two scalars: holding cost factor ij and switching cost factor ij . These two factors not only simplify the cost computations of E-splitting policies of different orders in que(i to j) (Lemma 2), but also play an important role in finding the best E-splitting policy in que(i to j) (Lemma 4).
While Lemma 2 computes the cost of E-splitting policies of different orders, Lemma 3 introduces a simplified approach which finds the best E-splitting policy of a specific order. 
Instead of computing and comparing the total cost of all E-splitting policies of a specific order, Lemma 3 presents an easy way to obtain the best E-splitting policy of that order. For example, processing a batch of size 10 in any tandem queue que(i to j) has 36 E-splitting policies of Order 3 with order vectors 1 1 8 1 2 7 1 3 6 . Using Lemma 3, if ij > 0, the best E-splitting policy of Order 3 can be quickly found to have order vector 3 3 4 . This lemma explains why, in Figure 2(a) , the batch of size 6 in que(1 to 2) which has been split into two l = 2 smaller batches, is actually split into batches of size (3 and 3) rather than (1 and 5) or (2 and 4). To answer the question as to why this batch is split into two (and not three or four or five or six) batches in the first place, we present Lemma 4, which obtains the order of the best E-splitting policy.
The Best E-Splitting Policy
While Lemma 3 finds the best E-splitting policy of any specific order, Lemma 4 obtains the order of the best E-splitting policy among all E-splitting policies of different orders. 2 2 2 1 1 1 1 1 1 1 1 1 5 5 3 2 2 2 2 1 1 1 1 1 1 1 6 6 3 3 2 2 2 2 2 2 1 1 1 1 7 7 4 3 3 2 2 2 2 2 2 2 2 1 8 8 4 4 3 3 2 2 2 2 2 2 2 2 9 9 5 4 3 3 3 3 2 2 2 2 2 2 10 10 5 5 4 3 3 3 3 2 2 2 2 2 Remark 1. Consider tandem queue que(1 to 2) in Figure 2(a) as an example. In this queue, 12 = 6 > 0, 12 = 25, and 12 = 25/6 = 4 167. Since n * 1 n * 2 = 3 3 = 9 > 12 , then O M 1 to 2 = 2 is obtained from Table 1 in row M = 6 under column 4 . This means that the best way to split the batch of size 6 into smaller batches in que(1 to 2) is to split it into two batches. This is exactly what the optimal schedule does in the example in Figure 2(a) .
Lemma 4. Let
While Lemmas 3 and 4 can be used to find the best E-splitting policy in any decomposed tandem queue que(i to j) in a chain structure policy, it still remains to find the best way to decompose the original tandem queue que(1 to N ) into smaller disjointed tandem queues que(1 to i), que(i + 1 to j),
, que(k + 1 to N ). In the next section we present our algorithm, SHORA, which obtains the best decomposition scheme for the original tandem queue and, therefore, the best chain structure policy. The performance evaluation of SHORA, presented in §9, indicates how close the chain structure policy generated by SHORA is to the optimal policy.
SHORA HEURISTIC ALGORITHM
The SHOrtest-Route Approach (SHORA) algorithm is designed to yield the best chain structure batch-splitting policy in the N -stage tandem queue. This algorithm decomposes the N -stage tandem queue into all possible multistage tandem queues in which an E-splitting policy can be applied.
The set of all possible multistage tandem queues consists of: N one-stage tandem queues, N − 1 two-stage tandem queues, N − 2 three-stage tandem queues, and 1 N -stage tandem queue. Matrix Dec N shows all possible decomposed tandem queues for the N -stage tandem queue.
que(1 to 1) que(1 to 2) que(1 to 3) que(1 to 4) que(1 to N − 1) que(1 to N ) -que(2 to 2) que(2 to 3) que(2 to 4) que(2 to N − 1) que(2 to N ) --que(3 to 3) que(3 to 4) que(3 to N − 1)
Since Dec N is an upper triangular matrix, it is clear that the number of decomposed systems (the nonzero elements of Dec N ) is N N + 1 /2. For each decomposed que(i to j), SHORA calculates ij , ij , and ij and uses Lemma 3 and 4 to obtain the best E-splitting policy ij and its cost ij in order to process the batch of size M. Considering O M i to j as the order of the E-splitting policy ij , SHORA uses Lemma 2 to generate C * , the matrix of the cost of the best E-splitting policies in all decomposed tandem queues as follows:
i j+1 is the total holding and switching cost of processing M jobs according to policy ij in que(i to j) and then switching from stage j to j + 1. In other words, it is the total cost incurred from the time that the server starts from stage i to the time that he completes processing all M jobs in stage j and then switches to stage j + 1. From this perspective, the minimization of the total cost of processing M jobs in Stages 1 to N using E-splitting policies is equivalent to the minimization of the total cost of the server's trip from stage 1 to N + 1. This is actually a shortest-route problem in which the origin is Stage 1, the destination is stage N + 1, and the distance between nodes (stages) i and j is ij (Figure 4 ). This means that for a problem with M = 160 jobs and N = 4 stages, where finding the optimal schedule requires solving a shortest-route problem with at least 113 million nodes, SHORA is capable of finding the best chain structure policy by solving a shortest-route problem with five nodes. Of course, the main question is how close the cost of the best chain structure policy (obtained by SHORA) is to the cost of the optimal policy. In §9, we perform a numerical study and show that the difference between these two costs is insignificant. . . .
N-1,N
Dynamic programming techniques can be used to find the least-cost path from node 1 to node N + 1 in Figure 4 . If the least-cost path from node 1 to N + 1 passes through nodes 1 n 1 n 2 n u N + 1, then the schedule obtained by SHORA actually decomposes the N -stage tandem queue into tandem queues que(1 to n 1 − 1), que(n 1 to n 2 − 1), , and que(n u to N ), where, in each decomposed tandem queue, a batch of size M is split according to the best E-splitting policy in that queue. The SHORA algorithm can be summarized as follows:
Step 1. Construct matrices and with elements ij and ij i j = 1 2 N , respectively, where
Step 2. Construct matrix with elements x ij i j = 1 2 N , where
Step 3. For each que(i to j), i < j in Dec N , use Lemma 4 to find the best E-splitting policy ij with order O M i to j , and then construct matrix * with elements o ij , i j = 1 2 N , where
Step 4. Construct matrix with elements c ij i = 1 2 N ; j = 2 3 N + 1 , where
is the order vector of the best E-splitting policy i j−1 in decomposed queue que(i to j − 1).
Step 5. Let c ij be the distance between nodes i and j in a shortest-route problem with N + 1 nodes, and find the shortest route between nodes 1 and N + 1. Suppose that the shortest route passes through nodes 1 i 1 i 2 i r N + 1 with total distance T D M . Then the optimal chain structure policy is Remark 2. The main result in Van Oyen and Teneketzis (1994) was a sufficient condition for optimality of an exhaustive policy in a tandem queue with switching and holding costs and no arrivals. They showed that if
then the optimal schedule will never split the original batch. In other words, the optimal policy is exhaustive in Stages 1 to N . Here we show that SHORA is capable of recognizing this condition. More specifically, we want to show that if (10) holds, SHORA will never split the original batch, and therefore it will result in an exhaustive policy in Stages 1 to N . Consider holding cost factor i i+1 for que(i to i + 1). Using (5) we get
It is clear that if (10) holds, then i i+1 0 for i = 1 2 N − 1. On the other hand, it can be shown that if i i+1 0, i+1 i+2 0, , j−1 j 0, then ij 0 for i = 1 2 j − 1 and j = 3 4 N . According to Lemma 4, ij 0 indicates that the best E-splitting policy in que(i to j) has Order 1. In other words, according to Lemma 4, a batch is never split in queue que(i to j) if ij 0. Since ij 0 for i = 1 2 j − 1 and j = 2 3 N , therefore SHORA will result in an exhaustive policy which never splits the original batch in the N -stage tandem queue.
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SYSTEMS WITH SHIPMENT COST
In this section we relax the assumption regarding the WH-B shipment policy and add a shipment cost to our model. More specifically, we assume that the system is allowed to ship any number of completed jobs at any time, incurring fixed cost C s for a shipment of any size. Now, in addition to the optimal server policy, we must obtain the optimal shipment policy to minimize the total holding, switching, and shipment cost.
At first glance it seems that since two different decisions regarding processing jobs and their shipment are involved, finding the jointly optimal worker schedule and shipment schedule requires developing a new model. However, this new problem is actually a special case of a system with WH-B shipment policy. More specifically, the optimal schedule of the worker and the optimal shipment pol- Proof. To show this property, consider time t N +1 at which the server switches from stage i = N to shipment stage N +1, where u jobs are waiting. This switch actually means that these u jobs are shipped at time t N +1 and shipment cost K N +1 is incurred. Now consider time t N < t N +1 , the time that the last of those u jobs present in shipment stage N + 1 was processed in stage N and sent to stage N +1. It is clear that shipping those u jobs at time t N has the same shipment cost as shipping those jobs at time t N +1 . However, if those u jobs were shipped at time t N rather than t N +1 , it would have saved the system a holding cost of h N +1 t N +1 − t N u. In other words, switching from stage i = N to shipment stage N + 1 actually means that the shipment of the jobs waiting in stage N + 1 was delayed for no reason. These jobs could have been shipped earlier when the processing of their last job (the uth job) was completed in stage N and sent to stage N + 1. The delay in shipment of jobs present in shipment stage N + 1 only makes sense if these jobs are waiting for other jobs to join them and form a larger batch (in stage N + 1) for shipment. This only happens when the server switches from stages N to N + 1, and not from any other stage.
Remark 3. The exhaustive policy in stage N + 1 in the revised (N + 1)-stage problem is optimal. In other words, whenever the server switches to stage N + 1, and therefore the shipment cost K N +1 = C s is charged, it is optimal to ship all the jobs present in that stage at that time. This is intuitive, since when a fixed shipment cost is paid, it is better to ship all completed jobs.
Remark 4. The server's switch to stage N + 1 is a dummy switch. It is only a mechanism to include the shipment cost into the original model. Furthermore, because S N +1 = 0 (the server is not in charge of the shipments), the dummy switch does not affect the server's optimal schedule at all.
After a minor change in switching cost factor N N +1 , SHORA can be used to obtain a close-to-optimal schedule for the revised (N + 1)-stage problem. Consider Equation (7) in Lemma 2 for i = N , and j = N + 1,
According to (6) , N N +1 = K N + K N +1 This is true if switching from stage N to stage N + 1 and stage N + 1 to N cost K N +1 and K N , respectively. However, when stage N + 1 is a dummy stage, switching from stage N + 1 to N does not incur any cost because the server never actually leaves stage N . Therefore, when Lemma 4 is used for tandem queue que(N to N + 1) in SHORA, we must set
. This is only the case for que(N to N + 1) because in other tandem queues que(i to N + 1), i = N , in all E-splitting policies of any order l, the server switches from stage N to N + 1 and then from stage N + 1 to i. The total switching costs of these two switches is K N +1 + K i . This is actually the same as paying the shipment cost K N +1 and switching from stage N to i and is included in i N +1 , for i = 1 2 N − 1.
NUMERICAL RESULTS
In this section, we report the results of our numerical study. The goals of the study were: (i) to explore how well our heuristic performs in finding close to optimal schedules, and (ii) to compare the performance of chain structure policies with some commonly used simple structure policies. In addition to performance evaluation of the heuristic, we also present some insight we gained during our numerical experiment.
SHORA vs. Optimal
To compare the cost of policies obtained using SHORA with the cost of the optimal policy, we considered four, five, six, and seven-stage tandem queues each with M = 5 6 7, and 9 jobs. These cases create shortest-path problems from 290 nodes (for N = 4 and M = 5) up to 10,297 nodes (for N = 8 and M = 6). Over 1,400 different problems were generated through random and systematic generation processes, and for all problems the relative error SH was obtained as follows:
596 / Iravani, Buzacott, and Posner where T C SH is the total holding, switching, and shipment cost of the policy obtained by SHORA, and T C * is the optimal cost obtained by solving the large LCP model (presented in §3.2). To solve the LCP, we developed a computer program (coded in MATLAB) 4 that starts with the origin node 0 M 0 0 0 and generates all other nodes of the LCP as well as the paths between nodes. While generating the nodes, the program simultaneously finds the least-cost path from the origin node to the last generated node. The program stops when it reaches to node N 0 0 0 M and gives the optimal path (job processing and shipment schedules) as well as the optimal cost. 9.1.1. Random Generation Process. In the random generation process, uniform random integer numbers (between 1 and 3,000) were used to generate service times, holding costs, and switching costs. These completely random generations created different (holding cost/switching cost), (service time/holding cost), and (switching cost/service time) ratios, and therefore, different varieties of resulting policies. Over 1,200 problems were generated and the relative errors SH were computed. Table 2 details the results of our experiments. Table 2 also includes 252 experiments that we conducted through our systematic generation process. These cases are discussed further in this section.
As Table 2 depicts, SHORA yielded the optimal schedules in 1,177 out of 1,452 cases, and when the optimal schedules were not found, the average relative error was around 1 2%. The table also shows that in 18 out of 1,452 cases the error was more than 5%, while in 53 out of 1,452 cases the error was above 3%. It can also be observed from Table 2 that the average and maximum errors were not significantly changed as the batch size M or number of operations N increased. 9.1.2. Systematic Generation Process. In our random generation process we examined 1,200 completely different problems that were randomly generated by the computer. However, to gain additional insight on the performance of SHORA, we also focused our attention on one specific problem: the problem with the highest error (6 21%) among the largest-size (N = 7 and M = 6) problems generated by our random generation process. This problem had processing times = 3 9 5 4 8 2 1 , holding costs h = 1 2 6 6 52 61 72 83 , switching costs K = 2 7 119 8 20 351 7 , and shipment cost C s = 1 493. Based on the holding and switching costs of this problem, we created several different scenarios for the holding and switching costs, as shown in Table 3 . This was done by applying changes such as increasing or decreasing parameters h i h i+1 − h i and K i . We converted h = 1 2 6 6 52 61 72 83 and K = 2 7 119 8 20 351 7 , respectively, to H 2 and K 5 in Table 3 , since H 2 and K 5 have more systematic structures while generating almost the same relative error.
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For a batch of size M = 6 we created a set of 168 different problems, using Table 3 , processing times 1 = 3 9 5 4 8 2 1 or 2 = 1 2 8 4 5 9 3 (reverse of 1 ), and shipment costs C s = 150 or 1 500 . Using Table 3 , 1 , and 2 , we also created 84 cases for systems with WH-B shipment policy. These cases were included to represent situations in which shipment is delayed until the entire order is complete. This creates a total of 252 problems which were used along with randomly generated problems to evaluate the relative error SH (see Table 2 ).
From Table 2 , the average error 1 66% for the 252 systematically generated problem with N = 7 and M = 6 is larger than average error 1 06% for the 200 randomly generated problems with N = 7 and M = 6. This is due to the fact that the systematic generation process generated the 252 problems based on the worst case among the 200 randomly generated problems. Nevertheless, SHORA performs very well for the 252 problems, generating the optimal policies in 204 out of 252 cases and having only 7 cases with relative error above 3%.
SHORA vs. Exhaustive Policies
In this section we compare the cost of policies generated by SHORA with the cost of the following two policies:
1
. Exhaustive with WH-B (EX-WH).
According to an exhaustive with WH-B policy, the machine performs operation i on all M jobs in the batch before it switches to operation i + 1, i = 1 2 N − 1 , and the entire batch Iravani, Buzacott, and Posner / 597 Table 3 . The set of switching and holding costs for the systematic generation process.
Holding is sent to the customer in one shipment. Exhaustive with WH-B policy is a commonly used policy that has the minimum total switching and shipment cost.
Exhaustive with WH-B and Batch Splitting (EBS).
The EBS policy is another common practice which splits the original batch of size M into l smaller batches of sizes m 1 m 2 m l in Stage 1, and performs the exhaustive with WH-B policy on each split batch separately. Note that under this policy the batch of size M will be shipped to the customer in l separate batches. For l = 1, the EBS policy does not split the batch, and in fact it becomes the EX-WH policy.
Since the EBS policy is actually an E-splitting policy in the original tandem queue 1 to N + 1, we used our lemmas and obtained the best l, and also the cost of the best EBS policy. We compared the cost of the EX-WH policy, the best EBS, and the policy generated by SHORA with the optimal cost for all 252 systematically generated cases. Table 5 summarizes the results and Table 4 shows a sample of detailed results for 126 cases (for 2 ). Note that in Table 4 the error for the EX-WH policy is denoted by EX . Our numerical study shows that: (i) Policies generated by SHORA significantly outperform the EBS and EX-WH policies, (ii) the overall performance of the best EBS policy improves as shipment cost increases, and (iii) the EX-WH policy performs very poorly in systems with high holding costs ( EX−WH is very large for all cases except H 1 and H 4 in Table 4 ). These are the systems in which machining operations are costly, and therefore the value added to jobs is significant.
Time Saving of SHORA
In the previous section we evaluated the cost effectiveness of the policies generated by SHORA. In this section, we compare the time required to obtain the optimal solution with the time in which SHORA generates a close-to-optimal solution. As described in §3.2, the number of nodes in the LCP problem exponentially increases with M or N . In practice, the batch size M is usually a large number, and therefore the corresponding LCP problem has an extremely large number of nodes. For example, for a problem with M = 50 (a moderate size), number of operations N = 4, and shipment cost, the LCP problem has around 15 8 million nodes. Solving this LCP problem on a Pentium II at 450 MHz takes 40 55 Hours. However, for this problem, SHORA generates a close-to-optimal solution in less than seconds by solving a shortest-path problem with six nodes. We also tried to solve the LCP problem for a case with M = 150, and N = 5. For this problem SHORA yields a solution in 3 6 seconds. However, we were not able to obtain the optimal solution for this case because it requires solving a LCP problem with 3,380 million nodes.
Implementability vs. Optimality
As we mentioned in §2, even in relatively small-size problems, if the optimal policy has a nonchain structure, it becomes more complicated and less implementable in practice. Thus, as the problem size increases, the need for a schedule with a simpler structure becomes more apparent. This fact emphasizes the value of algorithms such as SHORA, which are able to generate a schedule which has a simple structure, yet is cost efficient. In fact, SHORA is an attractive algorithm not only because it can obtain a close-to-optimal policy in seconds, but also because it generates more implementable schedules in comparison with the optimal schedule. In other words, if the optimal solution can also be obtained in a matter of seconds (say, by invention of the next generation of super computers), there still exists a need for algorithms such as SHORA to generate cost-efficient schedules which are more implementable in practice than a complicated structured optimal policy.
Splitting a Batch vs. Splitting the Queue
In §9.2 we examined the performance of the best EBS policy through our systematically generated problems and observed that in some cases the best EBS policy might perform very poorly. We studied those cases and we found that the main reason for the poor performance of the best EBS policy is that it splits the batch but not the queue. For example, consider the case with H 2 , K 3 , and shipment cost 150 in Table 4 , where the optimal schedule has a nonchain structure with optimal cost T C * = 14 138. For that case, the best EBS policy splits the batch of size M = 6 into 6 batches of size 1 and precesses each split batch separately. In other words, the best EBS policy is 6 ⊕ 1 1 → 6 . The total cost of this policy is 17 750, which is 25 55% more than the optimal cost. However, using SHORA policy 1 6 → 3 6 ⊕ 4 1 → 7 with total cost 14 315 is generated, which has 1 25% higher cost than the optimal. The main reason that the cost of the policy generated by SHORA is lower than the cost of the best EBS policy is that SHORA decomposes the seven-stage tandem queue into smaller tandem queues que(1 to 3) and que(4 to 7) and splits the batch differently in each decomposed queue. This has a very significant effect on the total cost because Operations 4 to 7 are costly operations which add a significant value to each job, while Operations 1 to 3 are less costly.
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This example shows that managers who only focus on find- Iravani, Buzacott, and Posner / 599 ing the best way to split a batch (the best EBS) and ignore the benefit of splitting the queue might pay a very high price. Indeed, they must focus on finding the best way to split the manufacturing process (the tandem queue) as well as finding the best way to split the batch. This is exactly what SHORA can do for them.
Discount Plan
It is an accepted fact that customers always expect a cheaper price (discount) when ordering in larger quantities.
Companies usually have no problem with that because in most production systems, the unit production cost decreases with the number produced. This is mostly attributable to the fixed costs which are independent of the number produced. We would like to emphasize that this is not the case in the manufacturing environment analyzed in this paper.
As an example, consider the first case in Table 4 with H 1 , K 1 , and C S = 150. The total optimal costs of processing batches of size M = 4 and M = 5 for this case are 4 312 and 5 745, respectively. This means that for a batch with four jobs the total cost per job is 4 312/4 = 1 078; however, this number is 5 745/5 = 1 149 for a batch with five jobs. If the company receives a fixed amount $p per job, then the net benefit per produced job is less for a larger batch of size M = 5 compared to a smaller batch of size M = 4. This development is the result of the effects of increase or decrease in batch size on the structure of the optimal schedule. Therefore, establishing the pricing scheme of $p per job regardless of batch size, or considering discount for larger batch sizes, may not be suitable for the system presented in this paper. A good pricing or discount scheme can be established by obtaining the total cost for different batch sizes and specifying the more profitable sizes.
CONCLUSION
We considered the machine as well as shipment scheduling in processing a batch of size M jobs through a sequence of N operations on a flexible machine. We showed that the optimal schedule has a complicated structure and the solution procedure is computationally exponential in N and M. Therefore, we developed a heuristic algorithm to find simple, yet near-optimal, schedules. Through a numerical study, we showed that: (i) the simple structure machine and shipment schedules generated by our heuristic are almost as cost effective as the optimal, and (ii) they significantly outperform the commonly used machine and shipment schedules.
The paper also places emphasis on the following insights derived from the study. First, chain structure policies are good candidates for the optimal integrated shipment and machine schedules in systems with one flexible machine. They are almost as cost effective as the optimal schedule, but easier to obtain and more implementable in practice. Second, the commonly used EX-WH policy performs poorly in systems in which the machining operations are costly. Third, policies such as chain structure policies, which split the batch as well as decomposing the queue, perform better than policies that only split the batch. The difference in cost of these two classes of policies becomes very significant in systems where there is a significant difference in value added to jobs in different stages. Finally, a pricing scheme based on a fixed price for a completed job is not suitable for the manufacturing environment described in this paper. A good pricing or discount scheme can be established by obtaining the total cost for different batch sizes and specifying the more profitable sizes.
By analyzing the system with one flexible machine, this paper facilitates the study of the systems with multiple flexible machines. Future research will focus on the properties of chain structure policies in systems with multiple machines, and on ways to decompose them into systems with single machines. Under any decomposition scheme, the chain structure policies introduced in this paper will be good candidates to be used in each of the decomposed systems with one flexible machine.
