Abstract-The joint maximum a posteriori-maximum likelihood (JMAP-ML) estimation criterion can serve as an alternative to the maximum likelihood (ML) criterion when estimating parameters from an observed data vector whenever another unobserved data vector is involved. Rather than maximize the probability of the observed data with respect to the parameters, JMAP-ML maximizes the joint probability of the observed and unobserved data with respect to both the unknown parameters and the unobserved data. In this paper, we characterize the relation between the ML and JMAP-ML estimates in the Gaussian case and provide insight into the apparent bias of JMAP-ML. Although JMAP-ML is an inconsistent estimator, we show that with short data records, it is often preferable to ML in terms of both bias and variance. We also identify JMAP-ML as a special case of the deterministic extended least squares (XLS) criterion. We indicate a general relation between a possible maximization algorithm for JMAP-ML and the well-known estimation-maximization (EM) algorithm.
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I. INTRODUCTION
L
ET and be two random vectors, whose joint probability distribution function (PDF) depends on an unknown deterministic parameter vector . Assume further that it is desired to estimate from observation of (with no access to ). The classical maximum-likelihood (ML) criterion would be to maximize , which is the (marginal) PDF of , with respect to , (1) An alternative approach would be to substitute the implied integration by maximization with respect to (w.r.t) the unobserved , namely, maximize w.r.t. both and . Such a maximization is partly ML (in the deterministic parameters ) and partly "joint maximum a posteriori (MAP)" (in the random vector ), in the sense that it finds , which has the maximum posterior joint probability (with ), as well as , which maximizes that probability. We therefore term the estimate the "joint MAP-ML" (JMAP-ML) estimate of , which is denoted Manuscript received July 30, 1999; revised August 18, 2000. The associate editor coordinating the review of this paper and approving it for publication was Prof. A. M. Zoubir.
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for short. As a by-product, this approach provides an inherent JMAP-ML estimate of the unobserved as well: (2) Actually, this criterion has been considered before in various forms and contexts, usually with little analysis. For example, Lim and Oppenheim's "System B" approach [1] for estimating the auto-regressive (AR) parameters of noisy speech uses that criterion as it iterates between Wiener (or Kalman) filtering of the data using the latest parameters estimate and applying the Yule-Walker equations directly to the resulting filtered signal to produce the updated parameters estimate. BarShalom [2] also considered such an iterative scheme in a similar context. Musicus [3] identified these as his parameters-signal MAP (PSMAP) approach.
While Bar-Shalom [2] assumed this estimator to be consistent, Lim and Oppenheim [1] and Musicus [3] claim (correctly) that it is not. Moreover, they assert that it tends to estimate the AR poles of the underlying speech signal at locations that are significantly biased toward the unit-circle (resulting in sharp spectral peaks in the implied spectrum estimate). As a substitute, Lim and Oppenheim proposed a slightly different algorithm, which was eventually shown to coincide with the well-known estimate-maximize (EM) algorithm (e.g., [4] ) producing the ML estimate. The ML estimate is, in turn, asymptotically efficient and did not exhibit the sharp spectral peaks phenomenon.
In a more recent work, Gassiat et al. [5] investigated the "generalized likelihood" (GL) criterion, which is similar to JMAP-ML, in the context of recovering a spike process from noisy measurements. It was shown that in estimating the involved parameters, nontrivial maximization of the GL is not always possible, and moreover, when it is possible, the resulting estimate is inconsistent.
Thus, despite the fact that the JMAP-ML criterion is usually easier to minimize than the ML criterion, it is often turned down in favor of ML, mainly due to inconsistency and apparent bias. However, in this paper, we will provide some insight into the relation between JMAP-ML and ML, demonstrating that the JMAP-ML estimate may outperform the ML estimate [in terms of mean-squared estimation error (MSE)], especially with short data records, where ML is indeed disarmed of its asymptotic optimality.
In the context of Gaussian models, the ML criterion is often known to coincide with the weighted least squares (LS) criterion. Likewise, we will show that under similar conditions, the JMAP-ML criterion coincides with a deterministic criterion termed the "extended LS (XLS)" criterion [6] - [8] , which offers a generalization of classical LS on one hand and of total LS (TLS) or structured/constrained TLS (STLS/CTLS resp.) on the other hand (see, e.g., [9] - [11] for TLS, STLS, CTLS, resp.). This paper is organized as follows. We begin (in Section II) with a brief example of the potential superiority of JMAP-ML over ML (in terms of MSE). In Section III, we explore a general relation between JMAP-ML and ML in the jointly Gaussian case. In Section IV, we identify JMAP-ML as a special version of the XLS criterion. In Section V, we indicate the relation between an iterative JMAP-ML maximization algorithm and the EM algorithm. Our concluding remarks are summarized in Section VI.
II. SIMPLE EXAMPLE OF JMAP-ML VS. ML Due to the relative complexity of the maximization involved in problems of missing data, worked analytical examples comparing JMAP-ML to ML are rare. The following simple scalar example is an exception.
Let denote a sequence of independent, identically distributed (IID) binary random variables (RV-s), taking the values with equal probability. Let be IID Gaussian RV-s (independent of ) with unit variance and unknown mean . The observations are given by (3) from which it is desired to estimate . To obtain the JMAP-ML estimate, we begin with a single measurement , with as the unobserved data; 1 the joint PDF of and is given by (4) where denotes Dirac's distribution. Because it is nonzero only for , this expression is obviously maximized w.r.t. by , regardless of (which is nonetheless known to be positive). Consequently, further maximization w.r.t. yields sign . Extending this result for IID measurements yields
The ML estimate is somewhat more involved. For a single measurement , the marginal PDF is given by (6) 1 It is easy to show (in this case) that similar results would be obtained if v were chosen as the unobserved data. Fig. 1 . JMAP-ML and ML estimators from a single measurement x . is given by jx j, whereas is calculated iteravely using (8) .
where contains all constants independent of and where denotes hyperbolic cosine. Taking the log, differentiating, and equating zero, we get (7) Extending to IID measurements, we obtain the following implicit expression for :
While (8) does not provide an explicit expression, can be evaluated numerically, using (8) as a transcendental equation. Note that is always a solution of (8) and a local maximum of the likelihood. However, it can be verified that whenever another solution exists, this (nonzero) solution is a global maximum (and so is , but we always select the nonnegative solution). In Fig. 1 , we compare and for a single measurement . Note that for values of below 1 (approximately), is a unique solution of (8) and, hence, a global maximum. For large values of , the two estimates coincide.
Using numerical integration, it is possible to evaluate the bias and MSE of the ML estimate for a single measurement. For the JMAP-ML estimate, it is even possible to obtain analytical expressions as follows:
where erf . Consequently, the JMAP-ML bias and MSE are given (for a single measurement) For measurements, the JMAP-ML bias remains the same, and its MSE is given by . For ML, however, an analytic expression is unavailable, and numerical calculation of the bias and MSE would require multi-dimensional integration, which is practically unfeasable for large . Nevertheless, it is well known [12] that the ML estimate is asymptotically unbiased and attains the Cramér-Rao lower bound (CRLB), which, by differentiating (7), can be easily shown to be given by CRLB (10) In Fig. 3 , we compare the analytic expression for the MSE of JMAP-ML to the CRLB as a function of for . Simulation results for JMAP-ML (" ") and ML ("o") are superimposed on the analytic graphs. Each simulation result represents an average of 1000 trials, in which observation data of length was generated, and the estimators were calculated from (5) and (8) . It is seen that JMAP-ML results agree with the analytical expression , whereas the ML results approach the CRLB asymptotically. The superiority of JMAP-ML is maintained up until (approximately), after which, it approaches , and its inconsistency is evident.
III. JMAP-ML VERSUS ML FOR THE JOINTLY GAUSSIAN CASE
Although the JMAP-ML criterion, as described above, can be used with any joint PDF , our general analysis of the relation between JMAP-ML and ML will be restricted to Gaussian models.
Let and be two jointly Gaussian random vectors, whose means and joint covariance matrix are known up to the unknown parameters (11) Assume that we are given a realization of (but have no access to ) and wish to estimate . The classical ML approach would estimate as the value that maximizes (or its log) or, equivalently, minimizes (12) (where denotes the determinant). The JMAP-ML approach would involve an estimate of the unobserved by maximizing the joint (log) PDF of and the unknown or, equivalently, by minimizing (13) with respect to both and .
Note, however, that the value of that maximizes is the same value that maximizes the conditional , namely, the well-known MAP estimate , which, of course, depends on the unknown . Nevertheless, whenever a closed-form expression for is available, that expression can in turn be substituted into (13), versus the number of measurements N , each point averaged over 1000 trials (both estimators used the same data). Superimposed on the analytic graph for the MSE of JMAP-ML and in the CRLB. Asymptotically, ML attains the CRLB, and JMAP-ML is bounded below by its squared bias and is, therefore, inconsistent.
thus eliminating from . The problem would thereby reduce into minimization with respect to alone.
Fortunately enough, in the Gaussian case, a well-known closed-form expression for can be used:
which, when substituted into (13), translates into minimization of the following cost-function:
where (16) Using four-blocks inverse notation for (17) where , and applying some straightforward algebraic manipulations, we obtain the somewhat surprising relation (18) rendering identical the first terms of both and . Note that only these (first) terms in each cost function carry the direct dependence on the measurements .
As for the deterministic (second) term, using a block-triangular factorization for , we can obtain (e.g., [6] ) so that can be written in terms of : (19) where . The additional term is a deterministic function of (independent of the measurements), which has the following interesting property: For each value of , consider the hypothetical problem of estimating from when is known.
coincides with the estimation error covariance in that hypothetical problem so that the additional term in (19) measures that covariance in terms of its determinant (the product of its eigenvalues).
Obviously, if minimizes but does not simultaneously minimize , the effect of that term on the minimization would be to drift the minimizing away from toward a value that reduces . It can therefore be expected that in the original problem of estimating , (which is the minimizer of ) should tend to depart from (which is the minimizer of ) in the direction of values of with which the hypothetical estimation of from would attain a smaller covariance. For example, note that this tendency explains observations made, e.g., in [1] and [2] : When the two methods are applied to the estimation of the poles of noisy speech (modeled as an all-poles process), the poles estimated using the JMAP-ML criterion tend more toward the unit-circle relative to their ML estimate counterparts. This is because for poles closer to the unitcircle, estimating the underlying speech process ( ) from the noisy measurement ( ) would attain a smaller error covariance under similar noise conditions (the ability to attain a better estimate of when the poles are closer to the unit circle dwells on the fact that the narrowed spectrum implies a longer correlation time of , which enables better exploitation of inter-sample dependence).
We note in passing that a possible intuitive interpretation of the additional term in (19) is to regard it as some prior information on the parameters, which favors constellations with a smaller . In other words, the JMAP-ML estimate is, in a sense, equivalent to a MAP estimate of the parameters, where the implied "prior distribution" of is (properly normalized, assuming it is integrable). We stress, however, that this is merely a possible interpretation, and not the actual situation, since we strictly take a non-Bayesian approach with respect to , which is considered deterministic unknown, with no prior (or posterior) distribution explicitly assumed. Note further that this "fake" prior distribution is also a function of the sample size (the dimensions of and ), and as such, it generally does not become negligible as grows (in contrast to common situations with prior information, whose effect usually decreases as more measurements become available).
A. Comparative Error Analysis of JMAP-ML and ML
To obtain a more quantitative notion of the effect of the additional term, we use the following small-errors analysis, which we apply to the scalar (single parameter) case. Denote by the minimizer (or the maximizer) of an arbitrary cost-function . Assuming regularity conditions on in the vicinity of some true value , we have, by the mean value theorem (20) where , and where and denote, respectively, the first derivative at and the second derivative at of . At the stationary point of , we have ; in addition, under a small-errors assumption, is close to , and therefore, so that
In the case of ML estimation, we maximize [which is equivalent to minimizing of (12)].
, which is often termed the "likelihood," is a random function of , whose first and second derivatives at , (often termed the "score"), and are RV-s with , , where is Fisher's information measure (e.g., [12] ). In asymptotic analysis of ML, it is common practice (e.g., [12] - [14] ) to assume that can be divided into independent, identically distributed (IID) measurements with likelihoods (resp.) and (equal) Fisher information (per measurement)
. Rewriting (21) as (22) it is observed that asymptotically (as ), due to the IID assumption, the numerator approaches 2 a zero-mean Gaussian RV with variance , and the denominator approaches 3 . Consequently, 4 , and , implying the well-known result (e.g., [12] ) that asymptotically, the ML estimate is Normal, unbiased, and attains the CRLB. When cannot be divided into IID measurements, this result may still be valid under alternative assumptions. For example, using a simple change of variables, it can be shown to be valid if can be represented as an invertible transformation of IID measurements (e.g., as in the case of an AR process).
We now wish to gain more insight into the subasymptotic behavior of ML. By the term "subasymptotic," we refer to conditions where may be too small for the asymptotic results to hold but large enough to satisfy weaker assumptions, as detailed below. To simplify notations, let us define the following zero-mean RV-s: (23a) 2 In distribution, due to the central limit theorem. 3 In probability, due to the law of large numbers. 4 Due to Slutsky's theorem, e.g., [15] .
(23b) Asymptotically, the above derivation implies that approaches a Gaussian RV with variance , and approaches zero. Under nonasymptotic conditions, may no longer be Gaussian but would always have the same variance . would not be identically zero; however, under subasymptotic conditions, we assume only that is large enough such that . Consequently, using first-order approximation, (21) now leads to the following expression for the ML estimation error, which is denoted :
This expression reveals a cause for the possible bias of ML under subasymptotic conditions caused by possible nonzero correlation between and : (25) Similarly, the correlation between and affects the MSE via [using a first-order approximation on the square of (24)]:
(26)
In [6] and [16] , a comprehensive analysis of the interdependence between and yields explicit computational algorithms for computing the bias and MSE of the ML estimator in a specific problem. In general, however, such a derivation may be prohibitively nontractable. Nevertheless, (25) and (26) may be used to express and in terms of and , which may in turn be used to approximate the bias and MSE of the JMAP-ML estimate in terms of the bias and MSE of the ML estimate, as follows.
From (19), the cost function for JMAP-ML maximization can be expressed , where is the likelihood, and . Using the same small error analysis, the JMAP-ML estimation error, which is denoted , is approximately given by (27) where and are the (deterministic) first and second derivatives (resp.) of at , and where and are the same RV-s defined above. Assuming once more that is large enough to assume and using the implied first-order approximation, we have (28) so that, using (25) and (26) to express and in terms of and , we obtain the following expressions for the bias and MSE of the JMAP-ML estimate: (29) and (30) In Fig. 4(a) and (b), we demonstrate the ability to use (29) and (30) in order to approximate the bias and MSE of the JMAP-ML estimator from those of the ML estimator. The problem addressed in the simulations is that of estimating the parameter of a stationary first-order AR process contaminated by additive white noise. The underlying (unobserved) process satisfies , where , and is a zero-mean white Gaussian sequence with unity variance. The process was generated with "stationary initial conditions," namely, (independent of ), guaranteeing stationarity of . The measurements are , where is a zero-mean white Gaussian sequence with known variance , independent of and of . Obviously, the processes and are jointly Gaussian with zero-mean ( ). Due to the imposed stationarity, is a Toeplitz matrix, whose th element (which is denoted ) is determined by the autocorrelation of as follows:
The independent additive noise implies (32) where denotes the identity matrix. Substituting into (12) and (19), we obtain explicit minimization criteria (for and , respectively). Since both are scalar, we used brute-force (successively refined grid-search) minimization.
We present the empirical performance of both estimators as a function of the number of measurements . The approximations for (29) and for (30) are superimposed on the graphs and exhibit a close fit. Although both estimators are biased, we also present the CRLB on Fig. 4(b) for reference. It is also seen, as can be expected, that asymptotically, the ML estimate is unbiased with minimum variance, attaining the CRLB. However, under nonasymptotic conditions, its bias and variance increase, producing MSE well above the CRLB. In such cases, we may use the approximation for the JMAP-ML estimate to identify conditions under which it attains a smaller bias and MSE. The validity of the approximation is evident via the simulation results, wherever the "small errors" and "subasymptotic" assumptions are valid, namely, at intermediate and large values of . Naturally, these approximations are of little practical value since in a practical situation, neither the bias nor the MSE of either estimator is known (unless the true parameter value is known-which renders the estimation effort somewhat vain). Yet, our results identify and enable the quantification of the potential superiority (in terms of bias and MSE) of JMAP-ML over ML when the bias and MSE of ML is known.
IV. JMAP-ML AND THE EXTENDED LEAST SQUARES
The XLS criterion [6] - [8] is a generalization of the classical LS criterion on one hand and of TLS or STLS/CTLS ( [9] , - [11] [17]) on the other hand. The concept behind XLS is based on deterministic considerations as follows:
Often, approximate model equations of the form
relate some unknown parameters vector to observed data , out of which is to be estimated. The classical LS criterion can be viewed as searching for the value of that brings as close as possible to its presumed value , thus minimizing the implied "model errors":
Other LS-related approaches, such as TLS, CTLS, or STLS, can be viewed as searching for the value of , which can satisfy (33) (with equality) when is replaced by some perturbation thereof , such that the required perturbation is minimal. In other words s.t.
In a sense, this approach attributes all the inconsistency in (33) to implied errors in ("measurement errors"), which it seeks to minimize. Its estimate of is associated with an estimate of the "underlying" noise-free data . The XLS criterion generalizes (34) and (35) by offering the possibility to account for both error sources. It discriminates implied model errors from implied measurement errors by properly weighting both into the cost-function for minimization (36) where and are the respective arbitrary (typically symmetric positive definite) weight matrices.
is to be minimized with respect to both and (given ), thus yielding the XLS estimate and, as a by-product, the XLS estimate of the error-free underlying data :
A special family of models are models termed "pseudo-linear" (in [6] - [8] ). Such models are a linear function of when is fixed, and vice versa. Such models can always be expressed in the form (38) where each element of and of is a linear function of the parameters .
Pseudo-linear models can be used with the XLS criterion in a variety of problems. Consider, for instance, the case where is comprised of samples on an order-AR [AR( )] process with known initial conditions, i.e., satisfies
where is a random zero-mean driving noise and where are known (fixed 
It is also possible to recast (40) as (43) where the sign conceals the unknown driving noise sequence treated by XLS as the "model errors." While no general closed-form solution for the XLS minimization is currently known, the pseudo-linear framework suggests several iterative minimization algorithms, as proposed in [6] - [8] . Another desirable property of pseudo-linear models is that when the "model errors" are modeled as jointly Gaussian RV-s, the "underlying data" is also Gaussian.
The ML criterion is generally known to coincide with the optimally weighted LS criterion when the model errors involved are Gaussian. We will show immediately that under certain conditions involving pseudo-linear models, the JMAP-ML criterion coincides with the XLS criterion with specific weight matrices (however, these weight matrices are not necessarily optimal in terms of the resulting MSE).
Indeed, assume now that is substituted with , where is a random vector representing the "model errors," which are assumed to be zero-mean Gaussian with known covariance . In addition, we assume that is square invertible (for all possible values of ) and that its determinant does not depend on [e.g., as in the AR( ) example, see (42)].
Under these assumptions is also a Gaussian vector with mean and covariance . However, since does not depend on , we have (44) where is a constant that does not depend on . Now, let denote the vector of "measurement errors" , which are assumed zero-mean Gaussian, independent of , with known covariance . Then, and are jointly Gaussian, as in the JMAP-ML problem formulation (11) . The JMAP-ML criterion function for estimating from the measurements (when is the unobserved underlying data) may therefore be expressed as (45) where is a constant. Thus, maximization of the JMAP-ML criterion is equivalent to minimization of the XLS criterion in (36) with specific weight matrices: and .
V. ON MAXIMIZATION OF THE JMAP-ML AND ML CRITERIA
A possible maximization strategy for calculating the JMAP-ML estimate is to use "alternating coordinates maximization" (ACM, which was also proposed in the case of minimizing the XLS criterion [6] , [7] ), which alternates between maximization w.r.t. (with fixed) and maximization w.r.t. (with fixed). ACM can be viewed as a degenerate version of the EM algorithm ( [4] , which is aimed at finding the ML estimate). In this section, we specify the relation and the differences between these two algorithms.
We assume that the dependence of and on is such that is independent of . This is the case in many problems of interest, e.g., whenever
, where is some additive noise that is statistically independent of with PDF that does not depend on . In such cases, minimization of the JMAP-ML criterion w.r.t. when is fixed is equivalent to minimization (w.r.t. ) of , which we will denote to avoid confusion. Given a fixed value of , maximization of w.r.t. is equivalent to maximization (w.r.t. ) of , which produces the MAP estimate of . Denoting this estimate (stressing its dependence on ), we conclude that the ACM algorithm, when applied to the JMAP-ML criterion, invokes the following iterations (with some initialization value ):
The EM algorithm, on the other hand, can be expressed (under the same assumptions) as invoking the following similar (but essentially different) iterations:
The interpretation of (47) is the following: To produce the next value , maximize w.r.t. the conditional expectation of the log PDF of , given the observations , and assuming the true value of is . Note that the ACM algorithm (46) targets the same log PDF, but instead of maximizing its expectation, it plugs in the MAP estimate of and then applies direct maximization.
In the jointly Gaussian case, the MAP estimate of is also its conditional expectation. Nevertheless, even then, (46) and (47) do not coincide (usually) since the log PDF is (usually) not a linear function of ; hence, its expectation cannot be evaluated by substituting with . Due to this essential difference, (46) yields the JMAP-ML estimate, whereas (47) yields the ML estimate. It is evident, however, that (46) is usually easier to employ, and consequently, the JMAP-ML estimate is usually easier to compute.
VI. SUMMARY
We presented the JMAP-ML estimation criterion, which can serve as a useful alternative to ML when observing data whose joint PDF with some unobserved data is known up to the parameters of interest. We demonstrated numerically the potential superiority of JMAP-ML over ML in terms of MSE for short data records.
