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Mimicry, where an undefended species resembles a defended species (Batesian 
mimicry) or where two or more defended species resemble one another (Müllerian 
mimicry) is one of the most fascinating examples of natural selection in nature. 
However, even after more than 150 years of research, there are still outstanding 
questions. One of the biggest of these is: Why do some mimics resemble their 
models more closely than others? Several hypotheses have been proposed to 
explain this, yet few have been tested experimentally. To do this, I collected images 
of museum specimens of real-life model-mimic pairs using a hyperspectral scanner. I 
then analysed these images to measure the similarity of model-mimic pairs to a 
potential avian predator. I then investigated how these measures were affected by 
three factors which have previously been suggested to influence mimetic similarity: 
the palatability of the mimic, the climate of the area where the mimic is found and the 
size of the mimic. None of these factors had a significant effect on any measures of 
similarity. I then performed two behavioural experiments using domestic chicks 
(Gallus gallus domesticus) as predators of artificial prey, in order to determine 
whether the nutritional value of prey influences the degree to which predators 
discriminate between models and Batesian mimics. I found no direct evidence to 
support this hypothesis. When taken together, the results of my experiments highlight 
how much there is still to learn about mimicry as well as the need to test many of the 
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Chapter 1: What do we know about mimicry? 
Batesian and Müllerian mimicry provide beautiful examples of co-evolution and 
provide insight into many areas of research from genetics and evolutionary ecology 
to behavioural ecology and predator cognition. As such, mimicry has fascinated 
scientists for over a century, and has been the subject of hundreds of studies. The 
aim of this chapter is to introduce the concepts of Batesian and Müllerian mimicry, to 
summarise what has been discovered about mimicry in the past 150 years and to 
highlight some of the questions which have yet to be answered.  
1.1: Introduction 
Many animals have evolved colour patterns which help them to avoid 
predation; they can achieve this through several different strategies. The first, and 
most obvious, is to be camouflaged. This can be achieved in two ways: by using 
cryptic patterns that make prey difficult to detect when viewed against their natural 
background (Stevens and Merilaita 2009; Skelhorn and Rowe 2016; Merilaita et al. 
2017), or by masquerading as inedible objects found in the local environment, such 
as stones, dead leaves or sticks (Skelhorn et al. 2010a; Skelhorn et al. 2010b; 
Skelhorn et al. 2015). An alternative approach is to use aposematism, a strategy 
whereby prey use conspicuous and colourful patterns to advertise the presence of 
secondary defences (Poulton 1890), such as distasteful and/or toxic chemicals 
(Eisner and Eisner 1991) or physical defences like hard elytra (Wang et al. 2018), 
spines (Inbar and Lev-Jadun 2005; Speed and Ruxton 2005) or irritating hairs 
(Sandre et al. 2007). For example, the dazzling array of different colour patterns 
seen in poison dart frogs advertise the fact that they possess potent toxins (Wang 
and Shaffer 2008), and the yellow and black stripes seen in several species of 
Hymenoptera advertise their painful stings and distasteful venom (Marchini et al. 
2017). These bright colours benefit prey because they help to improve avoidance 
learning by predators (Gittleman et al. 1980; Roper and Redston 1987), are more 
memorable (Roper and Redston 1987) and even elicit innate aversions in naïve 
predators (Schuler and Hesse 1985; Penacchio et al. in prep.). 
Around 150 years ago, Henry Walter Bates realised that some species of 
Amazonian butterflies were completely palatable despite having these bright warning 
colours. He hypothesised that these species had evolved to resemble sympatric 
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aposematic species and, in doing so, benefited from reduced predation due to the 
local predators mistaking them for the defended prey they resembled (Bates 1862). 
This phenomenon later became known as Batesian mimicry. Some 16 years later, 
Fritz Müller discovered that it was not just palatable species that mimicked 
aposematic species. He realised that some groups of aposematic species had also 
evolved to share the same colour pattern. In one of the first mathematical models 
used in evolutionary ecology, he demonstrated that this resemblance could benefit 
all of the species involved, because the cost of educating a predator to avoid the 
colour pattern was shared by the co-mimics (Müller 1878). This defensive strategy 
was named in his honour and became known as Müllerian mimicry. While the 
palatability of the mimic may seem like a subtle difference between these two kinds 
of mimicry, it is thought to lead to major differences in the evolutionary dynamics of 
the two types of mimetic complexes (Sections 1.2 and 1.3) since models of Batesian 
mimics should evolve away from their mimics (Fisher 1930), while Müllerian co-
mimics should evolve towards one another (Turner 1987) (Figure 1.1). This 
difference in dynamics could, in turn, lead to differences in the mimetic similarity 
between Batesian mimics and their models and Müllerian mimics and their co-
mimics (Rettenmeyer 1970) (This idea is tested in Chapter 4), although this idea is 
complicated somewhat by quasi-Batesian mimics, which are mimics which are 
defended but to a lesser extent than their model which means that their evolutionary 
dynamics more closely resemble Batesian mimics than true Müllerian mimics (Speed 
1993) (this is also discussed further in Chapter 4).  
Despite these differences, both Batesian and Müllerian mimicry have sparked 
the interests of researchers from a range of disciplines across biology. This is partly 
due to the fact that mimicry provides an excellent system in which to study both 
evolution and coevolution. As such, it can provide insight into a range of topics from 
the genes (Nadeau et al. 2016) and pigments (Kikuchi and Pfennig 2012; Kikuchi et 
al. 2014) involved in controlling pattern phenotypes to the kinds of cues predators 
use when discriminating between profitable and unprofitable prey items. Moreover, 
mimicry has been observed not only in the visual domain (Kikuchi and Pfennig 
2010a) but also in other sensory modalities such as olfaction (Malcicka et al. 2015) 
and audition (Barber and Conner 2007).  However, due to the fact that most mimicry 
research focuses on mimicry in the visual domain, this will be the focus of my thesis. 
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I have three main aims: (1) To understand what makes an effective mimetic signal, 
(2) to explore which biotic and abiotic factors affect how closely a mimic evolves to 
resemble its model and (3) to find out whether palatable mimics affect the evolution 
of their aposematic models. But in order to do this, we must first understand how 
mimicry evolves. 
1.2: The evolution of Batesian mimicry 
There are three main ways hypotheses that seek to explain how Batesian 
mimicry evolves. The first states that the patterns of mimics evolve in one major 
evolutionary step (Punnett 1915). The second assumes that such a leap would be 
incredibly unlikely, and so posits that it is much more plausible that the patterns of 
mimics gradually evolve to match their models over time (Fisher 1927). The third, 
which is known as the two-step hypothesis (Nicholson 1927), suggests that a cryptic 
species experiences a major phenotypic shift in its pattern which makes it more 
similar to a sympatric aposematic species thus making it an imperfect mimic of that 
species. Then the pattern gradually evolves in such a way that the mimic resembles 
the model much more closely over time (Nicholson 1927). This suggests that 
Batesian mimicry evolves via a combination of the first two proposed mechanisms.   
This final hypothesis is currently the most widely accepted model for the 
evolution of Batesian mimicry. One reason for this is that the two alternative 
hypotheses are implausible. As stated above, the chances of a single mutation 
resulting in perfect mimicry are infinitesimally small. Moreover, it also seems unlikely 
that mimicry could evolve gradually. If a species were to gradually evolve from a 
cryptic ancestral state to a mimetic state, individuals would likely experience an initial 
decline in their survival known as a ‘fitness valley’ (Balogh et al. 2010; Kikuchi and 
Pfennig 2010b). This is because if a cryptic species becomes gradually more 
conspicuous (as it must do if it is to resemble the brightly-coloured model), it will 
initially experience higher levels of predation because it is both easier to find than its 
cryptic ancestors but it does not resemble the model closely enough to gain any 
protection from mimicry. Indeed, this has been demonstrated in laboratory-based 
behavioural experiments where avian predators search for artificial prey (Mappes 
and Atalato 1997). In these experiments, birds were presented with a set of 5 
artificial prey types which varied from background-matching “cryptic stimuli” to stimuli 
which were a “perfect mimic” of a conspicuous defended model which the birds had 
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previously learned to avoid. The birds attacked the imperfectly cryptic prey (i.e. those 
that had become more conspicuous but did not yet resemble models) more often 
than any other prey type (Mappes and Atalato 1997), indicating that the initial 
mimetic mutants would have to show a reasonable degree of resemblance to their 
models in order to be favoured by selection. This lends support to the two-step 
model whereby initial mimetic mutants show a large jump in phenotype towards a 
sympatric aposematic species and consequently should avoid the fitness valley. This 
phenotypic leap is known as feature saltation (Balogh and Leimar 2005; Balogh et al. 
2010; Gamberale-Stille et al. 2012). This idea was further supported by the fact that 
genetic studies of Papilio polyxenes have led researchers to believe that the 
evolution of its mimetic pattern was due to a mutation at one locus which controls the 
melanisation of wing (Clarke and Sheppard 1959). This would cause the initial 
mimics to be darker than the non-mimetic form but they would lack the further 
refinement of the pattern seen in modern individuals. Artificial hybridization studies 
backed this up by showing that, not only do hybrids between mimetic Papilio 
polyxenes and non-mimetic Papilio machaon butterflies showed higher levels of 
melanisation compared to their non-mimetic parent (Kazemi et al. 2018), but also 
that this increased melanisation was enough to reduce predation of the hybrids after 
an avian predator (blue tits (Cyanistes caeruleus) had learned to avoid the proposed 
model of P. polyxenes (Battus philenor) (Kazemi et al. 2018). On the other hand, 
field experiments have shown that fitness valleys may not be present if a model is 
extremely abundant as this causes predators to generalise more widely between 
these models and their mimics which, in turn, can then facilitate the gradual evolution 
of a Batesian mimic (Kikuchi and Pfennig 2010b). Therefore, while there is some 
evidence that Batesian mimicry can evolve through the mechanism proposed by 
Fisher (1927), most theoretical and experimental evidence would suggest that,  
under most circumstances, Batesian mimicry evolves in the manner predicted by the 
two-step hypothesis (Nicholson 1927). 
When thinking about the evolution of Batesian mimicry it is not only important 
to consider the evolution of the mimics themselves but also the evolution of their 
models. Batesian mimics have a parasitic relationship with their models (Franks and 
Noble 2004) because the presence of a Batesian mimic weakens the effectiveness 
of the warning signal of the model: when predators attack mimics, they start to 
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associate the pattern with profitable, rather than unprofitable, prey and so increase 
their attack rates on both models and mimics. As a result, selection should cause the 
colour pattern of the model to evolve away from that of the mimic (Fisher 1930) 
(Figure 1.1a). However, it has been suggested that the selection on mimics may be 
stronger than selection on models. This is because the evolution of a Batesian mimic 
changes the optimal pattern for its model because models which are dissimilar from 
a Batesian mimic should have a selective advantage. Since mimics which resemble 
their models more closely have a selective advantage, this also changes the optimal 
pattern for the mimic and, since the model is likely to be closer to this new optimum 
than the mimic, selection acts more strongly on the pattern of the mimic than the 
model (Turner 1987; Turner 1995). 
The fact that Batesian mimics weaken the association between an 
aposematic pattern and unprofitability also has interesting implications for the mimics 
themselves. Batesian mimics are under what is known as negative frequency-
dependent selection (Turner 1972): the benefit of mimicry decreases as the 
frequency of mimics relative to that of their model increases (Lindström et al. 1997). 
This is because the higher the relative abundance of mimics, the more likely 
predators are to associate their pattern profitability rather than unprofitability 
(Sheppard 1959). As a consequence of this, we might expect to see selection for 
mimicry breaking down when Batesian models become common in relation to their 
models (Harper and Pfennig 2008; Ries and Mullen 2008). Moreover, all else being 
equal, we might expect Batesian mimics to evolve to resemble locally abundant 
aposematic species. However, this is a difficult hypothesis to validate as the local 
abundance of a model can vary throughout the year. For example, if the model of a 
Batesian mimic is a holometabolous insect (an insect which undergoes complete 
metamorphosis, (e.g. butterflies, moths, wasps and beetles (Gullan and Cranston 
2010))), then it will show a peak abundance when the adults emerge from their 
pupae and then a subsequent decline throughout the rest of the year. This can have 
interesting implications on the life history of the mimic because if a mimic is also a 
holometabolous insect then, theory predicts that, selection favour mimics that 
emerge at a time when their models are most abundant so that a predator is more 
likely to encounter a model than a mimic (Waldbauer 1988) (Figure 1.2). This 
hypothesis has been supported by data from the field (Howarth and Edmunds 2000). 
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However, in some regions the temporal relationship is a lot more complex. For 
example, hoverflies show a peak abundance early in the spring before birds start to 
fledge. This means that they avoid naïve predators, which have not yet learned to 
avoid their hymenopteran models and consequently show no avoidance of 
hoverflies. They also avoid predation by adult birds because these birds will have 
learned to avoid the hymenopteran models in the previous year (Waldbauer 1988) 
(Figure 1.2).   
Another factor that makes the evolution of Batesian mimicry interesting to 
consider, is that Batesian mimics are often only distantly related to their models. For 
instance, hoverflies are in the order Diptera, while their models tend to be in the 
order Hymenoptera (Howarth and Edmunds 2000). This raises the question: how 
does a species evolve to resemble another with such a large degree of phylogenetic 
separation? One answer comes from the fact that, despite not being closely related, 
some mimics share the same colour production mechanisms as their models e.g. 
scarlet kingsnakes Lampropeltis elapsoides and their coral snake models (Kikuchi 
and Pfennig 2012). Moreover, these colour production measures are also highly 
conserved among non-mimetic snakes which may mean that mimicry can be 
facilitated by the developmental similarities of the model and a potential mimic 
(Kikuchi et al. 2014).  Alternatively, the evolution of a Batesian mimic may also be 
facilitated by the evolvability of the pattern of the model. A study by Marchini et al. 
(2017) suggests that the mimicry of wasps by hoverflies is due, in part, to the fact 
that their patterns are so easy to evolve. This may explain why some aposematic 
species have several mimics while others lack them entirely.  
1.3: The evolution of Müllerian mimicry 
The three hypotheses that seek to explain the evolution of Batesian mimicry 
can also be applied to the evolution of Müllerian mimicry. However, as with Batesian 
mimicry, the evidence seems to support the two-step hypothesis (Nicholson 1927). 
This is because aposematic species are under positive frequency-dependent 
selection (Chouteau et al. 2016) whereby the more unprofitable individuals there are 
which share the aposematic colour pattern, the more likely each individual is to 
survive: if predators attack a fixed number of prey during avoidance learning, then 
the more individuals, the lower the chances of being eaten (Greenwood et al. 1989; 
Mallet and Joron 1999). Therefore, when an individual of an aposematic species is 
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born with a slightly different pattern it experiences a decrease in fitness compared to 
its conspecifics because a predator will not have learned to avoid that pattern. This 
causes purifying selection on the aposematic patterns and suggests that Müllerian 
mimicry does not evolve gradually. An exception to this is when an aposematic 
species is already reasonably similar to another, for example if the pattern has 
undergone feature saltation (the first part of the two-step hypothesis). Under these 
circumstances, it has been observed that aposematic species in an area will evolve 
towards the most common aposematic species in that region. This was 
demonstrated by Mérot et al. (2016) who showed that individuals of Heliconius 
timareta thelxinoe collected from regions where Heliconius erato and Heliconius 
melpomene are present are more similar to those species than individuals collected 
from regions where those species are absent. This suggests that H. t. thelxinoe is 
slowly evolving towards H. erato and H. melpomene in those regions. In this case, 
the initial step in the two-step process is thought to have come from the appearance 
of alleles of the optix gene in the genome of H. t. thelxinoe (Pardo-Diaz et al. 2012). 
These alleles are associated with the presence of the red forewing patch (Pardo-
Diaz et al. 2012).  
In addition to the three hypotheses mentioned above, a fourth has been 
suggested that relates exclusively to the evolution of Müllerian mimicry. This 
hypothesis, which was first suggested by Brower et al. (1963), states that Müllerian 
mimicry could evolve through divergence of one aposematic species into several 
distinct species, each of which shares the ancestral pattern. Some of the first 
evidence supporting this idea came from a phylogenetic study by Machado et al. 
(2004) which showed that the black and yellow patterns used in the putative mimicry 
ring consisting of Chauliognathus beetles, emerged once in a common ancestor of 
the species involved (Machado et al. 2004). However, due to the absence of 
evidence showing an adaptive benefit to maintaining this colour pattern, it is 
impossible to tell whether these patterns are maintained due to selection for 
Müllerian mimicry or whether they are just similar because of their shared ancestry. 
In contrast, a study by Wright (2011) showed, not only that the shared pattern of 
Tanganyikan catfish came from one common ancestor, but also that (in at least two 
species (Synodontis multipunctata and Synodontis petricola)) this had an adaptive 
benefit because a model predator (largemouth bass (Micropterus salmoides)) 
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avoided each species significantly more often after having previous experience of 
the other, thus proving that they are involved Müllerian mimicry ring (Wright 2011). 
Moreover, this mimetic relationship seemingly causes maintenance of the pattern 
because this study also showed that the patterns of Synodontis living in Lake 
Tanganyika have diverged much less than Synodontis from other regions (Wright 
2011).  
This fourth hypothesis highlights one of the key differences between Batesian 
mimicry and Müllerian mimicry which is that Müllerian mimics can be more closely 
related to their co-mimics than Batesian mimics are to their models. For instance, as 
hinted at above, many species of Heliconius form mimetic complexes with other 
members of their genus (Mallet and Gilbert 1995). Two species which share a 
particularly interesting mimetic relationship are H. erato and H. melpomene, who 
form 20 different mimicry rings across their range (Hines et al. 2011). This repeated 
convergence on similar patterns is likely to be facilitated by their close evolutionary 
relationship (Brower et al. 1963; Machado et al. 2004; Wright 2011).  But this is not 
always the case. For instance, some species of arctid moth (Lepidoptera) are 
involved in mimetic complexes with wasps (Hymenoptera) and others mimic lycid 
beetles (Coleoptera) (Sherratt 2008). 
Another key difference between Batesian mimicry and Müllerian mimicry is 
that, unlike Batesian mimicry, Müllerian mimicry is beneficial for both members of a 
mimetic pair as they are both defended. This should cause them to converge on the 
same colour and pattern (Turner 1987) (Figure 1.1). Therefore, this difference in the 
palatability of the mimic could drive the degree of pattern similarity in colour pattern 
between the model and the mimic (see Chapter 4). Although, sometimes more 
weakly defended (Mallet 1999) or species from smaller mimicry rings (Mérot et al. 
2016) will evolve towards larger and better-defended mimicry rings. This is known as 
advergent evolution (Franks and Noble 2004).  
It is important to note that all of these ideas are based on the presupposition 
that Batesian and Müllerian mimicry actually provide a selective benefit for the 
mimic. As such, it is important to test this hypothesis and answer the question: has 




Figure 1.1: A comparison of a) advergent evolution and b) convergent evolution in 
mimicry systems. Advergent evolution is associated with Batesian and Quasi-
Batesian mimicry and is where mimics evolve toward their model while models 
evolve away from their mimic. Convergent evolution is associated with Müllerian 
mimicry and is where both members of a mimetic pair evolve towards each other. 
The solid lines represent the initial populations of the model and the mimic, and the 
dotted lines represent the populations after evolution has taken place. The x-axis is a 
representation of a phenotype reduced to one dimension and the y-axis is the 





Figure 1.2: A graphical representation of the relative abundance of models and 
mimics over time. Figure (a) shows the relationship seen in the study by Howarth 
and Edmunds (2000) where the peak abundance of mimics matches the peak 
abundance of models, (b) shows the relationship seen in the study by Waldbauer 
(1988) where the peak abundance of mimics occurs while the abundance of naïve 
predators is low (the percentage of brood fledged (purple line) is an indicator of the 





1.4: Has mimicry been proven to reduce predation? 
A particularly clear example of a gap in the knowledge of mimicry versus 
theory is the huge difference in the number of species which are thought to be 
involved in mimicry complexes and those have actually been proven to be mimics. 
Despite the fact that between 1990 and 2018, over 2,100 species of insects alone 
were suggested to be involved in mimicry complexes, only around 50 species of 
animal have been experimentally proven to be mimics (37 Batesian mimics, 10 
Müllerian rings; Supplementary Table 1). I defined studies which have experimentally 
proven mimetic relationships to be those which showed that predators showed an 
increased avoidance of a putative mimic after gaining experience with its model/ co-
mimic or where a predator was shown to be unable to discriminate between models 
and mimics. 
I used this as the definition because the only way to truly establish whether 
mimics gain a selective advantage from their colouration is to observe a predator 
showing an increased avoidance of a mimic after being exposed to the model (e.g. 
Long et al. 2014) or to show that a predator is unable to discriminate between a 
putative mimic and a sympatric aposematic species which is its proposed model 
(e.g. Prudic et al. 2002). Most experiments of this kind take place under laboratory 
conditions using naïve predators to ensure that they haven’t had prior experience 
with the model. For instance, Long et al. (2014) tested the palatability of three 
species of butterfly (Chlosyne palla (red form and black form), Chlosyne hoffmanni 
and Euphydryas chalcedona (red form and black form)) using European starlings 
(Sturnus vulgaris) as a model predator. These starlings had been caught outside the 
range of any of the three species to try and ensure that they had no prior experience 
with any of the butterflies. Long et al. (2014) found that of those species, only 
Euphydryas chalcedona was distasteful. Next, they compared the predation rates of 
the black form of Chlosyne palla by starlings which had no experience with the black 
form of Euphydryas chalcedona and those which had learned to avoid it and found 
that experienced birds were significantly more likely to avoid Chlosyne palla which 
showed that it is a Batesian mimic of Euphydryas chalcedona (Long et al. 2014). 
Such experiments are important as they allow researchers to control 
experimental conditions and predator experience much more easily. However, it is 
also important to test if any reduced predation also occurs in natural settings in order 
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to ensure that this is not just an artefact created by the exclusion of potentially 
important factors experienced by animals in the field (e.g. Candolin and Voigt 2001).  
Importantly some such studies have been performed, and have found similar results 
to the laboratory-based studies. For instance, Slobodchikoff (1987) tested the 
mimetic relationship between the unpalatable tenebrionid beetle (Eleodes longicollis) 
and the palatable cerambycid beetle (Moneilema appressum) under field conditions 
by setting up buckets in two grid-like patterns. In the first of these grids, the buckets 
either contained an individual of E. longicollis, an individual of M. appressum or 
nothing at all. In the second grid, which was placed adjacently to the first, buckets 
either contained an individual of a palatable scarab beetle (Polyphilla decemlineata) 
or nothing at all. The contents of the buckets within each grid were randomised so 
that wild predators did not associate the position of the bucket with its contents. 
Slobodchikoff found that predators showed a generalised avoidance of E. longicollis 
and M. appressum after they had eaten E. longicollis whereas predation of P. 
decemlineata remained high throughout the experiment. This showed that the lack of 
predation was not due to an absence of predators. On the other hand it could be 
argued that the predators were avoiding the buckets in the first grid while maintaining 
predation of beetles in the second grid due to their relative position rather than 
because of the visual similarity between models and mimics.  
So both lab and field experiments have shown that several species do indeed 
experience reduced predation due to sharing their appearance with an aposematic 
species. What is perhaps more interesting is that some of these experiments 
suggest that, while some mimics look quite different from their models to human 
observers, non-human predators show generalisation between them and the model 
and as a consequence they still experience a reduction in predation despite the fact 
they do not show a perfect resemblance to the model based on similarity ratings 
from human observers (Dittrich et al. 1993). These species are termed imperfect 
mimics (Kikuchi and Pfennig 2013) and their existence raises several interesting 
questions about the evolution of both Batesian and Müllerian mimicry. 
1.5 Why are some mimics imperfect?  
Mimicry theory would suggest that mimics should evolve to resemble their 
models as closely as possible to reduce the likelihood that a predator would be able 
to discriminate between them (Taylor et al. 2016): So how does imperfect mimicry 
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arise? This question has led to a multitude of potential explanations, which can be 
broadly divided into four categories (Kikuchi and Pfennig 2013). The first of these is 
the idea that some species are simply unable to evolve to more closely resemble 
their model, either because they lack the genetic architecture necessary to evolve 
that pattern (the developmental constraints hypothesis (Maynard Smith et al. 1985)) 
or because their model is evolving away from them at the same rate that they are 
evolving towards the model (the chase-away hypothesis (Franks et al. 2009)).  
The second category deals with the idea that seemingly imperfect mimicry 
may be the best evolutionary strategy for that particular habitat. This could be for a 
variety of reasons, for instance a mimic may have adopted a “jack-of-all trades” 
strategy where it has a pattern which is intermediate between several different 
aposematic patterns and so benefit from a predator’s prior experience with several 
models (the “multi-model” hypothesis (Edmunds 2000)). This strategy is thought to 
work because if a Batesian mimic resembles several aposematic models, this means 
that effectively there is a higher ratio of models to that mimic in that area than if it just 
mimicked one of those species. Since Batesian mimics are under negative 
frequency-dependent selection (as discussed in Section 1.2) it means that an 
imperfect Batesian mimic should receive an equal level of protection from predation 
at a given abundance as a perfect Batesian mimic which just mimics one of those 
species (Edmunds 2000).  Alternatively, some predators may be specialise on an 
aposematic species, for example, bee-eaters predominantly eat stinging 
Hymenoptera, which can make-up up to 95% of their diet (Calver et al. 1987). 
Therefore, any mimics which live in the same region as these specialists will not 
receive as much protection from their colouration as the same mimic living in an area 
full of generalist predators which avoid the model. In fact, if the predatory guild of the 
region is mainly composed of specialists, then the mimics may experience selection 
against perfect mimicry. However, resembling the model to a lesser degree may still 
provide a selective advantage due to any generalists avoiding them which will mean 
that the optimal level of defence will come from imperfect mimicry. This idea is 
termed the multiple predator hypothesis (Pekár et al. 2011). Another idea is that 
mimicry may be imperfect because the specific pattern adopted represents the 
optimum trade-off between selection for protection and selection for another adaptive 
advantage (Taylor et al. 2016). An example of this would be a trade-off between 
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mimetic accuracy and thermoregulation. Taylor et al. (2016) suggest that some 
species of hoverfly are imperfect mimics of Hymenoptera because selection has 
favoured individuals with more black in their pattern than their models. They reason 
that whilst these individuals probably suffer more predation than perfect mimics, this 
is more than compensated for by increased dark areas making thermoregulation 
easier. This kind of trade-off is already known to occur in aposematic species from 
colder regions where selection acts in opposing directions, with patterns that allow 
for improved thermoregulation being less effective as aposematic signals (Lindstedt 
et al. 2009). I tested whether a similar tradeoff can be seen in the evolution of 
mimetic patterns of Lepidoptera in Chapter 5. 
The third set of hypotheses suggest that imperfect mimics are not in fact 
imperfect to the predators which they are trying to fool, and that the apparent 
dissimilarity is due to the fact that the humans differ from these species in terms of 
their the visual capabilities and cognition (the eye of the beholder hypothesis (Cuthill 
and Bennett 1993)). There is some behavioural evidence which supports this idea. 
For example, Dittrich et al. (1993) carried out a behavioural study with pigeons 
(Columba livia) as a model predator and found that when trained to avoid pecking at 
images of wasps and then shown a series of images of hoverflies of various species, 
they showed the strongest avoidance towards images of hoverflies from the genera 
Syrphus and Episyrphus and so treated them as being the most similar to wasps, 
even though humans rate them as being imperfect mimics. 
The final category suggests that imperfect mimicry occurs because some 
species of mimic experience a reduced predation rate, for example if they have a low 
nutritive value (Penney et al. 2012). Under these circumstances, the predators 
generalise more widely between models and mimics, therefore predators do not 
pose a strong enough selection pressure on the mimics to cause them to evolve 
closer to their model. This is known as the relaxed selection hypothesis (Duncan and 
Sheppard 1965). This raises yet further questions because we then have to identify 
the factors which could cause a mimic to experience this relaxed selection.  
1.6: What factors might influence similarity between models and mimics?  
A simple explanation of aposematism would suggest that predators simply 
attack palatable and reject unpalatable prey, however, in reality, it is much more 
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complicated. When a predator encounters a prey which it knows to be distasteful, the 
decision of whether or not to attack it is complex. This decision is affected by a 
multitude of factors, including the nutritive value of the prey (Halpin et al. 2014; Smith 
et al. 2016), the amount of defensive chemicals it contains (Barnett et al. 2012), the 
amount of toxin which the predator has already consumed (Skelhorn and Rowe 
2007) and how easy it is to find alternative palatable prey (Carle and Rowe 2014). 
When a predator encounters a mimic, it likely takes into account not only these 
factors, but also how certain it is that the mimic is/is not the model. Moreover, the 
decision of whether or not a mimic is likely to be a mimic or a model is also affected 
by several factors. For example, the similarity between the models and mimics 
(Mappes and Alatalo 1997) and their relative frequency and likelihood of encounter 
(Lindström et al. 1997).  
Since a more nutritionally-valuable model is more likely to be attacked than a 
less-nutritionally-valuable one (Halpin et al. 2014; Smith et al. 2016) and nutritive 
value tends to increase with body size (Sutherland 1982), it seems likely that 
predators will be more likely to attack larger mimics than smaller mimics. 
Consequently, smaller mimics should experience relaxed selection and so for a 
given model, a small imperfect mimic should hypothetically gain as much protection 
from its colouration as a larger mimic with a closer resemblance to the model. This 
hypothesis is supported by the fact that larger species of hoverflies tend to resemble 
their models much more closely in terms of their pattern than smaller ones (Penney 
et al. 2012). However, such correlations are not found in all Batesian mimicry 
complexes. In fact larger, erythristic red-backed salamanders (Plethodon cinereus) 
have been found to be poorer mimics of red-spotted newts (Notophthalmus 
viridescens) than smaller individuals (Kraemer et al. 2015a).This was explained by 
the fact that predators are likely to generalise more widely after encountering larger 
newts because they contain more toxins. As a consequence of this, larger 
salamanders are likely to experience relaxed selection on their mimetic patterns 
(Kraemer et al. 2015a). Given these conflicting findings, it is unclear what effect size 
has on the evolution of mimicry. Therefore in Chapter 6, I aimed to test this by 
investigating how the size of mimics and models affects mimetic similarity in 
lepidopteran mimetic pairs. Then, in Chapter 7, I tested Penney et al.’s (2012) 
hypothesis of the effect of nutritive value on mimicry by carrying out a behavioural 
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experiment with avian predators to investigate how the value of a mimic affects 
generalisation between models and mimics. 
1.7: What features have been shown to be important to mimic in order for a 
mimic to be “successful”? 
Given the prevalence of seemingly imperfect mimicry, recent research has 
attempted to understand what makes an effective mimetic signal. Work in this area 
has focused on understanding whether there are specific features that are 
particularly important to mimic, and whether these key features are consistent across 
a range of mimicry complexes. In fact, there is good reason to believe that this may 
be the case. Evidence from the animal cognition literature suggests that many 
species display hierarchical learning when learning a complex signal which means 
that if particularly salient features of a pattern remain the same then small changes 
in other aspects may be ignored (Pavlov 1927). These highly-attended-to features 
overshadow those which seem to play a smaller role in discrimination (Kazemi et al. 
2014).  
Most experiments performed with birds (Kazemi et al. 2014), humans 
(Sherratt et al. 2015) and fish (Newport et al. 2017) suggest that predators do not 
attend equally to all aspects of mimetic patterns: colour seems to be the feature 
which is most attended to during discrimination learning of models and mimics. This 
is based on the evidence that birds can learn to discriminate more quickly between 
rewarded and unrewarded stimuli when they differ only in colour than when they 
differ only in shape or pattern (Kazemi et al. 2014). In addition, birds, fish and 
humans seemed to avoid mimics which matched models in terms of their colour but 
differed in pattern or shape more than those which matched their models in terms of 
shape or pattern but not colour (Kazemi et al. 2014; Sherratt et al. 2015; Newport et 
al. 2017). Therefore one would expect other aspects of the patterns, such as the 
spatial arrangement of different colour patches within the pattern, to be under 
weaker selection. However, this may not always be the case. Predators from other 
taxa may primarily attend to other features. Moreover, these studies should be 
interpreted with some caution. Since colour, pattern and shape are measured on 
different scales, the degree of difference in these measures could not be equalised. 
Thus the fact that colour seems to be the most important cue, could also be because 
the difference in colour was larger than the difference in shape or pattern. 
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Once we have identified which features are most important we then have to 
be able to quantify how similar they are in models and mimics. Fortunately, there has 
been a recent explosion in the number of methods we can use to do this. However, 
the usefulness of these techniques in the study of mimicry varies greatly and is 




Chapter 2: Techniques for measuring pattern similarity 
An essential part of mimicry research is the ability to accurately measure the 
similarity of mimics to their models. In the last 20 years, there have been a huge 
number of techniques which have been developed to allow us to do just that. In this 
chapter, I describe how some of these measurement models work and discuss how 
suitable they are for studying mimicry.    
2.1: Introduction 
When studying mimicry, the ability to compare patterns is essential.  Many 
early studies in mimicry did this qualitatively by describing patterns based on their 
constituent pattern elements (such as spots or stripes) and stating which colours 
featured in the pattern. This is a problem for three reasons: firstly, it makes 
experiments incredibly difficult to repeat. Although, researchers did try to avoid this 
limitation by giving the exact ink/paint used in their experiments and providing 
diagrams to show the spatial arrangement of the different colours within the pattern 
(e.g. Brower et al. 1967). Secondly, it is very difficult to get a qualitative measure of 
pattern similarity when comparing colours or patterns of two different categories i.e. 
How similar are spots to stripes? At what point does a stripe become a spot? Are 
intermediate markings more similar to stripes or spots? Finally, and arguably most 
importantly, it is incredibly subjective and leads to an assessment of similarity based 
on human observation rather than on how the receiver the mimic has evolved to 
deceive perceives the patterns. This problem of subjectivity has been recently noted 
for the study of signals as whole (Caves et al. 2019). In fact, the idea that the 
difference between how humans and animals perceive visual stimuli led some 
researchers to believe that mimics which have been classified as imperfect could be 
identical to their intended signal recipient (eye of the beholder hypothesis (Cuthill 
and Bennett 1993)). 
These shortcomings of qualitative descriptions of colour patterns have led to a 
proliferation of models and algorithms which allow for the quantification of pattern 
similarity. While some of these are based on absolute pattern similarity (e.g. Taylor 
et al. 2013), many are based on the physiology of the intended receiver (e.g. 
Vorobyev and Osorio 1998). In this chapter, I will discuss many of the methods from 
the literature and discuss how useful each of them are for studying mimicry by 
examining both their strengths and weaknesses. 
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2.2: Measures of colour similarity 
The initial idea of the eye of the beholder hypothesis of imperfect mimicry 
stems from the fact that human colour vision is very different from that of potential 
predators of mimics (Cuthill and Bennett 1993). This is because most humans are 
trichromats (Bowmaker and Dartnall 1980) and so they have three types of cone 
photoreceptor which are used for colour discrimination: the long-wavelength-
sensitive cone (LWS), the medium-wavelength-sensitive cone (MWS) and the short-
wavelength-sensitive cone (SWS). These cones are so-named due to the different 
wavelengths of light to which they have maximal sensitivity. The spectral sensitivity 
of a cone can be thought of as the response to a given wavelength of light relative to 
other wavelengths at a given intensity (Schnapf et al. 1987). For example, a human 
LWS cone will show a maximal response to light with a wavelength of 560nm but a 
much lower response to light with a wavelength of 400nm with the same intensity 
(Schnapf et al. 1987).These different cone types with different spectral sensitivities 
are one of the components of the visual system necessary to allow us to see colours 
in the visible spectrum. On the other hand, birds (which are often thought of as the 
main selective agent on the patterns of mimetic insects) are tetrachromats 
(Bowmaker et al. 1997). This means that alongside the three cone types that 
humans have, they have a fourth kind of cone. In some species, this is sensitive to 
UV light and hence it is called the ultraviolet-sensitive (UVS) cone, whereas in other 
species it is sensitive to slightly longer wavelengths of light, in which case it is called 
the violet-sensitive (VS) cone (Bowmaker et al. 1997). This means that birds can 
detect not only light in the visible spectrum, but also light in the UV range. Therefore, 
if a mimic differs from a model in terms of the amount of UV it reflects then it could 
appear very different from its model to an avian predator but still be relatively similar 
in the eyes of a human observer. 
In order to perceive differences in colour, not only do animals need several 
types of cones which are maximally sensitive to different wavelengths, they also 
need a way of comparing the response of these different cones. This occurs via 
colour opponency (Conway et al. 2010; Kelber 2016). The way this works in 
mammals is that several cones connect to a retinal ganglion cell, one or more of 
these cones excite the ganglion cell and one or more inhibit it. For instance, humans 
have four opponent channels: Red-ON/Green-OFF, Red-OFF/Green-ON, Blue-
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ON/Yellow-OFF and Blue-OFF/Yellow-ON (Conway et al. 2010). The number and 
types of opponent channel differ between different species, for example, red-eared 
sliders (Trachemys scripta) have been found to have 12 opponent channels (Rocha 
et al. 2008), this also leads to differences in colour perception between humans and 
non-human animals.  
Because of this, it is vital that when comparing the colours of models and 
mimics that it is done with the appropriate receiver in mind. Normally, this involves 
the creation of “colour spaces” (Renoult et al. 2017), which are diagrammatic 
representations made up of several dimensions which contain all of the colours 
which are theoretically perceivable by a given organism based on its visual system 
where the distance between two points in the space gives a measure of how 
different two colours are to the organism for which the space was made. In order to 
do this, researchers must use a technique in which the visual properties of a 
theoretical predator can be mathematically defined. The most commonly-used model 
which has this flexibility is the Receptor Noise-Limited model (Vorobyev and Osorio 
1998; Vorobyev et al. 2001). 
2.2.1: The Receptor Noise-Limited (RNL) model 
The method used most frequently to quantify differences between colours is 
the Receptor Noise-Limited (RNL) model (Vorobyev and Osorio 1998; Vorobyev et 
al. 2001). As its name suggests, the model works on the assumption that the main 
factor which affects the discrimination between two colours is the amount of 
photoreceptor noise. Photoreceptor noise is defined as the random variation in the 
response of a photoreceptor that is independent of a signal and it arises due to the 
fact that photons do not arrive at the receptor at a constant rate (in fact the rate at 
which they arrived can be closely modelled by a Poisson distribution) (Faisal et al. 
2008) and due to signal noise from receptor cells themselves which is termed 
“transducer noise” (Lillywhite 1978). To use this model, one must first work out the 
quantum catch of each receptor in the modelled visual system when viewing a 
certain colour. This gives a measure of the amount of light captured by the receptor 
underspecified lighting conditions by multiplying the sensitivity of the receptor (Ri 
(where i is the identity of the receptor in question)) by the spectrum of the light 
entering the eye from the target colour (IS) (which in itself is a product of the 
spectrum of ambient light and the reflectance spectrum of the colour being viewed). 
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(Equation 2.1).  
 





However, in order to do this one must first calculate the von Kries adaptation 
coefficient (ki) in order to account for the adaptation of the receptors to the 
background illumination (IB) (Equation 2.2). This is particularly important to take into 
consideration as many species from insects (Balkenius and Kelber 2004) to humans 
(Hurlbert 2007) display what is known as colour constancy, whereby an object will be 
perceived as being the same colour under varying illuminations despite the light 
which is reflected from the object changing under the different illuminations (Hurlbert 
2007). This can be modelled, at least in part, by the von Kries adaptation coefficient 









This can then be used to find the difference in the signal produced by each 
receptor by two different colours (Δfi) which can either be described as the difference 
in the quantum catch between the two colours or the natural log of it (Δln(qi)). The 
difference in the signal can then be used to work out the distance between those 
colours in the colour space (ΔS) in Just Noticeable Differences (JNDs) (1 JND is the 
distance in the colour space at which two colours become distinguishable). This is 
done in different ways for different visual systems. For example, to work out the 
difference between two colours in a trichromatic visual system one would use the 
following equation (where L, M and S refer to the long-wavelength-sensitive, 
medium-wavelength-sensitive and short-wavelength-sensitive cones respectively) 
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But in order to do this one must calculate the standard deviation of noise in 







To do this we must first know two things: the standard deviation of the amount 
of physiological noise in a single cell of each receptor type (vi) and the number of 
cells of that type within a region of interest in the retina (ηi). These have been 
quantified for several species (e.g. pigeons (Columba livia), chickens (Gallus gallus 
domesticus), zebra finches (Taeniopygia guttata) and budgerigars (Melopsittacus 
undulatus) (Bowmaker et al. 1997)) and, if they are unknown for a particular receiver, 
they can be estimated using known values from one of these model species (e.g. 
Thurman and Seymoure 2016). However, it has been pointed out that both intra- and 
interspecific differences in photoreceptor densities can lead to large differences and 
therefore inaccuracies in RNL model predictions (Bitton et al. 2017). While this 
potential for inaccuracy when estimating photoreceptor noise is a limitation of this 
model, there are other more important ones when using this model for studies of 
mimicry. 
The main one is that photoreceptor noise is usually not the limiting factor 
when discriminating between the colours of mimics and their models. Usually models 
and mimics are not seen simultaneously and so discrimination is normally between 
the mimic and an internal representation of the pattern of the model. As such, a 
predator may generalize between colours which differ by more than 1 JND. 
Consequently, mimics only tend to be considered imperfect if their colour differs from 
their model by more than 3 JNDs (Siddiqi et al. 2004).However, even this value may 
be too low since there are several factors which may cause predators to generalize 
between colours which differ by more than 3 JNDs. For instance, as the chromatic 
contrast between a pair of objects and the background they are viewed against 
increases. In addition, discrimination threshold between the two objects increases by 
up to 5 times the original threshold (Lind 2016). Since aposematic patterns tend to 
have a large chromatic contrast with their background, this may be important to 
consider. Not only this, discrimination thresholds of sequentially presented colours 
are larger than those of simultaneously presented colours (Newhall et al. 1957). This 
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has been shown to affect generalization between models and mimics as predators 
find it more difficult to discriminate both mimics (Beatty and Franks 2012) and 
masqueraders (Skelhorn and Ruxton 2010) from their models. This model may not, 
therefore, be useful for finding the threshold of discrimination between the colour 
patches of a model and a mimic because the discrimination threshold will almost 
certainly be set too low. Indeed, it has recently been suggested that other models of 
colour vision should be created to account for some of the shortcomings of the RNL 
model (Price and Fialko 2017).  
2.3: Measures of pattern similarity 
The ultimate goal when studying animal colour patterns is to be able to 
produce a simple “pattern space” (Stoddard and Osorio 2019). This is a theoretical 
space which contains all possible animal patterns and is made up of several 
dimensions. Each dimension in the space would correspond to a perceptually 
important pattern measure in which all the patterns vary continuously. However, this 
is much more difficult to produce than a colour space for several reasons. Firstly, the 
number of dimensions in colour space is typically low, since this is determined by the 
number of different types of photoreceptor the receiver has, with the number of 
dimensions typically being equal to the number of photoreceptor types which an 
organism has that are involved in colour vision minus 1 in the RNL model (Vorobyev 
and Osorio 1998) (although some species can have as many as 12 different receptor 
types (Thoen et al. 2014) which leads to much more complex colour spaces). 
Patterns, on the other hand, can vary spatially in a huge variety of ways which 
means pattern spaces which encompass all patterns need to be incredibly complex 
in order to account for all of this variation. Secondly, the neural processes underlying 
pattern vision are less well understood than those underlying colour vision (Stoddard 
and Osorio 2019), therefore finding which pattern differences are actually important 
for pattern discrimination is difficult. However, despite these issues, there has been a 
lot of progress recently in developing methods to quantify pattern similarity. These 
can occur at three stages: (1) measuring the absolute similarity of patterns without 
accounting for the visual system of a potential receiver, (2) measuring the similarity 
of the response of the early stages of the visual system to patterns and (3) 
measuring the similarity of the response of the higher stages of the visual system. 
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The relative pros and cons of using these different kinds of methods are outlined 
below. 
2.3.1: Measures based on absolute similarity 
The most basic way of quantifying pattern similarity would be to measure the 
absolute similarity of patterns based on one or more features. Many algorithms that 
do just this have been developed by ecologists to allow for easy identification of 
individuals based on inter-individual differences in their patterns (Hiby and Lovell 
1990; Arzoumanian et al. 2005; Foster et al. 2007; Anderson et al. 2010). All of these 
algorithms use slightly different methods and I will outline some of them here briefly.  
The first was used to identify grey seal individuals (Hiby and Lovell 1990) and 
later cheetahs (Kelly 2001) by using “identifier arrays” (Hiby and Lovell 1990). This 
works by converting patterns to greyscale and aligned them to 3D models of the 
body form so that any distortion to the image due to the curvature of the body and 
differences in posture or view of the animal can be taken into account (Hiby and 
Lovell 1990; Kelly 2001). Then a region of interest called the “pattern cell” is selected 
from the photograph based on its position relative to “landmark features”: features in 
the pattern itself or features of the body, such as eyes, ears and nostrils (Hiby and 
Lovell 1990) or hip joints and the back (Kelly 2001), if the pattern lacks any 
distinguishing features. After this, the greyscale values of the pixels within the 
pattern cell are used to form a matrix known as an identifier array. The correlation 
coefficient between the identifier arrays from the two patterns is then calculated in 
order to find a measure of similarity.  
Other methods convert the pattern to a binary image (a black and white 
image). For instance, Foster et al. (2007) converted images of zebra individuals to 
binary images by setting a threshold pixel value. Any pixels with a value above the 
threshold were converted to white pixels and any pixels with a value below this 
threshold were converted to black pixels. This threshold can be set in many ways. 
One frequently-used method is the Otsu method (Otsu 1979) which works by finding 
the point at which the variance of the pixel values below the threshold and variance 
of the pixel values above the threshold is minimized and the variance between pixels 
in these two groups is maximized (Otsu 1979). Once they had set the threshold and 
produced the binary images, Foster et al. (2007) then compared these images by 
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finding the difference in intensity between each pixel in the pattern. The difference at 
each pixel was then summed across the entire image to give a value of dissimilarity 
for the pattern as a whole (Foster et al. 2007).  
This technique was subsequently developed further by using distance 
transform. This method was used for identifying polar bear individuals (Anderson et 
al. 2010) and was later adapted to be used for comparing mimetic patterns (Taylor et 
al. 2013). Distance Transform works in a similar way to Foster et al.’s (2007) method 
but it weights mismatches between the patterns by their distance from the 
corresponding segment in the other pattern (Figure 2.1) in order to give a measure of 
dissimilarity between the two patterns. However, it provides a better measure than 
Foster et al.’s (2007) method because if two patterns contain the same number of 
pattern elements but at different positions within the pattern, methods such as Foster 
et al’s (2007) would give a larger measure of dissimilarity between those patterns 
than between two with a different number of pattern elements, whereas distance 
transform would give a smaller measure of dissimilarity. 
Another method that is sometimes used to measure the similarity of two 
patterns is to compare them based on their fractal dimension (Castrejón-Pita et al. 
2004). This works by using a box-count method where the pattern is overlaid with a 
series of boxes at different scales. The number of boxes which contain the pattern 
element at each scale is then counted (Figure 2.2). The fractal dimension can then 
be calculated using Equation 2.5, (where N is the number of boxes of size ε to cover 
the pattern) and compared between species. Using this approach, members of the 
same mimicry ring were found to have a very similar fractal dimensions (Castrejón-
Pita et al. 2004), however there were some exceptions. For instance, Neophasia 
terlootii females look very similar to monarch butterflies (Danaus plexippus) but they 
have a very different fractal dimension (Castrejón-Pita et al. 2004). 






While these methods do provide a quantitative measurement of similarity 
between patterns without subjectivity from human observers, they still do have 
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limitations. The principle among these is that, because it is an absolute 
measurement of similarity, it does not account for the visual ecology of a potential 
receiver. This means that values of similarity could be based on unimportant pattern 
features or even features that a predator cannot perceive, perhaps because their 
visual acuity is too low (Caves et al. 2018). This was noted by Gamble et al. (2008) 
when they found that differences in the fine scale elements of the patterns of 
marbled salamanders (Ambystoma opacum) were weighted equally to differences in 
larger pattern elements when measuring absolute pattern similarity even though the 
fine scale differences were less easily perceived by human observers (Gamble et al. 
2008).  
Other methods segment patterns into their various spatial frequencies by 
carrying out a Fast Fourier Transform (Godfrey et al. 1987). This works by converting 
the image to greyscale and then convolving the pattern with a series of imaginary 
sine waves of known spatial frequencies up to the Nyquist frequency. This is done 
both in the horizontal and vertical direction. The sum of the product of the value of 
the sine wave at a pixel and that pixel’s brightness is then found for each pixel 
across every row and every column (Godfrey et al. 1987). This can be visualized by 
an amplitude spectrum of the image (Figure 2.3). This amplitude spectrum can then 
be used to recreate the original image by carrying out an inverse Fourier transform 
on it. Before doing this, a series of band-pass filters can be applied to segment the 
image based on the spatial frequency of different pattern elements.  By comparing 
the energy (the sum of the squared pixel values) of the pattern within each of these 
frequency bands to another pattern or its background, it is possible to get a measure 
of similarity between the two patterns. This is known as granularity analysis (Barbosa 
et al. 2008), and it has been demonstrated that the granularity spectra of members of 
mimicry rings share a close resemblance. Moreover, there is a clear distinction in 
granularity spectra between different mimicry rings. This shows that this type of 
analysis could potentially be used more widely in mimicry research (Stoddard 2012). 
However, the manner in which it works is different from how the early visual 
system breaks down images based on spatial frequency (Stoddard 2012). As such, it 
would therefore seem sensible to base measures of mimetic similarity around 
perceived differences based on models of predator vision. This can be done at 
multiple points in the visual pathway. 
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Figure 2.1: An example of distance transform based on Figure 2 of Taylor et al. 
(2013). (a) The binary images of the two patterns being compared. (b) The distance 
of each white pixel to the closest black pixel. (c) The mismatched pixels between the 
two patterns (pixels which are black in original pattern but are white in the pattern 
which it is being compared to). (d) The mismatched pixels multiplied by the distances 




Figure 2.2: The box-counting method demonstrated on the monarch butterfly 
(Danaus plexippus). Figure 1a) shows the outline of the black parts of the pattern. 
Figure b) and c) shows the number of boxes (435 3mm boxes in (b) and 2525 1mm 
boxes in (c)) needed to cover the wing outline and black parts of the pattern. Scale 




Figure 2.3: An image of Thermidarctia thermidoides and its corresponding amplitude 
spectrum. Points at the centre of the spectrum correspond to the lowest frequency 
pattern elements, points towards the edge correspond to higher frequency pattern 
elements. 
 
2.3.2: Measures based on early visual processing 
In order to process spatial information about a visual scene in mammals, 
signals from the retina must travel from the retinal ganglion cells, through the lateral 
geniculate nucleus and into the simple cells in the V1 area of the primary visual 
cortex (Stoddard and Osorio 2019). Physiological studies in domestic cats have 
shown that these cells are maximally stimulated by a dark bar on a bright 
background (or a light bar on a dark background), but the specific orientation of the 
bar that causes maximum stimulation differs among cells (Hubel and Wiesel 1962). 
In fact, there are many types of simple cell found within the cortex, and each of these 
are sensitive to a different orientation (Hubel and Wiesel 1962) and spatial frequency 
(Blake and Martens 1981). These different cell types are arranged to form 
hypercolumns, stacks of simple cells the orientations of which vary along the column 
(Hubel and Wiesel 1963). As a consequence, these cells effectively act like “edge 
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detectors” and so are sensitive to luminance boundaries in a pattern (Marr and 
Hildreth 1980).  
The response of the simple cells in the V1 to an image can be modelled by 
convolving the image in question with a series of Gabor filters of various orientations 
and spatial frequencies (Jones and Palmer 1987). Comparing the responses of 
these cells to images to prey, with the responses of the cells to images of the prey’s 
background has been used to assess how similar/different both cryptic and 
aposematic species are to their backgrounds (Troscianko et al. 2017; Barnett et al. 
2018). Moreover, this approach could be used to compare the similarity of models 
and mimics.  
This method has recently been built upon to not only provide a measure of the 
energy of the pattern, which captures the total response of the simulated visual 
system (the more boundaries between areas with a difference in luminance there are 
within the pattern, the higher the energy of the pattern will be), but also the isotropy 
of the pattern, which gives a measure of how the size of the response varies 
depending on the orientation of the Gabor cell (an example of a low isotropy pattern 
and a high isotropy pattern can be seen in Figure 2.4). (Penacchio et al. in prep.). 
The more the response of the Gabor cells varies depending on their orientation, the 
lower the isotropy of the pattern, therefore a high isotropy pattern will be made up of 
dots, low isotropy patterns will be made of stripes and a medium patterns will either 
be a clouded pattern or be made up of dots and stripes. The difference in these 
measures between models and mimics could then be used to give a measure of 
similarity for these diagnostics. This method works by using a series of Gabor filters 
to simulate the response of V1 simple cells from the primary visual cortex to a 
pattern. This works because Gabor filters are orientation-specific, band-pass filters 
which allow for local edge detection and as explained in Chapter 2 can be used to 
model the responses of the cells in V1. While this technique is based on the way in 
which mammals process visual information (Hubel and Wiesel 1962), it can also be 
applied to birds because the receptive fields of cells in the nucleus isthmi par 
magnocellularis and the nucleus isthmi par parvocellularis of birds seem to be similar 
to those of V1 cells (Wang and Frost 1991; Li et al. 2007). Consequently, they 
should respond to patterns in a similar way.  
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This method works by first finding how the luminance varies across the 
pattern by calculating the cone response of bird double cones (in this case, chicks) 
to the image (Penacchio et al. in prep.). The double cone response was used 
because double cones are thought to be the principal cone used in achromatic bird 
vision (Lind and Kelber 2011). The evidence for this comes from the fact that 
domestic chicks can discriminate between textures which show a contrast based on 
double cone response but find it impossible to discriminate between textures which 
are isoluminant to double cones (Osorio et al. 1999b; Jones and Osorio 2004). In 
order to ensure all the pattern information is captured, the Gabor cells are several 
scales which are maximally sensitive to different spatial frequencies. The cells are 
also at 4 orientations, this is important because Gabor cells show a maximal 
response to edges which share the same orientation. Therefore, in order to capture 
all the pattern information, cells of several orientations are needed.  In the mammal 
visual system this is thought to occur because the cells in the V1 cortex are arranged 
in so-called hypercolumns and the receptive fields of the cells in these columns 
seemingly vary along them (Hubel and Wiesel 1963) and then the signals from cells 
of different orientations converge at cells in the V2 area where they are encoded 
(Anzai et al. 2007).  
 
Figure 2.4: Example of a) a low isotropy pattern and b) a high isotropy pattern: 
Gabor cells oriented at 0o will experience much stronger activation than cells of other 
orientation by pattern (a) because most of the luminance boundaries are orientated 
in that direction, hence it has a low isotropy. In pattern (b) all cells should experience 




2.3.3: Measures based on higher visual processing 
When processing images for identification, in mammals, signals travel from 
the retina to the lateral geniculate nucleus (LGN), then signals from the LGN travel to 
the V1 area of the visual cortex then the signals from V1 travel to the V2 area, then 
the V4 area before arriving in the inferior temporal (IT) cortex, this is known as the 
ventral stream (Stoddard and Osorio 2019) or the geniculocortical pathway (Li et al. 
2007). Meanwhile, birds rely on a visual pathway which is functionally very similar 
but structurally very different. This is known as the tectofugal pathway (Li et al. 
2007). In this pathway, signals travel from the retina to the tectal cells in the optic 
tectum, then signals from there travel to the nucleus rotundus and from there to the 
entopallium. Finally, the signals from the entopallium split and travel to different 
areas of the brain such as the nidopallium frontolaterale, the mesopallium 
ventrolaterale, the area temporo-parieto-occipitalis and the nidopallium intermediate 
par lateralis (Stacho et al. 2016). It is much more difficult to model the response of 
cells at this level and any mistakes would lead to inaccuracies in the conclusions 
drawn from these models (Pérez-Rodríguez et al. 2017).  However, there have been 
a couple of models which have been developed for image recognition which work by 
simulating the response of cells at this stage: these are known as HMAX 
(Riesenhuber and Poggio 1999) and SIFT (Lowe 1999).  
HMAX uses a hierarchical method which adds to the early-visual models 
based on Gabor filters. It works by first passing a bank of Gabor filters over the 
images with a range of spatial frequencies and of 4 orientations, this is termed the 
S1 layer. The responses of cells are then pooled using a MAX response function to 
make up the next layer (C1). Each cell in this layer is made up of the pooled 
responses of the cells in an area which span all of the spatial scales but that share 
the same orientation. Cells in this layer are then combined in two ways. Firstly, pairs 
of C1 cells from the same area but tuned to different orientations are combined to 
create S2 cells which are then be summed across a wider area to form C2 cells. 
Secondly, C1 cells which are tuned to the same orientation are combined across a 
wider area to form C2 cells (Riesenhuber and Poggio 1999). It is these so-called 
“complex composite cells” which then feed into the view-tuned cells. These are cells 
tuned to respond maximally to a particular object/pattern feature which give the 
response of the model.  
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SIFT (Scale-Invariant Feature Transform) works in a slightly different way. 
First, a series of Gaussian filters of different scales are applied to the image to blur it 
to different extents. Filtered images of neighbouring scales are then compared to 
one another to give a series of images called the difference-of-Gaussian images. 
Local points of maximum and minimum differences are found between these images 
(local maxima and minima). A series of Laplacians are then used to detect the edges 
of the pattern features detected by the difference-of-Gaussian method. This 
algorithm forms the basis of pattern comparison methods such as 
NaturePatternMatch (Stoddard et al. 2014). In NaturePatternMatch, information 
about each feature that is extracted by SIFT is encoded in a 128-dimensional vector, 
then all the features in two images are compared to see how many match (Stoddard 
et al.2014). This is done by pairing each feature in one pattern (x) with the nearest 
feature to it in the other pattern (y) based on the Euclidean distance between the two 
features in the 128-dimensional vector space. “True” matches are then identified by 
only accepting pairs of features for which the distance between a pair is less than 
0.85 times the distance between each feature in the pair and its next nearest 
neighbour in the other image (Stoddard et al. 2014). The number of features that 
match is then divided by the largest number of features in either of the two patterns 
to give a similarity score. This is then normalized so that the score is scaled between 
0 and 1 where 0 is a total mismatch and 1 is a pair of two identical patterns 
(Equation 2.6). 







Both algorithms mimic the response of neurons in the inferior temporal cortex 
but in very different ways however neither one is better under all circumstances. 
HMAX was found to perform better than SIFT when attempting to detect particular 
objects in target images (Moreno et al. 2007), however SIFT was found to be a 
better predictor of the time taken to find a camouflaged object than HMAX 
(Troscianko et al. 2017). Therefore, the choice of which model to use depends on 
the task. So far only SIFT has been used in studies of mimicry (egg mimicry) 
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(Stoddard et al. 2019) but an extended model of HMAX described below does seem 
like it would also be useful.  
2.4: Measures of spatiochromatic similarity 
Although the models mentioned previously quantify differences in colour and 
differences in spatial pattern separately, information about the colour and form of 
objects in the visual field travels mainly through the parvocellular pathway (the visual 
pathway associated with the red-green opponent channels) (with some colour 
information travelling through the koniocellular pathway (the visual pathway 
associated with the blue-ON-yellow-OFF opponent channel)) (Nassi and Callaway 
2009). However, the way that information from these characteristics is integrated is 
not entirely certain, although there is evidence that this happens as early as in the 
retina and the integration continues into the cortex (Clery et al. 2013) with some cells 
in the primate cortex in V1 both responding to colour and showing orientation 
selectivity (Garg et al. 2019).  In addition to this, colour and pattern can affect the 
perception of one another (reviewed in Moutoussis 2015). For example, the position 
of luminance boundaries along a colour gradient can affect the perception of the 
colour between the boundaries (Vergeer et al. 2015). Therefore, models which 
integrate colour and pattern information would provide a useful next step to using 
models which examine colour and pattern differences separately. Several models 
have been developed to do just that and I will review them here. 
2.4.1: Adjacency analysis and Boundary Strength Analysis 
The first pattern-matching method which is based on this is adjacency 
analysis (Endler 2012). Adjacency analysis works by first constructing a “zone map” 
by segmenting the pattern into its constituent colours. In the original paper this was 
done by using k-means clustering to assign each pixel to the correct colour class 
(Endler 2012). The pattern is then sampled in a grid pattern which gives a measure 
of the proportion of the pattern that is made up of each colour class (Figure 2.5). 
Once all the grid points have been sampled, a transition matrix is constructed (Figure 
2.6). To do this, the colour that one point is sampled from is compared to the colours 
which adjacent points are sampled from.  This can give several pattern statistics to 
describe the pattern. The first of these is transition density, this gives a measure of 
how frequently adjacent points are sampled from two different colour patches and 
hence a measure of pattern complexity. The second is the transition aspect ratio, this 
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gives a measure of the kind of pattern. This is calculated by finding the number of 
transitions in the vertical axis divided by the number of transitions in the horizontal 
axis, the more this value differs from 1, the more striped the pattern is. This 
technique was then built upon with Boundary Strength Analysis (BSA) (Endler et al. 
2018). Boundary Strength Analysis works in an almost identical way to adjacency 
analysis however it also takes the chromatic contrast between adjacent colour 
patches into account. To do this a measure of chromatic contrast is given at every 
boundary between two colours (the boundary strength). This is done by using the 
RNL model (Vorobyev and Osorio 1998) to measure the chromatic contrast of 
adjacent colour patches. This not only provides information about the different colour 
patches within the pattern relate to another spatially, it also tells us how similar these 
patches are to one another. Some of the pattern statistics are very useful when 
studying mimetic patterns. For instance, one might expect mimics and models to 
share similar proportions of colours in their patterns. However, they may not 
necessary share similar proportions of transition types. For instance, North American 
milk snakes and their coral snake models would have entirely different frequencies of 
black-red and red-yellow transitions (Endler 2012) but yet predators still generalize 





Figure 2.5:  A zone map based on the pattern of Thermidarctia thermidoides. Grey 
points represent sampling points. Actual sampling would occur on a much finer scale 
to ensure that all the fine details in the pattern are sampled. (This figure is based on 
Figure 2 of Endler 2012). 
 
Figure 2.6: The transition matrix based on the sampling grid from Figure 2.5. 
Diagonals give a measure of the number of transitions within the same colour. Off-




2.4.2: HMAX with Colour Opponency 
The most recent model for spatiochromatic similarity was developed by 
Renoult et al. (2019). This basically takes the HMAX model described in Section 
2.3.3 and adds a layer which allows for the modelling of colour opponency alongside 
it (Renoult et al. 2019). This technique has not yet been used for studies of mimicry 
but it seems promising as a useful tool in the future.  
2.5: Conclusions and future questions 
There are now a number of methods available to measure the similarity of 
colour and patterns. However, as this chapter has shown, the best one to use 
depends on the task it has being used for. In terms of mimicry, sometimes combining 
several methods can provide a much better explanation of likelihood of being a 
successful mimic than one method on its own. For instance, a study of the eggs of 
host-parasites showed that adding a measure of the similarity of higher-level pattern 
features provided a more accurate model of egg rejection behaviour by hosts than 
using measures of low-level pattern features and colour alone (Stoddard et al. 2019). 
However, there is still a lot of work can be done to develop models which allow 
people to find the point at which a mimic is no longer discriminable from its model as 
shown by the fact that even using three measures together only explains 37% of the 
variance in behaviour (Stoddard et al. 2019).  As this is currently the best way of 
predicting the response of receivers, this is the method I will use throughout this 
thesis. I will find a measure of colour similarity, a measure of the low-pattern feature 
similarity and a measure of high-level pattern feature similarity for all of my image 






Chapter 3: General Methods 
The aim of this chapter is to summarise the general methods I used to acquire and 
analyse the images of the specimens of real life model-mimic pairs. In this chapter, I 
will outline the methods used to (1) select species to scan, (2) acquire scans of the 
specimens and (3) analyse the scans to obtain quantitative measures of mimetic 
similarity between models and mimics. I will also cover the methods used for each of 
the chick experiments in their respective chapter since the methodologies differ 
substantially between these experiments. 
3.1: Introduction 
My thesis has three main aims: (1) to determine what makes an effective 
mimetic signal; (2) to identity the abiotic and biotic factors which can affect how 
closely mimics evolve to resemble their aposematic models; and, (3) to determine 
whether or not palatable mimics affect the evolution of the pattern of their 
aposematic models. To better understand mimetic signalling, I used mimicry in 
lepidopterans as my model system for two reasons. First, mimicry in Lepidoptera has 
been studied extensively, with many mimetic relationships having been identified. 
Second, the hyperspectral camera used to collect the hyperspectral images needed 
for the image analysis has a narrow plane of focus, meaning that it is difficult to 
capture a single image in which an entire animal is in focus unless (as is the case 
with butterflies and moths) the animals is relatively flat. In addition to this, butterflies 
and moths are easy to find in good condition in museum collections. 
   In this chapter, I will cover all the methods used (1) in the selection of the 
study species, (2) the scanning of museum specimens and (3) the analysis of the 
images I acquired as these are consistent throughout Chapters 4, 5 and 6. I will 
discuss how I gathered information about each of the factors which is thought to 
affect mimicry in Chapters 5 and 6 as these methods are specific to those chapters. I 
will also cover the methods used for each of the chick experiments in their respective 





3.2: Selection of study species for image analyses  
3.2.1: Selection of models and mimics  
I first searched Google Scholar for papers published between 1990 and 2016 
using the search term “Batesian Mimicry”, I did this in 2-year increments so that no 
results were missed (because Google Scholar displays a finite number of results). In 
total, this gave around 3,170 publications, 256 of which were used to find species. I 
used the search term “Batesian mimicry” in order to filter out papers about other 
forms of mimicry such as vocal mimicry by birds and mimicry of natural materials by 
engineers. However, this allowed me to retain papers about Müllerian mimics 
because they were also among these results since many papers about Müllerian 
mimicry also refer to Batesian mimicry. These searches were repeated several times 
over the course of my PhD to ensure that the list was up to date (the final update 
took place on January 2018). This gave me a total of 331 papers which listed 
mimetic species. From these, I identified suitable species for study. From these 
papers, I created a table which listed all the mimetic species mentioned. 
I only included mimics and models from mimicry rings consisting of just two 
species. The reason for this is because in larger, more complex mimicry rings (in 
particular, those which have several Müllerian mimics), it is difficult to designate one 
member as the “focal” species as the one which the other mimics are evolving 
towards, therefore focusing on mimicry rings which contain only two species allowed 
me to avoid having to carry out multiple comparisons within the same ring.  From the 
331 papers, which included details of 253 model species and over 2,000 mimic 
species, I identified 102 of these simple mimetic pairs.  
3.2.2: Selection of sympatric, non-mimicked, aposematic species 
For each of the model-mimic pairs, I found an example of an aposematic 
species which is found in the same region as the pair but which lacks mimics of its 
own. I did this for two reasons. Firstly, it provided me with a control species which 
allowed me to see how similar mimics are to their models compared to other 
aposematic species within their habitat. Secondly, it also allowed me to see if the 
presence of Batesian mimics affects the efficacy of the patterns of their models 
compared to species which lack mimics (Chapter 4).  
Identifying these sympatric, non-mimicked, aposematic species was a multi-
step process (Figure 3.1). First, I found species which were sympatric with the 
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model-mimic pairs. I was able to do this because as well as recording the names of 
the species themselves and their mimetic relationships in the original table, I also 
included information about the size, distribution, habitat of the mimics and their 
models using information from over 1,000 publications. In order to find species which 
were sympatric with the pairs, I used papers that contained ecological survey data 
from the regions where the model-mimic pairs were found.  
Once I had found a sympatric species I then found out if it was aposematic. I 
did this in one of three ways. First, I searched Google Scholar using the term of 
“(SPECIES IN QUESTION) chemical defence”, this allowed me to see if that species 
had been found to produce distasteful chemicals or if it had been shown to be 
avoided by predators in behavioural experiments. If this was inconclusive, I then 
looked to see if the host plant or food plant associated with that species was known 
to be toxic or to be fed on by other aposematic species. To do this, I searched for 
information about the larval host species of every putative aposematic species in 
Google Scholar using the search term “(SPECIES IN QUESTION) host plant”. If I 
was able to find the host plant, I then searched Google Scholar to see if it had 
evidence of defensive compounds using the search term “(SPECIES IN QUESTION) 
chemical defence”.  
Finally, if this procedure yielded no results, I checked other species from the 
genus to see if they were known to be aposematic. If a species was found to meet 
any one of these criteria, I ensured that it had no mimics by searching Google 
Scholar for the search term “(SPECIES IN QUESTION) mimic”. If there was no 
evidence to suggest it is involved in a mimicry complex, then I included it in the table 
as a sympatric, non-mimicked, aposematic species.  
However, I was unable to find examples of non-mimicked aposematic species 
which were sympatric with each of the 102 of the original pairs. I identified 38 trios of 
a model-mimic pair with an associated non-mimicked aposematic species. In an 
attempt to increase the sample size, I then included model-mimic pairs which formed 
part of more complex mimicry rings. However, I only included pairs which met the 
following criteria: The pair has to be involved in a predation experiment with a model 
predator and the mimic had to experience reduced predation after the predator 
attacked the model. This provided 9 more trios which gave a revised total of 47.   
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The table originally included trios from a number of insect orders (Coleoptera, 
Diptera, Hemiptera, Hymenoptera, Lepidoptera and Orthoptera). However, due to a 
combination of the way in which specimens are pinned in collections and the narrow 
plane of focus of the hyperspectral camera, I was only able to scan species from the 
order Lepidoptera (butterflies and moths). This reduced the potential number of trios 
to locate and scan from 47 to 34. 
 
Figure 3.1: A flow-chart depicting the method used to decide whether or not to 
classify a species as a sympatric, non-mimicked, aposematic species. 
3.3: Scanning the specimens 
3.3.1: Locating the specimens to scan 
Once the species were selected, I had to find specimens to scan. I located the 
species I needed at the Discovery Museum in Newcastle, the American Museum of 
Natural History in New York (AMNH), Manchester Museum (MMUE), the British 
Natural History Museum in London (BMNH) and ones purchased from commercial 
suppliers. I was able to locate specimens to complete 31 of the potential 34 trios 
(Table 3.1).   
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Mimic Model/ Co-mimic Sympatric, non-
mimicked aposematic 
species 
Agraulis vanillae vanillae Dryas iulia iulia Batesia hypochlora 
Amerila bipartita Amerila brunnea Balacra flavimacula 
Amesia apoensis Euploea blossomae  Delias ottonia 
Arichanna gaschkevitchii Arichanna melanaria Miltochrista miniata 
Atrophaneura varuna Papilio protenor Papilio polyctor 
Callicore astarte Callicore texa Battus ingenuus 
Cheimas opalinus Lymanopoda marianna Lymanopoda dietzi 
Chlosyne palla Euphydryas chalcedona Hypoprepia miniata 
Cyclosia notabilis Parantica sita Cethosia biblis 
Elymnias nesaea Ideopsis vulgaris Losaria neptunus 
Epicopeia mencia Byasa confusus Elcysma westwoodii 
Gynautocera philomela Troides dohertyi Danaus ismare 
Heliconius ethilla ethilla Eueides isabella isabella Histioea cepheus 
Heraclides astyalus Papilio androgeus Heliconius charithonia 
Hestina mimetica Parantica 
pseudomelaneus 
Delias periboea 
Laparus doris doris Heliconius sara thamar Calonotos craneae 
Limenitis archippus 
archippus 
Danaus plexippus Poladryas minuta 
Limenitis arthemis Battus philenor Eurytides marcellus 
Limenitis lorquini Adelpha bredowii Parnassius clodius 
Mimoides ilus Parides panares Urania leilus 
Mynes doubledayi Delias duris Acraea moluccana 
Mynes plateni Delias funerea Troides hypolitus 
Papilio bootes Byasa polyeuctes Acraea issoria 
Papilio glaucus (dark 
form) 
Battus philenor Eurytides marcellus 
Papilio laglaizei  Alcides agathyrsus Milionia dohertyi 
Papilio polyxenes Battus philenor Eurytides marcellus 
Papilio troilus Battus philenor Eurytides marcellus 
Prioneris cornelia Delias singhapura Delias eumolpe 
Prioneris philonome Delias descombesi Idea agamarschana 
Prioneris sita Delias eucharis Acraea terpsichore 
Scea discinota Thermidarctia 
thermidoides 
Scotura annulata 
Table 3.1: Trios of models, mimics and sympatric, non-mimicked species which I 
scanned.  
3.3.2: Selecting the specimens to scan 
For each species, two specimens were scanned where possible (in some 
cases there was only one specimen present in the collection). However, in cases 
where a species was polymorphic, two specimens were selected per morph. When 
selecting specimens to scan, where possible, I used a random number generator to 
select the row and column of the specimens in the drawer in order to avoid bias 
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when choosing specimens. If the specimen selected was damaged or I was unable 
to remove it safely from the drawer without damaging it or the other specimens, the 
nearest suitable specimen was scanned instead. Damaged specimens were avoided 
as the pattern measurements would be affected by being incomplete. In cases where 
this was not possible, such as when the species were too valuable for us to get from 
the drawers ourselves, the curator of the collection chose the specimens from the 
drawers and brought them to us. Therefore, even in these cases, I did not bias the 
selection by choosing specimens myself. 
3.3.3: Scanning the specimens 
The specimens were scanned using a bespoke hyperspectral camera 
(Resonon Pika NUV), this differs from a normal camera because it allows us to 
collect an image outside the range of visual light (the camera I used had a spectral 
range of 350nm to 800nm, while most commercial cameras have a spectral range of 
around 400nm to 700nm (Stevens et al. 2007)). The camera samples wavelengths 
from this range via 196 spectral channels as opposed to the 3 seen in standard 
cameras (the R, G and B channels) (Stevens et al. 2007) which gives it a spectral 
resolution of 2.3nm. It differs from a standard camera in other ways because, rather 
than taking a single image like a standard camera, the hyperspectral camera works 
by taking a series of pixel-wide images which are then put together to make one 
continuous scan. Each of these images is 1600 pixels wide and each pixel is 5.8μm 
in size which means that the images produced have both a high spatial resolution as 
well as a high spectral resolution. This method of producing images means that the 
camera had to be moved across the specimens on a motorized stage. This was 
done in the x direction of the image i.e. from left to right. Both the camera and the 
stage were controlled using the program SpectrononPro (Resonon inc.) (Figure 3.2). 
This is a good method of measuring the colour of models and mimics as it provides 
full spectral information from across the entire specimen which means that any 
boundaries in colour patches which are visible to potential predators (such as birds) 
but not to humans (i.e. differences in the UV) can be found. This means that it 
provides more spectral information than a standard camera while also providing a 
higher spatial resolution than a spectrophotometer which makes it an incredibly 
useful device for studying colour patterns. 
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 Specimens were scanned against a background of black velvet to allow easy 
segmentation of the specimen from the background during image analysis, which 
was an important step to ensure the colour and pattern data were solely derived from 
the specimen. In order to ensure the specimen was fixed in place during scanning, I 
placed the pin in plasticine. 
 This allowed me to ensure the specimen was kept parallel to the scanning 
plane and it was soft enough to allow me to place the pin in upside down so I could 
scan the ventral side of the specimen as well as the dorsal side. When recording 
data from lepidopterans, the dorsal side and ventral side were both scanned 
because predators would see the dorsal wing surface as the butterflies were flying 
and they would see the ventral wing surfaces when the butterfly was at rest.  
 
Figure 3.2: A photo of the hyperspectral camera and the stage. 
3.3.4: Calibrating the hyperspectral camera 
Prior to every scanning session, a series of calibrations were carried out to 
ensure that the images collected were accurate. First, the camera was properly 
focused by placing a fine grating in the same plane as where the specimens would 
be presented. Next, I took a measure called the ‘dark reference’, an indication of the 
background noise from the equipment across all wavelengths which I could then 
remove using the software. This was done by running the camera with its lens cap 
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on to stop any light from entering the lens. Because there was no light hitting the 
sensor, I knew that any response seen was an artefact due to background noise 
from the camera and I could then remove this using Spectronon. By doing this, I then 
had a baseline for the minimum reflectance across all wavelengths. After that, a light 
reference spectrum was taken by scanning a Spectralon white standard, this 
material has a spectrally flat reflectance and reflects 98% of light (Labsphere, 
Congleton, UK) which provides a set of values across all wavelengths for maximum 
reflectance. To account for any possible changes in illumination in the room 
throughout the day, this step was repeated frequently (roughly once an hour). 
The reflectance of an object or colour is a measure of the proportion of light 
that hits an object which is then reflected by it across all wavelengths. This can be 
visualised by what is known as a reflectance spectrum. Objects which are different 
colours will therefore have a different reflectance spectrum to one another. This is 
why I have to take a measure of the minimum and maximum reflectance across all 
wavelengths in order to get a measure of the reflectance of the pattern at every pixel 
across the pattern. These values then feed into the various visual models explained 
later in this chapter to give an idea of how these patterns will be perceived by 
predators. In order to ensure that lighting was consistent in all images and that there 
was UV light present for the patterns to potentially reflect, the only light in the room 
when the scans were taking place came from 4 lights positioned around the camera 
(See Figure 3.2) which were fitted with bulbs which emitted light in the visual and 
ultraviolet spectrum (Eiko Q35MR16/CG/47/36- Solux, 12V, 35W, 4700K). 
 Finally, I spatially calibrated the setup to make sure that the camera was not 
moving too quickly or too slowly. This had to be done because the camera works by 
taking a series of pixel-wide images as it moves across the specimen, these are then 
put together to make one continuous scan. Therefore, if the camera moves too 
quickly or too slowly for a given frame-rate then the image will be distorted. In order 
to avoid these distortions, I scanned a sheet which had a series of right-angle pairs 
at various orientations; this scan was then sent to MATLAB (MATLAB r2016b, The 
MathWorks Inc., Natick, MA, 2000) with a custom script to measure how close the 
angles in the image were to 90o, the script then calculated the change in stage 
speed and framerate needed in order to make the scanned angles into right angles 
because any distortions of the images would cause the angle in the image to deviate 
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from 90o. I then measured a second image with the suggested parameters and 
repeated the process until the difference between the image and the ideal was less 
than 2%.   
3.3.5: Additional data for each specimen 
After each scan with the hyperspectral camera, I took a photograph of the 
specimen alongside a CameraTrax 24 colour card using a DSLR camera (Basler 
acA1300-200ac) to produce calibrated digital photographs. These were used to 
calculate the size of each specimen.  
I also recorded the details from specimen labels, including the date it was 
collected, and its origin (where it was collected from and whether it was captive 
bred). This provided detailed information about each specimen that allowed me to 
explore how other factors, such as the effect of temperature, might affect the 
evolution of mimicry (Chapter 5). 
3.4: Image analysis  
3.4.1: Colour analysis  
     As previously stated, hyperspectral imaging is a very powerful technique 
as it provides full spectral information for every pixel of the scan, therefore it is 
possible to use various techniques to attempt to model how an image would be 
interpreted by the visual system of an animal without it first having lost spectral 
information, as is the case with photographs taken by normal digital photographs, or 
spatial information, as is the case with measurements taken by a spectrometer.  
Because of this, once the hyperspectral images were collected, I was able to 
analyse them using a variety of methods. In order to analyse the colour, I used code 
developed by collaborator Olivier Penacchio (MATLAB r2018a, The MathWorks Inc., 
Natick, MA, 2000). This code takes the hyperspectral scan and calculates the 
theoretical response of each cone type (long-wavelength-sensitive (LWS), medium-
wavelength-sensitive (MWS), short-wavelength-sensitive (SWS) and violet-sensitive 
(VS)) of the domestic chick (Gallus gallus domesticus) visual system for every pixel 
in the scan. The chick visual system was used because the physiology of the 
photoreceptors is well understood (Olsson et al. 2015) and it was necessary 
because processing of colour in a bird’s visual pathway will be based on the signals 
from excited cones, it is also frequently used as a representative species for 
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modelling the visual systems of violet-sensitive birds (e.g. Finkbeiner et al. 2017). 
These cone responses were then used to find a variety of pattern descriptors of the 
chromatic features of the pattern. Two measures of the variation in each cone type 
response from across the image were used. These were the standard deviation of 
each cone response, which provides a measure of the variability of each cone 
response from across the scan, and the Gini coefficient. This is a measure that is 
often used in economics and provides a measure of the equality of the cone 
response from across the image (values closer to 0 show more equal responses, 
values closer to 1 show less equal responses) (Penacchio et al. in prep). These 
measures are important because the mean cone response is not a very informative 
measure alone. The cone responses were also used to calculate the response of the 
different opponent channels (L-M channel, S-U channel (S-V in this instance since 
chicks are violet-sensitive) and the (L+M)-S channel) which gave a measurement of 
the variation of colour contrast within the pattern. The theoretical colour channels 
computed from this code were based on those which were experimentally validated 
by Osorio et al. (1999a). In this experiment, domestic chicks were trained to 
discriminate between rewarded and unrewarded stimuli which had colours which a 
chromatic axis created by one of the three colour channels: L-M, (L+M)-S or S-V 
(Osorio et al. 1999a). Since chicks were able to use all of three of these channels to 
discriminate between different colours, it shows that they use all three opponent 
mechanisms. Along with the mean, the code also gives values of the standard 
deviation and Gini coefficient of each channel response because, as with the cone 
responses, knowing the mean alone is not that useful therefore a measure of colour 
variation was also provided.  
3.4.2: Pattern analysis  
 In order to analyse the spatial characteristics of the pattern, I carried out two 
additional analyses, one which allowed me to look at the similarity of the models and 
mimics at an early stage of visual processing (the energy-isotropy analysis) and one 
which allowed me to look at similarity at a later stage of the visual pathway 
(NaturePatternMatch). This is important because birds seem to use information from 
both pattern features which are processed early in the visual pathway (low-level 
features) and those which are processed later (high-level features) when deciding 
whether or not to reject host-parasite eggs from their nests (Stoddard et al. 2019), 
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and it seems likely that birds would use both when deciding whether or not to attack 
mimetic prey. Similarly, birds could also use this information when discriminating 
between different mimetic complexes so it could be used to discriminate between 
mimics and models from sympatric aposematic species. 
The first method I used was energy-isotropy analysis, which was also 
developed by Olivier Penacchio to model the response of the early visual system 
(see Chapter 2). This method works by first finding how the luminance varies across 
the pattern by calculating the cone response of bird double cones (in this case, 
chicks) to the image (Penacchio et al. in prep.). The double cone response was used 
because double cones are thought to be the principal cone used in achromatic bird 
vision (Lind and Kelber 2011). The evidence for this comes from the fact that 
domestic chicks can discriminate between textures which show a contrast based on 
double cone response but find it impossible to discriminate between textures which 
are isoluminant to double cones (Osorio et al. 1999b; Jones and Osorio 2004). In 
order to ensure all the pattern information is captured, the Gabor cells were at 16 
scales which are maximally sensitive to different spatial frequencies: Scale 1 is the 
smallest, with each cell at this scale having a receptive field of 7 x 7 pixels, and is 
maximally stimulated by high frequency pattern elements, Scale 16 is the largest 
scale, with each cell having a receptive field of 32 x 32 pixels, and is maximally 
stimulated by low frequency pattern elements. The cells which were used to form the 
basis of the energy analysis were also at 4 orientations (22.5o, 45o, 67.5o and 90o), 
this is important because Gabor cells show a maximal response to edges which 
share the same orientation, therefore to capture all the pattern information, cells of 
several orientations are needed.  In the mammal visual system this is thought to 
occur because the cells in the V1 cortex are arranged in so-called hypercolumns and 
the receptive fields of the cells in these columns seemingly vary along them (Hubel 
and Wiesel 1963) and then the signals from cells of different orientations converge at 
cells in the V2 area where they are encoded (Anzai et al. 2007).  
       The second method I used to analyse the pattern used the 
NaturePatternMatch algorithm (Stoddard et al. 2014) on the double cone response 
images produced in the first analysis. This gave a measure of similarity of the 
patterns of models and mimics based on the response of cells at a later stage of the 
visual pathway. NaturePatternMatch works by using Scale-Invariant Feature 
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Transform (SIFT) in order to extract potentially recognisable elements from the 
pattern in a similar way to how the cells in the inferior temporal cortex of a primate 
would (Stoddard et al. 2014) (See Section 2.3.3). Once the features of a pattern 
have been extracted, they are then compared between models and mimics which 
gives a similarity score which ranges between 0 (complete mismatch) and 1 (perfect 
match) (See Section 2.3.3). The idea is that elements which are potentially easily 
recognised by an observer should be theoretically important for mimicry and 
therefore they should occur in the patterns of both models and their mimics.  
I did not include any measures of absolute pattern similarity because, these 
techniques have previously been shown to give a disproportionately low measure of 
similarity between patterns which, to a human observer, were quite similar (Gamble 
et al. 2008). This was due to equal weighting of differences between pattern features 
which are highly salient and differences in features which were barely perceivable 
(Gamble et al. 2008). Therefore, although using methods which do not take into 
account the visual system of a theoretical predator would seemingly avoid measures 
of mimetic similarity being based on the visual system of a non-ecologically relevant 
predator and thus lead to a potentially incorrect assessment of whether or not a 
mimic is imperfect (Cuthill and Bennett 1993), using a measure which does not take 
into account any theoretical visual capabilities at all can lead to the same problem. 
3.5: Selecting diagnostics for study  
It would be unfeasible to look at how all of the diagnostics (measures of 
different aspects of the pattern) produced by these analyses vary with the factors 
which are thought to affect mimetic similarity due to the sheer number of them (the 
energy-isotropy analysis alone gives measures for over 100 pattern diagnostics). In 
addition, it would be redundant since many of these measures are correlated or 
provide different measurements of the same pattern feature. For instance, the 
energy- isotropy analysis gives three measures of pattern contrast (including pattern 
energy) which are calculated in different ways. In order to avoid this redundancy, and 
to make the data analysis more manageable, I attempted to find the pattern features 




 To do this, I used a novel approach to measure how much more similar the 
various features of the patterns of the mimics are to those of their models compared 
to a sympatric non-mimicked aposematic species. I carried out a series of robust 
mixed model ANOVAs on trimmed means using the package WRS2 in R (V.0.10-0; 
Mair and Wilcox 2018). The difference in a given pattern diagnostic between a mimic 
and an aposematic species was the outcome variable (the aposematic species in 
question was either the model or the sympatric aposematic species). The 
aposematic species the mimic was being compared to (its model or its sympatric, 
non-mimicked aposematic species) and whether the mimic was palatable or not (i.e. 
whether it is a Batesian pair or a Müllerian pair) were used as the predictor variables. 
Finally, the trio to which the mimic belonged was the random factor. I used a robust 
mixed model ANOVA because the data did not fit the assumptions of a parametric 
test. From this, I took the F-value of how the size of the difference in the pattern 
diagnostic varies depending on whether the mimic was being compared to the model 
or to the sympatric aposematic species and used it to predict how important that 
pattern diagnostic is for mimicry (Figure 3.3).  
The idea behind this method is that a high F-value would indicate that mimics 
are more similar to their models than the sympatric aposematic species (as 
measured by this particular diagnostic), and the larger the F-value is the more similar 
mimics are to their models than to the sympatric non-mimicked aposematic species. 
Therefore, this would suggest that selection has favoured mimics that match their 
models in the particular aspect of their appearance measured by that diagnostic, 
which would suggest that it is important in mimicry. This has been shown to be the 
case in egg mimicry because pattern diagnostics which are similar in host and 
parasitic eggs have been shown to be important when birds are discriminating 
between their own eggs and those of brood parasites (Spottiswoode and Stevens 
2010).  
3.5.2: Results 
From this analysis, I found that the standard deviation of the response of the 
blue-yellow opponent channel (F-value = 16.647) had the highest F-value out of all 
measures of colour, the similarity score from NaturePatternMatch (F-value = 12.604) 
had the highest F-value of the high-level pattern diagnostics and the mean energy of 
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the pattern at Scale 10 (F-value = 14.653) had the highest F-value of the low-level 
pattern diagnostics, respectively (Supplementary Table 2). This suggests that these 
measures of pattern similarity were more similar between models and mimics than 
they were between mimics and sympatric aposematic species. This suggests that 
they are important for discriminating between different aposematic species in a 
region and so these should be features which mimics evolve to match. In addition to 
this, a series of Pearson correlations revealed no correlations between any of my 
measures, indicating that all three are statistically independent of one another 
(Difference in the standard deviation of blue-yellow opponent channel response vs 
NaturePatternMatch Score: r = 0.073, p =0.812; Difference in the standard deviation 
of blue-yellow opponent channel response vs Difference in mean energy (Scale 10): 
r = -0.339, p =0.257; NaturePatternMatch Score vs Difference in mean energy (Scale 
10): r = -0.298, p =0.322). Therefore, I used these measures to test my hypotheses 
in Chapters 4, 5 and 6. The reason why I used a measure of energy at one scale 
rather than the mean of the energy at all scales is because when I included multiple 
scales, the F-value decreased. I hypothesize that this is potentially because pattern 
elements at some scales are not used by birds during object classification, or may 
not be seen by a predator under natural conditions. Therefore, including them would 
give a non-ecologically relevant measure of similarity. One potential consideration 
that should be taken is the fact that the images are different sizes (the scans range 
from 432 pixels wide to 2080 pixels wide with the largest difference between a mimic 
and its model being 410 pixels: 1512 pixels wide vs 1102 pixels wide) as such any 
measures based on the spatial frequency of the pattern may be subject to 







Figure 3.3: An illustration for the method of estimating the importance of a given 
pattern diagnostic for mimicry. The difference between the model and the mimic and 
the difference between the mimic and a sympatric aposematic species were 
compared for each trio. A consistent difference in these differences across all trios 
should give a higher F-value. This was repeated for all diagnostics and the ones with 





Chapter 4: The effect of palatability on the evolution of mimics and 
models 
As discussed in Chapter 1, the evolutionary dynamics of Batesian and 
Müllerian mimicry are very different. This could lead to mimetic similarity differing 
between Batesian and Müllerian mimics. It could also cause the aversiveness of 
aposematic patterns to differ between defended species with Batesian mimics and 
those without mimics. To test the first hypothesis, I used the images outlined in 
Chapter 3 to compare the degree of similarity between Batesian mimics and their 
models, with the degree of similarity between Müllerian co-mimics using the three 
measures of similarity I use throughout the thesis (See Chapter 3). In order to test 
the second hypothesis, I compared the aversiveness of the patterns of aposematic 
species which have Batesian mimics with those which lack mimics entirely, using two 
measures of pattern aversiveness (mean pattern energy and the standard deviation 
of isotropy). I found no significant differences in any of the measures used to 
compare either the mimetic similarity between Batesian and Müllerian mimicry, or the 
aversiveness of aposematic species with and without Batesian mimics. When taken 
together, these findings could suggest that the presence of Batesian mimics does 
not cause their models to evolve away from their optimally effective aposematic 
patterns, at least in Lepidoptera.  
4.1: Introduction 
Though, on the face of it, the difference between Batesian and Müllerian 
mimicry may seem inconsequential, the fact that Batesian mimics are palatable 
whereas Müllerian mimics are unpalatable has huge implications for their 
evolutionary dynamics (Turner 1987). In Batesian mimicry, it is thought that as the 
palatable mimics evolve to resemble their models, the models, in turn, evolve away 
from them: this is known as advergent evolution (Franks and Noble 2004; See Figure 
1.1 and Chapter 1 for a more detailed discussion of this phenomenon). The reason 
for this is that the presence of a Batesian mimic weakens the association that 
predators makes between the unprofitability of the model and its pattern, although 
there are some circumstances where Batesian mimicry is mutually beneficial for both 
the mimics and their models, see Polnaszek et al. (2017) and Holen and Johnstone 
(2018) for details. As a result, Batesian mimicry is beneficial for the mimic but costly 
for the model (Franks and Noble 2004). It has been suggested that in some 
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circumstances this could lead to imperfect mimicry since the model continually 
evolves away from the mimic (this is known as the “chase-away hypothesis” (Franks 
et al. 2009)).  However, this is not always the case, and in other circumstances we 
might expect the mimics to ‘win’ the race because they are under stronger selection: 
evolution has presumably favoured models with “optimal” patterns, so evolving away 
from this to avoid mimics could well be associated with costs as well as benefits 
(Turner 1987). 
In contrast, traditionally, Müllerian co-mimics are classically believed to evolve 
towards one another in order to benefit from a shared aposematic pattern. If a 
predator takes a fixed number of encounters to learn to associate a pattern with 
unprofitability, then if two species share a pattern they also share the cost of 
educating predators, meaning the per capita predation rate is lower for both species 
(Müller 1878). This type of relationship (where two species converge on a single 
pattern) is known as convergent evolution (Franks and Noble 2004; Figure 1.1).  
However, some putative Müllerian mimics may share similar evolutionary 
dynamics to those commonly associated with Batesian mimicry (Mallet 1999). This 
could occur when one Müllerian co-mimic is less well defended than another. Under 
these circumstances, the relationship between co-mimics could be parasitic if a 
predator attacks the less-defended mimic, learns to associate its colour pattern with 
a lower toxin content and increases attack rates on the mimicry complex in the 
future. This so-called “quasi-Batesian mimicry” (Speed 1993) should lead to 
advergence of the less well-defended mimic to the more defended one. However, 
evidence for such relationships are equivocal. Some behavioural experiments have 
shown that defended mimics can either improve or be detrimental to the survival of a 
co-mimic, depending on their relative unpalatability (Speed et al. 2000; Rowland et 
al. 2010). However, this is not always the case, some experiments have shown that 
Müllerian mimics can have a mutually beneficial relationship even if one is less 
defended than the other (Rowland et al. 2007). Moreover, recent mathematical 
models suggest that mimicry between unequally defended species is likely to be 
mutually beneficial under a wide range of conditions; and that, while Quasi-Batesian 
mimics are possible, these would only be predicted under very restricted 
circumstances (Aubier et al. 2017). 
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The difference between advergent and convergent evolution is important 
when thinking about mimetic similarity. Since, on the whole, Müllerian co-mimics are 
both likely to converge on the same pattern whereas Batesian mimics are likely to 
cause their models to evolve away from them (Figure 1.1). We might expect mimetic 
similarity to be greater in Müllerian than Batesian mimicry because when Batesian 
mimics evolve towards the pattern of a model, the model may subsequently evolve 
away from that pattern thus causing the mimic to share a less close resemblance 
with it (Rettenmeyer 1970).  
 Alternatively, it has also been suggested that Batesian mimics should be 
under stronger selection to resemble their models than Müllerian mimics due to the 
fact that they lack defences of their own (Nur 1970). This is because the decision a 
predator makes when determining whether or not to attack a mimic depends on the 
cost of attacking the model (Goodale and Sneddon 1977), the reward for eating the 
mimic (Penney et al. 2012) and how sure the predator is that the prey being attacked 
is the mimic (i.e. the degree of similarity between the model and the mimic (Duncan 
and Sheppard 1965)). Because attacking a Müllerian mimic is less rewarding than 
attacking a Batesian mimic due to the fact that the predator still incurs a cost from 
the Müllerian mimic’s defences, in order to gain the same level of protection, a 
Batesian mimic should theoretically resemble its model more closely. However, there 
have been no studies to examine whether there is a difference in mimetic similarity 
between Batesian and Müllerian pairs. In order to answer to address this, in the first 
part of this chapter I compare the degree of similarity between Batesian mimics and 
their models with the degree of similarity between Müllerian co-mimics (For 
simplicity, I will refer to mimetic pairs involving two defended species as Müllerian 
pairs as in the classical sense as described by Müller (1879)).  
The difference in palatability between Batesian mimics and Müllerian mimics 
should also affect the selection pressures on the patterns of the models (Nur 1970). 
This could lead to a change in the aversiveness of the pattern, which could be in one 
of two directions for models of Batesian mimics. Firstly, the presence of a Batesian 
mimic may make a model evolve a less-effective aposematic signal since the 
“optimal” pattern for an aposematic species changes once a palatable species 
evolves to mimic it (Turner 1987; Turner 1995). Therefore, a model may have 
evolved an “optimally-aversive” pattern prior to the appearance of the mimic may 
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evolve away from this pattern and, in doing so, its new pattern might be less visually 
aversive. Alternatively, if a Batesian mimic evolves to resemble an aposematic 
species, the pattern of the new model may be selected to become more conspicuous 
to disengage from the Batesian mimic and avoid the parasitic relationship 
(Rettenmeyer 1970; Franks et al. 2009; Kraemer et al. 2015b). Becoming more 
conspicuous could allow a model to evolve away from a Batesian mimic because 
mimics which are more conspicuous are likely to experience increased predation 
(because they are more likely to be detected) and therefore will not gain as much of 
a benefit from mimicry (Speed and Ruxton 2010). Since pairs of equally defended 
Müllerian mimics and species which lack mimics do not experience selection 
pressure due to the presence of a palatable mimic, they are both unlikely to differ in 
terms of their pattern effectiveness. In the past, the main way in which the 
effectiveness of an aposematic pattern has been measured is either through its 
conspicuousness (i.e. luminance contrast (Prudic et al. 2006), its chromatic contrast 
with the background (Kraemer et al. 2015b)) or its distinctiveness (i.e. the difference 
between it and the profitable prey in the area (Merilaita and Ruxton 2007; Polnaszek 
et al. 2017)). Recently, it has been shown that the patterns of aposematic and non-
aposematic Lepidoptera can be reliably separated by certain pattern diagnostics 
(Penacchio et al. in prep.) which are also good indicators of the aversiveness of a 
pattern to a predator (Penacchio et al. in prep.). Hence, in this study, I use these 
measures as an indicator of how effective the aposematic patterns are and explore 
how they differ between aposematic species with a Batesian mimic and sympatric 
aposematic species which lack mimics entirely. Therefore, the two questions I hope 
to answer with this chapter are: (1) is there a difference in similarity between 
Batesian and Müllerian mimics and their models? (2) Do Batesian mimics affect the 
evolution of their models? 
4.2: Methods 
4.2.1: Is there a difference in mimetic similarity between Batesian and 
Müllerian mimicry? 
In order to investigate whether mimetic similarity differs between Batesian and 
Müllerian mimicry, I initially established which of the 31 pairs I scanned could be 
considered examples of Batesian mimicry, and which could be considered to be 
examples of Müllerian mimicry. In order to classify a pair as an example of Batesian 
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mimicry, one of the individuals had to be shown to be palatable and one had to be 
shown to be unpalatable, whereas to classify a pair as an example of Müllerian 
mimicry, both species involved had to be shown to be unpalatable. I considered 
individuals as palatable if they had been shown to be palatable to a predator in a 
behavioural experiment, or if they were found in the same genus as another species 
which had been shown to be palatable. I considered individuals as unpalatable if 
they met at least one of the three following criteria: they had been shown to be 
unpalatable to a predator in a behavioural experiment, they contained a known 
defensive chemical or they were in the same genus as a species which was known 
to be unpalatable. If a pair did not fit these criteria, the type of mimicry was recorded 
as unknown. Using these criteria, I determined that out of my 31 pairs, 13 were 
examples of Batesian mimicry, 10 were examples of Müllerian and 8 were unknown. 
I then calculated the similarity between the two species involved in each of the 
Batesian and Müllerian mimic pairs. I did this in three different ways, using the 3 
pattern diagnostics which were predicted to be the most important for mimicry: the 
difference in the standard deviation of the blue-yellow channel response, the 
difference in mean energy for cells of Scale 10 and the NaturePatternMatch score 
(See Chapter 3). Unfortunately, I was only able to use 9 of the 10 Müllerian pairs 
when calculating pattern similarity based on the score from NaturePatternMatch 
because I only scanned 1 specimen of Amerila brunnea and 1 specimen of Amerila 
bipartita and the algorithm did not provide a value of similarity between the two 
specimens. 
I used independent t-tests to compare two of the measures of mimetic 
similarity between Batesian and Müllerian mimics (NaturePatternMatch Score and 
the mean pattern energy for cells of Scale 10). This approach was chosen because 
the data met the assumptions for parametric tests: the residuals were normally 
distributed (Shapiro-Wilk Test: NaturePatternMatch Score: W = 0.967, p = 0.630, 
mean pattern energy for cells of Scale 10: W = 0.928, p = 0.0997) and their variance 
was homogeneous (Levene test: NaturePatternMatch: F1, 20 = 0.0582, p = 0.812, 
Mean energy of the pattern (Scale 10): F1, 21 = 0.628, p = 0.437, Standard deviation 
of blue-yellow channel response: F1, 21 = 0.449, p = 0.510). However, the residuals of 
the standard deviation of blue-yellow channel response were not normally distributed 
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(Shapiro-Wilk Test: W: 0.895, p = 0.02), and so I used a Mann Whitney-U test when 
comparing this measure.  
4.2.2: Do Batesian mimics affect the evolution of their models? 
To investigate the effect of the presence of a Batesian mimic on the 
effectiveness of the pattern of the model, I calculated (i) the mean energy of the 
patterns, and (ii) the standard deviation of the isotropy departure of the patterns, for 
both aposematic species with models and those without using the energy-isotropy 
analysis described in Sections 2.3.2 and 3.4.2. I chose these measures because 
they have been demonstrated to affect how aversive a pattern is (Penacchio et al. in 
prep.). 
I then established whether these measures differed between aposematic 
species with Batesian mimics and those without mimics. I used a paired sample t-
test to compare the mean energy of the patterns of Batesian models with that of 
aposematic species which lack mimics. I used a paired method because each model 
species with a Batesian mimic was associated with a sympatric non-mimicked 
species. This approach was appropriate because the data showed homogeneity of 
variance (Levene’s test- F1,18 = 0.324, p = 0.576) and were normally distributed 
(Shapiro-Wilk Test: Models: W= 0.956, p = 0.743, non-mimicked species: W = 0.949, 
p = 0.661). The residuals were also normally distributed (W = 0.955, p = 0.447). In 
contrast, when comparing the standard deviation of isotropy departure between the 
two groups, I used a Wilcoxon signed-rank test. This was chosen because although 
these data also showed homogeneity of variance (Levene’s test- F1,18 = 1.355, p 
=0.260), the data for Batesian models were not normally distributed (Shapiro-Wilk 
test: models: W = 0.749, p = 0.003, non-mimicked species: W = 0.897, p = 0.204). 
The residuals were also non-normally distributed (W = 0.819, p = 0.002). For all of 
these tests, the number of pairs studied was reduced from 13 to 10 as there were 
only 10 Batesian models, (four of the Batesian mimics mimicked Battus philenor). 
This was not a problem in the previous study because the measures of similarity 
differ between every model-mimic pair. Whilst there is evidence to suggest that 
larger species tend to have more conspicuous patterns (Hagman and Forsman 
2003), this is not true for all taxa (Cheney et al. 2014). Moreover, I found no 
evidence that aposematic species with and without mimics differed in size between 
groups (Mann-Whitney U test: W=59, p = 0.5288). Consequently, I did not include 
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size as a factor in the analyses. All analyses were conducted in R 3.5.3 (R 
Development Core Team, 2019) and visualised by RStudio 1.2.1335 (RStudio Team, 
2018).  
4.3: Results 
4.3.1: Is there a difference in similarity between Batesian and Müllerian 
mimics? 
None of the measures of mimetic similarity differed significantly between 
Batesian and Müllerian mimics (Standard deviation of blue-yellow colour channel 
response: W = 67.5, p =0.901 (Figure 4.1); Mean Energy for Scale 10 cells: t17.47 = 
0.319, p =0.753 (Figure 4.2); NaturePatternMatch Scores: t18.888 = 0.479, p =0.638 
(Figure 4.3)). Furthermore, the differences remained non-significant even after the 
outliers were removed (Standard deviation of blue-yellow colour channel response: 
t19.528 = 0.662, p = 0.516, Mean Energy for Scale 10 cells: W =30, p = 0.581, 
NaturePatternMatch Scores: t13.937 = 0.383, p =0.707). Outliers were defined as 
points which were either less than the first quartile minus 1.5 times the interquartile 
range or more than the third quartile plus 1.5 times the interquartile range. This is 





Figure 4.1: The degree of difference (based on the standard deviation of the blue-
yellow ((L+M) vs S) opponent channel response) between models and Batesian 
mimics and Müllerian mimics. The central line is the median value, the box 
represents the interquartile range and the points are outliers.  
 
Figure 4.2: The degree of difference (based on the mean pattern energy from cells of 
Scale 10) between models and Batesian mimics and Müllerian mimics. The central 






Figure 4.3: The degree of similarity (based on NaturePatternMatch) between models 
and Batesian mimics and Müllerian co-mimics. The central line is the median value, 
the box represents the interquartile range and the points are outliers. 
4.3.2: Do Batesian mimics affect the evolution of their models? 
I found no evidence that either the mean pattern energy (t9 = 0.266, p = 0.796 
(Figure 4.4)) or the standard deviation of isotropy departure (V = 33, p =0.625 
(Figure 4.5)) differed between aposematic species with Batesian mimics and 
sympatric non-mimicked aposematic species do not differ in terms of the 
aversiveness of their patterns. These differences remained non-significant after the 
removal of outliers from the data (Standard deviation of isotropy departure- Paired 






Figure 4.4: The mean pattern energy of Batesian models and their sympatric, non-
mimicked aposematic species (SNMAS). Each line represents a different pair.  
 
 
Figure 4.5: The standard deviation of isotropy departure of Batesian models and 






4.4.1: The effect of palatability on the evolution of mimics 
I found no evidence to support the idea that the palatability of a mimic affects 
how closely it evolves towards the pattern of its model or co-mimic. This finding 
could be explained in several ways. Firstly, mimetic similarity may not differ between 
Batesian and Müllerian mimics, and the hypothesis that proposes that it does is 
based on incorrect or incomplete assumptions. Secondly, some of the pairs that I 
classified as Müllerian mimics may actually be Quasi-Batesian mimics, and 
consequently their evolutionary trajectory may be more similar to Batesian mimics 
than Müllerian mimics. Finally, my study may have lacked the statistical power to 
establish whether there were differences in mimetic similarity between Batesian and 
Müllerian mimics. I will discuss each of these explanations in turn.  
It is possible that there is no difference in similarity between Batesian mimetic 
pairs and Müllerian mimetic pairs. Gilbert (2005) stated that, while the difference in 
palatability between Batesian and Müllerian mimics will lead to a difference in their 
evolutionary dynamics, there should not be a difference in similarity between 
Batesian and Müllerian pairs once they reach an evolutionary-stable state. It has 
also been suggested that an evolutionary-stable relationship between Batesian 
mimics and their models should always occur because mimics should evolve more 
quickly towards models than models can evolve away from mimics because of the 
‘life-dinner principle’ (Dawkins and Krebs 1979). This principle states that individuals 
in an evolutionary arms race can be under ‘asymmetric’ selection pressure and so 
one group will be under stronger selection than the other and so it will evolve more 
quickly (Dawkins and Krebs 1979). In the context of Batesian mimicry, mimics should 
be under stronger selection because they will experience a much larger drop in 
survival rate when the model evolves away from them than the model does when the 
mimics evolve towards it (Turner 1984).   
Fisher (1958) and Huheey (1984; 1988) suggested that Müllerian mimics do 
not need to evolve to resemble their co-mimics closely in order to gain an adaptive 
advantage because of their own defences, whereas Batesian mimics do because 
they lack defences of their own since predators hence Müllerian mimics should be 
less accurate than Batesian mimics. This idea has been supported by several 
behavioural experiments which showed that naïve predators do not discriminate 
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more between pairs of imperfect Müllerian mimics than pairs of more accurate 
Müllerian mimics when learning to avoid the complexes (Rowe et al. 2004; Lindström 
et al. 2006). This would suggest that they would not select for perfect mimicry in 
Müllerian rings, contrary to Müller’s initial hypothesis (Müller 1878). However, field 
experiments seem to suggest that experienced predators may still select for 
Müllerian mimics which show a close resemblance to other members of their 
complexes since individuals of an aposematic species which are introduced to a 
region where they are do not show a resemblance to a local aposematic species 
tend to show lower survival rates than introduced individuals which do share a 
resemblance with aposematic species (Benson 1972; Mallet and Barton 1989; 
Kapan et al. 2001). 
An alternative explanation for the failure to find a difference in mimetic 
similarity between Batesian and Müllerian mimics is that the defended mimics 
examined in this study are not all Müllerian mimics in the traditional sense. Some of 
the pairs selected could be examples of quasi-Batesian mimicry, with one species 
being less defended than the other. If this is the case, then the less defended mimic 
could increase predation on the more defended model. Consequently, the evolution 
of mimicry in these species may be more similar to Batesian than Müllerian mimicry 
(See Section 4.1). Indeed, some of the species I studied have been previously 
suggested to be quasi-Batesian mimics. For instance, Arichanna melanaria is 
thought to be a quasi-Batesian mimic of Arichanna gaschkevitchii (Nishida 1994) and 
Laparus doris has also been suggested to be a quasi-Batesian mimic of Heliconius 
sara (Mallet 1999). If the evolutionary dynamics of these pairs were more similar to 
those of Batesian pairs than Müllerian pairs, then I would expect that there would be 
a lower level of similarity between quasi-Batesian pairs than Müllerian pairs which 
would cause the observed mean difference in similarity between Batesian and 
Müllerian pairs to decrease. This is questionable though as it is unclear whether 
quasi-Batesian mimics are beneficial or detrimental to the survival of their co-mimics 
(see Section 4.1 for a discussion of this).  
Determining whether a species is a Müllerian or quasi-Batesian mimic is 
methodologically challenging. Establishing a measure of comparative unprofitability 
is incredibly difficult due to the perception of the profitability of a given prey item 
varying among species (Hotová Svádová et al. 2010), individuals (Bloxham et al. 
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2014) and even within individuals depending upon their state (Barnett et al. 2007). 
However, this does not mean that people have not attempted it. Pekár et al. (2017) 
created a score-based system to establish the relative palatability of members of the 
golden mimicry complex based on the presence or absence of chemical, behavioural 
and morphological defences (i.e. spines, thick cuticle etc.). This provides a rather 
rudimentary measure of relative unprofitability because it is difficult to compare the 
relative effectiveness of different types of defence that vary in their efficacy against 
different types of predators (Pekár et al. 2017). Another approach is to use a toxicity 
assay. This is where a number of individuals from a test species are given a food 
item containing a known quantity of a given defensive chemical from an aposematic 
species. The survival rate of individuals which consumed this toxin is then recorded 
and the proportion of individuals which die post-exposure gives a value of the toxicity 
of the chemical. This process is then repeated with several other defensive 
chemicals to give a measure of relative toxicity of each of the chemical (e.g. Cortesi 
and Cheney 2010). Alternatively, one could determine the relative unpalatability of 
different defensive chemicals by using a palatability assay (e.g. Rojas et al. 2017; 
Burdfield-Steel et al. 2018). This is similar to a toxicity assay except the proportion of 
individuals avoiding each kind of food item is noted and used as a measure of 
relative unpalatability rather than the survival rate. 
Even these behavioural assays do not provide a universally applicable 
measure of toxicity or distastefulness. This is because different predators can have 
different reactions to the same chemical. For instance, the abdominal fluid of wood 
tiger moths (Arctia plantaginis) is aversive to ants but not birds, whereas the thoracic 
fluid is aversive to birds but not ants (Rojas et al. 2017). In addition to this, the 
amount and/or concentration of defensive chemical a given species has can vary 
greatly between individuals (Isman et al. 1977; Burdfield-Steel et al. 2018) making it 
difficult to assess the toxicity of a “typical” individual. This could explain why most 
studies of Müllerian mimicry tend to show advergence between mimics rather than 
convergence (Sherratt 2008) since it is highly unlikely that two species will be equally 
unprofitable at all times for all potential predators, But there are exceptions to this 
(e.g. Dumbacher and Fleischer 2001; Wright 2011). 
 The type of evolution (convergent or advergent) which lead to the formation 
of a Müllerian mimetic pair can be determined by using a phylogenetic analysis 
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(Dumbacher and Fleischer 2001; Symula et al. 2001; Wright 2011) and looking at 
how the patterns of the co-mimics differ from closely related species. Mimicry is likely 
to be due to advergent evolution if one co-mimic showing a greater divergence from 
their ancestral pattern than the other or showing a more recent divergence from their 
ancestral pattern than the other (Mallet 1999), otherwise it is likely to have evolved 
through convergent evolution. 
Finally, the lack of difference in mimetic similarity between Batesian and 
Müllerian mimics could be due to the limited statistical power of this study. With only 
12 Müllerian pairs and 13 Batesian pairs, it is possible that the sample size was too 
small to be able to see a difference between the two mimicry types. Therefore, In the 
future, it would be interesting to repeat this study with a larger number of mimetic 
pairs with known levels of defence. However this may be unfeasible because, based 
on the effect size of palatability on each pattern diagnostic, I would need to increase 
the sample size to 1,158 total pairs to see a significant difference based on the mean 
pattern energy (Scale 10), 2,064 total pairs to see a difference based on the 
standard deviation of the blue-yellow channel response or 438 total pairs to see a 
difference based on the NaturePatternMatch score. It could also be that other factors 
which are thought to affect the evolution of mimetic similarity, such as the level of 
conflicting selection for improved thermoregulation and mimetic similarity 
experienced by a mimic (Taylor et al. 2016) and size of the mimic (Penney et al. 
2012) which will be explored in the next two chapters (Chapters 5 and 6). These 
factors may increase the variability seen between different Batesian pairs and 
different Müllerian pairs which may in turn hide any difference in similarity seen 
between Batesian and Müllerian pairs due to the difference in palatability of the 
mimics.  
 In the future, it would also be interesting to repeat this study with a larger 
number of mimetic pairs with known levels of defence. It would also be interesting to 
see if this lack of difference is seen in other taxa or whether this is restricted to 
Lepidoptera. However, in order to do this effectively, a much more comprehensive 
understanding of preys’ defence chemistry would be required, along with a better 
understanding of how this influences perceived profitability. 
67 
 
4.4.2: The effect of mimics on the evolution of their models 
There was no difference in the standard deviation of isotropy departure or 
mean energy between aposematic species which have Batesian mimics and those 
which lack mimics entirely. The results from this study could be interpreted in several 
ways: (1) that the presence of Batesian mimics may not drive changes in the 
appearance of their models; (2) that the presence of Batesian mimics may drive 
changes in the appearance of their models, but this may not always in the direction 
of decreased aversiveness; (3) that the measures of aversiveness of different 
aposematic patterns may only be good for separating aposematic and non-
aposematic species and not for separating different aposematic species; (4) or that 
my study may have lacked the statistical power necessary to establish that there 
were differences in pattern aversiveness between aposematic species with and 
without Batesian mimics. I discuss each of these in turn below. 
There is some reason to believe that Batesian mimics may not always affect 
the evolution of their models. It has been suggested that models may not evolve 
away from their mimics if there is strong stabilizing selection acting against this (Nur 
1970). Stabilizing selection occurs when individuals in the population experience an 
evolutionary disadvantage when they differ from the most common phenotype found 
in that population, therefore selection acts to maintain the norm. This could, 
theoretically, be the case for the models in some mimicry systems since evolving 
away from their original pattern risks predators not recognising them as distasteful. 
In some systems, this cost may outweigh the benefit associated with being 
distinguishable from the mimic, making it beneficial for the models to retain their 
original patterns (Remington and Remington 1957). Indeed there is some evidence 
that models do not evolve away from their Batesian mimics in some snake mimicry 
complexes (Akcali et al. 2018): Patterns of the eastern coral snake (Micrurus fulvius) 
do not differ between areas where its Batesian mimics are abundant compared to 
where they are less abundant (Akcali et al. 2018). Even if this is true in only a 
handful of mimicry systems, it may explain why I failed to find an effect of mimic 
palatability on mimetic similarity.  
The second reason for this apparent lack of difference could be that although 
the chase-away hypothesis holds, some models evolve patterns which are more 
aversive whilst others evolve patterns which are less aversive. This would mean that, 
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on average, there was no apparent change in the pattern aversiveness. It is 
commonly assumed that if, in the absence of any mimics, selection favours the 
aposematic patterns which are optimally aversive, the evolution of a Batesian mimic 
which resembles a species with such a pattern will cause the most optimal pattern 
for that species to change as models which resemble the mimic will be selected 
against (Turner 1987; Turner 1995) and this selection will cause them to evolve 
towards this new optimum and away from their old pattern. As they do, their patterns 
should theoretically become less aversive since they are “chased away” from an 
optimally aversive pattern. However, this is not likely to be true if a wide range of 
patterns are equally effective at providing a warning to would-be predators. In 
addition, the patterns that models possess may not be optimal for deterring 
predators, but may instead reflect an optimal trade-off between deterring predators 
and some other function (e.g. thermoregulation). If this is the case, then the 
presence of mimics may shift the optimal trade-off and cause patterns to become 
more aversive in the presence of mimics. 
A third reason why there may not be a difference in pattern aversiveness 
between mimicked and non-mimicked species is due to the measures used in this 
study. The two measures used in this study were developed to distinguish between 
aposematic and non-aposematic species (Penacchio et al. in prep.). Because of this, 
most aposematic species, regardless of whether or not they have mimics, are likely 
to have a high mean pattern energy and a large standard deviation of isotropy 
departure. Therefore, these measures may not be well-suited to distinguish between 
different groups of aposematic species.  
It is also possible that the small number of pairs means that I was not able to 
find a difference between mimicked and non-mimicked species, and it would be 
interesting to repeat this experiment in the future with more species. But this may be 
also be unfeasible as the effect size is so small that it would require 1,392 pairs of 
mimics and sympatric, non-mimicked species before there would be a significant 
difference in mean pattern energy but it would only require 100 pairs of mimics and 
sympatric, non-mimicked species to see a significant difference in the standard 
deviation of isotropy.  
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 It would also be interesting to do this in a phylogenetically-controlled manner 
to see if the presence of mimics alters the pattern aversiveness from an ancestral 
state i.e. do species which gain a mimic after evolving from ancestrally-non-
mimicked species have less aversive patterns than their ancestors? This would 
require a lot of work to construct the phylogenies of the model species, but this task 
will be slightly easier than in previous years due to recent advancements in the 
phylogenomics of butterflies (Espeland et al. 2018) and Lepidoptera as a whole 
(Kawahara et al. 2019).   
4.4.3: Overall conclusions 
Taken together, my results suggest that the difference in the evolutionary 
dynamics between Batesian mimics and Müllerian mimics do not lead to significant 
differences in how closely they evolve to resemble their model. It seems that the 
more palatable species evolves so that its pattern resembles the less palatable 
species and the less palatable species do not evolve away from that mimic. Whether 
this is due to all Müllerian mimicry being quasi-Batesian or Batesian models not 
evolving away from their mimics due to stabilizing selection (or a mixture of the two) 
remains to be seen. However, this lack of difference is certainly interesting especially 
when considering the traditional view of the dichotomy of Batesian and Müllerian 
mimicry and perhaps, instead, supports the idea of a mimicry spectrum (Balogh et al. 
2008).  
This chapter has focused on exclusively on how patterns of mimics are 
shaped based on how predators generate selection for mimicry. However, animal 
patterns often several several functions (e.g. sexual signalling (Finkbeiner et al. 
2014), thermoregulation (Taylor et al. 2016) etc.) and often several pressures are 
acting on one pattern simultaneously. Therefore, in the next chapter, I will focus on 
how selection by one of these factors (selection for increased thermoregulatory 
efficiency) may interact with selection for increased mimetic similarity and therefore 




Chapter 5: The effect of ambient temperature on the evolution of 
mimicry 
Colour patterns are often under selection pressures to fulfil multiple functions, 
and features which allow a pattern to perform better in one respect would cause it to 
perform worse in another. This is known as an evolutionary trade-off. In this study, I 
investigated whether there is a trade-off between selection for improved 
thermoregulation and selection for improved mimetic accuracy as suggested by 
Taylor et al. (2016). Specifically, I tested if there was a correlation between the three 
measures of mimetic similarity I have used throughout this thesis and both the 
minimum temperature and mean temperature experienced by a mimic during its 
flight period. I found that there was no significant correlation between any measure 
of mimetic similarity and the mean temperature experienced by a mimic, although I 
did find a significant negative correlation with one measure (NaturePatternMatch 
score) and the minimum temperature experienced. This could be due to the more 
diverse prey communities associated with tropical regions causing predators to 
generalise their aversions to models more widely, which could in turn lead to relaxed 
selection for mimetic similarity in these areas. 
5.1: Introduction 
The colour patterns of animals have many functions even for a single animal. 
They can be used for attracting mates (Finkbeiner et al. 2014), thermoregulation 
(Zeuss et al. 2014; Xing et al. 2016) and (as detailed in this thesis) anti-predator 
defence: with aposematic (Lee et al. 2018), cryptic (Cuthill et al. 2005) and, of 
course, mimetic (Prudic et al. 2002) patterns all reducing the likelihood of an 
organism being eaten. However, research into animal colouration tends to consider 
each function of a colour pattern in isolation without considering how they may 
interact. This is an important factor to consider, particularly for studies of mimicry, 
since patterns which improve one function often do so to the detriment of another.  
One clear example of this can be seen with the patterns of Heliconius 
butterflies which are used for intersexual communication as well as for anti-predator 
defence (Finkbeiner et al. 2014). This is potentially problematic because several 
Heliconius species use mimicry as a form of defence, and whilst this could deter 
predators it could also cause males to court females of the wrong species (Estrada 
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and Jiggins 2008). In order to avoid this, some species of Heliconius butterflies 
evolved to have a different yellow pigment to their Müllerian co-mimics. The pigment 
used by Heliconius reflects UV light, while the pigment used by their co-mimics does 
not (Bybee et al. 2012). The butterflies can better discriminate between these two 
pigments than their predators which allows them to identify conspecifics while 
maintaining the benefits of being part of a Müllerian mimicry ring (Bybee et al. 2012). 
However, it is not always possible to find a solution that simultaneously optimises all 
functions of an animal’s colour pattern. In some cases, these trade-offs between the 
different pressures can lead to selection for improved efficacy of one function to the 
detriment of the efficacy of the other. 
One such conflict is the trade-off faced by animals with patterns which have 
been selected to allow for efficient thermoregulation while also serving mimetic 
function. The ability to control body temperature efficiently is vital for insects 
(particularly those living in temperate climates) because their bodies need to reach a 
minimum temperature for the enzymes involved in metabolic processes to function 
(Neven 2000). Insects’ flight muscles also need to reach a minimum temperature 
before they will work. If this is not reached, insects are unable to fly and, therefore, to 
forage and escape potential predators (Heinrich 1993). Since many species of 
insects are ectotherms meaning that their body temperature largely depends on 
climatic factors (although some endothermic insects can control their own 
temperature using physiological processes (Casey 1988)), they usually warm up by 
basking in the sun (Hodkinson 2005). Species with darker colouration heat up more 
quickly due to their ability to absorb radiation more efficiently, this is why insects 
which live in cooler climates tend to be darker (Zeuss et al. 2014; Xing et al. 2016). 
However, if insects are involved in mimetic relationships, they may need to trade-off 
the benefit of being dark with the benefit of accurately resembling their model 
(unless, of course, their model is also dark). 
Recently, it has been suggested that selection for improved thermoregulation 
acts in opposition to selection for improved mimetic accuracy, and that this result in 
the evolution of imperfect mimicry (Taylor et al. 2016). This hypothesis was based on 
the fact that hoverflies that demonstrate imperfect mimicry, tend to have a higher 
proportion of black in their patterns than their models, suggesting that they have 
increased melanisation to allow them to heat up more quickly (Willmer and Unwin 
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1981). However, this hypothesis does not explain why models are not under similar 
selection to improve their ability to thermoregulate. Indeed, it implicitly assumes that 
either the costs of increased melanisation are higher for models than mimics or the 
benefits are lower. This hypothesis is further called into question by the fact that 
there are mimicry rings where the correlation between melanisation and mimetic 
accuracy is not seen. For instance, some imperfect coral snake mimics do have a 
large amount of black in their dorsal colouration, whereas other equally imperfect 
mimics do not (Akcali and Pfennig 2017). Moreover, the proposed trade-off seen in 
the hoverflies does not seem to improve their thermoregulatory capabilities. Daňková 
et al. (in prep.) found that there was no correlation between the internal body 
temperature of hoverflies relative to the ambient temperature and their mimetic 
accuracy. 
Given the uncertainty surrounding this hypothesis, I decided to test it 
empirically using the lepidopteran images I had collected and analysed. I predicted 
that, if this hypothesis holds, there would be a positive relationship between the 
measures of mimetic similarity previously outlined in this thesis (so a positive 
relationship with NaturePatternMatch score and a negative relationship with the 
difference in the mean pattern energy for cells of Scale 10 and the difference in the 
standard deviation of blue-yellow channel response) and the temperature of the 
regions where the mimics are found during their flight periods. This would be 
expected because selection for patterns that optimise the absorption of heat when 
basking should be stronger in areas where temperatures are lower.  
5.2: Methods 
I used two measures of environmental temperature in this study: the mean 
and minimum temperatures experienced by mimics during their flight periods. The 
mean temperature was used as a measure of the temperature that mimics typically 
encounter during their flight season, and the minimum temperature was used as a 
measure of the lowest temperature that a species has to endure in order to survive in 
that region. The latter is important because it is at these temperatures that colour 
patterns that enhance individuals’ abilities to maintain body temperatures sufficiently 
high enough to allow flight, are likely to have the biggest effect on survival.  
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In order to find mean and minimum temperatures for each species, I first used 
the labels from the scanned museum specimens to find the exact location where 
they had been collected, and, determined the latitude and longitude of these 
locations.  
I then used several methods to establish the months when adults of each 
species of mimic are on the wing. First, I checked the labels for any record of the 
month when a specimen was collected. If the labels lacked the relevant information, I 
consulted relevant field guides and searched Google Scholar for species surveys for 
regions where the mimics were found. If these methods were not successful, I 
searched for photographs of the mimic online and noted the months in which any 
photos were taken. There was only species for which I found no flight data (Papilio 
laglaizei) and, in this case, I used the flight dates of its model (Alcides agathyrsus) 
instead. In addition to this, there were four species where the data on flight dates 
were incomplete (Hestina mimetica, Mimoides ilus, Mynes doubledayi and Mynes 
plateni), and I detail how I dealt with this below. I used information about the mimics 
because the hypotheses primarily focus on selection acting on mimics. However, 
there should be little difference between the flight times of model and mimic: whilst 
there are instances where models (Fordyce 2000) or even mimics (Pfennig and 
Mullen 2010) can be found in areas where the other is absent, and other cases 
where models and mimics have a slightly different phenology (Howarth and 
Edmunds 2000), most models and mimics share a similar spatial and temporal 
distributions.  
Once I had found the habitat and the flight dates of the mimics, I then found 
the average monthly minimum temperature (Table 5.1) and average monthly mean 
temperature (Table 5.2) for those locations during the months that adults would be 
on the wing using the WorldClim 2 dataset (Fick and Hijmans 2017). This provides 
measures of global land temperatures which have a very high degree of spatial 
precision based the average of data collected between 1970 and 2000. The regions 
where P. laglaizei and the four species for which I could not find complete flight 
periods were unavailable are found, shows little variation in average temperature 
across the year. As such these regions have a very small range of possible average 
monthly mean temperatures (Papilio laglaizei: 1.0oC, Hestina mimetica: 1.3oC, 
Mimoides ilus: 1.3oC, Mynes doubledayi: 1.6oC, Mynes plateni: 1.2oC) and monthly 
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minimum temperatures throughout the year (Papilio laglaizei: 1.4oC, Hestina 
mimetica: 1.3oC, Mimoides ilus: 1.6oC, Mynes doubledayi: 2.0oC, Mynes plateni: 
1.4oC) therefore I still included these species in my analysis since such small 
variations in temperature had no effect on my analyses (See Section 5.3). I did not 
look at the effect of maximum experienced temperature on mimicry because the 
original hypothesis from Taylor et al. (2016) proposed that the trade-off occurs 
because insects show competing selection for patterns which allow them to warm up 
efficiently and patterns which are similar to their models, consequently the maximum 
temperature is unlikely to affect this trade-off. Additionally, although some species of 
insect have evolved very pale patterns to avoid overheating (Wilson et al. 2020), 
which could prevent perfect mimicry due to opposing selection for patterns that allow 
a reduced chance of overheating, none of the species I investigated are from the 
desert and so it is unlikely that they would experience such selection.  
To find determine whether there was a correlation between the environmental 
temperature measures and each of the three measures of mimetic similarity, I used a 
series of Kendall Tau Correlations. I used this approach because neither the mean 
temperatures nor the minimum temperatures experienced by the mimics were 
normally distributed (Shapiro-Wilk: Mean Temperature: W = 0.851, p = 0.029; 
Minimum Temperature: W = 0.831, p = 0.017) and the assumptions of a parametric 
test were not met. Given that the flight period data was incomplete for 5 species, I 
first ran the correlations with the mean and minimum temperatures that the 
incomplete data demonstrated they (or their models in the case of P. laglaizei) 
experienced (i.e. I calculated the means using only the months they were known to 
fly). I then ran the correlations again, replacing these values with the minimum 










Mimic Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. 
Chlosyne 
palla 
-2.1 -0.7 0.7 3.2 7.3 11.4 16.5 16.2 13.6 8.8 2.6 -0.6 
Elymnias 
nesaea 
18.2 18.6 18.8 19.1 19.0 18.5 18.5 18.5 18.9 19.4 19.4 19.1 
Hestina 
mimetica 
1.6 1.5 1.2 1.6 1.5 1.4 1.5 1.1 0.9 1.6 2.2 2.2 
Limenitis 
arthemis 
-8.5 -7.1 -2.0 3.6 9.4 14.0 17.5 16.7 12.8 6.6 1.0 -4.4 
Limenitis 
lorquini 
-0.3 1.2 2.4 4.6 7.7 10.3 14.0 14.3 11.8 7.3 3.4 1.3 
Mimoides 
ilus 
18.9 19.3 20.0 20.1 20.0 20.1 20.5 20.4 20.2 19.8 19.6 19.4 
Mynes 
doubledayi 
22.0 21.9 22.0 21.9 21.8 21.1 20.2 20.0 20.5 21.1 21.5 21.6 
Mynes 
plateni 
23.4 23.3 23.4 23.3 23.3 22.8 22.1 22.0 22.3 22.9 23.2 23.2 
Papilio 
bootes 
13.6 15.6 19.2 21.8 23.1 24.5 23.6 23.7 23.0 21.0 17.3 13.4 
Papilio 
glaucus 
-7.0 -4.6 0.8 6.2 11.4 16.0 18.9 18.1 14.4 7.9 2.0 -3.6 
Papilio 
laglaizei 
24.4 24.2 24.4 24.4 24.5 23.9 23.1 23.1 23.6 24.0 24.1 24.0 
Papilio 
polyxenes 
19.1 19.3 20.4 21.6 23.0 24.4 25.0 25.2 24.7 23.3 21.2 19.5 
Papilio 
troilus 
10.6 13.6 19.4 25.0 29.4 28.7 21.9 20.7 20.5 18.2 12.8 9.1 
Table 5.1: The minimum monthly temperatures for the regions where the mimics are 
found. Green cells are months where the adults of the mimics have been found to be 




Mimic Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. 
Chlosyne 
palla 
6.3 7.7 9.2 11.7 15.8 19.9 23.3 23.0 20.3 15.5 9.3 6.2 
Elymnias 
nesaea 
22.9 23.2 23.4 23.7 23.7 23.2 22.8 22.8 23.2 23.7 23.7 23.4 
Hestina 
mimetica 
6.3 6.3 6.0 6.3 6.3 6.1 5.9 5.4 5.3 6.0 6.6 6.5 
Limenitis 
arthemis 
-2.1 -0.7 4.4 10.1 15.8 20.4 22.6 21.8 18.0 11.7 6.1 0.7 
Limenitis 
lorquini 
4.5 5.9 7.2 9.4 12.5 15.0 17.2 17.6 15.0 10.5 6.7 4.5 
Mimoides 
ilus 
24.0 24.5 25.1 25.2 25.2 25.2 25.3 25.2 25.0 24.6 24.4 24.2 
Mynes 
doubledayi 
25.9 25.8 25.8 25.7 25.7 25.0 24.6 24.4 24.9 25.5 25.9 26.0 
Mynes 
plateni 
27.4 27.2 27.3 27.3 27.3 26.7 26.4 26.3 26.6 27.2 27.5 27.5 
Papilio 
bootes 
17.4 19.5 23.1 25.6 27.0 28.4 28.7 28.8 28.1 26.2 22.4 18.5 
Papilio 
glaucus 
-0.7 1.7 7.1 12.5 17.6 22.3 24.5 23.6 20.0 13.5 7.5 2.0 
Papilio 
laglaizei 
27.6 27.4 27.6 27.7 27.7 27.1 26.7 26.7 27.1 27.5 27.7 27.6 
Papilio 
polyxenes 
22.4 22.7 23.8 25.0 26.4 27.8 28.5 28.7 28.3 26.9 24.8 23.1 
Papilio 
troilus 
16.4 19.4 25.2 30.8 35.1 34.4 29.9 28.7 28.6 26.3 20.9 17.1 
Table 5.2: The mean monthly temperatures for the regions where the mimics are 
found. Green cells are months where the adults of the mimics have been found to be 





There was no significant correlation between the mean temperature 
experienced by a mimic during its flight period and mimetic similarity as measured by 
either: the standard deviation of blue-yellow opponent channel response (τ = -0.142, 
p = 0.501; Figure 5.1); the mean energy of the pattern (Scale 10) (τ = 0.078, p = 
0.713; Figure 5.2); or the NaturePatternMatch score (τ = -0.348, p = 0.099; Figure 
5.3). Similarly, there was no significant correlation between the minimum 
temperature experienced during a mimic’s flight period and its mimetic similarity as 
measured by either: the standard deviation of blue-yellow opponent channel 
response (τ = -0.179, p = 0.435; Figure 5.4) or the mean energy of the pattern (Scale 
10) (τ = 0.013, p = 0.951; Figure 5.5). However, there was a significant negative 
correlation between the minimum temperature experienced by a mimic during its 
flight period and its similarity with its model based on its NaturePatternMatch score (τ 
= -0.692, p < 0.001; Figure 5.6) which is the opposite of what I expected. This 
remained significant when the alpha value had been adjusted using Bonferroni 
corrections for multiple testing (m = 9, corrected α = 0.006). A value of 9 was used 
for m because there have been 9 comparisons involving NaturePatternMatch 
throughout my thesis (2 in Chapter 3, 1 in Chapter 4, 3 in Chapter 5 and 3 in Chapter 
6). 
These relationships were maintained when I replaced the values of the 
minimum temperature experienced by a mimic during its flight period with the 
absolute minimum temperatures recorded in that region for the species as discussed 
in the methods section. I used this as a control value because that is the absolute 
minimum temperature that a mimic could possibly experience while living in that 
region. This seemingly had little effect on the results as there was no significant 
correlation between either the standard deviation of blue-yellow opponent channel 
response (τ = -0.231, p = 0.306; Figure 5.7) nor the mean energy of the pattern 
(Scale 10) (τ = 0.065, p = 0.760; Figure 5.8) and this control temperature. As well as 
this, there was still a significant negative correlation between the similarity between 
models and mimics based on the NaturePatternMatch score and the control 
temperature (τ = -0.692, p < 0.001; Figure 5.9) which remained significant when the 
alpha value had been adjusted using Bonferroni corrections for multiple testing (m = 




Figure 5.1: The relationship between the difference in the standard deviation of the 
blue-yellow ((L+M) vs S) opponent channel between models and mimics and the 
mean flight temperature of the mimic.  
 
Figure 5.2: The relationship between the difference in the mean energy differences 
(for cells of Scale 10) between models and mimics and the mean flight temperature 
of the mimic. 
τ = 0.078, p = 0.713 




Figure 5.3: The relationship between the similarity scores of models and mimics 
(based on NaturePatternMatch) and the mean flight temperature of the mimic.  
 
Figure 5.4: The relationship between the difference in the standard deviation of the 
blue-yellow ((L+M) vs S) opponent channel between models and mimics and the 
minimum flight temperature of the mimic. 
 
τ = -0.179, p = 0.435 




Figure 5.5: The relationship between the difference in the mean energy differences 
(for cells of Scale 10) between models and mimics and the minimum flight 
temperature of the mimic. 
 
Figure 5.6: The negative correlation between the similarity scores of models and 
mimics (based on NaturePatternMatch) and the minimum flight temperature of the 
mimic. 
τ = -0.692, p < 0.001 




Figure 5.7: The relationship between the difference in the standard deviation of the 
blue-yellow ((L+M) vs S) opponent channel between models and mimics and the 
control minimum flight temperature of the mimic. 
 
Figure 5.8: The relationship between the difference in the mean energy differences 
(for cells of Scale 10) between models and mimics and the control minimum flight 
temperature of the mimic. 
 
τ = 0.065, p = 0.760 




Figure 5.9: The negative correlation between the similarity scores of models and 
mimics (based on NaturePatternMatch) and the control minimum flight temperature 
of the mimic. 
5.4: Discussion 
Whilst I found no evidence that mimetic accuracy was correlated with the 
mean temperatures experienced by mimics, I did find a strong negative correlation 
(which explains 69% of the variation) between the NaturePatternMatch score and the 
minimum temperatures experienced by mimics. This means that as the minimum 
temperatures that mimics experience increase, mimetic similarity decreases. The 
hypothesis proposed by Taylor et al. (2016) predicts the opposite. Consequently, my 
results do not support the idea that increased selection for dark colouration at low 
temperatures (in order to better thermoregulate) drives the evolution of imperfect 
mimicry. 
So why might mimetic similarity decrease with increasing minimum 
temperatures? One potential explanation is that species which experience higher 
minimum temperatures are mainly from regions closer to the Equator (Hestina 
mimetica is an exception because it is found at higher altitudes in a tropical region), 
and the species diversity in these regions is likely to be higher (Fischer 1960). 
Increased species diversity has been shown to cause predators to generalise 
between prey colour patterns more widely (Kikuchi et al. 2019), which could lead to 
τ = -0.692, p < 0.001 
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mimics from these regions experiencing relaxed selection for mimetic accuracy. This 
explanation could also help us understand why there was no significant correlation 
between mean temperature and NaturePatternMatch score. This is because the 
mean minimum temperature is a better predictor of whether species live in temperate 
or tropical regions. Consequently, it is a better predictor of species richness.  
In addition to this, species in warmer climates could be facing a trade-off 
between selection for increased melanization and selection for increased mimetic 
similarity as suggested by Gloger’s Rule (Gloger 1833). This rule, as simplified by 
Rensch (1929), suggests that species from warm and humid regions are darker than 
species from drier and cooler regions. This trend is thought to be mainly driven by 
the humidity of the region (Delhey 2019). This correlation between melanization and 
environmental humidity is thought to be due to selection for increased protection 
from parasites and pathogens (Burtt and Ichida 2004). This is because these 
organisms tend to be more abundant in areas with high humidity, which means that 
the risk of parasitization or bacterial infection is higher in those regions, therefore 
species from those regions should invest more energy into the production of melanin 
since it plays an integral role in the immune defense system (Burtt and Ichida 2004). 
Intriguingly, the trend for decreased mimetic similarity at higher temperature 
was not seen in my other measures of mimetic similarity (the difference in mean 
energy, and the difference in the standard deviation of the blue-yellow channel). The 
reason for this is probably due to the fact that NaturePatternMatch score provides a 
more relevant measure of mimetic similarity. Predators probably more likely to 
generalise between prey based on the shared presence of specific pattern features 
(which is what NaturePatternMatch measures) rather than on the mean energy of 
pattern features or the similarity of the variation in chromatic contrast in one 
opponent channel. Moreover, patterns which have very similar mean energy scores 
can actually appear quite different (e.g. stripes and spots) because this measure was 
developed to distinguish between aposematic and non-aposematic patterns rather 
than between different types of aposematic pattern (see Section 4.2.2). As such, it 
may not be useful for quantifying how accurately a mimic resembles its model.  
It seems, therefore, that there are scientifically feasible explanations for the 
patterns observed in my data. However, we must also consider why the trends I 
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observed in Lepidoptera are different from those previously observed in hoverflies. 
One explanation for this is that the need to thermoregulate has a stronger influence 
on the patterns of hoverflies than those of Lepidoptera. 
While lepidopterans are ectotherms and are often used in studies 
investigating the link between colouration and thermoregulation (e.g. Zeuss et al 
2014; Munro et al. 2019). It has been shown that the ability for butterflies to 
efficiently thermoregulate is determined largely by their wing posture rather than their 
wing colour (Wasserthal 1975; Heinrich 1986; Kemp and Krockenberger 2002): wing 
position affects the amount of warm air trapped under the wing (Wasserthal 1975). 
Furthermore, there is reason to believe that butterflies’ abilities to thermoregulate are 
disproportionately influenced by the colour of a subset of body parts. The most 
important areas for thermoregulation are the dorsal surface of the thorax and basal 
areas of the wing (the areas of the wings closest to the thorax) (Wasserthal 1975). 
This means that the colouration of the majority of the wing surface will be mainly 
affected by selection from other sources such as selection for effective anti-predator 
colouration. As such, the pattern of the wings, as a whole, may be unlikely to be 
under strong selection to allow improved thermoregulation. However, some studies 
have shown that the trade-off between selection for improved thermoregulation and 
selection for increased anti-predator colouration influence the colour of the whole 
wing (e.g. Hegna et al. 2013).  
Another explanation for the discrepancy seen between my study and the 
study by Taylor et al. (2016) could be that hoverflies and hymenopterans provide a 
unique case due to the thermal ecology of bees and wasps. This is because 
honeybees and social wasps live in hives and so they have regular access to a 
microhabitat which is often maintained at a temperature which is well above the 
ambient temperature of the surrounding area (Heinrich 1993). In addition to this, both 
honeybees (Stabentheiner et al. 1995) and social wasps (Schmolz et al. 1993) seem 
to display a degree of endothermy. While hoverflies are also endothermic to some 
extent, these processes are less efficient for them than their models (Morgan and 
Heinrich 1987). This may mean that hoverflies rely more on basking to warm up than 
bees and wasps and so they may experience stronger selection for thermoregulatory 
colouration compared to their models in order to make this process more efficient. In 
contrast, Lepidopteran models and mimics are likely to have similar thermal 
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ecologies meaning that there is no mismatch in selection for colouration that 
optimises thermoregulation between them. Thus, in the patterns of Lepidoptera, 
there may be no trade-off between mimetic similarity and thermoregulation because 
both can be optimised simultaneously. 
Finally, it could be that mimics (including hoverflies) never experience a trade-
off between selection for improved thermoregulation and mimetic similarity. This is 
supported by the fact that, in some mimicry rings, both models and mimics have 
been shown to evolve colouration which improves thermoregulation in colder 
climates. The key example of this is seen a series of mimicry rings from New 
Zealand (Harris 1974). These rings are based around defended Priocnemis spider 
wasps (Family Pompilidae) which show a marked shift in their colouration with 
latitude. Individuals found below 45o tend to be black and yellow, whereas those 
found above the 45o line tend to show a lighter red and gold colouration (Harris 
1974). It is likely that this difference in colouration is caused by selection for 
improved thermoregulation because it is colder at more extreme latitudes and the 
degree of melanism in several Priocnemis wasps is known to be affected by rearing 
temperature (Harris 1974). Crucially, this change is mirrored by several of their 
Batesian and Müllerian mimics (Harris 1974). This suggests that the selection on 
colour patterns to improve thermoregulatory efficiency is the same for both models 
and mimics and so there should be little trade-off between selection for mimetic 
accuracy and for improved thermoregulation.  
This raises the question: if there is no trade-off between mimetic similarity and 
thermoregulation, then why were imperfect mimics more highly melanised than their 
models in the study by Taylor et al. (2016)? One potential explanation for this, is that 
the effect is an artefact caused by the history of Hymenoptera in the UK, in 
particularly the history of the honeybee (Apis mellifera). The native subspecies of 
honeybee to the UK (A. m. mellifera) reportedly experienced a population crash in 
the early 20th century (Adam 1983). This led beekeepers to start importing other 
subspecies of honeybee (e.g.  Italian honeybees (A. m. ligustica) and Carniolan 
honeybees (A. m. carnica)) or breeding hybrids (e.g. the Buckfast bee) to use in 
apiculture (Jensen et al. 2005). These differ phenotypically from A. m. mellifera and 
tend to have a lower proportion of black in their pattern than the native subspecies 
(Woyke 1998). This means that, in the last 100 years, the phenotype of the model 
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that these hoverflies have been selected to resemble will have shifted, not just in 
areas where apiaries are present but also in regions where escaped populations 
have become established or where captive bees have hybridised with the native 
population (Jensen et al. 2005). Therefore, the hoverflies examined by Taylor et al. 
could be experiencing selection away their ancestral form (which would have been 
selected to resemble A. m. mellifera), and towards the appearance of lighter modern 
bees, and the patterns seen currently may be an intermediate between the two. 
This would only explain part of the data though, as most of the hoverflies in 
Taylor et al.’s (2016) study were classified as wasp mimics. However, their results 
could also have been influenced by the fact that they only identified four 
Hymenopteran species as models in their study (Taylor et al. 2016). This was 
because, while other species of Hymenoptera were present at the study sites, they 
were so rare that the authors concluded that they were not abundant enough to 
affect the evolution of mimics. I would argue that it is not appropriate to exclude 
these potential models because despite them appearing to be too scarce to act as a 
model for mimics, ancestrally they could have been more common and therefore 
could have acted as a model for some of the hoverfly species. Moreover, when these 
rarer aposematic species were included in the analyses, the previously seen 
association between mimetic accuracy and the proportion of black in the pattern was 
weakened (Taylor et al. 2016). When taken together, these results could explain why 
a subsequent study has found no significant correlation between mimetic accuracy 
and body temperature in hoverflies (Daňková et al. in prep.). 
In conclusion, while this study provides some tentative evidence that the 
diversity of the prey community could affect mimetic similarity, further studies are 
required to assess this directly. More research is also necessary to determine 
whether selection for improved thermoregulation does indeed lead to decreased 
mimetic similarity. If the diversity of the prey community has a strong effect on 
mimetic similarity, then it may mask any trade-off between mimetic similarity and 
thermoregulation. Perhaps the best approach would be to see if mimics from 
complexes which exhibit climate-based melanism, such as the two mimicry rings 
described by Harris (1974) or the Müllerian mimicry complex of ladybirds and soldier 
beetles described by Brakefield (1985), differ in terms of their mimetic accuracy 
when they exhibit higher levels of melanism compared to when they exhibit lower 
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levels of melanism. Since each of these rings have morphs with different levels of 
melanism, and all morphs are likely to be exposed to a similar suite of predators, 
they should experience a very similar selection pressure from predation. Therefore, if 
there is a trade-off between thermoregulation and mimicry then we would expect 
mimics which exhibit higher levels of thermal melanism to be poorer mimics than 
those which exhibit lower levels of thermal melanism. If there is no trade-off, there 
should be no difference between the two rings. This would be a good approach to 
use as it reduces the number of confounding variables which may affect the 
difference in mimetic accuracy, such as differences in toxicity of the models or 
differences in nutritive value seen between different mimetic species. 
This does not mean that it is not important to explore the effect of these other 
factors on the evolution of mimicry, they are crucial to consider in their own right. 
One particularly noteworthy factor which has garnered a lot of attention is the 
nutritional value of the mimic. This is thought to have an effect on mimetic similarity 
because when mimics are small and of a low value to predators, selection for 
mimetic accuracy may be weaker, and this could result in the evolution of imperfect 
mimicry (Penney et al. 2012). This is the focus of the next chapter.  
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Chapter 6: The effect of size on mimetic similarity 
The size of an organism affects its life history in many ways, and it has also 
been suggested to influence the evolution of mimicry. However, there have been 
conflicting hypotheses about how size affects the evolution of mimicry and each of 
these have received some empirical support. In this chapter, I used the measures of 
mimetic similarity taken from the butterfly images outlined in previous chapters to 
test three hypotheses which predict how mimic size affects mimetic similarity. I found 
a significant positive correlation between mimetic similarity and the difference in size 
between mimics and models. However, I found no significant correlation between 
mimetic similarity and either the absolute size of the mimic or the size of the mimic 
relative to its model. This indicates that predators generalise more widely between 
the patterns of mimics and models when the mimic matches its model in terms of 
size.  
6.1: Introduction 
The size of an organism has a huge impact on its entire life history. For 
example, it can affect lifespan (Speakman 2005), fecundity (Honěk 1993; Tammaru 
et al.1996; Tammaru et al. 2002) and predation risk (Shine et al. 2001; Taylor and 
Cox 2019). As such, the size of an individual can have important ramifications on the 
selection pressures acting on it. Recent work has suggested that body size may play 
an important role in determining the type of anti-predator defences that a prey 
species evolves. This is because the efficacy of a number of defensive strategies are 
known to be size-dependent. Larger organisms are by their very nature easier to 
detect (Mänd et al. 2007) which can reduce the efficacy of cryptic colouration. This is 
one of the reasons why larger species tend to adopt other strategies such as 
eyespots (Hossie et al. 2015), deimatic displays (Kang et al. 2017) or a chemical 
defence paired with aposematic colouration (Hagman and Forsman 2003). In 
addition to this, some anti-predator strategies are more effective when the individuals 
which have evolved them are larger: eyespots are more “intimidating” when found on 
larger individuals (Hossie et al. 2015). However, size does not only affect the 
conspicuousness of a prey item, it also affects its profitability. This is because the 
nutritive value of a prey item often increases with body size (Cummins and 
Wuycheck 1971; Brooks et al. 1996). Furthermore, in the case of defended species, 
the amount of defensive chemicals produced by an individual can increase with body 
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size (Holloway et al. 1993), sometimes in a non-linear fashion (Phillips and Shine 
2006). However this is not always the case, in some species there is a trade-off 
between investment in growth and investment in costly chemical defences (Brower 
and Moffitt 1974; Cohen 1985; Björkman and Larsson 1991).  
The relationship between size and anti-predator colouration is particularly 
interesting in mimicry systems because predators’ decisions to attack aposematic 
prey are known to be affected by the prey’s nutritional value (Smith et al. 2014) and 
toxin content (Barnett et al. 2011), both of which could potentially be inferred from 
prey size. If predators treat mimics in the same way as aposematic prey, then these 
factors may also influence the benefit of mimicry. This is important because it will 
determine which species are able to evolve mimicry (Pyron and Burbrink 2009), and 
influence the evolutionary dynamics of those species for which mimicry is beneficial 
(Penney et al. 2012).  
The importance of size in the evolution of mimicry can be seen in mimics 
which display “transformational mimicry” (Mathew 1935). Transformational mimicry is 
where a mimic only mimics a given model for part of its life (normally as a juvenile) 
before displaying an ontogenetic colour change which causes it to either resemble a 
different model (e.g. Mantoida maya mimics ants during its earliest nymphal instars 
and wasps during the later nymphal stages; Jackson and Drummond 1974), or 
switch to a different form of defence (e.g. juvenile Eremias lugubris are thought to 
mimic oogpister beetles Anthias sp. while the adults are more cryptically coloured; 
Huey and Pianka 1977). This phenomenon is seen in species from a range of taxa, 
including insects (Mathew 1935; Jackson and Drummond 1974), fish (Randall and 
Randall 1960; Eagle and Jones 2014), reptiles (Huey and Pianka 1977) and even 
birds (Londoño et al. 2015). Moreover, in all cases, the change in colour seems to 
occur when the individuals reach a certain size suggesting that the efficacy of 
mimicry is size-dependent.  
This relationship between size and mimicry can also be seen on a genetic 
level in the mimetic butterfly Hypolimnas misippus as the genes controlling wing size 
and wing colouration are very closely linked (Gordon and Smith 1998). This close 
genetic link leads to a close phenotypic link between size and colour pattern in this 
species. However, despite it being apparent that size is an important factor to 
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consider when studying mimicry, it is still unclear how the size of an individual affects 
the evolution of its colour pattern. In fact, there are three main ways in which size is 
thought to affect selection on mimetic similarity.   
6.1.1: The absolute size of a mimic affects the degree of pattern similarity 
between mimics and their models 
The first hypothesis is that the strength of selection for mimetic similarity will 
depend solely on the size of the mimic. However, this is thought to work in one of 
two ways. Some authors have suggested that smaller mimics should be less 
accurate than larger mimics (Penney et al. 2012). This stems from the idea that 
since smaller mimics have a lower nutritional value, predators should be less 
motivated to invest time discriminating between small mimics and their models. 
Consequently, small mimics should experience relaxed selection for mimetic 
accuracy: this idea is known as the small bodied hypothesis (Wilson et al. 2013). In 
contrast to this, other authors have proposed that larger mimics should be less 
accurate than smaller mimics. They argue that larger models (and so larger mimics) 
should experience relaxed selection because they are more conspicuous, which 
should cause predators to show increased innate aversions to them (Nur et al. 
1970). In addition to this, larger models tend to contain more toxins than smaller 
ones (although there are exceptions to this (Isman 1977; Tuskes and Brower 1978)) 
and therefore predators should show a more generalised avoidance of larger mimics 
(Kraemer et al. 2015a). Despite their conflicting nature, both of these hypotheses 
have been supported by empirical evidence. The work of Penney et al. (2012) 
showed that smaller species of hoverfly are less accurate mimics of Hymenoptera. 
While Kraemer et al. (2015a) found that larger erythristic red-backed salamanders 
(Plethodon cinereus) are less similar to their models (the red-spotted newt 
(Notophthalmus viridescens)) than smaller ones. 
6.1.2: The size of a mimic relative to its model affects the degree of pattern 
similarity between mimics and their models 
The second hypothesis is that mimics which are smaller relative to their model 
will be less accurate than mimics which are larger relative to their model. Rothschild 
(1963) argued that, since birds tend to ignore smaller prey in favour of larger prey, 
Batesian mimics should evolve to remain smaller than their models in order to further 
reduce predation. This suggests that mimics which are smaller than their model 
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experience relaxed selection from predation and therefore their patterns should be 
less accurate than mimics which are larger than their model. This hypothesis is 
supported by a study by Wilson et al. (2013) despite the study not being designed to 
test it specifically. While a re-analysis of the data from Penney et al. (2012) showed 
once again a strong positive correlation between size and mimetic similarity, there 
was no correlation between these factors when looking at 10 new pairs of hoverflies 
and Hymenoptera (Wilson et al. 2013). Moreover, in a study of 6 mimetic complexes 
consisting of velvet ants, they found a weak positive correlation between mimetic 
accuracy and body size, but crucially, this was only the case when the mimetic ring 
that a species belonged to was included as a factor in the statistical model (Wilson et 
al. 2013). Some rings seemed to show a relationship between size and mimicry 
whereas others did not. Whilst not a direct of the test of the relative size hypothesis, 
when taken together, these data suggest that size is an important predictor of 
mimetic similarity when comparing mimics within the same ring but not when 
comparing mimics which belong to different rings. This is important because, in 
studies where several mimics are compared to the same model (as in Penney et al. 
2012) or when several Müllerian mimics from the same ring are compared (as in the 
velvet ant analysis in Wilson et al. 2013), any effect of size of mimetic similarity seen 
could either be due to the absolute size of the mimic or the size of the mimic relative 
to the model. If this effect was due to the absolute size of the mimic, we would 
expect small mimics to be imperfect regardless of the size of the model. However, 
this was not the case as Wilson et al. (2013) found that a species of small hoverfly 
which mimicked a small sphecid wasp did so with a high level of accuracy which 
suggests that it is the size of the mimic relative to its model which is important rather 
than absolute size. 
6.1.3: The difference in size between mimics and their models affects the 
degree of pattern similarity between mimics and their models 
The third idea is that differences in size between models and mimics could be 
used as an informative cue to allow predators to discriminate between them. This 
would mean that mimics should evolve to match their models in size (Marples 1993; 
Rainey and Grether 2007). Mimics that are unable to do this, and which show a 
larger difference in size to their model (whether this is smaller or larger), will 
experience higher levels of predation, and so will be under stronger selection to 
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accurately resemble the patterns of their models. This differs from the previous 
hypothesis in two ways. Firstly, it predicts that mimics that are less similar to their 
models in terms of size should be more similar in terms of pattern, whereas in the 
previous hypothesis predicts that individuals that are less similar to their models in 
terms of size should also be less similar in terms of pattern. Secondly, this 
hypothesis predicts that the direction of the difference is not important: mimics that 
are 10% larger than the model should have the same level of pattern similarity as 
mimics that are 10% smaller. This is in stark contrast to the previous hypothesis, 
which predicts that mimetic similarity should be greater in mimics that are 10% larger 
than their models than in mimics which are 10% smaller than their models. This idea 
is supported by the fact that masqueraders which are either smaller or larger than 
their models show reduced survival compared to masqueraders that are the same 
size as their models; and, importantly, the reduction in survival caused by size 
mismatches is similar for masqueraders that are smaller or larger than their models 
(Skelhorn et al. 2010c). However, behavioural experiments investigating Batesian 
mimicry have found conflicting results. Marples (1993) showed that birds could use 
size cues to discriminate between palatable and unpalatable prey whereas Terhune 
(1977) found that, when birds were offered artificial models and mimics which 
differed colour, pattern or size, only 2 out of 7 birds were able to use size cues to 
successfully discriminate between models and mimics. In addition to this, Taylor et 
al. (2017) found that humans were unable to discriminate between models and 
mimics based on size alone. 
In order to see test whether the predictions arising from each of these 
hypotheses hold for mimetic Lepidoptera, I tested whether mimetic similarity (defined 
using the three measures of mimetic similarity used throughout this thesis), was 
correlated with the three different size metrics outlined above.   
6.2: Methods 
Size measurements were taken from calibrated digital photographs using 
ImageJ (Schneider et al. 2012). The photos were taken using either a DSLR camera 
(Basler acA1300-200ac) or a digital camera (Canon Ixus 140). I used these photos 
because I was able to include a CameraTrax 24 colour card to provide a reference 
object for the scale of objects in the photo. Only Batesian mimic pairs were used for 
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this study because it is exceptionally difficult to define which mimic in a Müllerian pair 
acts as the model.  
6.2.1: Measuring the size of the mimics 
I initially used two measures of size in this study: wing area to give a measure 
of the size of the signal and body volume to give a measure of the nutritional value of 
each insect. Wing area was measured by tracing each wing with ImageJ (Schneider 
et al. 2012) and finding the sum of the area of both wings. Body volume was 
estimated by assuming that the body of a Lepidopteran is roughly cylindrical. I 
measured the area of the body when viewed from above (measured in the same way 
as wing area, except that the outline of the body was traced) and divided the area by 
the body length in order to obtain the average body width. I then used the following 
formula to estimate body volume:  
𝑉𝑜𝑙𝑢𝑚𝑒 = (𝜋 𝑥(𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑤𝑖𝑑𝑡ℎ)/2)2) 𝑥 𝑙𝑒𝑛𝑔𝑡ℎ 
 [Equation 6.1] 
However, a Pearson correlation showed that wing area and body volume 
were very highly correlated (r = 0.917, p <0.001) (Figure 6.1), therefore I decided to 
use wing area as the basis for my measurements of mimic size. I used wing area 
rather than body volume because differences in wing area are likely to be more 
immediately obvious to predators than differences in body volume. 
In order to test the hypotheses outlined above, I determined whether three 
different measures of mimic size were correlated with my three measures of mimetic 
similarity. To test the first hypothesis, I established mimetic similarity was correlated 
with the absolute wing area of mimics. To do this, I used a series of Pearson 
correlations. This was appropriate because both the distribution of the mean wing 
area (W = 0.911, p = 0.187) and the distributions of all the measures of mimetic 
similarity (Difference in standard deviation of the blue-yellow channel response: W = 
0.973, p = 0.926, Difference in mean energy (Scale 10): W = 0.927, p = 0.313, NPM 
Score: W = 0.952, p = 0.628) were normal. 
To test the second, I determined whether mimetic similarity was correlated 
with the size of the mimic as a percentage of that of its model. To find the relative 
size of each mimic, I divided the average wing area of the mimic by the average wing 
area of the model and multiplied the result by 100. Mimics with a relative wing size of 
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less than 100 are smaller than their models whilst those with a relative wing size of 
more than 100 are larger than their models. I then used a series of Pearson 
correlations to determine whether relative wing area was correlated with each of the 
measures of mimetic similarity. I chose this approach because the distribution of 
relative wing area was normal (W = 0.981, p = 0.983).  
To test the final hypothesis, I established whether mimetic similarity was 
correlated with the percentage difference in wing area between models and mimics. 
To do this I used the size of the model as 0 and then found the absolute percentage 
difference between models and mimics i.e. a mimic which is 80% of the size of its 
model and one which is 120% of the size of its model both have a percentage 
difference of 20% in size. I then used a series of Pearson correlations to determine 
whether the percentage difference in wing area was correlated with each of the 
measures of mimetic similarity. I chose this approach because the distribution of 
difference in the wing area was normal (W = 0.948, p = 0.570). 
 
Figure 6.1: The correlation between mean wing area (mm2) and the mean body 
volume (mm3) of each mimic. 
 




6.3.1: Does the absolute size of a mimic affect the degree of pattern similarity 
between mimics and their models? 
There was no significant correlation between mean wing area and any of the 
three measures of mimetic similarity (Difference in the standard deviation of blue-
yellow channel response: r = -0.063, p =0.839, Figure 6.2; Difference in mean 
energy (Scale 10): r = -0.296, p = 0.326, Figure 6.3; NaturePatternMatch Score: r = 
0.107, p =0.727, Figure 6.4). This indicates that smaller mimics do not experience 
relaxed selection for mimetic accuracy compared to larger mimics.  
 
 
Figure 6.2: The correlation between mean wing area (mm2) and the difference in the 
standard deviation of the blue-yellow ((L+M) vs S) opponent channel response. 





Figure 6.3: The correlation between the mean wing area (mm2) and the difference in 
mean energy (for cells of Scale 10). 
 
 
Figure 6.4: The correlation between the mean wing area (mm2) and the similarity 
score (based on NaturePatternMatch).  
r = 0.107, p =0.727 





6.3.2: Does the size of a mimic relative to its model affect the degree of pattern 
similarity between mimics and their models? 
There was no significant correlation between the area of the wings of the 
mimics relative to the model and any of the three measures of mimetic similarity 
(Difference in the standard deviation of blue-yellow channel response: r = 0.522, p = 
0.067, Figure 6.5; Difference in mean energy (Scale 10): r = -0.156, p = 0.610, 
Figure 6.6; NaturePatternMatch Score: r = 0.457, p =0.116, Figure 6.7). This 
indicates that mimics that are smaller than their model do not experience relaxed 
selection for mimetic similarity compared to mimics that are the same size or larger 




Figure 6.5: The correlation between the wing area of the mimic relative to its model 
(%) and the difference in the standard deviation of the blue-yellow ((L+M) vs S) 
opponent channel response. 
 





Figure 6.6: The correlation between the wing area of the mimic relative to its model 
(%) and the difference in mean energy (for cells of Scale 10). 
 
 
Figure 6.7: The correlation between the wing area of the mimic relative to its model 
(%) and the similarity score (based on NaturePatternMatch). 
r = 0.457, p = 0.116 




6.3.3: The difference in size between mimics and their models affects the 
degree of pattern similarity between mimics and their models 
There was no correlation between the percentage difference in wing area 
between models and mimics and two of the three measures of mimetic similarity. 
(Difference in the standard deviation of blue-yellow channel response: r = 0.105, p = 
0.733, Figure 6.8; Difference in mean energy (Scale 10): r = -0.103, p = 0.737, 
Figure 6.9). However, there was a significant positive correlation between the 
percentage difference in wing area and the NaturePatternMatch Score (r = 0.788, p 
= 0.001, Figure 6.10), and this remained significant when the alpha value had been 
adjusted using Bonferroni corrections for multiple testing (m = 9, corrected α = 
0.006). This seems to indicate that mimics that differ less from their models less in 
terms of size experience weaker selection in terms of pattern similarity, perhaps 
because predators are likely to generalise more widely between models and mimics 
when they are a similar size.  
 
 
Figure 6.8: The correlation between the percentage difference in wing area between 
mimics and their models (%) and the difference in the standard deviation of the blue-
yellow ((L+M) vs S) opponent channel response. 
 




Figure 6.9: The correlation between the percentage difference in wing area between 




Figure 6.10: The correlation between the percentage difference in wing area 
between mimics and their models (%) and the similarity score (based on 
NaturePatternMatch). 
r = 0.788, p = 0.001 





I found a strong positive correlation between mimetic similarity based on 
NaturePatternMatch scores and the percentage difference in wing area between 
models and mimics. However, there were no significant correlations between the 
other measures of mimetic similarity and the percentage difference in wing area; or 
between any measure of mimetic similarity and either the absolute size of the mimic, 
or the size of the mimic relative to its model. Taken together, these findings support 
the my third hypothesis: that the difference in size between mimics and their models 
affects the degree of pattern similarity between them. This is interesting because 
humans show size invariance in their recognition of objects (Biederman and Cooper 
1992; Cooper et al. 1992) which allows us to generalise between objects of different 
sizes and recognize the same object at different distances. This trait has also been 
shown shared by birds (Peissig et al. 2006; Castro and Wasserman 2010). However, 
birds show a weaker generalization between objects which differ more in size 
(Peissig et al. 2006), this means that object size is used in object recognition, which 
also lends support the third hypothesis. However, the birds must also show size 
invariance in the recognition of the pattern of the mimics in order for those mimics to 
gain a selective advantage from their pattern. The reason why this correlation was 
seen when mimetic similarity was measured using NaturePatternMatch and not 
when using the other two measures of similarity could be because the 
NaturePatternMatch score is likely to be a more ecologically relevant measure of 
mimetic similarity (see Chapter 5 for a discussion of why this is likely the case).  
My findings suggest that prey size is an informative cue for predators, since 
mimics that match their models more closely in terms of size seemingly experience 
relaxed selection for pattern similarity. This is particularly interesting because most 
experiments investigating the relationship between size and mimicry have claimed to 
support the small bodied hypothesis (i.e. that small mimics are under relaxed 
selection for similarity irrespective of model size) (Penney et al. 2012; Wilson et al. 
2013).  This raises the question as to why the relationship between size and mimetic 
accuracy seen here differs from what has been previously found in the literature. 
One reason could be neither of these previous studies were designed to 
discriminate between the small bodied hypothesis and the idea that it is the size-
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match between models and mimics that influence mimetic similarity. These studies 
used absolute mimic size in their analyses but did not consider the difference in size 
between models and mimics. This was because the specific model associated with 
each mimic was not known as the mimics were part of a complex mimicry ring 
(Penney et al. 2014). However, it is possible to make inferences about what these 
studies could tell us about how size difference might influence mimetic similarity. 
Most hoverflies are the same size or smaller than the sympatric Hymenoptera that 
they are thought to mimic (Supplementary Table 3).This would suggest that if 
Penney et al. (2012) had looked at relative size, they probably would have found that 
the hoverflies which were less similar to their models in terms of size were also less 
similar in terms of pattern. This makes it difficult to be sure whether it is absolute 
mimic size, or the difference in size between models and mimics that is responsible 
for the observed differences in mimetic similarity. However, even it is the difference 
in size, the correlation is in the opposite direction to the one found in my study.  
So why might there be a negative correlation between difference in size and 
mimetic similarity in previous studies? In both the study by Penney et al. (2012) and 
the study by Wilson et al. (2013), the images shown to human observers were all 
presented in such a way that all models and mimics had the same apparent size. 
This was necessary to ensure that all ratings of similarity were based on colour and 
pattern alone because, while size alone cannot be used by humans to discriminate 
between models and mimics (Taylor et al. 2017), the ratings of mimetic similarity 
given in the experiments could have differed if a measure of relative size had been 
provided. But it could have also introduced bias into these ratings. This is because, 
in order to have the same apparent size, photos of the smaller mimics would be 
presented at a higher magnification than those of larger mimics. As a consequence 
of this, the human observers would have been able to see finer details of the 
patterns of smaller mimics meaning that elements of the patterns of the smaller 
mimics which would be barely visible in natural scenarios could have been used to 
discriminate between models and mimics. This could potentially lead to small mimics 
being rated as less accurate mimics than larger ones, and could lead to the trends 
seen in the studies by Penney et al. (2012) and Wilson et al. (2013).  
Alternatively, the difference in findings could due a difference in the 
complexity of the mimicry rings studied (Wilson et al. 2013). The mimicry rings 
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studied by Wilson et al. (2013) are much larger and more complex than the ones in 
this experiment. In addition to this, these rings contain several Müllerian mimics. 
Under these circumstances, size may not be an informative cue for discriminating 
between defended and undefended members of those rings, particularly if the 
Müllerian mimics show a large variation in size between species. If this is the case, it 
is conceivable that the predation strategies of local predators may change from 
avoiding mimics which closely match the size of their models to avoiding smaller 
mimics due to their lower nutritive value. 
The correlation found by Penney et al. (2012) may also be limited to the 
system they looked at since larger models in those rings are not only more 
nutritionally valuable but also potentially less well-defended (making smaller 
individuals more aversive). This is because the sting seen in Hymenoptera is a 
modified ovipositor (Dotimas and Hider 1987. As such only females possess the 
sting, and female workers also tend to be smaller than males (Hrassnigg and 
Crailsheim 2005; Archer 2014). Because of this, males are potentially Batesian 
automimics of the smaller, defended worker females (Mallet 1999). Thus, Penney et 
al. (2012) may have found a negative correlation between size and similarity 
because predators generalise their avoidance of models more widely when they are 
smaller because, in contrast to most model species, smaller models are both less 
valuable and less defended. 
One factor which may be interesting to consider when interpreting the findings 
of my study is the effect of phylogenetic autocorrelation, i.e. the fact that there may 
be an apparent link between two factors due to a shared evolutionary history 
between the organisms studied. This has previously been accounted-for in several 
studies investigating the effect of body size on the evolution of anti-predator 
colouration (e.g. Penney et al. 2012; Hossie et al. 2015). Although this has been 
shown to have little effect in some of these studies (Penney et al. 2012). However, I 
chose not to correct for phylogeny. Whilst there is an incredibly strong effect of 
phylogeny on adult body size in Lepidoptera (Freckleton et al. 2002), there should be 
no effect of phylogeny on the effect of absolute size on mimetic similarity. This is 
because, in contrast to previous studies, the mimics were compared to a wide variety 
of models, therefore there should be no effect of relatedness on the similarity of 
mimics of a particular size to their models unless species in a particular genus show 
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particularly strong mimicry or particularly weak mimicry. On the other hand, 
phylogenetic autocorrelation may affect the effect of the difference in size on mimetic 
similarity. 
However, if this is the case, we would expect a negative correlation since 
relatedness is correlated with adult body size in Lepidoptera (Freckleton et al. 2002) 
and is likely to be correlated with mimetic similarity which is the opposite to what is 
seen in this study. Therefore, it is likely that controlling for phylogeny would not 
weaken the relationship seen between the difference in size and mimetic similarity. 
 Furthermore, it would be incredibly difficult to control for phylogeny in my 
study because, unlike in previous studies, some of the phylogenetic comparisons 
occur across different families rather than all being within the same family (as is the 
case in the studies by both Penney et al. (2012) and Hossie et al. (2015)). Although, 
this may have recently become more feasible because of recent advancements in 
the phylogenomics of butterflies (Espeland et al. 2018) and Lepidoptera (Kawahara 
et al. 2019.  
 Although I found no support for the small bodied hypothesis, previous studies 
have. Therefore, in order to test this more directly, I decided to perform behavioural 
experiments to determine whether predators generalise more widely between 
models and mimics when the mimics have a higher nutritive value. This is the 
subject of the next chapter. 
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Chapter 7: The effect of nutritive value on predation risk for a mimic 
While measuring the pattern similarity between mimics and models provides 
an estimate of the level of selection from predation experienced by a mimic, it is also 
useful to carry out behavioural experiments to empirically test how different factors 
affect the way in which predators generalise between models and mimics. Therefore, 
in order to test Penney et al.’s (2012) hypothesis that predators are more likely to 
discriminate between models and imperfect mimics when mimics are more 
nutritionally valuable, I carried out a series of two behavioural experiments using 
domestic chicks (Gallus gallus domesticus) as a model predator. In each of these 
experiments, chicks were split into two groups: the large-reward group (where 
mimics were highly rewarding) and the small reward group (where mimics were less 
rewarding). Chicks in both of these groups had to discriminate between rewarding 
“control” stimuli (which contained one mealworm) and a mimetic complex consisting 
of non-rewarding “model” stimuli (which contained no food reward) and “mimic” 
stimuli (which contain one mealworm during trials involving chicks in the small-
reward group and two mealworms during trials involving chicks in the large-reward 
group). In Experiment 1, chicks were presented with all three stimuli simultaneously 
whereas in Experiment 2, chicks were given the opportunity to discriminate between 
the rewarding controls and the non-rewarding models prior to being introduced to 
mimics. In both experiments, there was no significant difference in the proportion of 
each prey type attacked between groups. However, chicks in the large reward group 
learned to attack controls more quickly than chicks in the small reward group during 
Experiment 1. This suggests that the predation rate of mimics is not significantly 
affected by their nutritive value alone.  
7.1: Introduction 
As discussed in the previous chapter, size seems to have an important impact 
on the evolution of mimics. However, since the size of a prey item can affect 
predation risk in numerous ways, it is important to understand how each of them 
could affect the evolution of mimicry separately. The first, and most obvious, way 
that size can impact predation risk is the ability of predators to handle large prey 
items: many predators have an upper limit for the size of prey they can consume. 
Some prey take advantage of this by adopting postures that make them too large to 
eat (e.g. Honma et al. 2006), or that gives them the appearance of an organism 
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which is too big to attack safely (Shine 1990). Secondly, the size of an organism can 
affect its conspicuousness. Larger animals tend to be inherently more conspicuous 
than smaller animals. This may be why cryptic species tend to be smaller than 
aposematic species: it is harder for larger species to avoid detection via crypsis and 
aposematism may be more effective for larger species (Mänd et al. 2007). Finally, 
the size of a prey item will affect its nutritional value to a predator. On the whole, 
larger individuals are more valuable to predators because they contain more 
nutrients and energy (Sutherland 1982). This is presumably why birds often find 
larger insects to be more acceptable than smaller ones (Jones 1932) (However, 
larger insects can be less profitable if the increased energy or time expenditure 
required to handle them outweighs the increased energy gained by consuming them 
(Davies 1977; Sherry and McDade 1982)).  
This last effect of size is of particular importance when thinking about mimicry. 
Since, predators are more likely to attack aposematic prey when they are more 
nutritionally valuable (Halpin et al. 2014; Smith et al. 2016) and when the alternative 
undefended prey available in the area are less nutritionally valuable (Halpin et al. 
2013), it is likely that the predators’ decisions to attack an imperfect Batesian mimic 
are also likely to depend on the nutritive value of the mimic and the availability of 
alternative prey (Lindström et al. 2004). Therefore, it would seem reasonable to 
predict that a predator would also be more likely to risk attacking a mimic if it was 
potentially more rewarding. This idea is supported by the fact that there is a positive 
correlation between size and mimetic similarity in hoverflies (Penney et al. 2012), 
with smaller species being more likely to be imperfect mimics than larger ones. This 
is thought to be because selection for mimetic similarity should be less intense for 
smaller mimics than for larger mimics due to their low nutritive value. However, one 
study investigating whether this trend held within a single species found the opposite 
result: larger erythristic red-backed salamanders (Plethodon cinereus) were found to 
be less accurate mimics of red spotted newts (Notophthalmus viridescens) than 
smaller ones (Kraemer et al. 2015a). This discrepancy between the two studies may 
be due to larger individuals in this species containing more toxin and being more 
costly to attack (Kraemer et al. 2015a). This causes predators to generalise their 
aversions more widely, relaxing selection for mimetic similarity (Kraemer et al. 
2015a).  In contrast to both of these studies, the results from the last chapter suggest 
107 
 
that the absolute size of a mimic only has a weak effect on the evolution of mimetic 
similarity. (See also Wilson et al. (2013)).  
These mixed results found in the literature may be because size affects other 
attributes of a prey item, including its conspicuousness (Mänd et al. 2007) and time 
required to handle and consume it (Davies 1977; Sherry and McDade 1982). So, 
whilst size may be a good proxy for the profitability of a prey item in some cases, this 
may not be true in all instances. This makes it important to test this correlative link 
between size and mimicry experimentally in the absence of other confounding 
variables. As yet, there have not been any behavioural tests of this. My aim in this 
chapter was to empirically test how the nutritional value of mimics affects predation 
risk and selection for mimicry. I did this by performing two experiments, each 
representing a distinct evolutionary scenario. In Experiment 1, naïve predators were 
introduced to models, mimics and alternative prey simultaneously. This experiment 
represents the situation encountered by predators migrating into an area where 
models and mimics are already present or when birds fledge at a time when models 
and mimics are present concurrently. In Experiment 2, naïve predators were allowed 
to learn to discriminate between models and alternative prey before they 
encountered mimics. This experiment represents the conditions seen when a new 
mimic evolves in an area where the model and predator are already present, or 
when a mimic emerges after a naïve predator has fledged and had a chance to 
encounter and learn to avoid its model. In both experiments, one group encountered 
mimics of low nutritional value, and another encountered mimics with a high 
nutritional value. I hypothesise that, in Experiment 1, chicks in the small-reward 
group will show greater avoidance of models and mimics than chicks in the large-
reward group i.e. chicks in the large-reward group will show a greater ability to 
discriminate between mimics and models. I then hypothesise that, in Experiment 2, 
chicks in the large-reward group will learn to attack mimics more quickly than chicks 
in the small-reward group.  
7.2: Methods 
7.2.1: Chick husbandry 
72 Ross Strain domestic chicks (Gallus gallus domesticus) were collected 
from a commercial hatchery on the day they hatched and transported to the 
university by car. They were obtained in two batches for use in these separate 
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experiments (36 chicks were used in Experiment 1 and 36 were used in Experiment 
2). For each experiment, each batch was further split into 24 experimental chicks 
and 12 “buddy” chicks. Chicks were housed in one laboratory and tested in another. 
The floor of the home laboratory was covered in wood shavings, and both 
commercial chick starter crumbs and water were available ad libitum from four 
plastic hoppers (two containing food, two containing water). The laboratory also 
contained a small shelter (41 x 37 x 54.5cm) and enrichment in the form of small 
bales of hay which were replaced every few days. The temperature of the laboratory 
was maintained at 23.6 – 33.8oC and the lighting was maintained on a 12:12 
light:dark cycle. All chicks were marked using non-toxic markers so that they could 
be individually identified, and were weighed and visually-inspected daily to ensure 
that they were healthy. All chicks gained weight throughout the experiment. Prior to 
every training and test trial (see below), each chick was food-deprived for one hour 
to ensure it was motivated to attack artificial prey. In order to achieve this, chicks 
were placed in a separate food deprivation pen located in the test laboratory. The 
food-deprivation pen measured 120 x 60 x 60cm and contained a water hopper from 
which water was available ad libitum. At least two chicks were present in this pen at 
any one time to ensure that they did not become stressed during this time. 
7.2.2: Experimental arena 
The experiments took place in an arena measuring 60 x 120 x 180cm. The 
floor of the arena was covered with laminated 20% grey paper (Mean luminance: 
36.22cd/m2-Luminance measured by a Minolta LS100 luminance meter) with an anti-
slip backing to reduce the likelihood of it shifting during the trial. 45 petri dishes 
(Diameter: 35mm, depth: 5mm) were painted to match this background using non-
toxic acrylic paint (Crawford & Blacks Black Acrylic Paint and White Acrylic Paint 
mixed to resemble the background, mean luminance: 25.53cd/m2) and were glued to 
the floor in a grid-like pattern. This grid consisted of 5 rows and 9 columns of petri 
dishes with 17cm between the centres of dishes in adjacent columns and 20cm 
between the centres of dishes in adjacent rows. Mealworms were placed into these 
petri dishes during the experiment, and these were then covered with circular 
cardboard (see later) in order to create artificial prey. On either side of the 
experimental arena were two buddy areas (60 x 120 x 30 cm) each of which 
contained two “buddy” chicks (four in total). These chicks did not take part in the 
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experiment but they were in areas adjacent to the arena which allowed the 
experimental chicks to be in visual contact through a wire mesh but not in physical 
contact with the buddy chicks. These chicks were present to ensure that the 
experimental chicks did not get stressed during training and experimental trials. 
Buddy chicks were rotated every hour, and had free access to water from a dish but 
no food was presented. Above the experimental arena was a digital camera (JVC 
Everio FullHD Quad Proof) which was used to record the experimental trials.  
7.2.3: Artificial Prey 
Each artificial prey was a petri dish stuck to the arena floor and covered with a 
printed paper lid that was reinforced with cardboard. These lids were circular and 
45mm in diameter. The paper component of the lids was printed using a HP Color 
LaserJet Enterprise M651 printer. It was then stuck to cardboard (WHSmith A4 
White Card, 240g/m2) to provide structural stability, and laminated to ensure that the 
pattern did not become soiled during the trials. The pattern was present on both 
sides of the lid so as not to confuse the chick when it removed the lid. 
By altering what was printed on the lids, I created four visually distinct prey 
types. Training lids were patterned with checkerboards made up of equal amounts of 
black, white and 70% grey so that chicks did not develop a preference for any one of 
those three luminances (see Figure 7.1a). During each experimental trial, birds were 
presented with three types of artificial prey: those covered with black lids (Mean 
luminance: 20.50cd/m2; Figure 7.1b), those covered with white lids (278.99cd/m2; 
Figure 7.1c) and those covered with lids which were 70% grey (Mean luminance: 
157.43cd/m2; Figure 7.1d). 
The dishes covered by white lids were empty and acted as the unprofitable 
“models”. Empty dishes rather than dishes with mealworms treated with quinine were 
used for two reasons. Firstly, so that the dishes did not become contaminated with 
the quinine and, in turn, contaminate mealworms which were meant to be palatable 
in subsequent trials and, secondly, because birds can find a lack of reward more 
aversive than a weakly unpalatable one (Alcock 1970). Dishes covered by the black 
lids contained one mealworm and acted as the profitable “control”. The dishes 
covered by the grey lids acted as imperfect “mimics”, and their contents varied 
between experimental groups. During trials for chicks in one group (hereafter termed 
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the “small-reward” group), these dishes contained one mealworm. During trials for 
chicks in the other group (hereafter termed the “large-reward” group), these dishes 
contained two mealworms. In order to ensure that the reward was consistent 
between trials and between chicks, all mealworms in this study were weighed (AMIR 
Digital Kitchen Scale) and only those weighing between 0.15 and 0.17g were used 
as a reward. 
 
7.2.4: Experiment 1 training trials 
In the initial training trials, chicks were trained to remove lids from training 
prey in order to access a single mealworm. In all training trials, 15 of the 45 petri 
dishes were used to create training prey and the remaining 30 were empty and 
uncovered.  
In the first training trial, the cardboard lids were propped against the side of 
the petri dish containing the mealworm, so that chicks could see and easily access 
the mealworm. Over the course of successive trials, the lids were moved so that they 
covered progressively more of the dishes. Eventually the mealworms were 
completely occluded by the lid, and the chicks had to peck or scratch the lid to gain 
access to the mealworm reward. The position of training prey was randomised 
among chicks and trials so that chicks did not associate the reward with a specific 
location. Training was considered to be complete once all of the chicks consistently 
attacked all 15 training prey with lids that completely occluded the mealworms. This 
took 7 days of training with each chick participating in one trial per day.  
7.2.5: Experiment 1 test trials 
 After the initial training, the chicks were randomly assigned to one of two 
groups for the experimental period: the small-reward group or the large-reward group 
Figure 7.1: The artificial prey used in this experiment: a) Training stimulus, b) Profitable 
“control”, c) Unprofitable “model” and d) the Imperfect “mimic”. 
 
a) b) c) d) 
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(Test trials took place over 10 days with each chick participating in one trial per day). 
During this period, all 45 petri dishes were used to create artificial prey: in each trial, 
chicks received 15 controls, 15 models and 15 mimics. However, the type of mimics 
received differed between groups: one group received low-value mimics (small-
reward group) and the other received high-value mimics (large-reward group). The 
position of each prey was randomised in each trial. This approach replicates the 
experience of a bird coming to an area with a mimicry complex already present, and 
has been used in a number of studies (e.g. Lindström et al. 2004; Ihalainen et al. 
2007). During each discrimination learning trial, chicks were allowed to attack 15 
“prey”. This ensured that attacking models was costly to a chick (as it would reduce 
the number of mealworms they would eat during that trial) and that chicks would 
benefit from learning to avoid them. If a lid was knocked off accidentally and the 
chick returned to eat the contents then it was included in the 15 prey that chicks 
were allowed to attack. This was done to ensure both that the energetic states of the 
chicks within a group did not differ among experimental trials, and that the 
unprofitability of the models was maintained. However, since it is unclear what (if 
any) information chicks gained from such attacks, these were not included in the 
main analyses. Since this meant that the total number of prey attacked varied among 
both chicks and trials, I calculated the proportion of each type of prey attacked by 
each chick in each trial, and used these as the dependent variables in the 
subsequent statistical analyses. However, I also looked at the number of each type 
of prey attacked (including when the lids were knocked off) to ensure that there was 
no difference in the results when using the proportion attacked as the dependent 
variable and when using the number attacked as the dependent variable   
7.2.6: Experiment 1 statistical analyses 
These statistics comprised of a series of three full-factorial, Type III, mixed 
model ANOVAs looking at the effect of the trial and group on the proportion of each 
type of prey attacked. In each ANOVA, the proportion of the prey type attacked was 
the outcome variable and the fixed factors were the group the chick belonged to and 
the trial number which the chick was in. The identity of the chick taking part in the 
trial was a random factor. Parametric tests were able to be used because a series of 
Shapiro-Wilk tests showed that the residuals of all the models were normally 
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distributed and a series of Levene’s tests showed that the data displayed 
homogeneity of variances. 
 I also carried out two further full-factorial, Type III, mixed model ANOVAs. 
The first was to test whether the difference in the proportion of mimics and models 
attacked differed between groups and the second was to test whether the difference 
in the proportion of positive controls and mimics attacked differed between groups. In 
both of these ANOVAs, reward size and trial were the fixed factors and chick identity 
was a random factor. The outcome variable in both was the difference in the 
proportion of two prey types attacked. In one it was the proportion of prey attacked 
which were mimics minus the proportion of prey attacked which were models and in 
the other it was the proportion of prey attacked which were positive controls minus 
the proportion of prey attacked which were mimics. These measures were chosen 
because the first effectively measures the ability of the chicks to discriminate 
between models and mimics and the second effectively quantifies the benefits that 
the mimics gain from resembling the models.  
7.2.7: Experiment 2 training trials 
The second experiment used the same experimental protocol as the first, but 
changes were made to the procedure. Chicks were trained in exactly the same way 
as in Experiment 1. However, rather than then being immediately exposed to 
controls, models and mimics, chicks were first trained to discriminate between 
controls and models before being presented with the mimics. This protocol replicates 
how birds would react to the arrival of a new Batesian mimic to a prey community, 
where the model is already established, and has been used in a number of previous 
studies (e.g. Kazemi et al. 2014; 2015). Immediately after being trained to attack 
training prey for 7 days, all chicks were given 5 trials over 5 days to learn to 
discriminate between rewarding controls and unrewarding models. During this phase 
of the experiment, chicks received 22 control and 22 model prey: one dish was left 
empty and uncovered. These were randomly arranged during each trial.  
7.2.8: Experiment 2 test trials 
Immediately after this phase of the experiment, chicks were divided into two 
groups, and were given 5 daily trials identical to the discrimination learning trials in 
Experiment 1. In these trials (as in Experiment 1), one group received high-value 
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mimics (large-reward group) and the other received low-value mimics (small-reward 
group). 
7.2.9: Experiment 2 statistical analyses 
Since chicks in both experimental groups received the same prey types during 
the discrimination learning phase, I predicted that they should learn to discriminate 
between models and controls at similar rates. I tested this using a full factorial, mixed 
model, Type III ANOVA with the difference in proportion of prey attacked during the 
discrimination learning trials which were positive controls as the outcome variable, 
the group the chick belonged to and the trial number as the fixed factors and chick 
identity as the random factor.  
In contrast, I predicted that the behaviour of the chicks in the test trials should 
differ between the experimental groups. In order to test this, I carried out a series of 
three bootstrapped full-factorial, Type III, mixed model ANOVAs (number of 
bootstraps = 1000), I used 1000 bootstraps because it is over the minimum number 
of bootstraps for general use as suggested by Wilcox (2010) which was 599. Much 
like in Experiment 1, the outcome variable was the proportion of prey attacked of 
each type, the fixed factors were the group the chick belonged to and the trial 
number and the random factor was the chick identity. I used non-parametric tests 
because a series of Levene’s tests showed that the residuals were not normally 
distributed. 
 Again, I carried out two further ANOVAS: one full-factorial, Type III, mixed 
model ANOVA to test whether the difference in the proportion of mimics and models 
attacked differed between groups and one bootstrapped full-factorial, Type III, mixed 
model ANOVA (number of bootstraps = 1000) to test whether the difference in the 
proportion of positive controls and mimics attacked differed between groups. In both 
of these ANOVAs, reward size and trial were the fixed factors and chick identity was 
a random factor. The outcome variable in both was the difference in the proportion of 
two prey types attacked. In one it was the proportion of prey attacked which were 
mimics minus the proportion of prey attacked which were models and in the other it 
was the proportion of prey attacked which were controls minus the proportion of prey 




7.3.1: Experiment 1 
All chicks showed a significant change in the proportion of each prey type 
they attacked over the experimental trials (Models: F9, 198 = 17.161, p <0.001; 
Mimics: F9, 198 = 2.923, p< 0.001; Control: F9, 198 = 24.626, p <0.001; see Figure 7.2). 
However, I found no evidence that experimental group influenced the proportion of 
models, mimics or controls attacked: there was no significant difference between 
groups in the proportion of each prey type attacked across all experimental trials 
(Models: F1, 22 = 1.185, p = 0.288, Mimics: F1, 22 = 0.042, p= 0.839, Control: F1, 22 = 
0.389, p = 0.539). In addition to this, there was no significant difference in the rate at 
which chicks learned to avoid models (Group*Trial: F9, 198 = 0.769, p = 0.645) or 
mimics (Group*Trial: F9, 198 = 1.311, p = 0.233) between groups (i.e. there was no 
interaction between group and trial). However, the chicks in the large-reward group 
learned to attack controls significantly more quickly than the chicks in the small-
reward group (Group*Trial: F9, 198 = 2.043, p = 0.036; Figure 7.2). 
There was a significant effect of trial on the difference between the 
proportions of models and mimics attacked (Trial: F9, 198 = 3.282, p = 0.001; see 
Figure 7.3) indicating that chicks in both the large-reward and small-reward groups 
learned to discriminate between models and mimics over successive trials). However 
there was no significant interaction between trial and experimental group, indicating 
that there was no difference in how chicks from the two groups learned to 
discriminate between models and mimics (Group: F1, 22 = 1.446, p = 0.242, 
Group*Trial: F9, 198 = 0.676, p = 0.728) (Figure 7.3).  
There was a significant effect of trial on the difference between the 
proportions of mimics and controls attacked (Trial: F9, 198 = 13.191, p <0.001; see 
Figure 7.4) indicating that mimics learned to discriminate between these two prey 
types as trials progressed. Moreover, there was a tendency for chicks in the large-
reward group to learn to discriminate between mimics and controls more quickly than 
chicks in the small-reward group which neared significance (Group: F1, 22 = 0.124, p 
= 0.728, Group*Trial: F9, 198 = 1.917, p = 0.051) However, when the outcome variable 
is changed from the difference in proportion of prey attacked to the difference in 
number of prey attacked then the difference between the interaction between group 
and trial becomes significant (Group*Trial: F9, 198 = 1.928, p = 0.0499) whereas the 
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difference in the number attacked between groups remained non-significant (Group: 
F1, 22 = 0.164, p = 0.689) and the difference across trials remained significant (Trial: 





Figure 7.2: The mean percentage of prey attacked which belonged to each type in 







Figure 7.3: The mean difference between the percentage of mimics and models 




Figure 7.4: The mean difference between the percentage of controls and mimics 
attacked during Experiment 1 and how this differed between the two reward groups. 
 
7.3.2: Experiment 2 
As expected, the proportion of controls attacked increased across trials during 
training (Trial: p <= 0.001; Figure 7.5), indicating that chicks learned to discriminate 
between models and palatable controls as training progressed. Furthermore, there 
was no significant difference in the proportion of controls attacked between groups 
(Group: F = 5.538, p = 0.531) and no significant difference interaction between group 
and trial (Group*Trial: p =0.835), indicating that the speed at which the birds learned 
to discriminate between the two prey types during the training sessions was not 
influenced by experimental group. 
During the testing phase of the experiments (when mimics were introduced to 
the prey community), there was no significant effect of either trial (Control: p = 0.488, 
Model: p = 0.626, Mimic: p = 0.147; see Figure 7.6), experimental group (Control: 
F1,22 = -1.163, p = 0.901, Model: F1, 22 = 1.819, p = 0.646, Mimic: F1,22 = 0.899, p = 
0.873), or the interaction between these two factors (Control: p = 0.594; Model: p = 
0.614; Mimic: p = 0.96) on the proportion of any of the three prey types attacked. 
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This indicates that the proportion of each type of prey attacked was consistent 
across trials and was unaffected by experimental group. 
 The difference in the proportion of models and mimics attacked was 
consistently small (mean difference across all chicks and trials = 5.3%) (See Figure 
7.7) which suggests that chicks tended to mistake mimics for models. There was, 
however, no significant effect of either trial (F4, 88 = 2.355, p = 0.06), experimental 
group (F1,22 = 0.748, p = 0.396) or the interaction between these factors (Group*Trial: 
F4, 88 = 0.902, p = 0.467) on this measure (although trial approached significance). 
This is again consistent with the idea that chick behaviour varied little across trials or 
between groups.  
In contrast to this, the difference in the proportion of mimics and controls 
attacked was consistently large (mean difference across all chicks and trials = 
66.7%) (See Figure 7.7), which suggests that chicks were less likely to mistake 
mimics for palatable controls than models. However, as with the previous analyses, 
there was no effect of trial (p = 0.094), experimental group (F1, 22 = -0.823, p = 0.953) 
or the interaction of these factors (p = 0.715) on the difference in the proportion of 
controls and mimics attacked. Again, suggesting that chick behaviour varied little 





Figure 7.5: The mean percentage of prey attacked which belonged to each type in 
each trial during the discrimination training period of Experiment 2.  
 
 
Figure 7.6: The mean percentage of prey attacked which belonged to each type in 






Figure 7.7: The mean difference between a) the percentage of mimics and models 
attacked and (b) the percentage of controls and mimics attacked during the test 
period of Experiment 2 and how this differed between the two reward groups. 
7.4: Discussion 
The results from both experiments suggest that my experimental paradigm 
was appropriate for studying the benefit of mimicry: chicks learned to avoid 
unrewarding models and treated the imperfect mimics in a similar manner. However, 
the effect of the nutritional value of the mimic on birds’ foraging decisions was less 
clear-cut. In Experiment 1, where models, mimics and controls were presented 
simultaneously to naïve birds, the nutritional value of the mimic had no detectable 
effect on either the total proportion of each prey type attacked or the speed at which 
chicks learned to avoid models and mimics. However, chicks in the large-reward 
group increased their attack rates on alternative palatable controls more quickly than 
chicks in the small-reward group. They also learned to discriminate between mimics 
and controls more quickly. In Experiment 2, where chicks learned to discriminate 
between models and controls in training before being presented with all three prey 
types during the test trials, I found no difference in the proportion of any of the prey 
types, either between groups or across test trials, although in the final testing trial, 
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there was a difference in the ability of chicks in different groups to discriminate 
between models and mimics which neared significance.  
Contrary to the prediction of Penney et al. (2012), there was no effect of the 
nutritional value of the mimic on the total proportions of any of the prey types 
attacked in either of my experiments. One explanation for this is that chicks paid little 
attention to reward value (beyond establishing whether prey was rewarded and 
unrewarded). This could be because I varied the number rather than the size of the 
reward. In the wild, predators will experience prey of a variety of sizes and since wild 
birds will often eat the most profitable prey items available to them (Barnard and 
Stephens 1981; Sutherland 1982) and there is evidence that they do this using visual 
cues (Sutherland 1982), they presumably use size as a cue for profitability. Using a 
single signal to indicate differences in reward number (as in m experiments) may be 
less ecologically realistic, and may be more difficult for birds to learn. Therefore if 
this experiment was repeated mimics that varied in size then perhaps we might see 
predation rates which echo those suggested by the literature. This idea is further 
supported by the results from Chapter 6 which suggest that the difference in size 
between models and mimics affects the predation risk for mimics.  
An alternative explanation as to why there was no difference in the proportion 
of each prey type attacked between the large-reward group and the small-reward 
group could be due to the fact that the mimicry complexes in these experiments have 
the same coefficient of variation despite having a different mean reward. The 
coefficient of variation is defined as the standard deviation of the size of the reward 
divided by the mean reward and has been shown to be a strong predictor of risk-
aversion in experiments investigating risk sensitivity (Shafir 2000; Weber et al. 2004; 
Drezner-Levy and Shafir 2007). Since the coefficient of variation of the model and 
mimic stimuli for both groups was 1 (Small-reward group: mean reward = 0.5, 
standard deviation of reward = 0.5; Large-reward group: mean reward = 1, standard 
deviation of reward = 1), it makes sense that chicks in both groups are equally risk-
averse.  
Whilst I found no evidence that the total proportion of prey attacked differed 
between groups, Experiment 1 provided some evidence that the speed at which 
predators learned about prey types differed among groups. However, these data are 
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difficult to interpret. Whilst there is evidence that predators faced with high-value 
mimics increase their attack rates on alternative prey more quickly that those faced 
with low-value mimics, I found no corresponding increase in the speed at which 
predators decreased their attack rates on either models or mimics. Given that I 
analysed the proportion of prey attacked that were from each of the three prey types, 
an increase in the speed at which predators attacked controls should be 
accompanied by an increase in the speed at which they decreased attacks on other 
prey types. However, this was not seen. This could be because the reduction was 
shared across these two prey types. However, this was not seen. This could be 
because the reduction was shared across these two prey types and so was too small 
to detect: if I had analysed the combined proportion of models and mimics attacked, I 
would have perhaps found a difference. 
So why might chicks learn to discriminate between mimetic complexes and 
alternative palatable prey more quickly when mimics have a higher nutritive value? 
This is perplexing because this is the opposite of what I initially hypothesised. There 
are two potential explanations for this. Firstly, my high-reward prey may have been 
less rewarding than the low-reward prey. This could be the case if the handling time 
was higher for high-reward prey. However, whilst it clearly took birds longer to eat 
two mealworms than one, the difference in handling time was very small and is 
unlikely to have exceeded the benefits of the additional nutrients of high-value prey. 
Alternatively, chicks in the large-reward group may have payed closer attention to 
the different types of prey due to their differing reward values. Hence, they could 
have learned the initial discrimination between the controls and the mimetic complex 
faster than the chicks in the small-reward group. This, however, raises the question 
of why such an increase in attention did not allow chicks to better discriminate 
between models and mimics. Again, this is difficult to answer, but perhaps birds were 
not given sufficient time to make this discrimination or perhaps making this 
discrimination was not worthwhile. This could be the case if this discrimination was 
difficult and required a significant time investment. Under such circumstances relying 
on the alternative prey that could be identified quickly may have proved the optimal 
foraging option.  
When considering my results, it is also worth noting that the model was 
associated with a lack of reward rather than a distasteful food reward. This is 
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contrary to many mimicry systems and may have affected avoidance learning. The 
results of Alcock (1979) suggested that the mimics of artificial non-rewarding models 
are more likely to be attacked than mimics of artificial mildly-unpalatable models by 
white-throated sparrows (Zonotrichia albicollis). This indicates that the chicks in this 
experiment should have been more likely to learn that the mimics were rewarded 
and so this should be more likely to lead to a difference between groups based on 
the difference in the size of the reward. Regardless, this experiment is still 
ecologically-relevant since there are some mimicry rings which are based around 
models whose only defence is being completely unrewarding. For instance, weevils 
of the genus Pachyrrhynchus are aposematic, predators quickly learn to avoid them 
(Tseng et al. 2014) and they are seemingly mimicked by longhorn beetles of the 
genus Doliops (Barševskis 2013). However, their only apparent defence is their 
incredibly hard elytra which makes them inedible to sympatric lizards (Wang et al. 
2018) and thus they are unrewarding rather than distasteful, much like the stimuli 
used in my study. Even so, it would be interesting to carry out studies in the future 
where the model stimulus is associated with an unprofitable prey item rather than a 
lack of reward to see if the relationship is still seen 
7.5: Conclusions 
The results of this experiment suggest that the nutritive value of an imperfect 
mimic has no effect on how predators discriminate between it and its model in the 
absence of size cues. When combined with the results of Chapter 6, this suggests 
that the size of a prey item may be an informative visual cue for predators which not 
only allows predators to discriminate between models and mimics but also potentially 
provides an indication of the nutritive value of a prey item. In the future, it would be 
interesting to carry out further experiments to see if the lack of relationship between 
nutritive value and predation risk seen here is still seen if the size of the stimulus is 
used to provide an informative cue about the nutritive value of the associated reward 





Chapter 8: General conclusions 
The overall aim of my thesis was to address three major questions: (1) what 
makes an effective mimetic signal? (2) Which abiotic and biotic factors affect how 
closely mimics evolve to resemble their aposematic models? And, (3) do palatable 
mimics affect the evolution of the pattern of their aposematic models? To do this, I 
used both analysis of hyperspectral images of real-life model-mimic pairs and 
behavioural experiments using domestic chicks as model predators.  
8.1: What makes an effective mimetic signal? 
As discussed in Chapter 2, there are many methods available that can be 
used to measure pattern similarity but not all of them are useful for studies of 
mimicry. Therefore, one of the big questions in mimicry research is: “Which 
measures are useful for predicting how “good” a mimic is in the eyes of a predator?” 
I attempted to answer this question to some extent in Chapter 3 where I used a novel 
technique in order to try to determine which measures of pattern similarity were most 
relevant for studying mimicry. To do this, I identified techniques which gave 
significantly higher measures of similarity between the patterns of mimics and their 
models than between mimics and non-mimicked aposematic species found in the 
same region. I did this because some pattern diagnostics could give a high measure 
of similarity between models and mimics simply because the patterns of all 
aposematic species are similar in terms of that particular diagnostic, for example the 
mean energy of the pattern or the isotropy departure of the pattern (Penacchio et al. 
in prep.). Studies of mimetic similarity based on these measures would not 
necessarily give a measure of how closely a mimic resembles its model specifically 
but rather how closely a mimic resembles the patterns of aposematic species in 
general. As such, it is important to choose measures which can be used to group 
models and their mimics but which can also be used to distinguish between 
members of a particular mimicry complex and other aposematic species in the area. 
This should give an ecologically relevant measure of mimetic similarity.  
 From the initial list of potential measures I could have used, I selected three 
measures of similarity to use in my analyses: one based on low-level pattern 
features, one based on the variation of the colour in the patterns and one based on 
high-level pattern features, since all three seem to be used by birds to distinguish 
between their own eggs and the eggs of a brood parasite (Stoddard et al. 2019). The 
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three measures I used were the mean pattern energy based on cells of Scale 10, the 
standard deviation of blue-yellow channel response and the NaturePatternMatch 
score (Stoddard et al. 2014). However, of the three measures chosen, only one 
(NaturePatternMatch score) showed a significant correlation with any of the various 
abiotic and biotic factors I tested in Chapters 4, 5 and 6 which suggests that only this 
measure was ecologically relevant.  
8.2: Which abiotic and biotic factors affect how closely mimics evolve to 
resemble their aposematic models? 
This question formed the basis for most of my thesis. This is because, as 
discussed in Chapter 1, many factors have been suggested to affect the evolution of 
mimicry including the size of the mimic (Penney et al. 2012), conflicting selection 
between selection for improve mimetic accuracy and selection for improved 
thermoregulation (Taylor et al. 2016) and the ecological diversity of the region where 
the mimic is found (Kikuchi et al. 2019). However, there have been conflicting results 
surrounding some (i.e. in hoverflies, smaller mimics are less accurate (Penney et al. 
2012, whereas in red-backed salamanders (Plethodon cinereus), larger mimics are 
less accurate (Kraemer et al. 2015a)), while others have not been experimentally 
tested at all.  
In Chapter 4, I tested a prediction of the chase-away hypothesis that Müllerian 
mimics should evolve to match their co-mimics more closely than Batesian mimics 
due to the difference in evolutionary dynamics between Batesian mimicry and 
Müllerian mimicry (Franks et al. 2009). I did this using the three measures of 
similarity chosen in Chapter 3. I found no significant difference in any of the three 
measures which suggests that the palatability of the mimic has no effect on its ability 
to match its model. However, I concluded that this apparent lack of difference could 
be due to the fact that the defended mimics I looked at in this study could have been 
Quasi-Batesian mimics rather than Müllerian mimics, therefore the evolutionary 
dynamics of these pairs could be more similar to Batesian mimicry rather than to true 
Müllerian mimicry.  
In Chapter 5, I tested the hypothesis that some mimics may be imperfect due 
to selection for a pattern which allows for efficient thermoregulation conflicting with 
selection for a pattern which is more similar to that of its model (Taylor et al. 2016). 
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In order to test this, I looked at the climate experienced by the mimics by finding the 
average minimum and the mean temperature of the regions where they were found 
while the mimics are on the wing. I then established whether there was a correlation 
between these values and mimetic similarity based on the three measures from 
Chapter 3. Based on the hypothesis from Taylor et al. (2016), I predicted that mimics 
from colder regions would be less similar to their models than mimics from warmer 
regions. However, I found the opposite relationship, there was a strong negative 
correlation between the similarity of mimics to their models based on their 
NaturePatternMatch score and the minimum temperature experienced by a mimic 
while it is on the wing, although the other two measures of similarity showed no 
correlation with temperature. This suggests that mimics from warmer climates are 
less similar to their models than mimics from colder climates. Further analysis 
showed that this relationship was even stronger when looking at the minimum annual 
temperature of the region. Because of this, I concluded that, in Lepidoptera, 
selection for improved thermoregulation does not conflict with selection for improved 
mimetic accuracy. Furthermore, I hypothesise that the correlation seen in this study 
is due to relaxed selection for mimetic accuracy in regions where there are high 
levels of ecological diversity. This is because tropical regions are warmer than 
temperate regions and show higher levels of ecological diversity (Fischer 1960) and 
behavioural experiments have shown that predators generalise more widely between 
models and mimics as the prey community that the species belong to becomes more 
complex (Kikuchi et al. 2019).  
In Chapters 6 and 7, I investigated how the size of a mimic affects its mimetic 
similarity. In Chapter 6, I tested three main hypotheses which were: (1) smaller 
mimics would experience relaxed selection and therefore would be less similar to 
their models than larger mimics (Penney et al. 2012), (2) mimics which are smaller 
than their models would experience relaxed selection and would therefore be less 
similar to their models than mimics which are larger than their models (Rothschild 
1963) and (3) mimics which have a similar size to their model would experience 
relaxed selection on their pattern and would therefore have patterns which are less 
similar to their models than mimics which differ more in terms of size (Marples 1993; 
Rainey and Grether 2007). I found that the only significant correlation was a positive 
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correlation between mimetic similarity based on NaturePatternMatch score and 
percentage difference in wing area which supports the third hypothesis. 
In Chapter 7, I again tested the hypothesis that smaller mimics experience 
relaxed selection due to their lower nutritive value (Penney et al. 2012). However, 
this time I did it by carrying out a series of behavioural experiments using domestic 
chicks as model predators. In these experiments, chicks had to choose between a 
rewarded control stimulus, an unrewarded “model” stimulus and an imperfect, 
rewarded “mimic” stimulus. In Experiment 1, chicks were introduced to all three 
stimuli at the same time, whereas in Experiment 2, chicks were given the opportunity 
to learn to discriminate between positive control stimuli and model stimuli before 
being introduced the mimics. In both of these experiments, chicks were split into two 
groups: the large-reward group and the small-reward group. Chicks in the large-
reward group were rewarded with two mealworms for attacking mimics, whereas 
chicks in the small-reward group where only rewarded with one mealworm for 
attacking mimics. I then compared the following between groups: (1) the proportion 
of each prey type attacked, (2) the difference in proportion of models and mimics 
attacked and (3) the difference in proportion of positive controls and mimics 
attacked. In both experiments, there was no difference in the proportion of any type 
of prey attacked between groups. However, in Experiment 1, chicks in the large-
reward group learned to avoid the models and mimics more quickly than chicks in 
the small-reward group. This suggests that, in the absence of size cues, the nutritive 
value of a mimic has no effect on how predators discriminate between models and 
mimics. However, this could also be due to the fact that the mimetic complex in the 
large-reward group had the same coefficient of variation as the mimetic complex in 
the small-reward group: this has been shown to be an important predictor of risk-
aversion in feeding behaviour (Shafir 2000; Weber et al. 2004; Drezner-Levy and 
Shafir 2007). 
8.3: Do palatable mimics affect the evolution of the pattern of their aposematic 
models? 
It has been hypothesised that, due to the chase-away hypothesis (Franks et 
al. 2009), models of palatable mimics should evolve to disengage from the Batesian 
mimetic relationship due to the associated costs. I had hypothesised that this 
proposed change in pattern would lead to a change in the efficacy of the aposematic 
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signal of the model due to models potentially being “chased-away” from an optimal 
aposematic pattern. In Chapter 4, I tested whether or not this is the case. Contrary to 
my initial predictions, I found that there was no difference between the patterns of 
models of Batesian mimics and the patterns of species which are sympatric with 
these species based on two measures which have been shown to be good 
predictors of pattern aversiveness (standard deviation of isotropy and the mean 
pattern energy) (Penacchio et al. in prep.).  
I concluded that this apparent lack of difference could have been for several 
reasons. Firstly, it could be because some models could have evolved a more 
aversive pattern while others evolved a less aversive pattern which meant that there 
was no overall difference between the groups. Alternatively, it could be that any 
evolution seen in the patterns of Batesian models could affect other aspects of the 
pattern without affecting the aversiveness of the pattern. For instance, previous 
research has suggested that models of Batesian mimics evolve to be more 
conspicuous in regions where the mimics are present compared to where they 
absent (Kraemer et al. 2015b). Therefore, in this study, the presence of the mimics 
could have resulted in changes in the conspicuousness of the patterns of the models 
while maintaining a similar level of aversiveness based on the two measures I used.  
8.4: Future research directions 
In this thesis, I have tested several important theories surrounding the 
evolution of imperfect mimicry using novel techniques, however there is still a lot of 
work which needs to be done in this area.  
One of the main things highlighted by this work is that the various biotic and 
abiotic factors which influence selection for perfect mimicry seemingly affect different 
taxa in different ways since previous work looking at hoverflies (i.e. Penney et al. 
2012 and Taylor et al. 2016) has shown trends in the opposite direction to my work 
looking at Lepidoptera (Chapters 6 and 7 and Chapter 5 respectively). In these 
chapters, I noted that this difference may be due in the differences in the ecology of 
Lepidoptera and Hymenoptera. Therefore, it would be interesting to repeat these 
studies in other taxa to see if they show relationships between these factors which 
are more similar to those seen in hoverflies or those seen in Lepidoptera.  
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It would be particularly interesting to test the hypothesis that the relationship 
between temperature and mimetic similarity observed in Chapter 5 is due to the 
ecological diversity found in warmer regions. To do this, I could investigate the 
relationship between actual measures of the ecological diversity and measures of 
pattern similarity. This would be difficult to carry out because arthropod diversity in 
some regions is still unknown (Basset et al. 2012), however this problem could be 
somewhat overcome since arthropod diversity can be accurately predicted from plant 
diversity (Basset et al. 2012; Zhang et al. 2016, as such I could use that as the basis 
of my measurements of the diversity of that region. Alternatively, the diversity of 
Lepidoptera alone could be quantified by using species checklists from these 
regions. This study would be incredibly useful to carry out as it could be a way of 
establishing whether the results of the experiments of Kikuchi et al. (2019) accurately 
reflect how predators select for mimetic patterns in the wild.  
It would also be interesting to carry out further studies to investigate the 
relationship between size and mimicry. It which would be useful to repeat the 
experiments from Chapter 7 with unpalatable, rather than unrewarding, models. This 
would allow us to determine whether this affects how predators discriminate between 
models and mimics as the reward associated with the mimic changes.   
In addition to this, one could determine whether the relationship between size 
and mimetic similarity seen in Chapter 6 is also observed in mimetic complexes 
based around unprofitable rather than unpalatable models. Examples of complexes 
that could be studied are rings based around Pachyrrhynchus weevils (e.g. those 
discussed by Barševskis 2013) or species which exhibit escape mimicry (also known 
as evasive mimicry) i.e. species which mimic aposematic species whose colouration 
has been proposed to advertise unprofitability due to their fast and erratic flight 
pattern rather than due to them being toxic or unpalatable (Ruxton et al. 2004; 
Pinheiro and Freitas 2014).  
8.5: Concluding remarks  
Overall, the results of my thesis have provided novel insights into the 
evolution of mimicry. Moreover, these data have highlighted the complex nature of 
mimicry by demonstrating the sheer number of factors which can affect its evolution. 
In addition to this, my results suggest that these factors can seemingly have different 
130 
 
effects on the evolution of mimicry in different taxa. Finally, I have shown the 
importance of empirically testing the theories associated with the evolution of 
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Value P value 
Std. LM vs S channel 
response C 0.001 0.005 16.647 0.001 
Mean energy (Scale 
10) LP 0.008 0.016 14.653 0.002 
Mean energy (Scale 
12) LP 0.008 0.019 14.547 0.002 
Mean energy (Scale 
11) LP 0.008 0.018 14.539 0.002 
Mean energy (Scale 
13) LP 0.009 0.019 14.312 0.002 
Mean energy (Scale 
9) LP 0.007 0.015 13.479 0.003 
Mean energy (Scale 
14) LP 0.009 0.019 13.448 0.002 
Mean energy (Scale 
15) LP 0.009 0.020 12.843 0.003 
NaturePatternMatch 
score HP 0.180 0.114 12.604 0.003 
50% energy (Scale 9) LP 0.011 0.023 12.419 0.004 
50% energy (Scale 
10) LP 0.012 0.026 12.337 0.004 
50% energy (Scale 
11) LP 0.013 0.028 11.967 0.004 
Mean energy (Scale 
16) LP 0.009 0.019 11.402 0.004 
50% energy (Scale 
12) LP 0.014 0.029 11.142 0.004 
Gini LM vs S channel 
response C 0.059 0.098 10.977 0.004 
50% energy (Scale 
13) LP 0.014 0.030 10.514 0.005 
50% energy (Scale 8) LP 0.010 0.020 9.787 0.009 
50% energy (Scale 
14) LP 0.015 0.030 9.512 0.007 
Mean energy (Scale 
8) LP 0.006 0.013 9.372 0.009 
25% energy (Scale 
11) LP 0.019 0.036 9.253 0.008 
25% energy (Scale 
10) LP 0.018 0.034 8.959 0.009 
50% energy (Scale 
15) LP 0.015 0.030 8.553 0.010 
174 
 
50% energy (Scale 
16) LP 0.015 0.030 8.552 0.010 
50% energy (Scale 7-
8)  LP 0.009 0.018 8.518 0.012 
25% energy (Scale 
12) LP 0.020 0.038 8.148 0.012 
15% energy (Scale 
12) LP 0.023 0.041 7.986 0.012 
25% energy (Scale 9) LP 0.016 0.032 7.956 0.015 
15% energy (Scale 
11) LP 0.022 0.040 7.636 0.014 
Mean energy (Scale 
7-8)  LP 0.006 0.012 7.617 0.016 
15% energy (Scale 
13) LP 0.023 0.042 7.413 0.016 
15% energy (Scale 
10) LP 0.021 0.038 7.392 0.016 
2.5% energy (Scale 3) LP 0.011 0.023 7.346 0.016 
50% energy (Scales 
6-8) LP 0.008 0.017 7.265 0.018 
10% energy (Scale 
12) LP 0.024 0.043 7.015 0.018 
25% energy (Scale 
13) LP 0.020 0.039 7.008 0.018 
25% energy (Scale 8) LP 0.014 0.028 6.949 0.024 
50% energy (Scale 7) LP 0.008 0.017 6.901 0.021 
2.5% energy (Scale 4) LP 0.013 0.027 6.878 0.019 
25% energy (Scale 
14) LP 0.020 0.039 6.797 0.020 
10% energy (Scale 
13) LP 0.024 0.044 6.710 0.020 
25% energy (Scale 7-
8)  LP 0.013 0.026 6.636 0.027 
25% energy (Scale 
15) LP 0.021 0.038 6.530 0.022 
7.5% energy (Scale 
13) LP 0.025 0.044 6.528 0.022 
10% energy (Scale 
11) LP 0.024 0.042 6.419 0.023 
25% energy (Scales 
6-8) LP 0.012 0.024 6.362 0.029 
50% energy (Scales 
5-8) LP 0.008 0.015 6.345 0.025 
7.5% energy (Scale 
12) LP 0.025 0.044 6.311 0.024 
15% energy (Scale 9) LP 0.019 0.035 6.193 0.028 
25% energy (Scales 
5-8) LP 0.010 0.022 6.148 0.030 
175 
 
25% energy (Scale 7) LP 0.012 0.024 6.133 0.032 
15% energy (Scale 
14) LP 0.023 0.042 6.067 0.026 
Mean energy (Scales 
6-8) LP 0.006 0.011 6.025 0.029 
25% energy (Scale 
16) LP 0.020 0.038 5.997 0.027 
2.5% energy (Scales 
1-4) LP 0.010 0.020 5.836 0.035 
Mean energy (Scale 
7) LP 0.006 0.011 5.791 0.031 
10% energy (Scale 
10) LP 0.022 0.040 5.769 0.031 
25% energy (Scales 
1-8) LP 0.007 0.015 5.666 0.037 
15% energy (Scales 
1-8) LP 0.008 0.017 5.563 0.038 
5% energy (Scale 13) LP 0.026 0.046 5.527 0.033 
10% energy (Scales 
1-8) LP 0.010 0.020 5.505 0.035 
10% energy (Scale 
14) LP 0.024 0.044 5.482 0.033 
5% energy (Scale 4) LP 0.011 0.023 5.480 0.034 
7.5% energy (Scale 
11) LP 0.025 0.043 5.406 0.035 
5% energy (Scale 12) LP 0.026 0.045 5.278 0.036 
25% energy (Scale 6) LP 0.010 0.020 5.197 0.041 
Mean energy (Scales 
5-8) LP 0.005 0.010 5.183 0.040 
7.5% energy (Scale 
14) LP 0.025 0.044 5.162 0.038 
15% energy (Scales 
6-8) LP 0.014 0.028 5.157 0.042 
15% energy (Scales 
5-8) LP 0.013 0.025 5.138 0.042 
15% energy (Scale 8) LP 0.017 0.032 5.135 0.043 
15% energy (Scale 7-
8)  LP 0.016 0.030 5.123 0.043 
15% energy (Scale 
15) LP 0.023 0.042 5.093 0.039 
15% energy (Scale 7) LP 0.014 0.028 4.956 0.046 
2.5% energy (Scale 
13) LP 0.027 0.049 4.746 0.045 
2.5% energy (Scale 
12) LP 0.028 0.048 4.737 0.046 
5% energy (Scale 3) LP 0.010 0.019 4.733 0.046 
2.5% energy (Scale 5) LP 0.016 0.032 4.673 0.046 
10% energy (Scale 9) LP 0.021 0.038 4.652 0.051 
176 
 
7.5% energy (Scale 5) LP 0.012 0.025 4.595 0.049 
50% energy (Scale 6) LP 0.007 0.014 4.582 0.051 
10% energy (Scale 6) LP 0.013 0.027 4.572 0.050 
7.5% energy (Scale 4) LP 0.010 0.020 4.571 0.050 
15% energy (Scale 5) LP 0.010 0.020 4.561 0.054 
7.5% energy (Scale 
10) LP 0.023 0.041 4.535 0.052 
15% energy (Scale 6) LP 0.012 0.023 4.515 0.053 
15% energy (Scale 
16) LP 0.023 0.041 4.461 0.051 
7.5% energy (Scale 6) LP 0.015 0.029 4.439 0.052 
10% energy (Scale 
15) LP 0.024 0.043 4.429 0.052 
Std. energy (Scales 1-
8) LP 0.003 0.006 4.413 0.053 
5% energy (Scale 14) LP 0.026 0.046 4.409 0.053 
10% energy (Scale 5) LP 0.011 0.023 4.390 0.055 
10% energy (Scales 
5-8) LP 0.015 0.028 4.376 0.055 
5% energy (Scale 5) LP 0.013 0.027 4.354 0.053 
10% energy (Scale 8) LP 0.019 0.034 4.352 0.059 
2.5% energy (Scales 
1-8)  LP 0.013 0.027 4.3 0.055 
5% energy (Scale 11) LP 0.026 0.044 4.296 0.057 
10% energy (Scale 7-
8)  LP 0.018 0.032 4.259 0.060 
10% energy (Scale 7) LP 0.016 0.031 4.174 0.062 
10% energy (Scale 4) LP 0.009 0.018 4.164 0.062 
10% energy (Scales 
6-8) LP 0.016 0.030 4.111 0.063 
50% energy (Scales 
1-8) LP 0.005 0.010 4.042 0.064 
5% energy (Scale 6) LP 0.016 0.031 3.996 0.063 
7.5% energy (Scale 
15) LP 0.025 0.044 3.955 0.065 
2.5% energy (Scale 
14) LP 0.027 0.049 3.8995 0.067 
2.5% energy (Scale 
15) LP 0.028 0.049 3.886 0.067 
7.5% energy (Scale 7) LP 0.018 0.032 3.881 0.069 
Mean energy (Scale 
6) LP 0.005 0.009 3.843 0.072 
10% energy (Scale 
16) LP 0.024 0.042 3.815 0.069 
2.5% energy (Scales 
1-3) LP 0.009 0.018 3.709 0.076 
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2.5% energy (Scale 
11) LP 0.028 0.047 3.708 0.074 
7.5% energy (Scale 9) LP 0.022 0.039 3.691 0.078 
2.5% energy (Scale 2) LP 0.010 0.018 3.505 0.084 
Std. energy (Scales 5-
8) LP 0.005 0.009 3.503 0.080 
7.5% energy (Scale 8) LP 0.020 0.036 3.488 0.085 
5% energy (Scale 15) LP 0.026 0.045 3.445 0.083 
7.5% energy (Scale 3) LP 0.009 0.017 3.408 0.085 
2.5% energy (Scale 6) LP 0.019 0.036 3.399 0.084 
5% energy (Scale 10) LP 0.025 0.042 3.370 0.089 
2.5% energy (Scale 
16) LP 0.028 0.049 3.369 0.086 
5% energy (Scale 7) LP 0.019 0.035 3.359 0.087 
7.5% energy (Scale 
16) LP 0.025 0.043 3.337 0.087 
2.5% energy (Scales 
1-2) LP 0.009 0.016 3.229 0.099 
15% energy (Scale 4) LP 0.008 0.016 3.183 0.099 
5% energy (Scale 2) LP 0.008 0.015 3.171 0.099 
2.5% energy (Scale 1) LP 0.007 0.013 3.085 0.106 
5% energy (Scale 16) LP 0.026 0.045 3.079 0.099 
50% energy (Scale 5) LP 0.006 0.011 2.851 0.114 
2.5% energy (Scales 
5-8) LP 0.020 0.036 2.828 0.112 
10% energy (Scale 3) LP 0.008 0.015 2.701 0.122 
7.5% energy (Scale 2) LP 0.007 0.013 2.661 0.127 
5% energy (Scale 9) LP 0.024 0.040 2.645 0.128 
25% energy (Scale 5) LP 0.005 0.009 2.611 0.126 
Mean energy (Scales 
1-8) LP 0.005 0.009 2.611 0.126 
5% energy (Scale 8) LP 0.022 0.038 2.576 0.132 
2.5% energy (Scale 
10) LP 0.027 0.045 2.524 0.134 
5% energy (Scale 1) LP 0.006 0.010 2.476 0.146 
2.5% energy (Scale 7) LP 0.022 0.038 2.403 0.141 
10% energy (Scales 
1-4) LP 0.007 0.013 2.392 0.145 
2.5% energy (Scales 
6-8) LP 0.021 0.037 2.353 0.145 
Mean energy (Scale 
5) LP 0.004 0.007 2.343 0.150 
10% energy (Scale 2) LP 0.007 0.011 2.170 0.166 
10% energy (Scales 
1-2) LP 0.006 0.009 2.075 0.176 
10% energy (Scales 
1-3) LP 0.006 0.011 2.070 0.174 
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25% energy (Scale 4) LP 0.007 0.012 2.045 0.176 
Std. SV channel 
response C 0.012 0.016 1.956 0.185 
7.5% energy (Scale 1) LP 0.005 0.009 1.946 0.193 
2.5% energy (Scale 8) LP 0.025 0.040 1.929 0.185 
2.5% energy (Scale 7-
8)  LP 0.023 0.039 1.905 0.187 
2.5% energy (Scale 9) LP 0.026 0.042 1.879 0.192 
Gini SV channel 
response C 0.091 0.118 1.843 0.196 
15% energy (Scale 3) LP 0.007 0.013 1.735 0.209 
50% energy (Scale 4) LP 0.005 0.009 1.716 0.212 
Mean energy (Scale 
4) LP 0.004 0.006 1.703 0.215 
15% energy (Scales 
1-4) LP 0.006 0.011 1.5998 0.229 
10% energy (Scale 1) LP 0.004 0.008 1.563 0.239 
Gini LM channel 
response C 0.050 0.069 1.346 0.263 
15% energy (Scales 
1-3) LP 0.006 0.009 1.334 0.269 
15% energy (Scale 2) LP 0.006 0.009 1.326 0.271 
Kurtosis (Scales 5-8) LP 2.384 3.020 1.303 0.276 
Std. LM channel 
response C 0.009 0.016 1.293 0.273 
15% energy (Scales 
1-2) LP 0.005 0.008 1.260 0.284 
15% energy (Scale 1) LP 0.004 0.006 1.045 0.329 
25% energy (Scales 
1-4) LP 0.005 0.008 0.891 0.362 
Mean energy (Scale 
3) LP 0.003 0.004 0.881 0.363 
25% energy (Scale 3) LP 0.006 0.010 0.853 0.372 
50% energy (Scale 3) LP 0.004 0.006 0.836 0.377 
Mean energy (Scales 
1-4) LP 0.002 0.004 0.782 0.391 
Mean energy (Scale 
2) LP 0.002 0.003 0.719 0.413 
50% energy (Scales 
1-4) LP 0.004 0.005 0.692 0.419 
25% energy (Scale 2) LP 0.005 0.007 0.659 0.432 
25% energy (Scales 
1-3) LP 0.005 0.007 0.649 0.435 
Mean energy (Scales 
1-3) LP 0.002 0.003 0.641 0.437 
25% energy (Scales 
1-2) LP 0.004 0.006 0.590 0.457 
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Mean energy (Scale 
1-2) LP 0.002 0.003 0.467 0.507 
Mean energy (Scale 
1) LP 0.001 0.002 0.467 0.507 
25% energy (Scale 1) LP 0.003 0.004 0.452 0.515 
50% energy (Scales 
1-3) LP 0.003 0.004 0.403 0.536 
Kurtosis (Scales 1-8) LP 8.012 8.950 0.364 0.557 
50% energy (Scale 2) LP 0.003 0.004 0.363 0.557 
50% energy (Scales 
1-2) LP 0.002 0.003 0.194 0.667 
50% energy (Scale 1) LP 0.002 0.003 0.095 0.763 
Supplementary Table 2: All of the pattern diagnostics which I looked at as potential 
measures of mimetic similarity. C= colour diagnostics, LP = low-level pattern 
diagnostic, HP= high-level pattern-diagnostic. Scale refers to the size of the Gabor 
cells used to provide that measure of energy i.e. Mean energy (Scale 2) is the mean 
energy based on cells of Scale 2. This allowed me to look at the relative importance 
of pattern features of different sizes. The percentage refers to the percentage of cells 
used of the whole population to provide that measure of energy i.e. 2.5% energy only 
includes measures of energy from cells which were in the top 2.5% in terms of the 
magnitude of response. This allowed me to look at the relative importance of the 
pattern features of different contrasts relative to the rest of the pattern. Kurtosis is the 
















mellifera 6.25-9.5mm  Ball and Morris 2015 
Eristalis tenax 
Apis 




























bee 8.25-12.75mm  Ball and Morris 2015 
Dasysyrphus 
albostriatus Wasp 6.25-9mm  Ball and Morris 2015 
Episyrphus 
balteatus Wasp 10-12mm  Gibbons 1999 
Eumerus 
funeralis Wasp 5.4-8.4mm  Skevington et al. 2019 
Eumerus 
strigatus Wasp 4.4-8.8mm  Skevington et al. 2019 
Eupeodes 
corollae Wasp 5-8.25mm  Ball and Morris 2015 
Eupeodes 
latifasciatus Wasp 7.0-10.1mm  Skevington et al. 2019 
Eupeodes 
luniger Wasp 7.8-11.5mm  Skevington et al. 2019 
Helophilus 
pendulus Wasp 8.5-11.25mm  Ball and Morris 2015 
Melanostoma 
mellinum Wasp 4.75-7mm  Ball and Morris 2015 
Melanostoma 




auricollis Wasp 6-9.5mm  Ball and Morris 2015 
Neoascia 
podagrica Wasp 3.5-5mm  Ball and Morris 2015 
Platycheirus 
angustatus Wasp 5.7-7.9mm  Skevington et al. 2019 
Platycheirus 
clypeatus Wasp 6.0-8.8mm  Skevington et al. 2019 
Platycheirus 
granditarsa 
(given as P. 
granditarsis in 
Skevington et 
al. 2019) Wasp 7.7-10.5mm  Skevington et al. 2019 
Platycheirus 
manicatus Wasp 6.75-9mm  Ball and Morris 2015 
Platycheirus 
nigrofemoratus Wasp 6.2-7.3mm  Vockeroth 1990 
Platycheirus 
peltatus Wasp 7-9mm  Ball and Morris 2015 
Platycheirus 
scutatus Wasp 6.8-8.7mm  Skevington et al. 2019 
Scaeva 
pyrastri Wasp 15mm  Gibbons 1999 
Sphaerophoria 
menthastri Wasp 10-12mm  Tagawa et al. 2018 
Sphaerophoria 
scripta Wasp 9.0-12.0mm  Skevington et al. 2019 
Spilomyia 
longicornis Wasp 12.4-16.2mm  Skevington et al. 2019 
Spilomyia sayi Wasp 10.4-16.6mm  Skevington et al. 2019 
Syritta pipiens Wasp 6.5-9.5mm  Skevington et al. 2019 
Syrphus ribesii Wasp 10-12mm  Gibbons 1999 
Syrphus 
vitripennis Wasp 7.6-11.4mm  Skevington et al. 2019 
Temnostoma 









mellifera 10-15mm  Gibbons 1999 
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Bombus affinis  
Bumble 












parietum Wasp 8-12mm Archer 2014 
Dolichovespula 
maculata Wasp 16-20mm  Milne and Milne 1980 
Polistes 
dominula Wasp 10-15mm  Archer 2014 
Polistes 
fuscatus  Wasp 15-21mm  Milne and Milne 1980 
Vespula 
germanica Wasp 12-14mm  Archer 2014 
Vespula 
vulgaris Wasp 10-13mm  Archer 2014 
Supplementary Table 3: Sizes of the hoverflies and models studied in Penney et al. 
(2012). 
