The temperature of a Fe-Cr-Ni alloy (304 stainless steel) has been measured during shock compression using a high-speed radiometric technique. Experiments were performed on highquality thick films deposited on sapphire and LiF windows. The samples had no observable porosity or defects and closely meet the ideal criteria for shock temperature measurements. Data obtained with both A1203 and LiF windows axe internally consistent, indicating that they remain transparent to high pressures and axe thus suitable windows for shock temperature measurements. Our data yield stainless steel melting temperatures ranging from 45704-310K at 138 GPa to 57104-340 K at 215 GPa, and additionally provide bounds on the initial Hugoniot temperatures of the sample between 56004-340 K at 234 GPa (near the solidus) and 65804-440 K at 283 (in the liquid field). Taken 
It is generally not possible to find an anvil with properties that match the shock impedence and thermal characteristics of the sample. Therefore, upon arrival of a shock wave at the sample-anvil interface the pressure will either partially release to a lower value or be reshocked up to higher P. In addition, there is an exchange of heat between the sample and anvil due to the different Hugoniot temperatures atrained in each of these materials. The magnitudes of these effects are in fact substantial and must be accounted for in the data reduction. We discuss these effects in more detail below.
In the design and preparation of sample assemblies, the objective is to avoid any sources of spurious thermal radiation which would contaminate the observed signal. The most obvious imperfections are sample porosity and spaces, or gaps, between the sample and anvil. At a given Hugoniot pressure an initially porous sample attains higher temperatures than a sample of ideal crystal density. Sample material adjacent to a gap is multiply shocked and also reaches anomalously high temperatures. In addition, it is desirable for the samples to be as thick as possible. Irregularities at the driver-sample interface can lead to a high temperature in this region (shown schematically at the bottom of Figure 1 
Samples
Stainless steel films were deposited on sapphire and LiF substrates using planar magnetton sputtering in an argor. atmosphere. The composition of the sputtered samples was determined by electron probe microanalysis to be nearly identical to the 304 stainless steel used in the equation of state measurements of McQueen et al. [1970] , with Cr and Ni as the primary elements alloying with Fe (Table 1) . Using a standard micrometer, the thicknesses of several films were measured and found to be in the range 12-14 J:2/•m. It is noteworthy that these films were approximately an order of magnitude thicker than some of the Fe films used by Bass et al. [1987] , thereby reducing possible contamination of the thermal signal by heat from the driver-anvil interface. Adhesion of the films to the anvil substrates was excellent; no gaps could be seen at the anvil-sample interface by visual observation with and without an optical microscope, and there were no interference fringes upon illumination of the interface with monochromatic radiation. Moreover, the surface of the films had a mirror-like appearance and no observable roughness. The state of the film material was that of a fine polycrystalline aggregate with no obvious intergranular spaces.
Because porosity can greatly affect the Hugoniot temperatures, it is important to accurately characterize the density of films used in shock temperature experiments. The 
P•ESULTS
Three experiments were conducted using sample assemblies of steel deposited on sapphire, and one was performed using LiF as the window/anvil material. Because the shock impedences of A1203 and LiF are lower than that of stainless steel, a rarefaction, or release wave was propagated back into the sample upon arrival of the initial shock wave at the sample-anvil interface. Pressures corresponding to both the initial Hugoniot state and partially released state of the sample are listed in Table 2 ns or less (approximately the response time of the detection system), there was no indication of a thermal spike. We thus conclude that our samples were sufficiently thick so that the initial observed radiation was uncontaminated by processes at the driver-sample interface.
It has sometimes been suggested that any time dependence of the voltage is a sign of the window materials becoming opaque. In this event, however, the temperature should approach that of the window material at the release 
where n is the thermal conductivity, p is the density, and C is the specific heat. A point of concern in the evaluation of shock temperature results is the error in TH introduced by uncertainties in thermal properties, particularly n. However, it is important to bear in mind that these thermal properties are used to obtain a temperature correction, which is much smaller than the observed temperatures. Figure 4 illustrates only one of several possible release paths involving melting. For example, if release melting were completed at a higher pressure than P•t then the release path would leave the melting curve and enter the melt field. Alternatively, at very high Hugoniot pressures where the shocked sample may be completely molten, the melting curve will not affect the release path. However, the sample will not be able to cool below the melting curve by thermal contact with the anvil until the heat of fusion is overcome, so the temperature is again buffered at about TM. A complete discussion of various possible release and cooling paths is given by Tan and Ahrens [1990] .
Just as the cold window can cause freezing of the sample, the hot sample can induce melting of the window materiM. In this case, a melt front will propagate into the window, a solidification front will propagate into the sample (Figure 5 The importance of the analysis of Tan and Ahrens [1990] is that it allows the observed interface temperature to be related to the melting temperature at the release pressure. We thus obtain the melting temperature TM of stainless steel at the release pressures defined by the shock impedence of the anvil materiMs. The inferred TM values are listed in Table 2 and are plotted in Figure 6 . These values define a melting curve with a positive Clapyron slope. For the present, we ignore the difference between the liquidus and solidus, which at one atmosphere is ~100 K and beyond the resolution of our experiments. It is significant that the datum obtained using a LiF window is entirely consistent with the trend for shots using A12Os windows. Because LiF and A12Os attain very different temperatures at high shock pressures [Svendsen et al., 1989 ], the internal consistency of these data strongly suggests that we are observing the temperature of the sample surface and that the windows are remaining transparent. If this were not true, the LiF window would yield a substantially higher temperature than the Al•Oa window.
It should be emphasized that the analysis of Tan and Ahrens [1990] relates the interface temperature only to melting at the release pressure, TM. These authors concluded that it is possible to extract the Hugoniot temperature only at low shock pressures, where release melting does not occur, or at the highest pressures where a metal is completely melted and heat conduction to the anvil is not sufficient to induce solidification. In such cases, equations (2)-(4) are appropriate and TH can be extracted. However, it is apparent from Figure 4 that the two effects of release melting partly offset each other: Relative to simple release and heat conduction, in the absence of melting or freezing, the temperature drop due to release melting is greater (because melt is produced), whereas the temperature drop due to contact with the window is smaller (because of the latent heat of fusion 
