Abstract. We describe the real, complete modules of the Clifford Algebra C(Z), where Z is a real Hilbert space acting by skew-adjoint operators.
Introduction.
Let Z be a real separable prehilbert space and C(Z) the corresponding Clifford Algebra, i.e., the quotient of the Tensor Algebra of Z by the ideal generated by the elements of the form z 1 z 2 + z 2 z 1 + 2(z 1 , z 2 )1, with z 1 , z 2 ∈ Z. We determine here all the representations of C(Z) on real separable Hilbert spaces where the elements of Z ⊂ C(Z) act skew-adjointly.
One may assume that Z is complete as well. Every such representation gives rise, upon complexification, to a representation of the algebra C C (Z) = C ⊗ C(Z) on a complex Hilbert space, where Z still acts by skew-adjoint operators. Hence, to determine the real representations of C(Z), one first determines the complex representations of C C (Z) and then finds the possible C(Z)-invariant real forms of them.
For m = dim Z < ∞, the question, its answer and geometric interpretation go back to E. Cartan and Killing [C] . The representations of C C (R m ) are direct sums of either one or two finite dimensional, irreducible representations, depending on whether m is even or odd. These remain irreducible over R if m ≡ 1, 2, mod. (4), or split uniquely into a direct sum two dual irreducibles otherwise. In particular, a C C (R m )-module splits over R if and only if m ≡ 0, 3 mod. (4). If dim Z = ∞ the situation is much more complicated, as it happens in most non-abelian contexts. But unlike them, in the case of a Clifford Algebra one can still describe a family of representations that intersects every equivalence class. For C C (Z), this was essentially done by Gårding and Wightman [GW] , in the language of the Canonical Anticommutation Relations of fermionic fields. They obtain "a true maze" of them, in particular, of inequivalent irreducible ones.
Here we complete the program by constructing all invariant real forms of the Gårding-Wightman modules, thereby extending the result in italics to infinite dimensions. We find both types of behavior, also coming in mazes. The Fermi-Fock representation remains irreducible over R, while there are many basic representations on L 2 (T 1 ) which are irreducible over C but split over R -always in a non-trivial way.
As an application, recall that C(R m ) has a module of rank m + 1 exactly for m = 1, 3, 7, in which case the Clifford action defines in R 2 , R 4 , R 8 , the corresponding complex, quaternionic and octonionic products. Of course, that property also holds for m = ∞, leading to a maze of real, infinite dimensional algebras satifying ||xy|| = ||x||||y|| and where every non-zero element is a left-unit (cf.
[RP], [GKS] ). Theorem (3.5) describes all of them.
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The Gårding-Wightman modules.
We translate here the results of [GW] in the language of Clifford modules (see also [Go] , [BSZ] ). According to [GW] , a representation of the anticommutation relations (ACR) consists of a countable set of bounded linear operators a k on a separable complex Hilbert space H, satisfying
The a k and a * k are sometimes called the (fermionic) creation and anihilation operators, respectively.
To view these as representations of C C (Z), we choose a complex structure σ on Z compatible with its metric, making (Z, σ) into a complex-hermitian Hilbert space. Choose a unitary basis z 1 , z 2 , ... of it, so that z k , σ(z k ), form a real orthonormal basis of Z. Then, the following formulas define a 1-1 correspondence between representations of the ACR and continuous representations J of the algebra C C (Z) on H such that the operators J z , z ∈ Z, are skew-hermitian:
Note that z → J z is not assumed to be C-linear and that for z ∈ Z, |z| = 1, the operator J z is unitary and its square is −I. Let X be the set of sequences x = (x 1 , x 2 , . . . ) where each x i is 0 or 1 (space of fermionic "occupation numbers"). We can regard X as a group under componentwise addition modulo 2. Let ∆ be the subgroup of X consisting of sequences with only finitely many 1's. It is generated by the sequences δ k where the k-th component is 1 and the all others are 0.
The Gårding-Wightman (or GW) modules are parametrized by triples
with the following objects as entries. µ is a positive measure over the σ-algebra generated by the sets X k = {x : x k = 1}, which is quasi-invariant in the sense that its translates by elements δ ∈ ∆, (µ δ (E) = µ(E + δ)) are equivalent to µ, i.e., have the same sets of measure zero. The second entry of the triple is a measurable function ν : X → Z + ∪ {∞} such that ν(x + δ) = ν(x) for all δ ∈ ∆ and almost all x ∈ X. The third entry is a family of unitary operators c k (x) :
The Hilbert space isomorphisms H x+δ k ≈ H x are in principle part of the data, although changing them should result in unitarely equivalent representations. One may therefore assume that the family H x is invariant under translations by ∆.
The representation associated to a triple (µ, ν, {c k }) is realized in the Hilbert space
The main observation is that in any representation of the ACR, the operators
k form a conmuting set of projections over the sets X k and their complements X ′ k , respectively, so that.
for all f ∈ H and for almost all x. The direct integral (2.4) is just the corresponding spectral decomposition.
Setting
our notation becomes consistent with that of [GW] .
V is an invariant real form of C ⊗ V . Hence, to determine all real modules over C(Z) it is enough to determine all the invariant real forms of the Gårding-Wightman modules. This is equivalent to determining all the invariant real structures of the latter, i.e., the antilinear operators S : H → H which commute with C(Z) and such that (3.1)
As S is a C(Z)-morphism and A k = iJ z k and B k = −iJ σ(z k ) by (2.1) and (2.5), we know that for all k
Hence,
Every operator L that conmutes with N k and N ′ k for all k is an operator of multiplication by an essentially bounded measurable operator-valued function φ:
(cf. [G] ). In particular, N k and N ′ k correspond to multiplication by the characteristic functions of the sets X k and X ′ k respectively (see (2.6)). From now on, we let H be the complex Clifford module associated to (µ, ν, c k ) Lemma 3.4. Suppose that H admits an invariant real structure S. Let E ⊂ X be measurable and χ E its characteristic function. Then, if
Proof. (i) follows from (3.3) and the fact that X k and X ′ k generate the σ-algebra where µ is defined.
To prove (ii), set F = Supp(f ). Then
As S is an involution,
Consequently, all the inclusions above are equalities. For (iii), as S preserves norm, Re(Sf, Sg) = Re(f, g). Also,
and the assertion follows.
For µ a measure over X define the measurẽ
Theorem 3.5. H admits an invariant real form if and only if µ andμ are equivalent, ν(x) = ν(1 − x) for almost all x ∈ X and there exist a measurable family of operators r(x) :
which are antilinear, preserve the norm and satify
for all k ∈ N and almost all x ∈ X.
Proof. Proof: Assume that S is an invariant real structure on H. To see that µ and µ are equivalent, it is enough to see that for any mesasurable E ⊂ X with µ(E) > 0, it holds thatμ(E) > 0. To this end, write X = ∪ n>1 E n where E n = {x : ν(x) = n}. We can assume that E ⊂ E n for some n. Let h be a unit vector of H x for some x ∈ E. Define the functions f (x) = χ E (x)h and g(x) = (Sf )(x). As S preserves norms By the Lemma 3.4, the support of g is 1 − E, so
Then,μ(E) = 0 implies µ(E) = 0, which is a contradiction. To see that ν(x) = ν(1 − x) for almost all x ∈ X, assume the contrary, that is, for some n there exists a set E ⊂ E n such that µ(E) > 0 and 1 − E ⊂ E n−1 . Let
be an orthonormal basis of the n-dimensional Hilbert space H n (H x ≈ H n for all x ∈ E). Set f i (x) = χ E (x)h i and g i = Sf i for i = 1, . . . , n. We will prove that for almost all x, {g 1 (x), . . . , g n (x)} are n non-zero orthogonal vectors in H 1−x , is a contradiction, since we have assumed 1 − E ⊂ E n−1 .
For an arbitrary F ⊂ E with µ(F ) > 0, we have that
Since F is arbitrary and µ andμ are equivalent we have that g i (x) = 0 a.e., and hence g i (x) = 0 a.e. We now prove that ν(x) = ν(1 − x) almost everywhere. Assume the contrary. Then, there must be a set of positive measure E such that E ⊂ E n 1−E ⊂ E n−1 for some n. Since µ andμ are equivalent, µ(1−E) > 0. Let {h i } n i=1 be an orthonormal basis of H x with x ∈ E n and f i (x) = χ F (x)h i for any given subset F ⊂ E. These are orthogonal in H and, therefore, in
Since µ ≈μ and F is arbitrary, we conclude that for almost all x ∈ 1 − E, (g i (x), g j (x)) = 0. On the other hand,μ(F ) = 1−F g j (x) 2 dµ(x) for almost all x ∈ 1−F . Therefore g j = 0, so that the g j cannot vanish. Since E has dimension n − 1, this is a contradiction. We conclude that ν(x) = ν(1 − x) for almost all x.
Up to identifications, we may now assume that H x = H 1−x . Define the operator
T is C-linear, unitary and satisfies the relations
ST is then an antilinear operator on H which conmutes with all the N k and N ′ k . Therefore (cf. [G] ) it can be represented as multiplication by a measurable operator-valued function r(x), where r(x) : H x → H x = H 1−x is antilinear. Since T and S are involutions, we obtain, respectively,
and r(x)r(1 − x) = 1.
S anticommutes with the operators A k and B k , because it commutes with J. Therefore r(x)(−1)
a.e. and there exist operators r(x) : H x → H x that satisfy (3.6) a.e., we can define T and S as above. Is straightforward to see that S is in fact an invariant real form of H.
If dim Z = 2m < ∞, µ andμ are equivalent because they are quasi-invariant discrete measures concentrated in the same coset of ∆ (namely, X = ∆ itself) [GW] . From (3.5) we deduce
Assuming, as we may, that r(0) is the standard conjugation on C, we see that H splits /R if and only if m(m + 1)/2 is an even integer, that is, for m ≡ 0, 3 modulo 4, as is well known.
In the infinite-dimensional case the status of Theorem 3.5 is somewhat peculiar. There are always plenty of solutions r(x): they can all be described by fixing a full set A ⊂ X of representatives of X modulo ∆ ∪ (∆ + 1), defining r(a) on A arbitrarely and extending it to all of X according to the rules
In this sense, any GW module with ν invariant and µ quasi-invariant under translation by 1, "splits over R". But since the set A is not measurable, the resulting functions r(x) may not be either. The difficulty of deciding whether a given GW module actually splits, i.e., whether there is a measurable r(x), depends on the module. From now on, assume that Z is infinite dimensional and separable.
Corollary 3.7. If µ is discrete and H is irreducible /C, then H is irreducible /R. In particular, this is so for the Fermi-Fock representation.
Proof. A proper invariant real subspace U ⊂ H must be a real form of H. Indeed, U ∩ iU is complex, invariant and proper, hence equal to {0} by irreducibility. By the same reason, U ⊕ iU is complex, invariant and not {0}, hence equal to H. Since GW] . As X is infinite, 1 − (x o + ∆) and x o + ∆ are disjoint. This implies that µ andμ are not equivalent and therefore H cannot have an invariant real form. The Fermi-Fock representation corresponds to the triple (µ ∆ , 1, 1), where µ(δ k ) = 1 for all k and µ(X − ∆) = 0, hence it is supported in the discrete set ∆.
Corollary 3.8. If µ X is the Haar measure on X and c k (x) is the constant function 1 (resp. −1) for k even (resp. odd), then H (µ X ,1,{c k }) is irreducible /C but splits over R.
Proof. Irreducibility of the GW module is known [GW] . For the second assertion it is enough to take r(x)z =z in the Theorem.
While determining if a given GW module has an invariant real form may be difficult, constructing all the real C(H) modules up to equivalence, is not. The next and final Theorem shows that any pair (H, H R ) consisting of a GW module H together with an invariant real form is unitarely equivalent to one of the following standard type.
Let
be a direct integral of real Hilbert spaces satisfying the conditions
for all δ ∈ ∆ and almost all x ∈ X. With H = C ⊗ H and
Clearly, H x+δ = H x = H 1−x , K x is a canonical real form of H x and K one of H. Denote by¯the corresponding conjugations, so that
for all f ∈ H. This determines corresponding conjugations on endomorphisms c bȳ c(f ) = c(f ).
Theorem 3.9. If (µ, ν, {c k }) is a GW module modeled on a Hilbert space H as above, satisfyingμ ≈ µ, ν(1 − x) = ν(x) and
is an invariant real form of H. Conversely, any pair consisting of a GW module together with an invariant real form, is unitarely equivalent to one of that type.
For the first assertion we just need to apply Theorem (3.5) with r(x)f (x) = f (x). For the converse, start with any split module and let S, T, r(x), be as in the proof of (3.5). In it we have fixed identifications ψ x : H x → H 1−x in order to define the operator T . Explicitely, letting Φ(x) = dμ(x) dµ(x) , the "actual" operator is (τ f )(x) = Φ(x)f (1 − x) and
Ifψ x : H x → H 1−x is another identification, the corresponding operator will be
with h x =ψ −1 x • ψ x unitary on H x . Define u(x) = H x → H x by u(x)f (x) = r(x)f (x).
These are C-linear and norm-preserving, hence unitary and measurable in x, because r(x) is so. Change the chosen identification H x ≈ H 1−x by u(x), so that the new operator T will beT f (x) = u(x) −1 (T f )(x).
For this identification and the equivalent real structurẽ
This effectively shows that, up to equivalence, we may take r(x) to be conjugation with respect to any basic flat field of real forms. Since the operators c k (x) do not depend on the identification H x = H 1−x , the relations (3.6) must still hold for the newr(x), which translates into c k (1 − x) = (−1) k c k (x).
The simplest example of a GW module that splits has parameters (µ X , 1, {γ k }), where γ k (x) is the constant function = 1 for k even and = i for k odd. As all the examples with ν = 1, it can be realized on the standard L 2 (T 1 ) of complex-valued functions on the circle, since as a measure space, (X, µ X ) is the same as the interval (0, 1) -hence to the circle T 1 , equipped with the Lebesgue measure. In these terms,
where t → t ′ consists of changing all the digits in the diadic expansion of log t/2πi.
