The st atistical t heory of st ationar y processes has wide applications in t h e ana lysis of r a dio w ave propagation data. In t his paper, assuming th e knowledge of t he b asic concep ts o f probability the::Jry on th e part of t h e reader, char acteristics of st ationar y processes such as covfLri a nce and spectr al densit y fun ctions have been developed , probl ems of estimating t hese charact eristics have been tackled , and numerous examples have been worked out to illustrate th e theory.
Introduction
Th e inde terminacy in science, in m icroscopic as well as macrocopic physical processes, is gradually replacing the con cept of t1 a cause and its eHeet" by the concept of t1a cause and th e probability distribution of it possible effects." We no lon ger ask the questions : will this sign al b e received? will a meteor be observed during this time interval ?
Instead we ask : what is the probability that Lhi s signal will be received? what is the probability that during this t im e interval at leas t one m e teor will be observed ?
In radio scien ce the probability theory and s tatistical me thods have wide appli cation s, both in the development of theories and in the an alysis of data. Scattering of radio waves from an irregular surface, propagation of electromflgnetic field in an inhomogen eous mcdium , r efl ection of radio sig nals from meteor trflils, the in ter ac tion of solar and cosmi c en ergy with the earth's a tmosphere, and many other such processes require theoretical models based on some kind of probability mechanism . Some models for these phenomena have alrady b een propose d (to quote a few examples: Rayleigh [1899 Rayleigh [ , 1919 , Rice [1951 ] ' I sakovich [1952] , Hoffman [1955 Hoffman [ , 1959 , Wheelon [1960] ) , but essentially the field is wide open. The real challenge is to develop a sufficient number of stochastic models which would provide proper methods of analyzing mountains of dHta, which have already been collected, and point out ways for further meaningful experiments. In the absence of satisfactory theories, from which deductions can be made, we can only rely on ad hoc inferential hypotheses based on the statistical analysis of the data. Hence we turn to the question: what s tatistical methods can b e used profitably to reduce the data in to a few meaningful numbers? W e finel that thc statistical theory of stationary proces es , if correctly applied, has been and can be of great use. Vlfe shall , therefore , confine our study to the characteristics of stationary processes and efficient procedures for estimating these characteristics. The 1\11owleclge of the basic concepts of 571 probability theory will b e assum ed on t he p art of the r eader.
. Definitions
A random process, {X(t)}, is a fun c tion of a param eter t , su ch th at for each value of t , X(t ) is a random variable. vVe will r efer to t as time, although it may b e an arbitrary p ar am eter. If t tak es on only discr ete valu es, say .. . , -2, -1, 0, 1, 2, .. . , the process, { . .
. , X (-2), XC-I ), X (O), X( I ),
X (2 ) }.([ .(t ) , of th e en v elope, X(t ) , of the received sign al , {1\,[(t) } is a discr ete-time and { X (t)} is a continuous-time process. An observed r ecord of { X (t )}, written wiLhout th e curly brack e ts as X (t) , is called a sample f unction. The curly brack e ts simply denoLe that there ar e infini tely m any possible sample func tion s which cons tituLe the r andom process. If ther e is one and only one possible sample function , then the process is not random but cleterministic.
"What we want to lmow is the joint probability distribution of the random variables X (tl )' . .. , X(t n) for arbitrary n, t l , • • • , t n. In its generality it is an impossible task, as it requires infinitely many sample functions observed over infinite time intervals. Thus we cannot proceed further with the analysis without assuming certain structure for th e process.
A random process, {X(t) 
. Stationary Processes
In genCI'al, a record of some aspect of radio propagation cannot be considered as a sample function from a stationary process. For example, let X(t), t = l, 2, . . . , denote the hourly median value of the critical frequency, jOF2' of tbe F2 layer of the ionosphere observed at ''Vashington. D.C .. From a priori considerations we would expect a .clmrnal, a seasonal and a ten-or eleven-year cycle III the record the'last mentioned cycle corresponding to the sun~pots cycle. However, if we eliminate these cycles by the least-squares fit .we may reason:=tbly .assUl~le that the residuals constItute a sample functIOn of a stationary process. As we shall see later, theoretically it may be admissible to consider even a record with discernible periodicities in it as a sample function from a stationary process, bnt in a single rec.ord it is always advisable to remove such discermble cycles, and also the low-frequency part which, due to the limited extent of data, appears as a trend, before spectral analysis of the data. (For proper regression alUl,lysis refer to Siddiqui [1960] . 
EX(t) = O; EX(t)X(t +s) = 'Y (s) = 'Y(-s). (3.1)
The question of estimating EX(t) = p" when p, is not assumed to be zero, will be taken up in the next section.
The spectral representation of a wealdy stationary process with mean zero, suggested by Crame~ [1940, 1942] dj> O, (3 .3 ) and G(t), called the spectral clistTibution junction, is a non decreasing function with 5) from the orthogonality of z (j). In (3 .2) and (3.5) we have admitted negative as well as positive frequencies. It is possible to develop the theory in terms of posi tive frequencies only, in which eaEe we 1 will use cosine function for transformation rather I than the exponential function. Obviously, exponential functions are much easier to work with than trigonometric functions. Hence, we will retain the representation as given above.
EX(t)X(t +s) = EX(t)XCt +s)
= I _oooo e'2'i!'dG(f ),(8.
I
The integrals (3.2), (3.5), and others which will i appear below should be interpreted in the Stieltjes I sense. Thus, Noting that clZ(-j k) = d Z(jk) = (ak + ibk )/2, and re-I membering the orthogonality property of z (j) , I and that E X(t) = 0, we have 
wh e re E ldz2(f)l2 = rh(1)(f: a nd ao , a k , bk , . not o nl y s<1t is l\' 0.6) bu L Itlso are un correl<tted wIth dz2(1). It m l;Y be noted that , sin ce (Lo, (L k, bk a re ind ep(' ncie n t I of t , in a single Sll lllpl e fun cL io n tll. e~· appea r as constallls; h e nce the cl esimbility of es tim atin g these co nsta nt s b.\" tIll' lenst-squ ares m eth od as di sc ussed em'lier in th.e section.
From h er e onwards we shall aSS Ulll e Lhat by proper
is "' differc nliabl e, a nd tile represe nla tio n (3.5b) h olds.
(3.5b) ca n be in verted to give 8) and g(l") is continuous every where . Thus a su..f jicient condition for the conti nuity of g(l') is that Ir(s) I be i ntegrable.
I t is nol s ufftcient, however, Lh,tt on ly res) b e in legra bIe , for exa mpl e, i [
whi ch is discontinuous atj= ± B. It lllay be noLed
h e 11 ce , 1/ (L continuous-time pi oceS8 p08lieSSeS a spectral denl5ity function, itli coval"iance function res) is continuous el"el"ywhere. ~[ an.\" a ti l11 e we wis ll to obLa in the relation ship bel \H'e ll l ite speC'lml den s ity fundiOll S or two p r ocesses { X (I) } a nd { nt) }' wh ic h I1 re related lhrough sOlll e l illear d ifl"erL'nti,l l Or integ ral eq ualion . T h us, for eXl1lllple, lhe fr equ e ncy of ,1 s iglll1 l is the dcrivative o f ils ph,(se.
Let {X (t) } be 11 \\'ellkly s laLio ll llr:" proccss, 1\ '(t) a rel1l integrable funC'lion , all d let 
Henl' e, by (3 .3), (3. 12) wh ere 9yU) Imel 9xU) IU' C th e spectral densi ty fUll cti o ns o f { Y (t) } alld {X (t )}, r esp ectively. Thu s { Y (t ) } is 111so it wellkl.\~ s tatiollar~" process. It is to b e ll oted tha t t h e in tegmbili ty of W et) is an essenti ,ll condition for (3. 12 ) to hold . Al so, we r equire th 'lt 91/ (j ) b e integmble.
L et us n ow consider
13)
wh er e X U)(t )= dJX /dt i Again , using th e sp ectr al representation of {X(t )} process, we ob ttti n dz,,(f)=(ao+ (27r~f)al + ' . .
Of course, { U (t) } will b e d e. fin ed if and onl~~ if gu(.f) is in tegrable, i .e., when 'Yu(O)< ro .
A particular case of in ter est is ob t ain ed fr om (3. 13) b y set tin g ap = l , aj= O, .i~p, so tha t U(t)= X (P) (t). 
'Yx(t), -'Yi 2 )(t), 'Yi 4 )(t), . . . , ( -l)v -I 'Y?P-2)(t),
is a covarian ce fun ction of a sta tionary process.
Furtherlllore, EX(t) X U) (t+s) = 'Y (J)(s) ; hence X(t)
a nd X (2 j -l)(t), . 1= 1, . .. , p, will b e un coL'rela t ed.
.2 . Discrete-Time Processes
It is a common practice to observe a process a t equal in ter vals of t ime even though the process m a~T b e a continuous-t ime process. L et t b e m eas ured ill seconds so t ha t f is m eas ured in cycles per second . 
wi th E ldzx (j) 12 = ylf) dj.
Rela tions corresponding to (3 .12) and (3 .14) can easily b e ob t ained by replacing in tegrals with summation s and differ en tia.l equ ations wi th differ ence equ a tions.
Estimation of the Mean
L et {X(t) } b e a con tinuous-timc we akly sttl tionary process wi th the m ean fJ. , the covaria nce fun ction 'Y (s), and the sp ectral density fun ction gcr). L et a sample fUll ction X (t), 0 ~t ~ T, b e avail able. Cons ider the sa mple m ean
• 0 (4.1)
W e h ave Em = fJ. , and [Siddiqui , 1961 , eq (2.9 ) The variance of 1n can also be expressed in t erms of g(.f) . In fact , using (3 .5b) in (4.2) and interchanging the order of in tegl'a tion with r esp ect to f and s, we obtain r oo sin 2 7rTf Thus when g(j) is continuous at zero and
In any case, var m --'>O as T ro whenever g(j) is continuous at zero , so that m tends to fJ. in probability (ergodi c property). For a discreLe sample X k= X(kh) , k = l , 2, ... , N, the correspondin g resul ts are 
Thus val' m = O( T -I+a) rather than OCT-I). Note th at p v g(j)
is integrable for p = l, 2, . . . , hence the process is differentiable to any order.
Estimation of the Covariance and the Spectral Density Functions
In this section we will confine ourselves to di scretetime Gaussian processes.
Let { X k }, lc = . . . , -1, 0, 1, ... , b e a discr etetime Gaussian stationary process with mean fJ. , covariance function 'Yk, and spectral densiLy g(j) . g (j) and 'Y k are related by the transform pair where N is assumed to b e an odd integer, and where ;!.. g2(j) ; so that gNU ) do es not converge to g (l) as N ---?> co. We mention here two alternative estImates which converge in proba bility to g(j), i.e., which are consistent estimaLes of g(j ).
(1) Bartlett [1950] .
(2) Blackmrtll and Tukey [1958] .
gYP ( 
I
Another powerful techniqu e is to find a linear filt er W et) su ch that if X l is the input, the output, Yl! is approximately a white noise, i.e., gvU) = (T~, -! ~j 
plotted corresponds to t = 5 . In figure 2 the autocorrelation fun ction , r(T) = CT/ Co, of this dltta is plotted for T= I , 2, . .. , 120; and in figure 3 , th e Blackman-Tl.lkey speetml density fun ction , g, IJ) (j), is graphed against frequ en cy, j, cycles p er year.
g;P (j ) is the normali zed d ensity pel' cycle p er year.
The sp ectral d en si ty indiclttes that there are two Juud amentfl.l cycles ill the d atlt correspondin g to j = 0.1 ( 10-~T eycle) , and j = 1 (one yr cycle). B esides these, their first two hm'monics U = 0 .2, 0.3, and j = 2, 3), and their " interaction" fr equ en cies (j= l ± 0.1 = 0.9 , 1.1 ) are ltlso sign ifican t . Sin ce the least common p eriod Jor all these cycles is 120 months, b efor e furth er an ltlysis it seem ed ltdvisable to aelel Jour more terms to the cl itta in fig ure I Let x(t ) denote th e JOF2 value at time t. Then
x(t ) is represented as x(t ) = m(t) + z(t ),
where X= N -l ~ x(t), t and th e summation over j is on j = l , 2, 3, 9, 10, 11, 20, and 30. z(t) r epresen ts the "error" or " noise." The coefficients aj and bj are obtained by the leastsquares method, and their values are as follows: After fittin g mU), the residuals z(t) are calculated from z(t) = x(t)-m(t). Autocorrelation analysis of z(t) shows that they can b e consider ed as "white noise." To test whether the residuals are normally distributed, the range (-ro, (0) is divided into 10 intervals such that in each interval the exp ected frequency is the same, i.e., 24. For this purpose an estimate of val' z is required. This estimate is 2= ~Z2 (t) =87.1 = 0 39 8 z N -17 223 . ,
We note that ~z(t )= O. The resulting class intervals and th e observed frequencies, fo, ar e tabulated in table 2. , 1954, 1964, 1974 , the values for t = 13 to 24 for th e months of a year ending in 5; and so on. Since th e residual standard d eviation is 0.62, uniform 95 percent confid ence limits for x(t) are m(t )± 1.2 . 
Estimation of the Distribution Function
The process distribution function, P (x), is the probability that X,~x. The ample distribution function , P *(x), is the proportion of Xl , . . ., then val' P *(x) -70 as N -7 ex:> , and P* (x) converges in probability to P (x) (ergodic property).
To estimate va l' P* (x) from the sample, we need an estimate of P k (x,x) . For this purpose we find the proportion of the sample pairs (X" X/ H) such that both Xt~X and X'H~X. " 'e will denote this proportion as P ; (x,x) .
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Example 6.1. The following is a systematic sample of SO observations (read at 5-sec intervals) ofreceived field intensity in (micr ovoltsY Read left to right. If we assume the Rayleigh power d istribution for the above data, the distribution funct ion is most efficiently estimated as
