An algorithm for computing intrinsic distance functions and geodesics on sub-manifolds of ¢£ ¥ ¤ given by point clouds is introduced in this paper. The basic idea is that, as shown in this paper, intrinsic distance functions and geodesics on general co-dimension sub-manifolds of ¢£ ¤ can be accurately approximated by the extrinsic Euclidean ones computed in a thin offset band surrounding the manifold. This permits the use of computationally optimal algorithms for computing distance functions in Cartesian grids. We then use these algorithms, modified to deal with spaces with boundaries, and obtain also for the case of intrinsic distance functions on sub-manifolds of
Introduction
One of the most popular sources of point clouds are 3D shape acquisition devices, such as laser range scanners, with applications in geoscience, art (e.g., archival), medicine (e.g., prohestetics), manufacturing (from cars to clothes), and security (e.g., recognition), among other disciplines. These scanners provide in general raw data in the form of unorganized point clouds representing surface samples. With the increasing popularity and very broad applications of this source of data, it is natural and important to work directly with this representation, without having to go to the intermediate step of fitting a surface to it (step that can add computational complexity and introduce errors). See for example [6, 9, 10, 12, 13, 20, 21, 24, 25] for a few of the recent works with this type of data. Note that point clouds can also be used as primitives for visualization, e.g., [7, 13, 26] , as well as for editing [34] .
Another important field where point clouds are found is in the representation of high-dimensional manifolds by examples (see for example [15, 19, 30] ). This type of high-dimensional and general co-dimension data appears in almost all disciplines, from computational biology to image analysis to financial data.
Note that in general a point cloud representation is dimension free, in contrast with other popular representations such as triangular meshes. Some operations, such as the union of point clouds acquired from multiple views, are much easier than when performed on the triangular meshes obtained from them. This paper addresses one of the most fundamental operations in the study and processing of sub-manifolds of Euclidean space, the computation of intrinsic distance functions and geodesics. We show that this can be done directly working with the point cloud, without the need for reconstructing the underlying manifold. We present the corresponding theoretical results, experimental examples, and basic comparisons to mesh-based by paths constrained to be in In [22] , we presented a new approach for the computation of weighted intrinsic distance functions over hyper-surfaces. We proved convergence theorems and also addressed the fast, computationally optimal, computation of such approximations. The key starting idea is that distance functions satisfy the (intrinsic) Eikonal equation, a particular case of the general class of Hamilton-Jacobi partial differential equations. Given E ¦ G F (an hyper-surface in is never less accurate than the numerical error of these algorithms.
In [22] , the result above was limited to co-dimension one closed hyper-surfaces, and the theory was applied to implicit surfaces, where computing the offset band is straightforward. It is the purpose of the present work to extend the aforementioned Theorem to deal with: (1) in presence or absence of noise, and (4) convergence of geodesic curves in addition to distance functions. We should note that Theorem 1 holds even when the metric is not the one inherited from ¡ ¢ , obtaining weighted distance functions, see [22] . Although we will not present these new results in such generality, this is a simple extension that will be reported elsewhere.
General distance functions and geodesics approximation results
We now generalize Theorem 1 to cover open manifolds and general co-dimension. The convergence of the corresponding geodesic curves, which was not studied in [22] , is obtained as well. As mentioned above, , see [22] .
proofs are omitted due to space constraints, and they can be found in [23] . 
Let's point out that we do not know yet whether the convexity condition for ¢ F is really necessary in order to prove this rate of convergence, and advances on this precise issue will be reported elsewhere. Note that still, from Theorem 2, we have uniform convergence, even if the rate is not explicitly computed.
To summarize this section, the extrinsic Euclidean distance and geodesic computed in a thin offset band around the manifold F uniformly converges to the intrinsic ones on F , for general co-dimensions and both closed and open manifolds. Under special cases, the rate of convergence can be explicitly computed. With these new results, we are now ready to proceed with manifolds given by point clouds.
Point clouds
be points on the sub-manifold , and the rightmost quantity can be bounded by V p i r q (see [22] and ¤ 3 ). We therefore obtain the following basic results for point clouds: 5 We should point out that results such as those in [1, 2, 3] 
is small enough, we can prove results similar to Theorem 4 and Corollary 2. In general, all what is needed is to guarantee that the union of balls includes the underlying manifold F (this coverage principle will be addressed in more detail in future sections). Moreover, we are not restricted to use just balls, and for example hyper-ellipsoids can be used as well to define the band. In particular, we can use hyper-ellipsoids that are adapted to the local geometry and density of the point cloud. This can be obtained by iterative local principal component analysis [8] . This scenario may be desirable for example when more resources are spent on areas of the manifold that are "harder" (high curvatures) than on those geometrically simpler parts (low curvatures).
Distance functions on randomly sampled manifolds
In the previous section, we dealt with a deterministic set of points in ¡ ¢
. We now consider a probabilistic framework, with points randomly sampled from a manifold 
hold, then
Of independent interest is the following Random Sampling Asymptotic Theorem for sub-manifolds of ¡ ¢ , which can be proven using the preceding Theorem: 8
Theorem 6 Under the hypotheses of Theorem 5, we have
We now proceed with the convergence results for the corresponding distance functions. Being E and points on F , our main goal is to prove some kind of random convergence towards
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for the random 6 We will also write 6 8 7 9 # @g B A . 7 Note that we are considering a sequence of offsets that goes to C . This is not necessary, but it is in the spirit of our work, since we need
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in order to achieve convergence of the distances. 8 Here, for the sequence of R.V.
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, and the R.V. 
Details about how the intrinsic characteristics of the manifold play a role in the above convergence results are reported in [23] .
To summarize, in this section we have addressed the distance convergence results for randomly sampled manifolds. We have presented results regarding the probability that the manifold of interest is covered by the union of balls centered at the random samples and that the error between the corresponding intrinsic and extrinsic distance functions is bounded. We now proceed to add noise to the samples.
Distance functions on noisily sampled manifolds
Since manifold samples are expected to be noisy, it is important to add this to the results presented above. Although a particular model of noise is assumed in this section, the results can be easily extended to other models.
Assume 
In fact, as a consequence of the presence of noise in the points, we have that
, and the claim follows from Theorem 4. That is, our bound regarding the absolute convergence of the distance in the cloud of points is worse than the one we can guarantee in absence of noise. Moreover, we have bounded this "worsening" using the parameter describing the noise. Up to first order, this worsening can be approximated by
To conclude, we wish to estimate the probability of having 
that the intrinsic distance and geodesics can be approximated by the Euclidean ones computed in the band defined by the union of balls centered at the points of the cloud. The problem is then simplified to first computing this band, and then use computationally optimal techniques to compute the distances and geodesics inside this band, exactly as done in [22] for implicit surfaces. The band itself can be computed in several ways, and for the examples below we have used constant radii. Locally adaptive radii can be obtained as mentioned in ¤ 4 , or can be based on diameters obtained for example from minimal spanning trees. We now make some very basic comparisons between our approach to geodesic distance computations and those based on graph approximations to the manifold, such as the one in Isomap [30] . 10 The goal is to show that such graph-based techniques are more sensitive to noise in the point cloud sample. This is expected, since the geodesic in such techniques goes through the noisy samples, while in our approach, they just go through the union of balls.
In the case of ¢ . We then note that for a fixed noise level , by increasing ) we actually worsen the graph approximation, whereas we are making our approximation better.
In the table below indicates the radii and the size of the neighborhood for Isomap. The graph approximation shows less robustness to noise than our method, as was argued above. This is also true for the sensitivity, 11 where our approach outperforms the graph-based one by at least one order of magnitude. Note that the sensitivity for our approach can be formally studied from Theorem 3. 
Concluding remarks
In this paper, we have shown how to compute distance functions and geodesics intrinsic to a generic manifold defined by a point cloud, without the intermediate step of manifold reconstruction. The basic idea is to use computationally optimal algorithms for computing Euclidean distances in an offset band surrounding the manifold, and use these to approximate the intrinsic distance. The underlying theoretical results were complemented by experimental illustrations. As mentioned in the introduction, an alternative technique to compute geodesic distances was introduced in [4, 30] . In contrast with our work, the effects of noise were not addressed in [4] . Moreover, as we have explicitly shown, our framework is more robust to noise. We should also add that the theoretical results reported in [4] impose stronger restrictions on the manifolds than the ones we need. On the other hand, we 11 Sensitivity is defined as should note that the memory requirements of our framework are larger, and this needs to be addressed for very high dimensions [23] .
We are currently working on the use of this framework to create multiresolution representations of point clouds (in collaboration with N. Dyn, see also [6, 9, 10, 25] ), to perform object recognition (see [11] for early work on the use of geodesic distances for this), and to compute basic geometric characteristics of the underlying manifold, all this of course without reconstructing the manifold. Applications of our framework for high dimensional data are also currently being addressed, and preliminary results are reported in [23] .
