ABSTRACT. This paper describes the N -dimensional vectorial Sturm-Liouville problem with coupled boundary conditions. We first derive the asymptotic expressions of large eigenvalues for the vectorial Sturm-Liouville operator with smooth coefficients. In addition, the regularized trace formula for the operator is calculated with residue techniques in complex analysis. These formulae are then used to obtain some results of inverse eigenvalue problems in the spirit of Ambarzumyan.
Introduction.
In a finite-dimensional space, an operator has a finite trace. But, in an infinite-dimensional space, ordinary differential operators do not have a finite trace (the sum of all eigenvalues). But Gelfand and Levitan [20] observed that the sum n (λ n − μ n ) often makes sense, where {λ n } and {μ n } are the eigenvalues of the "perturbed problem" and "unperturbed problem," respectively. The sum n (λ n − μ n ) is called a regularized trace. Gelfand and Levitan first obtained an identity of trace for the Schrödinger operator [20] .
For scalar Sturm-Liouville problems, there is an enormous amount of literature on estimates of large eigenvalues and the regularized trace formulae which may often be computed explicitly in terms of the coefficients of operators and boundary conditions [3, 6, 16 18, 20, 22, 24 26, 29, 31 33] . Their most important application is in solving inverse problems [19, 23, 33 , 37], namely, given some spectral-related data, how do we reconstruct the unknown potential function?
As a generalization of scalar Sturm-Liouville equations, vectorial Sturm-Liouville equations were found to be important in the study of particle physics [39] . The vectorial Sturm-Liouville operators raise some interesting new problems. Trace formulae for the vectorial SturmLiouville problems were previously considered in [22, 35] , and recently in [7, 8] , and they established and analyzed trace formulae for the vectorial Hill's equation and one-dimensional vectorial Schrödinger equation
which is subject to certain separated boundary conditions. This paper addresses several related problems in the spectral theory of the N -dimensional vectorial Sturm-Liouville equation Note that problems (1.1) and (1.2) is a self-adjoint eigenvalue problem, especially since β = ±1 (1.2) corresponds to periodic and semiperiodic boundary conditions, respectively. The spectrum for problems (1.1) and (1.2), which consists of eigenvalues, is real and can be determined by the variational principle. Counting multiplicities of the eigenvalues, we can arrange those eigenvalues as {λ The multiplicity of each eigenvalue of problems (1.1) and (1.2) is at most 2N .
The main purpose of the present work is to obtain asymptotics of eigenvalues and trace formula for one-dimensional vectorial Schrödinger equations with coupled boundary conditions. In particular, the formulae presented here can be helpful in solving inverse problems. We end this paper with results in the spirit of Ambarzumyan.
Main results.
Here we give some notational conventions. The imaginary part of λ is denoted by Im λ. I N is an N ×N identity matrix, 0 N is a zero matrix and tr A denotes the trace of the matrix A. det A denotes the determinant of the matrix A and rank A denotes the rank of the matrix A.
Denote the sequence
where θ satisfies
In the case P (x) = 0 N on [0, π], we can easily calculate the eigenvalues of problems (1.1) and (1.2) 
, and each of the eigenvalues is of at least multiplicity N . In particular, when θ = 0, the eigenvalues of problem (1.1) and (1.2) are {4n 2 : n = 0, 1, 2, . . . }, and each of the eigenvalues is of multiplicity 2N except that eigenvalue 0 is of multiplicity N ; when θ = 1, the eigenvalues of problems (1.1) and (1.2) are {(2n − 1) 2 : n = 1, 2, . . . }, and each of the eigenvalues is of multiplicity 2N ; when θ = 0, 1, each of the eigenvalues is of multiplicity N exactly.
The main theorems of this paper are as follows.
Theorem 2.1 (Eigenvalue asymptotics). Suppose that P (x) is a real symmetric differentiable matrix-valued function, and let {λ
be the sequence of eigenvalues of problem (1.1) and (1.2). Then, for sufficiently large n, the eigenvalue has the following asymptotic expressions
where p i , i = 1, 2, . . . , N, are the characteristic values of the N × N real symmetric matrix π 0 P (x) dx, and θ is defined by (2.2).
Theorem 2.2 (Trace formula). Suppose that P (x) is a real symmetric differentiable matrix-valued function, and let {λ
be the sequence of eigenvalues of problem (1.1) and (1.2). Then, there is the identity of trace
where μ
n is defined by (2.1). (a) If β = 1 (in this case θ = 0), then
where θ is defined by (2.2) and (P (x)) ii denotes the entry of the matrix P (x) at the ist row and ist array, i = 1, 2, . . . , N.
The eigenvalue equation.
This section gives an analysis of the eigenvalue equation for problems (1.1) and (1.2) with the help of asymptotic expansions for solutions of (1.1), similar to well-known techniques from the scalar case.
In the space L
, define the inner product and norm
. . , g N ) t , and g * t (x) denotes the conjugate transpose of N × 1 vector g(x).
Then, by [12] , the solution Φ 1 (x, λ) can be expressed as
where K(x, t) is a symmetric matrix-valued function whose entries have continuous partial derivatives up to order two with respect to t and x. Similarly, let Φ 2 (x, λ) satisfy the matrix differential equation
Then the solution Φ 2 (x, λ) can be expressed as
where L(x, t) is a symmetric matrix-valued function whose entries have continuous partial derivatives up to order two with respect to t and x. Furthermore, the kernels of transformation K(x, t) and L(x, t) satisfy the following partial differential equations [12] : (3.5)
When P (x) ∈ C 1 , (3.5) can be written as Volterra integral equations
which are solvable. By (3.6), a direct computation implies
Using integration by parts, by (3.2), (3.5) and (3.7) we can compute Φ 1 (π, λ) as
and
Similarly,
From (3.1) and (3.3), it is easy to verify that Wronskian determinant
we get that (Φ 1 (x, λ), Φ 2 (x, λ)) is the fundamental matrix of solutions of equation (1.1). Therefore, the general solutions of equation (1.1) have the form
. . , 2N , and A t denotes transpose of the matrix A.
C is a nontrivial solution of problems (1.1) and (1.2), then there exists a non-vanishing vector C satisfying the matrix equation
Therefore, λ is an eigenvalue of problems (1.1) and (1.2) if and only if the matrix
is singular. Furthermore, the multiplicity of λ is equal to 2N -rank W (λ). Thus, λ is an eigenvalue of multiplicity 2N of problems (1.1) and (1.2) if W (λ) is a zero-matrix.
Since the matrix π 0 P (t) dt is real symmetric, there exists an orthogonal matrix U ,
where p i , 1 ≤ i ≤ N , are those characteristic values of the constant matrix
Obviously, the diagonal entries in the constant matrices A and B are zero. Combining (3.8) (3.11), (3.13) and (3.14), we have
To reach our goal, let us get back to (3.12) . It follows that
Also, from (3.15) and (3.18), we have
A, and
A.
Thus, the matrix
can be written as the sum of two 2N × 2N matrices T = (t ij ) and S = (s ij ), where (3.22)
A,
Using the Laplace expansion of determinants, from (3.19) and (3.22), we obtain
where θ is defined by (2.2). Write det W (λ) as
where each term in R(λ) contains at least one element of the matrix S. Moreover, the remainder R(λ) of (3.24) possesses the following characteristics:
If a term in R(λ) has an element of the matrix S 1 at the ith row and ith column, i = 1, 2, . . . , N, then it lacks a factor t i,i , exactly.
If a term in R(λ)
has an off-diagonal element of the matrix S 1 , then it contains a product factor of an off-diagonal element of the matrix S 1 and a t i,N +i for some i or two off-diagonal elements of the matrix S 1 or an off-diagonal element of the matrix S 1 and an off-diagonal element of the matrix S 2 ; for the other cases the arguments are similar. We see that λ is an eigenvalue of problems (1.1) and (1.2) if and only if det W (λ) = 0. Thus, we say det W (λ) = 0 is the eigenvalue equation for problems (1.1) and (1.2).
The eigenvalue asymptotics.
This section gives the asymptotic expressions of the large eigenvalues for problems (1.1) and (1.2) with the help of the Rouché theorem. It is easy to obtain the zeros μ
2,n of the function w 0 (λ), i = 1, 2, . . . , N, counting multiplicities of zero:
where θ is defined by (2.2) and all the zeros in {(2n
are at least of order N . Since the zeros of det W (λ), eigenvalues for self-adjoint problems (1.1) and (1.2), are real, we may suppose |Im λ| < κ for some fixed constant κ > 0. Now it follows from (3.23), (3.24), (4.1), (4.2) and the properties of R(λ) defined in (3.24) that there exists a constant c > 0 such that
for all |Im λ| < κ for some fixed constant κ > 0. Since w 0 (λ) = (|β|
N , for every r ∈ (0, ε), we can find d > 0 such that |w 0 (λ)| > d for all λ ∈ C\ n C n , where C n are circles of radii r with the centers at the points μ
Let {λ
2,n } be the eigenvalues of problems (1.1) and (1.2), namely, zeros of det W (λ). By Rouché's theorem and taking arbitrarily small r, we obtain the following results. For a sufficiently large integer n, there lie exactly N zeros of det W (λ) in a suitable neighborhood of μ
From (3.24) and the properties of R(λ), a calculation implies
Substituting λ
1,n into det W (λ) = 0, then, from (3.23) and (3.24), we have
Using the Lagrange inversion formula, then we get
where c
i , 1 ≤ i ≤ N, are constants depending on P (x), and γ (1) i,n , γ (2) i,n → 0 as n → ∞. Substituting (4.5) and (4.8) into the equation
which is equivalent to
Expanding the left-hand side of the resulting equation in power series and letting n → ∞, we have
and we obtain for 1 ≤ i ≤ N ,
Similarly, we have for
Case II. If θ = 0, 1 (in this case β = ±1), then we have
expanding the left-hand side of the resulting equation in power series and letting n → ∞, we have
Since sin(θπ) = 0 in this case, for 1 ≤ i ≤ N , (4.13) c
Similarly, we have for 1 ≤ i ≤ N , (4.14) c
Together with (4.5), (4.6), (4.8), (4.9), (4.11) (4.14), the proof of Theorem 2.1 is finished.
Trace formula.
In this section, we try to develop the regularized trace formula for problems (1.1) and (1.2) by explicit expressions in the coefficients of the operator. Let the contour Γ N0 , integer N 0 = 0, 1, 2, . . . → ∞, denote the following sequences of circular contours, traversed counterclockwise:
(i) The contour Γ N0 is the circle of radius (2N 0 + 1) 2 with its center at the origin (for 0 ≤ θ < 1);
(ii) The contour Γ N0 is the circle of radius (2N 0 + 2) 2 with its center at the origin (for θ = 1).
Obviously, μ 1, 2, . . . , N, defined in (2.1) , zeros of the function w 0 (λ), don't lie in the contour Γ N0 . To obtain the trace formula we need the following lemma in complex analysis.
Lemma 5.1 [1, 6] . Suppose ω(λ) and ω 0 (λ) are two entire functions and ω 0 (λ) has no zeros on a closed contour Γ N0 of λ-complex plane. If these functions satisfy the estimate
where the functions
where λ n and μ n are zeros of entire functions ω(λ), ω 0 (λ) inside the contour Γ N0 listed with multiplicity, respectively.
Proof of Theorem 2.2. Applying Lemma 5.1 and the methods of asymptotic analysis, we can obtain the regularized trace formula for problems (1.1) and (1.2).
From (3.24) and (4.2), we have the estimate
Let Ψ(λ) = cos(θπ) − cos( √ λπ). By (3.23), (3.24) and (4.2), integration by parts then gives, on the contour Γ N0 ,
Taylor's expansion tells us
For θ = 0, we have
For θ = 1, we have
For θ = 0, 1, we have
(5.8)
From the above arguments, it follows that the zeros λ
n of det W (λ) are the eigenvalues of problems (1.1) and (1.2). By Rouché's theorem, the number of zeros of det W (λ) and w 0 (λ) inside the contour Γ N0 is just the same for sufficiently large N 0 .
By Lemma 5.1, (5.3) (5.8), we obtain, for θ = 1,
Letting N 0 → ∞, by (3.13), we have
Similarly, we obtain, for θ = 1 (in this case β = −1),
The inverse problems.
From an historical viewpoint, the paper [2] of Ambarzumyan may be thought to be the starting point of the inverse spectral theory aiming to reconstruct the potential from the spectrum (or spectra). Ambarzumyan proved the following theorem:
If q ∈ C[0, π], and {n 2 : n = 0, 1, 2, . . . } is the spectra set of the boundary value problem
Theorem 2.1 (or Theorem 2.2) enables us to attack the inverse problems associated with problems (1.1) and (1.2). We follow the approach used in papers [12, 28] .
Proof of Theorem 2.3. From Theorem 2.1, we see that large eigenvalue λ n for problems (1.1) and (1.2):
subset of the spectrum {λ
n } of eigenvalue problems (1.1) and (1.2), m j is a strictly ascending infinite sequence of positive integers, and the multiplicity of each eigenvalue (2m j + θ) 2 or (2m j − θ) 2 is N (in the case θ = 0, 1), 2N (in the case θ = 0, 1), a simple asymptotic analysis implies
Since
Next, we consider the associated Rayleigh quotient, namely,
Since θ 2 is the first eigenvalue of problems (1.1) and (1.2), we have that
Case I. θ = 0 (in this case β = 1). We verify that Y i (x) = 1/ √ πe i , which satisfies boundary condition (1.2), is the eigenfunction corresponding to the first eigenvalue 0, where e i is the unit vector whose ith component is 1 (i = 1, 2, . . . , N) . In fact, by (6.2) and (6.3),
that is, the above equality holds. Therefore, the test function Y i (x) = 1/ √ πe i is the eigenfunction corresponding to the first eigenvalue 0. Case II. θ = 1 (in this case β = −1). We verify that Y i (x) = ( 2/π sin x)e i (i = 1, 2, . . . , N) , which satisfies the boundary condition (1.2) and is the eigenfunction corresponding to the first eigenvalue 1. In fact, by (6.3), Case III. θ = 0, 1 (in this case β = ±1). We verify that Y i (x) = (cos(θx)+a sin(θx))e i (i = 1, 2, . . . , N) is the eigenfunction corresponding to the first eigenvalue θ 2 , and the complex number Remark 6.1. When β = cos(θπ) ± i sin(θπ) (0 < θ < 1) in (1.2), it follows from (6.7) that |a| = 1 and a + a = 0. Thus, by (6.10), when β = cos θπ ± i sin θπ (0 < θ < 1), condition (2.6) in Theorem 2.3 is redundant.
