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Abstract
It is proved that the holomorphic quadratic differential associated to
CMC surfaces in Riemannian products S2 × R and H2 × R discovered by
U. Abresch and H. Rosenberg could be obtained as a linear combination
of usual Hopf differentials. Using this fact, we are able to extend it for
Lorentzian products. Families of examples of helicoidal CMC surfaces on
these spaces are explicitly described. We also present some characteri-
zations of CMC rotationally invariant discs and spheres. Finally, after
establish some height and area estimates, we prove the existence of con-
stant mean curvature Killing graphs.
Keywords: constant mean curvature, holomorphic quadratic differentials, Killing
graphs
MSC 2000: 53C42, 53A10.
1 Introduction
U. Abresch and H. Rosenberg had recently proved that there exists a quadratic
differential for an immersed surface inM2(κ)×R which is holomorphic when the
surface has constant mean curvature. Here, M2(κ) denotes the two-dimensional
simply connected space form with constant curvature κ. This differential Q
plays the role of the usual Hopf differential in the theory of constant mean
curvature surfaces immersed in space forms. Thus, they were able to prove the
following theorem:
Theorem. (Theorem 2, p. 143, [1]) Any immersed cmc sphere S2 # M2(κ)×R
in a product space is actually one of the embedded rotationally invariant cmc
spheres S2H ⊂M2(κ)× R.
The rotationally invariant spheres referred to above were constructed inde-
pendently by W.-Y. Hsiang and W.-T. Hsiang in [10] and by R. Pedrosa and
M. Ritore´ in [15] and [16]. The theorem quoted above proves affirmatively a
∗Partially supported by CNPq.
†Partially supported by CNPq and FUNCAP.
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conjecture stated by Hsiang and Hsiang in their paper [10]. More importantly,
it indicates that some tools often used for surface theory in space forms could
be redesigned to more general three dimensional homogeneous spaces, the more
natural ones after space forms being M2(k)×R. The price to be paid in aban-
doning space forms is that the technical difficulties are more involved. The
method in [1] is to study very closely the revolution surfaces in M2(κ) × R in
order to guess the suitable differential.
Our idea here is to relate the Q differential on a surface Σ immersed in
M2(κ)×R with the usual Hopf differential after embedding M2(κ)×R in some
Euclidean space E4. We prove that Q is written as a linear combination of the
Hopf differentials Ψ1 and Ψ2 associated to two normal directions spanning the
normal bundle of Σ in E4. This fact is also true when the product M2(κ) × R
carries a Lorentzian metric. More precisely, if we define r as r2 = ǫ/κ for
ǫ = sgnκ we state the following result:
Theorem. (Theorem 7, p. 25) The quadratic differential Q = 2HΨ1 − ε ǫr Ψ2
is holomorphic on Σ # M2(κ) × R if the mean curvature H of Σ is constant.
Inversely, if we suppose that Σ is compact (more generally, if Σ does not admit
a function without critical points, or a vector field without singularities), then
H is constant if Q is holomorphic.
Our aim here is to explore geometrical consequences of this alternative pre-
sentation of Q. We next give a brief description of this paper. The sections 2
and 3 are concerned with the existence and structure of families of isometric sur-
faces with same constant mean curvature on both Riemannian and Lorentzian
products which are invariant by certain isometry groups of the ambient space.
Our construction is inspired by that one presented in [8] and [18]. In Section 4,
we present the proof of the Theorem 7 and a variant of the classical Theorem
of Joachimstahl which gives a characterization of CMC rotationally invariant
discs and spheres in the same spirit of the result by Abresch and Rosenberg
mentioned above (see Theorem 8).
We also prove on Section 5 the following result about free boundary CMC
surfaces, based on the well-known Nitsche’s work on partitioning problem:
Theorem. (Theorem 9, p. 29) Let Σ be a surface immersed in M2(κ)×R whose
boundary is contained in some horizontal plane Pa. Suppose that Σ has constant
mean curvature and that its angle with Pa is constant along its boundary. If
ε = 1 and Σ is disc-type, then Σ is a spherical cap. If ε = −1, then Σ is a
hyperbolic cap.
The variational meaning of the conditions on Σ could be seen on Section 5.
We end this section with a characterization of stable CMC discs with circular
boundary on M2(κ) × R which generalizes a nice result of Al´ias, Lo´pez and
Palmer (see [3]). Finally, on Section 6, we obtain estimates of some geometrical
data of CMC surfaces with boundary lying on vertical planes in M2(κ) × R.
These estimates are then used to prove the existence on non-negatively curved
Riemannian products of CMC Killing graphs with boundary contained in ver-
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tical planes:
Theorem. (Theorem 12, p. 35) Let Π be a vertical plane on the Riemannian
product M2(κ) × R, κ ≥ 0, determined by an unit vector a in E4. Let Ω be a
domain on Π which does not contain points of the axis {±a}×R. If |H | < κg/γ˜,
where κg is the geodesic curvature of ∂Ω in Π, then there exists a surface (a
Killing graph) with constant mean curvature H and boundary ∂Ω.
The constant γ˜ depends on the maximum and minimum values on Ω of the
norm of the Killing vector field generated by rotations fixing a.
In a forthcoming paper (see [11]), one of the authors elaborates versions
of the results contained here for constant mean curvature hypersurfaces in
some homogeneous spaces and warped products. There, a suitable treatment of
Minkowski formulae gives some hints about stability problems and the existence
of general Killing graphs.
Acknowledgments: The first author acknowledges the hospitality of the De-
partamento de Matema´tica of Universidade Federal do Ceara´ in the Summer of
2005.
2 Screw-motion invariant CMC surfaces
2.1 The mean curvature equation
Let M2(κ) be a two dimensional simply connected surface endowed with a Rie-
mannian complete metric dσ2 with constant sectional curvature κ. We fix the
metric εdt2+dσ2, ε = ±1, on the product M2(κ)×R. This metric is Lorentzian
if ε = −1 and Riemannian if ε = 1.
A tangent vector v to M2(κ) × R is projected on horizontal component vh
and vertical component vt, respectively tangent to the TM2(κ) and TR factors.
We denote by 〈·, ·〉 and D respectively the metric and covariant derivative in
M2(κ)× R. The curvature tensor in M2(κ)× R is denoted by R¯.
Let (ρ, θ) be polar coordinates centered at some point p0 in M
2(κ) and the
corresponding cylindrical coordinates (ρ, θ, t) in M2(κ) × R. Fix then a curve
s 7→ (ρ(s), 0, t(s)) in the plane θ = 0. If we rotate this curve at the same time
we translate it along the t axis with constant speed b, we obtain a screw-motion
invariant surface (for short, an helicoidal surface) Σ in M2(κ)×R whose axis is
{p0} × R. This means that this surface has a parametrization X , in terms of
the cylindrical cordinates defined above, of the following form:
X(s, θ) = (ρ(s), θ, t(s) + b θ). (1)
For b = 0 the surface Σ is a revolution surface, i.e., it is invariant with respect
to the action of O(2) on M2(κ)×R fixing the axis {p0}×R. Another interesting
particular case is obtained when t(s) = 0 and s 7→ ρ(s) is just an arbitrary
parametrization of the horizontal geodesic θ = 0, t = 0. Here, the resulting
surfaces are called helicoids. We will see that helicoids are examples with zero
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mean curvature. Helicoidal surfaces into Riemannian products M2(κ)×R were
already extensively studied in [8], [16], [10], [1], [18] and [13], for instance. In
Lorentzian products, we will consider only space-like helicoidal surfaces, i.e.,
surfaces for which the metric induced on them is a Riemannian metric.
The tangent plane to Σ at a point X(s, θ) is spanned by the coordinate
vector fields
Xs = ρ˙ ∂ρ + t˙ ∂t and Xθ = ∂θ + b ∂t.
Throughout this text, we denote snκ(ρ) = |〈∂θ, ∂θ〉|1/2. For further reference,
we still denote csκ(ρ) =:
d
dρ snκ(ρ). With this notation, an orientation for X(Σ)
is given by the unit normal vector field
n =
1
W
(
snκ(ρ) t˙ ∂ρ + b sn
−1
κ (ρ) ρ˙ ∂θ − εsnκ(ρ) ρ˙ ∂t
)
,
where
W 2 =: sn2κ(ρ)(ρ˙
2 + εt˙2) + εb2ρ˙2.
We suppose that 〈n, n〉 = ε. When ε = −1 this assumption implies that Σ is
space-like and that W 2 > 0. It also follows that U2 =: sn2κ(ρ) + εb
2 > 0. The
induced metric on Σ is given by
〈dX, dX〉 = Eds2 + 2Fdsdθ +Gdθ2
=:
(
ρ˙2 + εt˙2
)
ds2 + 2εbt˙ds dθ +
(
sn2κ(ρ) + εb
2
)
dθ2.
The vector field ∂t is parallel and s 7→ ρ(s) parametrizes a geodesic on M2(κ).
So it follows that
Xss =: DXsXs = ρ¨∂ρ + t¨∂t.
The remaining two covariant derivatives of the coordinate vector fields are
Xsθ =: DXsXθ = ρ˙ D∂ρ∂θ, Xθθ =: DXθXθ = D∂θ∂θ.
The first coefficient of the second fundamental form −〈dn, dX〉 of Σ is given by
e =: 〈Xss, n〉 = snκ(ρ)
W
(ρ¨t˙− t¨ρ˙)
and since 〈D∂ρ∂θ, ∂ρ〉 = 〈∂θ, D∂ρ∂ρ〉 = 0 and 〈D∂ρ∂θ, ∂θ〉 = 12 ddρsn2κ(ρ) =
snκ(ρ)csκ(ρ) it follows that
f =: 〈Xsθ, n〉 = 1
W
bρ˙2csκ(ρ).
Finally, 〈D∂θ∂θ, ∂θ〉 = 0 implies
g =: 〈Xθθ, n〉 = − 1
W
snκ(ρ)t˙ 〈∂θ, D∂ρ∂θ〉 = −
1
W
t˙ sn2κ(ρ)csκ(ρ).
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Thus the formula H = 12 (eG− 2fF + gE)/(EG− F 2) for the mean curvature
of X reads
2HW 3 = (ρ¨t˙− t¨ρ˙)snκ(ρ)(sn2κ(ρ) + εb2)− 2εb2t˙ρ˙2csκ(ρ)
−t˙(ρ˙2 + εt˙2)sn2κ(ρ)csκ(ρ). (2)
We suppose momentarily that the profile curve (ρ(s), 0, t(s)) is given as a graph
t = t(ρ). Thus we put ρ = s above and find
W 2 = EG− F 2 = sn2κ(ρ)(1 + εt˙2) + εb2. (3)
Therefore the mean curvature equation (2) reduces to
2HW 3 = −t¨snκ(ρ)(sn2κ(ρ) + εb2)− 2εb2t˙ ˙snκ(ρ)− t˙(1 + εt˙2)sn2κ(ρ) ˙snκ(ρ), (4)
where the derivatives are taken with respect to the parameter ρ. One easily
verifies that the expression
d
dρ
( t˙sn2κ(ρ)
W
)
= −2Hsnκ(ρ)
is equivalent to the equation (4) above. This means that
dt
dρ
sn2κ(ρ)
W
= I − 2H
∫
snκ(ρ) dρ (5)
is a first integral to the mean curvature equation (4) associated to translations
on t axis.
2.2 A Bour’s type lemma and rotational examples
Next, we will obtain orthogonal parameters for Σ for which one of the families
of coordinate curves is given by geodesics on Σ. For this, we write
〈dX, dX〉 = (ρ˙2 + εt˙2) ds2 + (sn2κ(ρ) + εb2)(dθ + U−2εbt˙ds)2 − U−2b2t˙2 ds2
=
W 2
U2
ds2 + U2dθ˜2 = ds˜2 + U2dθ˜2,
where ds˜ = WU ds and dθ˜ = dθ + U
−2εbt˙ds. These differentials could be locally
integrated and furnish an actual change of coordinates on Σ. For revolution
surfaces (i.e., for b = 0) such change of variables is not necessary. More precisely,
it consists only in to assume that s is the arc lenght of the profile curve s 7→
(ρ(s), 0, t(s)). For helicoids we have t˙ = 0 and then the change of variables is
again useless since here we may choose ρ = s along the rules of the helicoid.
Since that W and U depend only on s, then s˜ is a function of s only with
ds˜
ds =
W
U . Notice that
W 2
U2
=
sn2κ(ρ)(ρ˙
2 + εt˙2) + εb2ρ˙2
sn2κ(ρ) + εb
2
= ρ˙2 +
εsn2κ(ρ)t˙
2
sn2κ(ρ) + εb
2
.
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Thus the functions s˜, θ˜ satisfy the system
ds˜2 = dρ2 +
εsn2κ(ρ)
sn2κ(ρ) + εb
2
dt2, (6)
U dθ˜ = (sn2κ(ρ) + εb
2)1/2
(
dθ +
εb
sn2κ(ρ) + εb
2
dt
)
. (7)
One easily verifies that the coordinate curves θ˜ = cte. are geodesics on Σ. In
fact, if we consider the frame e1 = ∂s˜ and e2 = U
−1∂θ˜ and the associated
co-frame ω1 = ds˜ and ω2 = Udθ˜, then ω21 =
U˙
U ω
2. So, if ∇ denotes the
induced connection on Σ then ∇e1e1 = ∇∂s˜∂s˜ = 0. These geodesics intersect
orthogonally the curves s˜ = cte.. This allows us also to prove that the intrinsic
Gaussian curvature Kint of Σ is simply − U¨U .
Now, given the (natural) parameters (s˜, θ˜) on Σ and the function U(s˜) we
want to determine a two-parameter family of isometric immersions Xm,b : Σ→
M
2(κ) × R in such a way that the immersed surfaces Xm,b(Σ) are helicoidal
and have induced metric given by ds˜2 + U2dθ˜2. Moreover, we require that
the original immersion X belongs to that family. For this, it suffices that the
equations (6) and (7) are satisfied by coordinates ρ, θ, t as functions of s˜, θ˜ for
some positive constant b. We refer in what follows to the original immersion
and its pitch by X0 and b0.
From equations (6) and (7) we have ∂ρ
∂θ˜
= ∂t
∂θ˜
= 0 and
∂θ
∂s˜
= − εb
sn2κ(ρ) + εb
2
dt
ds˜
,
∂θ
∂θ˜
=
U
(sn2κ(ρ) + εb
2)1/2
(8)
and therefore
∂2θ
∂s˜∂θ˜
=
∂2θ
∂θ˜∂s˜
= 0.
Hence ∂θ
∂θ˜
= U(sn2κ(ρ)+εb
2)−1/2 does not depend on s˜. Since U(sn2κ(ρ)+εb
2)−1/2
does not depend also on θ˜ it follows that
U
(sn2κ(ρ) + εb
2)1/2
=
1
m
(9)
for some non zero constant m. This defines the first parameter of the family.
The other one is the varying pitch b. We have X0 = X1,b0 . Differentiating
m2U2 = sn2κ(ρ) + εb
2 with respect to s˜ we find
m2UU˙ = snκ(ρ)csκ(ρ)ρ˙.
Thus since sn2κ(ρ) = m
2U2 − εb2 and csκ(ρ)2 + κsn2κ(ρ) = 1 it is clear that
cs2κ(ρ) = 1− κ(m2U2 − εb2).
The differential equation for ρ is then
ρ˙2 =
m4U2U˙2
(m2U2 − εb2)(1− κ(m2U2 − εb2)) . (10)
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From the equation (6) we conclude that t satisfies the equation
t˙2 =
m2U2
(m2U2 − εb2)2
(
ε
(m2U2 − εb2)(1− κ(m2U2 − εb2))−m4U2U˙2
1− κ(m2U2 − εb2)
)
. (11)
Finally we infer from (8) and (9) that(∂θ
∂s˜
)2
= εb2
(m2U2 − εb2)(1− κ(m2U2 − εb2))−m4U2U˙2
m2U2(m2U2 − εb2)2(1− κ(m2U2 − εb2)) (12)
and ∂θ
∂θ˜
= 1m . Integrating these equations we obtain
ρ(s˜) =
∫ (
m4U2U˙2
(m2U2 − εb2)(1− κ(m2U2 − εb2))
)1/2
ds˜, (13)
t(s˜) =
∫ (
ε
(m2U2 − εb2)(1 − κ(m2U2 − εb2))−m4U2U˙2
1− κ(m2U2 − εb2)
)1/2
· (14)
mU
m2U2 − εb2 ds˜,
θ(s˜, θ˜) =
1
m
θ˜ +
∫
b
mU(m2U2 − εb2) · (15)(
ε
(m2U2 − εb2)(1− κ(m2U2 − εb2))−m4U2U˙2
1− κ(m2U2 − εb2)
)1/2
ds˜,
with sn2κ(ρ) = m
2U2 − εb2.
Theorem 1. Given a helicoidal surface X0 : Σ → M2(κ) × R, with pitch b0,
there exists a two-parameter family of isometric helicoidal surfaces parametrized
by Xm,b : Σ → M2(κ) × R with pitch b such that X0 = X1,b0 with coordinates
given by (13)-(15).
We now calculate the components of the second fundamental form and the
mean curvature of these surfaces with respect to the parameters (s˜, θ˜). Under
the change of parameters (s, θ) 7→ (s˜, θ˜) the second fundamental form becomes
−〈dn, dX〉 =
(
e
(∂s
∂s˜
)2
+ 2f
∂s
∂s˜
∂θ
∂s˜
+ g
(∂θ
∂s˜
)2)
ds˜2 + 2
(
e
∂s
∂s˜
∂s
∂θ˜
+
f
(∂s
∂s˜
∂θ
∂θ˜
+
∂s
∂θ˜
∂θ
∂s˜
)
+ g
∂θ
∂s˜
∂θ
∂θ˜
)
ds˜dθ˜ +
(
e
(∂s
∂θ˜
)2
+ 2f
∂s
∂θ˜
∂θ
∂θ˜
+ g
(∂θ
∂θ˜
)2)
dθ˜2
=: e˜ ds˜2 + 2f˜ ds˜θ˜ + g˜ dθ˜2. (16)
If we choose s = ρ, then we have from the expressions (13)-(15) above that
∂s
∂s˜
=
dρ
ds˜
,
∂s
∂θ˜
= 0,
∂θ
∂θ˜
=
1
m
.
Turning back to the expression (16) one finds
f˜ = f
dρ
ds˜
1
m
+ g
∂θ
∂s˜
1
m
=
1
m
1
W
bcsκ(ρ)
dρ
ds˜
− 1
m
1
W
sn2κ(ρ)
dt
dρ
csκ(ρ)
∂θ
∂s˜
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and
g˜ = g
(∂θ
∂θ˜
)2
= g
1
m2
= − 1
m2
1
W
sn2κ(ρ)
dt
dρ
csκ(ρ).
However it holds that
1
W
dt
dρ
=
1
mU
dt
ds˜
.
Thus the expressions
dt
ds˜
=
mU
m2U2 − εb2
(
ε
(m2U2 − εb2)(1 − κ(m2U2 − εb2))−m4U2U˙2
1− κ(m2U2 − εb2)
)1/2
and sn2κ(ρ) = m
2U2 − εb2 imply that
sn2κ(ρ)
1
W
dt
dρ
=
(
ε
(m2U2 − εb2)(1 − κ(m2U2 − εb2))−m4U2U˙2
1− κ(m2U2 − εb2)
)1/2
. (17)
Notice that this expression is the left-hand side of the first integral (5). Thus
we obtain√
ε
(m2U2 − εb2)(1− κ(m2U2 − εb2))−m4U2U˙2
1− κ(m2U2 − εb2) = I − 2H
∫
snκ(ρ)dρ. (18)
Since csκ(ρ) = (1 − κ(m2U2 − εb2))1/2 then
g˜ = − 1
m2
√
ε
(
(m2U2 − εb2)(1 − κ(m2U2 − εb2))−m4U2U˙2).
Now we calculate f˜ using (8)
f˜ =
b
m4U3
csκ(ρ)
(
sn2κ(ρ)
(dρ
ds˜
)2
+ εb2
(dρ
ds˜
)2
+ εsn2κ(ρ)
( dt
ds˜
)2)
=
b
m4U3
csκ(ρ)m
2U2 =
b
m2U
√
1− κ(m2U2 − εb2).
Finally we calculate e˜. For this one uses the Gauss formula Kint − K¯ = Kext.
Here K¯ is the ambient sectional curvature and, by definition, Kext = (e˜f˜ −
g˜2)/U2. So
K¯ =
〈R¯(∂s˜, ∂θ˜)∂s˜, ∂θ˜〉
|∂s˜|2|∂θ˜|2 − 〈∂s˜, ∂θ˜〉2
=
κ
U2
(
U2 − εU2〈∂s˜, ∂t〉2 − ε〈∂θ˜, ∂t〉2
)
However equations (1) and (8) show that
〈∂s˜, ∂t〉 = ε
( dt
ds˜
+ b
∂θ
∂s˜
)
=
ε
m2U2
(
m2U2 − εb2) · dt
ds˜
.
One also finds
〈∂θ˜, ∂t〉 = ε
∂θ
∂θ˜
= εb
1
m
. (19)
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Then
U2 − εU2〈∂s˜, ∂t〉2 − ε〈∂θ˜, ∂t〉2 = U2 −
ε
m4U2
(m2U2 − εb2)2 ( dt
ds˜
)2 − εb2
m2
.
Finally Kint = − U¨U yields
e˜g˜ − f˜2 = −UU¨ − κ(U2 − ε
m4U2
(m2U2 − εb2)2 ( dt
ds˜
)2 − εb2
m2
)
.
Thus
e˜g˜ = −UU¨ − κU2 + κ 1
m2
(
m2U2 − εb2 − m
4U2U˙2
1− κ(m2U2 − εb2)
)
+κ
εb2
m2
+
b2
m4U2
(
1− κ(m2U2 − εb2))
= −UU¨ − κm
2U2
1− κ(m2U2 − εb2) U˙
2 +
b2
m4U2
(
1− κ(m2U2 − εb2)).
So
e˜ =
m2UU¨ + κm
4U2
1−κ(m2U2−εb2) U˙
2 − b2m2U2
(
1− κ(m2U2 − εb2))√
ε
(
(m2U2 − εb2)(1 − κ(m2U2 − εb2))−m4U2U˙2) .
The mean curvature is expressed in parameters (s˜, θ˜) as 2H = e˜+ g˜U2 . Thus we
have
2H R = m2UU¨ +
κm4U2
1− κ(m2U2 − εb2) U˙
2 − b
2
m2U2
(
1− κ(m2U2 − εb2))
− 1
m2U2
R2 = m2UU¨ +
(
m2 +
κm4U2
1− κ(m2U2 − εb2)
)
U˙2 − ε(1− κ(m2U2 − εb2)),
where
R =
√
ε
(
(m2U2 − εb2)(1− κ(m2U2 − εb2))−m4U2U˙2). (20)
So, all surfaces Xm,b parametrized by the coordinates (13)-(15) have the same
constant mean curvature H if and only if U satisfies the following ordinary
differential equation
2H R = m2UU¨ +
(
m2+
κm4U2
1− κ(m2U2 − εb2)
)
U˙2− ε(1− κ(m2U2− εb2)). (21)
It is useful now to consider conformal parameters on Σ by changing variables
(s˜, θ˜) 7→ (u, v) =: (
∫
ds˜
U
, θ˜).
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Plugging ∂u/∂s˜ = du/ds˜ = 1/U, ∂v/∂θ˜ = dv/dθ˜ = 1 into (16) implies that its
coefficients are now changed as
e˜ 7→ e˜U2, f˜ 7→ f˜U, g˜ 7→ g˜.
The metric induced on Σ becomes U2(du2 + dv2). Thus the mean curvature is
2HU2 = e˜U2 + g˜.
So the coefficient ψ1 of the Hopf differential Ψ1 (see Section 4) in these param-
eters is written as
ψ1 =
( e˜U2 − g˜
2
)
− i f˜U = (HU2 − g˜)− i f˜U.
Since g˜ = −R/m2 and f˜ = bm2U
√
1− κ(m2U2 − εb2) = bm2U csκ(ρ) it follows
that
ψ1 =
(
HU2 +
R
m2
)− i b
m2
csκ(ρ).
However by the very definition of R the expression (18) reads
R
csκ(ρ)
= I − 2H
∫
snκ(ρ) dρ.
So, replacing the identity ddρ csκ(ρ) = −κ snκ(ρ) gives
κR = csκ(ρ)
(
κI + 2Hcsκ(ρ)
)
.
We are interested here on κ 6= 0 (it is a well-known fact that ψ1 is holomorphic
for κ = 0). In this case it holds that
κψ1 =
(
κHU2 +
1
m2
csκ(ρ)
(
κI + 2Hcsκ(ρ)
))− i κb
m2
csκ(ρ)
=
1
m2
(
κHsn2κ(ρ) + κHεb
2 + κIcsκ(ρ) + 2Hcs
2
κ(ρ)
)− i κb
m2
csκ(ρ).
Now we want to compute the coefficient ψ2 of the differential Ψ2 on the confor-
mal coordinates u, v defined just above. We have
∂u = Xs˜
∂s˜
∂u
= Xs˜U.
Using equations (1) and (19) one proves that
〈∂u, ∂t〉 = ε dt
ds˜
U
(m2U2 − εb2
m2U2
)
.
However (
m2U2 − εb2) dt
ds˜
=
(sn2κ(ρ)
mU
dt
ds˜
)
mU =
( sn2κ(ρ)
W
dt
dρ
)
mU
= mU
(
I − 2H
∫
snκ(ρ) dρ
)
.
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Therefore
κ
(
m2U2 − εb2) dt
ds˜
= mU
(
κI + 2Hcsκ(ρ)
)
.
We conclude that
κ〈∂u, ∂t〉 = ε
m
(
κI + 2Hcsκ(ρ)
)
.
We also compute
∂v = Xθ˜ = Xθ
∂θ
∂θ˜
=
1
m
(
∂θ + b∂t
)
and
〈∂v, ∂t〉 = εb
m
.
Thus it results that
κ2〈∂u, ∂t〉2 − κ2〈∂v, ∂t〉2 = 1
m2
(
κI + 2Hcsκ(ρ)
)2 − κ2b2
m2
and
κ〈∂u, ∂t〉〈∂v, ∂v〉 = b
m2
(
κI + 2Hcsκ(ρ)
)
.
Now since that ǫr2 = κ we write
ǫ
r
ψ2 =
1
2
(
κε〈∂u, ∂t〉2 − κε〈∂v, ∂t〉2
)
− i κε〈∂u, ∂t〉〈∂v, ∂t〉
=
ε
2κm2
(
κ2I2 + 4H2cs2κ(ρ) + 4HκIcsκ(ρ)− κ2b2
)
− i εb
m2
(
κI + 2Hcsκ(ρ)
)
.
Therefore
2Hψ1 − ε ǫ
r
ψ2 =
1
m2
(
2H2(
1
κ
+ εb2) +
1
2
κ(b2 − I2))+ i bκI
m2
.
For κ = 0 we have csκ(ρ) = 1 and (18) becomes R = I −H2ρ2. So
ψ1 =
1
m2
(
Hm2U2 +R
)− i b
m2
=
1
m2
(
Hεb2 + I
)− i b
m2
.
Thus, the differential Q has constant coefficient for any surface on the family
Xm,b : Σ → M2(κ)× R of screw-motion invariant CMC surfaces on M2(κ)× R
starting (for m = 1) from some given CMC surface. Its final expression is:
ψ = − 1
2m2κ
(
κ2I2 − 4H2 − κb2(4H2ε+ κ))+ i bκI
m2
for κ 6= 0. From the same calculations, we assure that the Hopf differential has
constant coefficient for κ = 0:
ψ1 =
1
m2
(
Hεb2 + I
)− i b
m2
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In the case κ 6= 0, we have for rotational examples (b = 0, m = 1) that
ψ = − 1
2κ
(
κ2I2 − 4H2)
Thus Q = 0 for CMC rotational examples if and only if 4H2 − κ2I2 = 0 or
I = ±2H
κ
.
We now determine explicitly the CMC rotational examples with Q = 0. In
order to do this, we replace I = ±2H/κ in (5). Since W 2 = sn2κ(ρ)(1 + ε dtdρ
2
) it
follows that
dt
dρ√
1 + ε dtdρ
2
snκ(ρ) = −2H
κ
(± 1 + κ ∫ snκ(ρ) dρ) = −2H
κ
(± 1− csκ(ρ)).
So squaring both sides and taking inverses
1 + ε dtdρ
2(
dt
dρ
)2 = κ4H2 κsn2κ(ρ)(± 1− csκ(ρ))2 = κ4H2 1− cs
2
κ(ρ)(± 1− csκ(ρ))2 .
Thus for I = −2H/κ one has
(dρ
dt
)2
+ ε =
κ
4H2
1 + csκ(ρ)
1− csκ(ρ) .
However
1 + csκ(ρ)
1− csκ(ρ) =
1
κ
ct2κ(ρ/2) =
1
κ
1
r2
.
Here ctκ(ρ) = ˙snκ(ρ)/snκ(ρ) is the geodesic curvature of the geodesic circle
centered at p0 with radius ρ in M
2(κ) and r is the Euclidean radial distance r
measured from p0 on the Euclidean model for M
2(κ). Thus for I = −2H/κ we
have (dρ
dt
)2
+ ε =
1
4H2
1
r2
.
Now (dρ
dt
)2
=
(dρ
dr
)2 (dr
dt
)2
=
4
(1 + κr2)2
(dr
dt
)2
.
So the resulting equation is
2
1 + κr2
2Hr dr√
1− 4H2εr2 = dt.
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We change variables defining 1 + κr2 = u. We then change variables again by
defining (κ < 0) v = εu− (ε+ κ/4H2) and v = (ε+ κ/4H2)− εu (for κ > 0).
Next, we put w =
√
v. So dv = 2w dw and the final form of the equation is
2dw
w2 +
(
ε+ κ/4H2
) = −√−κdt, (κ < 0), 2dw
w2 − (ε+ κ/4H2) = √κdt, (κ > 0).
We suppose that 4H2ε+ κ > 0. Then writing c2 = ε+ κ/4H2 one has
2
c
arctan(w/c) = −√−κ t, κ < 0
and
1
c
log
∣∣∣w + c
w − c
∣∣∣ = −√κ t, κ > 0
In this last case, notice that |w| < c (respectively, |w| > c) if and only if ε = 1
(resp., ε = −1). We fix initially κ < 0. Then necessarily ε = 1 and
v = w2 = −c2κ ct−2−κ(−ct/2)
so that
εu = v + c2 = c2
(
1− κ ct−2−κ(−ct/2)
)
= c2cs−2−κ(ct/2).
Since u = 1 + κr2 = 1/cs2κ(ρ/2) and εc
2 = 1 + κε/4H2 = 1 + κ/4H2ε then(
4H2ε+ κ
)
sn2κ(ρ/2) + 4H
2ε sn2−κ(ct/2) = 1, (κ < 0), (22)
where c =
√
ε+ κ/4H2 and ε = 1. The same formula holds for κ > 0, ε = 1.
We have for κ > 0, ε = −1 that
4H2εκ sn2−κ(ct/2) = −
(
4H2ε+ κ
)
cs2κ(ρ/2). (23)
We now treat the case ε + κ/4H2 < 0. We denote c2 = −(ε + κ/4H2). Thus
for κ > 0 and ε = −1 the solution is(
4H2ε+ κ
)
sn2κ(ρ/2)− 4H2εsn2κ(ct/2) = 1 (24)
The same formula holds for κ < 0, ε = −1 when we have |w| < c. For ε = 1, we
necessarily have κ < 0 and |w| > c. Thus
4H2εκsn2κ(ct/2) =
(
4H2ε+ κ
)
cs2κ(ρ/2). (25)
Finally for ε+ κ/4H2 = 0 one obtains
t2 = ǫ
4
κ
cs2κ(ρ/2). (26)
Next, we consider I = 2H/κ. For this choice we have
(dρ
dt
)2
+ ε =
κ
4H2
1− csκ(ρ)
1 + csκ(ρ)
.
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So the resulting equation is
2
1 + κr2
2H dr√
κ2r2 − 4H2ε = dt
We change variables considering u = 1/r2 + κ = 1/sn2κ(ρ/2). We then change
variables again by defining v = κ
(
ε+ κ/4H2
)− εu. Finally we put w2 = v. So
2dw
κ
(
ε+ κ/4H2
)− w2 = dt.
First, we consider c2 = ε+ κ/4H2 > 0. In this case there are no examples with
κ < 0. For κ > 0 and ε = 1(
4H2ε+ κ
)
κsn2κ(ρ/2) = 4H
2ε cs2−κ(
√
ε+ κ/4H2 t/2). (27)
For κ > 0 and ε = −1(
4H2ε+ κ
)
sn2κ(ρ/2) = −4H2ε sn2−κ(
√
ε+ κ/4H2 t/2). (28)
Now, we consider the case −c2 = ε+ κ/4H2 < 0. For κ < 0 and ε = 1 we have(
4H2ε+ κ
)
κ sn2κ(ρ/2) = 4H
2εcs2κ
(√−(ε+ κ/4H2)t/2) (29)
The same expression holds for κ > 0, ε = −1. For κ < 0, ε = −1 we have(
4H2ε+ κ
)
sn2κ(ρ/2) = 4H
2εsn2κ
(√−(ε+ κ/4H2)t/2) (30)
Theorem 2. The revolution surfaces with constant mean curvature H and
Q = 0 on M2(κ) × R correspond to the values I = −2H/κ, 2H/κ. These
surfaces are described by the formulae (22)-(30) just above.
For ε = 1, the formulae above were already obtained in [1] by other integra-
tion methods.
2.3 Solving the mean curvature equation
We proved on Section 2.2 that a given CMC helicoidal surface could be deformed
on isometric helicoidal surfaces with the same mean curvature. In this section,
we give explicit parameterizations to these families.
We denote in what follows the variable s˜ simply as s. Squaring both sides
of (18) one finds
ε
(
m2U2 − εb2)(1− κ(m2U2 − εb2))−m4U2U˙2
1− κ(m2U2 − εb2) = (2H
∫
snκ(ρ) dρ− I)2. (31)
In particular, for κ = 0 since snκ(ρ) = ρ and ρ
2 = m2U2−εb2 then (31) becomes
ε
(
m2U2 − εb2 −m4U2U˙2) = (Hm2U2 −Hεb2 − I)2. (32)
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For ε = 1 after the substitutions x =: mU and z =: x2 this equation reads
z˙2
4
= −H2z2 + (1 + 2Ha)z − (a2 + b2), (33)
where a = Hεb2+I. This equation was solved in [8] and its solutions completely
integrated. For ε = −1 the same substitutions show that (32) becomes
z˙2
4
= H2z2 + (1− 2Ha)z + (a2 + b2). (34)
Completing squares this equation reads
z˙2
4H2
=
(
z +
1− 2Ha
2H2
)2
+
4H2b2 + 4Ha− 1
4H4
, (35)
for H 6= 0 and z˙2/4 = z + (a2 + b2) for H = 0. This last equation may be
rewritten as
dz√
z + (a2 + b2)
= 2ds
whose solution is of the form m2U2 = z = s2 − (a2 + b2), where a = I since
H = 0. This family contains a Lorentzian catenoid as initial surface. In fact,
considering the values m = 1 and b = 0, we have U2 = s2− I2 and ρ2 = U2. So
s =
√
ρ2 + I2 and ds = (ρ/
√
ρ2 + I2) dρ. The expression (14) reads
t =
∫
I
ρ
ds =
∫
I√
ρ2 + I2
dρ = I arcsinh
(
ρ/I
)
Thus the (half of the) catenoid is described as the graph of
ρ = ρ(t) = I sinh
(
t/I
)
(36)
We remark that this curve is singular at t = 0 and asymptotes a light cone
there. For the catenoid we have θ˜ = θ. We now describe the family associated
to such a catenoid by the integrals (13)-(15). For the other members of the
family that evolves from the Lorentzian catenoid we have ρ2 = m2U2 + b2 =
s2 − (I2 + b2) + b2 = s2 − I2 and s =
√
ρ2 + I2. So
t =
∫ √
ρ2 + b2
ρ2 + I2
I
ρ
dρ (37)
and the coordinate θ˜(ρ, θ) is given by
θ˜(ρ, θ) = mθ −mbI
∫
1
ρ2
√
ρ2 − I2
√
ρ2 + b2
dρ. (38)
Turning back to the Lorentzian equation (34) for H 6= 0, if we consider
w = z + 1−2Ha2H2 and c
2 = | 4H2b2+4Ha−14H4 | we have∫
dw√
w2 ± c2 = 2Hs
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whose general solutions are, for sign +
m2U2 = c sinh
(
2H(s− s0)
)
+
1− 2Ha
2H2
(39)
and for sign −
m2U2 = c cosh
(
2H(s− s0)
)
+
1− 2Ha
2H2
, (40)
where
c =
∣∣4H2b2 + 4Ha− 1
4H4
∣∣1/2.
We may make explicit the parametrization describing both U and UU˙ in terms
of these solutions.
Theorem 3. A family of maximal space-like helicoidal surfaces in L3 containing
a Lorentzian catenoid is described by the formulae (36)-(38). The formulae (39)
and (40) describe families of helicoidal CMC surfaces on L3.
Now, we consider the case κ 6= 0. Since ddρ csκ(ρ) = −κ snκ(ρ) then
(−2Hκ
∫
snκ(ρ) dρ+ κI)
2 = 4H2cs2κ(ρ) + 4HκIcsκ(ρ) + κ
2I2. (41)
Since csκ(ρ) = (1 − κ(m2U2 − εb2))1/2, defining z =: (1 − κ(m2U2 − εb2))1/2
for κ 6= 0 one finds z2 − 1− εκb2 = −κm2U2. Therefore zz˙ = −κm2UU˙ which
implies that κ2m4U2U˙2 = z2z˙2. Multiplying both sides of the expression (31)
by κ2 and replacing the expression (41) on the right hand side of the resulting
equation we obtain a first integral to the equation (21)
κ2ε
(
m2U2 − εb2)(1− κ(m2U2 − εb2))−m4U2U˙2
1− κ(m2U2 − εb2) =
(
2H
(
1− κ(m2U2
−εb2))1/2 + κI)2. (42)
In terms of z this equation reads
z˙2 = −(4H2ε+ κ) z2 − 4HκIε z + κ(1− κI2ε). (43)
If we assume that 4H2ε+ κ 6= 0 then we obtain after completing squares that
z˙2
4H2ε+ κ
= −
(
z +
2HκIε
4H2ε+ κ
)2
+
κ
(4H2ε+ κ)2
(
4H2ε+ κ− κ2I2ε). (44)
We first consider the case 4H2ε + κ < 0. If κ
(
4H2ε + κ − κ2I2ε) < 0 then
putting w = z + 2HκIε4H2ε+κ we get
− w˙
2
4H2ε+ κ
= w2 + c2, (45)
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where
c2 =
∣∣ κ
(4H2ε+ κ)2
(
4H2ε+ κ− κ2I2ε)∣∣.
The general solution is in this case
z = c sinh
(
(−4H2ε− κ)1/2(s− s0)
)− 2HκIε
4H2ε+ κ
. (46)
If κ
(
4H2ε+ κ− κ2I2ε) > 0 then
− w˙
2
4H2ε+ κ
= w2 − c2
with solution given by
z = c cosh
(
(−4H2ε− κ)1/2(s− s0)
)− 2HκIε
4H2ε+ κ
. (47)
Now we consider the case 4H2ε + κ > 0. Here we necessarily have κ
(
4H2ε +
κ− κ2I2ε) > 0. The equation becomes
w˙2
4H2ε+ κ
= c2 − w2,
whose solution is
z = c sin
(
(4H2ε+ κ)1/2(s− s0)
)− 2HκIε
4H2ε+ κ
. (48)
It remains to see what happens for 4H2ε + κ = 0. In this case the equation
becomes
z˙2 = −4HκIε z + κ(1− κI2ε).
If HκI = 0 then we have necessarily κ(1− κI2ε) > 0 and
z =
(
κ(1− κI2ε))1/2(s− s0). (49)
When HκI 6= 0 then the equation is
dz√
−4HκIε z + κ(1− κI2ε) = ds
with solution
z = − 1
4HκIε
(1
4
(s− s0)2 − κ(1− κI2ε)
)
. (50)
Theorem 4. The formulae (46)-(50) describe two-parameter families of heli-
coidal CMC examples on M2(κ)× R.
For ε = 1, the formulae above were previously obtained in [18].
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3 Rotationally invariant CMC discs on Lorentzian
products
3.1 Qualitative description
In this section we consider only space-like revolution surfaces in Lorentzian
products M2(κ)× R. We assume that the parameter s on (1) is the arc length
of the profile curve. So, ρ˙2 − t˙2 = 1. We denote by ϕ the hyperbolic angle
with the horizontal axis ∂ρ. So, Σ has constant mean curvature H if and only
if (ρ(s), t(s), ϕ(s)) is solution to the following ordinary differential equations
system
ρ˙ = coshϕ,
t˙ = sinhϕ,
ϕ˙ = −2H − sinhϕ ctκ(ρ). (51)
The flux I ′ through an horizontal plane Pt = M2(κ)× {t} is, up to a constant,
given by the expression for I in terms of s:
I ′ = I +
2H
κ
= sinhϕ snκ(ρ) + 2H
∫ ρ
0
snκ(τ) dτ. (52)
Integrating the last term on (52) one obtains
I ′ = sinhϕ snκ(ρ) + 4Hsn2κ(
ρ
2
). (53)
The solutions for (51) for which Q = 0 vanishes are those with I = ± 2Hκ or
I ′ = 0, 4Hκ . We give later a qualitative description of these solutions.
Since that coshϕ never vanishes on the maximal interval for a solution to
(51) it follows that
dt
dρ
=
dt
ds
ds
dρ
= tanhϕ.
Denoting u = sinhϕ we also obtain
du
dρ
=
du
dϕ
dϕ
ds
ds
dρ
= −2H − sinhϕ ctκ(ρ).
Thus the system (51) above is equivalent to
dt
dρ
=
u√
1 + u2
,
du
dρ
= −2H − u ctκ(ρ). (54)
It is clear that solutions to the system (54) are defined on the whole real line
and the profile curve may be written as a graph over the ρ-axis. Now, we begin
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describing the maximal solutions, i.e., solutions for H = 0. If we consider a
fixed value for I ′ then the condition H = 0 implies that
I ′ = sinhϕ snκ(ρ) (55)
So, the horizontal planes are the unique maximal revolution surfaces with I ′ = 0.
In fact if we put I ′ = 0 at (55) we have sinhϕ = 0 for ρ > 0. Thus, t˙ = 0 and we
conclude that the solution is an horizontal plane. Hence, we may assume I 6= 0.
In this case, since that snκ(ρ)→ 0 if ρ→ 0 is follows that sinhϕ→∞ if ρ→ 0.
So, Σ has a singularity and asymptotes the light cone at p0 (the light cone
corresponds to ϕ =∞). Moreover sinhϕ→ 0 if ρ→∞ in the case κ ≤ 0. This
means that these maximal surfaces asymptotes an horizontal plane for ρ→∞,
i.e., these surfaces have planar ends. These examples are not complete in the
spherical case κ > 0, since we have sinhϕ→∞ if ρ→ π√
κ
.
Consider now the case H 6= 0. We observe that the solutions for (54) have
no positive minimum for ρ. Otherwise, the solutions must have vertical tangent
plane at the minimum points (this is impossible since the solutions are space-like
and, in fact, are graphs over the horizontal axis). Hence, the unique possibility
for the existence of a isolated singularity is that ρ→ 0. In this case the solutions
are regular if and only if the ϕ → 0 as ρ → 0 what implies that sinhϕ → 0 as
ρ → 0. So, necessarily I ′ = 0 as we could see taking the limit ρ → 0 in (53)
above. So, examples of solutions for the systems above which touch orthogonally
the revolution axis have I ′ = 0. Reciprocally, if we put I ′ = 0 in (53) we get
0 = sinhϕ snκ(ρ) + 4Hsn
2
κ(
ρ
2
).
So, dividing the expression above by 2sn2κ(
ρ
2 ) we have
sinhϕ ctκ(
ρ
2
) = −2H. (56)
One easily verifies that sinhϕ → 0 if ρ → 0. So all solutions for (54) with
I ′ = 0 reach the revolution axis orthogonally as we noticed earlier. Thus these
solutions correspond to initial conditions t(0) = t0, ρ(0) = 0 and ϕ(0) = 0 for
the system (51). Now we have
ctκ(ρ) =
1
2
(− 2H
sinhϕ
+ κ
sinhϕ
2H
)
=
−4H2 + κ sinh2 ϕ
4H sinhϕ
.
Replacing this on the third equation on (51) we obtain
dϕ
ds
=
1
4H
(−4H2 − κ sinh2 ϕ). (57)
We observe that ϕ˙ = −H is the corresponding equation for the case κ = 0,
i.e., for hyperbolic spaces in L3. This could be obtained as a limiting case if
we take κ → 0. For κ < 0, the range for the angle ϕ is 0 ≤ ϕ < ϕ∞ =
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arcsinh(2|H |/√−κ). The surface necessarily asymptotes a spacelike cone with
angle ϕ∞. Indeed the equation (57) is equivalent to
1
4H
∫ ϕ∞
0
dϕ
−4H2 − κ sinh2 ϕ =
∫ ∞
0
ds =∞.
There are no complete solutions for κ > 0 and H 6= 0, since that the angle at
ρ = 0 and at ρ = π√
κ
are not the same unless we have H = 0.
Finally, we study the case when ϕ → ϕ0 as ρ → 0 for some positive value
of ϕ0. This means that the solution asymptotes a space-like cone at p0. In this
case sinhϕ → sinhϕ0 < ∞ as ρ → 0. Thus taking the limit ρ → 0 in (53) we
obtain I ′ = 0. So, as we seen above, necessarily ϕ0 = 0. This contradiction
implies that there are no examples with ϕ0 > 0.
It remains to give a look at the case ϕ → ∞ as ρ → 0. In this case,
the solution asymptotes the light cone at p0. For any non zero value of I
′,
we obtain after dividing (53) by sn2κ(ρ/2) and taking limit for ρ → ∞ that
sinhϕ → 2|H |/√−κ. Moreover, the angle ϕ is always decreasing in the range
(2|H |/√−κ,∞) as ρ increases in (0,∞). For example, consider the values κ < 0
and I ′ = 4Hκ . Replacing this value for I
′ in (52) we get
0 = sinhϕ snκ(ρ) + 4H
(
sn2κ(
ρ
2
)− 1
κ
)
.
So we conclude that
κ sinhϕ = 2H ctκ
(ρ
2
)
. (58)
Thus the solution satisfies sinhϕ→∞ if ρ→ 0. This means that Σ asymptotes
the light cone at the point p0. Moreover, we have that sinhϕ → 2|H |/
√−κ if
ρ→∞. Replacing (58) at the third equation in (51) we obtain
ctκ(ρ) =
1
2
(
κ
sinhϕ
2H
− 2H
sinhϕ
)
=
−4H2 + κ sinh2 ϕ
4H sinhϕ
and
dϕ
ds
=
1
4H
(− 4H2 − κ sinh2 ϕ).
Since ϕ satisfies sinhϕ > sinhϕ∞ =
2|H|√−κ then we conclude that ϕ˙ < 0 for all s.
So, the angle decreases from ∞ at ρ→ 0 to its infimum value ϕ∞ as ρ→∞.
We summarize the facts above in the following theorem.
Theorem 5. Let Σ be a rotationally invariant surface with constant mean
curvature H in the Lorentzian product M2(κ)×R with κ ≤ 0. If H = 0 either Σ
is a horizontal plane Pt = M
2(κ)×{t} or Σ asymptotes a light cone with vertex
at some point p0 of the rotation axis. In this case, Σ has a singularity at p0 and
has horizontal planar ends. We refer to these singular surfaces as Lorentzian
catenoids.
If H 6= 0 either Σ is a complete disc-type surface meeting orthogonally the
rotation axis or Σ asymptotes a light cone with vertex p0 at the rotation axis. In
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the first case, the angle between the surface and the horizontal planes asymptotes
2|H |/√−κ as the surface goes to the asymptotic boundary ∂∞M2(κ) × R. In
the last case, the surface is singular at p0 and asymptotes a space-like cone with
vertex at p0 and slope ϕ∞ where sinhϕ∞ = 2|H |/
√−κ.
3.2 Uniqueness of annular CMC surfaces
We fix ε = −1 and κ ≤ 0 on this section. We then present a version of a theorem
proved by R. Lo´pez (see [12], Theorem 1.2) about uniqueness of annular CMC
in Minkowski space L3.
Let Σ1 be a connected CMC space-like surface inM
2(κ)×R whose boundary
is a geodesic circle Γ in some plane Pa. We suppose that Σ1 is a graph over
Pa − Ω, where Ω is the domain bounded by Γ on Pa. We further suppose that
the angle of Σ1 with respect to the planes Pt asymptotes, when Σ1 approaches
∂∞M2(κ) × R, a value ϕ1∞ so that sinh(ϕ1∞) ≥ 2|H |/
√−κ. We then consider
Σ2 a revolution surface with same mean curvature, boundary and flux than
Σ1. That this is possible we infer from the description on Theorem 5 above.
From the same theorem, we know that the asymptotic angle for Σ2 is ϕ
2
∞ =
arcsinh(2|H |/√−κ).
Suppose that Σ1 6= Σ2. Now, we move Σ1 upwards until there is no contact
with Σ2. This is possible since the asymptotic angle of Σ1 is greater than or
equal to the asymptotic angle of Σ2. Denote by Σ1(t) the copy of Σ1 translated
t upwards (so that Σ1(0) = Σ1). Then we define t0 as the height where occurs
the first contact point. Suppose that t0 > 0. Then, the first contact is not at
an interior point. Otherwise, by the interior maximum principle, the surfaces
are coincident, what contradicts our hypothesis. If the asymptotic angles are
different, there are no point of contact at infinity. If the angles are equal, then
for small δ the surfaces Σ1(t0 − δ) and Σ2 intersect transversally. We claim
that there exists a connected component Γ′ on S = Σ1(t0 − δ) ∩ Σ2 which is
not null homologous on both surfaces. Since both graphs have the topology
of a punctured plane, this means that Γ′ must be homologous to Γ on Σ2.
Suppose by contradiction that all components of S will be null homologous.
So, each component Γ′ of S bounds a disc on both the graphs with common
boundary given by Γ′. These two discs are graphs over a disc on Pa with the
same mean curvature and same boundary. By maximum principle they are
equal. By analyticity, this implies that the graphs coincide globally. From
this contradiction, we conclude that there exists component Γ′ of S not null
homologous. The flux of Σ1(t0 − δ) and Σ2 through Γ′ are both equal to the
flux of Σ1 and Σ2 through Γ. However, after crossing Σ2 along Γ
′ towards
∂∞M2(κ) × R, the surface Σ1(t0 − δ) remains below Σ2. Then since ∂t is a
time-like vector, it holds that
〈η2, ∂t〉 < 〈η1, ∂t〉.
along Γ′, where η1 and η2 are the outward unit co-normal of Σa(t0 − δ) and Σ2
along Γ′. However, this contradicts the fact that the flux is the same on both
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surfaces. This contradiction implies that t0 = 0. Now, if the surfaces contact
at the boundary, they coincide globally, by the boundary maximum principle.
If not, then the angles satisfy again a strict inequality and therefore the flux
is not the same for the two surfaces, a contradiction. We conclude from these
contradictions that Σ1 = Σ2.
Theorem 6. Let Σ be a space-like CMC surface on M2(κ) × R, κ ≤ 0, whose
boundary is a geodesic circle on a horizontal plane Pa. We suppose that Σ is
a graph over the domain in Pa outside the disc bounded by ∂Σ. We further
suppose that the angle between Σ and the horizontal planes asymptotes ϕ∞ with
ϕ∞ ≥ arcsinh(2|H |/
√−κ). Then, Σ is contained on a revolution surface whose
axis passes through the center of ∂Σ on Pa.
A similar reasoning shows, under the same hypothesis on the asymptotic
angle, that an entire space-like surface with an isolated singularity and constant
mean curvature is a singular revolution surface (v. [12], Theorem 1.3).
4 Hopf differentials in some product spaces
Let Σ be a Riemann surface and X : Σ→M2(κ)×R be an isometric immersion.
If κ ≥ 0, we may consider Σ as immersed in R4 = R3×R. If κ < 0, we immerse
Σ in L3 ×R. In fact, we may write X = (p, t), with t ∈ R and p ∈M2(κ) ⊂ R3,
in the first case and p ∈ M2(κ) ⊂ L3 for κ < 0. By writing M2(κ)×R ⊂ E4 we
mean all these possibilities. The metric and covariant derivative in E4 are also
denoted by 〈·, ·〉 and D respectively. We denote by ǫ the sign of κ. Recall that
ε = 1 for Riemannian products and ε = −1 for Lorentzian ones.
Let (u, v) be local coordinates in Σ for which X(u, v) is a conformal im-
mersion inducing the metric e2ω (du2 + dv2) in Σ. So, denote by ∂u, ∂v the
coordinate vectors and let e1 = e
−ω∂u, e2 = e−ω∂v be the associated local
orthonormal frame tangent to Σ. The unit normal directions to Σ in E4 are
denoted by n1, n2 = p/r, where r = (ǫ 〈p, p〉)1/2. We denote by hkij the com-
ponents of hk, the second fundamental form of Σ with respect to nk, k = 1, 2.
Then
hkij = 〈Deiej, nk〉.
It is clear that the h1ij are the components of the second fundamental form of
the immersion Σ # M2(κ)× R. The components of h2 are
h2ij = 〈Deiej , n2〉 = 〈Dehi e
h
j , p/r〉 = −
1
r
〈ehi , ehj 〉 =
1
r
(
ε〈eti, etj〉 − δij
)
=
1
r
(
ε〈ei, ∂t〉〈ej , ∂t〉 − δij
)
=
ε
r
〈ei, ∂t〉〈ej , ∂t〉 − 1
r
δij .
We remark that κ = ǫ/r2. The components of h1 and h2 in the frame ∂u, ∂v are
respectively
e = h1(∂u, ∂u) = e
2ωh111, f = h
1(∂u, ∂v) = e
2ωh112, g = h
1(∂v, ∂v) = e
2ωh122
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and
e˜ = h2(∂u, ∂u) = e
2ωh211, f˜ = h
2(∂u, ∂v) = e
2ωh212, g˜ = h
2(∂v, ∂v) = e
2ωh222.
The Hopf differential associated to hk is defined by Ψk = ψkdz2, where z = u+iv
and the coefficients ψ1, ψ2 are
ψ1 =
1
2
(e− g)− i f, ψ2 = 1
2
(e˜ − g˜)− i f˜ .
The mean curvature of X is by definition H = (h111 + h
1
22)/2. Differentiating
the real part of ψ1 we obtain
∂u
(e− g
2
)
= ∂u
(e+ g
2
− g
)
= ∂u(e
2ωH)− ∂ug = ∂u(e2ωH)− ∂u
(
h1(∂v, ∂v)
)
= ∂u(e
2ωH)− (D∂uh1(∂v, ∂v) + 2h1(D∂u∂v, ∂v))
= ∂u(e
2ωH)− (D∂vh1(∂u, ∂v) + 〈R¯(∂u, ∂v)n1, ∂v〉+ 2h1(D∂u∂v, ∂v))
= ∂u(e
2ωH)− (∂v(h1(∂u, ∂v))− h1(D∂v∂u, ∂v)− h1(∂u, D∂v∂v)
+〈R¯(∂u, ∂v)n1, ∂v〉+ 2h1(D∂u∂v, ∂v)
)
+〈R¯(∂u, ∂v)n1, ∂v〉
)
= ∂u(e
2ωH)− (∂vf + Γ112f + Γ212g − Γ122e− Γ222f + 〈R¯(∂u, ∂v)n1, ∂v〉)
= ∂u(e
2ωH)− (∂vf + f∂vω + g∂uω + e∂uω − f∂vω + 〈R¯(∂u, ∂v)n1, ∂v〉)
= ∂u(e
2ωH)− (∂vf + (e + g)∂uω + 〈R¯(∂u, ∂v)n1, ∂v〉)
= ∂u(e
2ωH)− 2e2ωH∂uω − ∂vf − 〈R¯(∂u, ∂v)n1, ∂v〉
= −∂vf + e2ω∂uH − 〈R¯(∂u, ∂v)n1, ∂v〉.
By similar calculations we also obtain
∂v
(e− g
2
)
= ∂uf − e2ω∂vH + 〈R¯(∂v, ∂u)n1, ∂u〉.
We used above the Codazzi equation
D∂uh
1(∂v, ∂v) = D∂vh
1(∂u, ∂v) + 〈R¯(∂u, ∂v)n1, ∂v〉
and the following expressions for the Christoffel symbols Γkij for the metric e
2ωδij
in Σ
Γ111 = −Γ122 = Γ212 = ∂uω, Γ222 = −Γ211 = Γ112 = ∂vω.
An easy calculation yields the components of the curvature tensor
〈R¯(∂u, ∂v)n1, ∂v〉 = κ e2ω〈∂hu , nh1 〉, 〈R¯(∂v, ∂u)n1, ∂u〉 = κ e2ω〈∂hv , nh1 〉.
By this way, we then obtain the following pair of equations
∂uℜψ1 = ∂vℑψ1 − κ e2ω〈∂hu , nh1〉+ e2ω∂uH, (59)
∂vℜψ1 = −∂uℑψ1 + κ e2ω〈∂hv , nh1 〉 − e2ω∂vH. (60)
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One also calculates
∂uℜψ2 = ε
2r
∂u
(
〈∂u, ∂t〉2 − 〈∂v, ∂t〉2
)
=
ε
r
(
〈∂u, ∂t〉 〈D∂u∂u, ∂t〉
−〈∂v, ∂t〉 〈D∂u∂v, ∂t〉
)
=
ε
r
(
〈∂u, ∂t〉 〈D∂u∂u, ∂t〉 − 〈∂v, ∂t〉 〈D∂v∂u, ∂t〉
)
=
ε
r
(
〈∂u, ∂t〉 〈D∂u∂u, ∂t〉 − ∂v(〈∂v, ∂t〉 〈∂u, ∂t〉) + 〈D∂v∂v, ∂t〉 〈∂u, ∂t〉
)
=
ε
r
〈∂u, ∂t〉 〈D∂u∂u +D∂v∂v, ∂t〉 −
ε
r
∂v
(〈∂u, ∂t〉 〈∂v, ∂t〉)
=
1
r
〈∂u, ∂t〉e2ω∆t− ε
r
∂v
(〈∂u, ∂t〉 〈∂v, ∂t〉)
= 2H
1
r
e2ω〈∂u, ∂t〉 〈n1, ∂t〉 − ε
r
∂v
(〈∂u, ∂t〉 〈∂v, ∂t〉) = −2Hε
r
e2ω〈∂hu , nh1 〉
−ε
r
∂v
(〈∂u, ∂t〉 〈∂v, ∂t〉) = −2Hε
r
e2ω〈∂hu , nh1 〉+ ∂vℑψ2.
We used above the formula ∆t = 2H〈n1, ∂t〉, where ∆ is the Laplacian on Σ
(see Section 6). Similarly, we prove that
∂vℜψ2 = −∂uℑψ2 + 2H ε
r
e2ω〈∂hv , nh1 〉.
Then, using the above mentioned fact that κ = ǫ/r2, we conclude that the
function ψ := 2Hψ1 − ε ǫr ψ2 satisfies
∂uℜψ = ∂vℑψ + 2ℜψ1Hu − 2ℑψ1Hv + 2e2ωHHu = ∂vℑψ + 2eHu + 2fHv,
∂vℜψ = −∂uℑψ + 2ℜψ1Hv + 2ℑψ1Hu − 2e2ωHHv = −∂uℑψ − 2gHv − 2fHu.
Now, using the complex parameter z = u + iv and the complex derivation
∂z¯ =
1
2 (∂u + i∂v) we get
∂z¯ψ = (∂uℜψ − ∂vℑψ) + i(∂vℜψ + ∂uℑψ)
= 2eHu + 2fHv − 2ifHu − 2igHv
That is, defining the quadratic differential Q := 2H Ψ1 − ε ǫr Ψ2 we prove that
Q is holomorphic on Σ if H is constant. Inversely, if Q is holomorphic then
eHu + f Hv = 0, f Hu + g Hv = 0
We may write this system in the following matrix form[
e f
f g
] [
Hu
Hv
]
=
[
0
0
]
.
This implies that A∇H = 0, where A = 〈dX, dX〉−1〈dn1, dX〉 is the shape
operator for X and ∇H is the gradient ofH on Σ. If∇H = 0, i.e., Hu = Hv = 0
on Σ, then H is constant. Thus, we may suppose that ∇H 6= 0 on an (open)
set Σ′ of Σ. On Σ′ we have Kext =: detA = 0 . However, detA = 0 is a closed
condition. So, Σ′ is clopen and therefore Σ′ = Σ. Thus, e1 =: ∇H/|∇H | is a
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principal direction with principal curvature κ1 = 0. Moreover H = κ2, where
κ2 is the principal curvature of Σ calculated on a direction e2 perpendicular to
e1. So, the only planar (umbilical) points on Σ are the points where H vanishes.
Moreover, the integral curves of e2 are level curves for H = κ2 since they are
orthogonal to ∇H . Thus, H is constant along such each line. So, we proved
Theorem 7. The quadratic differential Q = 2HΨ1 − ε ǫr Ψ2 is holomorphic on
Σ if H is constant. Inversely, if we suppose that Σ is compact (more generally,
if Σ does not admit a function without critical points, or a vector field without
singularities), then H is constant if Q is holomorphic.
The considerations above imply that if there exist examples of surfaces with
holomorphic Q and non constant mean curvature, these examples must be non
compact, have zero extrinsic Gaussian curvature and are foliated by curvature
lines along which H is constant. Recently, P. Mira and I. Ferna´ndez announced
to the authors had constructed such examples.
For ε = 1, the quadratic form Q coincides with that one obtained by U.
Abresch and H. Rosenberg in ([1]). It is clear that Q is the complexification of
the traceless part of the second fundamental form q corresponding to the normal
direction 2Hn1 − ε ǫr n2 on the normal bundle of Σ # E4.
Using the Theorem 7, we present the following generalization of the theorem
of Abresch and Rosenberg quoted in the Introduction:
Theorem 8. Let X : Σ → M2(κ) × R be a complete CMC immersion of a
surface Σ in M2(κ) × R. If ε = 1 and Σ is homeomorphic to a sphere, then
X(Σ) is a rotationally invariant spherical surface. If Σ is homeomorphic to a
disc and Q ≡ 0 on Σ, then X(Σ) is a rotationally invariant disc. For ε = −1
and κ ≤ 0, if X(Σ) is simply-connected, space-like and Q ≡ 0 on Σ, then the
same conclusion holds.
Proof of the Theorem 8. By hypothesis, we have Q ≡ 0 (if Σ is homeomorphic
with a sphere, this follows from the fact that Q is holomorphic). Thus, 2Hψ1 ≡
ε ǫr ψ
2. Given an arbitrary local orthonormal frame field {e1, e2}, we may write
this as
2Hh112 = κ 〈e1, ∂t〉〈e2, ∂t〉, (61)
2H(h111 − h122) = κ 〈e1, ∂t〉2 − κ 〈e2, ∂t〉2. (62)
If H = 0, then it follows from these equations that the vector field ∂t is always
normal to Σ. So, the surface is part of a plane Pt = M
2(κ)×{t}, for some t ∈ R.
Since Σ is complete, we conclude that Σ = Pt.
We then may consider only CMC surfaces withH 6= 0. If (p, t) is an umbilical
point of Σ we have for an arbitrary frame that h112 = 0 at this point. So, either
〈e1, ∂t〉 = 0 or 〈e2, ∂t〉 = 0 at (p, t). Since h111 = h122 = H at (p, t) the equation
(62) implies that both angles 〈ei, ∂t〉 are null. So, we conclude that if Q = 0,
then umbilical points are the points where Σ has horizontal tangent plane, and
vice-versa.
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If (p, t) is not an umbilical point in Σ, we may choose the frame {e1, e2}
as principal frame locally defined (on a neighborhood Σ′ of that point). Thus,
h112 = 0 and therefore 〈e1, ∂t〉 = 0 or 〈e2, ∂t〉 = 0 on Σ′. We fix 〈e1, ∂t〉 = 0.
If we denote by τ the tangential part ∂t − ε〈∂t, n1〉n1 of the field ∂t, then
τ = 〈e2, ∂t〉 e2. Thus from (62) it follows that the principal curvatures of Σ are
h111 = H −
κ
4H
|τ |2, h122 = H +
κ
4H
|τ |2.
The lines of curvature on Σ′ with direction e1 are locally contained in the planes
Pt. Inversely, the connected components of Σ
′ ∩ Pt are lines of curvature with
tangent direction given by e1. Thus, if we parameterize such a line by its arc
length s, we have
d
ds
〈n1, ∂t〉 = 〈De1n1, ∂t〉 = h111〈e1, ∂t〉 = 0. (63)
We conclude that, for a fixed t, Σ′ and Pt make a constant angle θ(t) along
each connected component of their intersection. So, if a connected component
of the intersection between Pt and Σ has a non umbilical point, then the angle
is constant, non zero, along this component, unless that there exists also an
umbilical point on this same component. However at this point the angle is
necessarily zero. So, by continuity of the angle function, either all points on a
connected component Σ ∩ Pt are umbilical and the angle is zero, or all points
are non umbilical and the angle is non zero. However, supposes that all points
on a connected component σ are umbilical points for h1. Then, as we noticed
above, Σ is tangent to Pt along σ. So, along σ, we have 〈e1, ∂t〉 = 〈e2, ∂t〉 = 0
and therefore by equations (61) and (62) we have h1ii = 0 and H = 0. From this
contradiction, we conclude that the umbilical points may not be on any curve
on Σ ∩ Pt. The only possibility is that there exist isolated umbilical points as
may occurs on the top and bottom levels t = a and t = b of X(Σ).
So, there exists an orthonormal principal frame field {e1, e2} on a dense
subset of Σ. On this dense subset we have τ 6= 0 and then we may choose a
positive sign for sin θ(t) or sinh θ(t), where θ(t) is the angle between n1 and ∂t
along a given component of Σ ∩ Pt. We denote both of these functions by the
same symbol sn(t). Now, we calculate the geodesic curvature of the horizontal
curvature lines on Pt. We have
e2 =
τ
|τ | =
1
sn(t)
τ =
1
sn(t)
(∂t − ε〈∂t, n1〉n1) = 1
sn(t)
(∂t − ˙sn(t)n1)
Since 〈n1, ∂t〉 is constant along this curve and therefore sn(t) is constant we
conclude that
De1e2 =
1
sn(t)
(
De1∂t − ˙sn(t)De1n1
)
=
˙sn(t)
sn(t)
h111e1
where ˙sn(t) = cos θ(t) for ε = 1 and ˙sn(t) = cosh θ(t) for ε = −1. So the geodesic
curvature 〈De1e1, e2〉 of the horizontal lines of curvature relatively to Σ is given
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by −( ˙sn(t)/sn(t))h111. This means that the horizontal lines of curvature have
constant geodesic curvature on Σ. Now, defining ν = Je1 = εsn(t)n1− ˙sn(t) e2,
we calculate
〈De1ν, e1〉 = −εsn(t)h111 − ˙sn(t)
˙sn(t)
sn(t)
h111 = −
1
sn(t)
h111.
Thus, it follows that the geodesic curvature of the horizontal lines of curvature
on Σ∩ Pt relatively to the plane Pt is also constant and equal to h111/sn(t). We
conclude that for each t, Σ ∩ Pt consists of constant geodesic curvature lines of
Pt.
We also obtain 〈De2e2, e1〉 = 0. So, the curvature lines of Σ with direction
e2 are geodesics on Σ. We then prove that these lines are contained on vertical
planes. Fixed a point (p, t) in Σ ∩ Pt, let α(s) be the line of curvature with
α′ = e2 passing by (p, t) at s = 0. We want to show that α is contained on
the vertical geodesic plane Π determined by e2(p, t) and ∂t. This is the plane
spanned by e2 and n1 at (p, t). For each s, consider the vertical geodesic plane
Πs on M
2(κ)× R for which e2 = α′(s) and De2e2 = Dα′α′ are tangent at α(s).
This plane is of the form σs ×R, where σs is some geodesic on M2(κ) which by
its turn is the intersection of M2(κ) and some plane πs on E
3 with unit normal
a(s). The intersection of the hyperplane πs×R of E4 with M2(κ)×R is then the
plane Πs. Now p(s)∧α′(s)∧Dα′α′ is a normal direction to that hyperplane on
E4 where p(s) = α(s)h. However, since α is at the same time line of curvature
and geodesic then
Dα′α
′ = De2e2 = (De2e2)
T + (De2e2)
N = (De2e2)
N = h122 n1.
Thus we conclude that the unit normal to the hyperplane Πs is
a(s) = p(s) ∧ e2(s) ∧ n1(s).
Differentiating we obtain a′ = 0. So a(s) is constant. Thus implies that Πs = Π
for all s. So, α(s) is a plane curve contained in Π. Notice that Π has normal
e1(p, t) since e1(p, t) = a(0). We then conclude that the integral curves of e2
are planar geodesics on Σ.
So, for a fixed t, let σ(s) be a component of Σ ∩ Pt. Then σ is a constant
geodesic curvature curve on Pt. Moreover, the vertical plane passing through
σ(s) with normal e1(σ(s)) is a symmetry plane of Σ since contains a geodesic
of Σ, namely the curvature line in direction e2 passing through σ(s). Thus, the
surface is invariant with respect to the isometries fixing σ. Since the surface is
homeomorphic to a disc or a sphere (see Remark 2 below), then we conclude
that these isometries are elliptic (their orbits are closed circles). This means
that X(Σ) is rotationally invariant in the sense of Section 1. So, the proof is
concluded.
Remark 1. We also prove the Theorem 8 by the following reasoning: denote
by Πs the plane passing through σ(s) with normal e1. This plane contains the
curvature line with initial data σ(s) for position and e2(σ(s)) for velocity. Its
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plane curvature is given by the derivative of its angle with respect to the (fixed)
direction ∂t, that is, θ(t). These data, by the fundamental theorem on planar
curves, determine completely the curve. Changing the point on σ, the initial
data differ by a rigid motion (an isometry on Pt) and the curvature function
remains the same at points of equal height. Then, by the uniqueness part on
the theorem cited before, the two curves differ only by the same rigid motion.
This means that the surface is invariant by the rigid motions fixing σ. Thus,
the proof is finished by proving that the only possible isometries are the elliptic
ones.
Remark 2. For κ ≤ 0 and ε = −1, since X(Σ) is space-like, it is acausal. Thus,
the coordinate t is bounded on Σ. Moreover, the projection (p, t) ∈ Σ 7→ p ∈
M2(κ) increases Riemannian distances. So, is a covering map and therefore
X(Σ) is locally a graph over the horizontal planes. If we suppose Σ simply
connected, then X(Σ) is globally diffeomorphic with Pt. Is, in fact, a disc-type
graph.
Let X : Σ → M2(κ) × R be an immersion of a surface with boundary. We
suppose that X |∂Σ is a diffeomorphism onto its image Γ = X(∂Σ). We further
suppose that X(∂Σ) is contained on some plane Pt. So, Γ is a embedded curve
on Pt that bounds a domain Ω. In what follows we always make this hypothesis
while treating immersions of surfaces with boundary. Now, we fix ε = −1 and
suppose that X(Σ) is space-like. We may prove under these assumptions that
Σ is simply-connected (disc-type) and X(Σ) is a graph over Ω. This conclusion
also holds if Γ is supposed to be a graph over some embedded curve on Pt.
Thus, if we suppose either ε = 1 and Σ a disc, or ε = −1 (with the additional
hypothesis that Q = 0 on both cases) then we are able to prove that ifX(Σ) is an
immersed CMC surface with boundary, then X(Σ) is contained on a rotationally
invariant CMC disc. In fact, the reasoning on Theorem 8 works well on these
cases to show that X(Σ) is foliated by geodesic circles and that the angle with a
plane Pt is constant along Σ∩Pt. This suffices to show that X(Σ) is rotationally
invariant.
5 Free boundary surfaces in product spaces
A classical result of J. Nitsche (see, e.g., [14], [17] and [19]) characterizes discs
and spherical caps as equilibria solutions for the free boundary problem in space
forms. We will be concerned now about to reformulate this problem in the
product spaces M2(κ)× R.
Let Σ be an orientable compact surface with non empty boundary and X :
Σ → M2(κ) × R be an isometric immersion. By a volume-preserving variation
of X we mean a family Xs : Σ→ M2(κ)×R of isometric immersions such that
X0 = X and
∫ 〈∂sXs, ns〉dAs = 0, where dAs and ns represent respectively the
element of area and an unit normal vector field to Xs. In the sequel we set
ξ = ∂sXs and f = 〈ξs, ns〉 at s = 0. We say that Xs is an admissible variation
if it is volume-preserving and at each time s the boundary Xs(∂Σ) of Xs(Σ) lies
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on a horizontal plane Pa. We denote by Ωs the compact domain in Pa whose
boundary is Xs(∂Σ) (in the spherical case κ > 0, we choose one of the two
domains bounded by Xs(∂Σ)). A stationary surface is by definition a critical
point for the following functional
E(s) =
∫
Σ
dAs + α
∫
Ωs
dΩ,
for some constant α, where dΩ is the volume element for Ωs induced from
Pa. The first variation formula for this functional is (see [17] and [5] for the
corresponding formulae in space forms)
E′(0) = −2
∫
Σ
Hf +
∫
∂Σ
〈ξ, η + αη¯〉dσ,
where dσ is the line element for ∂Σ and η, η¯ are the unit co-normal vector fields
to ∂Σ relatively to Σ and to Pa. If we prescribe α = − cos θ in the Riemannian
case and α = − cosh θ in the Lorentzian case, then we conclude that a stationary
surface Σ has constant mean curvature and makes constant angle θ along ∂Σ
with the horizontal plane.
In what follows, spherical cap means that the surface is a part of a CMC
revolution sphere bounded by some circle contained in a horizontal plane and
centered at the rotation axis. Similarly, the term hyperbolic cap means a part
of a CMC rotationally invariant disc bounded by a horizontal circle centered at
the rotation axis. Granted this, we state the following theorem.
Theorem 9. Let Σ be a surface with boundary and let X : Σ→M2(κ)×R be
a stationary immersion for free boundary admissible variations whose boundary
lies in some plane Pa. If ε = 1 and Σ is disc-type, then X(Σ) is a spherical cap.
If ε = −1, then X(Σ) is a hyperbolic cap.
The proof of Theorem 9 follows closely the guidelines of the proof of the
Nitsche’s Theorem in R3 as we may found in [14] and [17]. Let Σ denote the
disc |z| < 1 in R2, where z = u + iv. If we put ∂z = 12 (∂u − i∂v), then the
C-bilinear complexification of q satisfies
qC(∂z , ∂z) = q(∂u, ∂u)− q(∂v, ∂v)− 2iq(∂u, ∂v) = 2Q(∂z, ∂z).
Now, since X(∂Σ) is contained in Pa then q(τ, η) = 0 on ∂Σ. Here τ =
e−ω(−v∂u + u∂v) is the unit tangent vector to ∂Σ and η = e−ω(u∂u + v∂v)
is the unit outward co-normal to ∂Σ. In fact h2(τ, η) = 0 since that τ is a
horizontal vector and h1(τ, η) = 0 since that ∂Σ is a line of curvature for Σ by
Joachimstahl’s Theorem.
On the other hand, we have on ∂Σ that
0 = q(τ, η) = (u2 − v2) q(∂u, ∂v)− uv q(∂u, ∂u) + uv q(∂v, ∂v) = ℑ
(
z2Q(∂z , ∂z)
)
From this we conclude that ℑ(z2Q) ≡ 0 on ∂Σ. Since z2Q is holomorphic on
Σ, then ℑz2Q is harmonic. So, ℑz2Q = 0 on Σ and therefore z2Q ≡ 0 on Σ.
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Hence, Q ≡ 0 on Σ. This implies that X(Σ) is part of a CMC revolution sphere
or a CMC rotationally invariant disc. This finishes the proof of the Theorem 9.
We obtain also a result about stable CMC discs inM2(κ)×R, following ideas
presented in [3]. Here, stability for a CMC surface Σ means that the quadratic
form
J [f ] = ε
∫
Σ
(
∆f + ε
(|A|2 +Ric(n1, n1))f) f dA,
is non-negative with respect to the all variational fields f generating preserving-
volume variations (see [6] and [7] for the case κ = 0). In the formula above, Ric
means the Ricci curvature tensor of M2(κ)× R.
Theorem 10. Let Σ be an immersed surface with boundary and constant mean
curvature H in M2(κ)× R. Suppose that ∂Σ is a geodesic circle in some plane
Pa and that the immersion is stable. For ε = 1 we further suppose that Σ is
disc-type and for ε = −1 that the immersion is space-like. Then Σ is a spherical
or hyperbolic cap, if H 6= 0. If H = 0 then Σ is a totally geodesic disc.
We consider the vector field Y (t, p) = a ∧ ∂t ∧ p, where a is the vector in E3
perpendicular to the plane where ∂Σ lies. This is a Killing field in M2(κ)× R.
Then f = 〈Y, n1〉 satisfies trivially J [f ] = 0. Let η be the exterior unit co-normal
direction to Σ along the boundary ∂Σ.
The normal derivative of f along ∂Σ is calculated as
η(f) = η〈Y, n1〉 = 〈a ∧ ∂t ∧Dηp, n1〉+ 〈a ∧ ∂t ∧ p,Dηn1〉
= 〈a ∧ ∂t ∧ η, n1〉+ 〈a ∧ ∂t ∧ p,Dηn1〉 = −〈a ∧ ∂t ∧ n1, η〉+ 〈a ∧ ∂t ∧ p,Dηn1〉
= 〈τ, η〉 + 〈τ,Dηn1〉 = 〈τ,Dηn1〉 = −h1(τ, η),
where τ = a ∧ ∂t ∧ p (the restriction of Y to the boundary of Σ) is the tangent
positively oriented unit vector to ∂Σ. Since that 〈τ, ∂t〉 = 0 and 〈τ, η〉 = 0 it
follows that
h2(τ, η) = −1
r
〈τh, ηh〉 = 0.
This yields
2H η(f) = −2H h1(τ, η) = −q(τ, η).
However, if u, v denote the usual cartesian coordinates on Σ then
q(τ, η) = e−2ω q(u∂u + v∂v,−v∂u + u∂v) = −ℑ(z2Q)
on ∂Σ. We conclude that 2H η(f) = ℑ(z2Q). Proceeding as in ([3]) we verify
that η(f) vanishes at least three times. Applying Courant’s theorem on nodal
domains allows us to conclude that f vanishes on the whole disc. So, X(Σ) is
foliated by the flux lines of Y , i.e. by horizontal geodesic circles centered at the
same vertical axis. So, X(Σ) is a spherical or hyperbolic cap as we claimed.
This proves Theorem 10.
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6 Flux formula and Killing graphs
6.1 Flux formula
Let Σ be an immersed surface in M2(κ) × R with constant mean curvature H .
We denote by Div and div respectively the divergence operator on M2(κ) × R
and on Σ. Consider a Killing vector field Y on M2(κ)× R. Thus restricting Y
to Σ one finds
divY =:
∑
i
〈DeiY, ei〉 = 0.
However using the decomposition Y = Y T + Y N = Y T + ε〈Y, n〉n we obtain
divY = divY T + divY N = divY T + ε〈Y, n〉〈Dein, ei〉 = 〈∇eiY T , ei〉
−2Hε〈Y, n〉 = divY T − 2Hε〈Y, n〉.
Then by Stokes’s Theorem on Σ
0 =
∫
Σ
divY dA =
∫
∂Σ
〈Y, ν〉dσ − 2Hε
∫
Σ
〈Y, n〉dA,
where ν is the outward unit co-normal vector field along ∂Σ. By this way we
obtain the first Minkowski formula∫
Σ
εH〈Y, n〉dA = 1
2
∫
∂Σ
〈Y, ν〉dσ. (64)
In the case where Σ and Ω are homologous oriented cycles on M2(κ) × R, we
conclude from the formula DivY = 0 and divergence theorem that∫
Σ
〈Y, n〉dA+
∫
Ω
〈Y, nΩ〉dΩ = 0.
We then obtain the flux formula for Killing vector fields:∫
∂Σ
〈Y, ν〉dσ + 2Hε
∫
Ω
〈Y, nΩ〉dΩ = 0. (65)
6.2 Killing graphs and height estimates
Let n be an unit normal vector field to Σ # M2(κ) × R. We next consider
the function 〈Y, n〉. Let e1, e2 be an adapted orthonormal moving frame with
∇ei = 0 at a point (p, t) ∈ Σ. We may suppose that ei is principal at that point.
We have for v ∈ TΣ that
v〈Y, n〉 = 〈DvY, n〉+ 〈Y,Dvn〉 = 〈DvY, n〉+ ε〈Dvn, n〉〈n, Y 〉+ 〈(Dvn)T , Y 〉
= −〈v,DnY 〉+ 〈(Dvn)T , Y 〉 = −〈v,DnY +A(Y T )〉.
Hence
∇〈Y, n〉 = −A(Y T )− (DnY )T =
(
(DY T n)− (DnY )
)T
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The restriction of a Killing field to a CMC surface is a Jacobi field for it. Then
we have (
∆+ ε|A|2 + εRic(n, n))〈Y, n〉 = 0.
We also compute
Ric(n, n) = κε(1− 〈n, ∂t〉2).
We suppose that the distribution spanned by the vectors orthogonal to Y
is integrable (this is a weaker condition than to assume Y is closed). Let N be
the domain in M2(κ)×R free of singularities of Y . So, N is foliated by surfaces
orthogonal to the flow lines of Y . Let s be the flow parameter on the flow lines
of Y , so that each leaf is a level surface for s. Taking s as a coordinate on N, it
is clear that ∂s = Y . We also have
∇¯s = gss∂s = Y|Y |2 := fY.
Then the gradient of s restricted to a surface Σ on N is ∇s = fY T and its
Laplacian is calculated as
∆s = 〈∇eifY T , ei〉 = 〈DeifY T , ei〉 = 〈∇f, ei〉〈Y T , ei〉+ f〈DeiY T , ei〉
= 〈∇f, Y T 〉+ f〈DeiY, ei〉 − εf〈Dei〈Y, n〉n, ei〉 = 〈∇f, Y T 〉 − εf〈Y, n〉〈Dein, ei〉.
Thus ∆s = 2Hεf〈Y, n〉 + 〈∇f, Y 〉. However, we easily see that the Killing
equation implies that the norm of Y is conserved along the flow lines of Y .
Then 〈∇|Y |, Y 〉 = 0 and therefore 〈∇f, Y 〉 = 0. So
∆s = 2Hεf〈Y, n〉.
We also have from Jacobi’s equation
∆〈Y, n〉 = −ε(|A|2 +Ric(n, n)) 〈Y, n〉 = −ε(|A|2 + κε (1− 〈n, ∂t〉2)) 〈Y, n〉.
We then fix ε = 1. Suppose that Σ has boundary on the leaf Π given by s = 0
and that 〈Y, n〉 ≥ 0 on Σ. So, H ≤ 0 when we consider n pointing outwards Π.
Next, for a given constant c, the function φ =: Hc s+ 〈Y, n〉 satisfies φ|∂Σ ≥ 0
and
∆φ =
(
2H2
c
|Y |2 − |A|
2 − κ(1− ν2)) 〈Y, n〉,
where ν = 〈n, ∂t〉. We want to choose c so that φ is super-harmonic. It suffices
that
2H2
c
|Y |2 − |A|
2 − κ(1− ν2) ≤ 0. (66)
However
|A|2 = k21 + k22 = (k1 + k2)2 + (k1 − k2)2 − k21 − k22 = 4H2 + 4|ψ1|2 − |A|2.
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So, |A|2 = 2H2 + 2|ψ1|2. For further reference we point that (for any sign of ε)
|ψ2|2 = κ
2
4
(1− ν2)2.
Thus, (66) is rewritten as
2H2
( c
|Y |2 − 1
) ≤ 2|ψ1|2 + κ(1− ν2)
If κ ≥ 0 it suffices to take 0 < c ≤ infΣ |Y |2. For κ < 0, if we rather suppose
that 2H2 + κ > 0, then we obtain the super-harmonicity of φ when
0 < c ≤ inf
Σ
|Y |2H
2 + κ2
H2
.
Thus, for these choices for c we have ∆φ ≤ 0 and
s ≤ 1|H |
supΣ |Y |
infΣ |Y |2 , (κ > 0), s ≤
|H |
H2 + κ2
supΣ |Y |
infΣ |Y |2 , (κ < 0). (67)
Theorem 11. Let Y be a Killing field on M2(κ)×R, ε = 1, which determines
an integrable orthogonal distribution D. Let Σ be an immersed CMC surface
on N whose boundary lies on a integral leaf of D. If s is the parameter of the
flow lines of Y , then it holds the estimates on (67). If Σ is a compact closed
embedded CMC surface on N, then Σ is symmetric with respect to some integral
leaf of D.
The proof of the second statement on the theorem above is similar to that
one presented in Proposition 1 of [9]. It is based on Aleksandrov reflection
method with respect to the integral leaves of D. That this makes sense we
could see noticing that the flux of Y is, at fixed s, an ambient isometry.
We remark that the integrability condition on D imposes that the form
ω = 〈Y, ·〉 satisfies dω = 0 on D × D. This implies that 〈DvY,w〉 = 0 for all
vector fields v, w on D. So, the integral leaves for D are totally geodesic on N.
Next, we use the height estimates on Theorem 11 to show the existence of
CMC Killing graphs for κ ≥ 0. We observe that if Σ is a Killing graph, then
each flow line through Σ meets Ω. Since the norm of Y is constant along the
flow lines, we have infΣ |Y | = infΩ |Y | and so on. Thus, the height estimates on
Theorem 11 for the particular case of graphs depend only on data of the domain
and the mean curvature.
Killing graphs corresponding to the vertical field Y = ∂t were previously
studied in [9] (see also [2]). We then restrict ourselves to consider the horizontal
field Y = a ∧ ∂t ∧ p. Let Ω be a domain on Π ∩ N. We may write Π = σ × R,
where σ is a horizontal geodesic parametrized by ρ. Let s = u(ρ, t) be a function
defined on Ω, which specifies a point on the flow line of Y starting at the point
with coordinates (ρ, t) on Π. Let Σ be the (Killing) graph of u. We fix boundary
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data u = 0 on ∂Ω. The tangent vectors to Σ are
Xρ = ∂ρ +
∂u
∂ρ
∂s, Xt = ∂t +
∂u
∂t
∂s
Recall that ∂s = Y . The unit normal vector field to Σ so that 〈Y, n〉 ≥ 0 is
n =
1
W
(− ∂u
∂ρ
∂ρ − ∂u
∂t
∂t + f ∂s
)
where W 2 = f + (∂ρu)
2 + (∂tu)
2 = f + |∇u|2. Thus
〈Y, n〉 = 1
W
.
So, a lower estimate for 〈Y, n〉 gives an upper estimate for W and therefore for
|∇u|. However, 〈Y, n〉 is super-harmonic for κ ≥ 0. Then
min
Ω
〈Y, n〉 = min
∂Ω
〈Y, n〉.
Then |u|1,Ω ≤ C |u|1,∂Ω for some constant C independent of u. We must then
estimate |∇u| on the boundary. As we said before, this means to get a lower
estimate for 〈Y, n〉 on the boundary. Since s = 0 on ∂Ω and φ is also super-
harmonic, then
min
Ω
〈Y, n〉 = min
∂Ω
〈Y, n〉 = min
∂Ω
φ = min
Ω
φ = φ(p0)
for a given p0 on ∂Ω. Thus, if η is the unit interior co-normal then at p0
0 ≤ 〈∇φ, η〉 = Hc〈∇s, η〉+ η〈Y, n〉 = Hc f〈Y, η〉+ 〈DηY, n〉+ 〈Y,Dηn〉
= Hcf 〈Y, η〉+ 〈a ∧ ∂t ∧ η, n〉+ 〈Dηn, η〉〈Y, η〉
= Hcf 〈Y, η〉+ 〈τ, n〉 − 〈A(η), η〉〈Y, η〉 = (Hcf − 〈Aη, η〉) 〈Y, η〉,
where τ is the unit positively oriented vector tangent to ∂Ω. However by choice
of c we have cf ≤ 1 and cf ≥ γ =: infΩ |Y |2/ supΩ |Y |2. Then 0 ≤
(
Hγ −
〈Aη, η〉) 〈Y, η〉. Since 〈Y, η〉 ≥ 0 and 2H = 〈Aη, η〉 + 〈Aτ, τ〉 then 〈Aτ, τ〉 ≥
H(2− γ). However, n = 〈n, η¯〉η¯ + 〈n, fY 〉Y where η¯ is the unit interior normal
to ∂Ω on Π. Then
〈Aτ, τ〉 = 〈Dτn, τ〉 = 〈n, η¯〉〈Dτ η¯, τ〉+ 〈n, fY 〉〈DτY, τ〉 = 〈n, η¯〉κg,
where κg is the geodesic curvature on ∂Ω, which we suppose to be strictly
positive. Since H ≤ 0, 〈n, η¯〉 ≤ 0 and κg > 0 then at p0 we have
H2γ˜2 ≥ κ2g〈n, η¯〉2 = κ2g
(
1− f 〈n, Y 〉2)
where γ˜ = 2− γ. Denoting infΩ |Y | = c˜ we then obtain
|〈Y, n〉| ≥ c˜
√
κ2g −H2γ˜2
κ2g
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We then verified that there exists a non-trivial gradient estimate for u if we
suppose |H | < κg/γ˜. By Schauder theory on quasi-linear elliptic equations, we
conclude that there exists a CMC Killing graph on N with boundary on Π.
Theorem 12. Let Π be a vertical plane on the Riemannian product M2(κ)×R,
κ ≥ 0, determined by an unit vector a in E4. Let Ω be a domain on Π which
does not contain points of the axis {±a} × R. If |H | < κg/γ˜, where κg is the
geodesic curvature of ∂Ω in Π and γ˜ = 2 − supΩ f/ infΩ f , then there exists a
surface (a Killing graph) with constant mean curvature H and boundary ∂Ω.
Notice that Y = ∂θ, where θ is the polar coordinate centered at r a as defined
on Section 1. Thus |Y | = snκ(ρ). Thus, a simple application to the flux formula
gives us the following area estimate:
|H | ≤ max∂Ω snκ(ρ)
minΩ snκ(ρ)
|∂Ω|
2|Ω| .
This estimate also holds for surfaces in M2(κ) × R satisfying the condition
that its boundary bounds a domain on a vertical plane which does not contain
singularities of Y .
Next, we fix ε = −1 and κ ≤ 0 . Let Σ be a CMC surface whose boundary is
a geodesic circle on some horizontal plane Pt. Thus considering the Killing field
∂t, the function φ we defined above becomes φ = Ht − ν, where ν = 〈n, ∂t〉.
Then we have as before
∆φ =
(
2H2 − |A|2 + κ(1− ν2)) ν
We recall that
|A|2 = 2H2 + 2|ψ1|2, 4|ψ2|2 = κ2(1− ν2)2
and since κ ≤ 0 and 1− ν2 ≤ 0 we have 2|ψ2| = κ(1− ν2). Replacing this above
and assuming that |ψ1|2 − |ψ2| ≥ 0 we have
∆φ = −2(|ψ1|2 − |ψ2|) ν ≥ 0,
since that we choose n pointing upwards (which implies that H ≤ 0). By
Stokes’s theorem
−2
∫
Σ
(|ψ1|2 − |ψ2|) ν dA = ∫
∂Σ
〈∇φ, η〉dσ
where η is the outward unit co-normal to Σ along ∂Σ. However
〈∇φ, η〉 = H〈∇t, η〉 − 〈∇ν, η〉 = −H〈∂t, η〉+ 〈∂t, Aη〉
Therefore, 〈∇φ, η〉 = (〈Aη, η〉 − H) 〈η, ∂t〉. However, 〈Aη, η〉 = 2H − 〈Aτ, τ〉,
where τ is the unit tangent vector to ∂Σ. Let η¯ be the outwards unit normal to
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∂Σ with respect to Pt. Since n = 〈n, η¯〉η¯ − 〈n, ∂t〉 ∂t and since τ is orthogonal
to both ∂t and η¯ it follows that
−〈Aτ, τ〉 = 〈Dτn, τ〉 = 〈n, η¯〉〈Dτ η¯, τ〉 = −κg〈n, η¯〉 = κg〈∂t, η〉
Thus we conclude that 〈∇φ, η〉 = (H + κg〈η, ∂t〉) 〈η, ∂t〉. So by flux formula∫
∂Σ
〈∇φ, η〉dσ = H
∫
∂Σ
〈η, ∂t〉dσ +
∫
∂Σ
κg〈η, ∂t〉2dσ = 2H2|Ω|+∫
∂Σ
κg〈η, ∂t〉2dσ
Gathering the expressions, we have
−2
∫
Σ
(|ψ1|2 − |ψ2|) ν dA = 2H2|Ω|+ ∫
∂Σ
κg〈η, ∂t〉2dσ.
Now again by flux formula( ∫
∂Σ
〈η, ∂t〉dσ
)2
= 4H2|Ω|2
But by Cauchy-Schwarz on L2 functions we have( ∫
∂Σ
〈η, ∂t〉dσ
)2
≤ |∂Σ|
∫
∂Σ
〈η, ∂t〉2 dσ
So
4H2|Ω|2
|∂Σ| ≤
∫
∂Σ
〈η, ∂t〉2 dσ
Thus
−2
∫
Σ
(|ψ1|2 − |ψ2|) ν dA ≤ 2H2 |Ω|
∂Ω
(|∂Ω|+ 2|Ω|κg) (68)
with equality if and only of 〈η, ∂t〉 is constant along ∂Σ. Now, the geodesic
curvature of ∂Σ calculated with respect to η¯ is κg = −ctκ(ρ). Thus
|∂Ω|+ 2|Ω|κg = 2π
κ
snκ(ρ)
(
csκ(ρ)− 1
)2 ≤ 0
since κ ≤ 0. So, occurs equality on (68). Then, the angle between Σ and the
horizontal plane is constant along ∂Σ. So, Σ is a stationary surface for the
energy defined on Section 5. Thus, by Theorem 9, Q = 0 and the surface is a
hyperbolic cap.
Theorem 13. Fix ε = −1 and κ ≤ 0. Let Σ be a immersed CMC surface
whose boundary is a geodesic circle on some horizontal plane Pt. If we suppose
that |ψ1|2 − |ψ2| ≥ 0, then Q = 0 and the surface is part of a hyperbolic cap or
a planar disc.
This theorem is a partial answer to a Lorentzian formulation of the well-
known spherical cap conjecture which was positively proved on [4] for the case
κ = 0.
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