Extremal A-statistical limit points via ideals  by Gürdal, Mehmet & Sarí, Halil
Journal of the Egyptian Mathematical Society (2014) 22, 55–58Egyptian Mathematical Society
Journal of the Egyptian Mathematical Society
www.etms-eg.org
www.elsevier.com/locate/joemsORIGINAL ARTICLEExtremal A-statistical limit points via idealsqMehmet Gu¨rdal *, Halil Sarı´Suleyman Demirel University, Department of Mathematics, 32260 Isparta, TurkeyReceived 2 April 2013; accepted 12 June 2013
Available online 26 July 2013*
E-
i3
Pe
q
Pr
11
htKEYWORDS
Density of sets;
Ideal of sets;
Statistical convergence;
AI -statistical convergence;
AI -statistical cluster pointCorresponding author.
mail addresses: gurdalmehm
2@hotmail.com (H. Sarı´).
er review under responsibilit
Production an
This work is supported b
oject 3463-YL1-13.
10-256X ª 2013 Production
tp://dx.doi.org/10.1016/j.joemet@sdu.
y of Egyp
d hostin
y Suleym
and host
s.2013.0Abstract In this paper, following the line of recent work of Savas et al. [20] we apply the notion of
ideals to A-statistical limit superior and inferior for a sequence of real numbers.
2000 MATHEMATICS SUBJECT CLASSIFICATION: Primary 40A35; Secondary 40C05
ª 2013 Production and hosting by Elsevier B.V. on behalf of Egyptian Mathematical Society.
Open access under CC BY-NC-ND license.1. Introduction and background
In [8] Fridy and Orhan introduced the concepts of statistical
limit superior and inferior. In [1] Connor and Kline extended
the concept of a statistical limit (cluster) point of a number
sequence to a A-statistical limit (cluster) point where A is a
nonnegative regular summability matrix. In [3] Demirci ex-
tended the concepts of statistical limit superior and inferior
to A-statistical limit superior and inferior and given some
A-statistical analogue of properties of statistical limit superior
and inferior for a sequence of real numbers. More works on
matrix summability can be seen from [4] where many refer-
ences can be found.
On the other hand, the notion of ideal convergence was
introduced ﬁrst by Kostyrko et al. [12] as an interesting gener-edu.tr (M. Gu¨rdal), halilsar-
tian Mathematical Society.
g by Elsevier
an Demirel University with
ing by Elsevier B.V. on behalf of E
6.005alization of statistical convergence [5,22]. More recent applica-
tions of ideals can be seen from [2,9–11,13,15–19,23] where
more references can be found.
Naturally the purpose of this paper is to unify the above ap-
proaches and present the idea of A-summability with respect to
ideal concept and make certain observations.
First we introduce some notation. Let A= (ank) denote a
summability matrix which transforms a number sequence
x= (xk) into the sequence Ax whose nth term is given by
Axð Þn ¼
P1
k¼1ankxk.
The notion of a statistically convergent sequence can be de-
ﬁned using the asymptotic density of subsets of the set of po-
sitive integers N ¼ f1; 2; . . .g. For any K#N and n 2 N we
denote
KðnÞ :¼ cardK \ f1; 2; . . . ; ng
and we deﬁne lower and upper asymptotic density of the set K
by the formulas
dðKÞ :¼ lim inf
n!1
KðnÞ
n
; dðKÞ :¼ lim sup
n!1
KðnÞ
n
:
If dðKÞ ¼ dðKÞ ¼: dðKÞ, then the common value d(K) is called
the asymptotic density of the set K and
dðKÞ ¼ lim
n!1
KðnÞ
n
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lie in the unit interval [0,1].
dðKÞ ¼ lim
n
1
n
jKnj ¼ lim
n
ðC1vKÞn ¼ limn
1
n
Xn
k¼1
vKðkÞ;
if it exists, where C1 is the Cesaro mean of order one and vK is
the characteristic function of the set K [6].
The notion of statistical convergence was originally deﬁned
for sequences of numbers in the paper [5] and also in [21]. We
say that a number sequence x ¼ ðxkÞk2N statistically converges
to a point L if for each e> 0 we have
dðKðeÞÞ ¼ 0;
where
KðeÞ ¼ fk 2 N : jxk  LjP eg
and in such situation we will write L= st-lim xk.
Statistical convergence can be generalized by using a regu-
lar nonnegative summability matrix A in place of C1. Follow-
ing Freedman and Sember [6], we say that a set K#N has A-
density if
dAðKÞ ¼ lim
n
X
k2K
ank ¼ lim
n
X
k¼1
ankvKðkÞ ¼ lim
n
ðAvKÞn
exists where A is a nonnegative regular summability matrix.
The number sequence x ¼ ðxkÞk2N is said to be A-statisti-
cally convergent to L if for every
e > 0; dAðfk 2 N : jxk  LjP egÞ ¼ 0. In this case it is de-
noted as stA-lim xk = L [1,14].
The notion of statistical convergence was further general-
ized in the paper [12,13] using the notion of an ideal of subsets
of the set N. We say that a non-empty family of sets I  PðNÞ
is an ideal on N if I is hereditary (i.e. B#A 2 I ) B 2 I ) and
additive (i.e. A;B 2 I ) A [ B 2 I ). An ideal I on N for
which I – PðNÞ is called a proper ideal. A proper ideal I is
called admissible if I contains all ﬁnite subsets of N. If not
otherwise stated in the sequel I will denote an admissible ideal.
Recall the generalization of statistical convergence from
[12,13].
Let I be an admissible ideal on N and x ¼ ðxkÞk2N be a
sequence of points in a metric space (X, q). We say that
the sequence x is I -convergent (or I -converges) to a point
n 2 X, and we denote it by I  lim x ¼ n, if for each e> 0
we have
AðeÞ ¼ fk 2 N : qðxk; nÞP eg 2 I :
This generalizes the notion of usual convergence, which can
be obtained when we take for I the ideal I f of all ﬁnite
subsets of N. A sequence is statistically convergent if and
only if it is I d-convergent, where I d :¼ fK  N : dðKÞ ¼ 0g
is the admissible ideal of the sets of zero asymptotic
density.
The concept of AI -statistically convergent was studied in
[20] and the following deﬁnition was given:
Deﬁnition 1. Let A= (ank) be a non-negative regular matrix.
A sequence ðxkÞk2N is said to be AI -statistically convergent to
L if for any e> 0 and d> 0
n 2 N :
X
k2KðeÞ
ank P d
( )
2 Iwhere KðeÞ ¼ fk 2 N : jxk  LjP eg. In this case we write
L ¼ I -stA- lim xk. We denote the class of all AI -statistically
convergent sequences by SAðIÞ.
We say that a set K#N has AI -density if
dAI ðKÞ :¼ I -lim
n
X
k2K
ank ¼ I -lim
n
X
k¼1
ankvKðkÞ ¼ I -lim
n
ðAvKÞn;
exists where A is a nonnegative regular summability matrix.
Then a sequence x ¼ ðxkÞk2N is said to be AI -statistically con-
vergent to L if for each e> 0 the set K(e) has AI -density zero,
where KðeÞ ¼ fk 2 N : jxk  LjP eg.
Let I f be the family of all ﬁnite subsets of N. Then I f is an
admissible ideal in N and AI -statistically convergent is the A-
statistical convergence introduced by [1,14]. Also AI -density
coincides with usual A-density in [6].2. Main results
In this section we study the concepts of extremal AI - statistical
limit points (AI -statistical lim inf x; AI -statistical lim supx).
The result are analogues to those given by Fridy [7], Fridy
and Orhan [8] and Kostyrko et al. [13]. These notions general-
ize the notions of A-statistical limit point and A-statistical clus-
ter point.
Following the line of Savas et al. [20] we now introduce the
following deﬁnition using ideals.
Deﬁnition 2. Let I be an ideal of PðNÞ. A number f is said
to be an AI -statistical cluster point of the number sequence
x= (xk) if for each e> 0, dAI ðKeÞ– 0 where
Ke ¼ fk 2 N : jxk  fj < eg. We denote the set of all AI -
statistically cluster points of x by CAI ðxÞ.
Note that the statement dAI ðKeÞ– 0 means that either
dAI ðKeÞ > 0 or Ke fails to have AI -density.
Throughout the paper A= (ank) will be a nonnegative reg-
ular matrix summability method. For a number sequence
x= (xk), we write
Mt ¼ fk : xk > tg and Mt ¼ fk : xk < tg; for t 2 R:
Deﬁnition 3. Let A= (ank) be a nonnegative regular
matrix summability method and x be a number
sequence. Then if there is a t 2 R such that dAI ðMtÞ– 0, we
deﬁne
I -stA- lim sup x ¼ supft 2 R : dAI ðMtÞ– 0g:
If dAI ðMtÞ ¼ 0 holds for each t 2 R, then we deﬁne
I -stA- lim sup x ¼ 1.
Also, if there is a t 2 R such that dAI ðMtÞ – 0, we deﬁne
I -stA- lim inf x ¼ infft 2 R : dAI ðMtÞ– 0g:
If dAI ðMtÞ ¼ 0 holds for each t 2 R then we deﬁne
I -stA- lim inf x ¼ þ1.
Remark 1. If I ¼ I f, then the above Deﬁnition 3 yields the
usual deﬁnition of st-lim supkﬁ1xk and st-lim infkﬁ1xk intro-
duced by [8].
Extremal A-statistical limit points via ideals 57Deﬁnition 4. The real number sequence x= (xk) is said to be
AI -statistically bounded if there is a number K such that
dAI ðfk 2 N : jxkj > KgÞ ¼ 0.
Note that if we take A= C1 (the Cesaro matrix of order 1)
and I ¼ I f in Deﬁnitions 1 and 2, then we get Deﬁnitions 1
and 2 of [8].
The next statement is an analogue of Theorems 1 and 2 of
[3].
Theorem 1. b ¼ I -stA- lim sup xk if and only if for each e> 0,
dAI ðfk 2 N : xk > b egÞ– 0 and dAI ðfk 2 N : xk
> bþ egÞ ¼ 0: ð2:1Þ
Proof. We prove the necessity ﬁrst. Let e> 0 be given. Since
b+ e> b, we have ðbþ eÞ R ft : dAI ðMtÞ – 0g and
dAI ðfk 2 N : xk > bþ egÞ ¼ 0. Similarly, since b  e< b,
there exists some t0 such that b  e< t0 < b and
t0 2 ft : dAI ðMtÞ – 0g. Thus dAI ðfk 2 N : xk > t0gÞ – 0 and
dAI ðfk 2 N : xk > b egÞ– 0.
Now let us prove the sufﬁciency. If e> 0 then
ðbþ eÞ R ft : dAI ðMtÞ – 0g and I -stA- lim sup x 6 bþ e. On
the other hand, we already have I -stA- lim sup xP b e, and
this means that I -stA-lim sup x= b, as desired. h
The dual statement for I -stA- lim inf x is as follows.
Theorem 2. a ¼ I -stA- lim inf x if and only if for each e> 0,dAI ðfk 2 N : xk < aþ egÞ– 0 and dAI ðfk 2 N : xk
< a egÞ ¼ 0: ð2:2Þ
Proof. Similarly as in Theorem 1. h
By Deﬁnition 2 we see that Theorem 1 can be interpreted by
saying that I -stA- lim sup x and I -stA- lim inf x are the greatest
and the least AI -statistically cluster points of (xk). The next
theorem reinforces this observation.
Theorem 3. For every real sequence x,
I -stA- lim inf x 6 I -stA- lim sup x:
Proof. If xk is any real number sequence then we have three
possibilities:
(1) I -stA- lim sup xk ¼ þ1. In this case there is nothing to
prove.
(2) I -stA- lim sup xk ¼ 1. If this is the case, then we have
t 2 R) dAI ðMtÞ ¼ 0
and
t 2 R) dAI ðMtÞ– 0:
Thus, I -stA- lim inf xk ¼ infft : dAI ðMtÞ – 0g ¼ infR ¼ 1
and I -stA- lim inf xk 6 I -stA- lim sup xk.
(3) 1 < I -stA- lim sup xk < þ1. For this case there exists
a b 2 R such that b ¼ I -stA- lim sup xk ¼
supft : dAI ðMtÞ– 0g. For any t 2 R,b < t) dAI ðMtÞ ¼ 0 and dAI ðMtÞ – 0:
But this means that I -stA- lim inf xk ¼ infft : dAI ðMtÞ
– 0g 6 b. h
Remark 2. If I -stA- lim xk exists, then a sequence xk is AI -sta-
tistically bounded.
Remark 3. Note that ideal boundedness of real number
sequences implies that I -stA- lim sup and I -stA- lim inf are
ﬁnite.
Theorem 4. A real number sequence xk is I -stA-convergent if
and only if I -stA- lim inf x ¼ I -stA- lim sup x.
Proof. We prove the necessity ﬁrst. Let L ¼ I -stA- lim xk.
Then
dAI ðfk 2 N : xk > Lþ egÞ ¼ 0 and dAI ðfk 2 N : xk
< L egÞ ¼ 0:
Then for any tP L+ e and t0 < L  e, the sets dAI ðMtÞ ¼ 0
and dAI ðMt
0 Þ ¼ 0. We conclude supft : dAI ðMtÞ – 0g 6 Lþ e
and infft0 : dAI ðMt
0 Þ– 0gP L e. Combining with Theo-
rem 3, we conclude that L ¼ I -stA- lim inf xk ¼
I -stA- lim sup xk.
To prove sufﬁciency, let e> 0 and L ¼ I -stA-
lim inf xk ¼ I -stA- lim sup xk. Since
fk 2 N : jxk  LjP eg# fk 2 N : xk > Lþ eg [ fk 2 N : xk
< L eg
and the property of additivity of the ideal I , the union of these
sets on the righ-hand side also belongs to I . We conclude that
L ¼ I -stA- lim xk: h
We have for bounded sequences the following result.
Theorem 5. Suppose that x = (xk) is a bounded real sequence.
Then
I -stA- lim sup xk ¼ maxCAI ðxÞ
and
I -stA- lim inf xk ¼ minCAI ðxÞ:
Proof. Let
I -stA- lim sup x ¼ L ¼ supft : dAI ðfk 2 N : xk > tgÞ – 0g. If
L0 > L, then there exists some e> 0 such that
dAI ðfk 2 N : xk > L0  egÞ ¼ 0. This means that there exists
some e> 0 such that dAI ðfk 2 N : jxk  L0j < egÞ ¼ 0, that
is, L0 R CAI ðxÞ.
Now, we show that L is in fact an AI -statistically cluster
point of x. Clearly, for each e> 0 there exists some
t 2 (L  e,L+ e) such that dAI ðfk 2 N : xk > tgÞ – 0, and
this means dAI ðfk 2 N : jxk  Lj < egÞ – 0. h
Let I ¼ I f. Then all these results imply the similar theo-
rems for A-statistical of a sequence and extremal I -limit points
which are investigated in [3,13].
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