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Abstract— In this paper, we propose an encoder-decoder based
deep convolutional network for semantic segmentation in au-
tonomous driving scenarios. The architecture of the proposed
model is based on VGG16 [1]. Residual learning is introduced
to preserve the context while decreasing the size of feature maps
between the stacks of convolutional layers. Also, the resolution
is preserved through shortcuts from the encoder stage to the de-
coder stage. Experiments are conducted on popular benchmark
datasets CamVid and CityScapes to demonstrate the efficacy
of the proposed model. The experiments are corroborated with
comparative analysis with popular encoder-decoder networks
such as SegNet and Enet architectures demonstrating that
the proposed approach outperforms existing methods despite
having fewer trainable parameters.
I. INTRODUCTION
In recent years, semantic segmentation has been investigated
in a variety of different application contexts. In this pa-
per, we consider semantic segmentation in the context of
vision-based driver assistance systems. Vision-based driver
assistance and other advanced control systems in the car
are crucial to enable autonomous driving. Semantic seg-
mentation has a vital role to play in enabling a number of
important tasks viz., object localization, tracking, detection
and classification, ultimately leading to scene understand-
ing and autonomous decision making in traffic scenarios.
Beyond real-time in-vehicle operation for decision making,
semantic segmentation has another important application in
this context. As is well known, a large amount of high
quality annotated training data is vital in order to ensure
the output quality of computer vision systems. Important
tasks for which annotation is required [2] include pedestrian
detection, lane keeping, traffic sign recognition and so on.
Semantic segmentation can be applied to legacy footage from
existing vehicles to acquire this kind of training data to train
ever more sophisticated techniques.
State-of-the-art segmentation models have demonstrated im-
pressive pixel-level classification results. There are several
models which have shown encouraging results in pixel-wise
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classification in road scene understanding [3], [4], [5], [6].
VGG [1] and Alexnet [7] are two popular deep learning
models given their performance in the ImageNet Large Scale
Visual Recognition Challenge (ILSCRC) [8]. These models
have been used as baselines in various categorization and
pixel-wise classification models. Fully Convolutional Net-
works (FCNs) [9] exploit the fully connected layers for pre-
diction. Dilated convolutions [10] were proposed to support
exponential expansion of the receptive field without loss of
resolution for better pixel-wise classification. ResNet [11] is
another popular model based on residual learning. Variants of
ResNet are used by various models [5], [12], [4] as a baseline
for a variety of applications. Deeplab [13] is a model which is
based on convolutions, dilated convolutions, pyramid pooling
and fully connected CRF’s. The pyramid scene parsing [6]
network was proposed based on a pyramid pooling module
which exploits global context information for pixel-wise
classification. Apart from these models, there are several
models which are based on encoder-decoder networks which
have drawn attention due to the lower number of trainable
parameters compared to the conventional fully convolutional
networks. We follow this line of investigation in this paper
and propose a novel residual encoder-decoder network which
we believe to be particularly suited to vision-based driver
assistance.
II. RELATED WORK
Semantic segmentation enables partitioning a scene and
recognition of various entities of the scene to understand the
context between entities. Machine learning techniques such
as random forest and boosting were traditionally used for the
task of image segmentation. With the advent of Deep Learn-
ing in recent years, many approaches have been proposed
for pixel-wise semantic segmentation. Many challenging
datasets are available for various purposes. CamVid [14]
and CityScapes [15] are popular datasets which are meant
for traffic scene understanding. Generally, most of the se-
mantic segmentation models based on an encoder-decoder
network utilize popular models like VGG [1] and Residual
networks [11].
In the literature, various models can be found based on
an encoder-decoder network which are both symmetric and
asymmetric in nature. SegNet [16] is one of the most popular
pixel-wise classification models based on an encoder-decoder
network. SegNet utilizes 13 layers of VGG [1] which is
symmetric in nature i.e., the model has an equal number
of pooling and unpooling layers in the encoder and decoder
networks respectively. Max-pooling indices are saved while
downsampling in the encoder network and utilized in up-
sampling layers in the decoder network. The U-Net [17]
model was proposed for biomedical image segmentation
which transfers the feature maps from the encoder network
by concatenating them to the upsampled feature maps of
the decoder network. LinkNet [12] is also a encoder-decoder
network for pixel-wise segmentation. It uses ResNet18 in the
encoder and full-convolution layers in the decoder. Further-
more, spatial information is bypassed from encoder blocks
to corresponding decoder blocks. Bypassing preserves the
information lost due to downsampling in the encoder net-
work. An asymmetric encoder-decoder based model known
as a residual deconvolutional network [18] was proposed for
brain electron microscopy image segmentation. The model is
capable of preserving contextual and resolution information.
Despite the fact that several models are available for pixel-
wise classification or semantic segmentation, there is still
scope for exploring new models which are efficient in
terms of trainable parameters whilst producing high quality
segmentation results. Thus in this work, we propose a novel
residual encoder-decoder based network which preserves
the spatial and resolution information whilst reducing the
number of parameters. Our model shares similarities with
LinkNet [12] and residual deconvolutional network [18].
However, LinkNet is based on ResNet18 [11] and residual
deconvolutional network [18] has 23 convolutional layers, 20
deconvolutional layers and 4 pooling and unpooling layers.
Our method uses the first 13 layers in VGG 16 to exploit its
strength to capture shape information of the objects. How-
ever, instead of using unpooling layers in decoder network,
we exploit deconvolutional layers to reconstruct the input
from the encoder network. This reduces the overhead of
storing the max-pooling indices as in SegNet [16].
III. METHOD
The proposed model has an encoder network and a cor-
responding mirrored decoder network, followed by a final
1×1 convolution layer with softmax activation to represent
categorical probability distribution. The architecture of the
proposed model is shown in Fig. 1.
The encoder network consists of 13 convolutional layers
similar to that of the VGG16 network [1]. Filters with a
receptive field of 3×3 are used in the convolutional layers.
The convolution stride is fixed to 1 pixel and the spatial
resolution is preserved with spatial padding of 1 pixel
after each convolution layer. A batch normalization layer
is applied to the feature maps yielded by each convolution
layer. Element-wise rectified non-linearity is applied as in
[1], [16] after each convolutional layer. Max-pooling layers
are used to decrease the size of feature maps and also
to achieve translation invariance. Further, we use residual
learning [11] by a shortcut connection[19], [20], [21] and
element-wise addition to preserve spatial and context infor-
mation. Importantly, this introduces neither extra parameters
Fig. 1. Block diagram of the proposed model.
nor computation complexity. The shortcut connections are
performed as shown in the Fig. 1. The shortcut connections
shown in Fig. 1 are projection shortcuts which perform linear
projection [11], [18] to match the dimensions of input vectors
and the residual mapping [11] to be learned.
The Decoder network possesses the same structure as the
encoder, but the convolutional layers are replaced by decon-
volutional [22] layers (Transpose convolution) and also the
ordering of the layers is mirrored. The Max-pooling layers
are replaced by Upsampling layers.
Some spatial information is lost during multiple downsam-
pling operations in encoder stage. To overcome this loss of
information, the resolution-preserving paths [18], [12] are
incorporated to transfer the missing resolution information
from the encoding stage to the mirrored decoding stage. The
input for the stack of convolutional layers in the encoder
network is bypassed to the output of its mirrored stack of
convolutional layers in the decoder network addressed via the
resolution-preserving path with a dropout of 0.3 to prevent
overfitting as shown in Fig. 1. The resolution-preserving
paths are also projection shortcuts.
IV. EXPERIMENTS
In order to validate the efficacy of the proposed model,
experiments have been conducted on CamVid [14] and
CityScapes [15] datasets which are designed for urban scene
understanding suitable for autonomous driving scenarios.
Our model is implemented using the keras neural network
API [23] with tensorflow backend [24]. To train the model,
we used the Adam optimizer with its default learning rate
and other parameters as provided in [25]. We use the cross-
entropy loss [9], [16] function for training the network.
The classes present in the dataset are highly imbalanced.
Hence, we perform class balancing through the median
frequency balancing method [26]. The training set is shuffled
before every epoch. We trained our model until the training
loss converges. Accuracy results are presented using the
Intersection-over-Union (IoU) metric [15]. The experiments
are conducted on an Nvidia Titan X GPU. We compare the
performance of our method with Enet [4] and SegNet [16],
since these methods are known to use fewer parameters but
with good performance in pixel-wise semantic segmentation.
Our model has 32.95M parameters and 32.93M trainable
parameters. The model is thus light weight when compared
to models based on fully convolutional networks.
A. CamVid Dataset
This dataset has 367 training and 233 testing RGB images at
360×480 resolution. The training images are annotated for
11 classes such as road, building, cars, etc. The classes other
than these 11 classes are annotated as an unlabeled class.
Further details can be obtained from [14]. In our experiments,
20% of the training images are considered as validation set.
We consider Enet and SegNet for our experiments. TABLE. I
shows the Classwise IoU and MeanIoU on CamVid [14]
dataset of our model. The Enet and SegNet results are taken
from [4].
B. Cityscapes Dataset
This dataset has 2,975 training, 500 validation and 1,525
testing RGB images at 1024×2048 resolution. The training
images are annotated for 19 classes with some of the
additional classes in the category of vehicle when compared
to the CamVid dataset. In our experiments, the images are
downsampled by a factor of 4. Fig. 3 shows the pixel-wise
classification of the proposed model. Table. II shows the
TABLE I
PER-CLASSIOU ON CAMVID TEST SET IN (%)
Classes SegNet ENet Our Model
Building 88.8 74.7 86.4
Tree 87.3 77.8 76.6
Sky 92.4 95.1 91.2
Car 82.1 82.4 82.9
Sign 20.5 51.0 22.3
Road 97.2 95.1 95.6
Pedestrian 57.1 67.2 58.4
Fence 49.3 51.7 49.1
Pole 27.5 35.4 24.4
Sidewalk 84.4 86.7 87.1
Bicyclist 30.7 34.1 32.3
MeanIoU 65.6 65.3 64.2
TABLE II
PER-CLASSIOU ON CITYSCAPES TEST SET IN (%)
Classes SegNet ENet Our Model
Road 96.4 96.3 93.12
Sidewalk 73.2 74.2 63.76
Building 84.0 75.0 84.72
Wall 28.4 32.2 39.55
Fence 29.0 33.2 36.58
Pole 35.7 43.4 47.73
Traffic Light 39.8 34.1 49.27
Traffic Sign 45.1 44.0 57.11
Vegetation 87.0 88.6 88.49
Terrain 63.8 61.4 46.84
Sky 91.8 90.6 89.52
Person 62.8 65.5 65.06
Rider 42.8 38.4 38.44
Car 89.3 90.6 88.29
Truck 38.1 36.9 44.02
Bus 43.1 50.5 56.50
Train 44.1 48.1 33.75
Motorcycle 35.8 38.5 26.56
Bicycle 51.9 55.4 60.19
MeanIoU 56.95 58.28 58.39
Classwise IoU and MeanIou on CityScapes [15] dataset of
our model.
V. DISCUSSION
In the above experiments, it can be observed that our model
performs well for some of the classes in cityscapes dataset
when compared to SegNet [16] and Enet [4]. The results
on CamVid dataset of the proposed are competitive with the
above mentioned model. The results on CityScapes dataset
outperform the two other approaches in terms of MeanIoU.
Classes like traffic sign, traffic light are specifically challeng-
ing classes which are misclassified due to their proximity
in appearance. Similarly, bus and truck classes are also
misclassified due to their similarities. However, our method
performs well on these classes.
VI. CONCLUSIONS
In this work, we exploit the deconvolutional layers in decoder
network to reconstruct shape of the input image without
Fig. 2. Results of our model on Test set in CamVid dataset.
unpooling layers [16]. The results of our method is quite
competitive for both the datasets as shown in Table. I and
Table. II. Further, the effects due to ablation of some of the
stacks of layers in the network shall be explored. Fusion of
convolutional features from various models shall be explored
to achieve efficient and effective pixel-wise classification. To
explore the complexity of this encoder-decoder architecture
when embedded in a typical autonomous vehicle hardware.
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