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Thesis Abstract 
Infectious diseases shape almost every aspect of nature and society; 
understanding the multitude of factors influencing infectious diseases is a critical 
goal of modern evolutionary ecology. This thesis explores this broad topic using 
theoretical and empirical approaches to understand the forces at work in infectious 
disease ecology and evolution, with application to the specific system of managed 
honeybees (Apis mellifera L.). 
I demonstrate that a well-documented evolutionary trade-off governing pathogen 
resistance is both constitutive and genetic – critical for supporting assumptions 
made by mathematical theory. I go further to demonstrate that this trade-off breaks 
down when the action of selection is reversed, in that when the ‘cost of resistance’ 
phenotype is selective for, we do not incidentally select for higher resistance too. 
This is important for understanding genetic linkage of traits and downstream 
evolutionary modelling. I undertake theoretical modelling on the topic of spatial 
structure and how it affects pathogen evolution. In doing so I interrogate a critical 
assumption made in much of the prior theoretical body, showing that the effect of 
spatial structure on virulence is quantitatively changed when a core assumption 
concerning reproduction is relaxed, but is otherwise qualitatively robust. 
I continue on the theme of spatial structuring and pathogens by developing novel 
theoretical models on how changing apicultural management alters honeybee 
population spatial structure, surprisingly leading to only marginal changes in 
pathogen burden. I stay on this topic to examine empirical data on honeybee 
colony viriomes in an observation experiment showing that colonies from very 
intensively managed, migratory backgrounds show elevated viral titres – critical for 
management and wild bee conservation. I synthesise that the honeybee system is 
our most informative natural experiment in showing that vectored pathogens are 
more virulent than directly transmitted counterparts. I also show that outbreaking 
human epidemics (Zika virus) can threaten apiculture – and by extension 
livelihoods and agriculture. 
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Chapter 1 – Overview & Introduction 
Infectious diseases represent a poisoned chalice in evolutionary biology. They are 
a rapidly evolving, ubiquitous, diverse aspect of the natural world – a playground 
for evolutionary ecological research. However those same qualities highlight why 
infectious diseases constitute a perpetual battle for society at large, representing 
some of the most devastating and burdensome forces to shape human society 
both throughout history and into the modern day. This thesis explores a diverse set 
of questions relating to the evolution and ecology of infectious diseases – I bring to 
bear analytical and computational models, field data, molecular biology, and 
laboratory experiments to explore the underpinnings of resistance, virulence, 
vector adaptation, vector control, host biology and population structure in shaping 
parasite dynamics. 
I intersect this with a biological field system of managed western honeybees (Apis 
mellifera L.). Keeping of honeybees (apiculture) is a critical component to many 
agricultural systems and has huge cultural value, yet is an embattled industry 
facing a plethora of threats – including emerging and re-emerging infectious 
diseases. Understanding the forces shaping the infectious disease burden in 
honeybees grants us a dual-benefit: insight into the fundaments of infectious 
disease evolutionary ecology, and applied understanding of how best to protect the 
future of our pollinator livestock and those whose livelihoods rely on them. 
Managed western honeybees Apis mellifera have experienced emerging or re-
emerging outbreaks of numerous pathogens (Martin et al. 2012; Mondet et al. 
2014; McMahon et al. 2016, 2018; Wilfert et al. 2016), and elevated losses to 
infectious disease for a variety of reasons (vanEngelsdorp et al. 2009; Genersch et 
al. 2010; Pettis and Delaplane 2010; vanEngelsdorp and Meixner 2010). Invasive 
pests, poor forage, pesticide exposure, behavioural stress, and lack of genetic 
diversity are all proximate causes of increased vulnerability to pathogens (Yang 
and Cox-Foster 2005; Oldroyd 2007; Conte et al. 2010; Forsgren and Fries 2010; 
Neumann and Carreck 2010; Aronstein et al. 2012; van der Zee et al. 2012; 
Pasquale et al. 2013; Sánchez-Bayo and Goka 2014; Zee et al. 2014; Goulson et 
al. 2015; Dolezal et al. 2016; Rumkee et al. 2017; Bartlett et al. 2018a). 
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This multifaceted threat of many stressors all impacting honeybee immunonology 
and capability to cope with infectious pathogens and parasites has constituted 
something of a crises in beekeeping (Neumann and Carreck 2010; vanEngelsdorp 
and Meixner 2010). Host health in the face of infectious diseases is defined by their 
ability to tolerate or resist pathogens and parasites (Boots and Bowers 1999). 
Therefore these traits are candidates for selective breeding of either more resistant 
or more tolerant honeybee stock (Guzman et al., 2008; Dietemann et al., 2012; 
Toufailia et al., 2014; Brosi et al., 2017). Such selective breeding for resistance 
relies on organisms’ potential to evolve, however in the case of the evolution of 
resistance to parasites, it is broadly understood that resistance comes at a cost 
(Schmid-Hempel 2003). This is an evolutionary trade-off, and understanding such 
trade-offs is critical to informing a selective breeding programme hoping to evolve 
new honeybee stocks. Accordingly, understanding host resistance evolution is the 
focus of chapters 2 and 3, using a laboratory model organism. 
In chapters 2 and 3, we use experimental evolution in a laboratory system to better 
understand a previously demonstrated trade-off between development time and 
resistance to pathogens in the moth Plodia interpunctella (Boots and Begon 1993; 
Oppert et al. 2000; Boots 2011). Prior work has shown that exposing successive 
populations of Plodia to an infectious agent – the baculovirus Plodia interpunctella 
Granulosis Virus (PiGV) – selects for evolution of resistance to this virus, but at the 
cost of longer development times. In chapter 2 I evolve populations of Plodia not 
through selection, but through drift using a strict inbreeding regime. This evolution, 
without any exposure to the pathogen, tests whether this widely cited resistance 
trade-off is definitively genetic and constitutive. This is a critical assumption made 
in much of the evolutionary theory on host evolution and host-parasite coevolution 
(Cressler et al. 2015). 
Chapter 3 futher examines this trade-off through a more conventional selection 
experiment, however rather than selecting Plodia by exposing them to a lethal 
pathogen, we artificially select for fast or slow development. Again, this is evolution 
in absence of the pathogen. We test the hypothesis that selecting for longer 
development time will indirectly select for increased resistance to PiGV. Testing 
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this hypothesis is informative for understanding whether phenotypes can move 
away from well-characterised trade-off relationships and is an indirect test of how 
genetically linked the two phenotypic traits are. 
Moving away from host evolution and instead focussing on pathogen evolution, 
one critical determinant of pathogen virulence is host population structure; in 
particular, how local interactions select for lower pathogen virulence (Lion and 
Boots 2010). In the face of a ‘shrinking world’ (Janelle 1973; Hanski 2005) this link 
between local vs global interactions and pathogen virulence is a critical part of the 
evolutionary management of infectious disease burdens, including in apiculture 
(Brosi et al. 2017). However, as with all theory, it is important to interrogate 
established hypotheses to examine how sensitive they are to simplifying 
assumptions capturing real-world biology. This is the focus of chapter 4. 
In chapter 4 I undertake theoretical work on the relationship between spatial 
structure and optimum virulence. One frequent assumption in the large body of 
theory demonstrating how local interactions select for lower virulence is that 
infected individuals do not reproduce. Such assumptions are made for improved 
analytical tractability and insight, and calls to better examine the role of 
demography in determining host-parasite evolutionary outcomes have been made 
before (Lion and Boots 2010; Messinger and Ostling 2013). In chapter 4 I relax the 
demographic assumption concerning reproduction from infected individuals. In 
doing so I test whether the critical finding that local interactions lead to lower 
virulence is robust to this assumption on castration of hosts. 
Spatial structuring and infectious disease evolution is of critical concern to 
managed honeybees. Management practices of beekeepers have changed 
drastically in North America in recent decades, with moves toward much higher 
stocking densities (Seeley and Smith 2015) and cross-continental migratory 
beekeeping (Whynott 1991; Welch et al. 2009; vanEngelsdorp et al. 2013; Simone-
Finstrom et al. 2016). These changes constitute a cross-continental mixing of the 
managed honeybee population, with abundant opportunities for transmission of 
parasites (Brosi et al. 2017; Nolan and Delaplane 2017). There is a clear 
hypothesis that these ecological changes may be selecting for more virulent 
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pathogens. Further, it is not yet clear which of the many different aspects of 
apicultural intensification are expected to meaningfully influence honeybee 
epidemiology. Examining the infectious disease outcomes of some aspects 
management intensification is the focus of chapter 5 (a modelling approach) and 
chapter 6 (an empirical approach). 
In chapter 5 we undertake ecological modelling of honeybee pathogens at the 
scale of individual apiaries, attempting to capture some critical aspects of the 
industrialisation and intensification of apiculture. We test whether industrialisation 
at the scale of an individual apiary leads to meaningfully different infection 
dynamics and parasite burdens. For modelling tractability, we focus in this first 
endeavour on apiary size, layout, and rates of transmission (bee movement or 
certain beekeeper behaviours) between colonies. We do this by using both 
analytical and agent-based models and examining R0 values under different 
ecological scenarios. This chapter constitutes the only analytical modelling of 
honeybee infectious disease at the scale of multiple colonies. Critically, the apiary 
scale is where actionable management recommendations are easiest to 
communicate and implement, as this is the scale at which individual beekeepers 
are primarily concerned with. 
In chapter 6 I use an empirical approach to test how honeybee colony origin affects 
infectious disease burden. I use molecular ecology coupled with a ‘common 
garden’ transplantation experiment to test whether colonies from three different 
origins: an industrial supplier, a traditional supplier, and a feral population, show 
significant differences in their viriome after a year of identical management on a 
single site. In doing so, I test whether management history has a meaningful and 
non-ephemeral effect on colony epidemiology, and frame this in the potential for 
industrial management to increased parasite burdens of bee populations across 
the continent. Such hypotheses have been speculatively discussed before (Brosi et 
al. 2017). In the specific case of whether industrial management has long-term 
negative effects on parsite burden in managed honeybees, there are profound 
implications for how industrial migratory beekeeping practices may be defining 
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infectious disease dynamics in non-migratory honeybee populations and wild 
pollinator populations throughout North America.  
One of the most widely-discussed threats to North American apiculture is the 
invasion of the ectoparasitic varroa mite. Mechanisms by which Varroa impact 
honeybee health have been discussed across the literature for decadees, although 
it was only recently that insights were made into their actual mechanical action 
when feeding on the honeybee (Ramsey et al. 2018). Early in the timeline of the 
invasion of Varroa into Apis mellifera stocks, it was posited that Varroa interact with 
viral infections (Chastel et al. 1991; Koch and Ritter 1991), either as vectors or by 
some kind of ‘activiation’ of latent viruses. Since then, abundant studies have been 
produced to help battle Varroa pestilience. This research attention on the Varroa 
mite and its associated honeybee viruses is the premise of chapter 7. 
In chapter 7 I review and synthesise the large body of work describing the 
evidence that the invasion of varroa mites into Apis mellifera populations has 
selected for increased virulence in certain viruses. This is critical to understanding 
how Varroa control may help or may fail to reduce honeybee viral burdens back 
towards their historically lower titres. I also detail how the study of honeybee 
pathogens, currently a popular and well-studied system, may constitute a new and 
promising biological context for understanding fundamental evolutionary processes 
defining infectious diseases. Specifically, in chapter 7, I discuss how the Varroa-
virus-vectoring system is our best current test of the hypothesis that vectored 
pathogens are selected to be more virulent than their directly transmitted 
counterparts (Ewald 1991). This is a critical hypothesis for the ecology and 
evolution of infectious disease, with clear ramifications for public health and 
agriculture. 
An interacting factor driving part of the elevated pathogen burden experienced by 
honeybees, and their wild counterparts, is pesticide exposure. Pesticides are 
known to impair honeybee immunity (Sánchez-Bayo and Goka 2014; Sánchez-
Bayo et al. 2016), leaving individuals and colonies more vulnerable to elevated 
pathogen titres and therefore lower productivity and greater mortality. This is one of 
the candidate stressors I discuss in chapter 6 related to migratory beekeeping and 
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management intensity. Further, pesticides and their insection with emerging 
pathogens as a threat to managed honeybees is featured as the core topic in 
chapter 8. 
One route of pesticide exposure experienced by beekeepers and managed 
honeybees is from insecticide application to control mosquito vectors of human or 
livestock diseases. This is examined in chapter 8, where I discuss and attempt to 
quantify the risk to managed honeybees from spraying of insecticides to control 
Zika virus. I attempt this by using niche models, developed to try and forecast 
where autochthanous Zika transmission is most likely in the U.S.A. and overlaying 
these with estimates of managed honeybee desnities. In doing so, I present the 
highest resolution mapping of managed honeybees in the U.S.A. yet published. 
This study was prompted by the loss of apiaries to Zika control during the 2016 
Zika pandemic, and the concerns raised by beekeepers over their perception that 
private contracted pesticide application was becoming more common because of 
Zika fears, leading to more colony losses. 
Overall, the seven research chapters constituting this thesis are ultimately a 
diverse set of approaches and topics, either directly or indirectly relevant to 
infectious diseases and managed honeybees. Broadly, this thesis should be 
understood not as a linear set of studies which directly inform one another, but as 
many independent branches of academic investigation growing from a core 
intersection of the ecology and evolution of infectious diseases and apiculture. 
Each one provides new future research directions for this exciting intersection of 
apiculture and pathogen evolutionary ecology.
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Chapter 2 – A genotypic trade-off between constitutive resistance to viral 
infection and host growth rate. 
Abstract 
Genotypic trade-offs are fundamental to the understanding of the evolution of life-
history traits. In particular, the evolution of optimal host defence and the 
maintenance of variation in defence against infectious disease is thought to be 
underpinned by such evolutionary trade-offs. However, empirical demonstrations of 
these trade-offs that satisfy the strict assumptions made by theoretical models are 
rare. Additionally, none of these trade-offs have yet been shown to be robustly 
replicable using a variety of different experimental approaches to rule out 
confounding issues with particular experimental designs. Here, we use inbred 
isolines as a novel experimental approach to test whether a trade-off between viral 
resistance and growth rate in Plodia interpunctella, previously demonstrated by 
multiple selection experiments, is robust and meets the strict criteria required to 
underpin theoretical work in this field. Critically, we demonstrate that this trade-off 
is both genetic and constitutive. This finding helps support the large body of theory 
which relies on these assumptions, and makes this trade-off for resistance unique 
in being replicated through multiple experimental approaches and definitively 
shown to be genetic and constitutive.  
Introduction 
The understanding of trade-offs remains central to evolutionary ecology (Shoval et 
al. 2012; Acerenza 2016). They are fundamental to understanding  life-histories in 
general (Roff and Fairbairn 2007), and more specifically in the context of the 
evolution of infectious disease, trade-offs are generally assumed to determine both 
the evolution of pathogen virulence (May and Anderson 1983; Alizon et al. 2009; 
Alizon and Michalakis 2015), and host resistance to pathogens (Gillespie 1975; 
Sheldon and Verhulst 1996; Gemmill and Read 1998; Boots and Haraguchi 1999). 
In particular, the idea that defence against infectious disease is costly underpins a 
large theoretical and empirical literature examining the determinants of optimal 
defence (Boots and Bowers 1999; Boots and Haraguchi 1999; Gandon et al. 2002, 
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2008; Miller et al. 2007; Best et al. 2011; Best and Hoyle 2013; Gandon and Vale 
2013) . Overall, the costs of resistance to pathogens are a well-studied 
phenomenon (Antonovics and Thrall 1994; Brown 2002; Graham et al. 2005; Best 
et al. 2008; Schwenke et al. 2016). However there is ambiguity in the nature of 
many trade-offs demonstrated empirically and those modelled by theoreticians; 
specifically, whether trade-offs are facultative or constitutive, and genetic or plastic 
(Reznick 1985; Roff and Fairbairn 2007; Cressler et al. 2015). Facultative costs are 
costs paid only when confronted with a pathogen, whereas constitutive costs are 
paid regardless of whether a pathogen is encountered. Genetic costs are directly 
inherited, and associated phenotype prevalences change only by evolution. Plastic 
phenotypes (such as those determined by epigenetics or maternal signalling) can 
vary in their prevalence without evolutionary changes in the population.  
Costs of resistance are often measured when there is exposure to the pathogen 
(Dallas et al. 2016) – however such measures represent activated facultative costs 
only, and cannot inform us about the costs paid by organisms which never 
encounter a pathogen. Such facultative costs of immune activation are now well 
demonstrated (Nordling et al. 1998; Moret and Schmid-Hempel 2000; Armitage et 
al. 2003; Bonneaud et al. 2003; Sadd and Siva-Jothy 2006); however, evolutionary 
costs of immunological maintenance in the absence of disease (constitutive costs), 
due to negative genetic correlations between immunocompetence and fitness, are 
typically assumed in the evolution of defence literature (for example: Boots and 
Bowers 1999; Boots and Haraguchi 1999; Gandon et al. 2002, 2008; Miller et al. 
2007; Best et al. 2011; Best and Hoyle 2013; Gandon and Vale 2013). The 
absence of empirical demonstrations of genetic, constitutive trade-offs is a 
recognised problem (McKean et al. 2008; Cressler et al. 2015) as these are the 
costs to resistance are modelled by theoreticians; empirical studies are rarely 
designed to show a trade-off in such a way as to conclusively meet these strict 
criteria. Demonstrating trade-offs which meet the criteria of being both constitutive 
and genetic is therefore a critical goal of bridging empirical and theoretical work on 
the evolution of host resistance to pathogens. These costs are important since they 
not only define optimal resistance but also because they are essential in explaining 
the wide-spread variation apparent in the susceptibilities of hosts to pathogens 
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(Bowers et al. 1994; Henter and Via 1995; Schmid-Hempel 2003; Duffy and Forde 
2009). Without clear evidence of whether a trade-off is definitively genetic or 
plastic, and constitutive or facultative, it remains unsuitable for incorporation into 
theoretical models. While one part of this solution is further work to build theoretical 
models on facultative and plastic costs, and to explore how these complementary 
routes to resistance interact, it is also critical to validate the current body of theory 
by showing trade-offs which are definitively genetic and constitutive. While in reality 
many different routes to resistance do all interact, theory tackling subsets of these 
route should be empirically integrated before being further developed. 
Demonstrations of resistance costs in wild populations (Duffy et al. 2012; Auld et 
al. 2013; Susi and Laine 2015) and through selection experiments (Fuxa and 
Richter 1989; Boots and Begon 1993; Kraaijeveld and Godfray 1997; Luong and 
Polak 2007; Duncan et al. 2011) have provided evidence of constitutive costs of 
resistance in the absence of infection. However, these studies do not necessarily 
rule out the well documented phenomena of transgenerational immune-priming or 
epigenetic (plastic) effects (Roth et al. 2009; Tidbury et al. 2011, 2012; Best et al. 
2013) as such populations are not historically naïve to their pathogens. Studies 
have shown that resistance rapidly disappears in the absence of the pathogen 
(Fuxa and Richter 1989; Duncan et al. 2011), suggesting some cost to maintaining 
resistance, even if it is a phenotypically plastic or epigenetic effect. Examining 
these apparent trade-offs with a plurality of experimental approaches will help to 
rule out some of the potential confounds of specific experimental designs and 
clarify whether trade-offs are indeed demonstrably constitutive and genetic. 
Here we take a new approach to examine a previously documented, highly-cited 
evolutionary trade-off in the moth Plodia interpunctella (Hübner). A resistance cost 
in this system was first demonstrated by Boots and Begon (1993), and a further 
selection experiment confirmed this trade-off in a fully replicated experimental 
design (Boots 2011), making it one of the few evolutionary trade-offs confirmed by 
multiple independent selection experiments. However, such selection experiments 
cannot rule out intergenerational effects. Here we used inbred isolines rather than 
selection experiments to gain novel insights into this evolutionary trade-off and 
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prove it meets the criteria detailed in McKean et al. (2008) and Cressler, Graham & 
Day (2015) of being both genetic and constitutive. Genetically restricted lines have 
shown great value in their application to evolutionary biology in model species such 
as Drosophila melanogaster (David et al. 2005), and have been successfully used 
elsewhere to demonstrate variation in insect-virus systems, for example in vector 
competence (Jacobson and Kennedy 2013). Inbred isolines were established in 
this system to evolve to different genotypes via genetic drift during inbreeding, 
reflecting variation in the initial outbred stock population. When these genetically 
restricted isolines are assayed, this variation between isolines recovers the 
previously documented costs associated with resistance to a pathogen. This is 
despite all isoline populations being historically naïve to the pathogen (all evolution 
occurs in the absence of infection), providing the strongest evidence yet that the 
evolutionary trade-off is based on genetic, constitutive costs of resistance. 
Materials and Methods 
The host organism used was the pyralid moth Plodia interpunctella, the larvae of 
which are a common grain-feeding pest of cereals worldwide (Mohandass et al. 
2007). It has been used as a study species for a variety of biological experiments 
due to its ease of population maintenance and its importance as a food pest 
(Silhacek and Miller 1972; Mohandass et al. 2007). It exhibits a simple life history, 
divided into larval and adult stages. Eggs are laid into cereal media by adults in a 
semelparous event, larvae then develop in the food media until pupation, and 
following pupation adult moths emerge, mate and a new generation of eggs are 
laid into the cereal medium (Gage 1995). Adults do not have functioning feeding 
physiology, and their reproductive success is broadly determined by their rate of 
development and pupal mass (Silhacek and Miller 1972; Boots and Begon 1993). 
Plodia larvae are susceptible to infection by the baculovirus Plodia interpunctella 
Granulosis Virus (PiGV) (Sait et al. 1994). PiGV infections are obligately lethal, and 
infection occurs via oral consumption of viral occlusion bodies. PiGV has strong 
effects on Plodia population dynamics (Sait et al. 1994), and Plodia may evolve 
resistance to the virus at the cost of increased development time (Boots and Begon 
1993, 1994; Boots 2011). Intrahaemocoelic antiviral activity has been 
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demonstrated (Saejeng et al. 2011), although this resistance is not connected to 
the often-studied phenoloxidase pathway (Saejeng et al. 2010). Resistance is 
thought to occur mostly at the gut wall, through mechanical barriers such as the 
peritrophic membrane and apoptosis of infected gut wall cells (Begon et al. 1993; 
Tidbury 2012).  
Plodia were raised following well-established protocols. All lines originated from an 
outbred laboratory stock population of Plodia. Male-female pairs were selected at 
their fifth larval instar, when males can be differentiated from females by the 
conspicuous gonads, visible as a dark spot on the back of the larva. To establish 
genetically isolated lines, single male-female pairs were then placed in 250ml 
straight-side wide-mouth Nalgene jars (ThermoFisher Scientific, U.K.) with 20g of 
food media. Food media was prepared in batches consisting of 250g ‘Ready Brek’ 
(Weetabix Ltd., U.K.), 150g wheat bran (Bob’s Red Mill, U.S.A.), 100g rice flour 
(Bob’s Red Mill, U.S.A.), 100g brewer’s yeast (MP Biomedicals, U.S.A.), 125ml 
glycerol (VWR, U.S.A), 125ml clear organic honey (Dutch Gold Honey Inc., 
U.S.A.), 2.2g methyl paraben (VWR, U.S.A.), and 2.2g sorbic acid (Spectrum 
Chemicals, U.S.A.). Food media batches were homogenised with industrial mixers 
before being sealed and frozen for a minimum of 24 hours prior to thawing at 
ambient temperature for use as growth media. 
Plodia pairs were incubated at constant conditions of 27±2oC and 35±5% humidity, 
with 16:8hr light:dark cycles. After four weeks, Plodia pairs had typically undergone 
a full generation cycle, where the founding pair had successfully pupated, eclosed, 
mated, laid eggs, and died, with progeny developing to their fifth instar in the 
supplied food media. For each line of full-sibling progeny, full-sibling male-female 
pairs were placed as above in a new jar of food media. The subsequent generation 
represented one generation of full-sibling inbreeding.  For each line, five replicates 
were set up each generation. This was done as some pairs invariably produce no 
offspring due to a failure, or mismatch in timing, of pupation, eclosure, or mating. In 
cases were multiple replicates produced successful subsequent generations, one 
jar of full-sibling larvae was randomly selected to found the next generation. This 
inbreeding regime was maintained for thirty generations to establish genetic 
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isolines with very high levels of homozygosity (Rumball et al. 1994). Of the initial 
twenty-five founding lines, twenty lines became extinct in the first eight generations 
of inbreeding, likely due to five mating-jar replicates being an inadequate insurance 
against unsuccessful mating during this period of intense inbreeding depression. 
The remaining five survived all thirty generations of inbreeding to establish the 
genetic isolines used in this study. 
The growth rate of each isoline was estimated using two measures: time to 
pupation (development time) and pupal mass. For each isoline, sixty adult Plodia, 
known to have eclosed in the last 24 hours, were taken and placed on 200g of food 
media in 1000ml straight-side wide-mouth Nalgene jars (ThermoFisher Scientific, 
U.S.A.) and incubated as above. After 11 days, fifty larvae on the 1st day of their 3rd 
instar were taken from each isoline population and placed into individual 
compartments on 25-cell compartmentalised square petri dishes (ThermoFisher 
Scientific, U.S.A.) (two petri dishes per isoline). Each compartment contained 
ample food media. 1st-day 3rd-instar larvae were identified by examining the size of 
their head (which changes only during moulting and identifies different instars) 
compared to the size of their body (which if smaller in diameter than the head 
signifies their 1st day at that instar). Petri dishes were then incubated as above and 
checked daily to monitor larval development. All growth rate assays were set up 
simultaneously on the same day and incubated on the same shelf of the same 
incubator. The date of each larva’s pupation was recorded, and two days later the 
pupa was extracted from its silk cocoon and weighed using a 1µg -precision 
microbalance. Not all larvae were recovered, as some inevitably die due to 
handling or other causes of stochastic mortality (n̅ = 18 larvae recovered per line, 
Supplementary Material 1). 
The susceptibility to pathogens of each isoline was characterised by comparing 
infection rates of larvae to PiGV. For each isoline, 300 1st-day 3rd-instar larvae 
were selected as described above. Larval cohorts of fifty larvae were placed in 
circular petri dishes (six cohorts per isoline) and starved for one hour. Droplets of 
virus solution were then pipetted into these petri dishes, with each cohort given one 
of six solutions. Virus solutions represented six doses: a control dose (no virus) 
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and five doses of virus solution each diluted by an order of magnitude (such that 
the strongest dose is 104 times stronger than the weakest). Solutions were diluted 
with distilled water, and otherwise made up to contain 0.1% Coomassie Brilliant 
Blue R-250 dye (ThermoFisher Scientific, U.S.A.), and 2% sucrose (ThermoFisher 
Scientific, U.S.A.). Larvae voluntarily fed on the solution droplets due to the 
sucrose content, and were considered dosed when 50% of their alimentary track 
was stained blue (visible due to the blue dye and translucent larval body) at which 
point they were removed from the petri dish. 25 suitably dosed larvae from each 
cohort were taken and placed individually in 25-cell compartmentalised square 
petri dishes and incubated for ten days as above. All susceptibility assays were 
set-up simultaneously on the same day and incubated on the same shelf of the 
same incubator. After ten days, petri dishes were frozen to kill all remaining live 
larvae, before being opened for counting. Infected larvae are easily recognised by 
their bright white cadavers, caused by the accumulation of viral occlusion bodies in 
the haemolymph. Uninfected larvae were easily identified as healthy larval 
cadavers or as developing pupae. Not all larvae were recovered to be categorised 
as either infected or uninfected, as some inevitably die due to handling or other 
causes of stochastic mortality (n̅ = 18 larvae recovered per line per dose, 
Supplementary Material 1). 
All statistical analyses were undertaken using R (v. 3.3.2 ‘Sincere Pumpkin Patch’).  
Differences between isoline growth rates were examined using ANOVAs, where 
tests were undertaken comparing mean pupal mass, mean development time, and 
mean growth rate (pupal mass / development time). Susceptibility was analysed 
using generalised linear models (glms), with a binomial error structure and logit link 
function, where the response variable was whether each recovered larva was 
infected (1) vs uninfected (0) for each dose and line. Doses were analysed after 
being transformed using a log10( x + 1) function. We compared models using 
ANOVA (chi-squared) tests to eliminate model terms in the style of a backwards 
stepwise model simplification (Crawley 2012). The starting (most complicated) 
model included the following explanatory terms: isoline, viral dose strength, and an 
interaction between the two (to test for heterogeneity in dose response). 
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Significantly differing components of growth rate and susceptibility across the 
isolines were then tested for correlation against one another. 
Results 
Isolines differed in both their susceptibility to the pathogen and their development 
patterns (fig. 2.1 & fig. 2.2). Growth rate (pupal mass / development time) 
significantly differed across the five isolines (F4,79 = 2.86, p = 0.029; fig. 2.2a), 
however this was driven principally by a significant difference in development time 
between lines (F4,79 = 2.86, p = 0.0054; fig. 2.2c), with no detectable significant 
difference in pupal mass (F4,79 = 2.86, p = 0.18; fig. 2.2b). As expected, higher 
dose strengths lead to higher infection likelihoods (p < 0.001). There was no 
evidence for heterogeneity in dose-response between lines (fig. 2.1) when 
modelled as an interaction effect between dose and line (p = 0.397), however lines 
did differ in their susceptibility to infection overall (p = 0.0057). 
Given the lack of heterogeneity in dose response between lines’ susceptibilities, 
each line’s susceptibility could be characterised using the line-effect values 
extracted from the binomial glm. These extracted values were directly tested 
(without transformation back to identity space) for correlation against the five lines’ 
demonstrably different mean development times using a Pearson’s product 
moment correlation. The two isoline characteristics showed a significant correlation 
(r3 = -0.976, p = 0.004), where a faster development time correlated with greater 
susceptibility to the pathogen (fig. 2.3). 
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Figure 2.1 - Plots showing susceptibility data and best-model fit for each of the five 
isolines. Data are shown as the proportion of larvae which succumb to infection 
across the six doses, with doses plotted in logit space. Data and model fits for each 
line are shown in single panels and model fits are compared in the ‘Combined’ 
panel. Differences between lines’ susceptibilities to the pathogen are clear from the 
distance between the plotted lines, with line 3 the most susceptible and line 5 the 
least. No fitted lines cross when plotted on the same axes, as would be expected 
when no significant interaction effect was apparent. 
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Figure 2.2 - Plots comparing growth rate, mean mass, and development time of 
each of the five isolines. Growth rate (a) is calculated for each individual larva as 
the pupal mass (b) divided by the development time (c). Significant differences 
between isoline growth rates (a) and development time (c) were apparent, however 
no significant difference between lines was found for mean mass (b). Line 3 is the 
fastest growing, owing to its shorter development time, while line 5 appears to be 
the slowest growing.
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Figure 2.3 - Plot showing correlation between susceptibility (y axis) and 
development time (x axis) for the five isolines. 95% confidence intervals are plotted 
around the point estimates for both susceptibility and development time. 
Susceptibility estimates were extracted from the binomial glm used to analyse the 
infection data (fig. 2.1). Development time (fig. 2.2c) was directly measured as 
described in the manuscript. The correlation was found to be significant using a 
Pearson’s product moment correlation test. Line 3 is the most susceptible and has 
the shortest development time, the least susceptible lines with the longest 
development times are lines 1 and 5.  
Discussion 
Our results demonstrate a trade-off between development time and resistance to a 
viral pathogen (fig. 2.3). This is not the first time such a trade-off has been shown 
in this system. Previous experiments (Boots and Begon 1993; Boots 2011) have 
shown that populations of Plodia can be selected to evolve increased resistance to 
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PiGV at the cost of longer developmental times. We confirm the existence of this 
trade-off between resistance and development time using an alternative method, 
without selection for specific traits. For practical reasons it is often the case that 
key findings in evolutionary ecology are never replicated. Given the multiple 
methods now used to demonstrate this evolutionary trade-off in at least three 
separate experimental instances, the cost of resistance in Plodia is arguably one of 
the most robust and well-evidenced evolutionary trade-offs in evolutionary ecology.  
This study’s use of inbred isolines provides novel insights into this trade-off, with 
important ecological and evolutionary implications. Unlike in previous selection 
experiments, all sampling in this study was carried out using host populations that 
were not historically exposed to the pathogen. Evolution of each isoline to a 
genotype with either higher or lower resistances was achieved through inbreeding 
and genetic drift, rather than selection for particular traits, and all evolution 
occurred in absence of any infection. Whilst previous experiments have taken 
steps to try and rule out intergenerational effects by using larvae two generations 
removed from the selective pressure, it remained possible that epigenetic effects 
were underpinning the apparent trade-off. This study rules out such possible 
confounds, and confirms that this widely-cited evolutionary trade-off is genetic in its 
basis. 
Similarly, this study also demonstrates that longer development time is a 
constitutive cost of host resistance, rather than facultative. Interestingly, resistance 
to Bacillus thuringiensis (Bt) toxin has also been linked to longer development 
times in Plodia interpunctella  (Oppert et al. 2000). Constitutive costs of resistance 
are understood to be more difficult to detect empirically (Armitage et al. 2003; 
Cressler et al. 2015), but have now been demonstrated in multiple ways in this 
system. This experiment shows that the cost of resistance (longer development 
time) manifests even in larvae which are evolutionarily naïve to, and have not been 
exposed to, the pathogen. This differentiates the cost of resistance in this system 
from cases where resistance costs manifest only after exposure to a pathogen 
(Dallas et al. 2016). The importance of demonstrating that this evolutionary trade-
off is underpinned by a genetic, constitutive cost begins to help validate the rich 
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body of theory on the evolution of host resistance to pathogens. As an evolutionary 
force, genetic resistance to pathogens is critical in theories from the active 
evolutionary management of our agricultural food supply (Brown 2002; Seifi et al. 
2013), to the evolution of sexual reproduction (Hamilton et al. 1990; Ashby and 
King 2015) especially regarding the well-supported Red Queen hypothesis (Morran 
et al. 2011), which relies specifically on genetically underpinned resistance. 
Ongoing research in this field reveals many nuances concerning costs of 
resistance such as how they vary with diverse environmental factors (Boots and 
Begon 1994; Lazzaro and Little 2009; Boots 2011; Ferris and Best 2018), or how 
differences in types of resistance or immunity may have different evolutionary 
outcomes, interacting further with the consequences of infection (for example, 
morbidity or sterility) (Ferguson et al. 2001; Best et al. 2009; Donnelly et al. 2015). 
Still, the evolutionary importance of these resistance-costs may be even greater 
than previously thought, as resistance to multiple pathogens may carry increasingly 
accelerating costs to the host (Koskella et al. 2011). Empirically validating model 
assumptions, as is done in this study, is therefore critical to the advancement of 
this field of evolutionary research. 
Methodologically, this study confirms that strict inbreeding regimes are capable of 
yielding experimentally useful isolines in Plodia. Beginning with randomly selected 
individuals of an outbred laboratory stock population, highly homozygous isolines 
can be established with genotypes that differ in competitively relevant traits. 
Indirectly, this also validates that ‘outbred’ laboratory stock populations of P. 
interpunctella do maintain appreciable amounts of standing genetic variation. 
There is potential for this technique to be used widely in this system, including to 
improve on the results shown here. In particular, beyond the simple existence of 
evolutionary trade-offs between host resistance and other competitive traits, the 
shape of such trade-offs is under important scrutiny. This shape of resistance-cost 
trade-offs has crucial evolutionary relevance (Boots and Haraguchi 1999; de 
Mazancourt and Dieckmann 2004; Bowers et al. 2005; Hoyle et al. 2008; Boots et 
al. 2009), with qualitatively different evolutionary outcomes depending on trade-off 
shape. Inferences have been made about the shape of the trade-off in this Plodia - 
PiGV system before, implying a decreasing-costs trade-off shape (Mealor and 
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Boots 2005), where increasing investment in resistance yields increasingly higher 
gains per unit of investment, rather than a trade-off shape where investment in 
resistance yields large benefits at low resistance levels but much smaller increases 
in resistance when resistance is already high. Despite the importance of these 
differences, direct characterisation of resistance-cost trade-offs has yet to be 
achieved in any comparable system. With a larger number of inbred isolines 
examined, it may be possible to use this technique to examine directly what the 
shape of the resistance-cost trade-off is in this system. In this study, too few 
isolines survived the inbreeding regime, and confidence intervals around 
susceptibility and development time were too large, for such precise analysis of the 
apparent trade-off. We speculate that with a greater capacity for mating-jar 
replicates, more lines would have survived the initial period of intense inbreeding 
depression, and that the loss of most of these lines was principally stochastic due 
to overall very low mating success during this stage of the experiment. 
Plastic adjustment of development time has been demonstrated in Plodia (Gage 
1995), a phenomenon which may play a part in other aspects of host defense. By 
using highly homozygous isoline genotypes in this study to examine a genetic, 
constitutive component of host resistance we eliminate the possibility of plastic 
effects. But applications in understanding plasticity of developmental and 
susceptibility traits is also equally possible, where eliminating genetic ‘noise’ in 
data (via the use of homozygous isolines) is a powerful study tool. Given the 
aforementioned need to work towards understanding the interacting, 
complementary routes of resistance organisms exploit, use of such isolines to 
study both genetic and plastic, and facultative and constitutive, costs to resistance 
may prove useful for building future theoretical syntheses.  Additionally, such 
inbred isolines can be used as a standardised host background for studies seeking 
to better understand pathogen evolution. This system has been used to 
demonstrate selective pressures on the adaptation of PiGV before (Boots and 
Mealor 2007); similar experiments may benefit from the use of inbred host isolines 
when characterising viral traits. 
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Our approach of using inbred lines has yielded clearly beneficial insights into this 
evolutionary trade-off, however the very high rates of population loss during severe 
inbreeding (80% lost during first 8 generations, with no further losses after this 
initial stage) is worth some consideration.  Following the period of severe 
inbreeding depression, the purging of strongly deleterious recessive alleles, the 
surviving inbred lines should be highly homozygous with no lethal or sterility-
inducing gene variants. The inbred lines here therefore should represent 
populations with almost no recessive-lethal or recessive-sterile alleles. Additionally, 
these lines are more likely to be highly viable, high-fitness populations with lower 
prevalences of mildly deleterious genetic material. As to how this relates to nature 
is open to interpretation. Natural populations will likely contain far more recessive-
deleterious alleles evading selection than the inbred lines here, although the effect 
of this absence on our results isn’t clear. Outbred laboratory stocks are by design 
exposed to very benign environments with minimal selective pressure, which 
contrasts populations in nature. Laboratory stocks are therefore likely to 
accumulate far more deleterious alleles than are present in wild populations, and 
thusly be of lower fitness if reintroduced to a ‘natural’ environment (Bryant and 
Reed 1999). Inbreeding may help reverse this by favouring highly viable, fit lines, 
which would better reflect natural populations under constant selection. Detailed 
discussion of the benefits and caveats of studying equivalent Drosophila 
melanogaster isofemale (inbred) lines is given in David et al. (2005). 
In summary, this study confirms the previously evidenced trade-off between 
resistance to a virus and development time in Plodia interpunctella, employing a 
method which avoids the confounds of selection experiments and proves that this 
trade-off is genetic and constitutive. Additionally, this study demonstrates that 
inbred isolines of Plodia interpunctella can be established such that isoline 
genotypes differ in their traits due to genetic drift during inbreeding. These isolines 
may be a powerful tool for this system in further work examining the shape of the 
resistance-cost trade-off, and may also prove useful in experiments examining viral 
evolution in this system. 
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Chapter 3 – Selection asymmetry in a resistance development-time trade-off. 
Abstract 
Trade-offs are a critical aspect of eco-evolutionary theory. In particular, trade-offs 
governing resistance to parasites are understood to be crucial in accounting for the 
variation in resistance to parasites observed in nature. As trade-offs governing 
parasite resistance have been used widely in both applied and fundamental 
science, empirical interrogation of established trade-offs is important. For example, 
how phenotypes deviate from a defined trade-off relationship, and the genetic 
underpinnings of correlations between resistance and other phenotype aspects. 
Here, we examine a well-characterised trade-off between development time and 
resistance to viral infection in the moth Plodia interpunctella to test whether 
selection for a phenotype known to be a cost of resistance (longer development 
time) indirectly selects for increased resistance. We show that, opposite to our 
expected hypothesis, selecting for longer development time in this system also 
apparently selects for reduced resistance when compared to selection for shorter 
development time. This implies that phenotypes typically charactised by a trade-off 
can deviate from that trade-off relationship, and suggests little genetic linkage 
between the genes governing viral resistance and life-history in this species. Such 
observations are important for both selection strategies in applied biological 
systems and for evolutionary modelling of host-parasite interactions. 
Introduction 
Trade-offs are fundamental to modern ecological and evolutionary thinking (Shoval 
et al. 2012; Acerenza 2016). They are central to our understanding of the evolution 
and ecology of infectious diseases (May and Anderson 1983; Alizon et al. 2009; 
Alizon and Michalakis 2015) and in particular to the evolution of resistance to both 
chemical and biological agents (Gillespie 1975; Sheldon and Verhulst 1996; 
Gemmill and Read 1998; Boots and Bowers 1999; Boots and Haraguchi 1999; 
Shirley and Sibly 1999; Gandon et al. 2002, 2008; Gwynn et al. 2005; Miller et al. 
2007; Best et al. 2011; Foster et al. 2011; Best and Hoyle 2013; Gandon and Vale 
2013). Large bodies of both theoretical work and empirical studies have made 
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strides in our fundamental understanding of evolutionary trade-offs, however we 
need work to better integrate theory and empirical findings (Schmid-Hempel 2003; 
McKean et al. 2008; Cressler et al. 2015). A better understanding of fundamental 
evolutionary processes is crucial to the evolutionary management of many aspects 
of modern biological policy (e.g. Yan et al. 1997; Brown 2002; Seifi et al. 2013; 
Brosi et al. 2017), and therefore investigating the fundamental nature of trade-offs 
with both empirical and theoretical bodies remains of considerable importance. 
The rules selection and trade-offs are governed by is still a topic of significant 
research. One notable question relates to whether the manifestation of trade-offs 
depends on the direction of selection. That is to say, whether selection for A at the 
cost of B operates equivalently to selection on B also changing A. Most theoretical 
work implicitly assumes this to be the case, both in adaptive dynamics eco-
evolutionary modelling and in population genetics (Geritz et al. 1998; Kisdi and 
Geritz 1999; Abrams 2001; Waxman and Gavrilets 2005). This assumption of 
symmetrical behaviour depending on which phenotype axis selection acts on is a 
powerful simplification for making progress in evolutionary theory, however, it may 
not be as reasonable an assumption as it first appears. For example, when one 
trait in a trade-off is highly polygenic in its underpinning, it may be able to evolve in 
ways outside an otherwise well-defined trade-off. Testing such theoretical 
assumptions on many trade-offs is often difficult, partly given that detecting trade-
offs is already challenging (McKean et al. 2008; Cressler et al. 2015, 2016). 
However, regardless of the practical difficulty, it remains an important part of better 
synthesising evolutionary research; while theory must be built to better 
accommodate reality, empirical work must also make effort to test which 
assumptions theory can work with. 
One particularly well evidenced trade-off is that of Plodia interpunctella (Hübner) 
and resistance to the baculovirus, Plodia interpunctella Granulosis Virus (PiGV). 
Two notable selection experiments have shown that Plodia experiencing selection 
through exposure to the pathogen evolve resistance to it, at the cost of increased 
development time (Boots and Begon 1993; Boots 2011). This apparent trade-off 
was confirmed to be both genetic and constitutive, as a test of assumptions made 
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in evolutionary theory, in a third experiment where evolution happened via 
inbreeding and genetic drift (Bartlett et al. 2018c). As such this trade-off has rather 
unusually been shown in replicated selection experiments, under different resource 
conditions and using inbred lines. This same system has been used to infer trade-
off shape from population level patterns of resistance (Mealor and Boots 2005), 
another critical aspect of theoretical work. Additionally, similar developmental 
trade-offs in Plodia have been demonstrated in the context of bacterial and 
parasitoid resistance (Oppert et al. 2000; Niogret et al. 2009). Overall this trade-off 
is one of most robustly demonstrated in the evolutionary literature, where 
resistance to a parasite consistently evolves at the cost of increased development 
time. Here, we use this system to test whether selection in the opposite direction 
along this trade-off – that is, selecting for specific development time phenotypes 
rather than resistance phenotypes, would behave in a comparable way. 
Our main hypothesis is that selecting for faster or slower development time would 
also indirectly select for differences in immunocompetence, specifically that fast-
developing selected lines would be less resistant than slow-developing selected 
lines. Previous work has noted no significant change in mass at pupation in Plodia 
selection experiments on resistance; our leading hypothesis relies on this being the 
case during selection on development as well. Selection may however act to alter 
mass at pupation alongside development time, possibly ‘balancing’ growth rate to 
remain similar regardless of development time differences. This may have 
consequences to resistance. Our leading hypothesis also relies on close genetic 
linkage or pleiotropic effects underpinning the previously established genetic 
constitutive trade-off between development time and susceptibility to pathogens 
(Bartlett et al. 2018c). Without tight genetic links between these two phenotype 
axes, we cannot assume that selection acting on one will always inadvertently lead 
to effects on the other. 
Materials and Methods 
STUDY ORGANISMS 
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We used the host organism Plodia interpunctella, a pyralid moth, and the 
baculovirus Plodia interpunctella Granulosis Virus. The larvae of P. interpunctella 
are a widespread grain-feeding pest (Mohandass et al. 2007), used as an 
experimental study species for its ease of population maintenance and its 
agricultural importance (Silhacek and Miller 1972; Mohandass et al. 2007). It 
exhibits a simple ecology, divided into larval and adult stages. Eggs are laid into 
cereal media by adults in a semelparous event, larvae then develop in the food 
media until pupation, and following pupation adult moths emerge, mate and a new 
generation of eggs are laid into the cereal medium (Gage 1995). Adults do not 
have functional feeding physiology; their reproductive success is broadly 
determined by how quickly they can develop and their pupal mass (Silhacek and 
Miller 1972; Boots and Begon 1993). Plodia larvae can be infected by the 
baculovirus Plodia interpunctella Granulosis Virus (PiGV) (Sait et al. 1994). PiGV 
infections are obligately lethal, following infection via consumption of viral occlusion 
bodies. PiGV infection likelihood can differ between Plodia populations (Vail and 
Tebbets 1990; Boots and Begon 1995; Bartlett et al. 2018c), and Plodia may 
evolve resistance to the virus, with a cost of increased development time (Boots 
and Begon 1993, 1994; Boots 2011; Bartlett et al. 2018c). Intrahaemocoellic 
antiviral activity against PiGV infection is documented (Saejeng et al. 2011), 
although is apparently separate from the phenoloxidase pathway (Saejeng et al. 
2010). Resistance is thought to occur mostly at the gut wall, through mechanical 
barriers such as the peritrophic membrane and apoptosis of infected gut wall cells 
(Begon et al. 1993; Tidbury 2012).  
POPULATION MAINTAINANCE AND ARTIFCIAL SELECTION 
We maintained Plodia populations following well-established protocols. Our 
selection lines all originated from the same outbred laboratory stock population, 
which we have shown in previous studies to maintain appreciable amounts of 
genetic variation in life-history characteristics and and resistance to PiGV (Bartlett 
et al. 2018c). We originated each line as a starting cohort of 60 randomly selected, 
recently emerged Plodia adults, placed on 200g of fresh food media inside 1000ml 
straight-side wide-mouth Nalgene jars (ThermoFisher Scientific, U.K.). We 
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prepared food media in batches consisting of 250g ‘Ready Brek’ (Weetabix Ltd., 
U.K.), 150g wheat bran (Bob’s Red Mill, U.S.A.), 100g rice flour (Bob’s Red Mill, 
U.S.A.), 100g brewer’s yeast (MP Biomedicals, U.S.A.), 125ml glycerol (VWR, 
U.S.A), 125ml clear organic honey (Dutch Gold Honey Inc., U.S.A.), 2.2g methyl 
paraben (VWR, U.S.A.), and 2.2g sorbic acid (Spectrum Chemicals, U.S.A.). We 
homogenised the media with industrial mixers before it was sealed and frozen for a 
minimum of 24 hours prior to thawing at ambient temperature for use. 
Adult moths mate, lay eggs into the food media, and die in a single semelparous 
event with no overlap of generations. Eggs then hatch to develop in the food media 
through five larval instars, before pupation and eclosure as adult moths. We select 
sixty of these next-generation adult moths to be placed in a new jar of food media 
to found the next generation. How we select these sixty moths to found the next 
generation is how we differentiate our two selection regimes, dubbed ‘early-‘ or 
‘late-‘ selected. 
For the early-selected lines, each population was checked daily. Any newly 
emerged adults were counted. When we could see at least sixty next-generation 
adults in a jar, they were collected to found the next population, and the rest of the 
larvae or pupae frozen. Under this regime, only the very fastest developing larvae 
(relative to the rest of their population) were allowed to reproduce. For the late-
selected lines, populations were checked daily. Once adult moths had emerged, 
the population was monitored for the presence of 5th instar larvae. So long as 
abundant 5th-instar larvae were present, any adults moths were removed from the 
population and frozen. Only once no 5th instar larvae were visible would sixty adults 
then be randomly selected from the remaining population and transferred to a new 
jar of food media. In this way, we allowed only slower developing larvae to found 
the next generation for that line, although we could not guarantee these were the 
absolutely most slowly developing of their generation. 
We maintained these selection regimes for approximately four years, however the 
number of generations this time period represents is different for each line (Table 
3.1). We maintained all selection lines on the same level of the same incubator 
throughout the experiment, where they experienced a constant climate of 27±2oC 
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and 35±5% humidity, with 16:8hr light:dark cycles. Following this period of 
maintenance and selection, we assayed the lines’ life history and resistance 
phenotypes. 
We did not maintain and assay any ‘non-selected’ lines. This decision was made 
on the basis that we would expect a much greater amount of genetic variation to 
persist in such lines, by virtue of not experiencing any directional selection, 
compared to our lines experiencing a selection regime. Such anticipated 
heteroskedasticity would pose a serious problem for our intended statistical 
approaches, potentially mandating the exclusion of such data. As maintaining 
these population lines represents a large investment of resources, we opted not to 
maintain lines which were likely to be uninformative come analysis. 
RESISTANCE AND LIFE-HISTORY ASSAYS 
We followed nearly identical protocols to those detailed in Bartlett et al. (2018c) for 
characterising lines’ life history and resistance phenotypes, with two exceptions. 
We used fewer viral doses (three in lieu of six) due to a limited number of larval 
cohorts we could dose in a single reproductive bout. Secondly, we undertook 
assaying in two blocks: four lines were assayed per block, with two early-selected 
and two-late selected lines in each block. The two blocks were separated by 
approximately one calendar month. This was a limitation of asynchronous 
generation timings between lines, and a limit on the human-resource intensive 
nature of setting up assays leading us to not attempt to eight lines in a single day, 
which would require what we the authors regard as irresponsible and 
discriminatory working hours. 
We characterised the life-history traits of each line using two measures: time to 
pupation (development time) and pupal mass. For each line, we took sixty adult 
Plodia, known to have eclosed in the last 24 hours, placed them in jars of new food 
media and incubated them as above. After 11 days, we selected fifty larvae on the 
1st day of their 3rd instar from each line and placed them in individual 
compartments on 25-cell compartmentalised square petri dishes (ThermoFisher 
Scientific, U.S.A.) (two petri dishes per isoline), with ample food media. We can 
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identify 1st-day 3rd-instar larvae based on the size of their head (which changes 
only during moulting and identifies different instars) and the size of their body 
(which if smaller in diameter than the head signifies their 1st day at that instar). 
Petri dishes were then incubated as above and checked daily to monitor larval 
development. We recorded the date of each larva’s pupation, and two days later  
we extracted the pupa from its silk cocoon and weighed it using a 1µg -precision 
microbalance. Not all larvae were recovered, as some inevitably die due to 
handling or other causes of stochastic mortality; in particular, losses of pupa where 
the pupation date is known but pupa were damaged during extraction mean we 
had larger sample sizes for the development time measure (n̅ = 27.5 pupae 
recovered per line, Supplementary Material 2) compared to the weight at pupation 
measure (n̅ = 22.375 pupae recovered per line, Supplementary Material 2). 
We measured the resistance of each line to PiGV by comparing infection rates of 
larvae to different PiGV doses. We took 150 1st-day 3rd-instar larvae from each 
line, following the same protocol as described above. We placed larval cohorts of 
fifty larvae into circular petri dishes (three cohorts per line) and starved the larvae 
for one hour. We then pipetted droplets of virus solution into these petri dishes, 
with each cohort given one of three solutions. Virus solutions represented three 
doses of each diluted by an order of magnitude (such that the strongest dose is 
100 times stronger than the weakest). We diluted solutions with distilled water, all 
solutions contained 2% sucrose (ThermoFisher Scientific, U.S.A.) and 0.1% 
Coomassie Brilliant Blue R-250 dye (ThermoFisher Scientific, U.S.A.). Larvae 
voluntarily feed on the solution droplets due to their brief starvation and the solution 
sucrose content. We considered an individual larva dosed when 50% of their 
alimentary track was stained blue (visible due to the blue dye and translucent larval 
body) at which point we removed them from the petri dish and placed them 
individually in 25-cell compartmentalised square petri dishes, before incubating for 
twenty days as above. After twenty days, we froze the petri dishes to kill all 
remaining live larvae, before opening them for counting. Infected larvae are 
apparent due to their bright white cadavers, a consequence of the accumulation of 
viral occlusion bodies in the haemolymph. Uninfected larvae were distinguishable 
as healthy larval cadavers or as developing pupae. Not all larvae were recovered 
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to be categorised as either infected or uninfected, as some inevitably die due to 
handling or other causes of stochastic mortality (n̅ = 16.75 larvae recovered per 
line per dose, Supplementary Material 2). 
STATISTICAL APPROACH 
All analyses were undertaken in R (v.3.4.4 - "Someone to Lean On") (R Core Team 
2018). We analysed life history traits (development times and pupal masses) 
without transformation using analyses of variance (ANOVAs) to test for differences 
amongst lines, and Welch’s t-tests to test for differences between selection 
regimes. A Bonferroni correction for multiple testing of these life-history traits would 
place our significance threshold at p < 0.0125. 
We analysed infection data using generalised linear models in the style of a 
backward stepwise model selection (Crawley 2012), and in some instances 
compared against generalised linear mixed effects models (Schielzeth and 
Nakagawa 2013) using the package ‘lme4’ (Bolker et al. 2009; Bates et al. 2015). 
In both cases, we used binomial models with a logit link function, and fit models to 
infection data based on combinations of dose, line, selection regime, and 
interactions between these predictors. Dose was provided in log(x + 1) rather than 
identity space. We first tested for significant differences in infection likelihood 
amongst lines, subsequently testing for an effect of treatment only if between-line 
differences were found. Significant interactions between the predictors ‘line’ and 
‘dose’ would indicate heterogeneity of host response. We checked our final 
binomial GLMs for overdispersion using the equivalent quasibinomial GLMs and 
examining whether the dispersion parameters were > 1. 
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Table 3.1 - Number of generations of selection experienced by 
each line at the point of assaying, and which assay block each line 
was assigned to. 
Line Selection Regime Generations of Selection 
Assay 
Block 
E1 Early 52 A 
E2 Early 55 A 
E3 Early 48 B 
E4 Early 51 B 
L1 Late 37 A 
L2 Late 38 B 
L3 Late 40 B 
L4 Late 37 A 
 
Results 
Our selection regimes lead to significant differences in life history patterns amongst 
lines, in the direction anticipated for the experimental design. Lines showed 
significant differences in their development time (ANOVA,  F7,212 = 6.61, p < 0.001), 
which when grouped by late- or early- selection showed that early-selected lines 
developed significantly faster (Welch’s t-test, t217.18 = -4.27, p < 0.001) than late-
selected lines (fig. 3.1). We found possible marginal evidence that lines differed in 
their mean pupal masses (ANOVA, F7,171 = 2.65, p = 0.0125), however when 
grouped by selection regime (fig. 3.1), no difference was observed in mean pupal 
mass between early- and late- selected lines (Welch’s t-test, t172.2 = 0.580, p = 
0.563). Note that if we were to undertake a Bonferroni correction for multiple 
testing of life-history traits, the evidence that lines differ in their mean pupal weight 
sits exactly at this corrected significance threshold. 
Lines also showed significant variation in their resistances to PiGV (fig. 3.2). We 
used a binomial GLM with a logit link function to analyse whether lines differed in 
their resistance to PiGV and if so, if they showed heterogeneity of dose response.  
We found no evidence (p = 0.326) of an interaction effect between ‘line’ and ‘dose’, 
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indicating no heterogeneity of dose response (in agreement with previous work in 
this system (Boots and Begon 1994; Boots 2011; Bartlett et al. 2018c)). However 
lines did differ in their overall resistance to the pathogen (p < 0.001), illustrated in 
fig. 3.2. We undertook further testing to see if these differences corresponded to 
our two selection regimes. 
When grouped by selection regime, we found that resistance to the pathogen did 
differ based on whether larvae were from late-selected or early-selected 
populations (fig. 3.3). We found selection regime to be a significant predictor of 
infection (p < 0.001), where early-selected lines were more resistant to infection 
than late-selected lines (fig. 3.3), counter to our initial hypothesis. We confirmed 
this finding with a binomial generalised mixed-effects model with both ‘line’ and 
‘block’ (Table 3.1) as random effects to account for our nested experimental 
structure (Schielzeth and Nakagawa 2013), and recovered the same finding 
(Supplementary Material 2 fig. S2.1). We present the results of the GLM as we can 
more easily extract confidence intervals (fig. 3.3) from this model compared to the 
mixed-effects model. Neither the binomial GLM used to show differences amongst 
lines nor the GLM used to show differences between treatments showed evidence 
of overdispersion (equivalent-model quasibinomial model dispersion parameters = 
0.866 and = 0.847 respectively). 
We provide an annotated R script for reproducibility of all analyses (Supplementary 
Material 2). 
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Figure 3.1 – Panelled box plots illustrating life history traits of each line (left) and 
lines grouped by treatment (right). Significant differences amongst lines and 
between treatment are observed for development time (upper row), with the early-
selected lines developing more quickly than the late-selected lines. No appreciable 
difference in pupal masses is observed between treatments (lower right) or 
amongst lines (lower left). Early-selected lines are shown in purple and left-aligned 
on each subplot, late-selected lines are shown in orange and right-aligned on each 
subplot. 
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Figure 3.2 – Panelled plots showing resistance of each line to PiGV. Plotted 
crosses represent proportion of larvae infected across the three administered viral 
doses, where dose strength is plotted in logit space. Plotted curves represent the 
predicted proportion of infected larvae with changing dose extracted from the 
binomial GLMs used to analyse the infection data. The four early-selected lines are 
plotted on the upper row in purple; the late-selected lines are plotted on the lower 
row in orange. Lines do not show heterogeneity of dose response, but do 
significantly differ in their resistance to PiGV.  
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Figure 3.3 – Plot illustrating predicted proportion of larvae infected across the dose 
range for average early-selected or late-selected lines, taken from the binomial 
GLMs used to analyse the infection data. Shading and dashed lines represent 95% 
confidence intervals with solid lines representing the best fit. Late-selected lines 
were significantly less resistant to PiGV than early-selected lines, counter to our 
hypothesis. 
 
Discussion 
We successfully selected for differences in development time (fig. 3.1), without 
changes in pupal mass, which means that there are differentiated growth rates 
between our two selection treatments. No change in pupal mass and a change in 
development time is in agreement with the previous work on this system 
demonstrating a resistance development time trade-off (Boots and Begon 1993; 
Oppert et al. 2000; Boots 2011; Bartlett et al. 2018c). However, the consequence 
of these selection regimes ran opposite to our initial hypothesis. Selection lines 
which had evolved faster development times were less susceptible to infection than 
lines which had evolved slower development times (Figs. 3.2 & 3.3), counter to the 
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repeated demonstration of this trade-off documented elsewhere (Boots and Begon 
1993; Oppert et al. 2000; Boots 2011; Bartlett et al. 2018c). Therefore our 
experimental approach was methodologically successful, however our results run 
counter to our initial hypothesis. 
This finding is not necessarily evidence against the existence of an otherwise 
robustly supported trade-off. Rather, our findings offer some insight into the likely 
genetic underpinnings of this trade-off, the mechanisms of immunity in this system, 
as well the potential caveats of selection experiments. There are multiple plausible 
explanations for our finding, including the mechanistic underpinnings of the 
differential immunity that we observed. Additionally, we believe these insights are 
better discussed by separating our results into two linked parts: 1) a failure to see 
the same correlation between development time and resistance that has been 
found in the established trade-off; 2) significant differences in resistance running 
counter to the previously established trade-off.  
We failed to recover the previously established trade-off and found the opposite 
correlation between resistance and development time when selection occurred on 
development time. While it has been demonstrated that the trade-off in question is 
constitutive and genetic (Niogret et al. 2009; Bartlett et al. 2018c), currently no 
published information exists from which to infer how many genes may be 
responsible or involved in links between immunity and development time. Variation 
in insect life-history phenotypes are often highly polygenic (Comeault et al. 2014; 
Jha et al. 2015), with many interacting genes responsible for determining fecundity, 
growth rates, or size at maturation. Our failure to recover the development time 
resistance trade-off may be a consequence of such polygenic underpinnings. Our 
leading hypothesis that the trade-off would be recovered relies on strong genetic 
linkage between genes governing development time and genes governing viral 
immune response. This is a bold assumption to make, given that as stated above, 
developmental traits are typically understood to be highly polygenic. Our failure to 
recover the previously established trade-off constitutes reasonable evidence that 
there is indeed low genetic linkage between most genes governing life-history 
phenotype and most genes governing viral immunity. 
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As molecular genetic and sequencing methods become increasingly widespread 
and affordable, efforts to link specific genes to selection experiments or 
evolutionary trade-offs have become more common (Korte and Farlow 2013). 
However, such endeavours remain effort-intensive and comparably expensive, and 
can rely on a few highly deterministic pleiotropic or linked genes. Such endeavours 
in other systems have had some success in identifying pathogen-resistant 
quantitative trait loci (Zhong et al. 2005); however, our findings demonstrate that 
the trade-off established in Plodia is perhaps unlikely to be suitable for such 
genomics approaches and as a consequence population-genetics modelling 
(Gassmann et al. 2009). We anticipate that Plodia are not unique in this regard, 
and that even replicably-demonstrable trade-offs proven to be genetic in basis may 
not necessarily be easily detected using GWAS-like approaches. 
The significant differences in resistance that we observed, running counter to the 
established trade-off, have multiple plausible explanations with potential insight for 
related future experiments. One possible hypothesis is that haemocoellic immunity, 
which has been shown to vary between populations in this system (Saejeng et al. 
2011) is unaltered between our selection lines, whilst midgut immunity is inherently 
greater in the fast-developing lines due to greater likelihood of shedding viral 
occlusion bodies, before infection occurs, through accelerated ecdysis. Engelhard 
and Volkman (1995) showed in a similar lepidoptera-baculovirus system that a 
development time difference between larval instars of just a few hours significantly 
affects infection likelihood and that larvae were able to fully clear early infections 
from the midgut epithelium during ecdysis. Interestingly, similar work in mosquitoes 
has shown that increased resistance to an ingested pathogen correlates with faster 
development (Yan et al. 1997; Koella and Agnew 1999), yet some of those same 
authors show that late-selected mosquito lines exhibit higher haemocoellic immune 
activity than early-selected lines (Koella and Boëte 2002), counter to their previous 
findings. Furthermore, there is fundamental theoretical work exploring how 
accelerated development can be an adaptive response to age-structured infection 
(Hochberg et al. 1992). 
37 
 
It is therefore plausible that this study has indirectly increased resistance in the 
faster-developing lines by allowing larvae to escape infection more quickly, 
potentially through more rapid ecdysis after inoculation. We speculate this is likely 
at the expense of some other competitive axis which doesn’t manifest in these 
experiments. If this is indeed the case, such midgut ecdysis mediated immune 
measures can be inferred to grant only small degrees of resistance compared to 
other routes (such as haemocoellic immune activity), as the absence of this 
correlation in previously cited trade-off work (Bartlett et al. 2018c) suggests it is 
overshadowed by other aspects of differential immunity. Speculation on the 
comparative roles of midgut (primary) and haemocoellic (secondary) pathogen 
defense in this system (Begon et al. 1993; Saejeng et al. 2010, 2011; Tidbury 
2012) and other lepidoptera-baculovirus systems (Shikano and Cory 2014; Iwata et 
al. 2017; Nakai et al. 2017) has been made elsewhere, and may be further 
informed by this hypothesis of escaping infection through rapid ecdysis. 
Conversely, it may not be that the early-selected lines are benefitting from 
increased immunity, but that nuances of our experimental design have led to late-
selected lines being particularly vulnerable to infection. It is well established that 
many mutations are purely detrimental yet aren’t easily purged by large 
populations, constituting ‘genetic load’ (Whitlock and Bourguet 2000; Crnokrak and 
Barrett 2002; Wielgoss et al. 2013); captive managed (laboratory) populations may 
harbour much larger genetic loads than their wild counterparts (Bryant and Reed 
1999) on the basis of relaxed selection. Our late-selected lines favoured long 
development time, in isolation a disadvantageous trait (Silhacek and Miller 1972; 
Boots and Begon 1993; Bowers et al. 1994), and saw no corresponding increase in 
pupal mass (which may have otherwise counterbalanced the apparent loss of 
fitness). By selecting for a broadly less-fit phenotype, we may have simply 
inadvertently selected for individuals of broadly low quality – harbouring large 
numbers of deleterious alleles and significantly elevated genetic loads across the 
population. This confound is arguably a predictable outcome of such selection 
experiments. Our ‘late-selected’ treatment may have manifested as selection for 
poor performing, low-fitness phenotypes. In this case, it may be no surprise these 
populations show elevated susceptibility to infection. Without characterising the 
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ancestral phenotypes alongside our two selection lines, we cannot determine if 
both our early-selected and late-selected lines show increased susceptibility 
compared to their ancestral state. In this case, the early-selected lines may indeed 
have conformed to the established trade-off, whereas the late-selected lines move 
away from regions of phenotypic space where trade-offs can manifest – instead 
showing entirely reduced fitness and poor genetic stock quality. 
The latter case may be an unfortunate peril of selection experiment design, 
highlighting the need to maintain non-selected ‘ancestral’ populations for 
comparison. Such designs do also pose significant statistical challenges however. 
Ancestral populations assayed at the start of a four year experiment such as this 
may not be comparable to final selected-population assays given different assaying 
conditions (including reagents, viral stock (which is known to degrade with time), 
researchers, locations). Additionally, we would anticipate populations undergoing 
no selection to show greatly elevated within-population variance compared to 
populations subjected to four years of directional selection. Such heteroskedasticity 
can significantly impede meaningful comparisons between populations.  
Such caveats also act as a warning for comparing our results in this study with 
those we have generated elsewhere, for example in Bartlett et al. (2018c), where 
populations originating from the same stock were assayed, but using different 
PiGV batches. We can tentatively compare life-history assays, which do not fall 
foul of being confounded by different viral stocks, and we can see that the selected 
lines here occupy the same approximate range of development times and pupal 
masses as those in Bartlett at al. (2018c), although are somewhat more extreme in 
their range as might be expected given the differences in evolutionary strength of 
selection compared to drift via inbreeding. We therefore see some degree of 
reproducibility between experiments, despite the fundamental difference in a 
reversal of immunocompetence – development correlation between these two 
studies. 
Future investigations of these selection lines may provide fruitful if assayed in 
comparison to those detailed in Bartlett et al. (2018c) under one single experiment. 
Doing so, we may be able to differentiate between whether our early-selected lines 
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fall on the same trade-off as previously characterised inbred lines while our late-
selected lines appear as an ill-performing outlier (see above), or whether the 
selection experiment here does deviate entirely from correlations elsewhere. In this 
latter case, the apparent ‘costless gain’ in fitness here shown by the early-selected 
lines would require investigation – it may be that our early-selected lines show 
reduced fecundity (deviating from the reproductive predictors laid out in Boots and 
Begon (1993)), or perhaps greatly increased sensitivity to environmental 
fluctuations such as desiccation or temperature stress. There are numerous insect-
resistance studies which similarly seem to identify ‘costless resistance’ (Milks et al. 
2002; Undorf-Spahn et al. 2012; Faria et al. 2015). However these findings are 
difficult to reconcile with theory and widespread observation in variation of 
resistance (Schmid-Hempel 2003; Susi and Laine 2015; Koskella 2018), and it is 
acknowledged that trade-offs are difficult to tractably characterise experimentally 
(Cressler et al. 2015). Whether unknown axes of fitness may easily explain our 
findings here would need further investigation. 
In conclusion our results suggest a likelihood of a polygenic underpinning of the 
established trade-off in Plodia and its immunity to PiGV. Consequently, pursuing 
population-genetics approaches in this system may not be fruitful. Additionally, 
these results highlight potential mechanisms of immunity which may be worth 
further investigation; notably, accelerated growth to escape infection, and in this 
case rapid ecdysis clearing midgut epithelial infection. Finally, our possible myopia 
in experimental design highlights some of the challenges associated with selection 
experiments investigating trade-offs, evolution from ancestral states, as well as the 
pitfall of inadvertently selecting for entirely deleterious alleles which do not 
constitute any aspect of a phenotypic trade-off, but rather represent purely 
disadvantageous genetic load. We hope that explicit acknowledgement of these 
experimental limitations informs future experiments in the field. 
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Chapter 4 – The role of infected reproduction in the evolution of virulence in 
spatially structured populations. 
Abstract 
Spatial structure within populations due to local interactions has fundamental 
implications for evolutionary outcomes due to ecological and genetic correlations. 
In particular, local infection has been predicted to have major implications for the 
evolution of parasite virulence, with spatial structure selecting for less harmful 
parasites. However, demographic assumptions can have major implications to 
selection in spatially structured populations and the existing theory has typically 
assumed that infected individuals do not reproduce. With an approximate analysis 
we show that the key result that virulence is predicted to be higher in mixed 
populations is robust to the assumption of infected reproduction. However the 
magnitude of the effect on virulence is reduced. Furthermore, we show that local 
infection always reduces virulence, and that the prediction that a small proportion 
of local infection can select for higher virulence only occurs for highly castrating 
pathogens. The results empahsise the importance of demographic details to 
evolutionary outcomes in spatially structured populations, but also show that the 
importance of spatial structure is robust to a frequently used assumption. 
Introduction 
Parasites rely on their hosts to survive and transmit, but by definition damage their 
host typically leading to an increased rate of mortality in the infected hosts 
(virulence). Since virulence defined this way typically shortens the infectious period 
of a classic micro-parasite, it reduces transmission opportunities and hence 
parasite fitness. The persistence of ‘pathogens’ causing severe host mortality is 
therefore a key question for evolutionary biologists, particularly because of the 
burden infectious diseases cause for society (Jones et al. 2008; Lambrechts and 
Scott 2009; Froissart et al. 2010). One fundamental idea is that increasing 
virulence increases the transmission rate of the parasite, as without any correlated 
benefits, virulence itself is maladaptive (Anderson and May 1982; Ewald 1987, 
1993; Read 1994; Alizon et al. 2009; Alizon and Michalakis 2015). This trade-off 
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hypothesis between virulence and transmission predicts an optimal level of 
virulence and underpins theoretical work understanding how ecology shapes 
parasite evolution (Cressler et al. 2016), and has considerable empirical support 
(Fraser et al. 2007; de Roode et al. 2008; Atkins et al. 2013). 
Classic theory assumes that populations are homogenous and assume the ‘mean-
field’ such that they are completely mixed and interactions are essentially random. 
However, in reality, typically there is population structure within populations, most 
simply due to individuals closer in space interacting more often. Local interactions 
leading to strong spatial structuring within populations can impact evolutionary 
outcomes due to a combination of ecological clustering (infected tend to be next to 
each other) and genetic clustering (more interactions with related individuals 
leading to kin selection) (Lion and Boots 2010). There is a particularly rich theory 
on how spatial structure impacts the evolution of parasite virulence (Rand et al. 
1995; Boots and Sasaki 1999, 2000; Haraguchi and Sasaki 2000; Kamo et al. 
2007; Webb et al. 2007a, 2013a; Lion and Boots 2010; Lion and Gandon 2015) 
with the most compelling result that highly local interactions lead to lower optimum 
virulence evolution than in well-mixed systems with ‘global’ infection; this prediction 
also has empirical support (Kerr et al. 2006; Boots and Mealor 2007; Szilágyi et al. 
2009). However the interaction of selective pressures from ecological and genetic 
correlations have different selective outcomes when infection occurs both locally 
and globally with a small proportion of local infections selecting for higher virulence 
(Kamo et al. 2007). 
Much of this theoretical work has successfully used a coupling of pair-
approximations (Matsuda et al. 1992) and adaptive dynamics (Geritz et al. 1998; 
Mágori et al. 2005) approaches to develop an approximate spatial analytical 
prediction of evolutionary outcomes. However, in order to increase analytical 
tractability, this body of theory utilises numerous simplifying assumptions 
concerning the biology it attempts to model. One prevalent assumption across this 
body of studies is that infected individuals do not reproduce – infection by a 
parasite is fully castrating. While in some theoretical studies this assumption is 
relaxed, these studies are either purely ecological (Webb et al. 2007b) rather than 
42 
 
evolutionary, or they are non-spatial (Best et al. 2009, 2017). In spatial evolutionary 
work on parasite or host evolution, this assumption is almost universal (Boots and 
Sasaki 1999, 2000; Haraguchi and Sasaki 2000; Kamo and Boots 2006; Kamo et 
al. 2007; Webb et al. 2007a, 2013a,b; Best et al. 2011; Lion and Gandon 2015). 
This assumption improves analytical tractability, but a key characteristic of 
parasites as opposed to predators is that infected individuals can reproduce or 
recover and then reproduce. One exception is Débarre et al. (2012), who do 
consider variable castration in an spatial host-parasite evolutionary context, but 
only examined host evolution. 
Castration by parasites clearly occurs, however is typically understood to be an 
alternative strategy where infected host mortality is very low while overall host 
fitness costs still remain very high, often to the parasite’s overall benefit (O’Keefe 
and Antonovics 2002). However full castration does not represent the majority of 
parasitic infections in nature, although it is likely that infection reduces host 
reproduction to some proportion, possibly in correlation with virulence due to 
resource theft (Heins et al. 2010). The prevalence of this assumption in the spatial 
parasite evolution theory therefore needs to be interrogated, and calls to better 
account for host demography (including reproduction) have been previously made 
(Lion and Boots 2010; Messinger and Ostling 2013). Given the likely impact of 
local reproduction from infected individuals on both ecological and genetic 
correlations, there are potentially important implications for the evolutionary 
outcome. 
Here we develop approximate theory to better understand how relaxing this 
castration assumption impacts the evolutionary outcomes of spatial models of 
parasite virulence. We adapt established theory to allow infected individuals to 
reproduction, sacrificing some analytical tractability and numerically solving our 
pair equations. 
Methods and Model Description 
We construct two models: one to describe the dynamics of a resident pathogen 
strain and one to describe the local dynamics of a rare mutant pathogen strain. We 
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approximate a regular lattice where each site is in state σ, and pairs of  sites are in 
state σσ’, where σ   { 0, S, I, J }; ‘0’ represents an empty site, ‘S’ a site with a 
susceptible host, ‘I’ a site with a resident-strain infected and infectious host, and ‘J’ 
a site with a mutant-strain infected and infectious host. We vary independently the 
proportion of reproduction and infection occurring locally (between neighbouring 
sites only) and globally (between any two sites). We vary the amount of 
reproductive potential an infected host represents compared to a susceptible host 
(we vary degree of castration caused by infection). Parameters are detailed in 
Table 4.1. 
Table 4.1. Variables used in ODE system models, where  Z  { I , j } and σ   { 0, 
S, I, J } 
Variable Description 
A Reproduction rate 
B Natural mortality (natural death rate) 
C Degree of castration (0  C  1) 
Z Virulence of strain z (additional mortality due to infection by strain z) 
Z Transmission rate of strain z 
 Inverse of number of neighbours ( = ¼ for a regular lattice) 
GR Proportion of global reproduction 
GT Proportion of global transmission 
Pσ Proportion of sites in state σ 
Pσσ’ Proportion of pairs of sites in state σσ’, where Pσσ’  Pσ’σ  
Qσ|σ’ Conditional probability that for a site in state σ’ a neighbouring site will be in state σ 
 
As Pσ and Pσσ’ represent proportions of sites and proportions of pairs of sites, and 
Pσσ’  Pσ’σ, the following definitions hold where σ   { 0, S, I, J } 
∑ 𝑷𝝈
𝝈
= 𝟏     
     ∑ 𝑷𝝈𝝈
𝝈
 +  ∑ 𝟐𝑷𝝈𝝈′
𝝈 ≠ 𝝈′
= 𝟏    
     ∑ 𝒒𝝈|𝝈′
𝝈
= 𝟏    𝒇𝒐𝒓 𝝈′ ∈ { 𝟎, 𝑺, 𝑰, 𝑱 }   
𝒒𝝈|𝝈′ =  𝑷𝝈𝝈′/𝑷𝝈′ 
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In constructing the models, we approximate conditional probabilities, where qσ|σ’σ’’ 
represents the conditional probability of a site being in state σ in the 
neighbourhood of the σ′ site of a σ′σ″ pair. We use an ordinary pair approximation 
following Matsuda et al. (1992), where qσ|σ’σ’’ ≈ qσ|σ’. This conditional probability that 
given a focal site is in state σ’ it has a neighbor in state σ is defined as qσ|σ’ = 
Pσσ’/Pσ’. An illustrative example of this approximation is as follows: 
 
?̇?𝑰𝑰 =  𝟐[  𝜷𝑮𝑻𝑷𝑰𝑷𝑺𝑰  + 𝜷(𝟏 − 𝑮𝑻)(𝜽 + (𝟏 − 𝜽)𝒒𝑰|𝑺𝑰)𝑷𝑺𝑰  −  (𝒃 + 𝜶)𝑷𝑰  ] 
becomes: 
?̇?𝑰𝑰 =  𝟐[  𝜷𝑮𝑻𝑷𝑰𝑷𝑺𝑰  + 𝜷(𝟏 − 𝑮𝑻)(𝜽 + (𝟏 − 𝜽)𝑷𝑺𝑰/𝑷𝑺)𝑷𝑺𝑰  −  (𝒃 + 𝜶)𝑷𝑰  ] 
Accordingly, the following system of ordinary differential equations describes the 
endemic state (see Table 4.1) of a single resident strain, where ṖX denotes a time 
derivative of PX. 
?̇?𝟎  =   (𝒃 + 𝜶)𝑷𝑰  +  𝒃𝑷𝑺  −  𝒂𝑮𝑹𝑷𝑺𝑷𝟎  −  𝑪𝒂𝑮𝑹𝑷𝑰𝑷𝟎  −  𝒂(𝟏 − 𝑮𝑹)(𝑷𝑺𝟎/𝑷𝟎)𝑷𝟎  
−  𝑪𝒂(𝟏 − 𝑮𝑹)(𝑷𝑰𝟎/𝑷𝟎)𝑷𝟎 
?̇?𝑺  =   𝒂𝑮𝑹𝑷𝑺𝑷𝟎  +  𝑪𝒂𝑮𝑹𝑷𝑰𝑷𝟎  +  𝒂(𝟏 − 𝑮𝑹)(𝑷𝑺𝟎/𝑷𝟎)𝑷𝟎 +  𝑪𝒂(𝟏 − 𝑮𝑹)(𝑷𝑰𝟎/𝑷𝟎)𝑷𝟎  
−  𝒃𝑷𝑺  −  𝜷𝑮𝑻𝑷𝑰𝑷𝑺   −   𝜷(𝟏 − 𝑮𝑻)(𝑷𝑺𝟎/𝑷𝑺)𝑷𝑺 
?̇?𝑰  =  𝜷𝑮𝑻𝑷𝑰𝑷𝑺  +  𝜷(𝟏 − 𝑮𝑻)(𝑷𝑺𝑰/𝑷𝑺)𝑷𝑺  − (𝒃 +  𝜶)𝑷𝑰 
?̇?𝟎𝟎 =  𝟐[   𝒃𝑷𝑺𝟎  +  (𝒃 + 𝜶)𝑷𝑰𝟎  −  𝒂𝑮𝑹𝑷𝑺𝑷𝟎𝟎  −  𝑪𝒂𝑮𝑹𝑷𝑰𝑷𝟎𝟎   −  𝒂(𝟏 − 𝑮𝑹)(𝟏
− 𝜽)(𝑷𝑺𝟎/𝑷𝟎)𝑷𝟎𝟎  −  𝑪𝒂(𝟏 − 𝑮𝑹)(𝟏 − 𝜽)(𝑷𝑰𝟎/𝑷𝟎)𝑷𝟎𝟎  ] 
?̇?𝑺𝟎 =  𝒂𝑮𝑹𝑷𝑺𝑷𝟎𝟎  +  𝑪𝒂𝑮𝑹𝑷𝑰𝑷𝟎𝟎  +  𝒂(𝟏 − 𝑮𝑹)(𝟏 − 𝜽)(𝑷𝑺𝟎/𝑷𝟎)𝑷𝟎𝟎  +  𝑪𝒂(𝟏
− 𝑮𝑹)(𝟏 − 𝜽)(𝑷𝑰𝟎/𝑷𝟎)𝑷𝟎𝟎  + (𝒃 + 𝜶)𝑷𝑺𝑰  +  𝒃𝑷𝑺𝑺  −  𝒃𝑷𝑺𝟎  
−  𝒂𝑮𝑹𝑷𝑺𝑷𝑺𝟎  −  𝑪𝒂𝑮𝑹𝑷𝑰𝑷𝑺𝟎  −  𝒂(𝟏 − 𝑮𝑹)(𝜽 + (𝟏 − 𝜽)𝑷𝑺𝟎/𝑷𝟎)𝑷𝑺𝟎  
−  𝑪𝒂(𝟏 − 𝑮𝑹)(𝟏 − 𝜽)(𝑷𝑰𝟎/𝑷𝟎)𝑷𝑺𝟎  −  𝜷𝑮𝑻𝑷𝑰𝑷𝑺𝟎 −  𝜷(𝟏 − 𝑮𝑻)(𝟏
− 𝜽)(𝑷𝑺𝑰/𝑷𝑺)𝑷𝑺𝟎 
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?̇?𝑰𝟎 =  𝜷(𝟏 − 𝑮𝑻)(𝟏 − 𝜽)(𝑷𝑺𝑰/𝑷𝑺)𝑷𝑺𝟎  +  𝜷𝑮𝑻𝑷𝑰𝑷𝑺𝟎  +  𝒃𝑷𝑺𝑰  +  (𝒃 + 𝜶)𝑷𝑰𝑰  − (𝒃
+ 𝜶)𝑷𝑰𝟎  −  𝒂𝑮𝑹𝑷𝑺𝑷𝑰𝟎  −  𝒂(𝟏 − 𝑮𝑹)(𝟏 − 𝜽)(𝑷𝑺𝟎/𝑷𝟎)𝑷𝑰𝟎  
−  𝑪𝒂𝑮𝑹𝑷𝑰𝑷𝑰𝟎  −  𝑪𝒂(𝟏 − 𝑮𝑹)(𝜽 + (𝟏 − 𝜽)𝑷𝑰𝟎/𝑷𝟎)𝑷𝑰𝟎 
?̇?𝑺𝑺 =  𝟐[  𝒂𝑮𝑹𝑷𝑺𝑷𝑺𝟎  +  𝑪𝒂𝑮𝑹𝑷𝑰𝑷𝑺𝟎  +  𝒂(𝟏 − 𝑮𝑹)(𝜽 + (𝟏 − 𝜽)𝑷𝑺𝟎/𝑷𝟎)𝑷𝑺𝟎   +  𝑪𝒂(𝟏
− 𝑮𝑹)(𝟏 − 𝜽)(𝑷𝑰𝟎/𝑷𝟎)𝑷𝑺𝟎  −  𝒃𝑷𝑺𝑺  −  𝜷𝑮𝑻𝑷𝑰𝑷𝑺𝑺     −  𝜷(𝟏 − 𝑮𝑻)(𝟏
− 𝜽)(𝑷𝑺𝑰/𝑷𝑺)𝑷𝑺𝑺   ]  
?̇?𝑺𝑰 =  𝒂𝑮𝑹𝑷𝑺𝑷𝑰𝟎  +  𝑪𝒂𝑮𝑹𝑷𝑰𝑷𝑰𝟎 +  𝒂(𝟏 − 𝑮𝑹)(𝟏 − 𝜽)(𝑷𝑺𝟎/𝑷𝟎)𝑷𝑰𝟎  +  𝑪𝒂(𝟏 − 𝑮𝑹)(𝜽
+ (𝟏 − 𝜽)𝑷𝑰𝟎/𝑷𝟎)𝑷𝑰𝟎  +  𝜷𝑮𝑻𝑷𝑰𝑷𝑺𝑺 +  𝜷(𝟏 − 𝑮𝑻)(𝟏 − 𝜽)(𝑷𝑺𝑰/𝑷𝑺)𝑷𝑺𝑺  
−  𝒃𝑷𝑺𝑰  −  (𝒃 + 𝜶)𝑷𝑺𝑰  −  𝜷𝑮𝑻𝑷𝑰𝑷𝑺𝑰  −  𝜷(𝟏 − 𝑮𝑻)(𝜽 + (𝟏
− 𝜽)𝑷𝑺𝑰/𝑷𝑺)𝑷𝑺𝑰 
?̇?𝑰𝑰 =  𝟐[  𝜷𝑮𝑻𝑷𝑰𝑷𝑺𝑰  + 𝜷(𝟏 − 𝑮𝑻)(𝜽 + (𝟏 − 𝜽)𝑷𝑺𝑰/𝑷𝑺)𝑷𝑺𝑰  −  (𝒃 + 𝜶)𝑷𝑰  ] 
We assess whether a mutant strain J can invade a resident strain I. We 
numerically solve the single-resident strain ODE system (above) to establish an 
endemic equilibrium. We then model a mutant strain J which has virulence (J) and 
transmission (J), where virulence and transmission are governed by a relationship 
of the form: 
𝜷 = 𝑫 ∙ 𝒍𝒏(𝜶 + 𝟏) 
where D is a positive scalar. Accordingly,  is a saturating function of , used 
elsewhere in equivalent theoretical modelling (Hoyle et al. 2008). As has been 
previously established (Boots and Sasaki 1999; Lion and Gandon 2015), strain J is 
able to invade if  (J|I) > 0 where: 
𝝀(𝑱|𝑰) =  (
𝒃 +  𝜶𝑰
𝜷𝑰
−  
𝒃 +  𝜶𝑱
𝜷𝑱
) +  (𝟏 − 𝑮𝑻)(?̂?𝑺|𝑱
∗ − 𝒒𝑺|𝑰
∗ ) 
 
q*S|I is the endemic equilibrium density of susceptible sites in the local 
neighbourhood of an infected individual for the single resident strain. q̂*S|J is the 
quasi-equilibrium density of susceptibles in the local neighbourhood of the invading 
mutant early on in its invasion. The justification for this quasi-equilibrium 
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approximation has been discussed in previous studies (Boots and Sasaki 1999; 
Lion and Gandon 2015), and justified by the generalisation that early on in a 
mutant’s invasion it remains globally rare, and so global dynamics change much 
more slowly from the single-strain endemic equilibrium compared to the dynamics 
in the local neighbourhood of the invading rare mutant. 
Accordingly, we asses the quasi-equilibrium state by approximating all pair 
densities and conditional probabilities which do not include the rare mutant J as 
constant values taken from the endemic equilibrium (denoted by a *).  We examine 
the rates of change of qσ/J for σ   { 0, S, I, J } and approximate PJ  0. This yields 
the following system of ordinary differential equations: 
𝒒𝟎|𝑱 = 𝒃𝒒𝑺|𝑱 + (𝒃 + 𝜶𝑰)𝒒𝑰|𝑱 + (𝒃 + 𝜶𝑱)𝒒𝑱|𝑱 − 𝒂𝑮𝑹𝑷𝑺
∗ 𝒒𝟎|𝑱 − 𝑪𝒂𝑮𝑹𝑷𝑰
∗𝒒𝟎|𝑱 − 𝒂(𝟏 − 𝑮𝑹)(𝟏
− 𝜽)(𝑷𝑺𝟎
∗ /𝑷𝟎
∗ )𝒒𝟎|𝑱 − 𝑪𝒂(𝟏 − 𝑮𝑹)(𝟏 − 𝜽)(𝑺𝑷𝑰𝟎/𝑷𝟎
∗ )𝒒𝟎|𝑱 − 𝑪𝒂(𝟏
− 𝑮𝑹)𝜽𝒒𝟎|𝑱 + 𝜷𝑱(𝟏 − 𝑮𝑻)(𝟏 − 𝜽)(𝑷𝑺𝟎
∗ /𝑷𝑺
∗ )𝒒𝑺|𝑱 + 𝜷𝑱𝑮𝑻𝑷𝑺𝟎
∗ − 𝜷𝑱(𝟏
− 𝑮𝑻)𝒒𝑺|𝑱𝒒𝟎|𝑱 − 𝜷𝑱𝑮𝑻𝑷𝑺
∗ 𝒒𝟎|𝑱 
𝒒𝑺|𝑱 = 𝒂𝑮𝑹𝑷𝑺
∗ 𝒒𝟎|𝑱 + 𝑪𝒂𝑮𝑹𝑷𝑰
∗𝒒𝟎|𝑱 + 𝒂(𝟏 − 𝑮𝑹)(𝟏 − 𝜽)(𝑷𝑺𝟎
∗ /𝑷𝟎
∗ )𝒒𝟎|𝑱 + 𝑪𝒂(𝟏 − 𝑮𝑹)(𝟏
− 𝜽)(𝑷𝑰𝟎
∗ /𝑷𝟎
∗ )𝒒𝟎|𝑱 + 𝑪𝒂(𝟏 − 𝑮𝑹)𝜽𝒒𝟎|𝑱 − 𝒃𝒒𝑺|𝑱 − 𝜷𝑰𝑮𝑻𝑺𝑷𝑰𝒒𝑺|𝑱 − 𝜷𝑰(𝟏
− 𝑮𝑻)(𝟏 − 𝜽)(𝑷𝑺𝑰
∗ /𝑷𝑺
∗ )𝒒𝑺|𝑱 + 𝜷𝑱(𝟏 − 𝑮𝑻)(𝟏 − 𝜽)(𝑷𝑺𝑺
∗ /𝑷𝑺
∗ )𝒒𝑺|𝑱
+ 𝜷𝑱𝑮𝑻𝑷𝑺𝑺
∗ − 𝜷𝑱(𝟏 − 𝑮𝑻)𝜽𝒒𝑺|𝑱 − 𝜷𝑱(𝟏 − 𝑮𝑻)𝒒𝑺|𝑱𝒒𝑺|𝑱 − 𝜷𝑱𝑮𝑻𝑷𝑺
∗ 𝒒𝑺|𝑱 
𝒒𝑰|𝑱 = 𝜷𝑰𝑮𝑻𝑷𝑰
∗𝒒𝑺|𝑱 + 𝜷𝑰(𝟏 − 𝑮𝑻)(𝟏 − 𝜽)(𝑷𝑺𝑰
∗ /𝑷𝑺
∗ )𝒒𝑺|𝑱 − (𝒃 + 𝜶𝑰)𝒒𝑰|𝑱 + 𝜷𝑱(𝟏 − 𝑮𝑻)(𝟏
− 𝜽)(𝑷𝑺𝑰
∗ /𝑷𝑺
∗ )𝒒𝑺|𝑱 + 𝜷𝑱𝑮𝑻𝑷𝑺𝑰
∗ − 𝜷𝑱(𝟏 − 𝑮𝑻)𝒒𝑺|𝑱𝒒𝑰|𝑱 − 𝜷𝑱𝑮𝑻𝑷𝑺
∗ 𝒒𝑰|𝑱 
𝒒𝑱|𝑱 = 𝟐𝜷𝑱(𝟏 − 𝑮𝑻)𝜽𝒒𝑺|𝑱 − (𝒃 + 𝜶𝑱)𝒒𝑱|𝑱 − 𝜷𝑱(𝟏 − 𝑮𝑻)𝒒𝑺|𝑱𝒒𝑱|𝑱 − 𝜷𝑱𝑮𝑻𝑷𝑺
∗ 𝒒𝑱|𝑱  
Having numerically solved this ODE system, we can substitute q̂*S|J into the 
invasion criteria (J|I) > 0 (see above). Using this approach across all values of  
we can generate pairwise invasibility plots (PIPs) to assess if any value of  yields 
an evolutionary singular strategy (ESS) (Geritz et al. 1998) for a given set of 
parameters. An example is shown in fig. 4.1. We computationally inspect these 
pairwise invasibility plots to extract the apparent approximate ESS values for many 
parameter combinations. This allows us to compare how changes in ecological 
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parameters affect the optimal virulence () for an evolving pathogen. We 
investigate how altering two spatial parameters (global transmission GT and global 
reproduction GR) and altering degree of castration (C) affects the ESS virulence of 
the pathogen, where 0 ≤ {GT, GR, C} ≤ 1. 
Figure 4.1 - Example pairwise invasibility plot (PIP) with ESS virulence α = 0.0143. 
Parameters values used to generate this plot are GT = 0.7, GR = 0.3, C = 0.9, with 
remaining parameters taken used unvaried universally elsewhere in this study (a = 
5, b = 0.01,  = ¼, D = 5). For this plot, alpha (α) is approximated to a precision of 
0.001. 
Results 
We find that across our range of varied parameters (0 ≤ {GT, GR, C} ≤ 1), we 
recover evolutionary singular strategies in every case, allowing us to characterise 
how these changing ecological parameters affect optimum virulence. We present 
here example plots for a small subset of parameter value combinations which 
capture our main findings. 
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Figure 4.2 – Example panels showing relationship between degree of spatial 
structure (x-axis) and optimum parasite virulence (α) (y-axis) for four different 
levels of parasitic castration. Curves are interpolated between many numerically 
solved virulence ESS values. In this figure, proportion of global reproduction (GR) 
and proportion of global infection (GI) are fixed as equal to one another and vary 
from 0 (fully local) to 1 (fully global or ‘mean field’). Non-varied parameters used 
unvaried universally elsewhere in this study (a = 5, b = 0.01,  = ¼, D = 5). For this 
plot, alpha (α) is approximated to a precision of 0.00015. 
In fig. 4.2 we recover the well-established result that reducing local interactions 
(increased mixing) increases optimum virulence. However we show that effect of 
reduced spatial structure is strongest when a pathogen is fully castrating, and the 
effect weakens as we permit infected individuals to reproduce. This difference is 
driven by the effect of castration when interactions are principally local. When the 
system is fully mixed with no spatial structure, castration has no affect on optimum 
virulence. We more clearly show this in fig. 4.3, castration (infected reproduction) is 
plotted along the x-axis. 
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Figure 4.3 - Example panels showing relationship between degree of castration (x-
axis) and optimum parasite virulence (α) (y-axis) for four different levels of 
population mixing. Curves are interpolated between many numerically solved 
virulence ESS values. In this figure, proportion of global reproduction (GR) and 
proportion of global infection (GI) are fixed as equal to one another for each panel. 
Non-varied parameters used unvaried universally elsewhere in this study (a = 5, b 
= 0.01,  = ¼, D = 5). For this plot, alpha (α) is approximated to a precision of 
0.00015. 
We show in fig. 4.3 that castration limits virulence, in that higher rates of castration 
select for lower optimum virulence ESS values. However this virulence limitation 
only manifests when interactions are mainly local. Spatial structure is required for 
varying castration to affect optimum virulence. The magnitude of this effect in the 
fully local system (fig. 4.3) is comparable to that of increased global infection rates 
(fig. 4.4), however very quickly becomes negligible with only moderate increases in 
mixing of the system, and any effects of castration on virulence disappear entirely 
when the system is fully mixed. 
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Figure 4.4 - Example panels showing relationship between global infection 
proportion (GI) (x-axis) and optimum parasite virulence (α) (y-axis) for four different 
levels of parasitic castration and two different proportions of global reproduction 
(GR). Curves are interpolated between many numerically solved virulence ESS 
values. Upper row of panels shows global-infection virulence relationship for four 
different castration levels in a system where reproduction is entirely local (GR = 0). 
Lower row of panels shows the same relationships but for a system where 
reproduction is entirely global (GR = 1). Non-varied parameters used unvaried 
universally elsewhere in this study (a = 5, b = 0.01,  = ¼, D = 5). For this plot, 
alpha (α) is approximated to a precision of 0.00015. 
We show that in specific cases, optimum virulence is highest for well-mixed, but 
not entirely global, infection (fig. 4.4). However, this phenomenon manifests only 
when reproduction is almost entirely local and infected individuals almost never 
reproduce. Comparing between fully local and fully global reproduction in fig. 4.4, 
we observe a similar effect to that of infected reproduction. Global reproduction 
leads to higher optimum virulence but only when infection is predominantly a local 
process. Additionally, we see that this difference in virulence is only notable when 
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infected individuals do not reproduce. That is to say, the effects of spatial 
structuring of reproduction only affect virulence optima if infection is primarily local 
and infected individuals are strongly castrated. 
Discussion 
We show that reproduction from infected individuals has important implications to 
the predictions of pair approximated evolutionary models of parasite virulence.  In 
particular the ‘virulence hump’ (Kamo et al 2007) – where virulence first increases 
before decreasing as infection becomes more local – only manifests when 
reproduction is local and only susceptible (rather than infected) individuals 
reproduce. Furthermore, we find that reduced fecundity in infected individuals 
selects for lower virulence in spatially structured systems, but in moderately- or 
well- mixed systems has little or no effect on optimum virulence for a pathogen, as 
expected from classic mean-field theory (Jaenike 1996; O’Keefe and Antonovics 
2002). In general we find that a lack of castration reduces the magnitude of the 
effect of spatial structure on virulence. 
The phenomena of a virulence ‘hump’ (fig. 4.4), where populations with some small 
amount of local infection select for more virulent pathogens, has been found in 
multiple theoretical studies (Kamo et al. 2007; Lion and Boots 2010; Webb et al. 
2013a). We recover this effect, but show it occurs when reproduction is a 
predominantly local process mostly from uninfected individuals. This is in line with 
earlier work showing that ‘mostly local’ reproduction is an important determinant in 
these evolutionary outcomes (Webb et al. 2007a) but also highlighting the 
importance of demography in critically determining the evolutionary outcomes in 
spatial models (Lion and Boots 2010; Messinger and Ostling 2013). In the non-
spatial model the evolutionary outcomes are not affected by the assumption of 
infected castration, but in spatial models demography is critical to the outcome.  
Similarly, we find that the overall importance of spatial structuring of infection, in 
terms of its effect on optimum virulence, is sensitive to both how local reproduction 
is and whether infected individuals can reproduce (fig. 4.4). The largest impacts on 
optimum virulence are observed under scenarios with entirely local reproduction by 
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uninfected individuals (with the castration of infected). One interpretation of this 
could be that theory has overestimated the magnitude of the effect of spatial 
structing in shaping pathogen evolution. The strong empirical evidence 
demonstrating the phenomenon that reduced spatial structure selected for more 
virulent pathogens (Kerr et al. 2006; Boots and Mealor 2007; Szilágyi et al. 2009) 
was also found in castrating parasites, although reproduction was not necessarily 
local. It may also be that the pair-approximation approach used here captures an 
insufficient, or conservative, degree of spatial structuring, and so is predisposed to 
underestimate the effect of local vs global dynamics on evolution. Full spatial 
simulations will be carried out to test this question. 
Ultimately however these are points of discussion concerning quantitative 
differences in a highly abstracted, arguably arbitrary theoretical system. We 
recover the same qualitative finding that increasing rates of global transmission 
selects for higher pathogen virulence even when the assumptions around infected 
reproduction are relaxed. In this sense, we find that the core statement that 
reduced spatial structure selects for increased virulence is robust. This is crucial for 
informing evolutionary management of infectious diseases, as in a ‘shrinking world’ 
of reduced spatial structure (Janelle 1973; Hanski 2005) we may select for 
hypervirulent pathogen strains with obvious risks for human health, agriculture, and 
wildlife.  
Further, it is important to note that the effect of castration is most profound in 
entirely, or very local, systems (fig. 4.3). Once a moderate degree of mixing occurs, 
assumptions around castration have little (or, in the case of the mean field, no) 
effect on optimum virulence. The classic ‘mean-field’ framework is therefore more 
robust to assumptions concerning processes of reproduction. For some systems, 
close to well-mixed populations are realistic; for example, infectious agents existing 
in the environment in aquatic systems, such as the well studied Daphnia (Ebert et 
al. 2004; Jensen et al. 2006) system where its pathogen is indeed castrating, or for 
increasingly studied marine viruses (Middelboe and Brussaard 2017). Hopefully, 
this nuance of when assumptions around infection and castration are most likely to 
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seriously affect outcomes will help inform more tailored theory for specific 
infectious disease modelling. 
A related understanding of our findings is that local reproduction only appears to 
matter to virulence evolution when infected individuals do not, or rarely, reproduce 
(fig. 4.4). In previous theory (Boots and Sasaki 2000), where castration is 
assumed, even with fully local infection, increased rates of global reproduction 
select for higher virulence. We do not recover this finding when infected individuals 
are capable of reproduction (fig. 4.4). Biological analogues of such a ‘local 
infection, global dispersal’ system include holometabolous insects, and sessile 
organisms with dispersing progeny such as many plants, or corals. Notably, both 
corals and plants have been highlighted as areas of interest for the study of the 
evolution of castrating pathogens (Hartikainen and Okamura 2012; Vijayan et al. 
2017). Overall however, this change in understanding that reproduction distance 
only matters when the pathogen is castrating arguably simplifies our understanding 
of ‘small worlds’ and virulence evolution, in that for most systems where castration 
is not apparent, only changing the rates of global infection matters to the outcome. 
For a full analysis, we need to confirm our results by stochastic simulation (Boots 
and Sasaki 1999; Kamo et al. 2007; Webb et al. 2013a). Never-the-less, as this 
study uses the same framework and parameter combinations as other, simulation-
confirmed studies (Boots and Sasaki 1999; Kamo et al. 2007; Webb et al. 2013a), 
and we recover the same finding for analogous reproduction, the pair 
approximations results are likely to hold. A further improvement on this study would 
be to examine the impact of ecological parameters such as natural mortality and 
birth rate. In this case, in order to maintain equivalence to previous studies, a ‘long-
lived’ host is modelled. Speculatively, this long-lived host may be driving some of 
the critical importance of the assumptions around castration. A clustering of long-
lived hosts all infected with a castrating pathogen ‘choke out’ opportunity for new 
infections and therefore without a high mortality, no space becomes empty for new 
susceptible individuals to be born into. This ‘self-shading’ (Boots and Sasaki 2000; 
Messinger and Ostling 2013) could be perhaps be more important for long-lived 
hosts as they inherently limit demographic turnover. Linked to this is the evidence 
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that parasistic castration selects for more rapid (shorter lived) host life-history 
strategies (Lafferty and Kuris 2009), which would increase demographic turnover, 
making our long-lived castrated ‘host’ potentially rare in nature.  
Here, castration is modelled as a phenomenon separate to pathogen phenotype, 
interpretably determined by different host biology. However, other understandings 
of castration due to infection should be pursued in future. Maintaining the idea that 
castration is a host-driven phenomenon, it would be perhaps insightful to positively 
link castration to virulence. In its simplest form, this link can be understood from 
resource budgeting (Bonds 2006) and nutrient theft – increased parastemia 
sequesters more nutrients, reducing fecundity and increasingly mortality (Heins et 
al. 2010). More nuanced interpretations can also be argued, for example the 
biological phenomena of pariahship (Cremer et al. 2007) where the most visibly 
infected individuals, exhibiting more virulent symptoms, are avoided by other 
individuals including mates. While mating is not explicitly modelled here, where 
asexual reproduction is assumed, there are abundant hermaphroditic species 
which require sexual reproduction, but do not have individuals categorisable into 
distinct sexual phenotypes, and are indeed infected by castrating pathogens 
(Lafferty and Kuris 2009). We would not therefore forgo biological realism by 
pursuing a question relating to higher virulence leading to greater castration. 
It is equally interesting to consider castration as negatively correlated with 
virulence if we assume that castration and additional mortality are different 
pathogen strategies (Jaenike 1996; O’Keefe and Antonovics 2002; Abbate et al. 
2015). Expanding this work to link transmission to both castration and additional 
mortality would provide insight into when castration is more costly to parasites 
compared to additional mortality, and may raise questions of why we do not appear 
to observe infection-driven castration more commonly. 
One clear explanation already for why castration may be rare is due to host 
evolution. For host evolution, virulence is instead more broadly defined (and 
correctly so) as a loss of fitness resulting from infection (Abbate et al. 2015). Using 
this frame of thought, a completely castrating pathogen represents a total loss of 
fitness to the host, akin to an obligately lethal pathogen. The selection pressure on 
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hosts to resist or tolerate this infection without succumbing to castration is 
therefore extremely strong. This may account for how infrequent cases of 
castrating pathogens are. The pair-approximation, adaptive dynamics framework 
we study here has been used extensively also for host evolution and indeed 
parasite-host coevolution, and a clear next goal of this theoretical body should be 
to interrogate assumptions around reproduction and castration from the standpoint 
of host evolution. It is tempting to speculate that the castration assumption 
discussed throughout manuscript may be much more important in determining 
evolutionary outcomes for host evolution and host-parasite co-evolution, an idea 
which has been highlighted specifically in the context of spatial structuring 
(O’Keefe and Antonovics 2002). 
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Chapter 5 – Industrial bees: when agricultural intensification doesn’t impact 
local disease prevalence. 
Abstract 
Although it is generally thought that the intensification of farming will result in 
higher disease prevalences there is little specific modelling testing this idea. We 
build multi-colony models to inform how ‘apicultural intensification’ is predicted to 
impact honeybee pathogen epidemiology at the apiary scale. Counter to the 
prevailing view, our models predict that intensification, captured though increased 
population sizes, changes in population network structure, and increased between-
colony transmission, is likely to have little effect on disease prevalence within an 
apiary. The greatest impacts of intensification are found for diseases with relatively 
low R0 (basic reproduction number), however, such diseases cause little overall 
disease prevalence and therefore the impacts of intensification are minor. 
Furthermore, the smallest impacts of intensification are found for diseases with 
high R0 values, which we argue are typical of important honeybee diseases, 
principally because these diseases appear very prevalent regardless of 
intensification. Our findings highlight a lack of support for the hypothesis that larger 
apiaries lead to notably higher disease prevalences. More broadly, our work 
demonstrates the need for informative models of agricultural systems and 
management practices in order to understand the implications of management 
changes on diseases. 
Introduction 
Infectious diseases exact tolls on agricultural sustainability (Brijnath et al. 2014) 
and profitability (James 1981). A key question is how agricultural intensification and 
novel agricultural practices impact the emergence and epidemiology of infectious 
disease (Gandon et al. 2013; Cressler et al. 2016). A general assumption is that 
intensification increases vulnerability to severe disease outbreaks (Mennerat et al. 
2010; Jones et al. 2013; Kennedy et al. 2016), but there is relatively little empirical 
data we can use to understand how different agricultural approaches influence 
infectious disease prevalences, epidemiological theory is therefore a useful 
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alternative (Atkins et al. 2013; Rozins and Day 2016). Here we build specific 
models of apiary-level intensification in commercially farmed honeybees to 
examine the impact of industrial-scale management practices on honeybee 
infectious disease prevalence. 
Honeybee health and the apicultural industry are under threat from a variety of 
pressures (Ghazoul 2005; vanEngelsdorp and Meixner 2010), including parasites 
and pathogens (De la Rúa et al. 2009; Potts et al. 2010; Budge et al. 2015). There 
is a growing body of literature documenting the damage that emerging or re-
emerging diseases (Wilfert et al. 2016) are causing in apiculture (Kielmanowicz et 
al. 2015; Jacques et al. 2017) and native pollinators (Fürst et al. 2014; Manley et 
al. 2015; McMahon et al. 2015, 2018; Graystock et al. 2016; Cohen et al. 2017). 
Evidence exists supporting a link between the risk of these diseases and specific 
apicultural practices (Giacobino et al. 2014; Mõtus et al. 2016; Pacini et al. 2016). 
However, the evidence is geographically limited, lacking in mechanistic 
underpinning, or contradictory even within this small collection of studies. It is 
therefore critical that we learn how different apicultural practices impact disease 
outcomes (Brosi et al. 2017). The need for an epidemiological framing of honeybee 
diseases has been frequently discussed (Fries and Camazine 2001; Brosi et al. 
2017) in both empirical (van Engelsdorp et al. 2013) and modelling (Becher et al. 
2013) studies, but we lack a modelling framework for disease ecology in 
honeybees at a scale larger than a single colony. The complexity of factors 
interacting in the process of apicultural intensification mandates selecting a subset 
of scales and factors to focus modelling efforts upon, as we do here.  
Honeybees are typically managed in apiaries, which are associated colonies 
placed together for beekeeping convenience at a single site. Pathogen dynamics at 
the apiary level are determined both by pathogen transmission within and between 
colonies. Intensification of apiculture changes apiary ecology in a number of ways, 
all potentially relevant to disease (Brosi et al. 2017). In this study, we focus on how 
increasing the number of colonies and changing the arrangement of those colonies 
influences epidemiology through changes in both the size and network structure of 
the population. We also examine increased transmission opportunities between 
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colonies, such as beekeepers transplanting infection material unknowingly, or via 
more frequent ‘drifting’ of honeybees (Free 1958; Neumann et al. 2003). Drift is a 
key mechanism of between-colony pathogen transmission (Goodwin et al. 1994; 
Roetschi et al. 2008) and has been invoked as an explanatory mechanism 
accounting for higher disease prevalences in larger apiaries (Mõtus et al. 2016). 
The intensification of agricultural systems generally means larger, denser 
population sizes and greater pathogen transmissibility at the local and landscape 
scale. This paper addresses some of these aspects at the local scale. To 
understand these effects in honeybees we build multi-colony models to examine 
how apicultural intensification is predicted to impact honeybee pathogen 
epidemiology. We examine the epidemiological consequences of increasing the 
number of colonies within an apiary, changing colony configurations, and 
increasing between-colony pathogen transmission.  
Methods 
We combine mathematical models and agent-based model (ABM) simulations to 
make predictions on how intensification affects disease risk, spread, and endemic 
prevalence within an apiary. The key to our approach is that we capture pathogen 
transmission both within and between colonies.  
We generalise colony arrangements to three unique configurations: array, circular 
and lattice (fig. 5.1). We restrict between-colony pathogen transmission to nearest 
neighbours (see discussion), those in closest proximity to each other (connected 
by an arrow in fig. 5.2). Between-colony transmission is always assumed to be at a 
lower rate than within colony transmission. The mathematical model allows us to 
obtain tractable analytical results while the ABM simulations allow us to model 
disease at the level of the individual bee and consider stochastic effects. 
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Figure 5.1 - Colony configurations demonstrated for apiaries with nine colonies. 
We first derive a compartmental SI (Susceptible, Infected) model for pathogen 
transmission within an apiary. The model treats each colony as an individual 
population and allows for within colony as well as between-colony transmission (for 
nearest neighbours). Within a colony, honeybees are either susceptible to infection 
or infected (and infectious). We denote the number of susceptible honeybees in 
colony i at time t as Si(t). Likewise, we denote the number of honeybees in colony i 
infected with the pathogen at time t as Ii(t). Susceptible honeybees in colony i 
become infected at rate βij following contact with an infected bee that resides in 
colony j. We assume that honeybees do not recover from infection. Honeybees are 
born at rate , have a natural mortality rate of m, and an additional mortality rate of 
v if infected. The following 2n differential equations, [1], model disease 
transmission within and between n colonies in an apiary. 
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The matrix β=[βij] will depend on the colony arrangement (see fig. 5.1; and 
Supplementary Material 3 Section 1). The transmission rate between a susceptible 
and infected honeybee within the colony is a, and transmission between 
neighbouring colonies is b. We assume that honeybees are much more likely to 
become infected by a honeybee that resides within its home colony than by a 
honeybee from a neighbouring colony (i.e. a>>b). Note that for each apiary 
configuration to be possible and unique, the number of colonies (n) must be a 
perfect square, n=L2 where L≥3 (see fig. 5.1). Therefore, the minimum number of 
colonies per apiary is 9, which has been observed to be a representative size of 
the smallest class of beekeeping operations typically studied across the literature, 
for example Pocol et al. (2012) and Mõtus et al. (2016). 
We complement our mathematical model [1] with the ABM; our ABMs are 
simulations of pathogen spread, through individual bee movements, across an 
apiary. Apiaries are differentiated by the same characteristics as in the 
mathematical model; a description of the ABM is available in Supplementary 
Material 3 Section 2. We use the ABM to make standalone predictions on the 
effects of different aspects of intensification on pathogen epidemiology 
(Supplementary Material 3 Figs. S3 & S4). We use the ABM to simulate disease 
dynamics for both different pathogen phenotypes (varying both pathogen virulence 
and transmissibility) and different apiary ecologies (varied as previously described 
in the number of colonies per apiary, layout, and likelihood of bees moving 
between colonies). 
We can understand the dynamics presented by our models by focussing on the 
basic reproduction number, R0. R0 is a fundamental concept in infectious disease 
ecology, defined as the average number of secondary infections caused by one 
 𝑑𝑆𝑖
𝑑𝑡
= − ∑ 𝛽𝑖𝑗𝑆𝑖𝐼𝑗 − 𝑚𝑆𝑖 + 𝜙
𝑛
𝑗=1
 
𝑑𝐼𝑖
𝑑𝑡
= ∑ 𝛽𝑖𝑗𝑆𝑖𝐼𝑗 − (𝑚 + 𝑣)𝐼𝑖
𝑛
𝑗=1
 
[1] 
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infectious individual in an otherwise entirely susceptible population (Anderson and 
May 1992). We derive R0 expressions, using model [1], for each of the apiary 
configurations. R0 derivations using model [1] allow us to characterise the 
relationship between R0 and pathogen prevalence, defined as the proportion of 
honeybees within an apiary that are infected at the endemic equilibrium. For the 
ABM we calculate R0 values for particular parameter combinations by treating 
simulation outputs as ideal empirical data (Keeling and Rohani 2008) and track the 
number of infections following the index case. The term ‘base R0’ is used 
throughout the remainder of this paper and refers to a value of R0 for a specific 
pathogen phenotype in a least intensified apiary (see fig. 5.2). We determine how 
intensification affects R0 by separating R0 into a ‘base R0’ and an ‘additional R0’. 
The term ‘additional R0’ refers to the observed difference in R0 for a given 
pathogen phenotype when comparing a ‘lower intensity’ apiary to a ‘high intensity’ 
one (fig. 5.2)  
The most extreme plausible examples of intensification are used in these 
comparisons. Specifically, these are increases in colonies per apiary from 9 to 225 
colonies, a change to a lattice configuration, and/or a tenfold increase in honeybee 
movement likelihood between colonies (0.015 to 0.15 per bee per day), 
demonstrated in fig. 5.2. Each is examined individually but we focus on the 
combined effect (reflected in fig. 5.2). The difference in the R0 before and after 
intensification is how we calculate ‘additional R0’. This permits the interaction (non-
additive) effects of our three aspects of intensification. The ‘additional R0’ can then 
be used in combination with the analytically derived relationship between R0 and 
prevalence (see model [1] & Results) to characterise how intensification affects 
disease prevalence. We focus on disease prevalence as both models show rapid 
pathogen spread across apiaries, such that infection prevalence at the endemic 
equilibrium was the major result differentiating modelling scenarios (Supplementary 
Material 3 Figs. S4 & S5). 
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Figure 5.2 - Illustrative schematic of ‘intensification’ as it is used in parts of this 
manuscript. We show the apiary used to calculate ‘base R0’ (left) compared to the 
intensified apiary (right) reflecting an increase in number of colonies from 9 to 225, 
a change from an array to a lattice, and a tenfold increase in movement of 
honeybees between colonies (illustrated using arrow weight) from a likelihood of 
0.015 per bee per day to 0.15. Note that for the intensified apiary, not all 225 
colonies are shown, with missing colonies denoted by ellipses (...). 
Results 
The R0 expressions for apiaries with n>1 colonies were calculated using the next 
generation method (van den Driessche and Watmough 2002), (see Supplementary 
Material 3 Section 1).  
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Figure 5.3 - Relationships between number of colonies, R0, and prevalence. a) 
When R0=30 for a single colony-apiary, the addition of colonies yields a maximum 
increase in R0 of 12.7 for the lattice and 4.5 for the array. b) When R0=2 for a 
single colony, there is a maximum increase in R0 of 0.85 for the lattice and 0.29 for 
the array, when colonies are added. Recall that the R0 for the circle is independent 
of n (see [2b]), and hence absent from the figure. Black dots are values where 
between-colony transmission is held at 10% of total transmission, with the bottom 
and top of the bars representing 1% and 20% of the total transmission respectively. 
c) The relationship between R0 and disease prevalence. The range of R0 values is 
generated by varying the overall transmission rate (i.e. a+b) from 2.143x10-6 to 
1.178x10-4 as reported by Roberts & Hughes (2015) for Nosema ceranae. 
Both model [1] and the ABM simulations show that, for a given number of colonies 
per apiary, R0 is always greatest for the lattice arrangement — the most highly 
connected configuration. As the number of colonies per apiary increases 
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(increasing n), the values of R0 in both the array and lattice configurations increase 
(fig. 5.3a & 5.3b), while the R0 for the circular configuration remains unchanged 
(see R0 equations). The increase in R0 from the addition of colonies asymptotes 
quickly due to convergence in the mean number of neighbours across the apiary; 
this is also why the R0 for the circular apiary is independent of number of colonies 
as the number of neighbours per colony remains two. 
If R0>1, the pathogen will rapidly invade (see Supplementary Material 3 Section 1 
& Supplementary Material 3 fig. S5) and each colony will reach a stable population 
size and infection prevalence, called the endemic equilibrium (See Supplementary 
Material 3 Section 1). Mathematically the disease prevalence at equilibrium for 
colony j is Ij*/(Ij*+Sj*), where Sj* is the number of susceptible honeybees and Ij* is the 
number of infectious honeybees in colony j at equilibrium. The endemic equilibrium 
for the circular configuration model can be solved explicitly (see Supplementary 
Material 3 Section 1). Due to symmetry, all colonies within the circular apiary have 
disease prevalence at the endemic equilibrium of: 
𝜙(𝑎 + 2𝑏) − 𝑚(𝑚 + 𝑣)
𝜙(𝑎 + 2𝑏) + 𝑣(𝑚 + 𝑣)
 
We can approximate the endemic equilibrium for the lattice and array configured 
models using perturbation theory, assuming 0 < 𝑏 ≪ 1 (See Supplementary 
Material 3 Section 1). The approximate disease prevalence in colony j at 
equilibrium for a colony in the array or lattice configurations is:  
𝜙𝑎2 + 𝑙𝑏𝑚(𝑚 + 𝑣)
𝜙𝑎2 + 𝑎(𝑚 + 𝑣)2 − 𝑏𝑙𝑣(𝑚 + 𝑣)
 
where l is the number of neighbours that colony j has. For any given set of 
parameters, we can therefore formulate both R0 and prevalence, allowing us to 
characterise the relationship shown in fig. 5.3c. 
We show analytically, and in the ABM (Supplementary Material 3 Section 3) that 
intensification in the form of an increase in colonies or an increase in movement 
between colonies increases R0 (fig. 5.3a & 5.3b). Figure 4 shows the additional R0 
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caused by our most extreme plausible changes in apiary management. The 
change in R0 caused by increasing apiary size rapidly asymptotes (fig. 5.3a & 
5.3b). 
Increasing movement between colonies has the strongest effect on R0 (fig. 5.4). 
However, there are clear interaction effects present; the combined effect of all 
three aspects of intensification is greater than their additive sum. The effect of 
intensification is dependent on the base R0 – for small base R0, intensification 
causes little additional R0, but at intermediate or high base R0, intensification leads 
to large additional R0 (fig. 5.4). The relationship shows a strong nonlinearity when 
examining all three aspects of intensification in combination. 
Figure 5.4 - Simulation results from the ABM. The change in R0 caused by 
plausibly extreme increases in colonies per apiary, bee movement, and a change 
in configuration, across a range of different ‘base R0’ values determined by 
pathogen phenotype. Grey points represent individual simulation comparisons, 
black points represent mean values. Base R0 values are unevenly distributed 
across the range due to R0 being an emergent property of the system. We derive a 
non-linear relationship between ‘base R0’ and ‘additional R0’ for the ‘Combined’ 
treatment (represented in fig. 5.2), plotted as a dashed red line. 
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By understanding the effect of intensification on R0 (fig. 5.4) and by characterising 
the relationship between R0 and disease prevalence (fig. 5.3c), we can show how 
intensification impacts disease prevalences. We approximate the non-linear 
relationship between ‘base R0’ (pathogen phenotype) and the ‘additional R0’ (effect 
of intensification) for the ‘Combined’ treatment (fig. 5.4). We use a bootstrapping 
approach to create 1000 subsamples (10% of full sample with replacement). Each 
subsample is used to generate a non-linear model of the form y = ax / (b + xc), 
where y is ‘additional R0’ and x is ‘base R0’, using a least squares approach. The 
relationship generated using the full sample is plotted in fig. 5.4. 
We combine this relationship characterising how base R0 affects intensified 
additional R0 (fig. 5.4) with the derived relationship between R0 and pathogen 
prevalence shown in fig. 5.3c, allowing us to predict how intensification impacts 
prevalences (fig. 5.5). fig. 5.5a shows the proportion of bees infected by a given 
(base R0) pathogen for the apiaries in fig. 5.2. The difference in disease prevalence 
between these lines is the impact of intensification and is plotted in fig. 5.5b. fig. 
5.5b shows a distinctly non-linear relationship between base R0 and the impact of 
intensification, with the impact of intensification peaking around base R0 = 3.3, and 
then rapidly declining. Even at its peak, the effect of intensification (which is as 
extreme as plausible), leads to an additional ~18% of bees infected at equilibrium. 
We contextualize these results by calculating an estimate of the lower-bound of R0 
value for a honeybee pathogen (see highlighted regions in fig. 5.5). We identified 
this region based on empirical data for the microsporidian pathogen Nosema 
ceranae; this was the only pathogen for which experimentally derived transmission 
rates as well as robust information on mortality due to infection is available (Martín-
Hernández et al., 2011; Paxton, Klee, Korpela, & Fries, 2007; Roberts & Hughes, 
2015). To estimate the plausible R0 boundary in our model for this pathogen, we 
parameterised our mathematical model using the lowest empirically supported 
transmission value with the highest supported additional mortality, and fixed 
movement of honeybees between colonies at its lowest supported natural rate 
(Currie and Jay 1991). We then calculated the R0 for a circular apiary due to its 
scale independence. 
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Figure 5.5 - Consequences of intensification on disease prevalence for pathogens 
with different base R0 values, starting at R0 = 1.0008. Panel (a) shows the 
proportion of bees infected (prevalence) in non-intensified apiaries (lower red line) 
compared to intensified apiaries (upper blue line), calculated from the mean values 
derived in fig. 5.4 and the relationship shown in fig. 5.3c. The shaded grey area 
between these curves is the additional prevalence caused by intensification – the 
‘impact of intensification’. This is plotted in panel (b) where the black line 
represents the mean relationship, and the grey lines represent 1000 bootstrapped 
samples. The vertical dashed line and yellow-shaded region of the graphs to the 
right of the dashed line show a lowest estimated value of R0 for Nosema ceranae. 
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Discussion 
Our results present a counterintuitive picture of  the consequences of increasing 
apiary size and within-apiary transmission on disease prevalence. Even in their 
most plausibly extreme cases, changes in the number of colonies, their spatial 
arrangement, and the transmission rate (for example, movement of individual bees 
between colonies) had only a small effect on the severity of disease at the apiary 
level. Intensification leads to large gains in R0 when R0 is initially high and small 
gains in R0 when R0 is initially low (fig. 5.4). However, increases in R0 cause large 
increases in prevalence only when R0 is initially low (fig. 5.3c), principally because 
an already high R0 means the pathogen in question is already very prevalent, with 
little ‘room’ for increase. Pathogens with a base R0  3 benefit most from 
intensification in terms of increased prevalence (fig. 5.5); however, the magnitude 
of this is moderate. As discussed below, we argue that there is likely to be a high 
base R0 in important honeybee diseases and therefore our models suggest that 
there is likely to be little effect of apiary-scale intensification on disease prevalence. 
A key testable prediction of this is whether small apiaries with seemingly little 
likelihood of between-colony transmission still exhibit high pathogen prevalence. 
Our models most closely resemble the ecology of a directly transmitted 
microparasite able to infect individual honeybees at any life stage, conceptually 
similar to the microsporidian pathogens Nosema spp. (Fantham and Porter 1912). 
Nosema is a major concern to beekeepers worldwide (Higes et al. 2008, 2009; 
Paxton 2010), and has a minimum estimated base R0 of 23 (fig. 5.5) when 
modelled here. We found that apicultural intensification, in the context of a 
pathogen with an initial R0 of 23, leads to a maximum 6.6% increase in disease 
prevalence, from ~80% to ~86%. Our models predicted disease prevalences of up 
to 90% (fig. 5.3, fig. 5.5; Supplementary Material 3 Section 3), which while high, 
are empirically supported for the honeybee system  (Higes et al. 2008; 
Kielmanowicz et al. 2015), and feature in other modelling studies that use similar 
transmission parameters to ours (Betti et al. 2014). Nosema was the only pathogen 
for which there are direct empirical studies characterising its transmissibility, 
however, other honeybee pathogens such as deformed wing virus are also well 
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studied. While estimating an R0 for DWV is difficult due to active management by 
beekeepers, maximum reported prevalences that may be indicative of its true 
‘unmanaged’ R0 are high, for example 73% in Natsopoulou et al. (2017), 80% in 
Budge et al. (2015), and 100% in Stamets et al. (2018). These high prevalences 
are consistent with high R0 values (fig. 5.3c & Supplementary Material 3 (Section 
3)). 
We additionally explored the behaviour of a more specific model, using an age-
structured approach to infection dynamics, where only larvae are vulnerable to 
infection and develop into infectious adults with a high pathogen-associated 
mortality (as might be appropriate for pathogens such as the acute paralysis virus 
complex (Martin 2001)), presented in Supplementary Material 3 Section 3. 
Convergence to equilibrium happens more slowly than the main model presented 
here, but still occurs quickly (within a single beekeeping season; see 
Supplementary Material 3 fig. S6). However adult-bee infection prevalence is far 
lower than seen in our SI model (Supplementary Material 3 fig. S6) – this is in 
agreement with observations of lower prevalence of paralysis viruses (Budge et al. 
2015). Notably, the endemic equilibrium prevalence increases only by small 
magnitudes as movement between colonies or apiary sizes are drastically 
increased (Supplementary Material 3 fig. S6), in agreement with our main general 
result. This equivalence in behaviour between different models reflecting large 
disparities in infection mechanics, with empirically-supported different endemic 
prevalences, provides evidence that these results are likely generalisable to many 
honeybee pathogens. 
We find rapid spread of a given pathogen across an apiary, which quickly reaches 
endemic equilibrium (Supplementary Material 3 Figs. S4 & S5). While pathogens 
with a higher R0 reach this equilibrium more quickly, there is universally rapid 
spread. Given this result, we focussed throughout this manuscript on the disease 
prevalence experienced at endemic equilibrium. This is important for our 
assumption that pathogen transmission (driven by movement of bees between 
colonies) only occurs between nearest neighbours. This assumption is 
conservative as rates of pathogen spread would be faster by virtue of not being 
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limited to nearest-neighbour transmission. However, as we already observe rapid 
pathogen spread across apiaries, the effect of this conservative assumption should 
be negligible. The rate at which epidemics are established in our model is also in 
agreement with other honeybee pathogen models. For example, Jatulan et al. 
(2015) show a single infectious adult causes an American Foulbrood (Paenibacillus 
larvae) epidemic that peaks within 50 days. Whilst they do not explicitly find an R0 
for P. larvae, the short timescales characterising their epidemics are in line with 
ours (Supplementary Material 3 Section 3), suggesting high R0 values and that 
their model would behave similarly to ours at an apiary scale.  
Changes in rates of bees moving between colonies emerged as a determining 
component of apicultural intensification (fig. 5.4). One cause of this movement is 
honeybee drift (Jay 1965) which can be managed through changes in the number 
of colonies and apiary configuration (Jay 1966, 1968). Links between drift-
mediated pathogen transmission and colony numbers have been documented for a 
variety of pathogens (Seeley and Smith 2015) – including brood specialised and 
non-specialised, micro- and macro- parasites (Belloy et al. 2007; Budge et al. 
2010; Dynes et al. 2017; Nolan and Delaplane 2017). Larger numbers of colonies 
per apiary are a driver of higher drift (Currie and Jay 1991), as are changes in 
apiary arrangement (Jay 1966). This is why we focus on a ‘combined’ interpretation 
of intensification in this study (illustrated in fig. 5.2), supported by our observation 
that changes in colonies per apiary and apiary size matter most when movement 
between colonies is high (fig. 5.4; Supplementary Material 3 fig. S4). However it 
should be noted that in its most basic sense, our analytical model simplifies ‘drift’ 
as a generic ‘between-colony transmission’, which could represent a host of bee or 
beekeeper behaviours pertinent to apicultural intensification at the apiary scale. 
Our results contradict some empirical findings that larger apiaries are at higher risk 
of notably greater disease prevalences (Mõtus et al. 2016). However, our models 
do not account for landscape-scale movement of pathogens between apiaries. This 
is a phenomenon which has been well documented (Lindström et al. 2008; Nolan 
and Delaplane 2017). Given our results, and empirical studies that did not find an 
association between colonies per apiary and disease risk (Giacobino et al. 2014), 
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we argue that increasing the number of colonies in an apiary does not meaningfully 
alter within-apiary ecology to cause of increased disease prevalence. Larger 
apiaries may instead be more likely to import pathogens from other apiaries. 
Additionally, overstocking of colonies may lead to resource limitation and 
consequently impaired immune function (Pasquale et al. 2013; Al-Ghamdi et al. 
2016). These effects are important for a broader understanding of honeybee 
epidemiology, but should be separated from the within-apiary processes studied 
here. Additionally, most honeybee infectious diseases are caused by multi-host 
pathogens shared with other wild bees (Fürst et al. 2014; Manley et al. 2015; 
McMahon et al. 2015, 2018). Honeybee colony density across a landscape 
therefore has implications for wild pollinator health (Graystock et al. 2016; Cohen 
et al. 2017), however our results suggest that increased stocking of honeybees 
may have smaller impacts on local pollinator infectious disease dynamics than may 
have been previously thought.  
Two clear candidates for future development of this model include seasonality and 
demography, which are closely linked. Honeybee demography within a colony 
influences epidemiology (Betti, Wahl, & Zamir, 2016) due in part to the temporal 
polyethism of task allocation influencing exposure and immunity (Calderone and 
Page 1996), as well as the flexible ability of honeybees to regain immune function 
when they revert roles (Robinson et al. 1992; Amdam et al. 2005). However, 
patterns in how age and immunosenescence in honeybees relates to survival and 
infectiousness remain complicated (Roberts & Hughes, 2014). Analytically 
tractable models accounting for the role of this complex demography in 
understanding stress in a colony have only recently been developed (Booton et al. 
2017), and extending these models to incorporate diseases at the apiary scale is 
challenging. However, notable phenomena worth pursuing include the role of male 
bees, which are known to be more easily infected, more infectious, and more likely 
to drift between colonies (Currie & Jay, 1991; Roberts & Hughes, 2015), as well as 
the role of robbing – where honeybees invade other colonies to steal food (Fries 
and Camazine 2001).  
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Other industrialised agricultural livestock systems reflect extreme host densities 
similar to those in this study. However, the R0 for honeybee diseases may exceed 
that of other livestock diseases. We compare our lower threshold estimate for the 
R0 of N. ceranae to all available R0 values for livestock diseases that we could 
readily find in the literature (Supplementary Material 3 fig. S8, see Supplementary 
Material 3 Section 4). Notably, all other livestock diseases for which R0 estimates 
exist show minimum R0 values far below our honeybee estimate, however 
examples of agricultural R0 values as high or higher than those we present for 
honeybees do also exist. There is therefore a clear need to develop explicit models 
of agricultural intensification scenarios for important agricultural disease. 
Overall, our findings represent the first stage in developing robust epidemiological 
models for studying honeybee pathogens at an apiary scale. In the face of 
increasing challenges to global apiculture, our models predict that the size of 
apiaries per se is not causing notable increases in disease prevalence for 
important bee pathogens, principally because even in small apiaries with low 
transmission rates, prevalences remain high. Future work may rather better focus 
on how apicultural practices affect bee immunity, perhaps leading to higher 
infection loads per individual, rather than higher proportions infected. Finally, this 
study demonstrates that conventional thought on how agricultural intensification 
influences disease may not be robust in the face of specific system modelling.
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Chapter 6 – Origin and management intensity leave lasting effects on 
honeybee colony viriomes. 
Abstract 
Infectious disease is now recognised as a major threat to both managed and wild 
pollinators. A key question is whether management and systemic intensification of 
managed honeybees determines their disease epidemiology. Here we examined 
this question by examining the viriome of populations of differently managed honey 
bees that had been kept in a common garden. Specifically, we asked: if (1) feral 
bees were clearly differentiated from managed bees, (2) whether bees from a 
highly-intensified background show elevated or reduced viral titres, and (3) if 
particular viruses can be associated with certain management backgrounds. 
Despite a year in a common garden, we show that there are clear associations 
between specific viruses and viral titre and colonies from specific backgrounds. 
Colonies from a feral origin showed qualitatively different viral abundance patterns 
to our managed bees. Amongst the managed bees, colonies from the high intensity 
background exhibited higher viral abundances for all viruses. Remarkably, the 
difference between high and low intensity management is on the same scale as 
that between feral and managed bees. Our results therefore show that not only 
does management have long lasting impacts on honeybee disease epidemiology, 
but moreover, the style of management is critical, implicating apicultural 
intensification as having major impacts on pollinator health. 
Introduction 
The loss of pollinators, both managed and wild, is a growing concern for both 
agriculture (Brosi et al. 2008; Aizen and Harder 2009; Gallai et al. 2009) and 
conservation (Williams and Osborne 2009; Potts et al. 2010, 2016; Kleijn et al. 
2015). Bee pollinators are crucial for ecosystem function (Corbet et al. 1991; Brosi 
and Briggs 2013), agricultural fruit set (Klein et al. 2007; Garibaldi et al. 2013) and 
quality (Knapp et al. 2017), and are also culturally highly valued (Bingham 2006; 
Watson et al. 2011; Mace et al. 2012). One key driver of bee declines is infectious 
disease (Potts et al. 2010; Becher et al. 2013; Manley et al. 2015; Kent et al. 
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2018). Managed bees, especially the western honeybee Apis mellifera L., have 
experienced emerging or re-emerging outbreaks of numerous pathogens (Martin et 
al. 2012; Mondet et al. 2014; McMahon et al. 2016, 2018; Wilfert et al. 2016), and 
elevated losses to infectious disease for a variety of reasons (vanEngelsdorp et al. 
2009; Genersch et al. 2010; Pettis and Delaplane 2010; vanEngelsdorp and 
Meixner 2010). Whilst invasive pests, poor forage, pesticide exposure, behavioural 
stress, and lack of genetic diversity are all proximate causes of increased 
vulnerability to pathogens (Yang and Cox-Foster 2005; Oldroyd 2007; Conte et al. 
2010; Forsgren and Fries 2010; Neumann and Carreck 2010; Aronstein et al. 
2012; van der Zee et al. 2012; Pasquale et al. 2013; Sánchez-Bayo and Goka 
2014; Zee et al. 2014; Goulson et al. 2015; Dolezal et al. 2016; Rumkee et al. 
2017; Bartlett et al. 2018a), a more ultimate eco-evolutionary perspective is that 
changing pollinator management fosters increased abundances of, and potentially 
more virulent, pathogens (Graystock et al. 2016; Brosi et al. 2017). As evidence 
mounts showing how managed pollinator pathogens spill over into their wild 
counterpart populations (Graystock et al. 2013, 2015, 2016; Fürst et al. 2014; 
Manley et al. 2015; McMahon et al. 2015; Cohen et al. 2017) understanding the 
epidemiology of managed pollinators becomes increasingly important. 
The management of pollinator livestock has changed in multiple ways in different 
parts of the world in recent years (Delaplane et al. 2000; Aizen and Harder 2009; 
vanEngelsdorp and Meixner 2010; Aebi et al. 2012; Graystock et al. 2013, 2016; 
Moritz and Erler 2016). Here, we focus on the managed pollinator, A. mellifera, in 
the context of the United States of America (USA). Beekeeping in the USA has 
undergone a recent shift towards large-scale, intensified, industrial beekeeping 
(Corbet et al. 1991; Brosi et al. 2017) – reflecting changes in the wider agricultural 
environment experienced by beekeepers throughout the 20th century (Odoux et al. 
2014; Otto et al. 2016). This counterpart to agricultural intensification – apicultural 
intensification – represents profound potential changes in the population-level 
underpinnings of honeybee epidemiology. Critical aspects include much higher 
stocking densities (Seeley and Smith 2015), cross-continental migratory 
beekeeping (Whynott 1991; Welch et al. 2009; vanEngelsdorp et al. 2013; Simone-
Finstrom et al. 2016), treatment for candidate pathogen vectors (Delaplane 2001; 
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Dietemann et al. 2012), all partially driven by moves away from  honey production 
towards pollination services (Whynott 1991; Southwick and Southwick 1992; 
Hodges et al. 2001; Gallai et al. 2009; USDA - NASS 2012b; Bartlett et al. 2018a) 
as a source of income.  
There have been a number of predictions made about which aspects of intensified 
beekeeping are likely to have significant effects on pathogens (Brosi et al. 2017; 
Bartlett et al. 2018b), with scales discussed spanning global (Wilfert et al. 2016) to 
landscape (Lindström et al. 2008; Giacobino et al. 2014; Nolan and Delaplane 
2017) to colonies and individuals (Simone-Finstrom et al. 2016; Booton et al. 
2017). Brosi et al. (2017) predicted that intensively or industrially managed A. 
mellifera populations will sustain higher pathogen burdens compared to their 
counterparts, on the basis that wild colonies are smaller and densities of wild 
colonies across a landscape much lower (Seeley 2007), leading to lower disease 
burdens (Loftus et al. 2016). As a conceptual extension of this, hypotheses have 
been put forward that traditional beekeeping may sustain lower pathogen burdens 
than modern high-intensity operations (Mõtus et al. 2016; Dynes et al. 2017; Nolan 
and Delaplane 2017). However, as described in chapter 5, aspects of this 
hypothesis have been questioned from a theoretical standpoint (Bartlett et al. 
2018b). Emerging from these discussions are clear questions of if and how wild (in 
the case of the USA, feral) honeybee epidemiology differs from that of managed 
honeybees, and how industrial high-intensity management affects honeybee 
epidemiology across multiple spatial scales. Especially in the context of migratory 
beekeeping (Welch et al. 2009; Simone-Finstrom et al. 2016), an open question 
remains as to the ephemerality of changes in viriome dynamics, and whether 
management effects on viruses are temporary and transient. In this study, we 
examine how honeybee colony origin and management history affects colony 
viriomes in the long term. 
To investigate these questions, and better inform the growing work on bee 
landscape epidemiology, we undertook a ‘common garden’ experiment. We took 
honeybee colonies from three different origins: a feral population, a ‘low intensity’ 
operation, and a ‘high intensity’ operation, and maintained them for a year at the 
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same site, subject to the same environment and management. We then 
characterised their viriomes. Our principal question was whether origin would have 
a demonstrable long-term effect on colony viriome. A persistent effect of colony 
origin would inform us that the ecological history of a colony has a meaningful and 
lasting effect on its viral dynamics, and therefore potentially its role in spill-over into 
other colonies or bee populations. Specifically, we also asked: if (1) feral bees 
were clearly differentiated from managed bees, (2) whether bees from a highly-
intensified background show elevated or reduced viral titres, and (3) if certain 
viruses can be associated with certain origins / management backgrounds. 
Materials and Methods 
HONEYBEE COLONY SOURCING AND MAINTAINANCE 
Colonies were sourced in 2013 from three different origins, represented by 14 
colonies from each origin (42 colonies total in this study). Two origins were 
managed backgrounds (beekeeping operations), which we refer to as ‘high’ and 
‘low’ intensity. Note that this study therefore constitutes three populations: one feral 
population from a single location, and two managed populations each from one 
beekeeping operation. One operation was a honeybee supplier of industrial scale, 
with a large emphasis on profit through pollination services, where colonies are 
maintained in extremely large, dense apiaries, migrating annually across the USA 
as part of a modern, high-intensity apiculture regime (Welch et al. 2009; Brosi et al. 
2017). Bees are exposed to mostly monoculture environments, and are treated 
with pesticides routinely outside of an integrated pest management (IPM) 
framework. The second managed operation was a supplier reflecting traditional, 
lower-intensity beekeeping practices where colonies are maintained at reduced 
densities in smaller apiaries, and do not undertake migrations (although note that 
such professional operations still practice active management and should not be 
conflated with economically inviable “natural” or “organic” treatment-free 
beekeeping). Colonies were treated with pharmaceuticals / chemical control agents 
as part of an IPM framework, and profit emphasis of the operation was on colony 
sales and honey production (with no routine payment for pollination services). We 
cannot name our suppliers due to data protection and commercial interest 
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concerns. Our third origin was a source of feral honeybees, where we captured 
colonies in the centre of the federally designated wilderness area constituting part 
of the Okefenokee Swamp. Such wilderness areas preclude any agricultural 
activity, and the size of the Okefenokee swamp (in addition to its broadly 
inaccessible nature) makes it likely such feral swarms are not ‘recently feral’ but 
truly sustained feral populations with potentially little immigration from the managed 
honeybee population, in line with other such populations identified in the USA 
(Schiff et al. 1994; Seeley 2007). Collections were undertaken with approval and in 
line with federal and state laws governing the use of designated wilderness areas 
for scientific research. 
All our sourced colonies were then maintained in a ‘common garden’ at a single 
location (University of Georgia Horticultural Farm – Watkinsville, GA, USA), by a 
team of professional apicultural technicians. Colonies were maintained as though 
they were ordinary hobbyist colonies under beekeeper care, following standard 
practise for the region (see Georgia Master Beekeeping Programme – University of 
Georgia College of Agricultural and Environmental Sciences). Colonies were 
managed from the summer of 2013 onwards, with samples for this study then 
collected in May 2014, meaning approximately one year of common garden 
management for all colonies, varying by one or two months depending on supply 
dates and dates of capture in Okefenokee. 
SAMPLE COLLECTION AND VIRAL CHARACTERISATION 
Each colony represents an independent sample assigned to one of the three 
origins (‘treatments’). To compare the viriomes of colonies, we randomly selected 
30 adult bees from the brood frames of each colony. Samples from all colonies 
were gathered within three days to eliminate potential seasonal effects of viral 
dynamics (Sumpter and Martin 2004; Tentcheva et al. 2004b). For each sample, 
the thirty live bees were sealed in 50ml centrifuge tubes (VWR, USA) and 
immediately placed on dry ice. All samples were then transferred for storage at -
80o within two hours of collection. 
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Samples were processed on-site at the UGA Horticulture Farm for RNA extraction 
and conversion of RNA to cDNA using the following protocol. RNA extractions 
were undertaken inside a class II biological safety cabinet. Thirty frozen bees were 
transferred to one side of a fine-meshed universal long tissue extraction bag 
(Bioreba, Switzerland) with 15ml RiboZolTM RNA extraction reagent (Amresco, 
USA) before being thoroughly crushed using an ultralow-chilled solid marble rolling 
pin. 1.5ml aliquots of sample extract were then pipetted from the opposite side of 
the extraction bag mesh and stored again at -80 o. Batches of aliquots were then 
subsequently thawed for RNA purification. Samples were centrifuged at 12000r.c.f. 
at 4o for 2 minutes before 900µl of supernatant was pipetted into 140µl chloroform, 
thoroughly mixed, and incubated at 20o for 5 minutes. Following this, solutions 
were centrifuged at 12000r.c.f. at 4o for 10 minutes after which the aqueous phase 
supernatant was pipetted into 450 µl isopropanol and thoroughly mixed. Samples 
were centrifuged at 12000r.c.f. for 10 minutes to pellet out RNA, and all 
supernatant was drawn off and discarded. RNA was then subjected to two rounds 
of ethanol washes using 75% ethanol and DEPC-treated water, before being 
supplemented with 100µl DEPC-treated water and frozen at -80o for storage. 
Batches of RNA were converted to first-strand cDNA using an M-MLV reverse 
transcription protocol. At this step, we introduced three ‘no-sample’ controls of 
molecular water to check for likely contamination in downstream analysis. RNA 
was thawed at 4o and resuspended into solution, then 2µl of sample solution was 
combined with 2µl of molecular water and 1µl of random hexamers (Promega, 
USA) at 50µM concentration, and incubated at 70o for 5 minutes before 
submersion in an ice-bath for a further 5 minutes. Next, 3µl of this solution was 
combined with 1.2µl molecular water, 3.8µl of MgCl2 solution at 25mM 
concentration (Promega, USA), 5µl DNTPs at 10mM concentration (Amresco, 
USA), 1µl M-MLV enzyme (Amresco, USA), and 4µl reverse-transcription reaction 
buffer (Promega, USA). RT-PCR first-strand cDNA synthesis used the following 
thermocycler conditions: 25o for 5 minutes, 37o for 1 hour, 70o for 15 minutes, then 
chilled and held at 4o. cDNA solutions were then split onto multiple replicate plates 
and diluted down with molecular water using a five-fold dilution; cDNA was then 
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stored at -20o before a subset of plates were shipped to U.C. Berkeley on ice for 
target sequence quantification. 
We sought to quantify eight viral targets: the ABPV/KBV/IAPV ‘acute paralysis 
virus complex’ (de Miranda et al. 2010a), chronic bee paralysis virus (‘CBPV’), slow 
bee paralysis virus (‘SBPV’), sacbrood virus (‘SBV’), black queen cell virus 
(‘BQCV’), two deformed wing virus (‘DWV’) variants, DWV-A and DWV-B (‘VDV-1’) 
(McMahon et al. 2015, 2016; Wilfert et al. 2016), and four strains of Lake Sinai 
virus (‘LSV1-4’) (Daughenbaugh et al. 2015; Ravoet et al. 2015). We also sought to 
quantify a housekeeping gene, in our case Apis mellifera β-actin. We chose this 
housekeeping gene because it has a characterised counterpart in the parasitic 
mite, Varroa destructor β-actin. Originally we had planned to also examine the 
viriome within the mite (data not presented in this study). 
We diluted our cDNA down by a 20-fold dilution to ensure enough sample volume 
for all forward work and to create separate sealed plates of backup samples. We 
then used BioRad’s QX200TM Droplet DigitalTM PCR system to attempt to quantify 
target sequences specific to a housekeeping gene and eight viral sequence targets 
– see Table 6.1 for targets and references. All primer sequences have been 
previously tested and used in the honeybee virus literature for equivalent qPCR 
virus quantification studies. Lyophilized primers were resuspended to 100µM using 
molecular water (VWR, USA) following the manufacturer’s specifications 
(Integrated DNA Technologies, USA) as supplied with each oligonucleotide set. 
For each sample and target combination, we used a reaction mixture of 2µl sample 
solution, 0.22µl forward primer at 10µM, 0.22µl reverse primer at 10µM, 8.56µl 
molecular water (VWR, USA), and 11µl BioRad (USA) QX200TM EvaGreen 
Supermix. Droplets of this reaction mixture were then formed using up to 70µl of 
EvaGreen droplet-forming oil and according to manufacturer instructions. 42µl of 
reaction-droplet oil emulsion was then used for the subsequent PCR and 
quantification steps. 
 
PCR cycling conditions were as follows, with only reaction temperature varying 
between targets (plates); 95°C for 10 min, 95°C for 30 s, TR for 30 s (see Table 
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6.1), 72°C for 2 min, repeat steps 2–4 40 times total, 4°C for 5 min and 90°C for 5 
min. Target sequences were grouped such that DWV-A and DWV-B were done on 
the same plate simultaneously, as were ABPV/KBV/IAPV and SBPV (see Table 
6.1). All other target sequences were subject to separate reactions owing to 
different reaction temperatures. Following PCR, plates were then held in dark 
conditions at 4°C for 12 – 24hrs for droplets to stabilise, before being transferred to 
the BioRad droplet reader for droplet fluorescence measurement. Raw 
fluorescence data was then exported for further handling and statistical analysis 
(see below). 
NOTES ON MOLECULAR DATA APPROACH 
Our original intention was to use the ddPCR approach to quantify target sequences 
in absolute terms in an approach that has been successfully deployed elsewhere. 
However, the large variability between samples in positive droplet amplitudes of 
the housekeeping gene and in viral sequence targets (Supplementary Material 4 
fig. S4.1) would have introduced insurmountable biases if a ‘threshold’ positive / 
negative approach had been taken following additional sample diluting. Our no-
template controls (NTCs) showed clear, tight bands of negative droplets, which 
matched with our true negative controls (originating from the step of sample RNA 
extraction). However clear positive / negative bands were not apparent for our 
‘true’ samples, although samples clearly clustered around median positive 
fluorescences (Supplementary Material 4 fig. S4.1).  
This phenomenon has multiple related possible explanations. Field conditions 
around initial sample freezing and storage may have compromised RNA quality in 
the adult honeybees differently across samples, reducing final cDNA quality. 
However, this effect should affect all RNA within a sample approximately equally 
(such that for a more compromised sample, both viral and β-actin are equivalently 
reduced). Additionally, and perhaps more likely, are differences in the amount of 
RNA extracted or number of inhibitors present in each sample due to different 
extraction qualities. Differences in inhibitor or total RNA concentrations would have 
resulted in differences in downstream cDNA. More importantly for these results, 
increasing concentration of inhibitors also reduces droplet fluorescence in 
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otherwise identically-treated samples, and additionally increases the variability of 
positive droplet amplitudes (Dingle et al. 2013). Apparent negative droplets 
therefore may not reliably represent droplets lacking the target sequence, but that 
stochastically contain elevated concentrations of inhibitors, pushing them below the 
user-defined ‘positive’ fluorescence threshold. 
Due to this suspected action of unequal inhibitor concentrations, further dilution to 
pursue the intended ‘positive/negative’ digital PCR approach would have simply 
resulted in samples with the lowest positive-droplet amplitudes (most inhibited) 
showing the lowest target sequence concentrations, and consequently being 
classified as false negatives. Instead, we exploit the high target-sequence 
concentrations in our samples (all non-control sample well droplets test positive for 
β-actin) to analyse this data as though each droplet is a repeat of the same qPCR. 
Following this approach, each droplet will vary in amplitude based on 1) inhibitor 
concentrations (Dingle et al. 2013) 2) number of copies of the target sequence in 
the droplet (the principal of which underpins copy-variant detection using ddPCR 
(Wu et al. 2017). As a consequence of high target sequence concentrations and 
variable inhibitor levels, we do not expect clear ‘grouping’ of negative droplets for 
any given sample. Instead, we pursue a relative (rather than absolute) analysis of 
target sequence abundance (droplet fluorescence) as would be done for traditional 
qPCR; for each sample, viral target sequence abundance is expressed relative to 
β-actin target sequence abundance (both inferred by droplet fluorescence). 
Differences in inter-sample total cDNA and inhibitor concentrations are thus 
controlled for. 
We do not compare relative fluorescence values between any two different viral 
targets, as we have no measure of comparative primer efficiency for our different 
targets. However, any differences amongst samples of within-sample ratios of a 
given viral target to β-actin fluorescence should reflect differences in colony viral 
titres, so long as the assumption that β-actin expression is the same across each 
set of 30 adult honeybees holds. We can then control for the multiple-testing of 
each virus-colony combination statistically, and additionally check our assumptions 
regarding this approach in the context of our statistical results. 
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DATA PROCESSING AND STATISTICAL ANALYSIS 
All data handling and analysis was undertaken in R (v 3.4.4.’Someone to Lean On’) 
(R Core Team 2018). We used a bootstrapping approach to estimate the relative 
fluorescence of each viral-target compared to β-actin for each sample, before 
testing for an effect of colony origin. We generated 1000 bootstrapped datasets. 
Each dataset included n relative fluorescence values for each viral target for each 
colony, where n was equal to the smallest number of droplet reads across all 
target-sample combinations. We used the same n across the entire bootstrapping 
approach to balance sampling effort in order to better meet assumptions of 
downstream modelling (Schielzeth and Nakagawa 2013). For each viral target and 
colony combination, we sampled the absolute fluorescence values for that virus-
colony read n times with replacement, and similarly sampled the absolute 
fluorescence values of β-actin reads for that colony n times with replacement. This 
gave us n pairs of absolute fluorescence values for each virus-colony combination. 
Relative fluorescence values were then taken for each pair as the difference in 
fluorescence between the viral-target and β-actin droplets, as a proportion of the 
fluorescence of the β-actin droplet. 
Each of the 1000 bootstrapped datasets was then used for fitting linear mixed-
effects models (package ‘lme4’ (Bates et al. 2015)). We fit to maximum-likelihood, 
rather than residual maximum-likelihood, to permit model comparison. In each 
case we fit three models, where fixed effects included target (viral sequence), 
target and treatment (colony origin), or target and treatment and an interaction 
effect between the two. We included each colony as a random effect above each 
measurement and nested under treatment (origin) to reflect the nested structure of 
our sampling (Schielzeth and Nakagawa 2013). Our response variable was relative 
fluorescence as described above. Our models used a Gaussian (normal) error 
structure. We separately assessed which model was best-performing using both 
the Bayesian Information Criterion (BIC) and by comparing models using ANOVAs 
(where we compared ‘target’ only to ‘target + treatment’, and ‘target + treatment’ to 
‘target * treatment’). For each of the 1000 bootstrapped datasets, we recorded 
which models were selected as best-performing. Separate to model selection, we 
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took the most complex model (always allowing for interaction effects between 
target and treatment) and predicted from it expected average relative fluorescence 
values for each virus / colony-origin combination. These 1000 predictions for each 
virus-origin combination were then plotted, on separate graphs and axes for each 
virus, for comparing the effect of colony origin in the context of a specific virus. We 
did not plot predictions in such a way as to compare between different viruses, for  
the reasons detailed above. 
 
Outside of our bootstrapping approach, we also calculated relative fluorescence 
values using the median values of each virus-sample combination and median β-
actin fluorescence for each sample. These median relative fluorescence values 
were used to see if there was any clear grouping of colonies by origin using 
dimensionality reduction analyses. We plotted the first two dimensions of a 
principal component analysis (PCA) and eight replicates of a t-sne analysis (Van 
Table 6.1 – Primers used in this study to target specific cDNA sequences for amplification 
and quantification using ddPCR.  
Target 
Forward Primer 
Sequence 
Reverse Primer 
Sequence 
 
Amplicon 
Length 
TR - 
Reaction 
Temp. (oC) 
Reference 
Primer 
Name 
(Forward) 
Primer 
Name 
(Reverse) 
ABPV/KBV/I
APV 
GGCGAGCCACTA
TGTGCTAT 
ATCTTCAGCCCAC
TT 
401 50.0 
(Evans 2001; 
de Miranda et 
al. 2010a) 
AKIF8140 AKIFR8507 
CBPV 
CAACCTGCCTCAA
CACAG 
AATCTGGCAAGGT
TGACTGG 
276 53.0 
(Ryabov et al. 
2017) 
CBPV1Fq
F1818 
CBPV1FqB
2077 
SBPV 
GCGCTTTAGTTCA
ATTGCC 
ATTATAGGACGTG
AAAATATAC 
226 50.0 
(de Miranda et 
al. 2010b) 
SPV-
F3177 
SPV-B3363 
SBV 
TTGGAACTACGCA
TTCTCTG 
GCTCTAACCTCGC
ATCAAC 
335 54.0 
(Locke et al. 
2012) 
SBV-
F3164 
SBV-B3461 
BQCV 
AGTGGCGGAGAT
GTATGC 
GGAGGTGAAGTG
GCTATATC 
294 53.0 
(Locke et al. 
2012) 
BQCV-
F7893 
BQCV-
B8150 
DWV-A 
TGTCTTCATTAAA
GCCACCTGGAA 
TTTCCTCATTAAC
TGTGTCGTTGAT 
140 57.3 
(McMahon et al. 
2015) 
DWV-F2 DWV-R2a 
DWV-B 
(VDV-1) 
TATCTTCATTAAA
ACCGCCAGGCT 
CTTCCTCATTAAC
TGAGTTGTTGTC 
140 57.3 
(McMahon et al. 
2015) 
VDV-F2 VDV-R2a 
LSV 1-4 
CGTGCGGACCTC
ATTTCTTCATGT 
CTGCGAAGCACT
AAAGCGTT 
152 59.5 
(Daughenbaugh 
et al. 2015) 
LSV1-4-F-
2157 
LSV1-4-R-
2309 
Beta-Actin  
(A. 
mellifera) 
CGTGCCGATAGT
ATTCTTG 
CTTCGTCACCAAC
ATAGG 
271 52.0 
(Locke et al. 
2012) 
Am-
actin2-qF 
Am-actin2-
qB 
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Der Maaten and Hinton 2008; Van Der Maaten 2014) using package ‘Rtsne’ 
(Krijthe 2015). We then visually inspected plots for any grouping of samples by 
origin. 
Results 
Our mixed-effects models proved highly consistent; across all 1000 bootstrapped 
iterations, the GLMM including an interaction effect between target (virus) and  
treatment (colony origin) was always the best performing model (fig. 6.1) both 
using ANOVA (p̅ < 0.001) and BIC model comparisons (see Supplementary 
Material 4 Table S4.1). This informs us that colony origin does have a significant 
effect on the relative abundance of viruses in a colony, and that the direction of this 
effect depends on which virus is being considered; this is apparent in fig. 6.1, 
where origins switch ranks in showing lowest to highest abundance depending on 
the virus at hand. For comparison, we show simplified median-averages of the data 
used to generate these bootstraps in fig. 6.2, where the differences highlighted in 
fig. 6.1 are also apparent in the context of overall inter-colony variation. 
Notably, during our GLMM selection, it emerged that treatment (colony origin) 
alone was never informative (p̅ = 0.138), with a ‘null model’ where viral target was 
the only fixed effect always outperforming a model which included viral target and 
colony origin (but no interaction) – see Supplementary Material 4 Table S4.1. We 
can infer from this there is no colony origin which has significant universally higher 
relative viral abundances; instead, as can be seen in fig. 6.1, the colony origin is 
informative in the context of which virus is being discussed. 
Colonies from our ‘low intensity’ origin typically showed the lowest relative 
abundance of viruses, except for the AKIV-complex and possibly CBPV (fig. 6.1). 
Colonies from our ‘high intensity’ background had the highest relative abundances 
of most of the viruses, except for LSV and SBV targets, where feral-origin colonies 
exhibited the highest relative abundances. Feral-origin was the most changeable 
effect in that for some viruses it was the origin with the least relative abundance 
and for the others the most (fig. 6.1). Comparing between our two managed-
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population origins, the ‘low intensity’ origin showed lower relative abundance of all 
viruses compared the ‘high intensity’ origin. 
We found no apparent grouping based on origin when attempting dimensionality 
reduction analyses using only median-averaged relative abundances (see data 
summarised in fig. 6.2) for all colonies. We used two unsupervised machine-
learning approaches, a PCA and multiple t-sne replicates (fig. 6.3). No clear 
clustering of any description was evidently emergent, and notably not by colony 
origin. From this, it is apparent that looking at the viriome of a colony in our cohort 
is not easily predictive of its origin, despite origin being informative in 
understanding the relative abundance of a given virus compared between colonies 
(fig. 6.1, Fig 6.2), reflecting the degree of inter-colony variation in the data (see 
Supplementary Material 4 fig. S4.2).  
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Figure 6.1 – Predicted relative abundances of each viral target for a ‘typical’ colony 
of each origin according to our 1000 bootstrapped data sets. Individual points are 
model predictions from a single bootstrap data set, whilst horizontal bars are 
median values across all 1000 predicted relative abundances. Y-axes are not 
labelled as the relative abundance units are arbitrary, and y-axes scales are not 
conserved between each viral target panel (no comparisons between viruses 
should be made – the feature of interest is in the difference between origins for 
each viral target). AKIV: acute/Kashmir/Israeli paralysis virus complex; BQCV – 
black queen cell virus; CBPV – chronic bee paralysis virus; DWVA – deformed 
wing virus (A strain); DWVB – deformed wing virus (B strain, ‘ VDV-1’); LSV – Lake 
Sinai virus complex, Lake Sinai viruses 1 – 4; SBPV – slow bee paralysis virus; 
SBV – sacbrood virus. 
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Figure 6.2 – Median relative abundances of each virus for each colony, plotted 
according to viral target (panel) and colony origin (x-axes and colour) comparable 
to fig. 6.1. Y-axes scales differ between panels. This median data was used as the 
data set for the dimensionality reduction analyses presented in fig. 6.3 (also see 
fig. S2). This representation using only median data points for colony targets is 
coarsely similar to the bootstrapped datasets generated for GLMM analysis, the 
results of which are presented in fig. 6.1. The clear pattern correspondence of the 
two figures acts as ‘sanity check’ that our bootstrapping and mixed-models were 
reflections of real effects observable even in this coarse presentation. See fig. 6.1 
for expansion of virus abbreviations. 
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Figure 6.3 – Dimensionality reduction analyses on median relative abundance data 
for each virus and each colony. Points are plotted in each case according to the 
two orthogonal axes with the most explanatory power, and colour coded by known 
origin. The large panel on the left represents a principal component analysis (PCA) 
with explanatory power labelled on each axis. The eight smaller panels on the right 
represent t-sne replicates, plotted similarly. We deemed there to be no meaningful 
evidence of grouping or clustering in these analyses. A restructured plot of the data 
used for these analyses (see fig. 6.2) is presented in the Supplementary Material 4 
(fig. S4.2). 
Discussion 
We show that a honeybee colony’s history, specifically its ecology of origin, has a 
lasting and meaningful effect on its viriome. Despite a year in a common garden, 
we show that there are tractable differences in viriomes of colonies from our three 
sampled origins. Notably, these differences are virus specific, rather than 
generalisable across all viruses (fig. 6.1). It is not simply that one origin had 
elevated viral titres across all viruses, but rather that colonies from a feral origin 
showed qualitatively different viral abundance patterns to our managed bees. 
Amongst colonies from managed backgrounds, there was a clear finding – colonies 
from the high intensity background exhibited higher viral abundances for all viruses 
compared to those from the low intensity background. 
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Lasting elevated viral titres in colonies from the ‘high-intensity’ background is 
evidence that moves towards industrial beekeeping is negatively impacting 
honeybee health. As industrial high-intensity operations become necessary tactics 
for beekeepers (Whynott 1991; Odoux et al. 2014), this effect becomes 
increasingly relevant to the industry and elsewhere. We present evidence that a 
history of experiencing such high-intensity management leads to colonies either 
inheriting, or gaining, elevated viral titres. We cannot distinguish if these colonies 
were already exhibiting elevated titres at the time of acquisition from a ‘high-
intensity’ background, or whether these titres developed once imported into our 
common garden. Despite this, the result remains that our low-intensity origin bees 
harbour less honeybee viruses in the long term. However, it is crucial to 
acknowledge that each of our origins represents only a single population. Larger 
scale studies where beekeeping operations (or populations) are the sampling level 
will be the necessary next step to lend strength to these early threads of evidence. 
The scale of this management effect, between low- and high- intensity, is worth 
comparing to the effect of a feral origin. For half of our target viruses, the lasting 
effect of management regime is greater than the effect of originating from a feral 
population (fig. 6.1). That is, for half of the target viruses, the two managed 
backgrounds differ more to each other than either of them do to the feral origin. 
This effect-size observation should not be understated. Feral honeybee 
populations exhibit population ecologies which are profoundly different from their 
managed counterparts, including colony densities up to thousands of times lower, 
much more frequent swarming and reduced colony sizes, as well as archaic 
genotypes and differentiated genetic stock (Schiff et al. 1994; Loper et al. 2006; 
Seeley 2007; Loftus et al. 2016; Brosi et al. 2017). These profound ecological 
differences leave a lasting effect on colony viriomes of equivalent scale to 
comparing a traditional, low-intensity management regime to a modern, industrial, 
high-intensity management regime. Whilst speculation on the effects of such 
industrialisation have been made (Oldroyd 2007; Seeley and Smith 2015; Brosi et 
al. 2017; Nolan and Delaplane 2017) our evidence that it is ecologically 
comparable to the difference in feral and domesticated bee ecology is surprising. 
While many scientists and practitioners may have expected industrialised 
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management of honeybees to have negative consequences, we are surprised that 
the scale of such consequences to be readily comparable to the effect of a feral 
‘wild’ ecology. 
Despite these differences, the variation amongst colonies in their viriomes is large 
enough that no clear grouping of colonies can be identified in our dimensionality 
reduction analyses (fig. 6.3). Whilst colony origin does have a meaningful effect on 
relative viral abundance (fig. 6.1), the effect of origin after a year in a common 
garden is moderate relative to other sources of inter-colony variation (fig. 6.3). We 
do not have access to these colonies’ ‘imported’ viriomes, and so it is not clear 
what degree of change occurred in their viral dynamics after being placed in the 
shared common garden. Comparison of C-14 isotope signatures showed that 
differentiation between feral and managed colonies rapidly disappeared following a 
common-garden nutritional regime (Anderson et al. 2014), in contrast to our 
findings examining the colony viriome. Future work will be needed to establish the 
dynamics underpinning these differences, revealing why these effects manifest and 
persist; for example: differences at the point of origin, genetic differentiation of 
either honeybee or pathogen populations, differences in queen quality, or lasting 
effects of stress from management regimes. Given our significant findings, these 
effects of origin need to be considered in a wider agroecological context. 
 
Whilst migratory beekeeping is a clear potential driver of the elevated viral titres 
high-intensity origin colonies show, it also has critical ramifications for continental-
scale bee viral dynamics outside of just Apis mellifera. There are many candidate 
mechanisms for how such migration may foster elevated viral abundances 
(Goulson et al. 2015). Such colonies may be more likely to be nutritionally stressed 
due to experiencing principally monocultured crops (Potts et al. 2010; Becher et al. 
2013; Pasquale et al. 2013; Odoux et al. 2014; Otto et al. 2016), exposed to more 
pesticides (Sánchez-Bayo and Goka 2014; Sánchez-Bayo et al. 2016; Bartlett et 
al. 2018a), and are exposed to a wider variety of pathogens as they contact 
colonies from elsewhere across the continent at high densities with elevated 
opportunity for transmission (vanEngelsdorp and Meixner 2010; Brosi et al. 2017). 
It is also possible that these practices, such as reduced spatial structuring of the 
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honeybee (host) populations, have recently selected for more virulent viral variants 
(Boots and Sasaki 1999; Boots et al. 2004; Kamo and Boots 2006; Boots and 
Mealor 2007; McMahon et al. 2016), leading to elevated viral titres. It may be 
possible that the results we observe here are driven not by heterogeneity of 
honeybee biology, but in differences in pathogen biologies, which have evolved to 
specialise on the host ecologies in each of our three origins. Such evolutionary 
selection may be driving the elevated viral titres in migratory bees – a hypothesis 
which is not mutually exclusive with the more direct effects such management may 
have on honeybees (detailed above). 
After the experience of migratory beekeeping has potentially established elevated 
viral titres in colonies, such colonies continue to migrate, both elsewhere in the 
USA and eventually to their home counties or states (Whynott 1991). We now have 
a large and growing body of literature documenting how honeybee viruses spill 
over into native bee populations (Choi et al. 2010; Singh et al. 2010; Li et al. 2011; 
Zhang et al. 2012; Graystock et al. 2013, 2016; Reynaldi et al. 2013; Mazzei et al. 
2014; Forsgren et al. 2015; Guzman-Novoa et al. 2015; Manley et al. 2015; Cohen 
et al. 2017; Forzan et al. 2017; Santamaria et al. 2017), a phenomenon which is 
likely elevated if higher viral abundances are observed in these migratory colonies. 
Our observation that high-intensity origin bees show the most elevated viral 
abundances establishes them as potential super-spreaders (Stein 2011) in that 
they are more infectious and are exposed to far more native pollinator populations, 
potentially infecting many more threatened species or populations. This double-
driver of risk to native bees (and also non-migratory beekeeping operations) is of 
potentially critical conservation concern (Williams and Osborne 2009; Kleijn et al. 
2015; Potts et al. 2016), practitioner interest (Brosi et al. 2008; Pettis and 
Delaplane 2010; Connell et al. 2012), and may be informative for policy both in the 
US (FWS 2016) and elsewhere, where migratory beekeeping is becoming more 
common (Odoux et al. 2014). 
The role of feral honeybees in the bee virus landscape is also worth considering. 
Honeybees are not native to the Americas, and while feral honeybees are 
hypothesised to foster far lower viral abundances, and possibly less virulent 
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strains, compared to managed honeybees (Loftus et al. 2016; Brosi et al. 2017) our 
evidence does not corroborate those speculations. Whilst our common-garden 
approach cannot give direct insight into viral dynamics of feral populations, our 
results suggest it is possible that feral populations of honeybees sustain circulation 
of the well-characterised viruses examined here, and in some cases (such as 
sacbrood virus and the Lake Sinai viruses) possibly at higher per-colony 
abundances than in managed populations. Sacbrood virus has been implicated 
with Varroa-mite mediated losses (Nielsen et al. 2008), whilst Lake Sinai viruses 
are fairly understudied (Daughenbaugh et al. 2015; McMahon et al. 2018). It is 
possible that even in protected areas, honeybees may be sustaining viral 
circulation with the capacity to spill over into native bee populations. From an 
apicultural perspective, pursuing eradication of various honeybee pathogens may 
also prove difficult if feral populations act as reservoirs for Apis pathogens to 
continue circulating in. 
Unlike some previous approaches to honeybee virology, we do not seek to focus in 
this study on whether any colonies are ‘negative’ for a particular virus. We believe 
this to be a valid approach, as reports of ‘negative’ colonies may be reflections of 
low viral abundances or titres, and consequent detection failure. As molecular 
methods in this system become more developed (Tentcheva et al. 2004a; de 
Miranda et al. 2010a; Škubník et al. 2017), and honeybee epidemiology is better 
characterised from a theory standpoint (Betti et al. 2014, 2016; Jatulan et al. 2015; 
Bartlett et al. 2018b), it is becoming increasingly apparent that most honeybee 
colonies may not be truly negative for almost all honeybee pathogens (Budge et al. 
2010, 2015; Ryabov et al. 2016). In work elsewhere, we show that honeybee 
pathogens are theoretically predicted to establish in all colonies in a given apiary 
within a year (Bartlett et al. 2018b), we would therefore expect in this common 
garden study system that all viruses are present in all colonies (as we appear to 
observe). Additionally, recent efforts to test individual honeybees, such as those by 
Stamets et al. (2018) studying sacbrood virus and deformed wing virus, find that 
100% of adult honeybees tested as positive for a target virus (however vary 
significantly in titre). Given each of our colony samples constitutes 30 adult bees, 
we do not expect any of our sampled colonies to necessarily test negative for any 
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target virus. We propose that honeybee virology, especially at the colony scale, 
moves away from a paradigm of discussing positive/negative colonies, and 
potentially positive-negative individuals, and instead towards relative viral titres or 
abundances. Such measures have been informative in survivorship studies looking 
at specific viruses elsewhere (McMahon et al. 2016; Natsopoulou et al. 2017), and 
may be more robust to failures to detect low-level pathogens. 
Clear testable hypotheses can be established for this approach; colonies with 
elevated relative abundances of viruses should be more infectious to neighbouring, 
or experimentally inoculated, colonies. However counter-predictions can also be 
made, as theoretical work informs us that most honeybee pathogens are likely to 
easily transmit between honeybee colonies regardless of management regime 
(Bartlett et al. 2018b). It is therefore plausible that the effect of elevated viral titres 
in certain colonies may not be meaningful in field experiments. Establishing the 
relative importance of viral load for further transmission may be a critical step for 
continued research in managed and native bee health. 
Overall, our results indicate that colony history, origin, and management have 
lasting effects on the relative abundance of circulating viruses in those colonies. 
Notably, comparing different management regimes reveals effects of similar 
magnitude to comparing managed and feral bees, suggesting these practices 
represent extremely different population ecologies. Colonies from high-intensity, 
industrial backgrounds show higher viral titres for all studied viruses compared to 
those from low-intensity, traditional backgrounds. This finding is of critical 
relevance to ongoing efforts to control managed pollinator diseases and 
understanding how migratory beekeeping practices may be affecting already 
embattled bee populations. Additionally, our evidence is counter to hypotheses 
examining the expected pathogen burden of feral colonies, which in some cases 
showed the highest abundances of certain viruses. The implication of this for 
evolutionary understanding of insect viruses across landscapes prompts further 
investigation. 
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Chapter 7 – When vectoring leads to more virulent pathogens: deformed 
wing virus in honeybees. 
Abstract 
A longstanding hypothesis concerning the evolution of pathogen virulence is that 
vectored pathogens are typically more virulent than their directly transmitted 
counterparts. Testing this hypothesis however has proven difficult, despite its 
importance for society in its application to public health and agriculture. Here, we 
review the evidence concerning a candidate vector (the varroa mite) in the 
important system of the western honeybee, Apis mellifera, and associated viruses, 
which may have switched from a purely directly transmitted ecology to a partially, 
or perhaps fully, vectored strategy. The evidence at hand suggests one virus, 
deformed wing virus, has adapted to exploit this novel vector and has switched 
from a directly transmitted strategy to a vectored one. In adapting to this new 
transmission mode, deformed wing virus appears to have evolved to be much 
more virulent. As such, this review demonstrates that the Varroa-virus-vector 
system in honeybees is a well-documented test of the hypothesis that vectored 
pathogens are more virulent than directly transmitted counterparts. We find that 
evidence favours the hypothesis. More broadly, this review also synthesies 
decades of research on emerging or re-emerging honeybees viruses following 
invasion by Varroa, providing critical understanding for this important system. We 
also argue that managed honeybees are a favourable potential system for future 
research in the fundemntal evolutionary processes shaping parasites and 
pathogens. 
Understanding the Vector-Virulence Hypothesis 
Vectored pathogens represent some of the most important and burdensome 
infectious diseases for both human health and agriculture (Jones et al. 2008; 
Lambrechts and Scott 2009; Froissart et al. 2010). One proposed reason for this is 
the hypothesis that vectorborne transmission selects for higher pathogen virulence 
compared to direct transmission. This hypothesis was extensively discussed by 
Ewald (Ewald, 1987, 1991, 1993), and originally focussed principally on how 
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vectors circumvent some of the costs of virulence by allowing transmission from an 
otherwise immobile definitive host (Ewald, 1996). Relatively little empirical 
evidence in human infectious diseases supports this overall hypothesis however 
(Ewald, 1993), and the idea remains disputed theoretically (Cressler et al. 2016). 
Nevertheless, the idea that vector transmission may negate the costs to direct 
transmission associated with virulence and morbidity remains an interesting, and 
mostly untested, evolutionary question. 
Ewald’s verbal arguments rely on the concept of ‘optimum virulence’ (Bull, 1994; 
Ewald, 1996; Ewald, 1993), a now well-explored and formally-developed theory 
explaining why pathogens evolve to damage their host (Alizon, Hurford, Mideo, & 
Van Baalen, 2009; Levin & Pimentel, 1981; May & Anderson, 1983; Read, 1994). 
Ewald’s initial verbal arguments focussed on the immobilisation of host, and can be 
easily expanded to encompass pariahship (social exclusion) or other biological 
phenomena which reduce frequencies of direct transmission (Cremer et al. 2007). 
While appealing, this initial mechanistic account of why vectored pathogens may 
be more virulent is not easily generalisable when formalised mathematically (Day 
2002). 
While the initial mechanistic reasoning for the vector-virulence hypothesis has not 
fully held up to scrutiny (Day 2002; Cressler et al. 2016), a number of other 
possible mechanisms have been proposed which also provide a basis for the same 
hypothesis. Arguments have been put forward that vectorborne pathogens may be 
predisposed to increased likelihoods of coinfection, which leads to selection for 
higher virulence in competing pathogens (Alizon, de Roode, & Michalakis, 2013; 
Alizon & van Baalen, 2008). Another compelling line of reasoning focusses on the 
phenomenon that vectorborne pathogens typically infect both their definitive host 
and their vector. As such, they are multi-host pathogens and must balance their 
virulence in two different hosts (Gandon 2004). Evidence suggests that lower 
virulence in one host may trade off against higher virulence in another, especially if 
hosts are not too distantly related (Gower et al. 2004; Rigaud et al. 2010). Both 
theory (Ewald, 1987, 1991) and some empirical evidence (Elliot, Adler, & Sabelis, 
2003) exists to suggest that pathogens should prioritise lower virulence in their 
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vector than their definitive host, leading to a generalisation of elevated virulence in 
the definitive host.  
Despite the importance of vectored pathogens, and the undoubted interest in the 
hypothesis that they are typically of higher virulence, there is a lack of empirical 
work testing this hypothesis. This is in part due to the considerable difficulty in 
measuring a pathogen’s virulence in vectors, and very few candidate diseases for 
which good measures of virulence can be compared (Cressler et al. 2016). 
However, as pathogen research continues to broaden, in part thanks to 
developments in molecular methods, new opportunities to scrutinise this 
hypothesis may appear. Furthermore, as new diseases emerge there is the 
potential for ‘natural’ experiments that allow us to address hypotheses such as this. 
One such opportunity has occurred in the western honeybee, Apis mellifera. 
A Brief History of Honeybees, Varroa, and Deformed Wing Virus 
A pathogen gaining or losing the vector transmission mode, and the subsequent 
evolutionary outcomes, may provide a direct test of the hypothesis that vectored 
pathogens are more virulent than their directly transmitted counterparts. Such 
evolutionary events are likely to be rare, and the chance of scientists being in a 
position to document such a shift is also likely slim. However, one well documented 
example of such a phenomenon is the virological study of honeybees (Apis spp.). 
Commercially managed western honeybees (A. mellifera) have recently 
experienced widespread losses, at least in part due to infectious diseases (Potts et 
al. 2010; Brosi et al. 2017). Due to the commercial, agricultural, and cultural value 
of this species, an abundance of research now exists seeking to understand their 
pathogens (Genersch 2010; vanEngelsdorp and Meixner 2010; Potts et al. 2016; 
Brosi et al. 2017). A critical pathogen in this system is deformed wing virus (DWV), 
which has undergone a partial shift in transmission mode: from being exclusively 
directly transmitted, to vectored by an ectoparasite (the acarid mite Varroa 
destructor). The corresponding change in pathogen ecology and increase in 
virulence associated with this shift in transmission mode constitutes some of the 
best evidence currently available for assessing whether vectored pathogens are 
indeed more virulent than their directly transmitted counterparts. 
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Varroa destructor is a recent parasite of A. mellifera; its association with western 
honeybees is a result of a host shift from its ancestral host, the Asian honeybee A. 
cerana (Oldroyd 1999; Conte, Ellis & Ritter 2010). DWV however has a long 
association with A. mellifera, and was circulating in western honeybees prior to the 
arrival of V. destructor (Allen and Ball 1996; Shutler et al. 2014). In this pre-Varroa 
state, overt clinical symptoms of DWV, which manifest as the conspicuous 
presence of worker honeybees with malformed crippled wings, were only very 
rarely observed (Allen and Ball 1996; Wilfert et al. 2016; Locke et al. 2017). 
Evidence points to pre-Varroa DWV being present at low titres, and likely low 
prevalence (Martin, Ball, & Carreck, 2013; Martin et al., 2012; Mondet, de Miranda, 
Kretzschmar, Conte, & Mercer, 2014). In the earliest studies examining DWV 
(notably in the United Kingdom (Bowen-Walker et al. 1999)), evidence confirming 
this to be the case is compromised somewhat by the then lack of molecular genetic 
methods to detect and quantify viruses; prior to these methods, detection relied on 
seropositive or seronegative immunoassays with higher detection thresholds. 
However, more recent invasions of Varroa, for example into Hawai’i and New 
Zealand (Martin et al., 2012; Mondet et al., 2014) monitored using molecular 
genetic methods, also support earlier assertions that DWV was present in A. 
mellifera prior to Varroa at both lower titres and prevalence. 
Strong evidence has been accumulated documenting the capability of DWV to be 
directly transmitted through a variety of routes – presumably the ancestral routes 
associated with its pre-Varroa epidemiology. Oral transmission of DWV is possible 
via contaminated flowers, and through honeybee trophallaxis, including adult-adult 
transmission and adult-larval transmission (Möckel et al. 2011). Queen honeybees 
have been shown to frequently test positive for DWV (Chen, Pettis, & Feldlaufer, 
2005; Francis, Nielsen, & Kryger, 2013; Gregorc & Bakonyi, 2012; Muz & Muz, 
2009) and provide a vertical transmission route directly to their offspring (Chen, 
Evans, & Feldlaufer, 2006; Chen, Higgins, & Feldlaufer, 2005; Chen, Smith, 
Collins, Pettis, & Feldlaufer, 2004). Both of these mechanisms establish how DWV 
infections may persist in a colony, and as colonies split via fission, propagate 
vertically at the colony-scale. Transmission between colonies may have been 
principally through a venereal route, as it is also well demonstrated that infected 
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drones produce DWV positive semen (Fievet et al. 2006; Yue et al. 2006), and that 
this can infect gynes via mating during their conjugal flights (Amiri, Meixner, & 
Kryger, 2016; de Miranda & Fries, 2008). As suggested by Ewald and others 
(Ewald 1993, 1996; Bull 1994), these direct transmission routes (especially in the 
case of vertical transmission) can be expected to select for low pathogen virulence. 
Given the rarity of overt clinical pathology, low titres, and low prevalences of DWV 
prior to Varroa, virulence theory agrees with the ancestral case. 
Figure 7.1 - Annotated cartoon describing four of the main hypotheses which may 
explain observed increases in pathogen virulence following the invasion of Varroa. 
Predicted observations attached to each hypothesis are detailed in each column. 
These predicted observations provide a testable framework to distinguish these 
different mechanisms of heightened Varroa-implicated virulence. 
Following the invasion of Varroa into A. mellifera populations, greatly increased 
mortality of both individuals and colonies has been observed almost worldwide 
(Koch & Ritter 1991; vanEngelsdorp & Meixner 2010; Conte, Ellis & Ritter 2010). 
Interaction of Varroa with other pathogens (and viruses in particular) has long been 
suspected as a cause of this mortality (Chastel, Robaux, & le Goff, 1991; Martin, 
Hogarth, Van Breda, & Perrett, 1998; Nordström, 1999; Nordström, 2003), and is 
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now well studied, including the necessity for Varroa control to treat viral infections 
and the increased transmission opportunities afforded by pathogens experiencing 
coinfection  (Rosenkranz et al. 2010; Forfert et al. 2015). However a variety of 
viruses have been implicated (Genersch 2010), and whether such viruses are truly 
vectored by Varroa, mechanically vectored, or activated from latent infection due to 
Varroa-driven immunosuppression (Nazzi et al., 2012; Yang & Cox-Foster, 2005), 
has been a topic of debate. We illustrate these various, and not mutually-exclusive, 
hypotheses in Figure 7.1.  
We present in this review the evidence which, as a whole, indicates that: DWV has 
evolved to uniquely specialise in being vectored by the mite; that this specialisation 
to vector transmission leads to increased pathogen virulence; and that this highly-
virulent specialisation in being vectored by Varroa has been selected for following 
Varroa mite invasion. This mostly closely corresponds to the ‘Infected Vectoring’ 
hypothesis outlined in fig. 7.1, although we stress that no hypotheses are 
necessarily mutually exclusive. 
Assessing the Evidence Around Deformed Wing Virus Virulence Evolution 
Many arthropod-vectored pathogens rely on being able to infect both their definitive 
host and their vector (Elliot, Sabelis, & Adler, 2004). Whilst mechanical vectoring of 
pathogens without infection of the vector is also possible, there may be advantages 
to being able to infect – and therefore amplify or persist long term – in a candidate 
vector. In the case of DWV and Varroa, there has been mixed evidence regarding 
whether DWV can indeed infect Varroa; for example compare Santillán-Galicia et 
al. (2008) and Boncristiani et al. (2009), where the former failed to find any 
evidence of immunological response to DWV in any Varroa tissue, whilst the latter 
assert they identify replicating DWV in Varroa by use of RT-PCR. Further evidence 
now suggests that some strains, including candidate recombinant strains, of DWV 
are capable of infecting Varroa. Particularly in Europe there is a recent focus on 
recombinant ‘Varroa destructor virus -1’ or ‘DWV-B’ strains (Ongus et al. 2004; 
Wang et al. 2013; Mordecai et al. 2015; McMahon et al. 2018), for which there is 
now cumulative and fairly strong evidence of Varroa infection (Campbell et al. 
2016). 
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Initial work provided good evidence, experimental vectoring and molecular 
detection of DWV RNA, that DWV (or certain strains) could infect Varroa (Bowen-
Walker et al. 1999; Yue and Genersch 2005; Gisder et al. 2009). However this has 
been questioned on the basis that the virus may be replicating only in the 
honeybee haemocytes ingested by the mite, rather than replicating within Varroa 
cells. This possibility creates a narrative where some Varroa-implicated DWV 
strains may better replicate in the mite and be preferentially vectored, without 
‘infecting’ the vector itself in a manner traditionally studied in virology; there would 
in this case be no selection for competence in entering or replicating in Varroa 
cells. Still, the expectation exists that the depletion of honeybee haemocytes in the 
Varroa gut by the replicating virus is interpretable as competition for a shared ‘food 
source’ and may still carry a negative consequence for the mite; in this case DWV 
could be understood to be a gut parasite of the mite, and while atypical of a virus 
still an infection in the broader parasitological sense. Critically, further work on this 
topic by Campbell et al. (2016) circumvented this methodological criticism by 
dissecting out neural synganglia of Varroa mites; Campbell et al. (2016) found 
replicating DWV-B in these neural cells, confirming the previously evidenced 
hypothesis that at least some strains of DWV are indeed capable of infecting the 
mites. The same methodology has not yet been used however to differentiate the 
ability to infect Varroa between competing DWV strains; notably Campbell et al. 
(2016) cannot discern if their honeybees and Varroa were ever exposed to strains 
other than the one they found replicating in the Varroa neural synganglia, for 
example diverse DWV-A strains. Still, they crucially confirm that the well-studied 
DWV-B strain does infect Varroa. 
Our ability to easily differentiate DWV strains is a recent benefit of developments in 
molecular genetics techniques (Tentcheva et al. 2004a; Lanzi et al. 2006; Baker 
and Schroeder 2008; Bradford et al. 2017), and possibly explains why 
disagreements existed between earlier studies on the capabilities of DWV to infect 
Varroa. It is possible only some strains of DWV are likely capable of competently 
replicating in the mite (either in gut haemocytes or in Varroa cells), and some 
evidence points towards these Varroa-implicated strains being much more 
effectively vectored by Varroa than other strains (Yue and Genersch 2005). Whilst 
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work is still being done in resolving the exact (likely multiple) origins and identities 
of these readily recombining strains (Wilfert et al. 2016; Cornman 2017), there is a 
history of insightful work looking at the pathology of these Varroa-implicated 
strains.  
Notably, critical work by Yue & Genersch (2005) demonstrated that there are 
powerfully informative correlations between whether a DWV infection is Varroa-
implicated and its clinical manifestation in A. mellifera. Yue & Genersch (2005) 
found that overt crippling of honeybee individuals exactly correlated with the 
presence of replicating DWV in the honeybee head (and vice-versa). Yue & 
Genersch (2005) also show that this specific pathology (overt crippling and 
replication in the head) is positively correlated with whether DWV appears able to 
replicate in Varroa. These correlations were an early demonstration of differential 
pathologies of DWV infections, which we can relate to whether the infection 
appears Varroa-associated or not. Further work has since corroborated these 
earlier findings. Gisder, Aumeier & Genersch (2009) show that mites which induce 
overt crippling have between two and four orders of magnitude more DWV genome 
equivalents per mite than those which don’t induce crippling. That is, Gisder, 
Aumeier & Genersch (2009) confirm that differential replication in the mite is tied to 
how DWV infection pathology manifests in the honeybee host. Strain-specific 
confirmation of this phenomenon was shown by Zioni, Soroker & Chejanovsky 
(2011), who demonstrated that specific strains of DWV are more likely to show 
replication in infected honeybee heads and manifest a more severe pathology. 
Whilst further work has shown that covertly infected bees may also test positive for 
DWV in the head, the prevalence of such infection still predicts the likelihood of 
overt symptoms and colony-level mortality (Genersch et al. 2010). Taken as a 
single body, the above work shows that different DWV strains or recombinants 
manifest in different infection pathologies, and that those differential pathologies 
are correlated with apparent Varroa infection and vectoring. 
There is abundant work linking the pathologies of DWV to its overall virulence at 
both individual and colony scales. Overtly infected (crippled) honeybees, 
characterised by DWV replication in the head (Chen, Pettis, Collins, & Feldlaufer, 
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2006; Yue & Genersch, 2005; Zioni et al., 2011), have significantly elevated viral 
titres (Brettell et al., 2017; Chen et al., 2004; de Miranda & Genersch, 2010) 
compared to typical covert infections. Whilst covert infection still reduces foraging 
and survival rates of individual honeybees (Benaets et al. 2017), overt infections 
are linked to near-total loss of worker honeybee performance and extremely 
elevated mortality rates (Brosi et al., 2017; de Miranda & Genersch, 2010). The link 
between these two infection pathologies and their principal transmission routes has 
been made before (Möckel et al. 2011), but bears further discussion in the context 
of potential selection on DWV. 
Varroa-implicated DWV infection, due to its correlation with overt crippling and 
higher titres, is clearly more virulent than its ancestrally-transmitted infection 
counterpart. True at the individual level (de Miranda & Genersch, 2010), this 
elevated virulence translates to the colony level as well (McMahon et al. 2016). 
Given that honeybee colonies are often described as existing as a ‘superorganism’ 
including in the context of their infectious diseases (Evans and Schwarz 2011), it is 
important to examine pathogen virulence and transmission in honeybees at both 
the individual and colony level. Unsurprisingly, given the profound impacts of 
Varroa-implicated DWV on individual honeybee performance and longevity, the 
presence and intra-colony prevalence of Varroa-implicated DWV (regardless of 
whether overt crippling is apparent) is strongly linked to future colony mortality 
(Dainat & Neumann, 2013; Francis, Nielsen, & Kryger, 2013; Natsopoulou et al., 
2017). The higher virulence of Varroa-implicated DWV infections therefore 
manifests at both the individual and colony level. 
A critical question is if these Varroa-implicated DWV infections represent the 
adoption of a more specialised, vectored, virulent strategy by certain DWV strains, 
and if so, whether this appears to provide a selective advantage when the vector is 
present. From a predictive theory standpoint, there are clear expectations; 
increased virulence in and of itself is typically maladaptive, and so must be 
selected for in light of it being a product of competition or gains in transmission 
(Alizon et al., 2009). Worldwide, there is strong evidence that this new transmission 
route has led to a pandemic of re-emerging DWV driven by its new association with 
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the Varroa mite (Wilfert et al. 2016). The proliferation of Varroa-implicated DWV 
infections suggests that if specific strains are responsible for re-emerging DWV 
pandemic, the highly virulent strains are being selected for. Insightful work by 
McMahon et al. (2016) shows how across Europe, certain DWV strains are 
displacing others, a finding which has since been more recently corroborated 
(Manley, 2017). This is clearly selection in action, although Varroa are not yet 
proven to be responsible for this specific strain displacement. However, work 
elsewhere on more recent Varroa invasions yields further insights on selection on 
DWV. 
Work by Martin et al. (2012) captured selection on DWV following the staggered 
arrival and invasion of Varroa mites in Hawai’i (Martin, 2010). Martin et al. (2012) 
show that prior to Varroa, DWV persists at low prevalences and low titres (in line 
with previous work on pre-Varroa landscapes) but despite low prevalences, a 
diverse variety of strains coexist. In the years following Varroa colonisation, DWV 
prevalence greatly increases, and infections are on average much more severe 
(higher viral titres). Simultaneously, most of the previously persisting strains are 
driven to extinction, such that only one highly virulent, prevalent, Varroa-implicated 
strain remains. This change from a highly-diverse DWV population to a viral 
landscape dominated by one strain demonstrates the incredibly strong purifying 
selection caused by Varroa. Notably however this specific Varroa-implicated strain 
was of the DWV-A type, not the well-studied DWV-B type that is found to be 
Varroa-implicated in Europe. Whilst still exemplifying the adaptive ability of DWV 
strains to specialise on a new Varroa-dominated epidemiological landscape, it 
presents the possibility that multiple different Varroa-implicated strains have 
independently arisen in different geographic regions. It is possible that different 
Varroa-implicated strains have different underpinning phenotypes, such as the 
aforementioned ‘gut haemocyte replication’ hypothesis compared to infection of 
and replication in Varroa cells. 
Building on the observation study by Martin et al. (2012), further work showed that 
the shift between two states, from one where DWV is highly diverse but shows low 
titres and low prevalence, to one where DWV is dominated by a single strain with 
 104 
high titres and high prevalence, can be readily demonstrated in laboratory 
experiments. Ryabov et al. (2014) showed that DWV strains (including those 
known as VDV-1 / DWV-B) readily recombine, an observation also detailed by 
other works looking at recombination in the field rather than the lab (Cornman, 
2017; Moore et al., 2011; Wang et al., 2013; Zioni et al., 2011). Ryabov et al. 
(2014)  go further to show that when DWV infects a honeybee through an ancestral 
(oral) transmission route, the subsequent infection is low level (low titres) but highly 
diverse. When Varroa are used to infect honeybees with DWV, the resulting 
infections are very severe (high titres) and dominated by a single, recombinant, 
Varroa-implicated strain. Again, this demonstrates strong purifying selection in 
favour of a Varroa-implicated strain, in this case at the scale of an individual 
infection rather than the colony or landscape scale. 
As well as observing the competitive replacement of avirulent strains by virulent 
Varroa-implicated strains, studies have also looked for genetic evidence of 
selection on DWV. Cornman et al. (2013) present clear evidence of either a genetic 
bottleneck or recent strong selection on DWV in continental North America, 
however consistent with the results in Hawai’i this evidence for selection is 
amongst DWV-A type strains. More recent work (Dalmon et al. 2017) reports 
strong signatures of positive selection on the recombinant regions of the DWV-B 
genome associated with the ability to infect Varroa. Such evidence begins to 
present a clear ‘smoking gun’ of recent selection in multiple regions, which when 
coupled with the observational and experimental work previously discussed, points 
to the rapid, recent, and likely repeated evolution of Varroa-exposed DWV away 
from an avirulent, directly transmitted strategy to a highly virulent, vectored 
strategy, both in Europe and North America. 
DWV isn’t the only virus which has been implicated in honeybee colony losses 
following Varroa invasion, however there is currently scant evidence that any other 
notable viruses are capable of replicating in Varroa. Some evidence exists 
suggesting other viruses may be purely mechanically vectored by the mite (Prisco 
et al., 2011; Genersch & Aubert, 2010; Santillán-Galicia, Ball, Clark, & Alderson, 
2010; Santillán-Galicia, Ball, Clark, & Alderson, 2014), an observation which may 
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also be informative for assessing hypotheses on vectoring and virulence. As 
outlined in fig. 7.1, these viruses may still adapt to increase their virulence in 
response to their altered ecology, such as reduced spatial structuring of infection or 
increased likelihood of coinfection, resulting in competition between viruses. In this 
latter case, we may expect an adaptive increase in virulence in viruses, and indeed 
other pathogens, even if they are not mechanically vectored by Varroa. Genetic 
evidence for or against such selection has yet to be gathered. 
Across all honeybee pathogens, some influence of Varroa parasitism may manifest 
due to the immunosuppressive effect that Varroa mites have on their host 
honeybee (Shen, Yang, Cox-Foster, & Cui, 2005; Yang & Cox-Foster, 2007). This 
immunosuppression was at times argued as the sole reason behind DWV-driven 
colony loss associated with Varroa (Chastel et al., 1991; Genersch & Aubert, 2010; 
Nazzi et al., 2012; Yang & Cox-Foster, 2005), however given the extensive 
evidence discussed above it is now clear that virulent Varroa-implicated strains of 
DWV are vectored by the mite and have adapted accordingly, counter to the 
immunosuppression hypothesis (fig. 7.1). Additionally, negative correlations 
between DWV titres and Nosema infection burden run somewhat counter to 
immunosuppression arguments (Costa et al. 2011). 
In the cases of some of these other implicated viruses, mixed evidence exists for 
their role in colony losses and interaction with Varroa. Some studies have reported 
Varroa and / or colony loss correlations with the acute bee paralysis, Israeli acute 
paralysis, Kashmir bee virus complex (ABPV-IAPV-KBV) (Calderón et al. 2003; 
Berényi et al. 2006; Berthoud et al. 2010; Genersch and Aubert 2010; Di Prisco et 
al. 2011), as well as sacbrood virus (SBV) (Nielsen et al. 2008), and slow bee 
paralysis virus (SBPV) (Carreck, Ball, & Wilson, 2002; Moore, Wilson, & Skinner, 
2015; Santillán-Galicia et al., 2010). Whilst the acute paralysis viruses were initially 
thought to play a major role in interacting with Varroa to drive colony losses, that 
focus has since been questioned. Early modelling work predicted that DWV would 
be in a position to benefit from Varroa while ABPV would not (Martin, 2001). And 
while many studies found correlations with ABPV and Varroa, numerous others 
have shown no association (Budge et al., 2015; Carreck, Ball, & Martin, 2010; 
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Dainat, Evans, Chen, Gauthier, & Neumann, 2012; Highfield et al., 2009; Martin et 
al., 1998). Very different viral pathologies make it clear that viruses such as SBV 
and SBPV are unlikely to behave in a similar manner to DWV (Santillán-Galicia et 
al. 2014; Ryabov et al. 2016), both of which are already highly virulent and will 
rapidly kill a colony (and consequently the Varroa in that colony) at high 
prevalences; currently the evidence for an association between SBV and Varroa 
remains mixed.  
Across the literature cited above, the only virus which appears to be consistently 
associated with Varroa infestation and colony loss is DWV (Dainat and Neumann 
2013; Kielmanowicz et al. 2015; McMahon et al. 2018). As such, evidence points 
towards DWV being the only honeybee virus to have made a switch from direct 
transmission to specialisation in vectored infection via replication in Varroa. Other 
cases of viruses associating with Varroa may instead be driven by the mite’s 
immunosuppressive nature, and/or its incidental mechanical vectoring of virus 
particles (fig. 7.1) or simply a symptom of poor colony health brought about by 
Varroa and DWV. Currently, no compelling evidence exists for other honeybee 
viruses being able to infect Varroa, or similarly to have undergone selection for 
higher virulence; for example, no such studies are featured in the recent review by 
McMahon et al. (2018). This may however be a simple absence of evidence, with 
much work currently undertaken on DWV to the exclusion of many other honeybee 
viruses. Future examination of whether and why these viruses have seemingly not 
exploited a potential vector may prove informative for better understanding 
evolutionary predispositions of viruses to adopting a vectored strategy. 
One particularly insightful study differentiating DWV and its interaction with Varroa 
from other, potentially associated viruses was undertaken by Mondet et al. (2014). 
The key strength of Mondet et al. (2014) is the length of time for which detailed 
sampling and observation was undertaken. This 12-year study shows, in 
agreement with shorter-term studies, that following Varroa invasion in New 
Zealand, increasing Varroa populations correlate with increasing prevalence and 
titres of multiple viruses, including DWV, KBV (an acute paralysis virus (de 
Miranda, Cordoni, & Budge, 2010; Genersch & Aubert, 2010)), SBV, and BQCV. 
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However, as Varroa populations slightly fall towards a stable equilibrium, all viruses 
apart from DWV also decrease in prevalence and titre. Critically, the length of this 
study shows that once the initial invasion of Varroa has equilibrated, the only virus 
which shows a long-term change in prevalence following Varroa invasion is DWV. 
This data runs counter to the predictions we would expect from 
immunosuppression by the mite or mechanical vectoring of multiple viruses (fig. 
7.1).  Mondet et al. (2014) observe that DWV is also the only virus more prevalent 
in Varroa mites than honeybees, which is also suggestive of the unique ability of 
DWV to adapt to replicate in Varroa mites. Indeed, the authors of the study 
speculate that the decrease in Varroa populations after their initial invasion is 
driven by Varroa-implicated DWV controlling the mite population (but see evidence 
discussing the potential mutualism of DWV and Varroa (Prisco et al. 2016)). Taken 
alongside the previously discussed literature on virus-Varroa associations, 
evidence here too definitively indicates DWV is unique in its newly-acquired 
specialisation of being vectored by Varroa mites and begins to challenge some of 
the hypotheses around immunosuppression or mechanical vectoring of multiple 
viruses. 
The overall case presented in this review can be further assessed by examining 
other pieces of circumstantial evidence. For example, following the invasion of 
Varroa into many honeybee populations, reports of outbreaks of overt crippling can 
occasionally be observed in close-by, but Varroa-free bee populations. For 
example, a case in north Sweden (Forsgren et al. 2012) is anecdotal, but may 
represent an occurrence of a highly virulent Varroa-implicated strain being 
imported into a Varroa-free honeybee population, causing a severe epidemic, but 
then being unable to persist due to its maladaptively high virulence in the absence 
of its vector. If this is the case, it again definitively supports an adaptation by DWV 
due to either mechanical or infected vectoring (fig. 7.1). Similar observations of 
overt crippling of non-Apis bees have also recently been documented, including in 
bumblebee species (Genersch et al. 2006) and carpenter bees (Lucia et al. 2014). 
Again, overt crippling events such as these were not reported prior to Varroa arrival 
into honeybee populations, although awareness of DWV creates an obvious 
sampling bias. Still, the extensive and growing body of work demonstrating that 
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honeybee viruses spill over into wild pollinators (Choi et al. 2010; Singh et al. 2010; 
Li et al. 2011; Zhang et al. 2012; Reynaldi et al. 2013; Mazzei et al. 2014; Forsgren 
et al. 2015; Guzman-Novoa et al. 2015; Cohen et al. 2017; Forzan et al. 2017; 
Santamaria et al. 2017) further underlines the threat of selection for more prevalent 
and highly virulent DWV strains to repeatedly cause outbreaks in already 
embattled native pollinator species (Manley, Boots, & Wilfert, 2015; McMahon et 
al., 2018; Potts et al., 2010, 2016). 
Future Tests  
Open questions remain as to how these emerging high virulence Varroa-implicated 
strains will behave in less studied Apis populations (Chantawannakul et al. 2016). 
Varroa mites were ancestrally parasitic on A. cerana, where they cause minimal 
colony-level virulence by parasitizing only drones (male honeybees) (Rath 1999; 
Brosi et al. 2017). As such, Varroa and DWV both are present in A. cerana, but 
aren’t known to manifest clinical symptoms (Sumpter and Martin 2004; Fries 2011; 
Yañez et al. 2015). The highly-virulent forms of DWV seemingly emerging in A. 
mellifera populations could plausibly spill over into A. cerana and cause overt but 
unsustainable epidemics, or could potentially lead to sustained circulation in A. 
cerana by exploiting drones as a reservoir from which to directly infect workers. 
Whether this is observed could be an insightful opportunity for better understanding 
how virulence and vectoring relates to a pathogen’s likelihood of spill-over into a 
closely related species. Similarly, many of the landraces of Apis mellifera which are 
found outside of Europe and the Americas show potential for resistance to DWV, 
Varroa, or both (Locke et al. 2014; Toufailia et al. 2014). Differential vulnerability to 
the vector, or higher immune competence leading to differential virulence of the 
pathogen, may also provide insightful research avenues from which evolutionary 
virology can benefit. Clear candidates include ‘Russian bees’ (Khongphinitbunjong 
et al. 2015, 2016), as well as various generally understudied African landraces  
(Hamiduzzaman et al. 2015; Adjlane et al. 2016) that have already yielded 
important insights on this system such as molecular tools for a variety of honeybee 
viruses (Davison et al. 2003). 
 109 
Recent studies on the topic of Varroa and DWV also provide future opportunities to 
test and better understand the case presented in this review. One opportune case 
is that documented by Mattos, Jong & Soares (2016), who detail an island 
population of managed honeybees exhibiting extensive Varroa parasitism without 
any associated colony mortality. Brettell & Martin (2017) followed up on this 
observation to propose that the isolated population lacks the required DWV 
diversity necessary for Varroa-implicated strains to occur and be selected for. In 
the absence of a Varroa-implicated (vector-suitable) DWV strain, Varroa 
populations remain high (possibly unconstrained the virus) but without any 
associated colony mortality. Brettell & Martin (2017) describe this as a ‘ticking time-
bomb’, and the eventual arrival or emergence of such strains provides another 
clear test of the case presented in this review. Alternatively, the population of 
Varroa on this island may be a different genotype to the globally distributed Varroa 
and poor vectors of DWV, yielding a potential candidate for DWV-resistant Varroa, 
which may again provide evidence for whether resistance centres around 
competition for consumed bee haemocytes or resistance on the part of the Varroa 
mite to direct infection. In this case, it is possible these Varroa do not 
immunosuppress their host bees (fig. 7.1), however this island-genotype 
hypothesis aligns more closely with ‘infected vectoring’ than any mechanical 
vectoring hypotheses (fig. 7.1).  
At a larger scale, Ryabov et al. (2017) have recently documented the emergence in 
the United States of the well-studied European Varroa-implicated DWV strain 
(DWV-B). As the US beekeeping industry is under close scientific scrutiny (Pettis 
and Delaplane 2010) there are clear opportunities to explicitly test hypotheses 
concerning this system. For example, whether there are minimum vector 
population sizes required for the European Varroa-implicated strain to invade into 
honeybee populations, or whether the arrival of Varroa-implicated strains will lead 
to a reduction in the Varroa population as speculated by Mondet et al. (2014). 
Alternatively, there may have already been adaptation within the standing DWV-A 
population in the U.S., filling the Varroa-implicated niche, as appears to have 
happened in Hawai’i (Martin et al., 2012), in which case DWV-B will not necessarily 
displace ‘native’ strains. The samples or data necessary to answer such pertinent 
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questions likely already exist in laboratories across the U.S. Another study 
opportunity is that of Australia, which remains as one of the few last bastions of 
Varroa-free A. mellifera in the world (Iwasaki et al. 2015).  
One critical insight into vectored-pathogen virulence which this system may also 
still yield differentiates whether the apparently large increase in Varroa-implicated 
DWV virulence is an indication of a large shift in the optimum virulence of the 
pathogen (Alizon, Hurford, Mideo, & Van Baalen, 2009; Levin & Pimentel, 1981; 
May & Anderson, 1983; Read, 1994) or whether this high virulence represents a 
new evolutionary constraint imposed by the biological basis of infecting the Varroa. 
In the case of the former, higher virulence has rapidly evolved to a new optimum 
value due to change in transmission opportunities afforded by Varroa, via either 
mechanical or infected vectoring (fig. 7.1). This Varroa-induced change in DWV 
transmissibility reflects a variety of different biological processes, for example 
assisted ability to spread between colonies (Forfert et al. 2015, Brosi et al. 2017) 
reducing spatial structuring. If this is the case, then experimental manipulation of 
transmission opportunity, or observation of different honeybee management 
regimes with different transmission opportunities, should yield corresponding 
changes in DWV virulence. This contrasts with the alternative hypothesis, related 
only to infected vectoring (fig. 7.1), that the ability to infect Varroa comes at the 
cost of greatly elevated virulence but is still a competitive phenotype by benefitting 
from a superior transmission route. In this case, it may be that the current virulence 
observed in honeybees of Varroa-adaptive strains is higher than the hypothetical 
optimum, and that if a strain could be equally replication-competent in Varroa but 
replicate to much lower titres in the honeybee, it would be evolutionarily favourable. 
In the case of this hypothesis, the current Varroa-implicated strains have hit a 
‘glass floor’, where the advantageous molecular adaptation through which they can 
infect Varroa causes greatly elevated, disadvantageous virulence in the honeybee. 
In this case, the previously proposed experiments or observational studies of 
different transmission potential for the virus would not yield corresponding changes 
in DWV virulence, as the changes in optimum replication in the honeybee are 
irrelevant when the virus is already biologically constrained to a phenotypically 
distant, higher than optimal replication rate in the honeybee. 
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Discerning between these two hypotheses is therefore empirically viable and would 
potentially align with the concepts first introduced in this review. For example, the 
first hypothesis of changing optimum virulence, afforded by greater ease of 
transmission, reflects the initial arguments first laid out by Ewald and others (Bull, 
1994; Ewald, 1996; Ewald, 1993) which have since between shown to be 
theoretically unlikely (Day 2002; Cressler et al. 2016). However, arguments around 
reduced spatial structure do remain theoretically sound (Boots and Sasaki 1999). 
The second hypothesis, that the high virulence exhibited by the vectored pathogen 
is far higher than a hypothetical optimum, and reflects instead a biological 
constraint, aligns with work examining the balancing act of virulence between 
definitive host and vector (Elliot et al., 2004; Elliot et al., 2003; Gandon, 2004; 
Gower et al., 2004; Rigaud et al., 2010), and would provide great insight into this 
virulence-balancing phenomenon. 
Summary 
Overall, the substantial research investment undertaken to understand honeybee 
losses to infectious diseases offers not only applied solutions for the system 
(Sumpter and Martin 2004; Neumann et al. 2012) but a multitude of opportunities 
for studying the ecology and evolution of infectious diseases (Chantawannakul & 
Cutler, 2010; Chen et al., 2006; Möckel et al., 2011). This review details one of 
those opportunities: a demonstration of the consequences of a pathogen evolving 
to exploit an indirect, vectored transmission route from an ancestral state of direct 
transmission, and in doing so manifesting as profoundly more virulent. This 
phenomenon, captured by honeybee researchers across the last three decades, 
provides in our view the best evidence we have to date supporting the hypothesis 
that transmission via vectors can lead to, or select for, higher virulence. More 
specifically, the system provides opportunities to test the mechanistic underpinning 
of this observation; either that adapting to infect a second host (in this case the 
Varroa mite) comes at the cost of above-optimum virulence in the definitive host 
leading to an evolutionary constraint, or that the large change in transmission leads 
to a higher optimum virulence which may respond to further changes in 
transmission likelihood. 
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As research into this system continues it may be possible to better measure the 
virulence manifested by Varroa-implicated strains in the mite, providing avenues to 
investigate how vectored pathogens balance virulence between their vector and 
definitive host. Should such research endeavours prove fruitful, and given the 
recent developments in DWV research such as characterisation of its surface 
molecular structure (Škubník et al. 2017), the Varroa-DWV-honeybee system 
stands to become a uniquely valuable asset for the ecology and evolution of 
infectious disease. Similarly, further work into the potential mechanical vectoring of 
a suite of honeybee viruses may provide their own critical insights, both 
independently and as comparisons to the candidate adaptations shown by DWV. 
Understanding the evolutionary drivers underpinning the wide virulence range 
observed across infectious diseases remains a key research goal with the ultimate 
aim of virulence management. Systems, such as DWV, that have undergone 
natural experiments can, alongside theory, help us to determine the general 
principles that determine virulence in nature. In this case, it provides excellent 
evidence that vectors can select for highly virulent diseases. 
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Chapter 8 –  Identifying regions of risk to honeybees from Zika vector control 
in the U.S. 
Abstract 
Managed honeybees are a crucial component of many countries’ agricultural 
systems. Critically, it is now well established that honeybees are declining in the 
face of multiple threats, and therefore, it is important that we determine and 
mitigate new threats. The emergence of Zika virus has introduced the new threat of 
insecticidal mosquito control leading to honeybee losses, with demand from 
beekeepers for a comprehensive risk assessment to help mitigate losses. Here, we 
present novel estimates of county-level honeybee colony densities across the 
United States, and combine this new data with different projections of Zika virus 
suitability to assess the magnitude of this risk. We find that up to 13% of colonies 
can reasonably be expected to experience elevated risk of damaging pesticide 
exposure, according to interpretation of current Zika virus projections. We show a 
significant positive correlation between areas of Zika suitability and honeybee 
colony density. Increased risk of colony loss to pesticides are found in the South-
East, Gulf Coast, Florida, and the California Central Valley. We highlight certain 
states which are better placed to mitigate threats, recommending other states look 
towards these schemes to protect apiculture from both government and 
commercial pesticide application. 
Introduction 
Threats to pollinators are of serious and growing concern for global agricultural 
systems (Potts et al. 2016) which rely on robust and diverse pollinator 
assemblages to provide pollination services (Hoehn et al. 2008; Garibaldi et al. 
2013), especially in the context of global change (Klein et al. 2007; Brittain et al. 
2013a; Rader et al. 2013). Pollination services are important for both fruit quantity 
(Garibaldi et al. 2013) and quality (Knapp et al. 2017). However a small subset of 
bee species are the majority providers of these necessary pollination services 
(Kleijn et al. 2015), with honeybees frequently and successfully employed as 
supplementary pollinators (Rader et al. 2012). In the United Sates (U.S.), managed 
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pollinating bees (principally Apis mellifera) are estimated to be worth $15bn, 
principally due to the demand for managed honeybee colonies to provide 
temporary pollination services (Levin 1983; Calderone 2012). However both wild 
(Potts et al. 2010; Koh et al. 2016) and managed (vanEngelsdorp and Meixner 
2010) pollinating bees are declining in the U.S., leading to large increases in costs 
of honeybee colony rental for farmers (Burgett et al. 2010). There is a complex set 
of ecological literature on the variety of drivers behind these declines including 
disease, landscape change, and pesticide exposure (Potts et al. 2010; Becher et 
al. 2013; Sánchez-Bayo et al. 2016). Although most insecticide exposure to 
managed honeybees is experienced via crop treatments (Johnson et al. 2010), an 
important route of exposure is insecticidal spraying to control nuisance or disease 
vector insects – especially mosquitos (Harriott 2016). 
Emphasis on mosquito control in the U.S. has increased rapidly in response to the 
recent emergence and rapid expansion of Zika viral disease (Schmidt 2016). Whilst 
mosquito controls are already exercised for viruses such as West-Nile or Dengue 
(Rose 2001; Petersen and Hayes 2008; Hadler et al. 2015), public concern has 
traditionally been low in the U.S. (Ho et al. 2007), with mosquitos viewed as a 
nuisance rather than a disease vector (Dickinson and Paskewitz 2012). However, 
the association of Zika with severe birth defects (Mlakar et al. 2016) has led to 
major public health concerns (Fauci and Morens 2016; Gulland 2016; Petersen et 
al. 2016) and widespread media attention, for example the extreme concern 
surrounding the 2016 Olympics in Brazil (Codeco et al. 2016). Consequently, 
mosquito control measures may increase at both the local and regional level in 
response to the emergence of Zika virus, driven by both official public health 
measures and private contracting. This poses a risk to U.S. apiculture and native 
pollinator health (Harriott 2016). 
The proximate risk to apiculture comes from adulticidal mosquito controls (Schmidt 
2016); however, the severity of the threat depends on control approach. Control 
may be decided upon as in the public benefit at the county or state level, but may 
also be undertaken on a private basis by home or land owners soliciting 
commercial mosquito control. In the case of county or state controls, the Centers 
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for Disease Control and Prevention (CDC) first-line recommendation for adulticidal 
spraying is the organophosphate Naled (Dimethyl-1,2-dibromo-2,2-dichlorethyl 
phosphate) (CDC 2016a), applied as an ‘ultra-low volume’ spray (Mount et al. 
1996; Breidenbaugh and Szalay 2010); however, the effectiveness of Naled 
spraying in controlling Aedes has been called into question following recent mixed 
evidence (Bouzid et al. 2016). Various studies have shown low risk quotients 
(Davis et al. 2007), and a generally low impact on most terrestrial non-target 
species (Schleier and Peterson 2010) and invertebrate biodiversity (Breidenbaugh 
and Szalay 2010), partly due to its rapid degradation  (Schleier and Peterson 
2009). However an acute risk remains for some insects exposed to Naled during its 
application (Hoang et al. 2011), with high mortality in exposed honeybees leading 
to demonstrable impacts on colonies (Zhong et al. 2004). Furthermore, there is 
evidence that bees are comparatively more sensitive to stressors such as 
pesticides compared to other insects (Claudianos et al. 2006; Klein et al. 2017).  
Additionally, the CDC lists a variety of alternative insecticides, some of which 
operate as residual sprays (CDC 2016b). A number of these control agents have 
been demonstrated to have negative impacts on individual honeybees or honeybee 
colony performance at sub-lethal levels (Desneux et al. 2007), including the CDC-
listed residual sprays imidacloprid, deltamethrin, bifenthrin, and lambda-cyhalothrin 
(Decourtye et al. 2004; Dai et al. 2010; Ingram et al. 2015; Dolezal et al. 2016). 
While night-time spraying or notification of beekeepers to allow the covering of 
colonies can prevent exposure to rapidly degradable insecticides (Harriott 2016), 
exposure to residual sprays is much harder to prevent due to their permanence in 
the landscape (Sánchez-Bayo and Goka 2014). Other mosquito control 
approaches such as source reduction, biocontrol, larvicides (for example, hormone 
mimics), and the use of toxins from Bacillus thuringiensis israelensis are all viable 
in reducing mosquito prevalence (Floore 2006) and do not threaten honeybees. 
Where adulticidal spraying is mandated, aerial, backpack, or truck-mounted may all 
be employed based on the scale of the operation. Of these, aerial spraying is of the 
greatest threat to honeybees, and is routinely employed as a prevalent method of 
pesticide delivery (Matthews 2011). Honeybee colony losses in response to 
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county-mandated Zika control measures using aerial spraying have already been 
confirmed (Clemson University 2016).  
There is a lack of information on the prevalence of, and mitigation techniques 
employed by, commercial pesticide services when solicited by private home- or 
land- owners. Minimum standards require that all applicators follow pesticide 
labels, but no further legal requirements exist at the federal level. States issue 
pesticide applicator licenses for private or commercial mosquito control, but 
information on what pesticides or approaches are used by commercial agents is 
difficult to obtain. Additionally, mitigation methods used by commercial control 
agents are likely very variable and another unknown. Night-time spraying may be 
much less likely, and information on local apiaries is not immediately accessible to 
private operators. Understanding the role of commercial mosquito control may be 
critical in protecting beekeeper’s livelihoods – with beekeeping organisations 
already expressing concern over colony losses to commercial mosquito control 
operations (MABA 2016). As efforts to verify and quantify these reports are 
undertaken, understanding of the prevalence of honeybee colony loss due to 
privately contracted mosquito control activities will improve. Until then, as we lack 
information on the prevalence, timing, and target areas of much of the spraying 
undertaken in the U.S., a formal risk assessment remains outside this paper’s 
scope. 
Instead, this paper seeks to establish the more basic question of where and at 
what magnitudes Zika responsive mosquito control poses a risk to apiculture, and 
by extension pollination service provision and therefore wider agriculture. The 
threat of emerging agricultural diseases is recognised (Anderson et al. 2004; 
Fisher et al. 2012), however the potential indirect impact of human disease on 
agriculture seems unaddressed. Our identification of areas of high Zika suitability 
coinciding with high levels of apicultural activity will help mitigate potential conflict 
between apiculture and Zika control. In doing so, we hope to inform beekeepers, 
commercial mosquito control agents, and county or regional officials in finding the 
most responsible approaches to vector control whilst minimising damage to 
apiculture. 
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Materials and Methods 
ZIKA SUITABILITY 
For prediction of where Zika is likely to be a problem in the U.S., we used 
published projections from independent predictions of where Zika may 
endogenously transmit. These published projections of Zika virus extent employ 
ecological niche modelling approaches, an approach to mapping disease 
transmission risk that has recently become highly popular in disease ecology. 
While some diseases are globally cosmopolitan, most vector-borne diseases do 
not occupy the entire range of their vectors, and ecological niche models have 
been increasingly employed to make these geographic delineations. We examine 
three separate projections generated from independent studies which sought to 
predict Zika-suitable regions using Zika-specific ecological niche models (others 
adapting dengue or Aedes data have been omitted here): Carlson et al. (2016), 
Messina et al. (2016), and Samy et al. (2016); hereafter we refer to these 
projections by the name of the first author (‘Carlson’, ‘Messina’, ‘Samy’ 
respectively). The differences between these studies are subtle and often 
technical, but the disagreement between their results is in some regions profound 
(for a detailed analysis of their disagreement, see Carlson, Dougherty, Boots, Getz, 
& Ryan, (2018)), with Carlson (the most restrictive) suggesting Zika will be 
confined to the southernmost tip of Florida and highly limited areas of Los Angeles 
county while Samy suggests isolated outbreaks of Zika are possible throughout the 
entire U.S. For each projection, we projected U.S. counties onto mapped suitability, 
and calculated the proportions of county areas which a given projection predicts to 
be suitable for Zika. These values are detailed in Supplementary Material 5, and 
presented as choropleth maps in fig. 8.2. 
HONEYBEE COLONY NUMBERS 
In order to approximate the commercial honeybee colony numbers for each county 
across the U.S. we use the most recently available 2012 Agricultural Census data 
(USDA - NASS 2012a). This census data presents the number of honeybee farms 
(hereafter referred to as ‘beekeeping operations’) and number of honeybee 
colonies for most counties in the U.S. For some counties, no information on the 
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number of beekeeping operations and honeybee colonies was available 
(Supplementary Material  5) due to no active beekeeping operations voluntary 
contributing to the census. We expect the numbers of commercial colonies in these 
counties to be small, as the total number of colonies captured in the census is in 
line with the total number of recognised colonies in the U.S. 
Some counties had the number of colonies withheld to protect the commercial 
interest of beekeepers which could be identified (USDA - NASS 2012a). A 
bootstrapping approach was used to estimate the number of colonies present in 
these counties. For each state, we generated a distribution of the mean number of 
colonies per beekeeping operation from counties with known colony counts. In 
addition, we calculated the total number of unaccounted for colonies in the state by 
comparing the given state total against the total number of colonies in counties with 
known counts. We then sampled this state-wide distribution for all beekeeping 
operations with unknown numbers of colonies, and scaled the sampled numbers to 
match the number of unaccounted for colonies. This was repeated 10,000 times to 
obtain mean and standard deviation estimates of colony numbers in these 
counties. Once bootstrapping had been completed for all counties with withheld 
numbers of colonies, we scaled our total number of colonies in the U.S. to match 
the published number of bee colonies as of January 2016 (USDA - NASS 2017a), 
which includes all operations of five or more colonies as defined by the USDA.  We 
assume the distribution of these commercial colonies across the U.S. is 
represented by the estimates we generate from the 2012 census. Estimates of 
commercial colony numbers for each U.S. county are found in Supplementary 
Material 5.  
ASSESSING RISK TO HONEYBEES 
We examined the risk of honeybee colonies being exposed to Zika prevention 
measures through choropleth maps (using ‘choroplethr’ - (Lamstein and Johnson 
2015)) and U.S.-wide summaries. We multiplied the density of colonies in each 
county by the proportion of the county area predicted to be suitable for Zika in each 
projection. This approach yielded density-based maps of where and total estimates 
of how many colonies are likely to be at risk from preventative Zika measures, 
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according to each projection. Additionally, we assembled a county-by-county table 
detailing estimated number and density of colonies, and proportion of county area 
suitable for Zika according to each projection (Supplementary Material 5). 
Finally, we examined whether there was any correlation between where a given 
projection predicted high Zika suitability and where high densities of honeybees 
could be found. We used non-parametric tests for correlation (Spearman’s rank) to 
establish whether, amongst counties with a non-zero area of Zika suitability, 
counties with larger or smaller proportions of their area predicted as Zika suitable 
were also more likely to have higher or lower densities of honeybee colonies. Non-
parametric testing was necessary due to the highly irregular distributions of the 
data, which rendered any parametric testing unsuitable. 
 
Results 
Our estimates of colony density across the U.S. revealed considerable variation, 
even between neighbouring counties, with cross-continental densities spanning 
two orders of magnitude (fig. 8.1). Notable regions of extremely high colony density 
included the Central Valley of California, Florida, and the Dakotas (fig. 8.1), with 
expansive areas of moderately high colony density across much of the eastern 
United States. This pattern is in line with traditional rhetoric on where the major 
beekeeping regions of the U.S. are (Caron and Connor 2013). The conspicuous 
band of counties with no information reflects counties where no beekeepers replied 
to the census, and very clearly matches a notable north-sound band of the U.S. 
with extremely low population density and high rates of population emigration (US 
Census Bureau 2015), suggesting that indeed very few beekeeping operations 
exist in these counties. 
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Figure 8.1 - Choropleth map of estimated colony density for beekeeping operations 
with 5 or more hives. Calculated using data taken from USDA Agricultural Census 
(USDA – NASS, 2012), with withheld values estimated by bootstrapping.  
We found some significant correlations of county area suitability for Zika and 
density of honeybee colonies. Due to the large number of counties with no 
projected Zika suitability, we limited this rank correlation analysis to include only 
counties with some area predicted suitable for Zika. For each projection, we 
assessed whether counties with higher proportional areas of predicted Zika 
suitability also had higher honeybee colony densities. We found no correlation for 
the Carlson projection ( = -0.316 , p = 0.216), which may be limited by the low 
number of counties included. However significant correlations were found for the 
Messina ( = 0.138, p = 0.004), Samy ( = 0.168, p < 0.001) projections. 
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Figure 8.2 - Choropleth maps showing proportion of County area suitable for Zika 
across the United States. a) shows data from Carlson’s projection, b) shows data 
from Messina’s projection, c) shows data from Samy’s projection. 
Our risk maps (fig. 8.3) quantitatively account for the area of a county suitable for 
Zika, and colony density, and show large difference between projections as would 
be expected (see fig. 8.2 and Carlson et al., (2018)). Carlson’s projection shows 
the least worrying projection. Overall, we expect less than 1% of colonies will 
coincide with autochthonous Zika transmission according to Carlson’s datatset 
(Table 8.1). The Messina projection shows a pattern of coincidence with colonies 
now confined principally to Florida, South Georgia, and the Gulf Coast (fig. 8.3b). 
However, the high density of colonies in these regions combined with expansive 
areas of Zika suitability leads to an expectation that around 9.4% of colonies in the 
U.S. may coincide with established Zika, over ten-times the estimate from the 
Carlson projection (Table 8.1). For the Samy projection (fig. 8.3c) the Californian 
Central Valley appears as a large area of high colony density and extensive Zika 
suitability, coupled with Florida and parts of the Gulf Coast. Under the Samy 
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projection, 13% of colonies in the U.S. may be expected to coincide with potential 
for Zika outbreaks (Table 8.1). 
  
  
Figure 8.3 - Choropleth maps of estimated colony density for beekeeping 
operations with 5 or more colonies across the United States multiplied by 
proportion of county area suitable for Zika. a) uses suitabilities from Carlson’s 
projection, b) uses suitabilities from Messina’s projection, c) uses suitabilities from 
Samy’s projection.    
The data underpinning the choropleth maps can be examined in full detail in 
Supplementary Material 5, and should be consulted for information about individual 
counties. 
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Discussion 
Our analysis shows the potential for regional exposure of honeybee colonies to 
mosquito-controlling insecticides, as well as scope for mitigating this threat. The 
risk of exposure could be most pronounced in areas of the U.S. where agriculture 
heavily relies on pollination services for good yields and profitable farming, 
potentially exacerbating the overall risk posed to apiculture. However, the degree 
of uncertainty between our analyses illustrates a difficult challenge for officials to 
navigate. The magnitude of differences between projections, and therefore 
uncertainty in the numbers of colonies which may be exposed to insecticidal 
spraying, is a problem which must be addressed if responsible Zika control is to be 
achieved. Additionally, the challenges of interpreting these projection differences is 
as profound if our analysis is to be extended to native pollinators. 
Should spraying be confined only to the specific areas within counties which are 
considered Zika suitable, differences in colony exposure between published 
projections span over an order of magnitude (Table 8.1), reflected by the regions 
identified as potential hotspots of colony losses in the choropleth maps (fig. 8.3). 
For the Messina and Samy projections, proportions of colonies at risk across the 
U.S. are of magnitudes relevant to or comparable with summer losses of colonies 
Table 8.1 - Percent of colonies in the United States estimated to 
geographically coincide with Zika preventative or responsive measures 
under different published projections. Uncertainties are standard errors 
associated from the bootstrapping used when gauging honeybee colony 
densities. 
Zika Suitability Projection 
Percent of colonies in U.S. 
Geographically Coinciding with Response 
Carlson 0.75 ± 0.01 
Messina 9.44 ± 0.30 
Samy 13.03 ± 0.20 
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across the entire U.S. (Steinhauer et al. 2014). Whilst it is difficult to say what the 
proportional loss or reduction in productivity of colonies would be following 
spraying, pesticide kills are cited as the 3rd most common cause of colony loss by 
American beekeepers (Bee Informed Partnership (Connell et al. 2012), accessed 
May 2017). This magnitude of exposure highlights that the potential economic loss 
to agriculture discussed here is of industry relevance even if only very targeted 
spraying is carried out.  
We therefore stress our capability to reduce impact on colonies to insignificant 
levels through thorough warning procedures, and through mosquito control 
approaches which do not pose an acute threat to honeybees. As previously 
discussed, the principal routes of impact on honeybees from Zika control are from 
adulticidal approaches. Non-residual ‘space sprays’ (CDC 2016b) are only a threat 
to adult honeybees outside the hive, and are therefore preferably applied at night 
time (when no bees are outside the hive), eliminating risk of exposure. The 
greatest threat occurs during day time hot weather when most adult bees are 
‘bearding’ outside the entrance to their hive in order to thermoregulate (Caron and 
Connor 2013). Notably, warm weather in much the U.S. aligns with when mosquito 
vectors are most abundant. Notifying beekeepers in such conditions (day time 
spraying in warm weather), and reducing space spray drift, is critical in preventing 
further losses. In the case of residual sprays, permanence in the landscape 
inevitably means some exposure to honeybees, as pesticides will be brought into 
the hives in both flower pollen and nectar, where honeybee larvae are then 
exposed (Rumkee et al. 2017). In these cases, reducing the quantities of pesticide 
used is paramount. In both of these instances (reducing pesticide volumes and 
reducing drift during application) ensuring the use of effective modern application 
technologies is of great benefit (Matthews and Thomas 2000; Matthews and 
Hamey 2003; Matthews 2008) 
It is immediately apparent from our choropleth maps (fig. 8.2) that there is currently 
limited consensus on where in the U.S. we might expect areas of autochthanous 
Zika transmission (Carlson et al. 2018). This, in part, reflects the different 
approaches used by these studies, and the challenges posed by a recently 
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emerging infectious disease. For example, Carlson uses exclusively Old World 
Zika occurrence across the last half century (Carlson et al. 2016) so as to avoid the 
confound of the outbreaks coinciding with an El Niño year (Paz and Semenza 
2016). This, however, presents a much more limited projection and may miss 
ecological differences between Old World and New World strains. Messina does 
include the much more expansive New World projection, but parameterises much 
of their ecological niche model with assumptions taken from knowledge of dengue 
virus (Messina et al. 2016). Samy differs from both by including socioeconomic 
factors as a semi-separate driver of autochthonous Zika transmission, additional to 
environmental suitability (Samy et al. 2016). This understandably leads to a much 
more expansive Zika range and highlights areas of high population density, which if 
not interpreted correctly could incite alarm. These critical but nuanced differences 
between projections are impractical for consideration by most officials, but as our 
analysis demonstrates, could lead to very different economic impacts as Zika 
responses mount. 
We believe that some of the differences between projections may however be 
useful in assessing the more challenging question of where mosquito control poses 
most threat to honeybee colonies. For example, in the case of colonies being lost 
to spraying in Dorchester County, South Carolina in September 2016 (Clemson 
University 2016), our county-level data shows that two of the three projections 
predict no areas of suitability for Zika in this region, with the third projection (Samy) 
showing about 20% of the county area is classified as suitable. This case of 
seemingly low Zika suitability demonstrates how many counties across the U.S. 
may be sites of future spraying. 
The Samy projection’s inclusion of socioeconomic factors – including population 
density – is a likely driver of the strong statistical correlation between Zika 
suitability and colony density for this projection (Carlson et al. 2018). Honeybee 
colonies are unsurprisingly associated with higher population densities (fig. 8.1), 
and it is likely that many of the colonies missed by this analysis (operations with < 
5 colonies) are found in urban or sub-urban areas. Pressure on officials to take 
action against Zika will be influenced by population densities and likelihood of 
 126 
travel cases – and therefore could be considered partly accounted for in the Samy 
projection, regardless of the veracity of its autochthonous Zika transmission 
predictions. Additionally, solicitation of commercial mosquito control agents will 
pose threat to honeybee colonies only where homes are close enough together for 
substantial pesticide drift or exposure to foragers – again tightly aligned with 
population density. We therefore take the opinion that combining our colony 
density map with the Samy projection may inherently capture additional factors 
contributing to the likelihood of conflict between Zika abatement and managed 
honeybees. 
The correlative association between apparent Zika suitability and honeybee colony 
density is cause for concern. Whilst this correlation is not apparent for the limited 
area of the Carlson projection, for the Messina and Samy projections, counties with 
more Zika suitable area have higher densities of colonies. The potential population-
density driver behind this for the Samy projection is discussed above. However in 
the case of the Messina projection, Zika suitability is evaluated on purely 
environmental (principally climatic) grounds. The significant correlation in this case 
supports a hypothesis that, at smaller scales, environmental conditions which 
attract high colony densities (areas which are good for beekeeping) are also 
environmental conditions associated with supporting Zika transmission. 
Speculatively, one potential environmental driver behind this is that neither Zika 
vectors nor honeybees fare well in very arid environments. 
Some specific regions of the U.S. stand out as areas of concern in this analysis. 
Two regions are consistently identifiable across all projections: southern Florida 
and parts of Hawaii (fig. 8.3). Whilst Zika risk in Hawaii is high (fig. 8.2), and 
apiculture prevalent at moderate densities on the islands (fig. 8,1), insecticidal 
responses for mosquito control are more likely to be assessed based on threats to 
native fauna. This is especially likely given the recent listing of several endemic 
Hawaiian bees on the U.S. endangered species listing (FWS 2016). Our 
presentation of projected environmental suitability estimates for Zika virus 
(Supplementary Material 5) may be relevant when considering the threat to 
endemic insects. 
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In the case of Florida, the South-East, and the Gulf Coast, Carlson’s projection 
limits Zika to southernmost Florida where there are only moderate estimated 
colony densities (fig. 8.3a); but both Messina and Samy predict greater 
environmental suitability in northern Florida where colony densities are higher (fig. 
8.3b – 8.3d). Similarly, both projections predict an appreciable degree of Zika 
suitability coinciding with moderate to high colony densities across parts of the gulf 
and South-East. The need for immediate review of Aedes control processes and 
protection of apiculture likely varies across this region. Florida, for example, 
already exercises considerable mosquito control programs (Duprey et al. 2008), 
which are already implicated in the successful control of Zika (Dinh et al. 2016), 
and therefore may be better equipped with processes and policies to protect 
apiculture, agriculture, and the environment. Additionally, beekeepers in this region 
may already have measures in place to mitigate losses due to aerial drift from 
commercial mosquito control agents. However other states or counties across this 
region, and beekeepers operating in them, may not have robust processes in 
place. States such as Louisiana legally require registration of every apiary in the 
state; however, this information is not publicly available, in order to protect 
commercial interests and to prevent opportunistic theft or vandalism of apiaries. 
Requiring commercial or county-mandated pesticide application to account for 
nearby apiaries in mitigating unintended pesticide damage would be very 
beneficial, and could be a sensible model for other states in the region to adopt. 
The prevalence of commercial mosquito control in this region makes due process 
particularly important as public concern over Zika grows: for example in Georgia, 
there are 994 active mosquito control licences as of May 2017. 
The Californian Central Valley is another important region our analysis highlights. 
There is stark disagreement between suitability projections for Zika across 
California (fig. 8.2). Considering the large area, high agricultural value (Schoups et 
al. 2005), high colony density (fig. 8.1), and large population (US Census Bureau 
2015) present across California’s Central Valley, these mixed predictions are liable 
to pose a considerable challenge. However, California law already specifies the 
requirement of licensed mosquito control agents to notify beekeepers, with 
exceptions only granted for commercial control agents who are part of the 
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Department of Health Services ‘Cooperative Agreement’. This model may be a 
useful example for other states when navigating conflict between mosquito control 
and the apicultural industry. 
There is additional concern that Florida and the Central Valley of California are 
areas of identifiable risk. Our estimation of colony densities in these areas is likely 
conservative due to the number of transient colonies which pass into these areas 
as part of migratory beekeeping operations. Both Florida and the Californian 
Central Valley draw large numbers of migratory colonies (Hodges et al. 2001; 
Simone-Finstrom et al. 2016), either for overwintering, or due to the high demand 
of pollination services required for the agricultural industries in these areas (Potts 
et al. 2016). Of particular note are the almond orchards in the Central Californian 
Valley (Brittain et al. 2013b) and the citrus industry in Florida (Russ 1999; Albrigo 
and Russ 2002). The potential risk of new or heightened mosquito control 
measures in these regions may pose a threat to migratory colonies, however the 
phenology of major pollination demand periods may not necessarily overlap with 
periods requiring abundant mosquito control. 
It however worth framing the risk of Zika-associated pesticide exposure in these 
intensive agricultural environments to the agricultural-use insecticides likely already 
present. Areas of agriculture intense enough to warrant supplemetentary 
pollination (provided by migratory beekeeping) are also likely to see widespread 
pesticide application for agricultural purposes. Efforts have been made to map U.S. 
pesticide use at a county-by-county resolution before using the common herbicide 
atrazine as a proxy for pesticide use (Nakagaki and Wolock 2005), resulting in 
similar maps to those presented in this study. Nakagaki and Wolock (2005) 
highlight that whilst the mid-west of the U.S. sees the most intensive pesticide use, 
where Zika is unlikely (fig. 8.2), honeybees are widespread and abundant (fig. 8.1). 
Notably, regions of concerned highlighted in thus study such as the Californian 
central valley, Southeast, and Florida, also show evidence of widespread 
agricultural pesticide (Nakagaki and Wolock 2005). It may therefore be likely that, 
excepting aerial spraying in hot weather, the presence of additional pesticide in 
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landscape in Zika-prone areas will be dwarfed by the abundance of agricultural 
pesticides. 
This study presents what we believe to be the first honeybee colony density map of 
the U.S. resolved to county level, and the limitations of this require some appraisal. 
The patterns presented in fig. 8.1, as described in the results, are in good 
agreement with population densities and areas traditionally understood to be 
important for U.S. apiculture. One caveat of our approach is the difficulty in 
accounting for migratory beekeeping, which underpins much of U.S. apiculture 
(Rucker et al. 2012; Brosi et al. 2017). To our knowledge, no suitable quantitative 
data on seasonal variation in honeybee colony densities due to migratory practices 
is available, and so could not be included in the analysis. However as discussed 
above, regions known to be destinations of large numbers of migratory operations 
can still be assessed. Additionally, beekeeping operations (regardless of their 
location) can refer to the data presented here to make their own assessments of 
how likely they are to encounter Zika preventative measures during their migratory 
movements. 
Our approach is based on the 2012 Agricultural Census data, which is part of a 
voluntary program; it is therefore difficult to establish what the uptake amongst 
beekeepers is. For some states, beekeeper registers are maintained, and can 
therefore be tested against. In Louisiana, as of 2016 there were 679 registered 
beekeepers in the state – more than twice the 323 beekeeping operations 
accounted for by our analysis. Whilst the census may therefore miss many 
beekeepers, the scale of these missed operations appears small. The agricultural 
census, and most USDA records, exclude operations with fewer than five colonies. 
Across the country the census accounts for 3,282,570 colonies in the U.S. in 2012. 
The most recently available total for the U.S. is annual peak honeybee colony 
number for July 2015 - 3,132,880 colonies (USDA - NASS 2017a). Unfortunately, 
equivalent data does not exist for 2012. Instead, records for specifically honey 
producing colonies do exist. Honey producing colonies in 2015 peaked at 
2,660,000 colonies (USDA - NASS 2017b), 85% of the previously stated total. The 
equivalent figure in 2012 is 2,624,000 (USDA - NASS 2013); if we assume that 
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85% of U.S. colonies are listed as honey producing, as previously derived, we can 
estimate that in 2012 colony number peaked at approximately 3,080,000 colonies. 
This is fewer colonies than accounted for in the census, suggesting that whilst 
many beekeepers may not take part in the census, it accounts for a large majority 
of colonies in the U.S., captures more colonies than other quoted sources, and that 
uncounted beekeepers represent small operations. We therefore consider the 
density map of honeybee colonies across the U.S. to be defensible and accurate in 
its portrayal of U.S. apiculture. 
In addition to identifying broad regions where conflict between Zika control 
measures and apiculture is likely, we present county-level data for practitioners to 
consult (Supplementary Material 5). We hope this data, showing estimated colony 
numbers and Zika suitability, will allow officials to more easily assess the case for 
protecting apiculture. Additionally, beekeepers who are in counties with few 
colonies may not fall in an identified ‘high risk’ region, but still require knowledge of 
likelihood of insecticidal spraying. We therefore present the county-level data for all 
beekeepers to assess the case for their own county, and hope that it will help 
beekeepers in preventing losses. It is apparent that beekeepers are already 
engaging with mosquito control following the Zika virus pandemic and providing 
this information should assist in these efforts. 
In summary, we conclude that the greatest risk to apiculture from Zika abatement 
mosquito controls is likely to be in the South-East and the Gulf Coast. Notably, we 
provide evidence that environmental conditions thought to be conducive to Zika 
virus are also associated with higher densities of honeybee colonies. California, 
Florida, and Hawaii appear as other notable regions but appear to have schemes 
already in place to mitigate impacts from necessary pesticidal control. We believe 
there is potential for effective preventative action in the South-East and Gulf, noting 
Louisiana as an example where registration of apiaries with the state may allow for 
easy preventative measures to be introduced. We strongly encourage officials and 
beekeepers to use the data available and address protecting honeybee colonies. 
Cases can be made for wider mandatory registering of beekeeping activities if 
commercial mosquito control agents must consult this information via official 
 131 
channels. Additionally, these regions of the U.S. should be targeted for increased 
monitoring of colony losses due to pesticides, and should be considered for 
initiatives to encourage beekeepers to report such losses to the authorities. 
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Chapter 9 – Synthesis & Future Directions 
As we work to protect pollinators from the emerging and re-emerging infectious 
diseases threatening pollinator populations (Manley et al. 2015; McMahon et al. 
2018), we must bring a diverse variety of approaches and tools to the challenge. 
This thesis has contributed to that goal by better understanding some of the 
ecological and evolutionary forces determining the dynamics of infectious 
diseases, especially in honeybees and possibly by extension, many wild bee 
populations. 
As briefly mentioned in chapter 7, breeding of Varroa-resistant or otherwise 
pathogen-resistant honeybee stocks is a current goal amongst apiculturalists in the 
fight against honeybee pathogens (Khongphinitbunjong et al. 2015, 2016). In some 
cases, this is understood as an attempt at reversing the accidental selection for 
less resistant honeybee stocks when previous breeders have foscussed on 
phenotypes such as lower aggression (Rittschof et al. 2015). In chapters 2 and 3, I 
examined how selection for viral resistance in a model insect (Plodia interpunctella) 
behaves. I showed in chapter 2 that at least one aspect of viral resistance is a 
genetic and constitutive trait – if the same is true of hygienic or resistance genes in 
honeybees, current efforts to breed better bee stock may be more successful 
knowing that such traits are potentially genetic. However as shown in chaper 3, 
simply selecting for other allegedly correlated traits (hypothetically for example, 
selecting for increased honeybee aggression) will not necessarily also select for 
increased resistance. Such caveats to selection will be critical in honeybee 
breeding programmes. 
Future work on this topic would do well to establish whether there are tractable 
trade-offs in honeybee immunity and other phenotypic traits. A potential approach 
to this would be to exploit studies examining honeybee colony patrilines and 
polyandry, whereby worker bees of specific patrilines may exhibit greater degrees 
of resistance to certain pathogens or higher levels of hygienic behaviour, at some 
cost. The role of polyandry in ensuring colony health, and tying this to genetic 
variation amongst patrilines, is an already established area of research (Tarpy et 
al. 2011, 2012). Having shown that pathogen resistance is likely to have at least 
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some genetic element, I propose as one avenue of future research that individuals 
varying by patriline have their lifespan measured in both in the presence and 
absence of a pathogen. The proposed hypothesis being that ‘low resistance’ 
patrilines will live longer than ‘high resistance’ patrilines in the absence of infection, 
but that they will be vulnerable to much higher mortality in the face of a pathogen, 
and high resistance patrilines will show longer lifespans than low resistance 
patrilines when infected with a cadidiate pathogen. Such work has clear 
implications for the evolutionary management of honeybee diseases, and is 
justified based on well-demonstrated resistance trade-offs such as the one I 
interrogate and better understand in chapters 2 and 3. 
Further, modelling work on the evolutionary outcomes of emerging or re-emerging 
bee diseases is being currently undertaken. If models are used to understand 
potential host evolutionary responses of wild pollinators to the spillover of 
honeybee pathogens, we require the assumptions of such models to be either 
robust or true to reality. Having confirmed in chapter 2 that the common 
evolutionary assumption that parasite resistance is a genetic and constitutive trait 
has some biological support, we can rely with greater sureity on the application of 
evolutionary models to modern conservation challenges. As ecological modelling of 
wild pollinators becomes further established (Henry et al. 2017), evolutionary 
modelling may be a fruiful and justifiable next step.  
Evolutionary modelling in the context of pollinator pathogens is not only relevant to 
hosts, but critically important for pathogen evolution as well. As chapter 7 details, 
we have good reason to believe that selection upon specific bee pathogens 
(namely deformed wing virus, DWV) is currently occurring. Broadly, it is accepted 
that candidate examples of selection on bee viruses point towards increases in 
virulence (Brosi et al. 2017), although as mentioned in chapter 4, understanding 
why parasites are highly virulent has been a critical question for much of 
evolutionary biology (Anderson and May 1982; Ewald 1987, 1993; Read 1994; 
Alizon et al. 2009; Alizon and Michalakis 2015; Cressler et al. 2016). Three 
chapters of this thesis discuss ecological forces determining honeybee 
epidemiology, and one frames this as an evolutionary question. In both the cases 
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of Varroa-vectoring discussed in chapter 7, and industrailisation and intensification 
of apiculture discussed in chapters 5 and 6, selection for increased virulence in 
part relies on reduced spatial structure of the host (honeybee). Invoking this 
hypothesis is done on the basis of the abundant modelling and notable empirical 
demonstrations that reduced spatial structure selects for more virulent parasites as 
discussed in chapter 4. However, as with all modelling, assumptions underpinning 
the models might be critically determining outcomes, and such assumptions must 
be interrogated if they are to inform actionable recommendations in real systems. 
In chapter 4 I examined a critical assumption present in much of the work on 
spatially explicit evolutionary modelling of pathogen virulence. Specifically, I 
relaxed a demographic assumption by allowing reproduction from infected hosts. 
Critically, despite some nuanced differences in outcomes, the core finding remains 
that reducing spatial structure of the infection process selects for more virulent 
pathogens. This confirmation of a core finding highlights the robustness of the link 
between spatial structure and virulence; returning to applying that to the pollinator-
pathogen system, this further highlights why changes in beekeeping such as cross-
continental migration (see references in chapter 6) or novel vectors (chapter 7) 
may pose such a threat. Having taken a step to validate the theory linking spatial 
structure to virulence evolution (chapter 4) and empirically demonstrated a link 
between colony background and long term pathogen dynamics (chapter 6) future 
work on honeybee pathogens should focus on modelling virulence evolution in light 
of changing apiculture. 
We make this future direction of research even more attainable by establishing the 
first ecological model to describe honeybee pathogen dyanmics at the multi-colony 
scale (chapter 5), based on which evolutionary work is currently being undertaken. 
Chapter 5 was an initially surprising result, highlighting that intensification at the 
apiary scale has little meaningful effect on pathogen burden. Future empirical work 
is planned to test this result. This is being done by examining viral titres in colonies 
experiencing different levels of honeybee drift due to manipulated densities and 
apiary structuring. Preliminary data (see Travis Dynes PhD thesis – Emory 
University, quoted here from personal communication) shows results in line with 
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our model prediction – that apiary structure matters little for pathogen ecology. 
However, as chapter 6 shows, there are determining factors which significantly 
alter viral burden in honeybee colonies – in this case, origin or background. 
Synthesising these results, we can narrow down which aspects of modern 
apiculture in the U.S.A. are likely drivers of increased viral abundance and potential 
drivers of selection for higher virulence. Rather than focussing on the scale of 
individual apiaries, instead it appears worthwhile to focus on landscape – and 
indeed continental-level – population mixing and structure. Additionally, this larger 
scale will allow levels of replication to compare pathogen dynamics amongst 
different management regimes. 
Available data on the population structure of honeybees in the U.S.A. is not as 
precise as would be necessary for such landscape-level questions, as partially 
demonstrated and described in chapter 8. As part of chapter 8, I present the first 
and most highly resolved map of where honeybees in the U.S.A. are. Such data 
will be critical in future research understanding landscape level epidemiology of 
honeybees, and by extension, potentially many wild bee populations. Hopefully, the 
application of such data as is showcased in chapter 8 will build momentum for 
beekeepers to consider making their operations more transparent. Fostering such 
practices should be a goal of applied research on honeybees in the U.S.A. Being 
able to estimate, to any reliable degree, the annual movement patterns of 
honeybees across the U.S.A. (rather than the single snapshot presented in chapter 
8) would be an immensely powerful tool for building on the work of chapters 5 and 
6. 
Overall, this thesis demonstrated the aforementioned dual benefit of better 
establishing honeybees as a system for the study of infectious disease ecology 
and evolution. Applying ecological and evolutionary techniques, knowledge, and 
modelling paradigms to honeybees will be of increasingly important benefit for their 
management, which is a critical interest for many stakeholders – including 
beekeepers, wider agriculture, the public, and those focussed on conserving wild 
pollinators. To understand the disease burden wild pollinators are suffering, we will 
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need to understand the epidemiology of honeybees, who are likely drivers of 
spillover defining parasitic threats to their wild counterparts. 
It is an ambition following this thesis that honeybees be further developed as a 
study system for pathogen research. In particular, I think chapter 7 best highlights 
the gains which can be made in fundamental understanding of pathogen biology by 
exploiting the interest in, and importance of, the uniquely well-understood 
honeybee system. I believe this thesis makes some of the first steps in 
demonstrating that by working to protect bees we will gain fundamental knowledge 
beneficial to many critical aspects of public health, agriculture, and the eco-
evolutionary management of society’s infectious disease burdens. 
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Supplementary Material 1 - A genotypic trade-off between constitutive 
resistance to viral infection and host growth rate 
Raw data and analysis script for this chapter is not suitable for presentation in this 
format. 
Associated analysis script and raw data files for this study are available for 
download from both https://onlinelibrary.wiley.com/doi/full/10.1111/evo.13623 and 
https://datadryad.org/resource/doi:10.5061/dryad.5g86200.  
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Supplementary Material 2 – Selection asymmetry in a resistance 
development-time trade-off. 
Raw data and analysis script for this chapter is not suitable for presentation in this 
format. 
Associated analysis script and raw data files for this study are available for  
download from https://github.com/LBartlett/ThesisChapter3. 
 
Figure S2.1. Comparison of fig. 3.3 to alternative analysis using mixed-effects 
model to account for blocked experimental design, as detailed in Chapter 3. 
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Supplementary Material 3 – Industrial bees: when agricultural intensification 
doesn’t impact local disease prevalence. 
Due to the constraints of generating this supplementary material and to preserve 
mathematical typesetting, it is inserted in the following pages as inset images taken 
from the version currently under review at Journal of Applied Ecology, and can be 
downloaded in standalone PDF format from 
https://github.com/LBartlett/ThesisChapterFive. 
Please note that Supplementary Material 3 (following) was co-authored by Carly 
Rozins, who contributed to this work equally with myself. 
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Supplementary Material 4 – Origin and management intensity leave lasting 
effects on honeybee colony viriomes. 
 
Figure S4.1 – Raw fluorescence reads for all targets including the housekeeping 
gene (top, ‘BetaActinAmel’).  ‘No-template-controls’ (NTCs)  are  plotted for the 
final 6, rightmost x-axis points on each  panel.  Colonies correspond vertically such 
that order along each panel’s x-axis is maintained. 
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Figure S4.2  - Alternative visualisation of the relative abundance data plotted in fig. 
4.2, calculated from median-average data and used for the dimensionality 
reduction analyses in fig. 4.3.  Relative viral abundance is  scaled against the 
housekeeping  gene, and colonies are  group by origin  on the x-axis. Colonies 
clearly vary in their total viral relative abundance as well as their relative 
abundance for each virus. 
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Table S4.1 – Model selection results across all 1000 bootstrapped samples used 
for GLMM fitting. Leftmost column shows the best performing model according to 
the Bayesian information criterion (BIC). Centre column shows comparison 
between the GLMM include an interaction effect between origin and viral target 
and the GLMM including viral target and origin as non-interacting, additive fixed 
effects. Rightmost column shows the comparison between the GLMM with non-
interacting, additive fixed effects of viral target  and a null model including only 
viral target. Across all 1000 iterations the interaction model was always the best 
performing. 
Best Model (BIC) 
Model Comparison p-value:  
Interaction Model - Additive Model 
Model Comparison p-value:  
Additive Model - Null Model 
Interaction < 0.00001 0.135658383 
Interaction < 0.00001 0.137328093 
Interaction < 0.00001 0.135685433 
Interaction < 0.00001 0.136553847 
Interaction < 0.00001 0.138143244 
Interaction < 0.00001 0.137239037 
Interaction < 0.00001 0.139891378 
Interaction < 0.00001 0.138427531 
Interaction < 0.00001 0.136303994 
Interaction < 0.00001 0.13823584 
Interaction < 0.00001 0.137265553 
Interaction < 0.00001 0.135826458 
Interaction < 0.00001 0.135295978 
Interaction < 0.00001 0.138250376 
Interaction < 0.00001 0.139737914 
Interaction < 0.00001 0.138952676 
Interaction < 0.00001 0.139718599 
Interaction < 0.00001 0.136554682 
Interaction < 0.00001 0.133382937 
Interaction < 0.00001 0.138587663 
Interaction < 0.00001 0.138056536 
Interaction < 0.00001 0.136657796 
Interaction < 0.00001 0.139251294 
Interaction < 0.00001 0.135362549 
Interaction < 0.00001 0.137326709 
Interaction < 0.00001 0.137485684 
Interaction < 0.00001 0.136981937 
Interaction < 0.00001 0.135738407 
Interaction < 0.00001 0.138294767 
Interaction < 0.00001 0.138997221 
Interaction < 0.00001 0.135414491 
Interaction < 0.00001 0.138005852 
Interaction < 0.00001 0.139048942 
Interaction < 0.00001 0.138639772 
Interaction < 0.00001 0.138663551 
Interaction < 0.00001 0.135209356 
Interaction < 0.00001 0.138581021 
Interaction < 0.00001 0.136933051 
Interaction < 0.00001 0.138201352 
Interaction < 0.00001 0.139850428 
Interaction < 0.00001 0.138552661 
Interaction < 0.00001 0.139606425 
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Interaction < 0.00001 0.136746886 
Interaction < 0.00001 0.136627678 
Interaction < 0.00001 0.140519881 
Interaction < 0.00001 0.137691802 
Interaction < 0.00001 0.136855133 
Interaction < 0.00001 0.137042451 
Interaction < 0.00001 0.138050102 
Interaction < 0.00001 0.138190096 
Interaction < 0.00001 0.138292914 
Interaction < 0.00001 0.137864432 
Interaction < 0.00001 0.138248171 
Interaction < 0.00001 0.138085966 
Interaction < 0.00001 0.135312823 
Interaction < 0.00001 0.138351836 
Interaction < 0.00001 0.13706965 
Interaction < 0.00001 0.134288684 
Interaction < 0.00001 0.139167655 
Interaction < 0.00001 0.138637988 
Interaction < 0.00001 0.141549856 
Interaction < 0.00001 0.138336151 
Interaction < 0.00001 0.137099021 
Interaction < 0.00001 0.135873927 
Interaction < 0.00001 0.13821601 
Interaction < 0.00001 0.138710308 
Interaction < 0.00001 0.13908637 
Interaction < 0.00001 0.138818481 
Interaction < 0.00001 0.139791322 
Interaction < 0.00001 0.134330098 
Interaction < 0.00001 0.138406305 
Interaction < 0.00001 0.137821836 
Interaction < 0.00001 0.140537154 
Interaction < 0.00001 0.136352387 
Interaction < 0.00001 0.139693639 
Interaction < 0.00001 0.139651256 
Interaction < 0.00001 0.136767998 
Interaction < 0.00001 0.13712084 
Interaction < 0.00001 0.136807235 
Interaction < 0.00001 0.137485704 
Interaction < 0.00001 0.137789999 
Interaction < 0.00001 0.139430192 
Interaction < 0.00001 0.139356175 
Interaction < 0.00001 0.139545061 
Interaction < 0.00001 0.136915276 
Interaction < 0.00001 0.136398719 
Interaction < 0.00001 0.138708475 
Interaction < 0.00001 0.13629569 
Interaction < 0.00001 0.139137517 
Interaction < 0.00001 0.13836038 
Interaction < 0.00001 0.136624907 
Interaction < 0.00001 0.138439421 
Interaction < 0.00001 0.137727009 
Interaction < 0.00001 0.137338685 
Interaction < 0.00001 0.135638077 
Interaction < 0.00001 0.138868773 
Interaction < 0.00001 0.134969463 
Interaction < 0.00001 0.140218315 
Interaction < 0.00001 0.135868682 
Interaction < 0.00001 0.139332636 
Interaction < 0.00001 0.137355103 
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Interaction < 0.00001 0.138265567 
Interaction < 0.00001 0.135134634 
Interaction < 0.00001 0.138504472 
Interaction < 0.00001 0.13973659 
Interaction < 0.00001 0.136081334 
Interaction < 0.00001 0.138759496 
Interaction < 0.00001 0.137823271 
Interaction < 0.00001 0.137040247 
Interaction < 0.00001 0.141533121 
Interaction < 0.00001 0.138998456 
Interaction < 0.00001 0.139974639 
Interaction < 0.00001 0.135543135 
Interaction < 0.00001 0.138984393 
Interaction < 0.00001 0.135854914 
Interaction < 0.00001 0.138176406 
Interaction < 0.00001 0.137326227 
Interaction < 0.00001 0.138117433 
Interaction < 0.00001 0.139602402 
Interaction < 0.00001 0.138277407 
Interaction < 0.00001 0.137101395 
Interaction < 0.00001 0.135102884 
Interaction < 0.00001 0.138071682 
Interaction < 0.00001 0.137126475 
Interaction < 0.00001 0.138172764 
Interaction < 0.00001 0.137456806 
Interaction < 0.00001 0.138391609 
Interaction < 0.00001 0.136346704 
Interaction < 0.00001 0.13757595 
Interaction < 0.00001 0.136187502 
Interaction < 0.00001 0.137223414 
Interaction < 0.00001 0.138515636 
Interaction < 0.00001 0.1386019 
Interaction < 0.00001 0.136464724 
Interaction < 0.00001 0.138153319 
Interaction < 0.00001 0.138948379 
Interaction < 0.00001 0.138592302 
Interaction < 0.00001 0.138343195 
Interaction < 0.00001 0.138916355 
Interaction < 0.00001 0.138159952 
Interaction < 0.00001 0.139538301 
Interaction < 0.00001 0.135902709 
Interaction < 0.00001 0.138380091 
Interaction < 0.00001 0.138694747 
Interaction < 0.00001 0.137241149 
Interaction < 0.00001 0.139927807 
Interaction < 0.00001 0.136735166 
Interaction < 0.00001 0.138349657 
Interaction < 0.00001 0.137217983 
Interaction < 0.00001 0.138568232 
Interaction < 0.00001 0.139896799 
Interaction < 0.00001 0.137892811 
Interaction < 0.00001 0.13625929 
Interaction < 0.00001 0.134971899 
Interaction < 0.00001 0.137518522 
Interaction < 0.00001 0.139411224 
Interaction < 0.00001 0.137894633 
Interaction < 0.00001 0.139399836 
Interaction < 0.00001 0.136993765 
Interaction < 0.00001 0.13771898 
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Interaction < 0.00001 0.136889526 
Interaction < 0.00001 0.138849172 
Interaction < 0.00001 0.13857746 
Interaction < 0.00001 0.137507001 
Interaction < 0.00001 0.13837759 
Interaction < 0.00001 0.135665121 
Interaction < 0.00001 0.136343561 
Interaction < 0.00001 0.136635757 
Interaction < 0.00001 0.136616685 
Interaction < 0.00001 0.137884617 
Interaction < 0.00001 0.137660506 
Interaction < 0.00001 0.139273382 
Interaction < 0.00001 0.140832829 
Interaction < 0.00001 0.138820977 
Interaction < 0.00001 0.138116019 
Interaction < 0.00001 0.137980601 
Interaction < 0.00001 0.138457704 
Interaction < 0.00001 0.141310875 
Interaction < 0.00001 0.13995824 
Interaction < 0.00001 0.137465306 
Interaction < 0.00001 0.1380728 
Interaction < 0.00001 0.13624365 
Interaction < 0.00001 0.138165139 
Interaction < 0.00001 0.136114178 
Interaction < 0.00001 0.139052225 
Interaction < 0.00001 0.137660484 
Interaction < 0.00001 0.139174022 
Interaction < 0.00001 0.138169761 
Interaction < 0.00001 0.13825807 
Interaction < 0.00001 0.134656361 
Interaction < 0.00001 0.136917877 
Interaction < 0.00001 0.140377295 
Interaction < 0.00001 0.13734707 
Interaction < 0.00001 0.137799823 
Interaction < 0.00001 0.136437116 
Interaction < 0.00001 0.137694317 
Interaction < 0.00001 0.139565987 
Interaction < 0.00001 0.137989472 
Interaction < 0.00001 0.138638968 
Interaction < 0.00001 0.136766526 
Interaction < 0.00001 0.13882953 
Interaction < 0.00001 0.139166064 
Interaction < 0.00001 0.135967596 
Interaction < 0.00001 0.136545327 
Interaction < 0.00001 0.137766784 
Interaction < 0.00001 0.135880468 
Interaction < 0.00001 0.139177168 
Interaction < 0.00001 0.136715733 
Interaction < 0.00001 0.136975121 
Interaction < 0.00001 0.137792272 
Interaction < 0.00001 0.138208248 
Interaction < 0.00001 0.138425787 
Interaction < 0.00001 0.135127881 
Interaction < 0.00001 0.136675555 
Interaction < 0.00001 0.137998841 
Interaction < 0.00001 0.135083922 
Interaction < 0.00001 0.1361597 
Interaction < 0.00001 0.138114379 
Interaction < 0.00001 0.139457049 
 179 
Interaction < 0.00001 0.136617547 
Interaction < 0.00001 0.134806755 
Interaction < 0.00001 0.138469865 
Interaction < 0.00001 0.136511915 
Interaction < 0.00001 0.137108204 
Interaction < 0.00001 0.135746668 
Interaction < 0.00001 0.136468423 
Interaction < 0.00001 0.136892347 
Interaction < 0.00001 0.137021613 
Interaction < 0.00001 0.139975708 
Interaction < 0.00001 0.137379398 
Interaction < 0.00001 0.138175997 
Interaction < 0.00001 0.140261266 
Interaction < 0.00001 0.136510132 
Interaction < 0.00001 0.137021697 
Interaction < 0.00001 0.13581923 
Interaction < 0.00001 0.135255807 
Interaction < 0.00001 0.137712795 
Interaction < 0.00001 0.137385552 
Interaction < 0.00001 0.138377234 
Interaction < 0.00001 0.139025186 
Interaction < 0.00001 0.13576828 
Interaction < 0.00001 0.139760159 
Interaction < 0.00001 0.137882297 
Interaction < 0.00001 0.138906332 
Interaction < 0.00001 0.139067071 
Interaction < 0.00001 0.13751389 
Interaction < 0.00001 0.137464511 
Interaction < 0.00001 0.138515978 
Interaction < 0.00001 0.139317825 
Interaction < 0.00001 0.137755699 
Interaction < 0.00001 0.13926038 
Interaction < 0.00001 0.136908867 
Interaction < 0.00001 0.138103286 
Interaction < 0.00001 0.138441952 
Interaction < 0.00001 0.138892541 
Interaction < 0.00001 0.141736402 
Interaction < 0.00001 0.136950011 
Interaction < 0.00001 0.139496325 
Interaction < 0.00001 0.134537556 
Interaction < 0.00001 0.139432582 
Interaction < 0.00001 0.138189705 
Interaction < 0.00001 0.138825778 
Interaction < 0.00001 0.137845569 
Interaction < 0.00001 0.139946976 
Interaction < 0.00001 0.137154754 
Interaction < 0.00001 0.135918263 
Interaction < 0.00001 0.138052261 
Interaction < 0.00001 0.139630034 
Interaction < 0.00001 0.139107428 
Interaction < 0.00001 0.139018107 
Interaction < 0.00001 0.140641145 
Interaction < 0.00001 0.137819945 
Interaction < 0.00001 0.136474271 
Interaction < 0.00001 0.139072177 
Interaction < 0.00001 0.138256746 
Interaction < 0.00001 0.137077297 
Interaction < 0.00001 0.136849047 
Interaction < 0.00001 0.137648543 
 180 
Interaction < 0.00001 0.137352688 
Interaction < 0.00001 0.138784722 
Interaction < 0.00001 0.138033693 
Interaction < 0.00001 0.139131674 
Interaction < 0.00001 0.138657158 
Interaction < 0.00001 0.136233753 
Interaction < 0.00001 0.137148827 
Interaction < 0.00001 0.135371007 
Interaction < 0.00001 0.137171198 
Interaction < 0.00001 0.139239138 
Interaction < 0.00001 0.136226386 
Interaction < 0.00001 0.136802766 
Interaction < 0.00001 0.134068889 
Interaction < 0.00001 0.138042002 
Interaction < 0.00001 0.138819985 
Interaction < 0.00001 0.136481545 
Interaction < 0.00001 0.138707769 
Interaction < 0.00001 0.139456208 
Interaction < 0.00001 0.13964001 
Interaction < 0.00001 0.139096946 
Interaction < 0.00001 0.134322103 
Interaction < 0.00001 0.137185235 
Interaction < 0.00001 0.137007193 
Interaction < 0.00001 0.136625873 
Interaction < 0.00001 0.137694766 
Interaction < 0.00001 0.137626812 
Interaction < 0.00001 0.134490008 
Interaction < 0.00001 0.1395876 
Interaction < 0.00001 0.138862813 
Interaction < 0.00001 0.137929093 
Interaction < 0.00001 0.138828936 
Interaction < 0.00001 0.139651914 
Interaction < 0.00001 0.136028462 
Interaction < 0.00001 0.138943465 
Interaction < 0.00001 0.136090507 
Interaction < 0.00001 0.140389715 
Interaction < 0.00001 0.136765498 
Interaction < 0.00001 0.136897537 
Interaction < 0.00001 0.139143812 
Interaction < 0.00001 0.139066768 
Interaction < 0.00001 0.137897288 
Interaction < 0.00001 0.139103624 
Interaction < 0.00001 0.138408338 
Interaction < 0.00001 0.13677574 
Interaction < 0.00001 0.140710352 
Interaction < 0.00001 0.136737908 
Interaction < 0.00001 0.137517598 
Interaction < 0.00001 0.140572024 
Interaction < 0.00001 0.13888414 
Interaction < 0.00001 0.136559996 
Interaction < 0.00001 0.135794646 
Interaction < 0.00001 0.139098314 
Interaction < 0.00001 0.137055206 
Interaction < 0.00001 0.137939854 
Interaction < 0.00001 0.135622505 
Interaction < 0.00001 0.139176549 
Interaction < 0.00001 0.137791116 
Interaction < 0.00001 0.138766609 
Interaction < 0.00001 0.137353109 
 181 
Interaction < 0.00001 0.137969769 
Interaction < 0.00001 0.140065191 
Interaction < 0.00001 0.13875108 
Interaction < 0.00001 0.139012156 
Interaction < 0.00001 0.137856885 
Interaction < 0.00001 0.137615137 
Interaction < 0.00001 0.136870064 
Interaction < 0.00001 0.136575378 
Interaction < 0.00001 0.135576223 
Interaction < 0.00001 0.139845719 
Interaction < 0.00001 0.137405674 
Interaction < 0.00001 0.14070838 
Interaction < 0.00001 0.139174851 
Interaction < 0.00001 0.138389982 
Interaction < 0.00001 0.136353482 
Interaction < 0.00001 0.13958038 
Interaction < 0.00001 0.138077609 
Interaction < 0.00001 0.135981871 
Interaction < 0.00001 0.138692945 
Interaction < 0.00001 0.140399897 
Interaction < 0.00001 0.138975771 
Interaction < 0.00001 0.139085691 
Interaction < 0.00001 0.136844186 
Interaction < 0.00001 0.136133583 
Interaction < 0.00001 0.138930834 
Interaction < 0.00001 0.138537129 
Interaction < 0.00001 0.136456892 
Interaction < 0.00001 0.135114284 
Interaction < 0.00001 0.136966404 
Interaction < 0.00001 0.135861632 
Interaction < 0.00001 0.136271187 
Interaction < 0.00001 0.138348506 
Interaction < 0.00001 0.1381281 
Interaction < 0.00001 0.139371196 
Interaction < 0.00001 0.137991952 
Interaction < 0.00001 0.137983651 
Interaction < 0.00001 0.13748818 
Interaction < 0.00001 0.138999423 
Interaction < 0.00001 0.137438133 
Interaction < 0.00001 0.137876428 
Interaction < 0.00001 0.137929355 
Interaction < 0.00001 0.138181248 
Interaction < 0.00001 0.136894185 
Interaction < 0.00001 0.13799729 
Interaction < 0.00001 0.138959206 
Interaction < 0.00001 0.138907909 
Interaction < 0.00001 0.140184181 
Interaction < 0.00001 0.139471501 
Interaction < 0.00001 0.139398916 
Interaction < 0.00001 0.137977688 
Interaction < 0.00001 0.138159653 
Interaction < 0.00001 0.137173401 
Interaction < 0.00001 0.139568689 
Interaction < 0.00001 0.134678524 
Interaction < 0.00001 0.138833025 
Interaction < 0.00001 0.138426842 
Interaction < 0.00001 0.137623691 
Interaction < 0.00001 0.138935359 
Interaction < 0.00001 0.135543491 
 182 
Interaction < 0.00001 0.137919422 
Interaction < 0.00001 0.136717748 
Interaction < 0.00001 0.137621358 
Interaction < 0.00001 0.137270529 
Interaction < 0.00001 0.137243027 
Interaction < 0.00001 0.138671487 
Interaction < 0.00001 0.137809495 
Interaction < 0.00001 0.137546747 
Interaction < 0.00001 0.138900616 
Interaction < 0.00001 0.139121146 
Interaction < 0.00001 0.137707583 
Interaction < 0.00001 0.140020828 
Interaction < 0.00001 0.13862581 
Interaction < 0.00001 0.139871485 
Interaction < 0.00001 0.133697402 
Interaction < 0.00001 0.140491981 
Interaction < 0.00001 0.137991074 
Interaction < 0.00001 0.138853983 
Interaction < 0.00001 0.13720786 
Interaction < 0.00001 0.138460109 
Interaction < 0.00001 0.139134723 
Interaction < 0.00001 0.139731195 
Interaction < 0.00001 0.137628412 
Interaction < 0.00001 0.139178975 
Interaction < 0.00001 0.138909326 
Interaction < 0.00001 0.136964638 
Interaction < 0.00001 0.139014661 
Interaction < 0.00001 0.139389319 
Interaction < 0.00001 0.137110621 
Interaction < 0.00001 0.137896244 
Interaction < 0.00001 0.140922589 
Interaction < 0.00001 0.136240048 
Interaction < 0.00001 0.137313023 
Interaction < 0.00001 0.13811238 
Interaction < 0.00001 0.139335961 
Interaction < 0.00001 0.138432651 
Interaction < 0.00001 0.137937478 
Interaction < 0.00001 0.139040874 
Interaction < 0.00001 0.137332462 
Interaction < 0.00001 0.135579054 
Interaction < 0.00001 0.137932414 
Interaction < 0.00001 0.138973036 
Interaction < 0.00001 0.138972446 
Interaction < 0.00001 0.135376383 
Interaction < 0.00001 0.136921932 
Interaction < 0.00001 0.136690232 
Interaction < 0.00001 0.13848557 
Interaction < 0.00001 0.138750862 
Interaction < 0.00001 0.139479847 
Interaction < 0.00001 0.13930067 
Interaction < 0.00001 0.136909701 
Interaction < 0.00001 0.136613317 
Interaction < 0.00001 0.136541162 
Interaction < 0.00001 0.137394703 
Interaction < 0.00001 0.137058531 
Interaction < 0.00001 0.139482262 
Interaction < 0.00001 0.139106021 
Interaction < 0.00001 0.137290623 
Interaction < 0.00001 0.138651442 
 183 
Interaction < 0.00001 0.137265644 
Interaction < 0.00001 0.138202844 
Interaction < 0.00001 0.136382157 
Interaction < 0.00001 0.138487687 
Interaction < 0.00001 0.138649538 
Interaction < 0.00001 0.135807062 
Interaction < 0.00001 0.135595748 
Interaction < 0.00001 0.136542181 
Interaction < 0.00001 0.137536942 
Interaction < 0.00001 0.13643177 
Interaction < 0.00001 0.136224796 
Interaction < 0.00001 0.136431791 
Interaction < 0.00001 0.137214278 
Interaction < 0.00001 0.137870214 
Interaction < 0.00001 0.141782437 
Interaction < 0.00001 0.135818922 
Interaction < 0.00001 0.137412479 
Interaction < 0.00001 0.137938259 
Interaction < 0.00001 0.138816625 
Interaction < 0.00001 0.138286101 
Interaction < 0.00001 0.136866349 
Interaction < 0.00001 0.138592509 
Interaction < 0.00001 0.135223056 
Interaction < 0.00001 0.137849151 
Interaction < 0.00001 0.136032334 
Interaction < 0.00001 0.136073407 
Interaction < 0.00001 0.140401066 
Interaction < 0.00001 0.139050698 
Interaction < 0.00001 0.136271576 
Interaction < 0.00001 0.135563421 
Interaction < 0.00001 0.136470535 
Interaction < 0.00001 0.13844039 
Interaction < 0.00001 0.135492664 
Interaction < 0.00001 0.137327497 
Interaction < 0.00001 0.138185495 
Interaction < 0.00001 0.139088631 
Interaction < 0.00001 0.137643837 
Interaction < 0.00001 0.1384817 
Interaction < 0.00001 0.137180068 
Interaction < 0.00001 0.13718976 
Interaction < 0.00001 0.135923336 
Interaction < 0.00001 0.139142431 
Interaction < 0.00001 0.137248136 
Interaction < 0.00001 0.136434734 
Interaction < 0.00001 0.13956622 
Interaction < 0.00001 0.137463449 
Interaction < 0.00001 0.137553675 
Interaction < 0.00001 0.13862903 
Interaction < 0.00001 0.13814827 
Interaction < 0.00001 0.138503232 
Interaction < 0.00001 0.138093999 
Interaction < 0.00001 0.136242126 
Interaction < 0.00001 0.135180292 
Interaction < 0.00001 0.137774381 
Interaction < 0.00001 0.138368171 
Interaction < 0.00001 0.13754125 
Interaction < 0.00001 0.137739739 
Interaction < 0.00001 0.136683907 
Interaction < 0.00001 0.137989591 
 184 
Interaction < 0.00001 0.138145946 
Interaction < 0.00001 0.136816726 
Interaction < 0.00001 0.138581431 
Interaction < 0.00001 0.137553914 
Interaction < 0.00001 0.13538748 
Interaction < 0.00001 0.140415321 
Interaction < 0.00001 0.138884398 
Interaction < 0.00001 0.137581341 
Interaction < 0.00001 0.138192761 
Interaction < 0.00001 0.135305079 
Interaction < 0.00001 0.13834333 
Interaction < 0.00001 0.138502561 
Interaction < 0.00001 0.134893362 
Interaction < 0.00001 0.137089198 
Interaction < 0.00001 0.137750371 
Interaction < 0.00001 0.136648664 
Interaction < 0.00001 0.139805097 
Interaction < 0.00001 0.138805168 
Interaction < 0.00001 0.136360925 
Interaction < 0.00001 0.139861385 
Interaction < 0.00001 0.139756705 
Interaction < 0.00001 0.137757377 
Interaction < 0.00001 0.138195364 
Interaction < 0.00001 0.137780379 
Interaction < 0.00001 0.136655123 
Interaction < 0.00001 0.138281663 
Interaction < 0.00001 0.133776606 
Interaction < 0.00001 0.13953377 
Interaction < 0.00001 0.138413034 
Interaction < 0.00001 0.136347981 
Interaction < 0.00001 0.138309655 
Interaction < 0.00001 0.138232215 
Interaction < 0.00001 0.13790678 
Interaction < 0.00001 0.139870763 
Interaction < 0.00001 0.138375311 
Interaction < 0.00001 0.140233653 
Interaction < 0.00001 0.139995449 
Interaction < 0.00001 0.137441692 
Interaction < 0.00001 0.136740587 
Interaction < 0.00001 0.138966362 
Interaction < 0.00001 0.139225354 
Interaction < 0.00001 0.135843684 
Interaction < 0.00001 0.137970993 
Interaction < 0.00001 0.139665179 
Interaction < 0.00001 0.135594765 
Interaction < 0.00001 0.136115882 
Interaction < 0.00001 0.138684939 
Interaction < 0.00001 0.137084357 
Interaction < 0.00001 0.137767717 
Interaction < 0.00001 0.138056777 
Interaction < 0.00001 0.137695461 
Interaction < 0.00001 0.13830448 
Interaction < 0.00001 0.138405771 
Interaction < 0.00001 0.137486434 
Interaction < 0.00001 0.140172262 
Interaction < 0.00001 0.137864128 
Interaction < 0.00001 0.138594044 
Interaction < 0.00001 0.136251879 
Interaction < 0.00001 0.139393954 
 185 
Interaction < 0.00001 0.140625504 
Interaction < 0.00001 0.137443597 
Interaction < 0.00001 0.137471174 
Interaction < 0.00001 0.139144516 
Interaction < 0.00001 0.136611402 
Interaction < 0.00001 0.139052685 
Interaction < 0.00001 0.137062273 
Interaction < 0.00001 0.136318564 
Interaction < 0.00001 0.13921202 
Interaction < 0.00001 0.13969889 
Interaction < 0.00001 0.138436195 
Interaction < 0.00001 0.133472804 
Interaction < 0.00001 0.137320923 
Interaction < 0.00001 0.135677719 
Interaction < 0.00001 0.13594961 
Interaction < 0.00001 0.139894432 
Interaction < 0.00001 0.139862756 
Interaction < 0.00001 0.139225645 
Interaction < 0.00001 0.138602703 
Interaction < 0.00001 0.134909012 
Interaction < 0.00001 0.137928673 
Interaction < 0.00001 0.139795543 
Interaction < 0.00001 0.137751971 
Interaction < 0.00001 0.138292005 
Interaction < 0.00001 0.13570015 
Interaction < 0.00001 0.139908318 
Interaction < 0.00001 0.139903349 
Interaction < 0.00001 0.139652832 
Interaction < 0.00001 0.135834946 
Interaction < 0.00001 0.139401385 
Interaction < 0.00001 0.135680775 
Interaction < 0.00001 0.138611871 
Interaction < 0.00001 0.13677191 
Interaction < 0.00001 0.13895399 
Interaction < 0.00001 0.13881762 
Interaction < 0.00001 0.138543074 
Interaction < 0.00001 0.1387813 
Interaction < 0.00001 0.136750322 
Interaction < 0.00001 0.138858051 
Interaction < 0.00001 0.138229614 
Interaction < 0.00001 0.135818735 
Interaction < 0.00001 0.138851985 
Interaction < 0.00001 0.137163174 
Interaction < 0.00001 0.138871256 
Interaction < 0.00001 0.136182725 
Interaction < 0.00001 0.140086924 
Interaction < 0.00001 0.137703802 
Interaction < 0.00001 0.138214962 
Interaction < 0.00001 0.138290234 
Interaction < 0.00001 0.135977554 
Interaction < 0.00001 0.138825456 
Interaction < 0.00001 0.137729956 
Interaction < 0.00001 0.136933181 
Interaction < 0.00001 0.136769892 
Interaction < 0.00001 0.140020484 
Interaction < 0.00001 0.139001279 
Interaction < 0.00001 0.138904545 
Interaction < 0.00001 0.137099985 
Interaction < 0.00001 0.139018528 
 186 
Interaction < 0.00001 0.135056952 
Interaction < 0.00001 0.138164316 
Interaction < 0.00001 0.139395109 
Interaction < 0.00001 0.136259479 
Interaction < 0.00001 0.138401789 
Interaction < 0.00001 0.13806975 
Interaction < 0.00001 0.136037141 
Interaction < 0.00001 0.137772514 
Interaction < 0.00001 0.138206528 
Interaction < 0.00001 0.137980082 
Interaction < 0.00001 0.134948726 
Interaction < 0.00001 0.136099776 
Interaction < 0.00001 0.139453604 
Interaction < 0.00001 0.138707693 
Interaction < 0.00001 0.138590795 
Interaction < 0.00001 0.136553956 
Interaction < 0.00001 0.136095392 
Interaction < 0.00001 0.140766781 
Interaction < 0.00001 0.136864962 
Interaction < 0.00001 0.138262127 
Interaction < 0.00001 0.135454888 
Interaction < 0.00001 0.138748749 
Interaction < 0.00001 0.136836866 
Interaction < 0.00001 0.136579788 
Interaction < 0.00001 0.137205332 
Interaction < 0.00001 0.139513044 
Interaction < 0.00001 0.141400345 
Interaction < 0.00001 0.138726777 
Interaction < 0.00001 0.135920285 
Interaction < 0.00001 0.137069844 
Interaction < 0.00001 0.136605388 
Interaction < 0.00001 0.136357976 
Interaction < 0.00001 0.137877485 
Interaction < 0.00001 0.136795386 
Interaction < 0.00001 0.137125233 
Interaction < 0.00001 0.138123554 
Interaction < 0.00001 0.13889483 
Interaction < 0.00001 0.139108891 
Interaction < 0.00001 0.139820901 
Interaction < 0.00001 0.137548802 
Interaction < 0.00001 0.137691373 
Interaction < 0.00001 0.136893858 
Interaction < 0.00001 0.135705552 
Interaction < 0.00001 0.135137899 
Interaction < 0.00001 0.13975085 
Interaction < 0.00001 0.133909422 
Interaction < 0.00001 0.136350365 
Interaction < 0.00001 0.137127115 
Interaction < 0.00001 0.136352587 
Interaction < 0.00001 0.137182478 
Interaction < 0.00001 0.137004771 
Interaction < 0.00001 0.13826713 
Interaction < 0.00001 0.136407636 
Interaction < 0.00001 0.138009538 
Interaction < 0.00001 0.136825985 
Interaction < 0.00001 0.136676032 
Interaction < 0.00001 0.136590851 
Interaction < 0.00001 0.138724553 
Interaction < 0.00001 0.136544222 
 187 
Interaction < 0.00001 0.138615387 
Interaction < 0.00001 0.140237361 
Interaction < 0.00001 0.136605128 
Interaction < 0.00001 0.139801686 
Interaction < 0.00001 0.138964398 
Interaction < 0.00001 0.141044145 
Interaction < 0.00001 0.138949153 
Interaction < 0.00001 0.137668125 
Interaction < 0.00001 0.138820043 
Interaction < 0.00001 0.137337841 
Interaction < 0.00001 0.137494029 
Interaction < 0.00001 0.13975096 
Interaction < 0.00001 0.137217142 
Interaction < 0.00001 0.138288613 
Interaction < 0.00001 0.139668825 
Interaction < 0.00001 0.136778234 
Interaction < 0.00001 0.139087914 
Interaction < 0.00001 0.139971098 
Interaction < 0.00001 0.136883539 
Interaction < 0.00001 0.138420002 
Interaction < 0.00001 0.13982622 
Interaction < 0.00001 0.136969282 
Interaction < 0.00001 0.137936206 
Interaction < 0.00001 0.137162739 
Interaction < 0.00001 0.139807753 
Interaction < 0.00001 0.139796942 
Interaction < 0.00001 0.140701091 
Interaction < 0.00001 0.136799324 
Interaction < 0.00001 0.137522779 
Interaction < 0.00001 0.137427455 
Interaction < 0.00001 0.135616359 
Interaction < 0.00001 0.138821606 
Interaction < 0.00001 0.138785085 
Interaction < 0.00001 0.136135636 
Interaction < 0.00001 0.135389887 
Interaction < 0.00001 0.137115917 
Interaction < 0.00001 0.139136154 
Interaction < 0.00001 0.138369475 
Interaction < 0.00001 0.138868389 
Interaction < 0.00001 0.13767554 
Interaction < 0.00001 0.138905235 
Interaction < 0.00001 0.137198494 
Interaction < 0.00001 0.137976328 
Interaction < 0.00001 0.138172401 
Interaction < 0.00001 0.136343769 
Interaction < 0.00001 0.1388382 
Interaction < 0.00001 0.139640657 
Interaction < 0.00001 0.136711617 
Interaction < 0.00001 0.133725908 
Interaction < 0.00001 0.140932007 
Interaction < 0.00001 0.136634211 
Interaction < 0.00001 0.139849842 
Interaction < 0.00001 0.138097638 
Interaction < 0.00001 0.138976869 
Interaction < 0.00001 0.140343261 
Interaction < 0.00001 0.138553376 
Interaction < 0.00001 0.138098902 
Interaction < 0.00001 0.136139856 
Interaction < 0.00001 0.137151675 
 188 
Interaction < 0.00001 0.136406989 
Interaction < 0.00001 0.136188547 
Interaction < 0.00001 0.137442685 
Interaction < 0.00001 0.139191406 
Interaction < 0.00001 0.137054338 
Interaction < 0.00001 0.136967286 
Interaction < 0.00001 0.136977689 
Interaction < 0.00001 0.139406777 
Interaction < 0.00001 0.135629964 
Interaction < 0.00001 0.136370758 
Interaction < 0.00001 0.137257537 
Interaction < 0.00001 0.136126504 
Interaction < 0.00001 0.13831089 
Interaction < 0.00001 0.138000298 
Interaction < 0.00001 0.137638016 
Interaction < 0.00001 0.138133858 
Interaction < 0.00001 0.133580135 
Interaction < 0.00001 0.137464329 
Interaction < 0.00001 0.137635672 
Interaction < 0.00001 0.139792724 
Interaction < 0.00001 0.134163225 
Interaction < 0.00001 0.135333898 
Interaction < 0.00001 0.138046543 
Interaction < 0.00001 0.138188692 
Interaction < 0.00001 0.135959068 
Interaction < 0.00001 0.138654399 
Interaction < 0.00001 0.137351792 
Interaction < 0.00001 0.139027271 
Interaction < 0.00001 0.139115409 
Interaction < 0.00001 0.138845525 
Interaction < 0.00001 0.139339659 
Interaction < 0.00001 0.136100224 
Interaction < 0.00001 0.134964694 
Interaction < 0.00001 0.139052061 
Interaction < 0.00001 0.140506047 
Interaction < 0.00001 0.138511766 
Interaction < 0.00001 0.140249765 
Interaction < 0.00001 0.138338482 
Interaction < 0.00001 0.136850164 
Interaction < 0.00001 0.138947559 
Interaction < 0.00001 0.138283504 
Interaction < 0.00001 0.138025262 
Interaction < 0.00001 0.13797072 
Interaction < 0.00001 0.13817739 
Interaction < 0.00001 0.136594931 
Interaction < 0.00001 0.137753608 
Interaction < 0.00001 0.135203827 
Interaction < 0.00001 0.138326077 
Interaction < 0.00001 0.137469718 
Interaction < 0.00001 0.13976172 
Interaction < 0.00001 0.137089267 
Interaction < 0.00001 0.135939764 
Interaction < 0.00001 0.137312315 
Interaction < 0.00001 0.137250938 
Interaction < 0.00001 0.139984083 
Interaction < 0.00001 0.138819918 
Interaction < 0.00001 0.137575047 
Interaction < 0.00001 0.138097098 
Interaction < 0.00001 0.139079859 
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Interaction < 0.00001 0.134481184 
Interaction < 0.00001 0.139024249 
Interaction < 0.00001 0.137384277 
Interaction < 0.00001 0.14042444 
Interaction < 0.00001 0.139031814 
Interaction < 0.00001 0.139629397 
Interaction < 0.00001 0.139719274 
Interaction < 0.00001 0.138881136 
Interaction < 0.00001 0.139056891 
Interaction < 0.00001 0.135434185 
Interaction < 0.00001 0.138857209 
Interaction < 0.00001 0.138873278 
Interaction < 0.00001 0.139387089 
Interaction < 0.00001 0.138694063 
Interaction < 0.00001 0.139059431 
Interaction < 0.00001 0.136798879 
Interaction < 0.00001 0.13679178 
Interaction < 0.00001 0.136917436 
Interaction < 0.00001 0.138042167 
Interaction < 0.00001 0.138373548 
Interaction < 0.00001 0.136323048 
Interaction < 0.00001 0.136278353 
Interaction < 0.00001 0.139028404 
Interaction < 0.00001 0.138440744 
Interaction < 0.00001 0.139093239 
Interaction < 0.00001 0.136325321 
Interaction < 0.00001 0.139836659 
Interaction < 0.00001 0.137548334 
Interaction < 0.00001 0.136022922 
Interaction < 0.00001 0.137841384 
Interaction < 0.00001 0.137072235 
Interaction < 0.00001 0.138827581 
Interaction < 0.00001 0.13716783 
Interaction < 0.00001 0.135749338 
Interaction < 0.00001 0.137112163 
Interaction < 0.00001 0.136121497 
Interaction < 0.00001 0.138652859 
Interaction < 0.00001 0.136597174 
Interaction < 0.00001 0.136558353 
Interaction < 0.00001 0.13635937 
Interaction < 0.00001 0.137629261 
Interaction < 0.00001 0.137966587 
Interaction < 0.00001 0.136338104 
Interaction < 0.00001 0.137129308 
Interaction < 0.00001 0.137166572 
Interaction < 0.00001 0.137627885 
Interaction < 0.00001 0.136868757 
Interaction < 0.00001 0.136885056 
Interaction < 0.00001 0.137182709 
Interaction < 0.00001 0.134961687 
Interaction < 0.00001 0.13539683 
Interaction < 0.00001 0.138815329 
Interaction < 0.00001 0.137977277 
Interaction < 0.00001 0.135652071 
Interaction < 0.00001 0.137696403 
Interaction < 0.00001 0.139094516 
Interaction < 0.00001 0.13700962 
Interaction < 0.00001 0.140841264 
Interaction < 0.00001 0.135643161 
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Interaction < 0.00001 0.137260835 
Interaction < 0.00001 0.138893294 
Interaction < 0.00001 0.136278418 
Interaction < 0.00001 0.137603339 
Interaction < 0.00001 0.140278896 
Interaction < 0.00001 0.138843111 
Interaction < 0.00001 0.138205538 
Interaction < 0.00001 0.139146036 
Interaction < 0.00001 0.137787989 
Interaction < 0.00001 0.136863881 
Interaction < 0.00001 0.140144946 
Interaction < 0.00001 0.13956114 
Interaction < 0.00001 0.137615136 
Interaction < 0.00001 0.13669251 
Interaction < 0.00001 0.137245033 
Interaction < 0.00001 0.13659351 
Interaction < 0.00001 0.138204077 
Interaction < 0.00001 0.137557916 
Interaction < 0.00001 0.139247857 
Interaction < 0.00001 0.138058526 
Interaction < 0.00001 0.138064355 
Interaction < 0.00001 0.138738825 
Interaction < 0.00001 0.135790897 
Interaction < 0.00001 0.14057641 
Interaction < 0.00001 0.137172979 
Interaction < 0.00001 0.1400792 
Interaction < 0.00001 0.138891085 
Interaction < 0.00001 0.136822582 
Interaction < 0.00001 0.136805983 
Interaction < 0.00001 0.136729995 
Interaction < 0.00001 0.137214903 
Interaction < 0.00001 0.138147591 
Interaction < 0.00001 0.138974751 
Interaction < 0.00001 0.13813208 
Interaction < 0.00001 0.138061487 
Interaction < 0.00001 0.137166356 
Interaction < 0.00001 0.135746721 
Interaction < 0.00001 0.13928469 
Interaction < 0.00001 0.136557289 
Interaction < 0.00001 0.137322896 
Interaction < 0.00001 0.137258805 
Interaction < 0.00001 0.13765733 
Interaction < 0.00001 0.136585924 
Interaction < 0.00001 0.140765699 
Interaction < 0.00001 0.139783531 
Interaction < 0.00001 0.138000824 
Interaction < 0.00001 0.135214229 
Interaction < 0.00001 0.138679933 
Interaction < 0.00001 0.138836593 
Interaction < 0.00001 0.138167602 
Interaction < 0.00001 0.137758392 
Interaction < 0.00001 0.138305962 
Interaction < 0.00001 0.138721153 
Interaction < 0.00001 0.137366318 
Interaction < 0.00001 0.141852992 
Interaction < 0.00001 0.137653372 
Interaction < 0.00001 0.13972265 
Interaction < 0.00001 0.137978414 
Interaction < 0.00001 0.135649259 
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Interaction < 0.00001 0.139278639 
Interaction < 0.00001 0.139638727 
Interaction < 0.00001 0.139539883 
Interaction < 0.00001 0.137727616 
Interaction < 0.00001 0.138807899 
Interaction < 0.00001 0.135571838 
Interaction < 0.00001 0.138035197 
Interaction < 0.00001 0.138896002 
Interaction < 0.00001 0.137003603 
Interaction < 0.00001 0.135185695 
Interaction < 0.00001 0.135471292 
Interaction < 0.00001 0.137844102 
Interaction < 0.00001 0.137344065 
Interaction < 0.00001 0.137638198 
Interaction < 0.00001 0.139938444 
Interaction < 0.00001 0.140849199 
Interaction < 0.00001 0.138423317 
Interaction < 0.00001 0.13549288 
Interaction < 0.00001 0.13714747 
Interaction < 0.00001 0.136808043 
Interaction < 0.00001 0.136168092 
Interaction < 0.00001 0.137333601 
Interaction < 0.00001 0.139310222 
Interaction < 0.00001 0.136545472 
Interaction < 0.00001 0.137219176 
Interaction < 0.00001 0.136505742 
Interaction < 0.00001 0.138550155 
Interaction < 0.00001 0.138303762 
Interaction < 0.00001 0.137204115 
Interaction < 0.00001 0.137788051 
Interaction < 0.00001 0.139757083 
Interaction < 0.00001 0.135473383 
Interaction < 0.00001 0.139362605 
Interaction < 0.00001 0.135626764 
Interaction < 0.00001 0.139943381 
Interaction < 0.00001 0.13834826 
Interaction < 0.00001 0.140200993 
Interaction < 0.00001 0.137322182 
Interaction < 0.00001 0.136876407 
Interaction < 0.00001 0.139819367 
Interaction < 0.00001 0.136961365 
Interaction < 0.00001 0.141489207 
Interaction < 0.00001 0.139808163 
Interaction < 0.00001 0.137111906 
Interaction < 0.00001 0.138800966 
Interaction < 0.00001 0.137253183 
Interaction < 0.00001 0.138143127 
Interaction < 0.00001 0.139066478 
Interaction < 0.00001 0.136959033 
Interaction < 0.00001 0.139252133 
Interaction < 0.00001 0.137055546 
Interaction < 0.00001 0.138064998 
Interaction < 0.00001 0.136408201 
Interaction < 0.00001 0.136692436 
Interaction < 0.00001 0.139352518 
Interaction < 0.00001 0.139538661 
Interaction < 0.00001 0.135019775 
Interaction < 0.00001 0.139002175 
Interaction < 0.00001 0.139290585 
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Interaction < 0.00001 0.139428366 
Interaction < 0.00001 0.138352945 
Interaction < 0.00001 0.137473838 
Interaction < 0.00001 0.135947949 
Interaction < 0.00001 0.134457304 
Interaction < 0.00001 0.138199561 
Interaction < 0.00001 0.139757438 
Interaction < 0.00001 0.138291299 
Interaction < 0.00001 0.138902025 
Interaction < 0.00001 0.137962454 
Interaction < 0.00001 0.140042901 
Interaction < 0.00001 0.137128653 
Interaction < 0.00001 0.137903058 
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Supplementary Material 5 –  Identifying regions of risk to honeybees from 
Zika vector control in the U.S. 
Supplementary material for this chapter constitutes a table of 3144 lines, 
representing each US county as described in chapter 8. It is unsuitable for print 
format. A digital version is freely available. 
Supplementary material for this chapter is freely available at 
https://www.tandfonline.com/doi/full/10.1080/00218839.2018.1494914.  
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