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Decision theories are developed in many fields like Psychology, Economics, 
Mathematics, and Computer Science. All of them have in common one 
feature: given the multitude of factors that influences a decision, they try to 
give some rules in decision making. 
A branch of Finance, the Behavioural Finance, try to explain what issues are 
involved in investors’ decisions making, a mixture of economics and 
psychological theories. Talking about financial markets indisputably are 
included some aspects of the irrational behaviour of investors. Sometimes 
are necessary strict rules in taking decisions in order to avoid mistakes and 
damages especially if we are talking about money of other people. In this 
work are proposed two of the techniques used in Finance to help the 
investor in taking investment decisions coherent with its beliefs and the 
financial data. A relatively recent field of study in Finance has introduced 
Bayesian techniques in order to involve investor’s beliefs in the investment 
decision process. 
The first chapter juxtapose the Mean-Variance Approach and The Bayesian 
Approach to investment decisions and defines important concepts that will 
be developed mathematically and computationally. In the second chapter 
the allocation framework is presented which involves rules, definitions and 
utility functions trying to modelize the investor behaviour. The third chapter 
explains some features of the time series involved in the work and some 
peculiarities related to the theory about predictability. The chapter n.4 
develops mathematically the allocation framework when returns are 
predictable assuming their normality. Chapter 5 deal with predictability by 
using a predictive variable which is for instance the Dividend Yield. In the 
last chapter, n.6, the entire approach is explained computationally using 
Matlab. 
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Chapter 1 
Asset Allocation  
By a definition of William Sharpe: ‘’Asset allocation is generally defined as the 
allocation of an investor’s portfolio across a number of ”major” asset classes’’. 
Building a financial portfolio where the wealth is allocated between many financial 
assets is not a simple task. A lot of variables are involved in the process as well as a 
lot of disturbance factors. More issues come if it is considered that every single 
investor has different risk aversion, different wealth, different opportunities and 
information. By introducing others variables the allocation problem become 
mathematically intractable. How the investor is sure about his taken decision? 
What is the best decision he could ever made about an allocation problem. 
Certainty is never ensured as well as results. Generally an acceptable solution to 
the entropy of involved variables into the decision process is to consider the most 
important of them - the key variables – which allow for a better control and 
measurability of decisions and results. It is faced a pure allocation problem 
between one risk free asset and one risky stock, here represented by a stock index 
important enough to represent the market’s direction. 
 
1.1 The Mean-Variance Approach 
Facing an asset allocation problem between different assets it’s not possible to 
avoid a well-accepted solution: the Modern Portfolio Theory of Harry Markowitz 
which is broaden developed and utilized in every financial institution. From this 
theory we recall only some important assumptions relevant for this work: 
 Investing for the Long Run - A Bayesian Approach 
  
4 
 
- all investors have mean-variance preferences which lead them to take investment 
decision based only upon mean and variance of assets; 
- all investors have Homogeneous Beliefs about what are the mean and the variance 
of considered assets (the same beliefs); 
- being a Portfolio a linear combination of various assets, the aim is to find the 
efficient set of portfolios in mean-variance sense namely those ones that minimize 
the variance for a given return or maximize the return for a given variance; 
- uniperiodal time horizon that could be one day, one month, one years and so on; 
Wanting to report only the substance of the approach, remanding the reader to 
more specified works about the argument, here it is directly considered the ex-post 
model of Markowitz mean-variance approach.  
Analysing an allocation problem on a stock index constituted by N components are 
considered the historic log-returns of each constituent from a specified past period 
up to the actual time T. The ex-post model substitutes an historical sample of T 
periodic returns of the N constituents in place of the random matrix of returns: 
 
𝑹 = [𝒓𝟏, 𝒓𝟐, … , 𝒓𝒏] =  [
𝑟11
𝑟21
⋮
𝑟𝑇1
   
𝑟12
𝑟22
⋮
𝑟𝑇2
   
⋯
⋯
⋱
⋯
   
𝑟1𝑁
𝑟2𝑁
⋮
𝑟𝑇𝑁
] 
By this substitution it has been fixed as future state of the world the natural 
filtration of each stock’s stochastic process. Computationally all constituents are 
considered with their historic log returns in a column vector (Tx1) then making all 
together a matrix (TxN). The weights invested in the 𝑁 stocks are specified in a 
vector 
?̂? = [𝜔1, 𝜔2, … , 𝜔𝑁]′ 
the total wealth spread between the index constituents sums to one 
?̂?′𝜾 = 1 
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and short sales are not allowed  
𝜔𝑖 > 0   𝑖 = 1,2, … ,𝑁 
then assuming the natural filtration as the future distribution of returns it’s 
possible to compute the vector of future expected returns 
𝑹 = [𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵] 
and then the risky portfolio’s return 
𝑹𝒓 = ?̂?′𝑹 
as a linear combination of weights invested in each index constituent. 
The individual having a mean-variance approach fixes an expected portfolio’s 
return 𝑅𝑟 minimizing then the variance. Repeating this procedure for each prefixed 
portfolio’s return the efficient set of portfolios is obtained point by point 
minimizing the risk. The objective function to be minimized numerically  is the 
portfolio’s standard deviation (a combination of weights 𝜔 invested in the 
different index constituents) then a quadratic optimization method it’s here 
employed in order to find the minimum risky portfolio’s variance subject to some 
constraints as follow  
{
 
 
 
 𝑚𝑖𝑛
?̂?
𝜎𝑝 = (?̂?′Ω?̂?)
1
2
𝑠. 𝑡                                       
?̂?′𝑅𝑟 = 𝑅𝑝                    
?̂?′𝜄 = 1                          
𝜔𝑖 ≥ 0                           
(𝑖 = 1,2, … , 𝑁) 
𝑥 is the Nx1 solution vector of optimal weights 
Ω is the NxN covariance matrix of returns 
𝑅 is the Nx1 column vector of expected returns 
𝑅𝑝 is the expected portfolio return 
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𝜄 is a Nx1 ones vector 
By using a quadratic optimization procedure on only risky assets the result consists 
into a hyperbole, the so called Efficient Frontier which reports all the portfolios 
that minimize the variance for a given value of return.  
Introducing a free risk asset Rf, the mean variance approach consists in searching 
the efficient set of portfolios that comprise also the free risk asset. How is the 
efficient set modified? The optimization problem consists in finding that slope – 
the Sharpe ratio - of the so called CML – Capital Market Line which makes it 
tangent to the portfolio made by only risky assets (tangency portfolio). The 
objective to be maximized is then 
{
 
 
 
 max
𝜔
Ѳ =
𝑅𝑝 − 𝑅𝑓
𝜎𝑝
?̂?′𝑅𝑖 = 𝑅𝑝             
𝜔′𝜄 = 1                   
 
Therefore being a uniperiodal problem is obtained a line that is ranged between a 
free risk asset and the tangency portfolio made by an optimal combination of 2.3% 
of return on wealth invested for one month and a volatility of 3.9%. 
 
 
The line that goes beyond the tangency portfolio requires short selling and debt.  
How is the investor’s portfolio found? This is done by maximizing the expected 
Figure 1.  Efficient Set of Portfolios with a Free Risk Asset 
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utility function over terminal wealth 𝑊𝑡+1 finding the optimal portfolio placed on 
the CML for the rational investor which is a combination of risky portfolio and free 
risk: 
max
?̂?
𝐸𝑈[𝑊𝑡+1] 
The utility function to be maximized is usually a quadratic utility function 
representing a growing risk aversion of the investor. 
𝑈(𝑊𝑡+1) = 𝑎𝑊𝑡+1 + 𝑏𝑊𝑡+1
2 
It’s broaden recognized that investment decision process is affected by numerous 
variables which are not only quantitative and cannot be bounded only on mean 
and variance. In Finance in the past  years have been developed new allocation 
theories which use more informations and introduce also subjective aspects in the 
allocation decision process making the investor’s behaviour more realistic.  
 
1.2 The Bayesian approach  
A relatively recent field of study embrace this problem by treating asset allocation 
from a Bayesian perspective allowing integrating into investment decision process 
more variables than a frequentist approach like mean-variance one does. 
Before introducing the Bayes theorem are introduced some important aspects of 
asset allocation we take into account in this work. 
1.2.1 Investment Horizon and Rational Investors 
The first distinction we made here is over the Investment Horizon. In an asset 
allocation problem the usual time horizon distinguished in the practice are three: 
1. Short term investment horizon: that horizons in which a specified amount of 
wealth is allocated for a maximum period of 1 year; 
2. Medium term investment horizon: it is ranged between 1 and 3 years; 
3. Long term investment horizon: it is ranged between 3 to 30 years. 
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Considering an investment horizon of 10 years, say a long run investment, the 
investor follow one of the strategies: 
1. Buy and hold strategy: the investment decision is taken at the start of the 
investment horizon and hold till to the end of it don’t taking into account 
the changes that occur in the financial market (new information); 
2. Myopic rebalancing:  the allocation is piecewise constant, rebalancing at 
each annual maturity using new information; 
3. Optimal rebalancing:  an optimal rebalancing annual strategy consists in 
taking investment decisions annually but taking into account also the future 
investment decision over all the remaining rebalancing points. 
In this work a long run investment horizon of 10 years and a Buy and Hold investor 
are in the centre of the framework. The aim is to investigate how investment 
horizon, the first variable we take into account, affects portfolio’s allocation.  
Why long run investment? As Ang and Kjaer report long run investment confers 
some advantages: 
- the ability to ride out short-term fluctuations in returns, especially for short-term 
high volatility assets not being involved in cash shortage and liquidity issues; 
- to profit from periods of elevated risk aversion not being interested from 
mispricing and knowing that the price will return to the long-term value.  
-  gaining from illiquid assets. 
Summarily it’s possible to say that long run investors have an edge. 
1.2.2  Estimation Risk 
Analysing the historic time series the investor is able to estimate probability 
distributions and model’s parameters. How sure is he about his estimation? Is the 
estimation near the population’s real parameters? Regarding the answer to these 
questions the investor has two possible ways: 
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1. He can accept his estimation as the true value of the population and use it to 
take investment decisions then having one single value (scalar, vector or 
matrix) for each parameter, essentially no uncertainty is considered; 
2. He can take into account parameters uncertainty namely the estimation 
risk and taking investment decisions considering an entire probability 
distributions for estimated parameters (implemented with Bayesian 
framework). 
How are long-run investment decisions affected by parameters uncertainty? This 
work aim to provide and answer by studying how long-run optimal allocation 
receives the effect of the uncertainty: 
The estimation risk concern the risk that the estimation of some parameters could 
not be exact and could be biased and variable through the time hence misleading 
especially if the investors uses these parameters in taking investment decisions. By 
taking into account parameters uncertainty it means to consider an entire 
distribution of parameters non just one value then taking into account a volatility 
of them, it means to be wise enough to be not certain about them and looking at 
state variables as a consequence of uncertainty.  
Uncertainty has consequences on the long run allocation making it downward 
sloping as future returns variance grows because of the higher volatility of 
parameters: the so called horizon effects. Dependently from the use of some 
models, the last effect shows its consequences in a different way. 
Another remarkable phenomenon is that parameters uncertainty affects the 
sensitivity to the predictive variable (of the optimal allocation) through the time 
when it is considered in predicting multiperiodal returns. 
1.2.3  Market Returns Predictability and Predictive Variables 
Starting from considering some important works by Zellner (1965), Kandel and 
Stambaugh (1996), Stambaugh (1999), Barberis(2000), asset return predictability 
is well documented for Americans time series like NYSE or S&P500 by using 
predictive regressions with financial ratios and Bayes probability.  
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Predictability is allowed thanks to specific predictive variables like Dividend Yield 
(Dy), Price/Earnings ratio (P/E), Book Equity to Market Equity ratio (B/M) 
(Lewellen 2002).  
Despite the statistically weak evidence of asset returns predictability by using 
financial ratios as a matter of fact predictability of future market returns has been 
demonstrated. 
The basic idea is that financial ratios have a predictive power that can be exploited 
in predictive regressions: trying to explain a part of aggregate stock returns. One 
common feature is that each of them has price in denominator therefore are 
positively related to expected returns.  Many tests have been conducted on such 
predictive variables on large and small samples, showing biases for small ones 
having as a consequence the understating of their predictive power.  
What is noticed allowing for predictability is a growingly allocation to stock the 
higher is the time horizon.  
1.2.4 The Bayes Theorem 
The essential difference between Bayesian and frequentists approaches is the way 
they interpret  probability, represent the unknown parameters, and use prior 
informations.  
The frequentist approach is considering probability as a long-run limit of 
frequencies then applying this probability to repeatable events. 
The Bayesian approach regards to probability as a personal measure of  beliefs 
about unknown parameters even for events that are not repeatable such as how 
future returns distribution’s parameters will be in the next few months.  
The prior information represents the beliefs of the individual about a parameter 
that assumes a specified set of values and not only one fixed value as frequentist 
approach does, therefore in Bayesian statistic the true value of a parameter can be 
considered with a probability distribution which is assigned by the individual. The 
argument against the prior information is to consider it too subjective being 
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related to the individual, but considering a different point of view it could be a 
strength element for this approach allowing more experienced people to make 
rational assumptions about parameters by the specification of a more suitable 
distributions. 
The available data (historic sample) is the second aspect of a Bayesian approach 
which brings to a particular probability distribution function of the analysed 
phenomenon. 
 
By the joint consideration of available dataset and prior information in terms of 
probability distribution results the posterior distribution a measure of uncertainty 
over parameters. 
Indicating model’s parameters as  𝜃 the essential of Bayes theorem is the 
following: 
𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)
𝑃(𝐵)
 
More specifically for our case  
𝑃(𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠|𝑑𝑎𝑡𝑎) =
𝑃(𝑑𝑎𝑡𝑎|𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠)𝑃(𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠)
𝑃(𝑑𝑎𝑡𝑎)
 
Treating the marginal probability of seeing the data, 𝑃(𝑑𝑎𝑡𝑎), as additional 
information used only to scale the individual beliefs about parameters it’s possible 
to write: 
𝑝(𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠|𝑑𝑎𝑡𝑎) ∝ 𝑝(𝑑𝑎𝑡𝑎|𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠)𝑝(𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠) 
Available 
Data 
Prior 
Information 
Bayes Theorem Posterior 
Distribution 
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Where ∝ means ‘’is proportional to’’ i.e. the product of 𝑝(𝑑𝑎𝑡𝑎|𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠) or 
Likelihood function (the conditional probability of data given parameters) and 
𝑝(𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠) the joint prior distribution (the investor beliefs) must be scaled or 
normalized to integrate to one over the range of plausible 𝜃 values and be a proper 
probability distribution. The posterior distribution obtained is: 
𝑝(𝜃|𝑧) ∝ 𝐿(𝜃; 𝑧) 𝑝(𝜃) 
Or 
𝑝(𝜃|𝑧) ∝ 𝑝(𝑧|𝜃) 𝑝(𝜃) 
In the chapters 4 and 5 it will be derived and applied to specific cases. 
Intuitively, the prior information about the parameters is modified by the available 
sample information (through the likelihood function) to obtain the posterior 
information about parameters. 
Controversial is the use of specific priors that strongly influences the results, 
therefore is usual the use of standard uninformative priors that express a state of 
prior ignorance of the individual. In this work, following the standard practice and 
more specifically the work of Stambaugh (1999) and Barberis (2000) standard 
uninformative priors are used. 
Here a pure allocation problem between two assets is faced: a stock and a risk free 
asset. Considering the predictability of returns it is considered the effect on 
portfolio allocation.  
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Chapter 2 
Asset Allocation Framework for a Buy-and-Hold 
Investor  
Stated that returns are predictable it is considered a portfolio allocation problem 
in discrete time for a rational Buy and Hold investor who takes investment 
decisions at the start of his horizon, holding the allocation fixed till to the end of it. 
Later there will be introduced parameters uncertainty and predictability. His 
investment decisions are taken among two asset classes: stock and cash (earning a 
riskless rate). With this framework it is obtained an optimal allocation (ω) to the 
stock index and residually (1-ω) to the short term cash deposit . The results are 
given by representing the optimal allocation against the investment horizon. The 
analysis is carried out not considering transaction costs which are for a long-run 
investor negligible.  
 
2.1 The Model 
Starting with this approach is defined a temporal vector:  
|----------------------|------------------------| 
                        𝑇 –obs.                𝑇                       𝑇 + ?̂? 
Setting 𝑇 = 0, the optimization horizon is ranged from 1 to 10 years: ?̂? = 10. 
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Then considering a column vector (100x1) of omega, the weight invested in the 
risky asset is 
ω=0.01:0.99 
then the stock allocation is confined to the interval [0% , 99%], i.e. short sales are 
not allowed. 
With  
𝑅𝑇+?̂? = 𝑟𝑇+1 + 𝑟𝑇+2 + ⋯+ 𝑟𝑇+?̂?  
are indicated the predicted multiperiodal future log-returns from the start to the 
end of the investment horizon 𝑇 + ?̂?. This assumption is possible by considering 
that summed uniperiodal log-returns give multiperiodal returns over the period 
𝑇 + ?̂?. 
Being the investor at time T and posing as his initial wealth 𝑊𝑇 = 1, it is defined 
the terminal  wealth at the ending horizon   𝑇 + ?̂? as: 
𝑊𝑇+?̂? = (1 − 𝜔)𝑒𝑥𝑝(𝑟𝑓?̂?) + 𝜔 exp (𝑟𝑓?̂? + ∑(𝑟𝑇+𝑖 + 𝑟𝑇+𝑖 + ⋯+ 𝑟𝑇+?̂?
?̂?
𝑖=1
)) 
and therefore 
𝑊𝑇+?̂? = (1 − 𝜔)𝑒𝑥𝑝(𝑟𝑓?̂?) + 𝜔 exp (𝑟𝑓?̂? + 𝑅𝑇+?̂?) 
Treating a pure allocation problem between stock which returns are not known 
and cash with certain yield (then without risk), the initial wealth is divided 
between these two assets and normalized to one. Hence the only unknown 
component in the above formula is the multiperiodal return 𝑅𝑇+?̂?. 
The investor’s preferences are represented by a power utility function or CRRA – 
Constant Relative Risk Aversion Function  over terminal wealth 𝑊𝑇+?̂? : 
𝑢(𝑊𝑇+?̂?) = {
𝑊𝑇+?̂?
1−𝐴 − 1
1 − 𝐴
                       𝐴 ≠ 1 
ln(𝑊𝑇+?̂?)                       𝐴 = 1
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Since additive constant terms don’t change the optimal allocation usually -1 is 
omitted. The term A represents the risk aversion of the investor. The standard 
practice considers a risk aversion 𝐴 ≠ 1  because of the presence of a minimal risk 
aversion of the investor against the investment opportunity. Usually values as A=2, 
5, 10, 20 are used to indicate a growing investor’s risk aversion (in Stambaugh 
(1999) for example a risk aversion of A=7 is considered) granting these values a 
substantial allocation to stock and avoiding corner solutions. 
A rational investor is supposed to maximize expected power utility function over 
predicted multiperiodal future returns by choosing at time 𝑇 a portfolio allocation 
𝜔𝑇 which 
max
𝜔𝑇
 𝐸𝑇 (
𝑊𝑇+?̂?
1−𝐴
1 − 𝐴
) 
or more realistically 
max
𝜔
 𝐸𝑇 (
{(1 − 𝜔)𝑒𝑥𝑝(𝑟𝑓?̂?) + 𝜔 exp (𝑟𝑓?̂? + 𝑅𝑇+?̂?)}
1−𝐴
1 − 𝐴
) 
The above formula results in the following integral: 
max
𝜔𝑇
∫𝑈(𝑊𝑇+?̂?)  𝑝(𝑅𝑇+?̂?) 𝑑𝑅𝑇+?̂?  
For all cases the integrals above are approximated numerically by Monte Carlo 
simulation by sampling repeatedly from distributions for 𝐼 =1000000 times. In fact 
starting from the general integral  
∫𝑔(𝑥)𝑝(𝑥)𝑑𝑥 
It is recognized a function 𝑔(𝑥) and its probability density 𝑝(𝑥). Numerically it is 
approximated by 
1
𝐼
∑𝑔(𝑥(𝑖))
𝐼
𝑖=1
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By averaging 𝑈(𝑊𝑇+?̂?) with 1/ 𝐼 (the same weight for all future returns) the 
integral above is numerically approximated by a sum: 
 
1
𝐼
∑
{(1 − 𝜔)𝑒𝑥𝑝(𝑟𝑓?̂?) + 𝜔 𝑒𝑥𝑝 (𝑟𝑓?̂? + 𝑅𝑇+?̂?
(𝑖) )}
1−𝐴
1 − 𝐴
𝐼
𝑖=1
   
The maximization is repeated for every risk aversion above considered. 
 
- How is predictive distribution 𝑝(𝑅𝑇+?̂?) obtained? 
This is a long story: to answer this question, stated that returns are predictable,  
we have to make the first distinction whether estimation risk is taken into account 
or not and a further distinction whether asset return predictability is considered 
with a predictive variable or not.  
It’s useful to remark that here in both cases we refer to the set of estimated 
parameters as ?̂? , for instance a matrix or a vector. Estimation of these parameters 
is given by a MLE.  
 
2.2 Estimation Risk 
            The rational investor could be wise enough to consider that his estimation 
about model’s parameters used to forecast future returns could be uncertain. 
Therefore using a Bayesian approach he can introduce the so called prior 
distribution which represents his beliefs about parameters. Then jointly with a 
Likelihood Function he gets a posterior distribution over estimated parameters. 
By using this particular distribution he is taking investment decisions based upon 
the uncertainty of his estimation. This uncertainty about the estimation is called 
estimation risk. Based on his beliefs the prior distribution changes and 
consequently he could assign a particular functional form to the parameters’ 
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posterior distribution and then forecast future returns: the optimal allocation is 
affected whether investor takes estimation risk into account or not.  
For instance introducing the concept of estimation risk, particular concept  
supported by the Bayesian statistic, parameters’ estimation is no more 
represented by a fixed value 𝜃 but it is represented by an entire distribution to 
deal with.  
With 𝒛 = (𝑧1 , … , 𝑧𝑇)′ is defined the available dataset till to time T (the natural 
filtration of the stochastic process) here used as conditioning value, where 
𝒛 = (𝑟, 𝑥′) is composed by the continuously compounded excess return and  
predictive variables . 
2.2.1  Parameters uncertainty  
Here a posterior distribution 𝑝(𝜃|𝑧) is introduced which synthesizes the investor 
beliefs about model’s parameters (on which he is in fact uncertain) considering the 
available dataset. Given the parameters’ posterior, a wise uncertainty about them, 
the aim is to find out the predictive distribution of multiperiodal future returns 
with whom to solve the maximization problem: this special future distribution is 
obtained by conditioning only on the available dataset 𝒛 and not on the fixed 
estimated value of parameters, letting them varies. What we get is the 
unconditional predictive distribution integrating over 𝜃: 
𝑝(𝑅𝑇+?̂?|𝑧) = ∫𝑝(𝑅𝑇+?̂?|𝜃, 𝑧)  𝑝(𝜃|𝑧)𝑑𝜃   
This procedure leads to sample first from the posterior distribution 𝑝(𝜃|𝑧) and 
then from the conditional predictive distribution 𝑝(𝑅𝑇+?̂?|𝜃, 𝑧) in order to obtain 
the unconditional predictive distribution 𝑝(𝑅𝑇+?̂?|𝑧).  As suggested from the theory 
this procedure gives a distribution of returns with fatter tails, indicating a greater 
uncertainty about the future returns, being 𝜃 random. It is also possible to state 
that returns are no more i.i.d, because even if a normal distribution drive them all, 
each of them has a different mean and variance being dependent one from each 
other’s. 
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Proceeding in this way, an appropriate maximization problem to be solved by the 
investor could be the following one:  
max
𝜔𝑇
∫𝑈(𝑊𝑇+?̂?)  𝑝(𝑅𝑇+?̂?|𝑧) 𝑑𝑅𝑇+?̂?  
With the last one it is possible to show how parameters uncertainty affects the 
optimal allocation 𝜔𝑇 . 
2.2.2  No Parameters Uncertainty  
The investor behaves like he is certain about the parameters’ estimation by fixing 
them, taking the average values of the posterior distribution found in the way above 
explained, then the expected utility is taken over the future multiperiodal returns 
fixing the parameters 𝜃 (mean and variance for simplified VAR or OLS estimation 
for the predictability with VAR) . Therefore it’s possible to obtain the predictive 
distribution of multiperiodal returns conditioned to estimated parameters 𝜃 and 
available dataset 𝒛 . Hence it is obtained the predictive distribution: 
𝑝(𝑅𝑇+?̂?|?̂?, 𝑧)  
which we assume normal. 
The investor then solves:  
max𝜔 ∫𝑈(𝑊𝑇+?̂?)  𝑝(𝑅𝑇+?̂?|𝜃, 𝑧) 𝑑𝑅𝑇+?̂?     
remembering that with this procedure, even if 𝜃 is not known precisely, it is fixed 
at its estimated value. In this assumption it is found a limitation: the investor 
ignores that 𝜃 could be quite different from the real parameter 𝜃 and therefore 
there could be a significant uncertainty about it.  
Thus considering the fact the investor could consider his estimation uncertain 
(assigning a functional form - specific type of probability distribution) or his 
estimation fixed to particular values, in both cases a further distinction has to be 
made on how predictability of future returns is considered. He can: 
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- use a VAR where the parameters on which uncertainty is built are the 
coefficients’ matrix and the covariance matrix of innovations. 
-  use an i.i.d. model for future returns, the uncertain parameters would be then the 
mean and the variance; 
 
2.3 Predictability and Predictive Distributions 
By differentiating these two cases the investor uses two different models 
accounting or not about parameters uncertainty: 
2.3.1 Predictability with a predictive variable  
If the rational investor looks for it, he uses a well-known model: it is introduced a 
VAR with a single lag, the same used by Barberis and Kandel-Stambaugh (1987): 
𝒛𝒕 = 𝝁 + 𝑩𝒙𝒕−𝟏 + 𝜺𝒕 
where the matrix  𝒛′𝒕 = ( 𝑟𝑡 , 𝑥𝑡
′) consists in 𝑟𝑡 the vector of past returns,  
 𝒙𝒕 = (𝑥1,𝑡 , … , 𝑥𝑛,𝑡)′  the matrix of predictive variables, 𝝁 is the column vector of 
intercepts and 𝑩 is the parameters matrix. A standard assumption is made 
𝜺𝒕 ~ 𝑖. 𝑖. 𝑑. 𝑁(0, 𝛴).  
As known a VAR it’s a system of simultaneous equations which try to synthesize 
the dynamics of the regressed variables. Here we want to modelize the future 
returns with a defined number of explanatory variables. Both returns and 
predictive variables are explained by their lagged values. Thanks to this model we 
are able to estimate parameters matrix (including the intercepts) 𝜃 = [𝐶, 𝛴] with 
𝐶 = [𝑎, 𝐵]′on the available dataset and then build a posterior distribution of 
them. Hence regarding to the case it is accounted or not for estimation risk 
parameters are forwarded in the future interval [𝑇 , ?̂?]  in order to find the mean 
(a vector) and variance (a matrix) of the future joint distribution of returns and 
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predictive variables 𝑧𝑇+?̂? = [𝑅𝑇+?̂? , 𝑋𝑇+?̂?
′ ]. Non distinguishing the cases when 
estimation risk is considered or not, the general case prescribes : 
𝐸(𝑧𝑇+?̂?) =  ?̂?𝑎 + ( ?̂? − 1)𝐵𝑎 + ( ?̂? − 2)𝐵
2𝑎 + ⋯+ 𝐵0
?̂?−1𝑎 + (𝐵 + 𝐵2 + ⋯+ 𝐵?̂?)𝑧𝑇 
𝑉𝑎𝑟(𝑧𝑇+?̂?) =  𝛴 + (𝐼 + 𝐵)𝛴(𝐼 + 𝐵)′ + (𝐼 + 𝐵 + 𝐵
2)𝛴(𝐼 + 𝐵 + 𝐵2)′  + 
                           …+ (𝐼 + 𝐵 + 𝐵2 + ⋯+ 𝐵?̂?−1)𝛴(𝐼 + 𝐵 + 𝐵2 + ⋯+ 𝐵?̂?−1)′                                                       
Obtained mean and variance with forwarded parameters they are used as central 
moments for a Multivariate Normal Distribution in order to obtain  the predictive 
distribution 𝒑(𝑹𝑻+?̂?) of multiperiodal future returns which is taken by selecting 
only the first column of the joint distribution 𝑝(𝑍𝑇+?̂?) which is multivariate 
normal. 
 
2.3.2 Predictability without a predictive variable  
Because predictability with predictive variables doesn’t worth for the rational 
investor, we refer to a particular case of the VAR presented above where we do not 
find any predictive variables and then it  reduces to: 
𝒓𝒕 =  𝝁 + 𝜺𝒕 
Multiperiodal future returns are considered here i.i.d assuming that 
𝜀𝑡 ~ 𝑖. 𝑖. 𝑑. 𝑁(0, 𝜎
2). Here the parameters vector is  𝜃 = [ 𝜇 , 𝜎2] from a MLE where 
we find the estimated values of historic mean and variance of the available data 
set. Also here after their estimation it’s possible to build the posterior distribution 
of them using a Bayesian approach. Not distinguishing the two different cases the 
general case prescribes to forward parameters in the future with the formulas 
below : 
𝐸(𝑅𝑇+?̂?) =  ?̂?𝜇 
𝑉𝑎𝑟(𝑅𝑇+?̂?) =   ?̂?𝜎
2 
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Then the predictive distribution of multiperiodal future returns is taken by drawing 
from the predictive distribution 𝒑(𝑹𝑻+?̂?) which is univariate normal and scaling 
for each  ?̂?. 
 
2.4 The explanation order 
So far we get four options: predictability using a predictive variable, predictability 
without predictive variable, and in both cases parameters uncertainty or not. The 
order followed this far was useful for the explanation of the four different cases. In 
the following chapters the four options are considered in the following way: 
- Predictability assuming i.i.d. returns and estimation risk; 
- Predictability assuming i.i.d returns and no estimation risk; 
- Predictability with predictive variable and estimation risk; 
- Predictability with predictive variable and no estimation risk. 
We decided to show the theory and results in this order by explaining first 
estimation risk case and then no-estimation risk case because the second is a 
simplification of the former. 
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Chapter 3 
 The Dataset 
The time series here considered are intended to be tracked with a monthly 
frequency, from 1978 to 2015 for a total of 357 monthly observations. The sample 
period allow to include many economic cycles including both bearish and bullish 
market’s phases. The used time series are provided by DataStream and are 
expressed in British pound. In the financial markets is usual to deal with a non-
stationary time series. Excess returns are calculated by deducting short-term cash 
returns from total returns. 
 
3.1 The Risk Free Asset   
In order to compute the excess returns namely risk premium of the stock index we 
need a free risk rate that summarize the dynamics of the financial market riskless 
rate.  A measure of short term cash returns in the UK market could be the LIBOR – 
London Interbank Offered Rate estimated by various institutions. It’s an average 
rate at which leading banks exchange capitals between each other’s. The problem 
of this rate is that it has been in the centre of scandals for manipulation in the 
recent past years therefore doesn’t suit for the present analysis. An alternative to 
catch the free risk rate in the UK market is the 3 months T-Bill rate in sterling, 
which is used very frequently for both US and UK markets. The choice of this index 
is very common and is computed by the Office for National Statistics (ONS) and 
provided by DataStream. The UK 3 months T-Bills yield by default is expressed as 
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an annualized percentage yield therefore is computed the continuously 
compounded monthly rate: 
𝑟𝑓 = ln(1 +
3𝑀𝑡𝑏
12
) 
Representing the time series: 
 
 
Here are computed descriptive statistics including the third and fourth central 
moments: 
Descriptive Statistics 
Mean 0.0045 
Median 0.0043 
Maximum 0.0121 
Minimum 0.0002 
Standard Deviation 0.0032 
Skewness 0.5001 
Kurtosis 2.7390 
  
 
Looking at its distribution we are far than the normal one. 
Figure 2. Monthly T-Bill in GBP 
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The free risk rate has a sample mean of 0.0045, relatively small and a very low 
variance. The third moment suggest that the distribution it’s right skewed and the 
fourth one that it’s platykurtic. Also here we are far from a normal distribution. 
In Barberis the free risk is set as the last sample value. Generally the free risk is 
fixed to a singular value to maintain the simplicity in the analysis. What we found 
in this work that by varying this value that is subtracted from historical stock 
returns (in order to computer the stock excess returns) the predictive distribution 
and the allocation lines totally changes. At this point we have to decide what value 
we want to fix being so important: the last sample value or the sample mean value. 
Henceforth we fix it at its sample mean. Therefore results strong dependent upon 
this value: it’s up to the rational investor which value has to be fixed depending 
upon his experience and his beliefs.  
 
3.2 FTSE 100  
Object of our analysis is the well-known stock index FTSE 100, the main index of 
London Stock Exchange. It represents the ‘’100 UK’s largest companies, and is a 
key indicator often referred to by financial experts’’ (BBC).  
The FTSE 100 is a market-capitalisation weighted index of UK-listed blue chip 
companies belonging from  the wider group of ‘’FTSE Uk Index Series’’. 
It’s a Paasche index computed in the following way: 
Figure 3. T-Bill Estimated Gaussian Kernels. 
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𝐼𝑡
𝑃𝑎𝑎𝑠 =
∑ 𝑃𝑖,𝑡𝑄𝑖,𝑡
𝑁
𝑖=1
∑ 𝑃𝑖,0𝑄𝑖,𝑡
𝑁
𝑖=1
 
Where 
𝑃𝑖,𝑡 =  price at start of the day t for constituent I after adjustments for corporate action 
or event; 
𝑃𝑖,0 = price of constituent I on the starting day of calculating the index; 
𝑄𝑖,𝑡 = number of shares included in the index for constituent i at the start of day t. 
 
 
We elect it for our analysis because of its representativeness of the UK Market, 
considering the time series from 1978 to 2015 in monthly observations of the 
DataStream TOTAL RETURN INDEX and DIVIDEND YIELD time series.  Another 
options could have been the UK Total Market Index provided by the DataStream, 
but the intent of this work is to analyse an index where it’s possible to invest in. 
Figure 4. FTSE 100 Total Return Index 
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A lot of possibility to invest in the index are present in the Financial Markets, 
from derivatives to funds. 
3.2.1 FTSE 100 Continuously compounded excess returns 
 
 
By considering the FTSE 100 stock index, is analysed the total return version which 
is the price index that assumes both capital gains and income provided by the stock 
index reinvested in it. Therefore the continuously compounded stock returns on 
the stock index is: 
𝑅 = ln
𝑅𝐼𝑡+1
𝑅𝐼𝑡
 
It is a non-stationary time series even if we differentiated with the log-returns.  
Here descriptive statistics which describe the FTSE 100 monthly stock return. 
 
 
 
 
Figure 5. FTSE 100 Continuously Compounded Returns 
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Descriptive Statistics 
Mean 0.0072 
Median 0.0112 
Maximum 0.1356 
Minimum -0.3003 
Standard Deviation 0.0455 
Skewness -1.1722 
Kurtosis 8.6171 
  
 
The mean of stock returns is fixed at an estimated sample value of 0.0072  and a 
correspondent annual value of 8.64% being mean-variance dominant with respect 
to the riskless rate with an annual standard deviation of 15.76% against a 1.10% of 
the free risk. The skewness value suggest that the distribution has more values on 
the left side which means more probably negative values. Furthermore the 
distribution has a kurtosis index of 8.6171, indicating a leptokurtic distribution.  
 
 
In order to have an immediate understand of this we can look at the histogram 
against the normal distribution and of the estimated Gaussian kernel. The 
conclusion as expected is that log excess returns are not normal distributed they 
are left skewed having more values in the left part of the distribution and 
leptokurtic having a value greater than 3 (for the normal distribution).  
Computed log returns the continuously compounded monthly excess stock returns 
are the log returns minus the free risk interest rate. 
Figure 6. FTSE 100 Estimated Gaussian Kernel 
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𝑟𝑡 = 𝑅 − 𝑟𝑓 
Nothing changes about the returns distribution’s properties being the Rf only a 
scaling constant factor. 
 
3.2.2  FTSE 100  Dividend Yield and its predictive power 
       3.2.2.1  FTSE 100  Dividend Yield  
Admitting asset returns predictability with a predictive variable we have to 
introduce the one used in this work: the well documented predictive power of the 
Dividend Yield  brings us to give attention to it. Henceforth we refer to it as 
dividend yield, Dy, dividend price ratio or d/p. 
On a rolling window of annual dividends, dividend yield is defined like the ratio of 
the sum of aggregate dividends released by the index in the 11 past months and 
the price of the index in the end of month 𝑷𝒕 . 
𝑫𝒚 =
∑ 𝑫𝒕−𝒋
𝟏𝟏
𝒋=𝟎
𝑷𝒕
 
As reported in Lewellen (2002) the value-weighted Dy (provided by DataStream  
as an average of the individual yields of the constituents weighted by market 
value) better measures the aggregate dividend yield.  
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The predictive regressions use natural log of Dy rather than raw series having  
better properties. 
Descriptive Statistics 
Mean 0.0364 
Median 0.0354 
Maximum 0.0576 
Minimum 0.0198 
Standard Deviation 0.0079 
Skewness 0.0303 
Kurtosis 2.6624 
  
 
Also called dividend/price ratio, the predictive power of the dividend yield with 
respect to future returns is well documented in the literature by Stambaugh 
(1986), Fama and French (1988), Campbell(1991) by using predictive regressions. 
This approach is supported for American time series like indices as the NYSE or 
S&P500. Extending this approach to the European indices is a new field of 
research, so far it has been proved that this approach works for European indices 
like ‘’Datastream European Price Index’’ by Fugazza, Guidolin and Nicodano 
(2005). The effort in this work is focused on extend this approach to other 
European time series where the hypothetical investor can directly invest in. 
Figure 7. FTSE 100 Dividend Yield 
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The time series here analysed is not stationary showing strong persistence 
through the time. Looking at the probability distribution, it’s far from the normal 
one. 
 
3.2.2.2  The Predictive Power of the Dividend Yield 
Even if it is economically recognized the predictive power of Dy for returns, 
statistically the opposite is true. By letting 𝒓𝒕 be the continuously compounded  
excess returns on the total return stock index at time t and 
𝒅
𝒑𝒕
  the dividend price 
ratio of the same index, we want  to determine how much of stock index return  is 
explained by  dividend yield, therefore returns are regressed on log-dividend yield 
writing down the following model: 
 𝒓𝒕 = 𝜶 +  𝜷
𝒅
𝒑
𝒕−𝟏
+ 𝜺𝒕 
Being 𝜾𝒕 a vector of ones we set X=[𝜾𝒕  ,   
𝒅
𝒑𝒕−𝟏
] as the regressors matrix which is 
assumed a non-stochastic matrix of observed financial data (the natural filtration). 
Hence an OLS estimation of the coefficients is: 
[
?̂?
?̂?
] =  (𝐗′𝐗)−1 𝐗′𝒓 
Figure 8. FTSE 100 Dividend Yield Estimated Gaussian Kernel 
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Running a simple OLS on available dataset we get (standard deviation in 
parenthesis): 
 
 
 
 
 
 
 
A t-test brings to accept the null hypothesis being in the critical region. The Beta 
coefficient is significantly equals to zero, we do not explain returns with the Dy like  
𝑹𝟐 suggest. Representing the regression line against the real values and real values 
against fitted ones it is given a representation of its weaknesses
 
        Figure 9. Linear Regression Results 
 
Therefore we can write : 
𝒓𝒕 = 𝟎. 𝟎𝟏𝟕𝟎 − 𝟎. 𝟒𝟎𝟎𝟖 
𝒅
𝒑
𝒕−𝟏
+ 𝜺𝒕 
On the thesis that returns are predictable with the Dy, even if statistically there is 
no evidence, economically it is recognized as a powerful predictive variable. Some 
Linear Regression -  H0: 𝜷 =0 
 Coeff. T-test 𝑹𝟐 
?̂?          0.0170          1.478         0.45%       
 (0.011)   
?̂?          -0.4008 -1.281        
 (0.315)   
Table 1. Linear Regression Coefficients 
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investors can react by forming their portfolio decision regardless the predictive 
variable some others use it. In this work, following the general approach a 
compromise is reached: it is recognized its predictive power but it is also 
considered a wise uncertainty about its estimation by introducing the estimation 
risk. This brings to the half-way between the two extreme:  
The predictive power of the Dy is uncertain. 
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Chapter 4  
Predictability with  simplified VAR 
 
4.1 The Model – A Simplified VAR 
Following the idea that an investor could not rely on the predictive power of the 
dividend yield he can discard it and use a simple model for predictability: 
𝒓𝒕 =  𝝁 + 𝜺𝒕 
As shown it is a simplification of the VAR model where the predictive variable Dy 
appears. Using this model means that returns are assumed i.i.d. and a standard 
assumption is made here: 𝜀𝑡 ~ 𝑖. 𝑖. 𝑑. 𝑁(0, 𝜎
2). The stochastic process is composed 
by a trend and a disturbance factor which is the Gaussian error.   
The investor compute the expectation 
1
𝐼
∑
{(1 − 𝜔)𝑒𝑥𝑝(𝑟𝑓?̂?) + 𝜔 𝑒𝑥𝑝 (𝑟𝑓?̂? + 𝑅𝑇+?̂?
(𝑖) )}
1−𝐴
1 − 𝐴
𝐼
𝑖=1
 
using the predicted returns drawn from the predictive distribution 𝐼 = 1000000  
times having two options: drawing them from the predictive conditional 
distribution 𝑝(𝑅𝑇+?̂?|𝑟) when he accounts for parameter uncertainty or  
𝑝(𝑅𝑇+?̂?|?̂?, ?̂?
2, 𝑟) when he doesn’t account for it considering the estimated 
parameters fixed. They are both Normal Distribution. 
As in Barberis there are two steps in sampling from predictive distribution:  
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Step 1-  for first given the available dataset 𝒓 = (𝑟1, 𝑟2, … , 𝑟𝑇) are estimated the 
central moments ?̂? and ?̂?2 which are used to build their posterior distribution 
𝑝(𝜇, 𝜎2|𝑟) by generating a large sample; 
Step 2- the posterior distribution is then used to sample from the predictive 
distribution differentiating the case when estimation risk is present using all the 
values from the posterior and where is not using the average posterior mean and 
variance. 
Of two steps the first is in common between estimation risk ad no-estimation risk, 
only the second differentiate them. 
 
4.2 Estimation risk 
Therefore we give a look at how parameters uncertainty affects optimal portfolio 
allocation when returns are predictable. The investor start by estimating the 
distribution’s parameters: 
?̂? = 𝑟 =
∑ 𝑟𝑡
𝑇
𝑡=1
𝑇
= 0.0027 
And 
?̂?2 =
∑ (𝑟𝑡 − 𝑟)
2𝑇
𝑡=1
𝑇 − 1
= 0.0021 
In order to build the conditional joint posterior distribution 𝑝(𝜇, 𝜎2|𝑟) a non-
informative prior is used: 
𝑝(𝜇, 𝜎2)  ∝  
1
𝜎2
 
the  posterior distribution it is obtained in the following way: 
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1. It is drawn from the marginal Inverse gamma one time: 
𝜎2|𝑟 ~ 𝐼𝐺 (
𝑇 − 1
2
,
1
2
∑(𝑟𝑡 − ?̅?)
2
𝑇
𝑡=1
) 
2. Given the value drawn from the inverse Gamma it is used as parameter in 
order to draw one time from the conditional marginal which is Normal: 
𝜇|𝜎2, 𝑟 ~ 𝑁(?̅?,
𝜎2
𝑇
) 
Repeating this procedure 𝐼 times it is obtained the joint posterior distribution  
𝑝(𝜇, 𝜎2|𝑟) for parameters, having introduced the uncertainty about them. The 
average values of this distribution are reported in the table: 
 
 
 
 
The posterior has a mean of 0.0027, the same of historic estimation for 
construction, and a variance of 0.0021. Characteristic of this procedure is that the 
investor uses the entire distribution for each future horizon  ?̂? not revising his 
beliefs about the parameters but fixing them for each horizon of decision.  
The second step is sampling from the predictive distribution using the obtained 
posterior.  
Therefore fixing the future horizon  ?̂? the buy and hold investor take each couple 
(𝝁, 𝝈𝟐)(𝒊) drawn from the joint posterior and uses it as set of parameters of a 
Normal Distribution 𝑝 (𝑅𝑇+?̂?|?̂?𝜇
(𝑖), ?̂?𝜎2
(𝑖)
, 𝑟) from which it is drawn one time one 
multiperiodal future return. By repeating it 𝐼 times it is obtained the predictive 
distribution 𝑝(𝑅𝑇+?̂?|𝑟) unconditioned to any parameters: each multiperiodal future 
return has the same Normal distribution but with different mean and variance. 
Average posterior Mean and Variance 
𝝁 𝝈𝟐 
0.0027 0.0021 
(0.0024) (0.0002) 
Table 2. Parameter's Posterior Distribution 
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In other words, fixing the future horizon?̂?, are drawn  {𝑅𝑇+?̂?}𝑖=1
𝐼  with  
𝑅𝑇+?̂?|𝜇
(𝒊), 𝜎2
(𝑖)
, 𝑟  ~  𝑁(?̂?𝜇(𝒊), ?̂?𝜎2
(𝑖)
) 
With the obtained distribution is computed the expectation above ranging 𝜔 from 
0 to 0.99 (being a numerical optimization) obtaining the optimal allocation to stock 
which maximize the power utility function in ?̂?. The procedure is then repeated for 
each  ?̂? (remembering that it goes from 1:120 months abreast of 12 months) 
resulting in a vector of optimal allocation  ?̂?. 
 
Figure 10. Optimal Allocation against investment horizon in years 
The Bayesian approach to the long run investment when an investor accounts for 
estimation risk brings to a downward sloping allocation line which means that a 10 
years allocation is lower than one. The investor perceives the uncertainty of his 
estimation (of 𝜇 and 𝜎2) and therefore act cautiously by lowering his allocation to 
stock. This phenomenon is called horizon effect where the stock is perceived riskier 
at longer investment horizon. The reason is due to the growth of the variance of 
future returns. In the future horizon ?̂? the variance of multiperiodal future returns 
grow faster than linearly with time because of the parameters uncertainty then the 
investor faces more uncertainty and he allocates less to stock.  
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Even if we are in an estimation risk environment with downward sloping 
allocation lines, an investor with a risk aversion of A=10 allocates about 30% of his 
wealth while a less risk averse investor with A=5 allocates on average 30% more 
than the first one to the stock, the power utility function has a greater value for 
lower risk aversion values A. 
 
4.3 No Estimation risk 
It has been told that for both cases where the investor takes into account 
estimation risk or not there is one step in common: the way it is created the 
posterior distribution of parameters. Therefore here we refer to the same 
methodology of the Step 1 in the previous paragraph in order to obtain the 
parameters’ posterior distribution. For the Step 2 little changes being the predictive 
distribution 𝑝(𝑅𝑇+?̂?|𝜇, 𝜎
2
, 𝑟)  generated for each future horizon ?̂? from a Univariate 
Normal Distribution having parameters fixed at their posterior means taken from 
the Table 2.  
Therefore having the couple (𝝁, 𝝈
𝟐
) , fixed for each future horizon ?̂? are drawn 
from a Univariate Normal Distribution with mean ?̂?𝝁 and variance ?̂?𝝈
𝟐
 𝐼 
multiperiodal future returns used to compute the expectation to find what 𝜔?̂? 
maximize the power utility function. By repeating this procedure for each future 
horizon ?̂? is then obtained the vector ?̂?. The entire optimization procedure is 
repeated for two different level of risk aversion: a low aversion A=5 and an higher 
one A=10. For  A=5  the investor’s allocation is more than 30% on the stock than 
the A=10 one, this brings to a greater risk and greater returns.  
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Figure 11. Optimal allocation against investment horizon in years 
 
Not surprisingly to notice a rather flat allocation for each future investment 
horizon. When estimation risk is ignored, are forecasted log cumulative future 
returns with mean and variance that grow linearly with time ?̂?. The allocation 
became horizon independent. 
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4.4 The analysis of the variance 
The optimal allocation differs when estimation risk is taken into account or not. 
The horizon effect is evident for the former case where the investor perceives 
growing variance and the allocation falls.
 
 
 
In the presence of estimation risk,  the allocation starts from the same level of the 
i.i.d returns case but goes down as time flows reaching at the 10-year horizon a 
difference of 15% (A=5) or 7% (A=10), an evident horizon effect. How do we 
explain it? Uncertainty plays an important role here. Giving a look at the growth of 
variance during all the future period it is possible to see the higher uncertainty that 
surround the investor bringing him to allocate less than the certain investor. It’s 
fixed a value of A=10, being possible to extend the example to other risk aversion 
values. In the presence of estimation risk the variance grows no more linearly with 
the time being predicted returns no longer i.i.d. (?̂?𝜇 and ?̂?𝜎) but its behaviour 
looks exponential being from the point of view of the investor future returns 
positively serially correlated hence a stochastic process with persistence. 
Figure 12. Optimal allocation against investment horizon in years for A=5 (left) and A=10 
(right) considering  both estimation risk and no-estimation risk in the same graph. 
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The upper line, the dashed one, corresponds to the estimation risk case while the 
lower line, the solid one, to the i.i.d. returns. Intuitively parameters uncertainty 
makes stock more risky:  for a future investment horizon of  ?̂? = 10 years i.i.d 
returns’ variance is of 0.252 i.e. a standard deviation of 50.19% allowing a constant 
allocation of 35% while for the uncertainty framework the variance grows faster 
reaching the value of 0.3338 and a standard deviation of 57.77% with a 
correspondent lower allocation of 28%: the stock is riskier. The variance makes 
the difference in the optimal allocation being the cause of the horizon effect. 
 
 
 
 
 
 
Figure 13. Growth of Variance for A=10 in both estimation risk and 
no-estimation risk case. 
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Chapter 5  
Predictability with  the predictive variable 
5.1 The Model - VAR 
Considering the time series of excess returns 𝒓𝒕 (computed by the total return time 
series net of free risk rate),  and the 
𝒅
𝒑𝒕
 time series namely Dy (dividend yield), we 
first consider the stochastic processes: 
𝒓𝒕 = 𝜶 +  𝜷
𝒅
𝒑
𝒕−𝟏
+ 𝜺𝒕 
𝒅
𝒑
𝒕
=  𝜸 +  𝝆
𝒅
𝒑
𝒕−𝟏
+ 𝒗𝒕 
As it is well-known from the theory it’s possible to build up the following 
regression model having the vector 𝒛 = [𝑟𝑡 ,
𝒅
𝒑𝒕
]’ , the matrix  𝑪 = [𝒂  𝑩]’ (where 
𝒂 = [𝜶, 𝜸] and 𝑩 = [𝜷, 𝝆] ) , the matrix X=[𝜾𝒕    
𝒅
𝒑𝒕−𝟏
] being 𝜾𝒕 a vector of ones it is 
considered non-stochastic and the errors vector 𝑬 =[𝜺𝒕, 𝒗𝒕]’  with  
𝒄𝒐𝒗(𝑬) = 𝑬𝑬′ = ([
𝜺𝒕
𝒗𝒕
] , [𝜺𝒕 𝒗𝒕]) = (
𝜎𝜺
2 𝜎𝜺𝒗
2
𝜎𝒗𝜺
2 𝜎𝒗
2 ) = 𝜮 
A standard assumption is that the errors are multivariate normal (from ours 
assumption: bivariate) distributed    
𝐸~𝑀𝑉𝑁(0, 𝛴) 
Therefore we have the model 
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Z=XC+E 
 
Alternatively expressed like 
(
𝒛𝟐
′
⋮
𝒛𝑻
′
) = (
𝟏 𝒙𝟏
′
⋮ ⋮
𝟏 𝒙𝑻−𝟏
′
)(𝒂
′
𝑩′
) + (
𝝐𝟐
′
⋮
𝝐𝑻
′
) 
 
5.2  Estimation risk 
Focusing the attention to the case where the investor is concerned about 
estimation risk and predictability is included as well, it is considered a VAR. By this 
assumption we are assuming that we can explain returns and dividend yield by 
their own lagged values. Even this we are modifying the VAR such that the lagged 
values are not both returns and dividend yield but only the last one.  
Following the same Bayesian approach of Stambaugh (1999) :  
Letting 𝑪 = [𝜶  𝜷  𝜸  𝝆]’ be the vector of VAR’s parameters and 𝜮 the covariance 
matrix as above defined, a posterior density for 𝑪 and 𝜮 could be  
𝒑(𝑪, 𝜮|𝒛) ∝  𝑳(𝑪, 𝜮; 𝒛)𝒑(𝑪, 𝜮) 
Where we find that the conditioned joint posterior distribution 𝑝(𝐶, 𝛴|𝑧) is 
proportional to the prior distribution 𝑝(𝐶, 𝛴)  which represents the prior beliefs of 
the rational investor about the parameters distribution and 𝐿(𝐶, 𝛴; 𝑧) denoting the 
likelihood function of parameters given the available dataset. 
- The likelihood function 
Recalling the functional form of the Multivariate Normal distribution  
𝑓𝑋(𝑥1, 𝑥2, … , 𝑥𝑇) =  
1
(2𝜋)
𝑇
2(|𝛴|)
1
2
exp (−
1
2
(𝑥 − 𝜇)′𝛴−1(𝑥 − 𝜇)) 
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We can elect it as our Data Generating Process function if we assume that our data 
are normal. Since the error terms under Gauss-Markov assumptions are assumed 
to be multivariate normal,  our 𝒛 = [𝑟𝑡  
𝒅
𝒑𝒕
] is independently and bivariate normally 
distributed with mean 𝐶 and variance 𝛴. The conditional likelihood function is: 
𝑝(𝑧|𝐶, 𝛴, 𝑋) ∝ (2𝜋)−(𝑇/2)(|𝛴|)−(1/2)exp (−
1
2
(𝑍 − 𝑋𝐶)′𝛴−1(𝑍 − 𝑋𝐶)) 
And the conditional log-likelihood is equal to: 
𝒍𝒏 𝑳(𝑪, 𝜮) = −
𝑇
2
ln(2𝜋) −
1
2
ln(|𝛴|) −
1
2
(𝑍 − 𝑋𝐶)′𝛴−1(𝑍 − 𝑋𝐶) 
It is known that OLS estimators are also MLEs – maximum-likelihood estimators 
when the initial observation of regressors X=[𝜾𝒕    
𝒅
𝒑𝒕−𝟏
] is assumed to  be non-
stochastic.  
Given this framework, ?̂? is consequently the posterior mean of 𝑪 (in fact the 
normal distribution find its maximum value in correspondence of its mean) and 
the term (𝑍 − 𝑋𝐶)′𝛴−1(𝑍 − 𝑋𝐶) represents from the multiple regression setting 
the ratio 
𝑆𝑆𝐸
𝑆𝑆𝑇
 which is a component of the  goodness of fit index 𝑅2 = 1 −
𝑆𝑆𝐸
𝑆𝑆𝑇
. It is 
then the ratio between Sum of Squared Errors and the total variance of the 
stochastic process and here the posterior mean of the covariance matrix. 
- The prior distribution 
A standard non informative or ‘diffuse’ prior as in Stambaugh (1999) and Barberis 
(2000) is used: 
𝒑(𝑪, 𝜮) ∝  |𝛴|−(𝑛+2)/2 
It is intended to represent vague prior beliefs about parameters. 
Being n the number of predictive variables we have n=1 (just the Dy) and then the 
following prior distribution: 
𝒑(𝑪, 𝜮) ∝  |𝛴|−3/2 
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With a Bayesian approach is obtained the joint posterior distribution 𝒑(𝑪, 𝜮−𝟏|𝒛) of 
VAR’s parameters.  
From the VAR above it is obtained an estimation of parameters given by  
?̂? = (𝑿′𝑿)−1 𝑿′𝒁 = [
?̂?  ?̂?
?̂? ?̂?
] 
which represents the average behaviour of stochastic variables explained in the 
model but in addiction, following a Bayesian approach, it is built a posterior 
distribution of them. 
Therefore it is run a VAR(1), with K=1 variable (Dy). Hence it is obtained with 
?̂? = (𝑿′𝑿)−𝟏𝑿′𝒁  the 2x2 square matrix of regression coefficients and 𝑺 =
(𝒁 − 𝑿?̂?)′(𝒁 − 𝑿?̂?)  the 2x2 innovations covariance matrix. Given these two 
matrices, the former it is vectorized and then both are set as the conditioning 
values of conditional and marginal distributions respectively. Therefore the  
posterior distribution 𝒑(𝑪, 𝜮−𝟏|𝒛) it is obtained in the following way: 
1. It is drawn from the marginal Wishart with n=1 (the predictive variable) and  
T-3 degree of freedom, one time the matrix: 
𝜮−𝟏|𝒛 ~ 𝑾𝒊𝒔𝒉𝒂𝒓𝒕(𝑻 − 𝒏 − 𝟐, 𝑺−𝟏) 
2. Given the matrix 𝜮−𝟏, it is computed the inverse one and used with vec(?̂?) as 
parameters of multivariate normal conditional distribution from which we 
draw one time the random parameters’ vector vec(C).  
𝒗𝒆𝒄(𝑪)| 𝜮, 𝒛 ~ 𝑴𝑽𝑵(𝒗𝒆𝒄(?̂?), 𝜮 ⊗ (𝑿′𝑿)−𝟏) 
After it has been obtained the couple (𝑪, 𝜮−𝟏)(𝒊) the procedure is repeated 𝐼 
=1000000 times in order to obtain an appropriate representation of the posterior 
with an elevate degree of precision and to reduce to a minimum value the sampling 
error. The posterior is ready: 𝒑(𝑪, 𝜮−𝟏|𝒛). 
In the table are reported the average values of mean and the standard deviation of 
parameters’ posterior distribution: 
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                𝒂                                𝑩 𝜮 
-0.0298                   0.8803 
( 0.0115)                ( 0.3142) 
0.0021                -0.0001 
( 0.0002)             ( 0.0000) 
  0.0011                    0.9685 
( 0.0005)                ( 0.0131) 
-0.0001                3.8E-06 
( 0.0000)              (2.9E-07) 
Table 3. Mean and Standard Deviation of parameters' posterior distribution. 
The Table 3 of average matrices report a covariance value between the innovations 
of stock return process and the auto-regressive dividend yield process’ innovations 
AR(1) of -0.0001 furthermore by computing the correlation matrix we get a 
negative value of -0.89222 
         𝒓𝒕                                    𝑫𝒚 
𝒓𝒕 1 -0.89222 
𝑫𝒚 ‘’ 1 
                                 Table 4. Correlation Matrix between log-returns and dividend yield. 
A high Dy brings to high future returns, but remembering the previous linear 
regression’s results regressing the past 𝑟𝑡 on past Dy. An high present Dy brings to 
a lower present return: the dividend yield is positively related to future returns 
and negatively related to present ones. 
Obtained the posterior the second step is sampling from the multivariate normal 
predictive distribution, namely 𝑝(𝑍𝑇+?̂?|𝑧). It suggests to be into the estimation risk 
case not conditioning each future observation on fixed estimated values of 
parameters (𝜃), letting them varies, only conditioning on past dataset (𝑧). 
Therefore for each future time horizon ?̂? the distribution of returns 𝑝(𝑍𝑇+?̂?|𝑧) it is 
built by sampling one time from the conditional distribution  𝑝(𝑍𝑇+?̂?
(𝑖)|𝜃(𝑖), 𝑧) for 
i=1: 𝐼. Each drawn value has the same distribution, different parameters and the 
same dataset. Through the time the parameters’ distribution are scaled by ?̂?.  
In other words, fixing the future time horizon ?̂? and having the joint posterior 
distribution constituted by  𝐼 =1000000 couples  (𝑪, 𝜮−𝟏|𝒛)(𝑖) it is noticed that for 
each of them: 
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𝒗𝒆𝒄(𝑪)(𝑖) = [ 𝜶(𝑖) , 𝜷(𝑖) , 𝜸(𝑖) , 𝝆(𝑖)]  from which we extract  𝒂(𝑖) =  [
𝜶(𝑖)
𝜸(𝑖)
 ]  and  
𝑩(𝑖) = [
𝜷(𝑖)
𝝆(𝑖)
 ] and 𝜮−𝟏
(𝑖)
  inverted to 𝜮(𝑖). Therefore the triplet 𝒂(𝑖), 𝑩(𝑖), 𝜮(𝑖)  will 
be the object of a polynomial expansion (forwarding them in the future horizons) 
in order to compute the mean and the variance of the VAR process (a vector and a 
matrix) which will be in turn for one time parameters of a MVN thus it will be 
drawn once the bivariate variable 𝑍𝑇+?̂?. Repeating this for each 𝐼 it is obtained for a 
fixed future horizon  ?̂? the predictive distribution 𝒑(𝒁𝑻+?̂?|𝒛) unconditioned to  fixed 
parameters then considering estimation risk. 
Despite the procedure explained above a restriction is placed. Given the VAR(1)  
with k=1: 
𝒛𝒕 = 𝒂 + 𝑩𝒙𝒕−𝟏 + 𝜺𝒕 
 𝑧′𝑡 = ( 𝑟𝑡 , 𝑥𝑡
′),   𝑥𝑡 = (𝑥1,𝑡 , … , 𝑥𝑛,𝑡)′ the predictive variables, assuming  
𝜀𝑡 ~ 𝑖. 𝑖. 𝑑. 𝑁(0, 𝛴)  we place a restriction on parameters:  
𝑩𝟎
(𝒊) = [(
0
⋮
0
)𝑩(𝑖)] = [(
0
⋮
0
)
𝜷(𝑖)
𝝆(𝑖)
] 
having then 
𝒛𝒕 = 𝝁 + 𝑩𝟎𝒙𝒕−𝟏 + 𝜺𝒕 
By applying this restriction is eliminated the contribution of 𝑟𝑡−1  in forecasting the 
future returns, being the prevision only dependent from   
𝒅
𝒑
 𝒕−𝟏 .  
Then for the computation of the mean and the variance, the VAR is converted into 
its VMA form thanks to recursive substitution and being 𝑧𝑡 a function of its initial 
value and socks 𝜀𝑡 we have:  
𝒛𝑻+𝟏 = 𝑎 + 𝐵0𝑧𝑇 + 𝜀𝑇+1 
𝑧𝑇+2 = 𝑎 + 𝐵0𝑧𝑇+1 + 𝜀𝑇+2 
𝑧𝑇+2 = 𝑎 + 𝐵0(𝑎 + 𝐵0𝑧𝑇 + 𝜀𝑇+1) + 𝜀𝑇+2 
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𝒛𝑻+𝟐 = 𝑎 + 𝐵0𝑎 + 𝐵0
2𝑧𝑇 + 𝐵0𝜀𝑇+1 + 𝜀𝑇+2 
𝑧𝑇+3 = 𝑎 + 𝐵0𝑧𝑇+2 + 𝜀𝑇+3 
𝑧𝑇+3 = 𝑎 + 𝐵0(𝑎 + 𝐵0𝑎 + 𝐵0
2𝑧𝑇 + 𝐵0𝜀𝑇+1 + 𝜀𝑇+2) + 𝜀𝑇+3 
𝒛𝑻+𝟑 = 𝑎 + 𝐵0𝑎 + 𝐵0
2𝑎 + 𝐵0
3𝑧𝑇 + 𝐵0
2𝜀𝑇+1 + 𝐵0𝜀𝑇+2 + 𝜀𝑇+3 
⋮ 
𝑧𝑇+?̂? = 𝑎 + 𝐵0𝑎 + 𝐵0
2𝑎 + ⋯+ 𝐵0
?̂?−1𝑎 
               +𝐵0
?̂?𝑧𝑇 
               +𝜀𝑇+?̂? + 𝐵0𝜀𝑇+?̂?−1 + 𝐵0
2𝜀𝑇+?̂?−2 + ⋯+ 𝐵0
?̂?−2𝜀𝑇+2 + 𝐵0
?̂?−1𝜀𝑇+1. 
 
- The mean of the process 
Having 
𝒁𝑻+?̂? = 𝒛𝑻+𝟏 + 𝒛𝑻+𝟐 + ⋯+ 𝒛𝑻+?̂? 
placing ?̂?=3 
𝑍𝑇+3 =  𝑎 + 𝐵0𝑧𝑇 + 𝜀𝑇+1 +  𝑎 + 𝐵0𝑎 + 𝐵0
2𝑧𝑇 + 𝐵0𝜀𝑇+1 + 𝜀𝑇+2 +  𝑎 + 𝐵0
+ 𝐵0
2𝑎 + 𝐵0
3𝑧𝑇 + 𝐵0
2𝜀𝑇+1 + 𝐵0𝜀𝑇+2 + 𝜀𝑇+3 
𝑍𝑇+3 = 3𝑎 + 2𝐵0𝑎 + 𝐵0
2𝑎 + 𝐵0𝑧𝑇 + 𝐵0
2𝑧𝑇 + 𝐵0
3𝑧𝑇 + 𝜀𝑇+1 + 𝐵0𝜀𝑇+1 +
              + 𝐵0
2𝜀𝑇+1  + 𝜀𝑇+2  + 𝐵0𝜀𝑇+2 + 𝜀𝑇+3  
Being the expectation a linear operator, it gets inside the sum of processes 𝑍𝑇+?̂?  
and consequently with 𝐸(𝜀𝑇+?̂?) = 0 we get: 
𝐸(𝑍𝑇+3) = 3𝑎 + 2𝐵0𝑎 + 𝐵0
2𝑎 + 𝐵0𝑧𝑇 + 𝐵0
2𝑧𝑇 + 𝐵0
3𝑧𝑇 
With  ?̂?=3  and  𝐸(𝑍𝑇+?̂?) =  𝜇𝑠𝑢𝑚 
𝜇𝑠𝑢𝑚 =  ?̂?𝑎 + ( ?̂? − 1)𝐵0𝑎 + ( ?̂? − 2)𝐵0
2𝑎 + (𝐵0 + 𝐵0
2 + 𝐵0
?̂?)𝑧𝑇 
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For a generic  ?̂? 
 
𝝁𝒔𝒖𝒎 =  ?̂?𝒂 + ( ?̂? − 𝟏)𝑩𝟎𝒂 + ( ?̂? − 𝟐)𝑩𝟎
𝟐𝒂 + ⋯+ 𝑩𝟎
?̂?−𝟏𝒂 + (𝑩𝟎 + 𝑩𝟎
𝟐 + ⋯+ 𝑩𝟎
?̂?)𝒛𝑻 
Being after ?̂? recursive substitution 
𝒛𝑻 =  [
𝒓𝑻
𝒅/𝒑
𝒂𝒗𝒆𝒓𝒂𝒈𝒆
 ] 
-  The variance of the process  
Starting with the errors’ variance covariance matrix, we obtain for a generic ?̂? 
𝜮𝒔𝒖𝒎 =  𝜮                                                                      
                + (𝑰 + 𝑩𝟎)𝜮(𝑰 + 𝑩𝟎)′                                for T=2 
                + (𝑰 + 𝑩𝟎 + 𝑩𝟎
𝟐)𝜮(𝑰 + 𝑩𝟎 + 𝑩𝟎
𝟐)′           for T=3 
                      ⋮ 
                + (𝑰 + 𝑩𝟎 + 𝑩𝟎
𝟐 + ⋯+ 𝑩𝟎
?̂?−𝟏)𝜮(𝑰 + 𝑩𝟎 + 𝑩𝟎
𝟐 + ⋯+ 𝑩𝟎
?̂?−𝟏)′   for T=?̂? 
We could think about future mean and variance of the process as a polynomial 
expansion of 𝐵0. 
Obtained 𝝁𝒔𝒖𝒎
(𝑖) , 𝜮𝒔𝒖𝒎
(𝒊) ( a vector (2x1) and a matrix (2x2) respectively)  is 
sampled one time 𝑍𝑇+?̂?
(𝑖)  (a vector (1x2)) from a multivariate normal distribution:  
𝒁𝑻+?̂?
(𝒊)|𝑪(𝒊), 𝜮(𝒊), 𝒛 ~ 𝑴𝑽𝑵(𝝁𝒔𝒖𝒎
(𝑖) , 𝜮𝒔𝒖𝒎
(𝑖)) 
The procedure is repeated for 𝐼 =1000000, by changing at each iteration mean and 
variance of the MVN distribution and drawing only one value thus constructing the 
predictive distribution  for a fixed ?̂? 
𝒑(𝒁𝑻+?̂?|𝒛)     with    𝒁𝑻+?̂? = [?⃑⃑? 𝑻+?̂? ,
𝒅
𝒑
 
 𝑻+?̂?
 ]  
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Indicating with 𝑋  a vector, from the obtained matrix (𝐼 x2) it is extracted only the 
first column which contains the predicted multiperiodal future returns for the 
period ?̂?,  𝒑(𝑹𝑻+?̂?|𝒛),  each one having different mean and variance (the effect of 
parameter uncertainty). 
Going back to 
max
𝜔𝑇
∫𝑈(𝑊𝑇+?̂?)  𝑝(𝑅𝑇+?̂?|𝑧) 𝑑𝑅𝑇+?̂?  
It is approximated by the sum: 
1
𝐼
∑
{(1 − 𝜔)𝑒𝑥𝑝(𝑟𝑓?̂?) + 𝜔 𝑒𝑥𝑝 (𝑟𝑓?̂? + 𝑅𝑇+?̂?
(𝑖) )}
1−𝐴
1 − 𝐴
𝐼
𝑖=1
 
using the obtained predictive distribution. The power utility function over 
terminal wealth is maximized for each future time horizon  ?̂? with three different 
level of risk aversion: A=5, A=10 and A=20. The higher the number the higher the 
aversion obtaining 3 vectors of omega namely the allocation lines which are 
plotted against the investment horizon in order to show how a long-run 
investment is affected by its horizon. For all cases the allocation of 10 years is 
greater than the allocation of 1 year even if it is decreasing through the investment 
horizon.  
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By representing the stock allocation as a function of time in the estimation risk case 
we can notice some effects: 
- differently from the predictability with simplified VAR case where the allocation 
lines for each value of A are downward sloping, here is presented a different effect 
which brings to an higher allocation to stock as time passes having included the 
dividend yield as predictive variable. The 10 years investor’s allocation is higher 
the 1 year one even if the allocation is growing at a decreasing rate playing the 
uncertainty over parameters an important role; 
-  an A=5 risk averse investor strongly distinguishes him from an A=10 or A=20 
investors, allocating significantly more to stock than the others whom have a 
rather flat and lower but ever growing allocation through the time. Automatically 
he takes into its portfolio more risk in terms of standard deviation of future 
predicted returns; 
-  the so called horizon effect: in fact as a consequence of it, for a buy and hold 
investor up to 6 years the predictability prevails on parameters uncertainty but 
going ahead the opposite is verified where the uncertainty is growingly perceived 
Figure 14. Optimal allocation against investment horizon in years for 
estimation risk  case and all risk aversion levels. 
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from the investor who allocate less to stock. The general effect of parameter 
uncertainty is making the optimal allocation decreasing after 7 years. We will see 
better this effect by comparing the last results with the no estimation risk case. 
 
5.3 No estimation risk 
Considering the no-estimation risk case, the procedure explained here is slightly 
different. Starting from the Table 3 which reports the average values of the joint 
posterior distribution they are used as fixed estimation from the investor who 
doesn’t account for parameter uncertainty. Therefore having the mean of posterior 
parameters which correspond also to the OLS estimation of available data 
?̂? = (𝑿′𝑿)−1 𝑿′𝒁 = [
?̂?  ?̂?
?̂? ?̂?
] 
and  the mean of the marginal  
𝒑(𝜮−𝟏|𝒛) 
that we indicate as 𝜮, it is considered the couple (?̂?, 𝜮) from which we extract  
𝒂 =  [
?̂?
?̂?
 ]  ,  𝑩 = [?̂?
?̂?
 ] and 𝜮.  
Constructed the matrix 
𝑩𝟎 = [(
0
⋮
0
)  𝑩] 
applying the constraints before explained, it is fixed a future horizon ?̂? then we are 
able to compute the mean of the process that is the same for each i-th future return 
𝝁𝒔𝒖𝒎 =  ?̂??̂? + ( ?̂? − 𝟏)𝑩𝟎?̂? + ( ?̂? − 𝟐)𝑩𝟎
𝟐
?̂? + ⋯+ 𝑩𝟎
?̂?−𝟏
?̂? + (𝑩𝟎 + 𝑩𝟎
𝟐
+ ⋯+ 𝑩𝟎
?̂?
)𝒛𝑻 
being  
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𝒛𝑻 =  [
𝒓𝑻
𝒅/𝒑
𝒂𝒗𝒆𝒓𝒂𝒈𝒆
 ] 
and the variance 
𝜮𝒔𝒖𝒎 = 𝜮                                                                      
                + (𝑰 + 𝑩𝟎)𝜮(𝑰 + 𝑩𝟎)′                                 
                + (𝑰 + 𝑩𝟎 + 𝑩𝟎
𝟐
)𝜮(𝑰 + 𝑩𝟎 + 𝑩𝟎
𝟐
)′            
                      ⋮ 
                + (𝑰 + 𝑩𝟎 + 𝑩𝟎
𝟐
+ ⋯+ 𝑩𝟎
?̂?−𝟏
)𝜮(𝑰 + 𝑩𝟎 + 𝑩𝟎
𝟐
+ ⋯+ 𝑩𝟎
?̂?−𝟏
)′     
Obtained 𝝁𝒔𝒖𝒎 and 𝜮𝒔𝒖𝒎 they are considered as parameters of the predictive 
distribution for each fixed ?̂? from which we draw 𝐼 = 1000000 times the 
multiperiodal future returns: 
𝒁𝑻+?̂?|?̂?, 𝜮, 𝒛 ~ 𝑴𝑽𝑵(𝝁𝒔𝒖𝒎 , 𝜮𝒔𝒖𝒎) 
maintaining at each iteration mean and variance of the MVN distribution the same, 
constructing the predictive distribution   
𝒑(𝒁𝑻+?̂?|?̂?, 𝜮, 𝒛)     with 𝒁𝑻+?̂? = [?⃑⃑? 𝑻+?̂? ,
𝒅
𝒑
 
 𝑻+?̂?
 ]  
From the obtained matrix (𝐼 x2) it is extracted only the first column which contains 
the predicted multiperiodal future returns for the period ?̂?   𝑝(𝑅𝑇+?̂?|?̂?, 𝛴, 𝑧) in 
which each one has same mean and variance (no parameter uncertainty). 
Going back to 
1
𝐼
∑
{(1 − 𝜔)𝑒𝑥𝑝(𝑟𝑓?̂?) + 𝜔 𝑒𝑥𝑝 (𝑟𝑓?̂? + 𝑅𝑇+?̂?)}
1−𝐴
1 − 𝐴
𝐼
𝑖=1
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we use the obtained predictive distribution. The power utility function over 
terminal wealth is maximized for each ?̂? for three different level of risk aversion:  
A=5, A=10 and A=20. The higher the number the higher the aversion. 
 
Drawing the allocation lines against the investment horizon when investor doesn’t 
account for uncertainty of model parameters the allocation of 10 years is greater 
than the allocation of 1 year. Maintaining the future multiperiodal returns drawn 
from the predictive distribution fixed the optimization procedure is repeated for 
each risk aversion A=5, 10, 20 obtaining 3 vectors of omega namely the allocation 
lines which are plotted against the investment horizon in order to show how a 
long-run investment is affected by its horizon. No strong horizon effect is shown 
here where the allocation is growing with the time; the effect of the Dy is to make 
the stock’s look better for longer horizon. 
 
 
For a risk aversion of A=5 the allocation reaches 90% while for a risk aversion of 
A=10 the allocation line is lower being 45%. The investor doesn’t account for 
Figure 15. Optimal Allocation to stock against investment horizon in years 
for A=5, A=10 and A=20 
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estimation risk but accounts for predictability by using the dividend yield which is 
fixed at its sample mean.   
 
Representing both cases when estimation risk is taken into account or not and 
predictability is considered with a predictive variable like the Dy we can notice the 
difference in the allocation. 
 
 
The graph on the left represent the optimal allocation when the risk aversion is of 
A=5 (more risk averse investor) while the graph on the right for A=10 (less risk 
averse investor), the solid lines refer to the case when investor ignores parameters 
uncertainty the dashed lines when he accounts for it. Given the right combination 
of risk aversion, predictability and parameters uncertainty are shown interesting 
results. 
Parameters uncertainty or not, when returns are predicted with a predictive 
variable like the dividend yield, a 10 years investor allocates more than 1 year 
investor but we find a difference in the allocation: the A=5 case starts from 0% in 1 
years and grows till to 30% in the 10-th year, instead for A=10 the difference starts 
from 0% in 1 year and ends to 10% in 10 years.  This is essentially due to the 
difference in the variance of the future returns distribution higher in the 
uncertainty case lower in the no estimation risk case bringing then to a different 
growing allocation and different horizon effect. 
Figure 16. Optimal allocation to stock against investment horizon in years for A=5 (left) and 
A=10 (right) considering  both estimation risk and no-estimation risk in the same graph. 
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5.4 The analysis of the variance 
In order to better understand this phenomenon it’s important to look at the 
growth of variance which explains the reason of the different allocation.  
It is represented the growth of variance against the investment horizon from 1 to 
10 years:  
 
 
 
being possible to extend these results also for the remaining case where A=5 and 
A=20, are reported the values obtained for a risk aversion of A=10. An analysis of 
the variance can show why the allocation line in the estimation risk case is 
decreasing and it is lower than the case when no uncertainty is considered.  
For first the variance starts at the same level for both cases with a monthly value of 
0.0021 (the historic estimation). As time passes the path of the variance takes two 
different routes and then two different speeds. It is considered the ?̂? = 10 years 
variance reached from the two different paths. 
In the graph there are two lines: the upper line, the dashed one, represents the 
growth of the future returns’ variance in the estimation risk case where it is 
Figure 17. Growth of Variance for A=10 in both estimation risk and 
no-estimation risk case. 
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reached a 10 years variance of 0.1020 and then a standard deviation of 
√0.1020 = 31.94% corresponding an allocation to stock of 33% of the initial 
wealth while the lower line, the solid one, is for the no-estimation risk case where 
the 10 years variance grows up to a value of 0.0737 and then with a standard 
deviation of 27.15% the investor allocate 45% of his wealth to stock.  
 
5.5 The Four Cases and the Variance 
The figure represents the four cases so far viewed all together: the solid lines refer 
to the case when estimation risk is not considered giving an allocation to the stock 
higher for each ?̂? with respect to the dashed lines when estimation risk brings the 
investor to lower the allocation being parameter uncertainty strong enough to 
show the horizon effect. For each future horizon ?̂? the higher allocation is the one 
reached for the predictability/no estimation risk case when the lower is given by 
the predictability simplified VAR/estimation risk case.  
 
 
 
Assuming that returns are predictable including the dividend yield as predictive 
variable has an implication on the variance of predicted returns: in fact the 
variance grows slower than the case when returns are i.i.d. where no predictive 
Figure 18. Optimal allocation to stock against investment horizon in years for A=5 (left) and 
A=10 (right) considering in the same graph both estimation risk and no-estimation risk and 
predictability with simplified VAR and predictability with VAR. 
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variables are used and a simplified VAR is employed. By comparing these two 
cases an analysis of the the variance makes clear the strong difference between 
them.  
 
 
 
By fixing the future investment horizon ?̂?=120 months: 
 in the simplified VAR  environment it is reached a variance for the estimation 
risk case of 0.3338 which means a standard deviation of 57.77% (returns are 
no i.i.d. growing the variance more than linearly with time even if we assumed 
them normal) against the no estimation risk case where is of 0.252 i.e. a 
standard deviation of 50.19% over 120 months (being returns i.i.d. the last 
value is also obtained as √0.0021 ∗ 120 which means that variance grows 
linearly with time ?̂?𝜎 ); 
In fact  
𝐸(𝑅𝑇+?̂?) =  ?̂?𝜇 = 120 ∗ 0.0027 = 32.4% 
𝐷𝑒𝑣𝑆𝑡𝑑(𝑅𝑇+?̂?) =  √ ?̂?𝜎
2 = √120 ∗ 0.0021 = 50.19% 
Figure 19. Growth of Variance for A=10 in both estimation risk and 
no-estimation risk case with simplified VAR (Normality) and 
predictability with VAR. 
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Even if the mean of the future returns grows the long horizon investment is 
horizon independent being flat along all the investment horizon for the no 
estimation risk case while horizon dependent for the estimation risk case. 
 in the predictability with VAR environment the estimation risk case gives a 
variance of 0.1019 and consequently a standard deviation of 31.92% against a 
variance of 0.0736 and then a standard deviation of 27.13% in the no 
estimation risk case, the predictive power of the dividend yield in both cases 
dramatically slow the growth of variance. 
The last point can be seen mathematically. By considering the regression 
model 
𝒓𝒕 = 𝜶 +  𝜷
𝒅
𝒑
𝒕−𝟏
+ 𝜺𝒕 
𝒅
𝒑
𝒕
=  𝜸 +  𝝆
𝒅
𝒑
𝒕−𝟏
+ 𝒗𝒕 
𝑣𝑎𝑟 (
𝜺𝒕
𝒗𝒕
) =  ([
𝜺𝒕
𝒗𝒕
] , [𝜺𝒕 𝒗𝒕]) = (
𝜎𝜺
2 𝜎𝜺𝒗
2
𝜎𝒗𝜺
2 𝜎𝒗
2 ) = 𝜮 
The multiperiodal conditional variances of predictive distribution for 
respectively one and two future horizons are 
𝑣𝑎𝑟(𝑟𝑇+1) = 𝜎𝜺
2 
𝑣𝑎𝑟(𝑟𝑇+1 + 𝑟𝑇+2) = 2𝜎𝜺
2 + 𝛽2𝜎𝒗
2 + 2𝛽𝜎𝜺𝒗
2  
Being 𝜎𝜺𝒗
2 < 0 it results that the conditional variance and therefore the risk 
grows slower than the horizon ?̂? (different from i.i.d. returns where ?̂?𝜎) and 
showing future returns a mean reversion behaviour that makes the variance 
low. 
Substantially it seems that predictability including dividend yield makes the 
growth of variance slower than i.i.d. returns explaining the horizon effect and a 
further difference is made by considering parameters uncertain or not: this should 
make clear the different results the two models brought us this far..  
 Investing for the Long Run - A Bayesian Approach 
  
61 
 
 5.6 The sensitivity to the Dy 
The importance of the dividend yield as predictive variable is remarkable given the 
asset allocation framework presented here. So far it has been fixed at its mean. 
Infact calculating the mean of the VAR(1), 𝝁𝒔𝒖𝒎 , it is computed a polynomial 
expansion of order ?̂? of the parameters obtained from the posterior distribution, 
involving 𝑩𝟎 and 𝒂. Looking at its functional form we notice the vector  𝑍𝑇  
reached after ?̂? recursive substitution. It results as follows: 
𝒁𝑻 = [
𝒓𝑻
𝒅/𝒑𝒂𝒗𝒆𝒓𝒂𝒈𝒆
 ] 
It contains the last observation of 𝑟𝑇 time series which won’t be considered give 
the parameters restriction on 𝐵0 and the 𝐷𝑦 which is fixed at its average value:  
𝑑/𝑝𝑎𝑣𝑒𝑟𝑎𝑔𝑒 = 3.56 %. 
The predictive distribution of returns strongly depends upon this last value. Infact a 
negative Dy would bring to forecast negative multiperiodal future returns hence to 
an allocation totally on the free risk. On the other hand a positive and elevated Dy 
would bring to higher multiperiodal future returns and a strong allocation to the 
stock.  
Generally speaking the mean of future multiperiodal returns 𝝁𝒔𝒖𝒎 , looking at the 
function in the paragraph 5.3, is growing into the initial value of Dy which is 
present in the vector 𝒁𝑻 bringing to higher forecasted returns that consequently 
bring to an higher stock allocation. This explains why the allocation lines are 
growing in the initial Dy values. 
Therefore it is created a vector of d/p called 𝑠𝑡𝑎𝑡𝑒𝐷𝑦 in which the Dy is ranged 
between five values: 0.5 and 1 standard deviation above its mean and 0.5 and 1 
standard deviation below, obtaining five different initial values of the state 
predictive variable Dy used once a time to estimate the predictive distribution of 
returns conditioned on past data Z and considering or not estimation risk. To be 
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noticed is also that the initial values of Dy are the same for each future ?̂? , not 
revising the investor his beliefs about this predictive variable. 
𝑠𝑡𝑎𝑡𝑒𝐷𝑦 = [    4.33%    3.95%    3.57%    3.19%    2.80%    ]′ 
By doing so it is possible to quantify the effect of this predictive variable to the 
investor’s optimal allocation.  
Fixing the risk aversion value for A=5, 10, 20 is solved the optimization problem  
for each of the stateDy value having  
𝒁𝑻 = [
𝒓𝑻
𝒔𝒕𝒂𝒕𝒆𝑫𝒚(𝒊) ]        𝑓𝑜𝑟  𝑖 = 1,2,3,4,5 
This procedure brings to 5 different future returns distribution for every  year. We 
get an acceptable solution for almost of them because of the presence of some 
allocation lines outside the accepted range of 0-100%.  The posterior and 
predictive distributions are created with 𝐼 = 1000000 𝑟𝑒𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛𝑠. 
For first it is done for A=5. 
 
 
 
It’s important to notice the following results: 
Fixing some point in the future time horizon vector i.e. 1, 4, 6, 8, 10 years, we 
define a quantity: the difference between the Dy dependent allocation lines namely 
Figure 20. Optimal allocation to stock against investment horizon in years for A=5, the 
maximization procedure is repeated for each initial Dy value considering on the left graph 
predictability using a VAR and no  estimation, on the right predictability using a VAR and 
estimation risk. The solid and dotted line represent the optimal allocation in correspondence 
of the average Dividend Yield. 
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a range. Considering two different Dy we have 𝑠𝑡𝑎𝑡𝑒𝐷𝑦(1) > 𝑠𝑡𝑎𝑡𝑒𝐷𝑦(2) and 
corresponding to them are obtained two different allocation lines (two allocation 
vectors) ?̂?𝑠𝑡𝑎𝑡𝑒𝐷𝑦(1) > ?̂?𝑠𝑡𝑎𝑡𝑒𝐷𝑦(2) . It is possible to notice that for each of this point 
in the time the sensitivity of the optimal allocation to the initial value of Dy: 
      - in the no-estimation risk case, left part of the Figure 20, the optimal allocation 
is ever sensitive to the initial value of the predictive variable till to the end of the 
future horizon. Considering the two lower Dy values 3.19% - 2.80% it is possible to 
see that the range remains stable, showing a sort of persistence with a range of 
41% along all the investment horizon up to 10 years. We may also refer to the two 
higher values 3.57% - 3.19%, where the range is 40%, this also holds for 3.95%-
4.33% interval. The investor is always certain about the effectiveness of the Dy’s 
prediction evidently, for him, reliable being the allocation growingly in the time. 
Important to say is that if we solved the utility function for horizons up to 20 years 
we would find a slight convergence effect even if in the no estimation risk case, 
therefore not even growing allocation as shown here, this is because of the long 
horizon that shows his effect even if there is no uncertainty about parameters 
making the variance of future returns very high; 
      - in the estimation risk case, right part of the Figure 20, the optimal allocation is 
growingly time insensitive to the initial value of the dividend yield, being the 
predictive power of this variable growingly uncertain: for instance the range 
between the allocation lines is no more stable, decreasing through the time from 1 
to 10 years, starting from a range of 40% in the first year to a range of 4-5% in the 
10th or sometimes negative between the five stateDy values. The range constantly 
decreases. Under estimation risk assumption the function of weights shows long-
run convergence because going ahead through the time the buy and hold investor’s 
allocation is less sensitive to the initial value of the predictive variable hence the 
stock allocation is no more growing in the initial Dy value as in the no uncertainty 
case. Intuitively this is due to the uncertainty about the predictive power of the 
dividend yield, say estimation risk, which makes the reliability of its predictive 
power lower through the time then creating the convergence effect: one time again 
the uncertainty claims its role. 
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The weight invested in riskier assets appears to be monotonic through the time for 
a risk aversion of A=10 in the no estimation risk case being the 10 years investor 
allocation higher than the 1 year one, instead the convergence in the allocation 
lines in the estimation risk case shows that when the investor is growingly less 
confident about the true predictive power of Dy, for long horizon he is less 
sensitive to it. Estimation risk is strong enough to bring him to be more risk averse. 
The same effect is verified for an investor who as a risk aversion of A=10. 
 
 
 
 It doesn’t matter from which Dy values do he starts, at long horizons the 
predictive values has no more importance. The opposite reasoning holds for an 
investor who doesn’t account for estimation risk who evidently allocates 
considerably more to stock and assuming more risk not considering the 
uncertainty of his estimation. This is of great importance for the different 
behaviour of rational investors on the market that brings them to different choices 
and different results.  
Dependently from the growing risk aversion, respectively for A=20, are 
represented the sensitivity to the initial Dy values. 
Figure 21. Optimal allocation to stock against investment horizon in years for A=10, the 
maximization procedure is repeated for each initial Dy value considering on the left graph 
predictability using a VAR and no  estimation, on the right predictability using a VAR and 
estimation risk. The solid and dotted line represent the optimal allocation in correspondence 
of the average Dividend Yield. 
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In the presence of strong risk aversion and no estimation risk the investor 
allocates no more than 45% of his wealth to stock for the highest value of the 
initial Dy and the 10 years allocation is higher than the 1 year even if it is slightly 
pronounced a convergence effect.  
Statistically of importance here is the skewness of predictive distribution, in fact as 
reported in Stambaugh (1999) what determine the appeal of a stock is exactly this 
quantity: incorporated parameter uncertainty in forecasting returns if the initial 
value of the Dy is low the forecasted future returns have positive skewness and 
then a growing allocation while if the initial value of Dy is high are forecasted 
higher future returns with negative skewness making stock less attractive and 
therefore a lower allocation to the stock then the allocation is no more horizon 
dependent (explained by the variance) but its dependent from the third moment of 
the distribution.  
 
 
 
 
 
Figure 22. Optimal allocation to stock against investment horizon in years for A=20, the 
maximization procedure is repeated for each initial Dy value considering on the left graph 
predictability using a VAR and no  estimation, on the right predictability using a VAR and 
estimation risk. The solid and dotted line represent the optimal allocation in correspondence 
of the average Dividend Yield. 
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Chapter 6 
Computationally 
Following the explained approach are presented here the computational problems 
faced during the development of the work and then the solutions. The software 
used is Matlab.  
Facing the computational problems in my opinion is totally different than facing 
the mathematical one. By approaching to the former it’s possible to better 
appreciate some peculiarities of the framework and discover all its features.  
Especially at the start of the work are necessary a lots of attempts in order to 
evaluate the evidence of an error or the evidence of a success. In order to do this it 
has been necessary to modify the algorithm a lot of times to make it faster allowing 
this to do more attempts. More attempts means faster improvement and less time 
employed. To give an idea of the issues faced during the work there will be 
reported also the time machine in seconds/minutes/hours necessary for the 
computations. As reported in Barberis the accuracy of the numerical methods is 
given by the highest number of trials employed in the Monte Carlo method in order 
to minimize the sampling errors in computing the integrals for expected utility and 
previously constructing the prior and posterior distributions. Therefore as in 
Barberis it has been chosen a number of 𝐼 = 1000000, computationally heavy but 
allowing to get near the results we had obtained if we would have performed the 
computations in the continuous time.  The more are the trials the more is the 
precision. Precision means results’ stability here represented as the optimal 
allocation against the time horizon but higher is the time necessary to evaluate 
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them: when the code is not optimized the necessary time could be also of 40 hours. 
Here we explain how it is built. 
6.1 The FTSE 100 parameters 
In order to have the results for the cases presented so far the same parameters 
have to be shared between each algorithm that gives a specific result.  
This code has been used as the starting input for all codes and starts from taking a 
matrix which contain in each column an index for instance the TOTAL RETURN 
INDEX, DIVIDEND YIELD, RISK FREE, then each algorithm load as input the output 
of the following code: 
%%%%%%EXCESS RETURNS FROM THE TOTAL RETURN INDEX%%%%%  
R=log(FTSE100(2:end,3)./FTSE100(1:end-1,3)); 
Rmed=mean(R); 
Rt=R-Rf; 
%%%%%%DIVIDEND YELD%%%%% 
Dy=log(1+FTSE100(2:end,4)/100); 
%%%%AVERAGE EXCESS RETURNS%%%%% 
mu=mean(Rt);  
%%%%VARIANCE OF EXCESS RETURNS%%%% 
sigma2=var(Rt); 
T=length(Rt);  
save('C:\Directory\FTSE100parameters.mat’,'Rf','Dy','Rt','sigma2','mu','T'); 
  
The saved results are automatically loaded and used by each of the following code. 
 
6.2 The Time Machine 
Implementing the code it’s  necessary to have an idea of how much time it will take 
to give the output. Therefore an algorithm to evaluate the time is necessary to 
understand how long the code will take to give the result: 
c=clock; 
rep=input('enter the wanted repetition number (N.B. for each 1000->about 1.4 
seconds):')*1000; 
elapsed=[seconds elapsed taken from a previous code running]; %for each 1000 
if rep<=(1000/elapsed)*60 
  time=elapsed*(rep/1000); 
  fprintf('%d repetitions, started at %d:%d, it will employ about %f seconds. 
',rep,c(4),c(5),time);  
else 
  rip=rep/1000; 
  time=(rip*elapsed)/60; 
  fprintf('%d repetitions, started at %d:%d, it will employ about %f minutes. 
',rep,c(4),c(5),time); 
end  
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The algorithm above presented should be used for each case. 
6.3 The Expected Utility Function 
The expected power utility function is numerically computed over terminal wealth  
 
𝑊𝑇+?̂? = (1 − 𝜔)𝑒𝑥𝑝(𝑟𝑓?̂?) + 𝜔 exp (𝑟𝑓?̂? + 𝑅𝑇+?̂?) 
therefore we have 
1
𝐼
∑
{(1 − 𝜔)𝑒𝑥𝑝(𝑟𝑓?̂?) + 𝜔 𝑒𝑥𝑝 (𝑟𝑓?̂? + 𝑅𝑇+?̂?
(𝑖) )}
1−𝐴
1 − 𝐴
𝐼
𝑖=1
 
Computationally fixing the future returns 𝑝(𝑅𝑇+?̂?) drawn from the predictive 
distribution, the optimal weight to stock 𝜔 that in time b (1:10 years) maximizes 
the expected utility function is found by ranging it from 0.01:0.99 abreast of 0.01. 
 
for b=1:B  
    Ui=zeros(1,rep); 
    UA=zeros(length(omega),1); 
    maxu=-inf; 
    for i=1:100  
        for j=1:rep 
        Ui(i,j)=((((1-omega(i))*exp(Rf*p)+omega(i)*exp(Rf*p+RTT(j)))^(1-A))/(1-A)); 
        end 
         
        UA=(sum(Ui(i,:))/rep); 
        if UA>maxu 
            maxu=UA; 
            omegaopty=omega(i); 
        else 
        end 
    end 
end 
 
Then for each given omega it’s checked if the value function reaches its maximum 
value: when it does there will be taken the correspondent omega. 
 
6.4 The Posterior Distributions 
Posterior distributions represent the way the investors take into account 
uncertainty. 
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6.4.1 Simplified VAR  
When investor uses a simplified VAR assumes i.i.d. returns. He find that the 
uncertainty of his estimation is only over two parameters: 𝜇 and 𝜎2. Therefore he 
builds a posterior distribution of parameters which it will be used entirely or only 
its average values. 
Remembering that the posterior distribution it is obtained in the following way: 
1. It is drawn from the marginal Inverse gamma one time: 
𝜎2|𝑟 ~ 𝐼𝐺 (
𝑇 − 1
2
,
1
2
∑(𝑟𝑡 − ?̅?)
2
𝑇
𝑡=1
) 
2. Given the value drawn from the inverse Gamma it is used as parameter in 
order to draw one time from the conditional marginal which is Normal: 
𝜇|𝜎2, 𝑟 ~ 𝑁(?̅?,
𝜎2
𝑇
) 
Repeating this procedure 𝐼 times it is obtained the joint posterior distribution  
𝑝(𝜇, 𝜎2|𝑟) for the parameters. 
%%% THE POSTERIOR DISTRIBUTION 
sig=gamrnd((T-1)*0.5,(0.5*sum((Rt-mean(Rt)).^2))^-1,1,rep); 
   SIGMARG=sig.^-1; 
z=normrnd(0,1,1,rep); 
sd=sqrt(SIGMARG./T); 
   MUCOND=mu+sd.*z;          
MM=mean(MUCOND);   
VV=mean(SIGMARG);    
JOINT=[MUCOND;SIGMARG];  
  
 
6.4.2 VAR 
Admitting asset return predictability using a predictive variable like the dividend 
yield it is run a VAR on Rt and Dy and found the moments  
𝑺 = (𝒁 − 𝑿?̂?)′(𝒁 − 𝑿?̂?) 
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 and 𝒗𝒆𝒄(?̂?) from the vectorized matrix of parameters 
?̂? = (𝑿′𝑿)−1 𝑿′𝒁 = [
?̂?  ?̂?
?̂? ?̂?
] 
placed as central moments of the marginal distribution 
𝜮−𝟏|𝒛 ~ 𝑾𝒊𝒔𝒉𝒂𝒓𝒕(𝑻 − 𝒏 − 𝟐, 𝑺−𝟏) 
and conditional distribution 
𝒗𝒆𝒄(𝑪)| 𝜮, 𝒛 ~ 𝑴𝑽𝑵(𝒗𝒆𝒄(?̂?), 𝜮 ⊗ (𝑿′𝑿)−𝟏) 
obtaining the posterior distribution 𝒑(𝑪, 𝜮−𝟏|𝒛) with a for cycle. 
Thus: 
% running the VAR MODEL in order to obtain the estimation of alpha beta and varcov 
matrix 
Z=[ Rt(2:end) Dy(2:end) ];          
X=[ (ones(length(Rt)-1,1)) (Dy(1:end-1))];  
V=(X'*X)^-1; 
C=V*X'*Z;                           
S=(Z-X*C)'*(Z-X*C);                 
vecCest=C(:)';                      
%%%%POSTERIOR DISTRIBUTION  
vecCcond=zeros(4,rep);            
storesigma=zeros(4,rep); 
df=T-3;                           
[W,D] = wishrnd(S^-1,df); 
for j=1:rep 
    sigmainv=wishrnd(S^-1,df,D);             
    sigma=sigmainv^-1;               
    storesigma(:,j)=sigma(:);          
    varcov=kron(sigma,V);               
    PAR=mvnrnd(vecCest,varcov);        
    vecCcond(:,j)=PAR';              
end 
 
6.5. Predictive Distributions and Optimization Procedure 
The predictive distribution is raw material for the computation of the expected 
power utility function.  
6.5.1  Simplified VAR  
Loading the FTSE100 parameters the algorithm gives the optimal allocation to 
stock for an investor who uses a simplified VAR assuming i.i.d. returns 
𝒓𝒕 =  𝝁 + 𝜺𝒕 
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Initially the algorithm was set to compute the expectation over terminal wealth for 
each month which means 120 times as the buy and hold investor can cover all 
these horizons, setting a minimum value of iteration of rep=1000 for the 
estimation risk case are employed about 10 seconds, requiring for I=1million 2,77 
hours. By solving for each year having 120/12=10 years for I iterations are 
required 18 minutes, a good improvement! For the no-estimation risk case are 
required 7 seconds for each rep employing in total about 2 hours for I iterations 
against 17 minutes by solving for each year. The solutions between each year can 
be considered in the middle of the annual points found by the algorithm. 
    Estimation risk 
In the estimation risk case the posterior distribution is used entirely by placing as 
central parameters each couple of mean and variance for each i-th return that 
belongs from the predictive distribution: 
𝐸(𝑅𝑇+?̂?) =  ?̂? 𝜇
(𝑖) 
𝑉𝑎𝑟(𝑅𝑇+?̂?) =   ?̂? 𝜎
2(𝑖) 
After initializing all the useful vectors, for each b (year) is built a Predictive 
Distribution in which each i-th future return has a different mean and variance 
taken from the posterior here called JOINT.  
%%%OPTIMIZATION PROCEDURE 
B=10; 
p=Tfin/B; 
omega=0:0.01:0.99; 
omegaopt5=zeros(1,B); 
omegaopt10=zeros(1,B); 
RTT=zeros(1,rep); 
medium=zeros(1,B); 
variance=zeros(1,B); 
Ui5=zeros(1,rep); 
Ui10=zeros(1,rep); 
for b=1:B  
    for j=1:rep       
    std=sqrt(b*p*SIGMARG(j));  
    MU=b*p*MUCOND(j); 
    RTT(j)=normrnd(MU,std,1); 
    end 
    medium(b)=mean(RTT); 
    variance(b)=var(RTT); 
    A1=5; 
    A2=10; 
    maxu5=-inf; 
    maxu10=-inf; 
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    for i=1:100 
        for j=1:rep 
    Ui5(i,j)=(((1-omega(i))*exp(Rf*b*p)+omega(i)*exp(Rf*b*p+RTT(j)))^(1-A1))/(1-A1); 
    Ui10(i,j)=(((1-omega(i))*exp(Rf*b*p)+omega(i)*exp(Rf*b*p+RTT(j)))^(1-A2))/(1-A2); 
        end 
        UTA5=sum(Ui5(i,:))/rep;  
        UTA10=sum(Ui10(i,:))/rep;  
        if UTA5>maxu5 
            maxu5=UTA5; 
            omegaopti=omega(i); 
        else 
        end 
        if UTA10>maxu10 
            maxu10=UTA10; 
            omegaopty=omega(i); 
        else 
        end 
    end 
    omegaopt5(b)=omegaopti; 
    omegaopt10(b)=omegaopty; 
end 
hold on 
title('Simplified VAR - Estimation Risk ') 
plot(omegaopt5*100,'b') 
plot(omegaopt10*100,'r') 
axis([0 B 0 100]) 
ylabel('% allocation to the stock index') 
xlabel('Years') 
legend('A=5','A=10') 
 
The growth of variance of the predictive distribution for each  ?̂?  is registered in a 
row vector as well as its mean, medium and variance for instance. 
  No Estimation risk 
Estimation risk is not considered here, then it is drawn from the predictive 
distribution an entire vector 𝑝(𝑅𝑇+?̂?) rep=I=1 million times: 
𝐸(𝑅𝑇+?̂?) =  ?̂?𝜇 
𝑉𝑎𝑟(𝑅𝑇+?̂?) =   ?̂? 𝜎
2 
For each 𝑏 = ?̂? is taken a future distribution having as parameters mean and 
variance above. 
%%%OPTIMIZATION PROCEDURE 
B=10; 
p=Tfin/B;  
omega=0.01:0.01:1; 
omegaopt5=zeros(1,B); 
omegaopt10=zeros(1,B); 
RTT=zeros(rep,1); 
medium=zeros(1,B); 
variance=zeros(1,B); 
Ui5=zeros(1,rep); 
Ui10=zeros(1,rep); 
for b=1:B %dal primo al 120 esimo mese 
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    RTT=normrnd(b*p*MM,sqrt(b*p*VV),rep,1); 
    medium(b)=mean(RTT); 
    variance(b)=var(RTT); 
    A1=5; 
    A2=10; 
    maxu5=-inf; 
    maxu10=-inf; 
    for i=1:100 
        for j=1:rep 
    Ui5(i,j)=(((1-omega(i))*exp(Rf*b*p)+omega(i)*exp(Rf*b*p+RTT(j)))^(1-A1))/(1-A1); 
    Ui10(i,j)=(((1-omega(i))*exp(Rf*b*p)+omega(i)*exp(Rf*b*p+RTT(j)))^(1-A2))/(1-A2); 
        end 
        UA5=sum(Ui5(i,:))/rep;  
        UA10=sum(Ui10(i,:))/rep;  
        if UA5>maxu5 
            maxu5=UA5; 
            omegaopti=omega(i); 
        else 
        end 
        if UA10>maxu10 
            maxu10=UA10; 
            omegaopty=omega(i); 
        else 
        end 
    end 
    omegaopt5(b)=omegaopti; 
    omegaopt10(b)=omegaopty; 
end 
hold on 
title('Simplified VAR - No Estimation Risk') 
plot(omegaopt5*100,'b') 
plot(omegaopt10*100,'r') 
axis([0 B 0 100]) 
ylabel('% allocation to the stock index') 
xlabel('Years') 
legend('A=5','A=10') 
 
6.5.2 VAR 
The following model is employed: 
𝒛𝒕 = 𝝁 + 𝑩𝟎𝒙𝒕−𝟏 + 𝜺𝒕 
In the estimation risk case solving for each year is required for I=1 million 
iterations 4.58 hours against 36.66 hours by solving for each month. 
In the no-estimation risk case 3.33 hours solving for each month for I times against 
32 minutes solving yearly. 
With this approach is necessary to compute the mean and the variance of the  
Predictive Distribution, this is made by a polynomial expansion of the matrix 𝐵0 
and 𝛴  as shown in the formulas 𝝁𝒔𝒖𝒎 and  𝜮𝒔𝒖𝒎 calling two functions. 
For the computation of the future mean 𝝁𝒔𝒖𝒎: 
function MUSUM=MEAN(B0,a,t,ZT) 
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POL1=t*a; 
for i=1:t 
    POL1i=(t-i)*B0^i*a; 
    POL1=POL1+POL1i; 
end 
POL1=POL1+B0^(t-1)*a; 
POL2=0; 
for i=1:t 
    POL2i=B0^i; 
    POL2=POL2+POL2i; 
end 
MUSUM=POL1+POL2*ZT; 
end 
 
it is developed separately by computing primarily the first part  
 ?̂?𝒂 + ( ?̂? − 𝟏)𝑩𝟎𝒂 + ( ?̂? − 𝟐)𝑩𝟎
𝟐𝒂 + ⋯+ 𝑩𝟎
?̂?−𝟏𝒂 
And then the second part 
(𝑩𝟎 + 𝑩𝟎
𝟐 + ⋯+ 𝑩𝟎
?̂?)𝒛𝑻 
For the computation of the future variance 𝜮𝒔𝒖𝒎: 
function SIGMASUM=SIGSUMDEV(sigma,B0,t) 
SIGMA=sigma; 
SIGMASUM=sigma; 
PARTPOL=B0^0; 
for i=1:t-1 
    PARTPOLi=B0^i; 
    PARTPOL=PARTPOL+PARTPOLi; 
    SIGMASUM=SIGMASUM+PARTPOL*SIGMA*PARTPOL'; 
end 
end 
 
Here it is developed recursively the term 
 (𝑰 + 𝑩𝟎 + 𝑩𝟎
𝟐 + ⋯+ 𝑩𝟎
?̂?−𝟏)𝜮(𝑰 + 𝑩𝟎 + 𝑩𝟎
𝟐 + ⋯+ 𝑩𝟎
?̂?−𝟏)′    
 and then summed.  
 
  Estimation risk 
The estimation risk case gives the idea on how much the uncertainty affects the 
long-run optimal allocation. From the posterior we take 1 million of 𝜇, 𝐵0 and Σ 
and we put them in the polynomial expansion functions above explained to 
forward them in the future and obtaining the central moments of a bivariate 
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normal distribution from which we draw 1 million times by changing at every j-th 
iteration them. From the predictive distribution here called ZTT is then taken only 
the first column and used in the optimization procedure finding the optimal 
allocation at different risk aversion levels. 
%%%OPTIMIZATION PROCEDURE 
B=10; 
p=Tfin/B; 
ZT=[Rt(end) ; mean(Dy)];   
omega=0:0.01:0.99; 
omegaopt5=zeros(1,B); 
omegaopt10=zeros(1,B); 
omegaopt20=zeros(1,B); 
RTT=zeros(1,rep); 
Ui5=zeros(1,rep); 
Ui10=zeros(1,rep); 
Ui20=zeros(1,rep); 
for b=1:B  
    ZTT=zeros(rep,2); 
    %%%%%%%%%%%OBTAINING THE PREDICTIVE PDF OF RETURNS%%%%%%%%%%%%% 
    for j=1:rep   
        %%%THE MEAN OF THE PROCESS 
        u=[vecCcond(1,j); vecCcond(3,j)]; 
        B0=[[0;0] [vecCcond(2,j); vecCcond(4,j)]];  
        MUSUM=MEAN(B0,u,b*p,ZT); 
        %%%THE VARIANCE OF THE PROCESS 
        SIGMASUM=SIGSUMDEV(reshape(storesigma(:,j),2,2),B0,b*p); 
        %%%Joint distribution p(ZTT|z) accounting for parameters uncertainty 
        ZTT(j,:)=mvnrnd(MUSUM,SIGMASUM); % -> ZTT~MVN(musum,sigmasum) Bivariate  
    end 
    RTT=ZTT(:,1);      
    A1=5; 
    A2=10; 
    A3=20; 
    maxu5=-inf; 
    maxu10=-inf; 
    maxu20=-inf; 
    for i=1:100 
        for j=1:rep 
    Ui5(i,j)=(((1-omega(i))*exp(Rf*b*p)+omega(i)*exp(Rf*b*p+RTT(j)))^(1-A1))/(1-A1); 
    Ui10(i,j)=(((1-omega(i))*exp(Rf*b*p)+omega(i)*exp(Rf*b*p+RTT(j)))^(1-A2))/(1-A2); 
    Ui20(i,j)=(((1-omega(i))*exp(Rf*b*p)+omega(i)*exp(Rf*b*p+RTT(j)))^(1-A3))/(1-A3); 
        end 
        UA5=sum(Ui5(i,:))/rep; 
        UA10=sum(Ui10(i,:))/rep; 
        UA20=sum(Ui20(i,:))/rep; 
        if UA5>maxu5 
            maxu5=UA5; 
            omegaopt5(b)=omega(i); 
        else 
        end 
        if UA10>maxu10 
            maxu10=UA10; 
            omegaopt10(b)=omega(i); 
        else 
        end 
        if UA20>maxu20  
            maxu20=UA20; 
            omegaopt20(b)=omega(i); 
        else 
        end 
    end 
end 
  
hold on 
title('Predictability - Estimation Risk') 
plot(omegaopt5*100,'b') 
plot(omegaopt10*100,'r') 
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plot(omegaopt20*100,'g') 
axis([0 B 0 100]) 
ylabel('% allocation to the stock index') 
xlabel('Years') 
legend('A=5','A=10','A=20') 
 
 No Estimation risk 
In this case the investor doesn’t account for uncertainty then he takes the average 
values of the previously obtained posterior distribution and uses them as objects 
of polynomial expansion in order to compute the central moments for the future 
predictive distribution which has same bivariate central moments for each of its 
returns. Again the Predictive distribution is obtained by taking only the first 
column from ZTT and used to solve the optimization problem. 
%%%AVERAGE POSTERIROR  
meancoeff=mean(vecCcond,2);       
stdcoeff=std(vecCcond,0,2);          
u=[C(1,1) ; C(1,2)]; 
B0=[[0;0] ,[C(2,1) ; C(2,2)]]; 
meansigma=reshape(mean(storesigma,2),2,2); 
stdsigma=std(storesigma,0,2);  
%%%OPTIMIZATION PROCEDURE  
B=10; 
p=Tfin/B; 
ZT=[Rt(end-1) ; mean(Dy)];  
omega=0:0.01:0.99; 
omegaopt2=zeros(1,B); 
omegaopt5=zeros(1,B); 
omegaopt10=zeros(1,B); 
omegaopt20=zeros(1,B); 
Ui5=zeros(1,rep); 
Ui10=zeros(1,rep); 
Ui20=zeros(1,rep); 
for b=1:B  
    %%%%%DERIVING THE PREDICTIVE PDF%%%%%%% 
    MUSUM=MEAN(B0,u,b*p,ZT); 
    SIGMASUM=SIGSUMDEV(meansigma,B0,b*p); 
    ZTT=mvnrnd(MUSUM,SIGMASUM,rep);  
    RTT=ZTT(:,1);    
    A1=5; 
    A2=10; 
    A3=20; 
    maxu5=-inf;  
    maxu10=-inf; 
    maxu20=-inf; 
    for i=1:100 
        for j=1:rep 
    Ui5(i,j)=(((1-omega(i))*exp(Rf*b*p)+omega(i)*exp(Rf*b*p+RTT(j)))^(1-A1))/(1-A1); 
    Ui10(i,j)=(((1-omega(i))*exp(Rf*b*p)+omega(i)*exp(Rf*b*p+RTT(j)))^(1-A2))/(1-A2); 
    Ui20(i,j)=(((1-omega(i))*exp(Rf*b*p)+omega(i)*exp(Rf*b*p+RTT(j)))^(1-A3))/(1-A3); 
        end 
        UA5=sum(Ui5(i,:))/rep;  
        UA10=sum(Ui10(i,:))/rep;  
        UA20=sum(Ui20(i,:))/rep; 
        if UA5>maxu5  
            maxu5=UA5; 
            omegaopti=omega(i); 
        else 
        end 
        if UA10>maxu10   
            maxu10=UA10; 
            omegaopty=omega(i); 
        else 
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        end 
        if UA20>maxu20   
            maxu20=UA20; 
            omegaopta=omega(i); 
        else 
        end 
    end 
    omegaopt5(b)=omegaopti; 
    omegaopt10(b)=omegaopty; 
    omegaopt20(b)=omegaopta; 
end 
hold on 
title('Predictability - No Estimation Risk') 
plot(omegaopt5*100,'b') 
plot(omegaopt10*100,'r') 
plot(omegaopt20*100,'g') 
axis([0 B 0 100]) 
ylabel('% allocation to the stock index') 
xlabel('Years') 
legend('A=5','A=10','A=20') 
 
Conclusions 
The allocation framework that brought us this far was developed for a Buy-and-
Hold investor. An intriguing and more realistic extension to this work is the 
evaluation of the optimal allocation in a dynamic context for an investor who 
optimally rebalances his weight at fixed intervals, say yearly, in his long-run 
investment horizon. For instance the posterior and the predictive distribution 
remain the same while the optimization procedure changes implementing a 
Bellman Equation solved numerically using backward induction. Another 
hypothesis that could be implemented is the Learning Issue: an investor who learns 
about new information revises his prior beliefs at each rebalancing point, changing 
eventually the investment opportunity set perceived.  
Concluding this work it is important to say that this type of approach is the basic 
one: in financial firms it could be enriched by adding more assets, more decisions 
variables according to the related computational problems and take into account 
more informations. The basic idea that rules are important in order to be coherent 
with his own purposes gives the input for various decision model in finance, 
objectivity helps in this sense but as shown here a subjective part in the decision 
process is fundamental (see prior beliefs) changing totally the results. This means 
more control of the model and more personalized applications. 
Theory is wide, there is still a lot to be discovered.  
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