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Abstract: The role of anisotropic thermal diffusivity on tearing mode stability is analysed in general 
toroidal geometry. A dispersion relation linking the growth rate to the tearing mode stability parameter,  , 
is derived. By using a resistive MHD code, modified to include such thermal transport, to calculate tearing 
mode growth rates, the dispersion relation is employed to determine   in situations with finite plasma 
pressure that are stabilised by favourable average curvature in a simple resistive MHD model. We also 
demonstrate that the same code can also be used to calculate the basis-functions [C J Ham, et al, Plasma 
Phys. Control. Fusion 54 (2012) 105014] needed to construct  . 
 
Introduction 
The stability of tearing modes in resistive MHD is very sensitive to the presence of a pressure gradient 
at the resonant surface [1]. Thus, in toroidal geometry with favourable average curvature (i.e. when 
the resistive interchange stability parameter, 
RD , is negative, as  can occur in a tokamak) there is a 
strong stabilising effect at high Lundquist number, S. This is commonly known as the ‘Glasser effect’ 
[2] and leads to a critical value, crit  , of the tearing mode stability parameter, , for instability. This 
stabilisation is due to the pressure perturbation associated with sound wave propagation. One might 
therefore expect thermal transport effects in the vicinity of the resonant surface to play an important 
role in determining the pressure perturbation. Indeed their role has been investigated by Lutjens et al 
[3, 4]. They found that a length-scale,    1/2s
1/4
||D /nsRr/χχ22w   , distinct from the resistive 
layer width, RL , was introduced. Here  χ⊥  and  χ   are, respectively, the thermal diffusivities 
perpendicular and parallel to the magnetic field, the shear parameter,   qdq/drrs  , n is the toroidal 
mode number of the tearing mode, sr  the resonant  minor radius and R the tokamak major radius. In 
the situation RDs Lwr   Lutjens et al found Glasser stabilisation was essentially replaced by an 
off-set to the tearing mode stability parameter,  :  DR
3 / 2 /wDπ2ΔΔ  . The stabilisation 
described by this off-set is much less than that from the Glasser effect at high S. This suggests that 
resistive MHD codes, such as MARS-F [5], investigating tearing mode stability should incorporate 
thermal transport with realistic values for  χ⊥ and  χ , as has been implemented in the XTOR code [6] . 
An additional interest is the use of such codes to extract a value for    in toroidal geometry [7, 8]. 
This is of interest because the physics of the resonant layer model for hot tokamaks will require a 
kinetic theory description rather than simple resistive MHD. Thus one needs to combine such a 
resonant layer description with matching to the value of  obtained from the resistive MHD model. 
One approach is to use a known analytic dispersion relation relating the growth rate of the tearing 
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mode obtained from the resistive MHD code to   in order to determine the latter. Of course this 
method is limited if Glasser stabilisation renders the mode stable [7]. Another approach [8] is to 
construct basis functions from a resistive MHD code. However, the physics inherent in the Glasser 
effect shields the resonant surface, preventing construction of a large solution in the sense of 
Newcomb [9], and negating this approach. A third method is to artificially flatten the equilibrium 
pressure gradient at the resonant surface with a localised axisymmetric perturbation to it,  and develop 
an analytic relationship between the values of  , with and without this perturbation, the former 
value now no longer susceptible to the Glasser stabilisation [10]. Since the shielding is related to the 
effect of the plasma response in the presence of an equilibrium pressure gradient, this last approach 
suggests a role for thermal transport in modifying this in the vicinity of the resonant surface. 
To make full use of a toroidal resistive MHD code with thermal transport included, it is necessary to 
establish the precise relationship between the growth rate and   in completely general geometry, as 
in Ref. 2. The treatments in Refs. 3, 4 and 6 use a somewhat simplified physical model and geometry. 
In this paper we extend them to general toroidal geometry, using the approach in Ref. 2, modified to 
include thermal conduction. In the limit that thermal conduction dominates the equation of state, the 
new characteristic scale, 
Dw , in addition to the basic resistive layer width, RL , enters the theory. 
Nevertheless it continues to be possible to follow a modified version of the methodology of Ref. 2. An 
analytic result can be obtained in two geometrical situations. One relies on the favourable average 
curvature, 2
R HFED   being small, but all other relevant geometrical quantities (i.e. E, F, H as 
defined in Ref. 1 being arbitrary. The other, simpler case, is to assume H = 0, which resembles the 
result in [7]. If one wished to relax the condition on 
RD  when 0H  , a numerical treatment, 
analogous to that in Ref. 11, would be necessary. The replacement of Glasser stabilisation by the off-
set in   also has the consequence that the shielding of the resonant surface that prevents the 
application of the basis function approach also disappears. 
In Section 2 we develop the general equations describing the resonant layer including resistivity and 
anisotropic thermal transport, generalising the approach of Greene and Johnson [12]. The calculations 
behind the results in Sections 2 are quite lengthy, but closely follow those laid out in Ref. 12, 
respectively. Rather than repeat these calculations at length we merely describe the essential points 
and emphasize the differences arising from the inclusion of thermal transport coefficients. Some 
details are presented in Appendix A. In Section 3 we generate the analytic dispersion equation 
including finite values of H, following the methodology in Ref. 2, emphasizing the differences arising 
from the inclusion of thermal transport. The simpler special case with H = 0 is presented in Appendix 
B. The implications for applying the basis function approach for determining    are discussed in 
Section 4, while the application of these various ideas in a fully toroidal resistive MHD code like 
MARS-F [6] appears in Section 5. Finally we draw conclusions in Section 6. 
 
2. The Resonant Layer Equations 
We adopt non-orthogonal Hamada co-ordinates, ζandθV, , where V is the volume within a flux 
surface and ζandθ are angle-like variables increasing by unity after one turn about the torus the 
short way and the long way round; the Jacobean is unity. The equilibrium magnetic field is written as
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 ζχ-θψV B                 (1)
   
where χ(V)and  ψ(V) are the toroidal and poloidal fluxes, prime denoting a derivative with respect 
to V and the scalar pressure is P(V) .  Similarly the current can be expressed as 
 ζJ-θIV J      (2) 
The plasma model adopted consists of the single fluid momentum equation, Ohm’s law and an 
equation of state including anisotropic thermal conduction.  
  0pχp.
B
χ
.  .pγp.  
t
p 2
2
|| 


BBvv     (3) 
where p is the pressure, v is the plasma velocity and   is the ratio of specific heats.  These equations 
are linearized, with perturbations described in terms of the plasma displacement, ξ , the perturbed 
magnetic field, b, and the perturbed pressure, pδ . The linearized equations are: 
      δpρq2  bJBbξ      (4) 
       Bξbb 
q
η
     (5) 
              0P.δp.
B
χ
.-δpχ.-P..Pγδpq
2
|| 





  bBBξξ                            (6) 
where the time variation of all variables has been written as exp (qt).  
   We represent the displacement and perturbed magnetic field in the form 
222 B
ν
B
V
μ
V
V
ξ
BB
ξ 




         (7) 
222 B
τ
B
V
v
V
V
b
BB
b 




      (8) 
The equations are expanded in a narrow layer in the vicinity of a resonant surface, sVV   where 
n/mψ/χι/2π   and the shear parameter is /2πιψψχχψΛ 2    .  A new co-ordinate is 
introduced: ζχθψu 00  ,  where the subscript 0  corresponds to the value at the resonant surface, so 
that Λx/u. B   with /nχ/mψandVVx s   . We make an ansatz for the variation 
with u:  i. e.   1α,uαiexp~   , but this condition on  α  can be relaxed in an axisymmetric torus 
where the perturbations vary as  χu/ ni2πexp  . An ordering scheme based on a small resistivity is 
introduced: 
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1~
ζ
,ε~
u
,ε~
V
,ε~x,ε~q,ε~χ,ε~χ~η 13322||
8





 

                               (9) 
and the dependent variables are expanded as 
....τετ....,vv....,bεb....,νν....,μμ....,ξεξ (2)2(0)(4)4(0)(0)(2)2 
                                  
           (10) 
However we differ from Ref. 12 in the ordering of ξ. . The induction equation (5) requires the 
ordering 22 ε~.(B )ξ  and in the absence of thermal conduction in the equation of state this was not 
inconsistent with the ordering  (2)2 .ε. ξξ   used in Ref. 12. Now, however, there is an (1) 0
contribution to ξ. , producing a modification to the ) 0(ε2 equation of state that competes with 
parallel thermal conduction. Physically it allows a competition between sound waves and parallel 
thermal conduction in determining pressure balance over a connection length. 
These expansions are introduced into eqns. (4-6), recalling also that 0.  b , and the hierarchy 
of equations solved order by order, as in Appendix B of Ref. 12, averaging over the angle  , 
corresponding to a flux-surface-average, to annihilate unwanted information. In Appendix A we draw 
attention to the modifications to Ref. 12 that arise from the introduction of thermal transport and the 
revised ordering of ξ. . Eventually one arrives at a set of equations for certain flux-surface- averaged 
quantities: 
P/.Τ,Vξ.Ξ,X/iαV.Ψ 0  Bbb     (11) 
namely:  
        
 
 
 
 
 
  
     )14(KHΨΞKEGΤKFGQ
ΨXΤQχˆ 1XΤ
/MQMχˆ 1
Qχˆ 1
/MMχˆ1Q
(13)0HΨQXΨΤFEΞQXΞQ
)12(XΞΨQHΤΨ
X
2
||XX
0||
||
0
X
2
XX
2
XXX









   
where 
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 
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

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
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
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
            (16) 
The angle brackets are defined by   Adθ1/2πA . It is also convenient to define the Mercier 
(ideal MHD) stability index, ID [13], and ‘average curvature’, RD : 
1/4HFEDI   
2
R HFED        (17) 
We emphasize that the appearance of the ratio 0M/M  in eqn. (14) is a convenient way of 
representing the exact variation of M  with ||χˆ , not an approximate interpolation formula. In the limit 
0χˆ,χˆ ||   we recover the equations of Ref. 2.  It is interesting to note that the toroidal 
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enhancement of inertia , represented by the quantity 
0M  , i. e. M when 0χˆ ||  , disappears when
1χˆ ||  . 
In the transport dominated limit: 1χˆ,χˆ ||  , eqn. (14) reduces to the simpler form: 
 ΨXΤXχˆΤχˆ ||XX  ,     (18) 
or, introducing a new scale-length,   Xχˆ/χˆy 1/4||  , 
Ψy
χˆ
χˆ
ΤyΤ
1/4
||2
YY 







     (19) 
We shall consider this situation in the additional limit 1χˆ/χˆ ||    so that the scale-length associated 
with eqn. (17) is much longer than that appearing in eqns. (12) and (13). Although  χχ ||  in 
physical reality, since 
22
22
||4
0
||
VB
Λα
χ
χ
X
χˆ
χˆ



,     (20) 
the smallness of  s0/VX  makes this a reasonable assumption. 
 
3. The Dispersion Relation for H Finite 
The dispersion relation for the tearing mode results from matching the solution of the inner resistive 
region equations to the external ideal MHD solutions. It involves the tearing mode stability parameter
 that represents the jump in the ratio of small and large solutions [9] across the resonant surface. 
These solutions behave as  
        1/2I
p D1/2pΨ/X;ΤΞ,X~Ψ     (21) 
As in Ref. 2 we introduce the ordering: 1/62/3 δ~X,δ~Q  , implying  1/6δ~Τ~Ξ1,~Ψ  , together 
with the condition on the equilibrium, δ~DR ,   while 1~H~F~E .  In leading order eqns. (12) 
and (13) are 
0HΤΨ (0)X
(0)
XX       (22) 
  0HΨΤFE (0)XX
(0)
XX      (23) 
so that in the present ordering they are no longer independent. To obtain an independent equation we 
differentiate eqn. (13) and use eqn. (12) to eliminate
(0)
XXΨ , resulting in an equation for 
)0( : 
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      0Τ/QDHΨXΨHXΞΞXQΞ )0(XR(0)X(0)(0)X(0)2(0)XX                (24) 
First we must discuss the nature of the solutions of eqns. (12), (18) and (24) at large X for matching to 
the ideal region. One is given by  
   1HH X~Ψ/X~Τ~Ξ,X~Ψ  ;    (25) 
however, it is necessary to make   an order larger in   to identify the other solution: 
  /QX2H1H~ΞΨ/X,~Τ,X~Ψ H2H1   .                (26) 
This solution for   fails to match to the ideal solutions (21), (since δ~D   when  H-1or    Hp R ), 
but consideration of an intermediate region enables a smooth matching. Thus, in solving the resonant 
layer equations we need to identify the components corresponding to the asymptotic forms (25) and 
(26). 
We return to the solution of the resonant layer equations; the lowest order terms in eqns. (12) and (18) 
yield 
0HΤΨ (0)X
(0)
XX        (27) 
0XΨχˆΤXχˆΤχˆ (0)||
(0)2
||
(0)
XX       (28) 
which reduce to  
     0Hyy (0)(0)2)0( yy                   (29) 
precisely the same equation for 
0( )  as obtained in Ref. 2, but with the variable   Xχˆ/χˆy 1/4||   
replacing 
1/4X/Qz  .  Thus 
           1/4|| χˆ/χˆQλλz,y                                 (30)
  
   We can therefore follow the same solution procedure to obtain 
   
0
1 2
z z z( )( ) ( ) ( )          (31) 
with  
                                                
 
 
1
2
1 2 2
1 C
1 2 2
1 C
z exp 2 i dkexp ikz s K sexp 2 i
z exp 2 i dkexp iky s K sexp 2 i
( ) ( ) ( ) / ( ( ) / );
( ) ( ) ( ) / ( ( ) / ),






       
       


  (32) 
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where 
1
C  is a contour in the k-plane from     /4iπexpto/43iπexp  , entirely in the upper half 
plane, while 
2
C  has the same limits but passes below the origin,  2s k 2 and 1 H 4/ / .     
The solutions (32) follow from forming the Fourier transform in a variable k/λκ   with respect to y 
and then re-expressing it in terms of  z.  The asymptotic form of 0( )  is 
                    414ν3ν2(0) λz01λz4ν/ΓνΓπ2~(z)Ψ~(z)Ψ                  (33) 
To obtain the other power-like behaviour at large z (i. e. large X), we must consider eqn. (24) which 
becomes  
     0 2 0 0 1 4 0 0 3 2 0zz R zzz zz Hz Q z H D HQ 0
( ) ( ) ( ) / ( ) ( ) / ( )/ .             
 
 (34) 
For the appropriate odd-solution for 0( )  we require the inhomogeneous solution of eqn. (34). This is 
achieved by introducing the Fourier transform and solving the resulting second order equation in k by 
the method of variation of parameters. However we can readily identify part of the solution at large z 
from the dominant terms in eqn. (34):  
0 0 1 4
1
z zQ( ) ( ) /~ ( )/  ,      (35) 
However this fails to generate the solution (26). The part of the solution for 0( ) that does produce the 
necessary powers in z is given by 
 
         
2
0
C
0
exp 2 i 0
dk exp ikz s
K s dtt K texp 2 i R texp 2 i exp 4 i K sexp 2 i dtt K t R t
( )
( )
( )
( ) ( ) ( ) ( ( ))


 
   
 
 
  
       
  

 
            (36) 
where 
     
   
 1 2
R
2 2 2 3 2 22 11 4
1 2 Dexp 2 i t 1 t t t
R t K K K
t HQ2 2 Q cos
/
//
/( )
( )

  
         
         
                
            (37) 
This follows from eqn. (68) of Ref. 2 after one allows for the different scale-length that controls 
0( ) ; 
the remaining terms in that equation merely contribute to solution (35). 
To obtain the asymptotic form for 
0( )  we first evaluate the definite integrals which both take the 
form    
0
dtt K t R t


 . We express      1K t in terms of K t and K t   and use the 
result 7.14.2 (36) of Ref. 14:  
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     
    
           
2 1
0
2 2
2 1
2 1 dtt K t K t
F 1 2 1 2 1 1
1 2 1 2 1 2 1 2
/ , / ; ; /
/ / / /

   
      
            
                      

            (38) 
where
2 1
F is the hyper-geometric function [15], setting 22 λβand1α u,λt  , with 
appropriate choices of  νandμ . In taking the limit 1λ  , when the final argument of the hyper-
geometric function becomes 422 λ/αβ-1  , one uses the transformation formula 15.3.6 formula of 
Ref. 15 which generates two terms, corresponding to different powers of λ . Alternatively one can 
expand the term in  2βuK  , retaining the two lowest powers in 2βu , and then using the result 7.7.4 
(27) of Ref. 14, thus again generating two powers of λ .) This differs from the situation in Ref. 2 
when 1λ  , the argument 0/αβ-1 22  and only one term is generated.    
  
For large z we can use the small argument expansion of  sKν  and the resulting integral over k can 
be recognised as the Hankel representation of a Gamma function [16]. Consequently the asymptotic 
form for (0)Ξ can be written as 
  2Hν
1/4(0)(0) zC/zQzΨ~Ξ  ,     (39) 
where 
       
   
   
   
     
      






















4ν22
3/2
R
15νν
λ
νΓ1/4Γν1/4Γ
νΓν3/4Γ2ν3/4Γ
λ
1/4Γν1/4Γ
3/4Γν3/4Γ
HQ
D
ν
4νΓ1νΓ
1/4ΓνΓν1/4Γ2πcos
2
π
C

      (40) 
We note the appearance of two distinct powers of  1/4|| χˆ/χˆQλ  . 
To obtain the complete solution for Ψ(z)  we require (z)Ψ(1) . In first order, eqns. (12) and (14) yield 
 (0)(0)(1)X(1)XX XΞΨQHΤΨ      (41) 
  (1)(1)X||(1)XX ΨXΤ XχˆΤχˆ                   (42) 
Solving these for large X we obtain, in terms of z, 
 
 
H1
ν
7/4
(1) zC
2H1H
Q
~zΨ 

     (43) 
The external ideal MHD solution has the form 
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   z /VQX/VVVY;YBYAΨ s1/40ss
H1
RL,
H
RL,RL, 

  (44) 
and if we write the inner resonant layer solution as 
   ,YYsgnB~BYAΨ H1II
H
II

      (45) 
where 
II BandA   are obtained from eqns. (33) and (43) and IB
~
 is an arbitrary coefficient arising 
from an even solution, (0) ,  to the homogeneous eqn. (34). The matching condition is 
      
IIRIILIRL B
~
BB,B
~
BB,AAA      (46) 
Defining  
   
LLRR /AB/ABΔ                    (47) 
and  
        II/A2BQ         (48) 
we finally obtain the dispesion relation  
 Q        (49) 
with 
 
 
  
      
       
    
   
        
       

















































/4H3ΓH/41Γ1/4Γ
/4H5Γ/4H2Γ/42H1Γ
χˆ
χˆ
Q
D
H/41Γ1/4Γ
4H-2Γ3/4Γ
χˆ
χˆ
Q
D
H1
H/41Γ/4H5Γ/4H1Γ
H1Γ/4H3Γ1/4Γ
/2Hπ(1sin
πH/4cos
χˆ
χˆ
X
2V
2H(1
Q
4
π
(Q)
H)/4(1
||
H)/4(5
R
1/2
||R
H/4
||
2H1
0
s
2H)/4(5
 
            (50) 
In the limit H = 0 this reduces to 
   
 
 
  R
1/4
||
3/2
0
sR
1/2
||5/4
0
s D
χˆ
χˆ
2
π
X
V
Q
D
χˆ
χˆ
1/4Γ
3/4Γ
π1
1/4Γ
3/4Γ
Q
X
V
2πQΔ 






















.               (51) 
 
This expression can be compared with that of the resistive MHD model [2] 
 
   
  





3/2
R5/4
0
s
Q
D
1
1/4Γ
3/4Γ
Q
X
V
2πQ .     (52) 
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In eqn. (49) the quantity Δ is calculated from the marginal ideal MHD equations that satisfy 
appropriate boundary conditions at the magnetic axis and plasma surface. However the equations 
including thermal conduction differ from the standard MHD equations, leading to a different 
linearized equation for the perturbed pressure, δp . It might therefore be conjectured that the value of 
Δ  has also been altered by the role of strong parallel thermal conduction. We now show that this is 
not the case by examining solutions of an equation of state dominated by parallel thermal conduction 
rather than compressibility:  
              0P.δp
B
χ
.
2
|| 





 bB.B      (53) 
where P(V) is the equilibrium scalar pressure. In the presence of magnetic shear, i.e. for irrational 
magnetic surfaces, eqn. (53) can be integrated to yield   0P.p  bB. , where we have invoked 
the solubility condition on this magnetic differential equation [17]. Since  Bb  ξ , this can be 
written   0Pp  ξB. . Integrating once again, ξP-p  , where we set the constant of integration 
to zero as the perturbations depend on ζandθ . This is the same result as standard ideal MHD so 
that it leads to the same value for Δ . 
 
4. Calculations of Δ  from the Dispersion Relation using the MARS-F 
Code 
We have calculated Δ  for a toroidal equilibrium which is stable due to the Glasser effect in the 
resistive MHD model for 
910S  , by replacing the equation of state in the MARS-F code with the 
one including transport processes. In the limit that transport dominates one can take the growth rate 
calculated from the code and exploit the analytic dispersion relation (50) to determineΔ . The finite 
β equilibrium chosen has 0.019%.β2.94,q1.44,q10,R/a a0  It has the properties 
43
R 107.9H,103.5D
  and a single resonant surface at 2m/nq  . Figure 1 compares 
the growth rate as /χχ || is increased when only transport effects are retained in the equation of state, 
with the result without them, showing how transport overcomes Glasser stabilisation at high values of 
the Lundquist number, S . In Fig. 2 we use the dispersion relation (50) to deduce Δ  from the growth 
rate as a function of /χχ ||  for a high Lundquist number, 
910S ,  in the transport only case, showing 
the effect of H. The results are insensitive to /χχ || and the outcomes from the two dispersion 
relations (50) and (51) almost lie on top of each other since 1107.9H 4    .  Figure 3 shows the 
convergence of with S for 
2
|| 10/χχ  ; its value asymptotes to a constant for 
910S  . The result 
obtained using the resistive MHD dispersion relation of Ref. 2 is also shown since complete Glasser 
stabilisation only operates for 
910S  .  
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5. Basis-functions 
In an earlier publication [8] a method for calculating   in a torus using a set of basis-functions to be 
obtained from a toroidal resistive MHD code was described. In the simplest case of one resonant 
surface this involved constructing, as a stationary solution of the resistive MHD code, a small solution 
with its set of accompanying harmonics emerging from its resonant surface, the resonant harmonic 
having unit slope and the other harmonics zero slope. Each harmonic of this solution has finite 
amplitude at the wall. We associate with this solution a second basis-function, the ‘response’ solution, 
which is calculated by imposing zero amplitude on all harmonics at the magnetic axis and the values 
of the original small solution at the wall; the harmonics are allowed to reconnect (i.e. they are 
continuous) across their resonant surfaces. Subtracting these two solutions yields a solution satisfying 
the appropriate boundary conditions, from which one can calculate   as the ratio of the jump in the 
small solution across the resonant surface to the amplitude of the large solution there. The method 
readily generalises to multiple resonant surfaces. 
Unfortunately the approach is only satisfactory when there is zero pressure gradient at the resonant 
surface because otherwise, within a resistive MHD model, the stationary response function is shielded 
from the resonant surface and one cannot identify an amplitude for the large solution there. Including 
thermal transport effects in the toroidal resistive MHD code can be expected to resolve this problem 
as the response solution can penetrate to the resonant surface, essentially for the same reason that 
Glasser stabilisation has been removed. 
To see this we consider the stationary limit, 0Q  , of eqns. (12)-(14): 
0HΤΨD XXXR        (54) 
  0HΨΤFE X        (55) 
     0ΨXΤQχˆ1XΤχˆ1Q ||2XX       (56) 
When  1χˆ,χˆ ||  ,  eqn. (56) reduces to  
Ψ/XΤ                    (57)
                                         
whereas, if  1χˆ,χˆ ||  , 
               0ΨXΤχˆXΤχˆ ||
2
XX          (58) 
If 0DR   it follows from eqns. (54), (55) and (57) that   0Ψ/X/XΨD 2XR  , implying  XΨ , 
i.e.   00  . Thus the resonant surface is shielded from a stationary external perturbation of  . 
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However if transport dominates we only learn from eqns. (54), (55) and (58), that   00XX  , 
allowing a finite value of  0 , i.e. penetration is allowed. 
Furthermore eqns. (12) - (14) reduce to those of ideal MHD away from the resonant surface. Thus for 
small values of the perpendicular thermal diffusivity, it only plays a role near the resonant surface. On 
the other hand parallel transport is important, dominating eqn. (14).  The result is ΨX Τ , but this is 
what is obtained in the ideal MHD model, since the equation of state (14) then leads to ΤX , 
while the induction equation (12) implies Ψ .  Consequently a resistive MHD code (e.g. Ref. 6) 
including thermal transport can be used to construct appropriate basis functions for calculating . 
The MARS-F code has been used to construct the appropriate toroidal basis-functions and deduce  . 
Figure 4 presents the basis-functions for several poloidal harmonics for the resistive MHD model and 
Figure 5 those for the transport dominated model, showing how the m = 2, n = 1 resonant harmonic is 
screened in the former case, whereas it can penetrate to the resonant surface in the latter. Figure 6 and 
7 show the resulting convergence of  , calculated by the basis function method, with /χχ ||  and S, 
respectively, for the same equilibrium as used for Fig. 1. These figures also include the results from 
Figures 2 and 3 obtained using the dispersion relation method for the resistive MHD and transport 
models for comparison. 
 
6. Discussion and Conclusions 
Equations (49) and (50) provide a dispersion relation for tearing modes in general toroidal geometry 
for a resistive plasma model including anisotropic transport of pressure. Compared to the structure in 
the absence of thermal conduction, eqn. (52) as obtained in Ref. 2, there are now three terms inside 
the curly bracket rather than just two. The second term, proportional to   2/1|| χˆ/χˆ  has a destabilising 
effect when there is favourable average curvature, 0DR  ;  in this case, the third term, proportional 
to   4/1|| χˆ/χˆ   and thus larger than the second, has the nature of a stabilising off-set to the tearing 
mode stability parameter  . Of course the opposite conclusions arise when 0DR  , as in a 
Reversed Field Pinch. 
The first two terms have the appearance of a modification of the two terms in Ref. 2 which describe 
the influence of the interchange mode , but now has the feature that these transport processes undercut 
the Glasser stabilisation that is present in toroidal plasma with favourable average curvature and a 
finite pressure gradient at the resonant surface. This has the positive aspect that it means one can use 
this dispersion relation to determine a toroidal   from tearing mode growth rates produced in a 
toroidal resistive MHD code incorporating transport of pressure, without the problem that Glasser 
stabilisation prevents their growth. However there remains the stabilis ing off-set from the third term. 
This leads to the tearing mode stability criterion (taking H = 0, for simplicity) 
R
1/4
22
22
s
1/4
||
3/2
crit D
VB
Λα
V
χ
χ
2
π
ΔΔ



















    (59) 
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In a large aspect ratio tokamak we note that, using results in Ref. 18, but recalling that the toroidal 
enhancement of inertia is supressed when 1χˆ ||  , 














χ
χ
B
η
ρ
Rr
ns
χˆ
χˆ ||
2/3
2
2
1/3
s
||
      (60) 
and 
R
1/2
s
1/4
||
3/2
crit D
Rr
ns
χ
χ
2
π
Δ 













     (61) 
If one considers the effective value of  , i.e. after subtracting the stabilising off-set critΔ , to be small, 
the dispersion relation admits an unstable interchange-like mode, but driven by 0DR  ; however the 
growth rate is very weak:   R
1/2
|| /τ/χχq   where  Rτ  is a resistive diffusion time. 
Another feature of the new dispersion relation is that both these second and third terms have the 
property that they do not produce a diverging contribution to   as  0Q  , unlike the case in Ref. 2. 
(This is true provided H > 0, but normally this is so: Ref. 18 shows this for a large aspect ratio 
tokamak.) This means that stationary, external, magnetic perturbations can penetrate to their resonant 
surfaces - i.e. they are not shielded by the presence of a finite pressure gradient and favourable 
average curvature. (However, one should note that shielding due to plasma rotation may be present.) 
Not only would this have implications for the application of resonant magnetic perturbations for ELM 
control and for the effects of error fields, but it also means the procedure for constructing basis-
functions for determining   is viable, since the large solution exists at the resonant surface, without 
needing to resort to devices like equilibrium pressure flattening. 
The dispersion relation has been obtained for the case of small average curvature, 1DR  , though H 
can be finite. In Appendix B a similar result is obtained for finite RD , but small values of the 
equilibrium quantity H. If neither of these situations prevails one would need to produce a numerical 
solution of the basic equations, in the spirit of Ref. 11, but including transport of pressure. In the 
extreme limit    0
1 / 4
|| Xχˆ/χˆ  , the dispersion relation reduces to that in the absence of pressure 
gradients (apart from the effect of H in the pre-factor in eqn. (50). 
The analysis presented above is based on    1χˆ/χˆ ||  , corresponding to the pressure flattening 
width exceeding the resistive layer width, RL .  One can readily extend the analysis to arbitrary values 
of this parameter using the expression (38) for arbitraryλ . As shown in Appendix B for the case H = 
0 (which can extended to general H straightforwardly), the dispersion relation takes the form 
   
 
 
  





3/2
R
3/25/2
5/4
0
s
Q
D
3/4Γ
1/4Γ
π2
1
1
1/4Γ
3/4Γ
Q
X
V
2πQ  ,  (62) 
Resembling that shown in eqn. (52), with the consequence that a Glasser-like stabilisation is restored, 
if   1χˆ/χˆ ||   when the pressure flattening width is less than the resistive layer width.  It is 
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interesting to compare the values for the critical   arising from eqns. (59) and (62). On appropriately 
adapting the result in Ref. 2, eqn. (62) leads to  
  5/6R0scrit D/XV17.0Δ       (63) 
This can be lower than the prediction of eqn. (58) if /χχ || is sufficiently large, resulting in larger 
growth rates in this situation, provided the Glasser-like stabilisation is overcome. Furthermore it is 
also lower than the result Ref. 2: 
  5/6R0scrit D/XV54.1Δ       (64) 
so that the growth rate will also be larger than in the absence of transport. This difference results from 
the somewhat different equations of state in the two cases. In the   1χˆ/χˆ ||  case pressure remains 
constant on a perturbed magnetic field line, rather than satisfying a simple compressible equation of 
state. 
The analysis above was entirely concerned with linear theory. However it is well known that related 
thermal conduction effects play a key role in non-linear neo-classical island growth [19], defining a 
critical island width for growth given by 
   1/2s
1/4
||sD R/nsr/χχ22/rw  .    (65) 
The use of the dispersion relation (50) to determine   from the growth rate calculated by the 
MARS-F code, adapted to include a transport model, was demonstrated in Figures 2 and 3 for a 
specific toroidal equilibrium. 
In Section 5 we used the basis-function method to determine  . We first showed that the transport 
model enables penetration of the response function at a resonant surface even in the presence of a 
finite pressure gradient and favourable average curvature, unlike the usual resistive MHD equations. 
This leads to a finite value for the ‘large’ solution at the resonant surface and hence allows the 
calculation of  . The method was demonstrated in Figs 4 and 5 for the same equilibrium used for 
the dispersion relation method. The results for   were the same as shown in Figs 6 and. 7. We stress 
the fact that the basis-function method does not rely on the tearing mode being linearly unstable, in 
contrast to the dispersion relation method, provided the resonant surface is not screened from the 
response function. 
In summary then, we have investigated the effect of anisotropic thermal transport on the stability of 
tearing modes, obtaining a dispersion relation relating the growth rate to   in general toroidal 
geometry. In the limit that transport effects dominate the equation of state the stabilisation due to the 
Glasser effect is greatly reduced. This enables one to determine   by using a resistive MHD code, 
such as MARS-F, adapted to include thermal transport, to calculate the growth rate in a wide range of 
situations which would be stable due to the Glasser effect. In addition the same version of MARS-F 
can be used to calculate suitable basis-functions for calculating  , since the transport effects allow 
penetration of the required response function at the resonant surface and evaluation of the large 
solution there. The application of these two methods has been demonstrated for a toroidal equilibrium 
with favourable average curvature, obtaining close agreement between the two methods. Thus these 
16 
 
methods provide an alternative method, or device, for determining   in toroidal geometry, 
complementing other approaches [7, 8]. Of course, the dispersion relation (50) also describes the 
effect of physically relevant values of anisotropic thermal diffusivities on tearing mode stability. 
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Appendix A: Aspects of the derivation of the tearing mode equations  
In this appendix we indicate the modifications arising from the addition of thermal conduction in the 
equation of state to the procedure carefully displayed in Appendix B of Ref. 12 that we used to obtain 
the resonant layer equations (12) - (14). We closely follow the notation of Ref. 12 and frequently refer 
to the equation numbers of that appendix. 
The key difference is to recognise that  ξ.  must be allowed to have a contribution in )(1 0 for 
consistency with the thermal conduction model. The requirement from the induction equation that 
22 ε~.(B )ξ  implies 
                   
          Pσ/.1/BV.where,.εμ1/BV.B/ν.. 2(2)2)0(2(0)  BBξBBξ  
                      (A.1) 
Consequently eqns (B.4), (B.8) and (B.9) of Ref.12, which result in the form (B.21) for 
(0)ν , are 
inappropriate. Rather 
(0)ν is determined through the equation of state (6) and the parallel component 
of the momentum equation (4). In leading order of eqn. (6), we learn 
0ζ/δp(4)  , while in )ε(0 2  


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
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1
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ψχ
P
μσ
B
ν
ζ
Pψγq

             (A.2) 
Imposing the periodicity condition in ζ  provides an expression for ζ/δp(4)  . Finally, in )ε(0 4 we 
obtain, after annihilating 
(6)δp  by averaging over ζ , 
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                      (A.3) 
Inserting the result (A.3) for ζ/δp(4)   provides an expression for (2)) .( ξ  , involving 
(0)ν , to 
substitute in eqn. (B.11) of Ref.12. To determine 
(0)ν we note that the parallel momentum equation, 
eqn. (B.11) of Ref. 12, provides a second expression for ζ/δp(4)  ; it is by equating these that we 
obtain a form for 
(0)ν ,  differing from eqn. (B.21) of  Ref. 12 and exhibiting a competition between 
sound waves and parallel thermal conduction as a result of our new ordering. 
With these modified expressions for ζ/δp(4)   and 
(0)ν the procedure to obtain eqns. (12) – (14) 
follows that of Ref. 12. 
 
Appendix B: Dispersion relation for H   0 and arbitrary RD  
We consider the case H ~   when the constant  approximation holds.  In this treatment we are no 
longer restricted to small values for 
R
D . Thus we have  
0
XX
0( )                  (B.1) 
so that  
                                                           
0
0 1
X( )    ,                           (B.2) 
and  
     X(0)(0)(1)XX HΤXΞΨQΨ                (B.3) 
We can then calculateΔ : 
                            






 



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
|HΤXΞΨdX
ΨX
V
Ψ
ΨX
V (0)(0)(0)
(0)
0
s(1)
X(0)
0
s             (B.4) 
The term in
)0(   evaluated at   vanishes, so H plays no role. Using eqn. (13), this can be written 
 


 (0)R
(0)
XX
2
(0)
0
s ΤDΞQ
X
dX
ΨX
V
                       (B.5) 
We first follow the approach in Ref. 5. Thus, in terms of the variable y, 
)0(  satisfies eqn. (19). This 
inhomogeneous equation can be solved in terms of the parabolic cylinder functions [20] and a solution 
odd in y, vanishing at y   , has the form: 
     
 
 
(0)
1/4
||(0) yΨ
χˆ
χˆ
1/4Γ
3/4Γ
π(y)Τ 







              (B.6) 
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at small y. The equation for 0( )  becomes 
 
 
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
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Thus we can write 
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and  
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                                            (B.9) 
where 
         
2
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F x F xx x( ) ( )                            (B.10) 
Using the results [5] 
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we finally have 
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        (B.12) 
This result is a mild generalisation of that in Ref. 5 and recovers eqn. (51).  
An alternative approach involving Fourier transforms allows an exact solution to the problem and 
provides some light on the more complicated mathematics for the case with 0H   considered in 
section 3, which also uses Fourier transform techniques, but there on third order differential equations, 
rather than the present second order ones. 
We first express eqn. (B.4) in terms of the variable z 
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     
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 )0(1/45/4
0
s zQ-1dzQ
X
V
                (B.13)  
and introduce the Fourier transform 


 Ξ(x)e dz(k)Ξ ikz

so that eqn. (B.13) becomes                              
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The equation for (0)Ξ

is 
    (k)ˆ
Q
D
dk
(k)δd
Q
iπ2ˆkˆ
3/2
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1/4
(0)2(0)
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However the equation for (k)ˆ is 
    
dκ
δ(κ)d
Q
iλπ2ˆκˆ
1/4
(0)2(0)
κκ               (B.16) 
where λκk  . Equation (B.16) implies the boundary condition  1/4πiλ/Q(0)Τˆ   so that the solution 
of eqn. (B.16) vanishing at large κ  is 
        (s)Ks
Q
(3/4)iλ2
)κ(ˆ 1/4
1/4
1/4
3/4
(0)                       (B.17) 
where (s)K1/4 is a modified Bessel function of the second kind and 2/κs
2 . Likewise eqn. (B.15) 
yields 
1/4(0) i/Qπ(0) 

 and a solution 
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         (B.18)                           
where (t)I1/4  is a modified Bessel function of the first kind and  
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We can now calculate 0kat/dkΞd (0) 

: 
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Substituting this result into eqn. (B.14), we recover eqns. (51) and (B.12). In deriving eqn. (51), the 
extraction of the large z behaviour of (0)ˆ  involved the region 1k  ; we note that eqn. (B.20) also 
involves the same region of k.  
One can readily extend the analysis to arbitrary values of λ . The terms proportional to RD in   
arise from the last integral in eqn. (B.18) which can be evaluated for all values of λ . They are 
proportional to the function  λG : 
               )(t/λ(t)KdtKλλG 21/4
0
1/4
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 ,                         (B.21)
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           (B.22) 
which is continuous at 1λ  . The function  λG  increases monotonically with λ and asymptotes to 
the constant value      4/3π/4/5λG  . This means that in the limit 1λ  , 
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Figure Captions 
Fig. 1: The growth rate γ normalised to the Alfven time Aτ  as a function of Lundquist Number, S, as 
calculated by MARS-F for the resistive MHD model (dashed line with squares) and thermal 
conduction model (solid line with circles), showing how the resistive case is stabilised at large S. The 
resistive MHD model assumes a uniform profile for the plasma resistivity. The thermal conduction 
model assumes 
2
|| 10/χχ   in this scan. The tearing mode becomes stable at 
910S   for this plasma 
due to the Glasser effect. 
Fig. 2:   as a function of /χχ || inferred from MARS for the thermal transport model calculated 
using the general dispersion relation for H > 0 (solid line with squares) and the one for H = 0 (dashed 
lines with circles): the small value of H for the particular equilibrium makes them lie very close to 
each other. The Lundquist number is 
910S  in this scan. 
Fig. 3:   as a function of S as inferred from the thermal transport model for 2|| 10/χχ   (solid line 
with circles) and using the dispersion relation of the resistive MHD model from Ref. 2 (dashed line 
with squares); the two methods recover the same value for   at large values of S. 
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Fig. 4: Perturbed radial magnetic field response function (labelled by poloidal harmonic mode 
number) as functions of a ‘radial’ flux surface co-ordinate, s, calculated by MARS-F for the resistive 
MHD model, showing the screening of the m = 2 component at the resonant surface. The Lundquist 
number is 910S   in this example. 
Fig. 5: Perturbed radial magnetic field response function (labelled by poloidal harmonic mode 
number) as functions of the ‘radial’ flux surface co-ordinate, s, calculated by MARS-F for the thermal 
transport model, showing the absence of screening of the m = 2 component at the resonant surface. 
The Lundquist number is 910S   in this example. 
Fig. 6: Comparison of values of   as a function of /χχ ||  calculated using: (i) the resistive MHD 
dispersion relation of Ref. 2 (dashed line), (ii) the thermal transport model (line with circles) and (iii) 
the basis-function method (dash-dot line with diamonds). The Lundquist number is 910S   in this 
example. 
Fig. 7: Comparison of values of   as a function of S: calculated using (i) the resistive MHD 
dispersion relation of Ref. 2 (dashed line with squares), (ii) the thermal transport model  (line with 
circles) and (iii) the basis-function method (dash-dot line with diamonds); the resistive MHD model is 
unstable for this range of S. 
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