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A FORMULA FOR THE EXPECTED VOLUME OF
THE WIENER SAUSAGE WITH CONSTANT DRIFT
YUJI HAMANA AND HIROYUKI MATSUMOTO
Abstract. We consider the Wiener sausage for a Brownian motion with a con-
stant drift up to time t associated with a closed ball. In the two or more dimensional
cases, we obtain the explicit form of the expected volume of the Wiener sausage.
The result says that it can be represented by the sum of the mean volumes of the
multi-dimensional Wiener sausages without a drift. In addition, we show that the
leading term of the expected volume of the Wiener sausage is written as κt(1+o [1])
for large t and an explicit form gives the constant κ. The expression is of a com-
plicated form, but it converges to the known constant as the drift tends to 0.
1. Introduction
The figure obtained in moving a non-polar compact set A along the trajectory of a
stochastic process X = {X(t)}t≧0 on time interval [0, t], denoted by W (t;A,X), is
called the Wiener sausage for X associated with A up to time t. The case that the
stochastic process X is a Brownian motion B = {B(t)}t≧0 has been investigated for
a long time and the works in the early stage are connected with heat conduction
problems. In [12] the trace of the fundamental solution of a heat equation on a cube
with random holes is investigated under some Dirichlet boundary condition.
The expected volume of W (t;A,B) is interpreted as the total energy flow from a
set A. Its large time asymptotic is discussed in [21] and, namely, it is asymptotically
equal to 2pit/ log t if d = 2 and t multiple of the Newtonian capacity of A if d ≧ 3. In
addition, the improved results are given in [17, 18]. In the cases that X is a stable
process, the same problem is discussed in [3, 20]. When a compact set A is a closed
ball D in Rd with radius r, the explicit form and the large time asymptotics of the
expected volume of W (t;D,B) are obtained in [5, 6, 10]. Moreover, its asymptotic
expansion for large t is given in [7].
We should mention that the limiting behavior of the family of the volume of
W (t;A,B) have been studied. The laws of large numbers are discussed in [13, 15],
the central limit theorem are in [16] and the results concerning large deviations are
given in [1, 2, 8].
This article deals with the case that A = D and X is a Brownian motion with a
constant drift v, denoted by Bv, for dimensions two or more. We show a formula
for the expected volume of W (t;D,Bv) in terms of the mean volumes of the Wiener
sausages of different dimensions. By using the formula, we study the asymptotic
behavior of the expected volume of W (t;D,Bv) and show that it is of the form
κt(1 + o [1]) for large t, κ being the constant explicitly written. As v tends to 0, the
constant converges to 0 if d = 2 and the Newtonian capacity of D if d ≧ 3.
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This article is organized as follows. Section 2 is devoted to giving the explicit form
of the mean volume of W (t;D,Bv) and Section 3 deals with the calculation of its
Laplace transform which is given in Section 2. In Section 4 we discuss the principal
term of the expected volume of W (t;D,Bv) and its asymptotics as v tends to 0.
2. Formula for the expected volume of the Wiener sausage
Let v be a constant vector in Rd and B = {B(t)}t≥0 be a standard Brownian motion
on Rd. We consider a Brownian motion Bv = {Bv(t)}t≧0 with constant drift v given
by Bv(t) = B(t) + vt for t ≧ 0. The Wiener sausage {W (t;A,Bv)}t≧0 associated
with a compact set A is the set-valued stochastic process defined by
W (t;A,Bv) =
⋃
0≦s≦t
(Bv(s) + A),
where x+ E = {x+ y ; y ∈ E} for x ∈ Rd and E ⊂ Rd. We consider the case when
A is a closed ball with center 0 and radius r > 0, denoted by D. Note that
Vol(W (t;D,Bv)) = Vol({x ∈ Rd ; |Bv(s)− x| ≦ r for some s ∈ [0, t]})
= Vol({x ∈ Rd ; |Bv(s) + x| ≦ r for some s ∈ [0, t]})
= Vol({x ∈ Rd ; inf{s ≧ 0 ; |Bv(s) + x| ≦ r} ≦ t}),
where Vol(E) is the volume of a set E and |y| is used to denote the Euclidean distance
between 0 and y. For t ≧ 0 let
L(d)v (t) =
∫
Rd\D
Px(τv ≤ t)dx,
where τv = inf{t ≧ 0 ; |Bv(t)| ≦ r} and Px is the law of the Brownian motion starting
from x ∈ Rd. Then we have
E[Vol(W (t;D,Bv))] = Vol(D) + L
(d)
v (t).
The purpose of this section is to give a formula for L
(d)
v (t). We begin to provide
some necessary notation. For µ ∈ C we use Iµ and Kµ for the modified Bessel
functions of the first kind and the second kind, respectively. We often call Kµ the
Macdonald function. In the case that µ is real, each modified Bessel function is
positive on the interval (0,∞) ⊂ R. We refer about the properties of the Bessel
functions to [14, 19, 23]. For µ ≧ 0 and n ≧ 0 if at least one of them is not 0, we set
ξ0,0 =
I0(r|v|)2
2
, ζ0,0 =
I0(r|v|)I1(r|v|)
2
,
ξµ,n =
(−1)n(µ+ n)Γ (2µ+ n)Iµ+n(r|v|)2
n!
,
ζµ,n =
(−1)n(µ+ n)Γ (2µ+ n)Iµ+n(r|v|)Iµ+n+1(r|v|)
n!
Moreover, for t ≧ 0 and an integer m ≧ 1 let
Σmv (t) = e
−|v|2t/2L
(m)
0 (t)
and
Ξmv (t) = Σ
m
v (t) + |v|2
∫ t
0
Σmv (s)ds+
1
4
|v|4
∫ t
0
(t− s)Σmv (s)ds.
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We use ν = d/2− 1 and Sm = 2pi(m+1)/2/Γ ((m+ 1)/2) for an integer m ≧ 0, where
Γ is the Gamma function. It is well-known that Sm coincides with the surface area
of m-dimensional unit sphere if m ≧ 1.
Our main results are the following:
Theorem 2.1. Let v 6= 0. For t > 0 we have that, if d ≧ 2,
L(d)v (t) =
2piS2ν
|v|2ν
∞∑
n=0
ξν,n
S2ν+2n+1r2ν+2n
Ξd+2nv (t) +
piS2νr
|v|2ν−1
( ∞∑
n=0
ζν,n
)
t.
Throughout this paper the notation L[f ] and L−1[f ] will be used to denoted the
Laplace transform and the inverse Laplace transform of a function f , respectively.
In the case when v = 0, we have the explicit expression for L
(d)
0 by inverting L[L(d)0 ]
which have been already calculated and find that L
(d)
0 is expressed by modified Bessel
functions and their zeros. See [5, 6, 10] for details.
Similarly to the case when v = 0, we show Theorem 2.1 by inverting L[L(d)v ] when
v 6= 0. For µ ≧ 0 and λ > 0 we put
Fµ(λ) =
√
2λ+ |v|2
λ2
Kµ+1(r
√
2λ+ |v|2)
Kµ(r
√
2λ+ |v|2) .
We now show the explicit form of L[L(d)v ] when d ≧ 2.
Proposition 2.2. Let v 6= 0. For λ > 0 we have that
(2.1) L[L(d)v ](λ) =
piS2νr
|v|2ν
∞∑
n=0
ξν,nFν+n(λ) +
piS2νr
λ2|v|2ν−1
∞∑
n=0
ζν,n.
We need to prove that both summations of the right hand side of (2.1) converges.
The following lemma assures these convergences.
Lemma 2.3. For µ ≧ 0 and x > 0,
∞∑
n=1
|ξµ,n|Kµ+n+1(x)
Kµ+n(x)
<∞,
∞∑
n=1
|ζµ,n| <∞.
We prove Lemma 2.3 after showing that Proposition 2.2 yields Theorem 2.1. More-
over the proof of Proposition 2.2 is postponed to the next section.
Since the inverse transform of the second term of (2.1) is
piS2νr
|v|2ν−1
( ∞∑
n=0
ζν,n
)
t,
it is sufficient to discuss the first term of (2.1). We first invert Fm/2−1 for each integer
m ≧ 2. Set αλ,v =
√
2λ+ |v|2 throughout this paper.
Lemma 2.4. For t > 0,
L−1[Fm/2−1](t) = 2Ξ
m
v (t)
Sm−1rm−1
.
4 Y. HAMANA and H. MATSUMOTO
Proof. It is known that, for λ > 0
L[L(m)0 ](λ) =
Sm−1r
m−1
√
2λ3
Km/2(r
√
2λ)
Km/2−1(r
√
2λ)
(cf. [5]). It follows that
L[Σmv ](λ) =
2Sm−1r
m−1
α3λ,v
Km/2(rαλ,v)
Km/2−1(rαλ,v)
and hence we have
Fm/2−1(λ) =
2
Sm−1rm−1
(
1 +
|v|2
λ
+
|v|4
4λ2
)
L[Σmv ](λ).
The standard formulas for the inverse Laplace transform show the claim of this
lemma. 
Note that ν+n = (d+2n)/2−1 for each integer n ≧ 0. Lemma 2.4 yields Theorem
2.1 if we prove
L
[ ∞∑
n=0
ξν,nL−1[Fν+n]
]
(λ) =
∞∑
n=0
ξν,nFν+n(λ).
For the purpose, we need to show that
(2.2)
∞∑
n=1
|ξν,n|
∫ ∞
0
e−λtL−1[Fν+n](t)dt
converges for each λ > 0. Since (2.2) is equal to
αλ,v
λ2
∞∑
n=1
|ξν,n|Kν+n+1(rαλ,v)
Kν+n(rαλ,v)
,
Lemma 2.3 immediately implies the convergence of (2.2).
The remainder of this section is devoted to showing Lemma 2.3. Before it, we give
two lemmas. One is an upper bound of the ratio of the Macdonald function.
Lemma 2.5. For x > 0 and µ ≧ 1/2
Kµ(x) ≦ 2
µ+1
(
2 +
1
x
)µ
Γ (µ)e−x,(2.3)
Kµ(x) ≧
2µ−1
xµ
Γ (µ)e−x.(2.4)
Proof. Recall the integral representation of Kµ:
(2.5) Kµ(x) =
√
pi
2x
e−x
Γ (µ+ 1/2)
∫ ∞
0
e−yyµ−1/2
(
1 +
y
2x
)µ−1/2
dy
(cf. [23, p.206]). For a proof of (2.3) we show
(2.6)
∫ ∞
0
e−yyµ−1/2
(
1 +
y
2x
)µ−1/2
dy ≦ 4
(
1 +
1
2x
)µ−1/2
Γ (2µ).
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We divide the integral in the left hand side of (2.6) into the following two parts.
One is the integral on [0, 1] and the other is that on (1,∞). The integral on [0, 1] is
bounded by∫ 1
0
e−yyµ−1/2
(
1 +
y
2x
)µ−1/2
dy ≦
(
1 +
1
2x
)µ−1/2 ∫ 1
0
e−ydy ≦
(
1 +
1
2x
)µ−1/2
.
Note that 3Γ (2µ) ≧ 1, which can be easily deduced from µ ≧ 1/2 and
Γ (2µ) ≧
∫ ∞
1
e−xdx ≧
1
e
.
Thus we have∫ 1
0
e−yyµ−1/2
(
1 +
y
2x
)µ−1/2
dy ≦
(
1 +
1
2x
)µ−1/2
3Γ (2µ).
Since, for the integral on (1,∞),∫ ∞
1
e−yyµ−1/2
(
1 +
y
2x
)µ−1/2
dy =
∫ ∞
1
e−yy2µ−1
(
1
y
+
1
2x
)µ−1/2
dy
≦
(
1 +
1
2x
)µ−1/2
Γ (2µ).
We obtain (2.6).
With the help of the inequality 1/
√
2x ≦
√
1 + 1/2x for x > 0, we deduce from
(2.5) and (2.6) that
Kµ(x) ≦ 4
(
1 +
1
2x
)µ
e−x
√
piΓ (2µ)
Γ (µ+ 1/2)
.
The well-known formula
(2.7) 22z−1Γ (z)Γ
(
z +
1
2
)
=
√
piΓ (2z)
(cf. [14, p.3]) yields (2.3).
For the proof of (2.4), note that∫ ∞
0
e−yyµ−1/2
(
1 +
y
2x
)µ−1/2
dy =
∫ ∞
0
e−yy2µ−1
(
1
y
+
1
2x
)µ−1/2
dy ≧
Γ (2µ)
(2x)µ−1/2
.
This, combined with (2.5) and (2.7), implies (2.4). 
The other lemma is concerned with an upper bound of the ratio of Gamma func-
tions.
Lemma 2.6. Let µ ≧ 0. For an integer n ≧ 1
(2.8)
Γ (2µ+ n)
Γ (µ+ n)2
≦
2µ−1Γ (2µ+ 1)
Γ (µ+ 1)2
2n
Γ (n)
.
Proof. We prove (2.8) by induction. It is easy to see (2.8) when n = 1. We assume
that (2.8) holds for some integer m ≧ 1, and then have
Γ (2µ+m+ 1)
Γ (µ+m+ 1)2
=
(2µ+m)Γ (2µ+m)
(µ+m)2Γ (µ+m)
≦
2µ−1Γ (2µ+ 1)
Γ (µ+ 1)2
(2µ+m)2n
(µ+m)2Γ (m)
.
Since 2µ+m ≦ 2(µ+m) and µ+m ≧ m, we obtain (2.8) for n = m+ 1. 
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We now in a position to show Lemma 2.3. Let µ ≧ 0 and n ≧ 1. Recall that, for
x > 0
(2.9) Iµ+n(x) ≦
1
Γ (µ+ n + 1)
(
x
2
)µ+n
ex
(cf. [11]). By (2.3) and (2.4), for x > 0
(2.10)
Kµ+n+1(x)
Kµ+n(x)
≦
8(2x+ 1)µ+n+1(µ+ n)
x
.
It follows from (2.9) and (2.10) that
(2.11) |ξµ,n|Kµ+n+1(x)
Kµ+n(x)
≦
8(2x+ 1)Γ (2µ+ n)
n!Γ (µ+ n)2x
{
(2x+ 1)r2|v|2
4
}µ+n
e2r|v|.
By Lemma 2.6 there exists a constant C, independent of n, such that
|ξµ,n|Kµ+n+1(x)
Kµ+n(x)
≦
C
n!(n− 1)!
{
(2x+ 1)r2|v|2
2
}n
.
This implies the first claim of Lemma 2.3.
In virtue of (2.9), we have that
(2.12) |ζµ,n| ≦ Γ (2µ+ n)
n!Γ (µ + n)Γ (µ+ n + 2)
(
r|v|
2
)2µ+2n+1
e2r|v|.
Since µ + n ≧ 1, Γ (µ + n + 2) ≧ Γ (µ + n). We apply Lemma 2.6 again and hence
the right hand side of (2.12) is bounded by a constant, which is independent of n,
multiple of
1
n!(n− 1)!
(
r2|v|2
2
)n
.
This yields the second claim of Lemma 2.3.
3. Laplace transform of L
(d)
v
Our goal in this section is to prove Proposition 2.2 given in Section 2. For an integer
n ≧ 0 and a real number µ ≧ 0 we write Cµn for the Gegenbauer polynomial. In the
case of µ = 0 we have that C00(x) = 1 and
C0n(x) =
[n/2]∑
m=0
(−1)mΓ (n−m)
Γ (m+ 1)Γ (n− 2m+ 1)(2x)
n−2m
for n ≧ 1, where [x] is the integer which is not larger than x. In the case of µ > 0
we have
Cµn(x) =
1
Γ (µ)
[n/2]∑
m=0
(−1)mΓ (µ+ n−m)
Γ (m+ 1)Γ (n− 2m+ 1)(2x)
n−2m.
More information on the Gegenbauer polynomials can be found in [19], for example.
We first give a formula for an improper integral concerning modified Bessel func-
tions.
Lemma 3.1. For 0 < a < b, c > 0 and µ ≧ 0 let
Rµ(a, b; c) =
∫ ∞
c
xIµ(ax)Kµ(bx)dx.
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Then we have
Rµ(a, b; c) =
acIµ+1(ac)Kµ(bc) + bcIµ(ac)Kµ+1(bc)
b2 − a2 .
Proof. We refer to [23] about formulas for modified Bessel functions. Among them,
recall
d
dx
x−µIµ(ax) = ax
−µIµ+1(ax),
d
dx
xµ+1Kµ+1(bx) = −bxµ+1Kµ(bx).
Then the integration by parts gives
Rµ(a, b; c) = −x
b
Iµ(ax)Kµ+1(bx)
∣∣∣∣
∞
c
+
a
b
∫ ∞
c
xIµ+1(ax)Kµ+1(bx)dx.
Since, for each η ≧ 0
Kη(x) =
√
pi
2x
e−x(1 + o[1]) and Iη(x) =
1√
2pix
ex(1 + o[1])
as x→∞, we have
Rµ(a, b; c) =
c
b
Iµ(ac)Kµ+1(bc) +
a
b
Rµ+1(a, b; c).
Similarly we can deduce that
Rµ+1(a, b; c) =
c
b
Iµ+1(ac)Kµ(bc) +
a
b
Rµ(a, b; c)
from the formulas
d
dx
xµ+1Iµ+1(ax) = ax
µ+1Iµ(ax),
d
dx
x−µKµ(bx) = −bx−µKµ+1(bx).
Thus the assertion of this lemma can be easily obtained. 
We are ready to prove Proposition 2.2. Similarly to Proposition 3.1 in [5], we can
show that, for λ > 0
L[L(d)v ](λ) =
1
λ
∫
Rd\D
Ex[e
−λτv ]dx.
Recall that we have put ν = d/2 − 1 and αλ,v =
√
2λ+ |v|2. Moreover we use βx,y
to denote 〈x, y〉/|x| · |y| for x, y ∈ Rd \ {0}. The explicit form of Ex[e−λτv ] given in
[11] immediately yields that L[L(2)v ](λ) is the sum of
1
λ
∫
R2\D
e−〈v,x〉I0(r|v|)K0(|x|αλ,v)
K0(rαλ,v)
dx,(3.1)
1
λ
∫
R2\D
e−〈v,x〉
∞∑
n=1
nC0n(βv,x)In(r|v|)
Kn(|x|αλ,v)
Kn(rαλ,v)
dx(3.2)
and that, if d ≧ 3, L[L(d)v ](λ) is equal to
2νΓ (ν)
λ
∫
Rd\D
e−〈v,x〉
∞∑
n=0
(ν + n)Cνn(βv,x)
× Iν+n(r|v|)
(r|v|)ν
|x|−νKν+n(|x|αλ,v)
r−νKν+n(rαλ,v)
dx.
(3.3)
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We consider the case when d ≧ 3 and justify the change of the order of the integral
and the summation in (3.3). The dominated convergence theorem implies that we
can change the order once we prove the convergence of
(3.4)
∞∑
n=1
Iν+n(r|v|)
(r|v|)ν
∫
Rd\D
e−〈v,x〉(ν + n) |Cνn(βv,x)|
|x|−νKν+n(|x|αλ,v)
r−νKν+n(rαλ,v)
dx.
The following estimate given in [11] is useful: for µ ≧ 0, n ≧ 1 and |y| ≦ 1
(3.5) (µ+ n) |Cµn(y)| ≦
4nδµΓ (µ+ n+ 1)
n!
,
where δ0 = 1 and δµ = 1/Γ (µ) for µ > 0. It follows from (2.9) and (3.5) that (3.4)
is dominated by
(3.6)
rν
2νΓ (ν)
er|v|
∞∑
n=1
(2r|v|)n
n!
∫
Rd\D
e|v|·|x||x|−νKν+n(|x|αλ,v)
Kν+n(rαλ,v)
dx.
It follows from Lemma 2.5 that, for a ≧ b > 0 and µ ≧ 1/2
Kµ(a)
Kµ(b)
≦ 4(2b+ 1)µe−a+b.
Note that αλ,v > |v| for λ > 0. Then we have that the integral in (3.6) is dominated
by
(3.7) 4(2rαλ,v + 1)
ν+nerαλ,v
∫
Rd\D
|x|−νe−|x|(αλ,v−|v|)dx.
The polar coordinate transformation gives that the integral in (3.7) is
Sd−1
∫ ∞
r
ρν+1e−(αλ,v−|v|)ρdρ ≦
Sd−1Γ (ν + 2)
(αλ,v − |v|)ν+2 .
Hence (3.6) and also (3.4) converge. This implies that we can change the order of
the integral and the summation in (3.3), and then we obtain that (3.3) is equal to
2νΓ (ν)
λ|v|ν
∞∑
n=0
(ν + n)
Iν+n(r|v|)
Kν+n(rαλ,v)
×
∫
Rd\D
e−〈v,x〉Cνn(βv,x)|x|−νKν+n(|x|αλ,v)dx.
(3.8)
We can compute the integral explicitly. Let w = (1, 0, . . . , 0) ∈ Rd. We take the
orthogonal matrix T of order d which satisfies Tv = |v|w. The integral in (3.8) is
equal to
(3.9)
∫
Rd\D
e−〈Tv,Tx〉Cνn(βTv,Tx)|Tx|−νKν+n(|Tx|αλ,v)dx.
By a change of variables given by y = Tx, (3.9) is equal to
(3.10)
∫
Rd\D
e−|v|〈w,y〉Cνn(βw,y)|y|−νKν+n(|y|αλ,v)dy.
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We change variables from (y1, y2, . . . , yd) to the polar coordinate (ρ, θ1, θ2, . . . , θd−1)
given by
y1 = ρ cos θ1,
y2 = ρ sin θ1 cos θ2,
...
yd−1 = ρ sin θ1 sin θ2 · · · sin θd−2 cos θd−1,
yd = ρ sin θ1 sin θ2 · · · sin θd−2 sin θd−1,
ρ ≧ 0, 0 ≦ θj ≦ pi (j = 1, 2, . . . , d− 2), 0 ≦ θd−1 ≦ 2pi.
Since the Jacobian of this transform is
∂(y1, y2, y3, . . . , yd)
∂(ρ, θ1, θ2, . . . , θd−1)
= ρd−1 sind−2 θ1 sin
d−3 θ2 · · · sin θd−2,
(3.10) coincides with∫ ∞
r
dρ
∫ pi
0
dθ1
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
dθd−1e
−|v|ρ cos θ1Cνn(cos θ1)
× ρν+1Kν+n(αλ,vρ) sind−2 θ1 sind−3 θ2 · · · sin θd−2,
which is the product of the following two integrals:∫ ∞
r
dρ
∫ pi
0
dθ1e
−|v|ρ cos θ1Cνn(cos θ1) sin
d−2 θ1ρ
ν+1Kν+n(αλ,vρ),(3.11)
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
dθd−1 sin
d−3 θ2 · · · sin θd−2.(3.12)
The calculation of (3.12) is easy. Indeed, the polar coordinate transformation gives
that the volume of the unit ball in Rd−1, denoted by ωd−1, is∫ 1
0
dρ
∫ pi
0
dθ1 · · ·
∫ pi
0
dθd−3
∫ 2pi
0
dθd−2ρ
d−2 sind−3 θ1 · · · sin θd−3
=
1
d− 1
∫ pi
0
dθ1 · · ·
∫ pi
0
dθd−3
∫ 2pi
0
dθd−2 sin
d−3 θ1 · · · sin θd−3,
which yields that (3.12) coincides with (d− 1)ωd−1 = Sd−2.
For (3.11) we use the following formula:∫ pi
0
eiz cos θCµn(cos θ) sin
2µ θdθ =
2µin
√
piΓ (µ+ 1/2)Γ (2µ+ n)
n!Γ (2µ)
Jµ+n(z)
zµ
for µ > 0, n ≧ 1 and z ∈ C with | arg z| < pi (cf. [19, p.221]), where Jµ is the Bessel
function of the first kind. Applying the formula for z = |v|ρeipi/2 and µ = ν, we have
that∫ pi
0
e−|v|ρ cos θCνn(cos θ) sin
2ν θdθ =
2ν(−1)n√piΓ (ν + 1/2)Γ (2ν + n)
n!Γ (2ν)
Iν+n(|v|ρ)
(|v|ρ)ν .
Here we have used the relation
(3.13) eipiµ/2Iµ(x) = Jµ(xe
ipi/2)
for x > 0 (cf. [23, p.77]). Hence it follows from (2.7) that (3.11) is
(−1)npiΓ (2ν + n)
2ν−1n!Γ (ν)|v|ν
∫ ∞
r
ρIν+n(|v|ρ)Kν+n(αλ,vρ)dρ,
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which yields that (3.8) and also L[L(d)v ](λ) are equal to
2piSd−2
λ|v|2ν
∞∑
n=0
(−1)n(ν + n)Γ (2ν + n)
n!
Iν+n(r|v|)
Kν+n(rαλ,v)
Rν+n(|v|, αλ,v; r).
It follows from Lemma 3.1 that
L[L(d)v ](λ) =
piSd−2r
λ2|v|2ν
∞∑
n=0
{
αλ,vξν,n
Kν+n+1(rαλ,v)
Kν+n(rαλ,v)
+ |v|ζν,n
}
.
Lemma 2.3 completes the proof of Proposition 2.2 when d ≧ 3.
We next prove Proposition 2.2 in the case of d = 2. Since the calculation is similar
to (3.3), we shall give the outline of the proof. Details are left to the reader. It
is easy to see that we can change the order of the integral and the summation by
applying (2.9) and (3.5). Then it follows that (3.2) is
(3.14)
1
λ
∞∑
n=1
nIn(r|v|)
Kn(rαλ,v)
∫
R2\D
e−〈v,x〉C0n(βv,x)Kn(|x|αλ,v)dx.
We note that L[L(2)v ](λ) is the sum of (3.1) and (3.14). Similarly to (3.8), we apply
an orthogonal transform and the polar coordinate transformation. Then we obtain
that (3.1) is
(3.15)
1
λ
I0(r|v|)
K0(rαλ,v)
∫ ∞
r
dρ
∫ 2pi
0
dθ e−|v|ρ cos θK0(αλ,vρ)
and that (3.14) is
1
λ
∞∑
n=1
nIn(|v|r)
Kn(rαλ,v)
∫ ∞
r
dρ
∫ 2pi
0
dθ e−|v|ρ cos θC0n(cos θ)Kn(αλ,vρ),
which coincides with
(3.16)
2
λ
∞∑
n=1
In(|v|r)
Kn(rαλ,v)
∫ ∞
r
dρ
∫ 2pi
0
dθ e−|v|ρ cos θ cos(nθ)Kn(αλ,vρ).
Here we have used the formula C0n(cos θ) = 2 cos(nθ)/n for n ≧ 1 (cf. [19, p.218]).
Recall that, for n ≧ 0 and z ∈ C with | arg z| < pi∫ pi
0
eiz cos θ cos(nθ)dθ = piinJn(z)
(cf. [19, p.79]). Combining this formula with (3.13), we obtain∫ 2pi
0
e−|v|ρ cos θ cos(nθ)dθ = 2(−1)npiIn(|v|ρ).
Hence (3.15) and (3.16) are
2pi
λ
I0(r|v|)
K0(rαλ,v)
R0(|v|, αλ,v; r)
and
4pi
λ
∞∑
n=1
(−1)nIn(|v|r)
Kn(rαλ,v)
Rn(|v|, αλ,v; r),
respectively. Lemmas 2.3 and 3.1 give the claim of Proposition 2.2 when d = 2.
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4. Large time asymptotics
This section deals with the first approximation of L
(d)
v (t) for large t. When v = 0,
we find in [21] that, if d = 2,
lim
t→∞
log t
t
L
(2)
0 (t) = 2pi
and that, if d ≧ 3,
lim
t→∞
L
(d)
0 (t)
t
=
(d− 2)Sd−1rd−2
2
,
which coincides with the Newtonian capacity of D. Moreover the several smaller
terms of L
(d)
0 (t) are given in [6, 7, 10, 17, 18].
We consider the same problem in the case of v 6= 0 and put
ρ(d)v =


piI0(r|v|)
K0(r|v|) + 2pi
∞∑
n=1
(−1)nIn(r|v|)
Kn(r|v|) if d = 2,
piSd−2
|v|2ν
∞∑
n=0
(−1)n(ν + n)Γ (2ν + n)
n!
Iν+n(r|v|)
Kν+n(r|v|) if d ≧ 3.
It is easy to show that the right hand side converges absolutely. It follows form (2.4)
and (2.9) that, for n ≧ 1
Iν+n(r|v|)
Kν+n(r|v|) ≦
(r|v|)2ν+2n
22ν+2n−1Γ (ν + n)Γ (ν + n+ 1)
e2r|v|.
Hence, applying Lemma 2.6, we have
(4.1)
(ν + n)Γ (2ν + n)
n!
Iν+n(r|v|)
Kν+n(r|v|) ≦
(r|v|)2νΓ (2ν + 1)
2νΓ (ν + 1)2
(r|v|)2n
2nn!(n− 1)!e
2r|v|.
The result in this section is the following.
Theorem 4.1. Let v 6= 0. We have that
lim
t→∞
L
(d)
v (t)
t
= ρ(d)v .
In principle, we can derive the principal term of L
(d)
v (t) by its explicit form given
in Theorem 2.1. However it is difficult to obtain it since the representation is compli-
cated. The main tool to see Theorem 4.1 here is the Tauberian theorem. We study
asymptotic behavior of L[L(d)v ](λ) for small λ.
Lemma 4.2. Let v 6= 0. If d ≧ 2, then
lim
λ↓0
λ2L[L(d)v ](λ) = ρ(d)v .
Proof. Recall that L[L(d)v ](λ) is represented by (2.1). We first observe the asymptotic
behavior of
(4.2) λ2
∞∑
n=0
ξν,nFν+n(λ).
The definition of Fµ immediately yields
lim
λ↓0
λ2Fν+n(λ) =
|v|Kν+n+1(r|v|)
Kν+n(r|v|) .
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On the other hand, it follows from (2.11) and Lemma 2.6 that, for n ≧ 1
|ξν,n|λ2Fν+n(λ) = |ξν,n|αλ,vKν+n+1(rαλ,v)
Kν+n(rαλ,v)
≦
4Γ (2ν + 1)e2r|v|
rΓ (ν + 1)2
1
n!(n− 1)!
{
(2rαλ,v + 1)r
2|v|2
2
}ν+n
Note that 0 ≦ αλ,v ≦ a1,v for 0 < λ < 1 and the right hand side is bounded by
(4.3)
κ1
n!(n− 1)!
{
(2ra1,v + 1)r
2|v|2
2
}n
for some positive constant κ1, independent of λ and n. Since (4.3) is independent of
λ and the summation of (4.3) on n over [1,∞) converges, (4.2) converges to
∞∑
n=0
ξν+n
|v|Kν+n+1(r|v|)
Kν+n(r|v|) .
as λ ↓ 0. This yields that
lim
λ↓0
λ2L[L(d)v ](λ) =
piS2νr
|v|2ν−1
∞∑
n=0
ξν+n
Kν+n+1(r|v|)
Kν+n(r|v|) +
piS2νr
|v|2ν−1
∞∑
n=0
ζν,n.
By Lemma 2.3 the right hand side is equal to
(4.4)
piS2νr
|v|2ν−1
∞∑
n=0
{
ξν+n
Kν+n+1(r|v|)
Kν+n(r|v|) + ζν,n
}
.
For the sake of convenience we put
φν,n = ξν+n
Kν+n+1(r|v|)
Kν+n(r|v|) + ζν,n.
It follows that, unless ν = n = 0,
φν,n =
(−1)n(ν + n)Γ (2ν + n)
n!
Iν+n(r|v|)
Kν+n(r|v|)
× {Kν+n+1(r|v|)Iν+n(r|v|) +Kν+n(r|v|)Iν+n+1(r|v|)}.
By the formula
Kµ+1(z)Iµ(z) +Kµ(z)Iµ+1(z) =
1
z
(cf. [23, p.80]), if (ν, n) 6= (0, 0), then
φν,n =
(−1)n(ν + n)Γ (2ν + n)
r|v|n!
Iν+n(r|v|)
Kν+n(r|v|) .
Moreover, in the case of ν = n = 0, we similarly have
φ0,0 =
1
2r|v|
I0(r|v|)
K0(r|v|) .
These immediately imply that (4.4) is equal to ρ
(d)
v . 
The remainder of this section is devoted to give the limiting value of the leading
term of L
(d)
v (t)/t as |v| tends to 0.
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Theorem 4.3. We have that
lim
v→0
lim
t→∞
L
(d)
v (t)
t
= ρ
(d)
0 ,
where
ρ
(d)
0 =


0 if d = 2,
(d− 2)Sd−1rd−2
2
if d ≧ 3.
Proof. We show that ρ
(d)
v converges to ρ
(d)
0 as |v| varnishes with the help of the
dominated convergence theorem.
It is known that, as x ↓ 0,
Iµ(x) =
xµ
2µΓ (µ+ 1)
(1 + o[1]),
Kµ(x) =


1
log(1/x)
(1 + o[1]) if µ = 0,
2µ−1Γ (µ)
xµ
(1 + o[1]) if µ > 0
(cf. [14, p.136]). Hence we have that
lim
|v|→0
Iν+n(r|v|)
|v|2νKν+n(r|v|) =


r2ν
22ν−1Γ (ν)Γ (ν + 1)
if ν > 0 and n = 0,
0 otherwise.
Moreover we deduce from (4.1) that, for 0 < |v| < 1/r
(ν + n)Γ (2ν + n)
|v|2νn!
Iν+n(r|v|)
Kν+n(r|v|) ≦
κ2
2nn!(n− 1)! ,
where κ2 is a constant which depends on only r and ν. The dominated convergence
theorem yields that
lim
v→0
ρ(2)v = 0
and that, if d ≧ 3,
lim
v→0
ρ(d)v =
piSd−2νΓ (2ν)r
2ν
22ν−1Γ (ν)Γ (ν + 1)
.
It follows from (2.7) that the right hand side is equal to
(4.5)
√
piSd−2νΓ (ν + 1/2)
Γ (ν + 1)
.
Recall that ν = d/2 − 1 and Sm−1 = 2pim/2Γ (m/2) for an integer m ≧ 2. We can
easily obtain that (4.5) is (d− 2)Sd−1rd−2/2. 
We consider ρ
(d)
v as a function of v on Rd. In the similar way as Theorem 4.3, we
can see that ρ
(d)
v is continuous on Rd. The calculation is left to the reader.
Remark 4.4. When A is a non-polar compact set, the law of large numbers of
the volume of W (t;A,Bv) has been already established. For details see [8, 13, 22].
Theorem 4.1 yields that
lim
t→∞
Vol(W (t;D,Bv))
t
= ρ(d)v
almost surely.
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