For the probabilities of large deviations of Gaussian random vectors an asymptotic expansion is derived. Based upon a geometric measure representation for the Gaussian law the interactions between global and local geometric properties both of the distribution and of the large deviation domain are studied. The advantage of the result is that the expansion coe cients can be obtained by making a series expansion of a surface integral avoiding the calculation of higher order derivatives.
Introduction
In many problems of probability theory, mathematical statistics and their applications probabilities of large deviations are of interest. Note that there are both many papers where the large deviation probabilities are studied for themselves and many papers where the logarithms of these probabilities are considered. Results concerning the second type of large deviation asymptotics are sometimes called rough limit theorems whereas the results of the rst type are called sharp limit theorems. In the present paper we shall derive a third type of results in the form of asymptotic expansions for large deviation probabilities. These expansions include coe cients describing the local geometric structure of the boundary of the large deviation domain near the points around which the measure under consideration gives its main in uence onto the asymptotics. While the rst coe cient is a function of the curvatures of the boundary at these points, the following coe cients in the expansion re ect certain higher order local geometric properties of the large deviation domain in the neighborhoods of the just mentioned points.
Here we will consider a Gaussian random vector X = (X 1 ; : : :; X n ) having a standard normal distribution, i.e. its mean vector is the zero vector 0 = (0; : : : ; 0), its covariance matrix is the n-dimensional unity matrix and its density is given by ' n (x) = (2 ) ?n=2 exp ? 1 2 jjxjj 2 with jjxjj the euclidean norm of the vector x. The probability content of a set A IR n for this probability measure is denoted by n (A). In the following we will study the asymptotic behaviour of the large deviation probabilities given by =2 du (1) with ! n = 2 n=2 =?(n=2) the surface area of the n-dimensional unit sphere S n (1) = fx 2 IR n ; jjxjj = 1g and F(A; v) is de ned by F(A; v) = U n v ?1 A \ S n (1) : (2) Here U n (:) denotes the uniform probability distribution on the n-dimensional unit sphere.
From Eq. (2) follows that ! n F(A; u) is the surface area of the central projection of 6 A \ S n (u) on the n-dimensional sphere S n (1). The asymptotic behavior of the integral in 
and if N is nite that
Such a relation is called an asymptotic expansion of the function f(x) as x ! 1 with respect to the asymptotic sequence fg n (x)g; n = 1; : : :; N. Such expansions need not to be convergent.
In the case that N = 1, the relation
or, equivalently,
In the case that A is de ned by a twice di erentiable function g : IR n ! IR by A = fx; g(x) 0g, A c is an absorbing set and there is only one point x 0 in M(A), i.e. We assume rst that A is given in the form A = fx; g(x) 0g with g a continuous function; the boundary @A is then given by @A = fx; g(x) = 0g. Further it is assumed that the following conditions 1-4 are ful lled: If we use the representation for n ( A) given in Eq. (3), we get with n = 2 that
Since a(A) = 1, we have F(A; u) = 0 for all u with 0 u < 1. Therefore we can write
Making the substitution v = u ? 1 we can write the integral in the form
To get an asymptotic expansion for the probabilities 2 ( A) as ! 1, we will show in the following that these probabilities can be obtained as the Laplace transform of Proof: The point (x + ; y + ) is that intersection point of the circle around the origin with radius 1 + and the curve @A in the rst quadrant, which has a small positive x-value.
Here we assume that is so small that A \ S 2 (1 + ) is a simply connected set. Due to condition 4, near x 0 the curve @A can be represented by the absolutely convergent power The result for jx ? j can be derived in the same way.
To nd the rst three coe cients, we note rst that The result for jx ? j can be derived in the same way. (14) for su ciently small positive , where and then inserting these into the power series expansion of arc sine at zero the result above is obtained.
We have by an absolutely convergent power series, i.e. there is an > 0 such that P 1 r=2 jk r j r =r! < 1.
In the following theorem we derive the relation between the expansions of 2 ( A) as Recall that because of the asymptotic nature of the expansion, the formal series on the right hand side is not necessarily convergent. This is re ected by the fact that a i =( i i+1 )
tends to in nity quite fast as i ! 1. In this paragraph we consider the general case of a set A in the n-dimensional space. We assume that A is de ned by a continuous function g : IR n ! IR by A = fx; g(x) 0g.
We assume further that the conditions 1-4 hold: In the following we will again relate the representation of n ( A) given in Eq. (3) with the local surface structure of the surface @A. First we assume again that a(A) = 1.
We have then denotes the determinant of the transformation x ! (x ; h(x )), where the h i are the partial derivatives of h with respect to x i ; i = 1; : : :; n ? 1.
To reduce this essentially to a two-dimensional problem, we introduce now spherical coordinates in the set U(0) IR n?1 . The transformation is x ! ( ; ) with = jjx jj ?1 x , = jjx jj; the cartesian coordinates are obtained from and by x = .
The respective transformation determinant is n?2 multiplied by a product of powers of trigonometric functions. This trigonometric part will be summarized into an n ? 2-dimensional surface integration.
We get then T(x ) =T( ) = (1 ? 
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Appendix: Some Basic Facts about Surfaces We give a short review of necessary and su cient conditions for extrema on surfaces.
Let G be a surface in IR n de ned by a twice continously di erentiable function g : IR n ! IR by G = fx; g(x) = 0g. Further let be given another twice di erentiable function f : IR n ! IR. The Lagrange multiplier theorem (see 2], p. 25) states that, if at x 0 2 G the function f has a local extremum with respect to G, then there exists a 6 = 0, the so-called Lagrange multiplier, such that rf(x 0 ) = rg(x 0 );
i.e. the both gradients are parallel at x 0 . This is a necessary condition.
A su cient condition is given in 13], p. 98-100. A function f has a local maximum (minimum) with respect to the surface G at a point x 0 , if:
1. There is a 2 IR with rf(x 0 ) = rg(x 0 ). 
