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Abst rac t - - ln  a recent paper, the authors applied Dykstra's alternating projection algorithm to 
solve constrained least-squares n x n matrix problems. We extend these results in two different 
directions. First, we make use of the singular value decomposition to solve now constrained least- 
squares rectangular m x n matrix problems that arise in several applications. Second, we propose 
a new and improved implementation of the projection algorithm onto the e-positive definite set of 
matrices. This implementation does not require the computation of all elgenvalues and eigenvectors of 
a matrix per iteration, and still guarantees convergence. Finally, encouraging preliminary numerical 
results are discussed. 
Keywords--Alternating projection methods, Dykstra's algorithm, Singular value descomposition, 
Constrained least-squares, Gerschgorin circles. 
1. INTRODUCTION 
We are interested in solving constrained least-squares rectangular matrix problems. More pre- 
cisely, we consider the following constrained optimization problem: 
rain ] lAX  - B[I~,, (1) 
subject o 
x T = x ,  (2) 
L < X <_ U, (3) 
 m n(X) > 0, (a) 
where  A and  B are given rn × n real matrices, m _> n, rank (A) = n, and  X is the symmetr ic  
n × n matr ix that we  wish to find. Likewise, L and U are given n × n real matrices, and  Amin(X)  
represents the smallest eigenvalue of X .  Throughout  this paper, the notation A _< B, for any two 
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real n x n matrices, means that A 0 < B,j for all 1 < i, j < n. Also, IIAIIF denotes the Frobenius 
norm of a real matrix A, defined as 
n 
IIAII~ = (A ,A)=EA(  ij)2, 
i,j=l 
where the inner product is given by (A, B) = trace (A-rB). 
Problems (1)-(4) arise naturally in statistics and mathematical economics. Simplified versions 
of problems (1)-(4) have been recently studied. See, for instance, [1-7]. In all these cases, 
at least one constraint is not taken into account. However, for the general case, the problem 
has received little attention. To the best of our knowledge, problems (1)-(4) have been only 
considered by Hu [8] and more recently by Escalante and Raydan [9]. In the foregoing case 
m = n, A is the identity matrix, X is also constrained to have a particular linear pattern 7 9, 
and Amln(X) >_ e > 0. In our extension to the rectangular case, and for the sake of clarity, we 
consider 79 as a free symmetric linear pattern and e = 0. 
We solve problems (1)-(4) by applying once again Dykstra's alternating projection method 
(see [10,11]). Although now, our approach isbased on the use of the singular value decomposition 
(SVD) to transform the original problem into a simpler one that fits nicely with the algorithms 
developed in [9]. For a recent application of Dykstra's algorithm, see [12], and for complete 
discussions on alternating projection methods, see [13,14]. 
In this work, we also propose a new and improved implementation f the projection algorithm 
onto the e-positive definite set of matrices. This implementation does not require the computation 
of all eigenvalues and eigenvectors of a matrix per iteration, as the original one proposed by 
Escalante and Raydan [9], and still guarantees convergence. 
The rest of the paper is organized as follows. In Section 2, we carry out the definition of 
the feasible region to solve the rectangular case. We make extensive use of the SVD to obtain 
the rectangular version of the alternating projection algorithm. Then, in Section 3, we propose 
the new implementation f the projection algorithm onto the e-positive definite set of matrices. 
Finally, in Section 4, we present preliminary numerical results. 
2. THE RECTANGULAR CASE 
The feasible region of problems (1)-(4) are the intersection oftwo sets denoted by Box (B) and 
positive semidefinite (psd), given by 
B = {X E R nxn : L < X < U},  and 
psd = {X • Rn×n: X -r = X, ,~min(X) > 0}. 
Problems (1)-(4) can be stated as follows: 
min{] lAX-  BH~F : X E BNpsd) .  (5) 
We observe that the feasible region of problem (5) is the intersection ofclosed and convex sets 
in the inner product space R n×n, and so it is also a closed and convex set. 
The authors in [9] solve (5), when m = n and A = I, by means of a modification of the 
Dykstra's alternating projection method [10,11]. More explicitly, they solve this problem by 
projecting cyclically onto every one of the closed and convex sets whose intersection is the feasible 
region of (5). They present two alternating projection algorithms [9, Algorithms (3.5) and (4.1)], 
and characterize the projection onto every one of the sets involved in the algorithms, and use the 
convergence r sult established by Boyle and Dykstra [10, Theorem 2], to obtain convergence in 
the Frobenins norm to the unique solution of problem (5). 
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We will now use the same strategy to solve problem (5). In particular, we use the idea of 
Higham in [5], where he applies the SVD to analyse the "symmetric Procrustes" problem, see 
also [2]. This problem consists in finding the symmetric matrix X which minimizes the Frobenius 
(or Euclidean) norm of AX - B ,  where A and B are given rectangular matrices. 
Let the matrix A in (5) have the following SVD: 
where P 6 R m×m and Q 6 R "xn are orthogonal and 
= diag (a l ,  a2 . . . .  , an) ,  a l  >_ a2 >_ . . .  >_ an > O. 
Then, in accordance with [5], we have 
I IAX  - BII~ = l i l Y  - C, ll~, + I1C211~,, 
where 
(C1)  =pTBQ ' C~ = (Co) e R.Xn" Y=QTxQ, c= c2 
Thus, the problem reduces to minimizing the quantity ]IEY - C1H~. If X is constrained to be 
symmetric, then the matrix Y will be also symmetric, and the solution for 1 _< i, j _< n is given 
by 
{ (aicij + ajcjl) y,j (a~ + a~) ' a~ + a~ # 0, 
= ~ (6) 
arbitrary, otherwise. 
Finally, the required solution X is given by X = Q, yQT.  See [5] for details. 
In order to study the transformed feasible region, we now define two sets in R "x". The first 
set is denoted by psd', and is given by 
psd' = {Z 6 R "×" : Z = ZY, yV = y, Amin(Z) _> 0}, 
where Y = QTxQ.  Since X 6 psd, then Y 6 psd, and we observe that Amin(~Y) >_ 0 if and only 
if Amin(Y) _> 0. Therefore, minimizing I IEY - CIIIF, over all Y 6 psd, is equivalent to solving 
the problem 
rain IIZ - CllIF. (7) 
ZEpsd' 
The second set corresponds to B and is given by 
s '  = {z  e R"×":  L < Qr.-IZQT _< U}. 
It is also clear that minimizing [[~QTXQ - CI[IF, over all X E B is equivalent to solving the 
problem 
min [IZ - CI[[F. (8) 
ZEB' 
Consequently, using (7) and (8), problem (5) can now he stated as follows: 
min{[ IZ-  C11[~: Z 6 psd'nB'}.  (9) 
We observe that the feasible region of problem (9) is the intersection of closed and convex sets 
in R nxn. As in [9], we denote by Ppsd' and PB, the projections onto psd' and B', respectively. 
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We now present our version of Dykstra's alternating projection algorithm to solve problem (9). 
Given Ci 6 R "x", set (CI)0 = C1 and ipsd ,0  = I O, = 0. 
Fori  =0,1 ,2 , . . . ,  
(C l ) /=  Pv(C l ) i  - 
= 
Ik+, 1 = PB , (C lh+I  - (Clh+1. 
(10) 
Here Ips d, and I~, play the role of the increments introduced by Dykstra [11]. Using [10], we 
obtain the following convergence result for algorithm (10). 
THEOREM 2.1. If the closed and convex set psd' N B' is not empty, then for any Cl 6 R nx" the 
sequences {Ppsd,(C1)/} and {PB,(C1)/}, generated by algorithm (10), converge in the Froben/us 
norm to the unique solution of problem (9). 
REMARKS. 
(1) To project C1 onto B', i.e., to solve problem (8), we first project the matrix Q~.-1CIQT 
onto the box B to obtain a matrix X 6 [L,U] (see [9] for details). Then, Pro(C1) = 
~QTXQ. 
(2) To project C1 onto psd' (problem (7)), we first compute Y using (6) and then project Y 
onto the set psd. Finally, Pp~,(C1) = F~Pp,d(Y). To compute Pp,d(Y), we can use the 
procedure described in Section 3 with 6 = 0. 
(3) We have only considered the linear pattern P, defined in [9], as a free symmetric pattern. 
We observe that a more constrained pattern would involve a much more complicated 
treatment. Moreover, we believe that each particular pattern (for example, Toeplitz, 
Hankel, etc.) should be study individually to obtain an expression similar to (6). 
3. PROJECT ION ONTO THE SET e-pd 
We now propose a new and improved implementation of the projection algorithm onto the 
6-positive definite set of matrices (6 _> 0). This implementation does not require the computation 
of all eigenvalues and eigenvectors of a matrix per iteration, and still guarantees convergence. 
In [9, Section 3], the authors characterize the projection onto the set 6 pd. They also discuss an 
implementation that requires the computation of all eigenvalues and eigenvectors of a symmetric 
matrix X k at every cycle k. Our improved implementation is given by 
P 
Pepd(Xk) =xk'Jr-Z (C--)tik)zikz/kT , (11) 
/=1 
where X k is the matrix obtained at the k th cycle by projecting onto the set Box N P, which in 
turn will be projected onto the set 6 pd. Likewise, At,..., A n are the eigenvalues of X k that are 
less than 6, and Z1 k .... , Zn k are the corresponding eigenvectors. 
Our next result establishes the equivalence between (11) and the procedure described in [9, 
Section 3]. 
THEOREM 3.1. The projection Pepd(X k) onto the set 6 pd is given by (11). 
PROOF. Consider the following spectral decomposition of Xk: 
X k gk~,k~k T k k k T "~1 r-J1 ~"~I J r - ' ' '  "~ ' ' "  + (12) = + ApZ~ Z~ ~k ZkZkv 
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where )~, . . . ,  Ak n are the eigenvalues ofX k, and ZI , .  , .  , Z n are corresponding eigenvectors. If we 
project onto the set e pd, we obtain (see [9, Section 3]) 
n 
Pepd (X k) = ~k~'kT -~k~kT (13) + 
i=p+l  
Notice that, using (12), the second term in the right-hand side of (13) can be written as 
n 
E )~k.~k.z.kT _~ X k lk"zk~/k T . .  -- ) Lkzkz  kT 
- -~- - ,  - - ,  - -  ~ l ,U l  t-d I - -  . . .p_p_p  , 
~=p+ 1 
and replacing this expression back in (13), we obtain 
~.~k~k T k k T Pepd (Xk) = 6Z~Zkl "r+°'-'2"-'2 + ' "+¢Z;Z ;  + X k 
l k~,k~k T lk~k~k T . _ ),kT, k~z, kT  
- -  ,~1 e.j 1 t-J 1 - -  ~2~. J2  ~.~2 - -  . , , .p~p_p  
Therefore, 
P 
(xb  = x*  + (6 - ztz  
i=l 
and the result is established. | 
REMARKS.  
(1) In most real applications, p becomes "small" in the first few cycles, and remains constant 
during the rest of the process. Hence, as we will show in Section 4, the CPU time is 
significantly reduced when (11) is used. 
(2) In our implementation, weuse the following safeguard technique. In the first cycle, we 
use the subroutine DSYEVX from the LAPACK library to calculate the eigenvalues (and 
their corresponding eigenvectors) in the interval [lb, 6]. We compute the lower bound lb 
by applying the Gerschgorin circle theorem [15, Theorem 7.2.1]. 
From that point on, we use the subroutine DSYEVX to calculate the p + 1 smallest eigenvalues 
of X k, where p is the number of eigenvalues that were less than 6 in the previous cycle. If 
)~p+l < e, which happens very seldom, then the number of eigenvalues that are less than e has 
increased, and we update p using once again the Gerschgorin circle theorem. If Ap+l >_ 6, then 
the process continues with p as in the previous cycle or even smaller. 
4. NUMERICAL  RESULTS 
We compare Algorithm 4.1 in [9] with the original implementation (OLD for brevity), and 
the new implementation (NEW) given by the modified projection (11). In particular, we are 
interested in the computational work required in both cases for "small" values of p (p << n), and 
also for "large" values of p (p ..~ n). 
All experiments in this section were run on a HP APOLLO 735 workstation i double precision 
FORTRAN. The eigenvalues and eigenvectors, equired in the projection onto the set 6 pd, were 
computed by either subroutine DSYEV or DSYEVX from the LAPACK library [16]. We set 
= 0.1, for all experiments. The iterations in both cases were stopped when 
IIP~pd(A~+l) -- P~pd(A~)IIF < TOL, 
for different values of TOL. 
In [9], we use the subroutine DSYEV to compute all eigenvalues and eigenvectors of a given 
matrix A. In this work, we also use the subroutine DSYEVX that provides flexibility to compute 
selected eigenvalues and eigenvectors. 
The tables below show the dimension of the problem (n), the CPU time in seconds (TIME), 
the number of iterations (IT) required by both implementations fordifferent tolerances, and the 
distance (ERROR) in the Frobenius norm between the output matrices and the exact solution X. 
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Experiment 1 
In our first experiment, we use the initial matrix A whose/j-entry is given by 
{ (~+~-_ -  +0.1, i f i= j ,  A~j= i 
i i f i#  j, 
fo r i - -  1 , . . . ,n - I ,  j = 1 , . . . ,n ,  andA~j =0.01, fo r i=n, j  = 1 , . . . ,n .  We also define the 
matrix L as the null matrix and U as the matrix whose/j-entry is given by i + j. Last, let the 
pattern matrix be a symmetric Toeplitz matrix (see [9, Experiment 2]). In this case, problem (5) 
is feasible. 
The matrix A has n/2 eigenvalues smaller than 6 (first cycle), and few (one or two) during the 
rest of the process. Table 1 shows the obtained numerical results. 
n TOL 
10-2 
10 10 -6  
10-7 
10-2 
100 10 -5  
10-~ 
Table 1. Results for Exper iment  1. 
OLD NEW 
IT T IME ERROR IT T IME ERROR 
7 6.0 x 10 -2  3.11 x 10 -3  7 4.0 x 10 -2  3.11 x 10 -3  
17 0 . I I  2.59 x 10 -6  17 9.0 x 10 -2  2.59 × 10 -6  
24 0.22 4.0 x 10 -8  24 0.13 3.98 x 10 -6  
10 48.39 " 4.69 x 10 -3  10 11.15 4.69 x 10 -3  
48 219.83 4.78 x 10 -6  48 34.55 4.78 x 10 -6  
79 363.08 4.58 x 10 -6  79 53.61 4.58 x 10 -8  
Table 1 shows clearly that NEW is faster than OLD. Specifically, we see that as the tolerance 
decreases the difference increases. Moreover, if n increases, the CPU time for NEW is significantly 
less than the CPU time for OLD to attain the same accuracy. 
Exper iment  2 
The initial matrix A used in the second experiment has n -  1 eigenvalues smaller than e (first 
cycle), and n - 2 during the rest of the process. The matrix A is defined as follows: 
1 
A~j = ~ + ( i - j ) ,  i , j  = 1 , . . . ,n ,  
where ij = i + j - 1. Here the matrices L and U, and the set P, are as in Experiment 1. Table 2 
shows the numerical results for this experiment. 
n TOL 
10-2 
10 10 -5 
10-7 
10-2 
!00 10 -5 
10-7 
Table 2. Results for Exper iment  2. 
OLD NEW 
IT T IME ERROR IT T IME ERROR 
3 0.02 4.0 x 10 -3  3 3.0 x 10 -2  4.03 × 10 -3  
61 0.4 4.7 x 10 -6 61 0.6 4.77 x 10 -6 
147 1.0 4.8 x 10 -8 147 1.41 4.89 x 10 -6 
3 14.4 4.7 x 10 -3 3 14.6 4.69 x 10 -3 
77 364.5 4.8 x 10 -6  77 372.83 4.84 × 10 -6  
322 1536.2 5.0 x 10 - s  322 1625.13 4.97 x 10 -8  
In this case, we observe that OLD is slightly faster than NEW. This experiment shows the 
disadvantage of using the improved version when p ~ n. Indeed, subroutine DSYEVX from 
LAPACK seems to be an excellent choice to compute igenvalues and eigenvectors when p <( n. 
However, if p is "large", then computing all eigenvalues at every cycle by means of subroutine 
DSYEV is a better option. 
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