Abstract. This paper addresses a novel robust watermarking method for digital images using local invariant features. Most previous watermarking algorithms are unable to resist geometric distortions that desynchronize the location where copyright information is inserted. We propose a watermarking method that is robust to geometric distortions. In order to resist geometric distortions, we use a local invariant feature of the image called the scale-invariant feature transform ͑SIFT͒, which is invariant to translation and scaling distortions. The watermark is inserted into the circular patches generated by the SIFT. Rotation invariance is achieved using the translation property of the polar-mapped circular patches. Our method belongs to the blind watermark, because we do not need the original image during detection. We have performed an intensive simulation to show the robustness of the proposed method. The simulation results support the contention that our method is robust against geometric distortion attacks as well as signal-processing attacks. We have compared our results with those of other methods, and our method outperforms them.
Introduction
Following developments in computer technology that have made digital imaging techniques widely available, a variety of multimedia contents have been digitalized. Digital multimedia have many advantages over analog media: they can be easily accessed, copied, and distributed multiple times without degradation of quality. However, the widespread use of digital multimedia has also brought with it problems regarding the preservation of copyright.
Digital watermarking is an efficient solution for copyright protection, which inserts copyright information, the watermark, into the contents themselves. Ownership of the contents can be established by retrieving the inserted watermark. Various attacks have been reported to be effective against watermarking methods.
1 Among them, geometric distortion is known as one of the most difficult attacks to resist. Geometric distortion desynchronizes the location of the watermark and hence causes incorrect watermark detection. In such cases, the watermark synchronization process is required to calculate the watermark location before watermark insertion and detection and is crucial for the robustness of the watermarking system. A significant amount of research related to watermark synchronization has been conducted. The use of a periodic sequence, 2 the use of templates, 3 and the use of an invariant transform 4, 5 have been reported. The use of media contents is another solution for watermark synchronization, 6 and our method belongs to this approach. Media contents represent an invariant reference for geometric distortions so that referring to content can solve the problem of watermark synchronization, i.e., the location of the watermark is not related to image coordinates, but to image semantics. 7 In what follows, we refer to the location for watermark insertion and detection as the patch.
Bas et al. 6 proposed a content-based synchronization method, in which they first extract salient feature points and then decompose the image into a set of disjoint triangles through Delaunay tessellation. The sets of triangles ͑the patches͒ are used to insert and detect the watermark in the spatial domain. The drawback of this method is that the extracted feature points from the original image and distorted images are not matched. Therefore, the sets of triangles generated during watermark insertion and detection are different, and the resulting patches do not match.
Nikolaidis and Pitas 8 proposed an image-segmentationbased synchronization method. By applying an adaptive k-mean clustering technique, they segment images, select several largest regions, and fit those regions as ellipsoids. The bounding rectangles of the ellipsoids are used as the patches. The problem with this method is that the image segmentation depends on the image contents, so that image distortions severely affect the segmentation results.
Tang and Hang 9 introduced a synchronization method that uses intensity-based feature extraction and image normalization. They extract feature points by Mexican hat wavelet scale interaction, and the disks of fixed radius centered at each feature point are normalized. These normalized disks are used as the patches. However, the normalization is sensitive to the image contents used, so the robustness of these patches will decrease when the image is distorted.
The selection of features is important for robust watermarking in content-based synchronization methods. We believe that local image characteristics are more useful than global ones. The scale-invariant feature transform ͑SIFT͒ extracts features by considering local image properties and is invariant to rotation, scaling, translation, and partial illumination changes. 10 In this paper, we propose a watermarking method, using the SIFT, that is robust to geometric distortions. Using the SIFT, we generate circular patches that are invariant to translation and scaling distortions. The watermark is inserted into the circular patches in an additive way in the spatial domain. Rotation invariance is achieved using the translation property of the polar-mapped circular patches. We have performed an intensive simulation to show the robustness of the proposed method with 100 test images. The simulation results confirm that our method is robust against geometric distortion attacks as well as signal-processing attacks.
This paper is organized as follows. In Sec. 2, we explain the SIFT and how to extract circular patches using it. In Sec. 3, our watermarking method is described with the analysis of the detector performance. Simulation results are shown in Sec. 4. Section 5 concludes.
Local Invariant Features
Affine-invariant local features in object recognition and image retrieval applications have recently been studied. [10] [11] [12] These local invariant features are highly distinctive and matched with a high probability against large image distortions. In content-based watermark synchronization, the robust extraction of patches is related to the robustness of watermarking systems, and the consideration of local image characteristics will aid in the reliable extraction of patches. We propose a new synchronization method based on the SIFT.
The SIFT
The SIFT was proposed by Lowe 10 and has proved to be invariant to image rotation, scaling, translation, partial illumination changes, and projective transformations. Considering local image characteristics, the SIFT descriptor extracts features and their properties, such as the location ͑t 1 , t 2 ͒, the scale s, and the orientation .
The basic idea of the SIFT is to extract features through a staged filtering that identifies stable points in the scale space: ͑1͒ select candidates for features by searching for peaks in the scale space of the difference-of-Gaussians ͑DoG͒ function, ͑2͒ localize each feature using measures of its stability, and ͑3͒ assign orientations based on local image gradient directions.
In order to extract candidate locations for features, the scale space D͑x , y , ͒ is computed using a DoG function. As shown in Fig. 1 , they successively smooth original images with a variable-scale ͑ 1 , 2 , and 3 ͒ Gaussian function and calculate the scale-space images by subtracting two successive smoothed images. The parameter is a variance ͑called a scale͒ of the Gaussian function. The scale of the scale-space images is determined by the nearby scale ͑ 1 , 2 , or 3 ͒ of the Gaussian-smoothed image. In these scale-space images, they retrieve all local maxima and minima by checking the closest eight neighbors in the same scale and nine neighbors in the scales above and below. These extrema determine the location ͑t 1 , t 2 ͒ and the scale s of the SIFT features, which are invariant to the scale and orientation change of images. In our experiment, to generate the scale-space images, we apply scales of the Gaussian function from 1.0 to 32.0 and increase the scale by multiplying by a constant factor ͱ 2.
After candidate locations have been found, a detailed model is fitted by a 3-D quadratic function to determine accurately the location ͑t 1 , t 2 ͒ and scale s of each feature. In addition, candidate locations that have a low contrast or are poorly localized along edges are removed by measuring the stability of each feature using a 2-by-2 Hessian matrix H as follows:
where
͑1͒
Here e is the ratio of the largest to the smallest eigenvalue and is used to control stability. They use e = 10. The quantities D xx , D xy , and D yy are the derivatives of the scalespace images. In order to achieve invariance to image rotation, they assign a consistent orientation to each feature. In the Gaussian-smoothed image with the scale of the extracted SIFT features, they calculate gradient orientations of all sample points within a circular window about a feature location and form an orientation histogram. The peak in this histogram corresponds to the dominant direction of that feature.
Modifications for Watermarking
In this section, we describe how to formulate circular patches for watermark insertion and detection using this descriptor. The local features from the SIFT descriptor are not directly applicable to watermarking, because the number and distribution of the features are dependent on image contents and textures. Moreover, the SIFT descriptor was originally devised for image-matching applications, so it extracts many features that have dense distribution over the whole image. Therefore, we adjust the number, distribution, and scale of the features and remove those features that are susceptible to watermark attacks.
The SIFT descriptor extracts features with such properties as their location ͑t 1 , t 2 ͒, scale s, and orientation . In practice, the orientation property of the SIFT descriptor of the original image and distorted images do not match precisely. Hence, we make a circular patch by using only the location ͑t 1 , t 2 ͒ and scale s of extracted SIFT features, as follows:
where k is a magnification factor to control the radius of the circular patches. The way in which this factor is determined is explained in the fourth paragraph of this subsection. These patches are invariant to image scaling and translation as well as spatial modifications. By applying a prefilter, such as a Gaussian filter, before feature extraction, we can reduce the interference of noise and increase the robustness of extracted circular patches. The scale of features derived from the SIFT descriptor is related to the scaling factor of the Gaussian function in the scale space. In our analysis, features whose scale is small have a low probability of being redetected, because they disappear easily when image contents are modified. Features whose scale is large also have a low probability of being redetected in distorted images, because they move easily to other locations. Moreover, using large-scale features means that patches will overlap each other, which will result in degradation of the perceptual quality of watermarked images. Therefore, we remove features whose scale is below a or above b. In our experiments, we set a and b at 2.0 and 10.0, respectively.
The SIFT descriptor considers image contents so that extracted SIFT features have different properties in the scale s, depending on image contents. Watermark insertion and detection necessarily require interpolation to transform the rectangular watermark to match the shape of patches, and vice versa. In order to minimize the distortion of the watermark through interpolation, the size ͑radius͒ of the patches must be similar to, or larger than, the size of the watermark. The scale s of extracted SIFT features varies from 2.0 to 10.0. Therefore, we divide the scale of features into two ranges and apply different magnification factors k 1 and k 2 , which are determined empirically on the assumption that the size of the watermarked images will not be changed excessively. Although the features whose size is near to the boundary of the range may be susceptible to scaling attacks, there are a number of circular patches in an image, so that the effect of these features on the watermarking is small.
The distribution of local features is related to the performance of watermarking systems. In other words, the distance between adjacent features must be determined carefully. If the distance is small, patches will overlap in large areas, and if the distance is large, the number of patches will not be sufficient for the effective insertion of the watermark. To control the distribution of extracted features, we apply a circular neighborhood constraint similar to that used by Bas et al., 6 in which the features whose strength is the largest are used to generate circular patches. The value from the DoG function is used to measure the strength of each feature. The distance D between adjacent features depends on the dimensions of the image and is quantized by the r value as follows:
The width and height of the image are denoted by w and h, respectively. The r value is a constant to control the distance between adjacent features and is set at 16 and 32 in the insertion and detection processes, respectively. Figure 2 shows a circular patch from our proposed synchronization method in spatial filters, additive uniform noise, rotation, and scaling of the image. For convenience of identification, we represent only one patch and find that the patch is formulated robustly, even when the image is distorted.
Watermarking Scheme
This section describes our watermarking scheme. We extract circular patches by the synchronization method described in Sec. 2. The 2-D watermark is generated and transformed into circular form for each patch. The circular watermarks are added to the patches. We first describe the watermark generation procedure and then explain watermark insertion and detection.
Watermark Generation
We generate a 2-D rectangular watermark that follows a Gaussian distribution, using a random number generator. To be inserted into circular patches, this watermark should be transformed so that its shape is circular. We consider the rectangular watermark to be a polar-mapped watermark and inversely polar-map it to assign the insertion location of the circular patches. In this way, a rotation attack is mapped as a translation of the rectangular watermark, and the watermark still can be detected using the correlation detector. Note that the size of circular patches differs, so we should generate a separate circular watermark for each patch.
Let the x and y dimensions of the rectangular watermark be denoted by M and N, respectively. Let r be the radius ͑size͒ of a circular patch. As shown in Fig. 3 , we divide a circular patch into homocentric regions. To generate the circular watermark, the x-and the y-axis of the rectangular watermark are inversely polar-mapped into the radius and angle directions of the patch. The relation between the coordinates of the rectangular watermark and the circular watermark is represented as follows:
where x and y are the rectangular watermark coordinates, r i and are the coordinates of the circular watermark, r M is equal to the radius of the patch, and r 0 is a fixed fraction of r M . In our experiments, we set r 0 to r M / 4. For effective transformation, r 0 should be larger than M / , and the difference between r M and r 0 should be larger than N. If these constraints are not satisfied, the rectangular watermark must be sampled. As a result, it is difficult to transform efficiently.
To increase the robustness and invisibility of the inserted watermark, we transform the rectangular watermark to be mapped to only the upper half of the patch, i.e., the y-axis of the rectangular watermark is scaled by the angle of a half circle ͑͒, not the angle of a full circle ͑2͒. The lower half of the patch is set symmetrically with respect to the upper half ͑see Fig. 3͒ .
In aspect of the image, watermarks constitute a kind of noise. When noise of similar strength gathers together, we can perceive it. In our scheme, a pixel in the rectangular watermark is mapped to adjacent several pixels in the circular watermark during polar mapping. In other words, the same noise is inserted into the homocentric region of a circular patch. Therefore, if the size of the homocentric region is large, the inserted watermark is visible ͑as an embossing effect͒. Through symmetrical mapping, we can make the size of the homocentric region small and thus render the watermark invisible. Moreover, we can increase the likelihood that the watermark will survive attacks such as cropping.
Watermark Insertion
The first step in watermark insertion is to analyze image contents to extract the patches. Then, the watermark is inserted repeatedly into all patches. Our watermark insertion process is shown in Fig. 4͑A͒ .
Step a. To extract circular patches, we use the SIFT descriptor, as explained in Sec. 2. A single image may contain a number of patches. We insert the watermark into all patches to increase the robustness of our scheme.
Step b.1. We generate a circular watermark dependent on the radius ͑size͒ of each patch, using the method described in Sec. 3.1. We have endeavored to construct the patches so that their radius is similar to, or larger than, the x and y sizes of the rectangular watermark; thus, during extraction of the patches, a pixel w in the rectangular watermark is mapped to several pixels wc in the circular watermark. This compensates for errors in alignment of the circular patches regarding location and scale during watermark detection.
Step b.2. The insertion of the watermark must not affect the perceptual quality of images. This constraint has a bearing on the insertion strength of the watermark, inasmuch as it must be imperceptible to the human eye. We apply the perceptual mask as follows 13 :
where ␣ is the lower bound of visibility in flat and smooth regions and ␤ is the upper bound in edged and texture regions. The noise visibility function is calculated as follows:
where x 2 ͑ij͒ and x max 2 denote the local variance and maximum of neighboring pixels within five pixels, and D is a scaling constant.
Step b.3. Finally, we insert this circular watermark additively into the spatial domain. The insertion of the watermark is represented as the spatial addition between the pixels of images and the pixels of the circular watermark as follows:
Here v i and wc i denote the pixels of images and of the circular watermark, respectively, and ⌳ denotes the perceptual mask that controls the insertion strength of the watermark.
Watermark Detection
Similarly to watermark insertion, the first step for watermark detection is analyzing the image contents to extract patches. The watermark is then detected from the patches. If the watermark is detected correctly from at least one Lee, Kim and Lee: Robust image watermarking using local invariant features patch, we can prove ownership successfully. Our watermark detection process is shown in Fig. 4͑B͒ .
Step a. To extract circular patches, we use the SIFT descriptor, as described in Sec. 2. There are several patches in an image, and we try to detect the watermark from all patches.
Step b.1. The additive watermarking method in the spatial domain inserts the watermark into the image contents as noise. Therefore, we first apply a Wiener filter to extract this noise by calculating the difference between the watermarked image and its Wiener-filtered image, and then regard that difference as the retrieved watermark. 6 As with the watermark insertion process, we compensate for the modification by perceptual masks, but such compensation does not greatly affect the performance of watermark detection.
Step b.2. To measure the similarity between the reference watermark generated during watermark insertion and the retrieved watermark, the retrieved circular watermark should be converted into a rectangular watermark by applying the polar-mapping introduced in Sec. 3.1. Considering the fact that the watermark is inserted symmetrically, we Lee, Kim and Lee: Robust image watermarking using local invariant features take the mean value from the two semicircular areas. By this mapping, the rotation of circular patches is represented as a translation, and hence we achieve rotation invariance for our watermarking scheme.
Step b.3. We apply circular convolution to the reference watermark and the retrieved watermark. The degree of similarity between the two, called the response of the watermark detector, is represented by the maximum value of circular convolution as follows: similarity = max ͭ w͑m,n͒w * ͑m,n − r͒ ͓w͑m,n͒w͑m,n͔͒
where w is the reference watermark and w* is the retrieved watermark. The range of similarity values is from −1.0 to 1.0. We can identify the rotation angle ͑ / r͒ of the patches by finding the r with the maximum value. If the similarity exceeds a predefined threshold, we can be satisfied that the reference watermark has been inserted. The method of determining the threshold is described in the following section.
Step c. As mentioned, there are several circular patches in an image. Therefore, if the watermark is detected from at least one patch, ownership is proved, and not otherwise. The fact that we insert the watermark into several circular patches, rather than just one, makes it highly likely that the proposed scheme will detect the watermark, even after image distortions.
Our watermarking scheme is robust against geometric distortion attacks as well as signal-processing attacks. Scaling and translation invariance is achieved by extracting circular patches from the SIFT descriptor. Rotation invariance is achieved by using the translation property of the polarmapped circular patches.
Probability of Error
Since ownership is verified by deciding whether or not the similarity exceeds a predefined threshold, the probability that our watermark detector will generate errors depends on what threshold is selected. We should consider both falsepositive and false-negative error rates. The false-positive error rate is the probability that the watermark will be detected when images are not watermarked or are watermarked with other watermarks. The false-negative error rate is the probability that the method will fail to retrieve the inserted watermark from watermarked images. In practice, it is difficult to analyze false-negative errors because of the wide variety of possible attacks. It is thus common to select the threshold based on the false-positive error rate.
In order to estimate the false-positive error probability of our watermark detector, we attempted to retrieve 100 random watermarks from 100 randomly collected images that included natural scenes and portraits. Altogether 168,500 circular patches were processed to detect the watermark, because each image contained several patches. The size of the rectangular watermark was 32 by 32 pixels. The histogram of similarity values ͑normalized correlation͒ and its gamma distribution are shown in Fig. 5 .
In most cases, the simplest way to estimate the error probability is to assume that the distribution of detection values follows a Gaussian, or an approximate Gaussian, distribution model. 14 However, the distribution of the response of our watermark detector follows more nearly a gamma distribution model, since we take the maximum value from circular convolution. The gamma distribution is defined as follows:
where x is a continuous random variable. The parameters ␣ and ␤ satisfy ␣ Ͼ 0 and ␤ Ͼ 0 and are calculated using the mean and variance of the random variable x as follows:
Based on the results, the mean and variance of the detector response x were 0.1012 and 1.2191 e − 004, and the values of ␣ and ␤ were 83.9865 and 0.0012, respectively. Table 1 shows the probability of our watermark detector generating a false-positive error when using this gamma distribution model and the chosen threshold of the watermark detector. 
Simulation Results
This section reports on the performance of the proposed watermarking scheme. Two experiments were carried out, to measure ͑1͒ the performance of the watermark synchronization based on the SIFT descriptor and ͑2͒ the robustness of our watermarking scheme. We used 100 randomly collected 512ϫ 512 images from the internet that included such images as "Lena," "Baboon," "Lake," and "Bridge."
Performance of the SIFT Descriptor
We show the performance of our synchronization method based on the SIFT descriptor by comparing it with the method of Bas et al. 6 During watermark detection, the redetection of patches that have been extracted during watermark insertion is important for robustness. In order to measure the redetection ratio, we first extracted circular patches from both the original image and the attacked images, and then compared the locations and radii of the patches from the original image with those of the patches from the attacked images. Prior to the comparison, we transformed the locations and radii of circular patches from images subjected to geometric attack to those of patches in the original image. If the difference between circular patches from the original image and those from attacked images was below 2 pixels, we regarded the patches as having been redetected correctly.
We applied various attacks: median filter ͑2 ϫ 2, 3 ϫ 3, and 4 ϫ 4͒, JPEG compression ͑quality factor 40, 50, 60, 70, 80, and 90͒, Gaussian filtering ͑3 ϫ 3͒, additive uniform noise, centered cropping ͑5%, 10%, 15%, 20%, and 25%͒, rotation+ cropping ͑0.25, 0.5, 1, 5, 10, and 30 deg͒, and scaling ͑0.75ϫ, 0.9ϫ, 1.1ϫ, 1.3ϫ, and 1.5ϫ͒.
The average number of extracted circular patches from 100 original images was 22.60 in Bas et al.'s approach and 16.85 in our approach. Comparison results for attacks are shown in Table 2 . Detection ratio refers to the ratio of the number of extracted patches from original images to the number of correctly redetected patches from attacked images. The detection ratio increases when watermark synchronization is performed more strongly. Detection failure refers to the number of images, among the 100, in which no patch is redetected. As shown in the table, the detection ratio fell in proportion to the strength of attacks for the two approaches, but our synchronization method performs better than Bas et al.'s approach for all distortions. In particular, as the strength of attacks becomes greater, the feature Table 1 Error probability of our watermark detector and its threshold. The detection ratio of patches generated by considering the relation among the feature points drastically decreased, and the number of failure images increased. 6 However, our method performs reliably, because we consider only local image characteristics. These results support the contention that the SIFT descriptor is a reliable technique for extracting features ͑patches͒ and is useful for robust watermarking against signal-processing attacks and geometric distortion attacks.
Performance of the Watermarking Scheme
We tested the performance of our watermarking scheme. The size of the rectangular watermark was 32 by 32 pixels, and the weighting factors ␣ and ␤ of the noise visibility function were set at 5.0 and 1.0, respectively. We achieved a 10 −9 error probability ͑reliability͒ for the proposed scheme by setting the threshold at 0.182 and tried to detect the inserted watermark by adjusting the radius of circular patches in the range r −2 to r + 2 to compensate for errors of alignment induced by our synchronization method. There are several overlap areas between circular patches, but the inserted watermark in these areas is invisible to the naked eye, because we refined the modification of the pixel by perceptual masking.
The overall PSNR values between the original image and the watermarked image were greater than 40 dB. We inserted the watermark into circular patches, and images were modified only in parts. As a result, our scheme achieved high PSNR values. In highly textured images, such as the well-known "Baboon" image, PSNR values were relatively low because we inserted the watermark strongly in view of the fact that the noise was imperceptible.
We applied most of the attacks listed in Stirmark 3.1: median filter, JPEG compression, Gaussian filtering, additive uniform noise, linear geometric transformation, random bending, row-column removal, shearing, centered cropping, rotationϩcropping, scaling, and rotationϩscaling ϩcropping. These attacks attempt to remove or attenuate the inserted watermark and desynchronize its location.
Simulation results under attacks are shown in Table 3  and Table 4 . Detection ratio refers to the ratio of the number of watermarked patches inserted to the number of correctly detected watermarked patches in watermark detection. Among 100 images, detection failure refers to the number of images where the inserted watermark is not detected from any patches and hence we fail to prove ownership. Similarity is the average of similarity values from correctly detected watermarked patches.
In most of the attacks, our watermarking scheme could detect the inserted watermark from a considerable number of circular patches, and the similarity between the inserted and the detected watermark was high enough to prove ownership. When we transform a rectangular watermark into a circular watermark, a pixel of the rectangular watermark is mapped to a homocentric region of a circle, and that compensates for small alignment errors of the circular patches. Consequently, our watermarking scheme was able to survive even in linear geometric transformation, random bending, and shearing attacks. Since we only consider the local properties of features, our scheme could survive cropping attacks. In rotationϩcropping and rotationϩscaling ϩcropping attacks, the strength of cropping and scaling increased in proportion to the degree of rotation, and hence the detection ratio fell.
Although watermark synchronization performs well, when images are attacked strongly by such methods as JPEG compression 40, scaling 0.70ϫ, and centered cropping 50%, the additive watermarking method in the spatial domain fails to survive in several images. In these attacks, the inserted watermark is almost removed, attenuated, or partly cropped by distortions. The performances in these circumstances is, nevertheless, more robust than that of other representative content-based schemes such as those of Bas et al. 6 and Tang and Hang. 9 As described in Sec. 4.1, the synchronization method of Bas et al. shows lower performance than our synchronization method. Hence, their watermarking scheme will not perform well. According to the results of Tang and Hang, their approach could survive several signal-processing attacks, such as JPEG compression, Gaussian filtering, and additive uniform noise. However, when images are geometrically distorted or pixels of images are removed by median filtering, row-column removal, or cropping, the detection ratio falls considerably and the probability of detection failure is high.
These simulation results support the contention that our proposed watermarking scheme would be resilient to various image attacks. A particular merit of our scheme is that we insert the watermark into an image multiple times, which results in survival of the watermark under attack and hence in proof of ownership.
Discussion and Conclusions
The difference of matching items in Tables 2-4 represents the number of circular patches that are well synchronized but for which the additive watermarking method fails to detect the inserted watermark. As mentioned before, our watermark synchronization, based on the SIFT descriptor, can extract patches correctly even after image attacks and in complex textured images. However, it is unlikely that the additive watermarking method in the spatial domain can detect the inserted watermark successfully. Figure 6 shows several original images, watermarked images, and residuals between the original and watermarked images. We have modified the histogram of residual images for convenience. As may be seen from Fig.  6͑a͒ and 6͑b͒, we inserted the watermark into the images so as not to be visible to the naked eye. As shown in Fig. 6͑c͒ , residuals show the locations and radii of the circular patches, how the rectangular watermark is shaped to the homocentric circle, and how the additive watermarking method inserts the watermark in the spatial domain. Our scheme achieves high PSNR values because images are only partly modified. When the image is well textured, the patches are scattered all over it, which allows the watermark to be inserted over the whole image. However, if the texture of images is simple, for example the water area in "Milk" or the sky area in "Lake," the watermark is concentrated in the area near to the object.
Drawbacks of the proposed watermarking scheme are related to its vulnerability to large distortion of the aspect ratio. In addition, due to the computation time for the SIFT descriptor and for the compensation of alignment errors, our scheme cannot be used effectively in real-time applications. Future work will focus on eliminating these drawbacks.
Our major contribution is that we have proposed a robust watermarking scheme that uses local invariant features. In order to resist geometric distortions, we extracted circular patches using the SIFT descriptor, which is invariant to translation and scaling distortion. These patches were watermarked additively in the spatial domain. Rotation invariance was achieved using the translation property of the polar-mapped circular patches. We performed an intensive simulation, and the results showed that our method would be robust against geometric distortion attacks as well as signal-processing attacks. We believe that the consideration of local features is important for the design of robust watermarking schemes, and our method is a solution that uses such features.
