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Abstract
We consider a portfolio/consumption choice problem in a market model with liqui-
dity risk. The main feature is that the investor can trade and observe stock prices only
at exogenous Poisson arrival times. He may also consume continuously from his cash
holdings, and his goal is to maximize his expected utility from consumption. This is
a mixed discrete/continuous stochastic control problem, nonstandard in the literature.
We show how the dynamic programming principle leads to a coupled system of Integro-
Differential Equations (IDE), and we prove an analytic characterization of this control
problem by adapting the concept of viscosity solutions. We also provide a convergent
numerical algorithm for the resolution to this coupled system of IDE, and illustrate our
results with some numerical experiments.
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1 Introduction
A fundamental assumption of the traditional portfolio/consumption choice paradigm of
Merton [11] is that assets are liquid and readily continuously tradable by economic agents.
In reality, there are some restrictions on securities trade, and investors cannot buy and
sell them immediately; typical examples of assets in which trading is problematic include
human capital, mutual funds, pension plans, inheritances, and residential real-estate. We
then usually speak about liquidity risk meaning that one may have to wait some time before
being able to unwind a position in some financial assets.
There are various approaches to model liquidity risk since it is in fact related to many
factors. A familiar approach in the academic literature is to measure illiquidity in terms
of bid-ask spread and transaction costs, see Davis and Norman [5], Jouini and Kallal [8]
and many others. In this setting, potentially high cost is associated to frequent trading
but the investors can trade whenever desired. On the other hand, there are some studies
where illiquidity is represented by restrictions on trade times. For instance, Schwartz and
Tebaldi [13] and Longstaff [9] assume in their model that illiquid assets can only be traded
at the starting date and at a fixed terminal horizon. In a less extreme modelling, Rogers and
Zane [12] and Matsumoto [10] consider random trade times by assuming that trade succeeds
only at the jump times of a Poisson process, and study the impact on a portfolio choice
problem. In these models, the price process is observed continuously, trading strategies
are in continuous-time, and the corresponding portfolio/consumption problem leads to a
standard jump-diffusion control problem, see also Wang [14]. However, illiquidity is often
viewed by practitioners as the situation where their ability to trade assets is limited or
restricted to the times when a quote comes into the market.
In this paper, we consider a description of liquidity risk which is consistent with the
market-microstructure oriented modelling of high frequency financial data such as tick-by-
tick stock prices. We assume that stock prices can be observed and traded only at random
times of a Poisson process corresponding to quotes in the market. This setup is inspired
by recent papers of Frey and Runggaldier [7] and Cvitanic, Liptser and Rozovskii [4], who
assume in addition that there is an unobservable stochastic volatility, and are interested in
the estimation of this volatility. In our liquidity risk context, we suppose that the investor
is also allowed to consume continuously from the bank account, and we study the Merton’s
problem of maximizing the expected discounted utility of consumption.
From a mathematical viewpoint, the resulting optimization problem is a mixed dis-
crete/continuous stochastic control problem, nonstandard in the literature. We show how
it leads, via a dynamic programming principle, to a coupled system of nonlinear integro-
partial differential equations (IPDE), for which we prove a classical verification theorem.
Then, following the modern approach of stochastic control, and to overcome the possible
lack of regularity of the value functions, we adapt the notion of viscosity solutions to our
context, and prove a characterization (with a new uniqueness result) of the value functions
to their coupled system of IPDE. We also provide a convergent numerical algorithm for
solving this coupled system, and illustrate our results with some numerical experiments. In
particular, we compare the value function and the optimal investment policy obtained in
presence of liquidity risk with the ones in the classical Merton’s model.
The plan of the paper is as follows. We formulate the liquidity risk model and the
portfolio/consumption problem in Section 2. We show in Section 3 how it leads to a coupled
system of IPDE and state the corresponding verification theorem. In Section 4, we provide
an analytic characterization of the value function by means of viscosity solutions. Section
2
5 describes a convergent numerical algorithm and we give some numerical illustrations in
Section 6.
2 Model and problem formulation
Let us fix a probability space (Ω,F ,P) equipped with a filtration F = (Ft)t≥0 satisfying
the usual conditions. All stochastic processes involved in this paper are defined on the
stochastic basis (Ω,F ,F,P).
We consider a model of an illiquid market where the investor can observe the positive
stock price process S and trade only at random times {τk}k≥0 with τ0 = 0 < τ1 < . . . < τk
< . . .. For simplicity, we assume that S0 is known, and we denote
Zk =
Sτk − Sτk−1
Sτk−1
, k ≥ 1,
the observed return process valued in (−1,∞), where we set by convention Z0 to some fixed
constant.
The investor may also consume continuously from the bank account (interest rate is
assumed w.l.o.g to be zero) between two trading dates. We introduce the continuous ob-
servation filtration Gc = (Gt)t≥0 with :
Gt = σ {(τk, Zk) : τk ≤ t} ,
and the discrete observation filtration Gd = (Gτk)k≥0. Notice that Gt is trivial for t < τ1.
A control policy is a mixed discrete-continuous process (α, c), where α = (αk)k≥1 is
real-valued Gd-predictable, i.e. αk is Gτk−1-measurable, and c = (ct)t≥0 is a nonnegative
G
c-predictable process : αk represents the amount of stock invested for the period (τk−1, τk]
after observing the stock price at time τk−1, and ct is the consumption rate at time t based
on the available information. Starting from an initial capital x ≥ 0, and given a control
policy (α, c), we denote Xxk the wealth of the investor at time τk defined by :
Xxk = x−
∫ τk
0
ctdt+
k∑
i=1
αiZi, k ≥ 1, X
x
0 = x. (2.1)
Given x ≥ 0, we say that a control policy (α, c) is admissible, and we denote (α, c) ∈ A(x)
if :
Xxk ≥ 0, a.s. ∀ k ≥ 1. (2.2)
We are interested in the optimal portfolio/consumption problem :
v(x) = sup
(α,c)∈A(x)
E
[∫ ∞
0
e−ρtU(ct)dt
]
, x ≥ 0, (2.3)
where ρ > 0 is a positive discount factor, and U is an utility function defined on R+, with
w.l.o.g. U(0) = 0, nondecreasing, concave and C1 on (0,∞) satisfying the Inada conditions
U ′(0+) =∞ and U ′(∞) = 0. We shall assume the following growth condition on U : there
exists γ ∈ (0, 1) s.t.
U(x) ≤ K1x
γ , x ≥ 0, (2.4)
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for some positive constant K1. We denote I = (U
′)−1 : (0,∞) 7→ (0,∞) the inverse function
of the derivative U ′, and U˜ the convex conjugate of U i.e. :
U˜(y) = sup
x>0
[U(x)− xy] =


U(I(y)) − yI(y), y > 0
U(∞), y = 0
∞, y < 0
(2.5)
Notice that U˜ is nonincreasing, U˜(∞) = U(0), and under (2.4) we have
U˜(y) ≤ K˜1y
−γ˜ , y ≥ 0, with γ˜ =
γ
1− γ
> 0, (2.6)
for some positive constant K˜1 (actually K˜1 =
(K1γ)
1
1−γ
γ˜ ).
Problem (2.3) is a mixed discrete/continuous-time stochastic control problem : this is a
nonstandard control problem, which was not yet studied in the literature (to the best of our
knowledge). In particular, we cannot derive as usual the Backward or Bellman equation
associated to (2.3). Our paper is a first attempt to study such a control problem. In the
rest of the paper, the following conditions on (τk, Zk) stand in force.
(H1) {τk}k≥1 is the sequence of jump times of a Poisson process with intensity λ.
(H2) (i) For all k ≥ 1, conditionally on the interarrival time τk − τk−1 = t ∈ R+,
Zk is independent from {τi, Zi}i<k and has a distribution denoted p(t, dz).
(ii) For all t ≥ 0, the support of p(t, dz) is
- either an interval with interior equal to (−z, z¯), z ∈ (0, 1] and z¯ ∈ (0,∞],
- or is finite equal to {−z, . . . , z¯}, z ∈ (0, 1] and z¯ ∈ (0,∞).
(H3)
∫
zp(t, dz) ≥ 0, for all t ≥ 0, and there exist some κ ∈ R+ and b ∈ R+ s.t.
∫
(1 + z)p(t, dz) ≤ κebt, ∀t ≥ 0.
The last condition (H3) means that for all k ≥ 1,
1 ≤ E
[ Sτk
Sτk−1
∣∣τk − τk−1 = t] ≤ κebt, ∀t ≥ 0.
Example 2.1. S is extracted from a Black-Scholes model : dSt = bStdt+ σStdWt, with b
≥ 0, σ > 0. Then p(t, dz) is the distribution of
Z(t) = exp
[(
b−
σ2
2
)
t+ σWt
]
− 1,
with support (−1,∞), and (H3) is clearly satisfied, since in this case
∫
(1 + z)p(t, dz) =
E
[
exp
(
(b− σ2/2)t+ σWt
)]
= ebt.
Example 2.2. Zk is independent of the waiting times τk− τk−1, in which case its distribu-
tion p(dz) does not depend on t. In particular, p(dz) may be a discrete distribution with
support {z0, . . . , zd} s.t. z = −z0 ∈ (0, 1] and zd = z¯ ∈ (0,∞).
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Remark 2.1. 1) It is easy to see that if the support of Zk is included in (0,∞), i.e. the
sequence (Sk)k is increasing, or is included in (−1, 0), i.e. (Sk)k is decreasing, then the
value function v is infinite. Indeed, suppose that z > 0. Then, one can consume as much
as wanted, by buying enough actions in order to satisfy the admissibility condition, so that
v is infinite. A similar argument is valid (by selling actions) when z¯ < 0.
2) The condition
∫
zp(t, dz) ≥ 0 is simply put for financial interpretation, but could be
relaxed (see Remarks 3.3 and 3.4). The other condition in (H3) is more crucial.
Remark 2.2. Since Xxk+1 = X
x
k −
∫ τk+1
τk
cudu+ αk+1Zk+1, and by the condition (H2) on
the support of Zk+1, we see that the admissibility condition (2.2) is written as :
Xxk −
∫ s
τk
cudu+ αk+1z ≥ 0, ∀k ≥ 0, ∀s ≥ τk, ∀z ∈ {−z, z¯}.
almost surely. This may be also formulated directly in terms of (α, c) ∈ A(x) as :
−
Xxk
z¯
≤ αk+1 ≤
Xxk
z
, ∀k ≥ 0, (2.7)∫ s
τk
cudu ≤ X
x
k − ℓ(αk+1), ∀k ≥ 0, ∀s ≥ τk, (2.8)
where we set for all a ∈ R :
ℓ(a) = max(az,−az¯),
with the convention that max(az,−az¯) = az when z¯ = ∞. In particular, we see that for x
= 0, A(0) = {0, 0} and so v(0) = 0.
3 A first-order coupled system of nonlinear IPDE
In this section, we derive the coupled system of Integro Partial Differential Equation (IPDE)
that will be satisfied by the value function of our control problem. The starting point is the
following version of the dynamic programming principle (DPP) adapted to our context :
v(x) = sup
(α,c)∈A(x)
E
[∫ τ1
0
e−ρtU(ct)dt + e
−ρτ1v(Xx1 )
]
. (3.1)
This DPP will be proved rigorously in Appendix. In this section, we derive formally the
coupled integrodifferential system arising from the DPP, and state a verification theorem,
which shows that a suitable solution to this system should be the value function of our
orginal control problem. The converse property, proved in the next section, states that the
original value function is characterized as the unique (viscosity) solution to the coupled
integrodifferential system.
Now, from the expression (2.1) of the wealth, and the measurability conditions on the
control, the above dynamic programming relation is written as
v(x) = sup
(a,c)∈Ad(x)
E
[∫ τ1
0
e−ρtU(ct)dt + e
−ρτ1v(x−
∫ τ1
0
ctdt+ aZ1)
]
, (3.2)
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where Ad(x) is the set of pairs (a, c) with a deterministic constant, and c a deterministic
nonnegative process s.t. (see Remark 2.2) a ∈ [−x/z¯, x/z] and
∫ t
0
cudu ≤ x− ℓ(a) i.e. x−
∫ t
0
cudu+ az ≥ 0, ∀t ≥ 0, ∀z ∈ (−z, z¯). (3.3)
Given a ∈ [−x/z¯, x/z], we denote by Ca(x) the set of deterministic nonnegative processes
satisfying (3.3). Moreover, under conditions (H1) and (H2), we may explicit (see also
details in Lemma 3.1) the r.h.s. of (3.2) so that :
v(x) = sup
a ∈
h
−
x
z¯
, x
z
i
c ∈ Ca(x)
∫ ∞
0
e−(ρ+λ)t
[
U(ct) + λ
∫
v(x−
∫ t
0
csds+ az)p(t, dz)
]
dt. (3.4)
Let
D = R+ ×X with X =
{
(x, a) ∈ R+ × R : −
x
z¯
≤ a ≤
x
z
}
. (3.5)
By setting A = R if z¯ < ∞, and A = R+ if z¯ = ∞, notice that X is written also as
X = {(x, a) ∈ R+ ×A : x ≥ ℓ(a)} .
Now, we introduce the dynamic auxiliary control problem : for (t, x, a) ∈ D,
vˆ(t, x, a) = sup
c∈Ca(t,x)
∫ ∞
t
e−(ρ+λ)(s−t)
[
U(cs) + λ
∫
v(Y t,xs + az)p(s, dz)
]
ds, (3.6)
where Ca(t, x) is the set of deterministic nonnegative processes c = (cs)s≥t s.t.∫ s
t
cudu ≤ x− ℓ(a) i.e. Y
t,x
s + az ≥ 0, ∀s ≥ t, ∀ z ∈ (−z, z¯), (3.7)
and Y t,x is the deterministic controlled process by c ∈ Ca(t, x) :
Y t,xs = x−
∫ s
t
cudu, s ≥ t. (3.8)
We shall see later (see Lemma 4.2) that vˆ lies in C+(D), the set of nonnegative conti-
nuous functions on D. From (3.4)-(3.6), the original value function is then related to this
auxiliary optimization problem by :
v = Hvˆ (3.9)
where H is the operator mapping C+(D) into the set B+(R+) of nonnegative measurable
functions on R+ by :
Hwˆ(x) = sup
a∈[−x/z¯,x/z]
wˆ(0, x, a). (3.10)
Actually, we shall see in Lemma 4.1 that v is continuous on R+, and so lies in C+(R+) the
set of nonnegative and continuous functions on R+.
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Remark 3.1. For a given a ∈ A, vˆ is the value function of an optimal consumption/problem
over an infinite horizon in a certain environment :
vˆ(t, x, a) = sup
c∈Ca(t,x)
∫ ∞
t
e−(ρ+λ)(s−t)Va(s, Y
t,x
s , cs)ds,
where Va is a modified utility function depending not only on the current consumption rate
cs, but also on the cumulated consumption
∫
csds.
At this stage, we may study the deterministic control problem (3.6) by standard dynamic
programming methods : the associated Hamilton-Jacobi equation is
sup
c≥0
[
−(ρ+ λ)vˆ +
∂vˆ
∂t
− c
∂vˆ
∂x
+ U(c) + λ
∫
v(x+ az)p(t, dz)
]
= 0, (t, x, a) ∈ D,
that may be rewritten as a first order Integro Partial Differential Equation (IPDE)
(ρ+ λ)vˆ −
∂vˆ
∂t
− U˜
(
∂vˆ
∂x
)
− λ
∫
v(x+ az)p(t, dz) = 0, (t, x, a) ∈ D. (3.11)
Remark 3.2. In the particular case where the distribution p(t, dz) = p(dz) does not depend
on t, then the above IPDE reduces to the integro ordinary differential equation for vˆ(x, a) :
(ρ+ λ)vˆ − U˜
(
∂vˆ
∂x
)
− λ
∫
v(x+ az)p(dz) = 0, (t, x, a) ∈ D,
with v(x) = supa∈[−x/z¯,x/z] vˆ(x, a)
We have then splitted our original stochastic optimization problem into two coupled
tractable deterministic optimization problems : Problem (3.6) is a family over a ∈ A
of standard deterministic control problems on infinite horizon, which is stationary (i.e.
vˆ does not depend on t), whenever the distribution p(t, dz) does not depend on t, and
problem (3.9) is a classical one-dimensional extremum problem over a. Notice that these
two optimization problems are coupled since the reward function appearing in the definition
of problem (3.6) or in its IPDE (3.11) depends on the value function of problem (3.9)
and vice-versa. However, this suggests a fixed point algorithm for solving our original
optimization problem : this argument will be developed later.
The main result of this section is to validate the consistency of the above approach,
by stating a verification theorem on the coupled IPDE (3.9)-(3.11). We proceed in several
steps. We first state the following two lemmas.
Lemma 3.1. Assume (H1)-(H2) hold. Let w ∈ B+(R+). Then, for any x ≥ 0, (α, c) ∈
A(x), k ≥ 0, we have
E
[∫ τk+1
τk
e−ρ(t−τk)U(ct)dt + e
−ρ(τk+1−τk)w(Xxk+1)
∣∣∣∣Gτk
]
=
∫ ∞
τk
e−(ρ+λ)(t−τk)
[
U(ct) + λ
∫
w
(
Xxk −
∫ t
τk
cudu+ αk+1z
)
p(t− τk, dz)
]
dt.
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Proof. Since Xxk+1 = X
x
k −
∫ τk+1
τk
cudu+ αk+1Zk+1, we have by the law of conditional toy
expectations :
E
[∫ τk+1
τk
e−ρ(t−τk)U(ct)dt+ e
−ρ(τk+1−τk)w(Xxk+1)
∣∣∣∣Gτk
]
= E
[∫ τk+1
τk
e−ρ(t−τk)U(ct)dt +
e−ρ(τk+1−τk)E
[
w
(
Xxk −
∫ τk+1
τk
cudu+ αk+1Zk+1
)∣∣∣∣Gτk , τk+1 − τk
]∣∣∣∣Gτk
]
= E
[∫ τk+1
τk
e−ρ(t−τk)U(ct)dt +
e−ρ(τk+1−τk)
∫
w
(
Xxk −
∫ τk+1
τk
cudu+ αk+1z
)
p(τk+1 − τk, dz)
∣∣∣∣ Gτk
]
=
∫ ∞
0
[∫ τk+s
τk
e−ρ(t−τk)U(ct)dt +
e−ρs
∫
w
(
Xxk −
∫ τk+s
τk
cudu+ αk+1z
)
p(s, dz)
]
λe−λsds,
where we used (H2) in the second equality and (H1) in the last one. We conclude with
Fubini’s theorem and the change of variable s → s+ τk. 
Lemma 3.2. Under (H1)-(H2)-(H3), and (2.4), suppose that ρ satisfies
ρ > bγ + λ
(κγ
zγ
− 1
)
. (3.12)
Then, for all x ≥ 0, (α, c) ∈ A(x), we have
E
[
e−ρτn(Xxn)
γ
]
≤ xγδn, (3.13)
where
δ =
λ
ρ− bγ + λ
κγ
zγ
< 1. (3.14)
In particular, E
[
e−ρτn(Xxn)
γ
]
converges to 0, as n goes to ∞.
Proof. Observe from Jensen’s inequality and conditions (H2)-(H3) that for all x ≥ 0,
(α, c) ∈ A(x), n ≥ 1,
E
[(
Xxn−1 + αnZn
)γ∣∣Gτn−1 , τn − τn−1] ≤ (Xxn−1 + αn
∫
z p(τn − τn−1, dz)
)γ
≤
(
Xxn−1 +
Xxn−1
z
(κeb(τn−τn−1) − 1)
)γ
≤ (Xxn−1)
γ κ
γ
zγ
ebγ(τn−τn−1), a.s. (3.15)
where we used also in the second inequality the bound (2.7) on αn, and in the last one the
fact that z ≤ 1. Thus, by writing that Xxn ≤ X
x
n−1 + αnZn, and by the law of iterated
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conditional expectations, we get :
E
[
e−ρτk(Xxn)
γ
]
≤ E
[
e−(ρ−bγ)(τn−τn−1)e−ρτn−1
(Xxn−1)
γ
zγ
κγ
]
= E
[
e−ρτn−1
(Xxn−1)
γ
zγ
κγ
∫ ∞
0
λe−(ρ−bγ+λ)tdt
]
= δ E
[
e−ρτn−1(Xxn−1)
γ
]
where we used condition (H1) in the first equality. We obtain the required result by
induction on n, and the convergence since δ < 1 under (3.12). 
Remark 3.3. In the case where
∫
zp(t, dz) ≤ 0, and by assuming −
∫
zp(t, dz) ≤ κebt for
some κ, b ∈ R+, the inequality (3.15) should be replaced by :
E
[(
Xxn−1 + αnZn
)γ∣∣Gτn−1 , τn − τn−1] ≤ (Xxn−1)γ(1 + κγz¯γ ebγ(τn−τn−1)), a.s.
Then, by same arguments as in the above lemma, we obtain E
[
e−ρτk(Xxn)
γ
]
≤ xγδn with
δ =
λ
ρ+ λ
+
λ
ρ− bγ + λ
κγ
z¯γ
.
Therefore, in this case, we get the convergence of E
[
e−ρτk(Xxn)
γ
]
to zero provided that
ρ > bγ + λ
κγ
z¯γ
. (3.16)
The next result is a comparison principle for smooth solutions to the coupled IPDE
(3.9)-(3.11).
Proposition 3.1. Under (H1)-(H2)-(H3), (2.4) and (3.12), suppose there exists wˆ ∈
C+(D), C
1 with respect to (t, x), and w ∈ C+(R+) satisfying :
(ρ+ λ)wˆ −
∂wˆ
∂t
− U˜
(
∂wˆ
∂x
)
− λ
∫
w(x+ az)p(t, dz) ≥ 0, (t, x, a) ∈ D, (3.17)
w ≥ Hwˆ, (3.18)
together with the growth condition :
w(x) ≤ K(1 + xγ), ∀x ≥ 0, (3.19)
for some positive constant K. Then
vˆ ≤ wˆ and v ≤ w.
Proof. 1) Given x ∈ R+, for all (α, c) ∈ A(x), apply, for any k ≥ 0, standard differential
calculus to e−(ρ+λ)(s−τk)wˆ(s−τk, Y
(k)
s , αk+1) between τk and T (to be sent to infinity) where
Y
(k)
s = Xxk −
∫ s
τk
cudu :
e−(ρ+λ)(T−τk)wˆ(T − τk, Y
(k)
T , αk+1)
= wˆ(0,Xxk , αk+1) +
∫ T
τk
e−(ρ+λ)(s−τk)
[
−(ρ+ λ)wˆ +
∂wˆ
∂t
− cs
∂wˆ
∂x
]
(s− τk, Y
(k)
s , αk+1)ds
≤ wˆ(0,Xxk , αk+1)−
∫ T
τk
e−(ρ+λ)(s−τk)
[
U(cs) + λ
∫
w(Y (k)s + αk+1z)p(s − τk, dz)
]
ds,
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from (3.17). Now, since wˆ is nonnegative, we get by sending T to infinity :∫ ∞
τk
e−(ρ+λ)(s−τk)
[
U(cs) + λ
∫
w(Y (k)s + αk+1z)p(s − τk, dz)
]
ds ≤ wˆ(0,Xxk , αk+1).
From Lemma 3.1, this is written as :
E
[∫ τk+1
τk
e−ρ(s−τk)U(cs)ds + e
−ρ(τk+1−τk)w(Xxk+1)
∣∣∣∣Gτk
]
≤ wˆ(0,Xxk , αk+1)
≤ w(Xxk ),
where we used in the last inequality, (2.7) and the fact that Hwˆ ≤ w. By induction on k
and the law of iterated conditional expectations, we deduce
E
[∫ τn
0
e−ρtU(ct)dt + e
−ρτnw(Xxn)
]
≤ w(x),
for all n. Now, from the growth condition (3.19) and Lemma 3.2, we have
E
[
e−ρτnw(Xxn)
]
−→ 0, (3.20)
as n goes to infinity. Therefore, we obtain
E
[∫ ∞
0
e−ρtU(ct)dt
]
≤ w(x),
which proves from the arbitrariness of (α, c) that w ≥ v.
2) Given (t, x, a) ∈ D, apply standard differential calculus to e−(ρ+λ)(s−t)wˆ(s, Y t,xs , a) bet-
ween t and T (to be sent to infinity) where Y t,xs = x−
∫ s
t cudu, and c is arbitrary in Ca(t, x).
Then, by similar arguments as in 1), we obtain
wˆ(t, x, a) ≥
∫ ∞
t
e−(ρ+λ)(s−t)
[
U(cs) + λ
∫
w(Y t,xs + az)p(s, dz)
]
ds
≥
∫ ∞
t
e−(ρ+λ)(s−t)
[
U(cs) + λ
∫
v(Y t,xs + az)p(s, dz)
]
ds,
where we used in the second inequality the fact that w ≥ v. From the arbitrariness of c,
we conclude that wˆ ≥ vˆ. 
Corollary 3.1. Under (H1), (H2), (H3), (2.4), and (3.12), there exists some positive
constant K s.t.
vˆ(t, x, a) ≤ K(ebtx)γ , ∀(t, x, a) ∈ D, (3.21)
v(x) ≤ Kxγ , ∀x ≥ 0. (3.22)
Proof. For ρ large enough, actually satisfying (3.12), we claim that one may find some
constants K ≥ 0 and β s.t.
wˆ(t, x, a) = Keβtxγ , (t, x, a) ∈ D, (3.23)
w = Hwˆ, (3.24)
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satisfies (3.17)-(3.18). Indeed, similarly as in (3.15), we notice from Jensen’s inequality and
conditions (H2)-(H3) that for all (t, x, a) ∈ D,∫
(x+ az)γp(t, dz) ≤
(
x+ a
∫
zp(t, dz)
)γ
≤ xγ
κγ
zγ
ebγt. (3.25)
Then, with this choice of wˆ, noting that w(x) = Kxγ , and recalling (2.6), we have for all
(t, x, a) ∈ D,
(ρ+ λ)wˆ −
∂wˆ
∂t
− U˜
(
∂wˆ
∂x
)
− λ
∫
w(x+ az)p(t, dz)
≥ Keβtxγ(ρ+ λ− β)− K˜1(Kγe
βtxγ−1)−γ˜ − λK
∫
(x+ az)γp(t, dz)
≥ xγ
[
K(ρ+ λ− β)eβt −K−γ˜K˜1γ
−γ˜e−βγ˜t − λK
κγ
zγ
ebγt
]
. (3.26)
By choosing β = bγ, we then get
(ρ+ λ)wˆ −
∂wˆ
∂t
− U˜
(
∂wˆ
∂x
)
− λ
∫
w(x+ az)p(t, dz)
≥ (Keβt)−γ˜xγ
[
K
1
1−γ
(
ρ− bγ + λ−
λκγ
zγ
)
e
bγ
1−γ
t − K˜1γ
−γ˜
]
Therefore, under (3.12), and by taking K positive s.t.
K
1
1−γ
(
ρ− bγ + λ−
λκγ
zγ
)
≥ K˜1γ
−γ˜ , (3.27)
the pair of functions (wˆ, w) defined in (3.23)-(3.24) is a supersolution to (3.17)-(3.18),
satisfying the growth condition (3.19). We conclude with Proposition 3.1. 
Remark 3.4. 1) In the case of Example 2.1, we have z = 1 and κ = 1. Hence, from (3.12)
and (3.27), we may take ρ and K large enough but independently of λ so that v(x) ≤ Kxγ
for all x ≥ 0. We then have a bound on v uniformly with respect to the intensity λ of
the Poisson process. This is important once we want to study the asymptotic analysis of v
when λ goes to infinity.
2) Similarly as in Remark 3.3, in the case where
∫
zp(t, dz)≤ 0, and by assuming−
∫
zp(t, dz)
≤ κebt for some κ, b ∈ R+, the inequality (3.25) should be replaced by :∫
(x+ az)γp(t, dz) ≤
(
x+ a
∫
zp(t, dz)
)γ
≤ xγ
(
1 +
κγ
z¯γ
ebγt).
Hence, by same arguments as above, we obtain the growth condition (3.21)-(3.22) provided
that ρ satisfies (3.16) and with K s.t.
K
1
1−γ
(
ρ− bγ −
λκγ
z¯γ
)
≥ K˜1γ
−γ˜ ,
The point is that in this case ρ and K have to be chosen large enough, depending on λ.
We now state the verification theorem for the coupled IPDE (3.9)-(3.11).
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Theorem 3.1. Under (H1)-(H2)-(H3), (2.4) and (3.12), suppose there exist wˆ ∈ C+(D),
C1 with respect to (t, x), and w ∈ C+(R+) solution to
(ρ+ λ)wˆ −
∂wˆ
∂t
− U˜
(
∂wˆ
∂x
)
− λ
∫
w(x+ az)p(t, dz) = 0, (t, x, a) ∈ D, (3.28)
w = Hwˆ, (3.29)
and that wˆ satisfies the growth condition :
wˆ(t, x, a) ≤ K(ebtx)γ , ∀(t, x, a) ∈ D, (3.30)
for some positive constant K. Consider the nonnegative measurable function
cˆ(t, x, a) = I
(
∂wˆ
∂x
(t, x, a)
)
= argmax
c≥0
[
U(c)− c
∂wˆ
∂x
(t, x, a)
]
,
and suppose that for all (t, x, a) ∈ D, there exists a solution, denoted Yˆs(t, x, a), s ≥ t, to :
dYs = −cˆ(s − t, Ys, a)ds, s ≥ t, Yt = x,
s.t. (s, Yˆs(t, x, a), a) ∈ D, for s ≥ t. Then, we have
v = w,
and an optimal control policy for v(x) is given by :
α∗k+1 ∈ arg max
−
Xx
k
z¯
≤a≤
Xx
k
z
wˆ(0,Xxk , a), k ≥ 0, (3.31)
c∗t = cˆ(t− τk, Yˆt(τk,X
x
k , α
∗
k+1), α
∗
k+1), τk < t ≤ τk+1. (3.32)
Proof. Notice that, since U˜(
∂wˆ
∂x
) < ∞, then
∂wˆ
∂x
is nonnegative, i.e. wˆ is nondecreas-
ing in x. Given x ≥ 0, consider the control policy (α∗, c∗) defined by (3.31)-(3.32). By
construction, the associated wealth process satisfies for all k ≥ 0,
Xxk+1 = X
x
k −
∫ τk+1
τk
c∗tdt + α
∗
k+1Zk+1
= Yˆτk+1(τk,X
x
k , α
∗
k+1) + α
∗
k+1Zk+1
≥ ℓ(α∗k+1) + α
∗
k+1Zk+1 ≥ 0, a.s.
since −z ≤ Zk+1 ≤ z¯ a.s. Hence, (α
∗, c∗) ∈ A(x). Set Yˆ
(k)
s = Yˆs(τk,X
x
k , α
∗
k+1), and apply
now standard differential calculus to e−(ρ+λ)(s−τk)wˆ(s− τk, Yˆ
(k)
s , α∗k+1) between s = τk and
T (to be sent to infinity) :
e−(ρ+λ)(T−τk)wˆ(T − τk, Yˆ
(k)
T , α
∗
k+1) (3.33)
= wˆ(0,Xxk , α
∗
k+1)
+
∫ T
τk
e−(ρ+λ)(s−τk)
[
−(ρ+ λ)wˆ +
∂wˆ
∂t
− cˆ(s− τk, Yˆ
(k)
s , α
∗
k+1)
∂wˆ
∂x
]
(s− τk, Yˆ
(k)
s , α
∗
k+1)ds
= wˆ(0,Xxk , α
∗
k+1)
−
∫ T
τk
e−(ρ+λ)(s−τk)
[
U(cˆ(s− τk, Yˆ
(k)
s , α
∗
k+1)) + λ
∫
w(Yˆ (k)s + α
∗
k+1z)p(s− τk, dz)
]
ds,
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from (3.28), and since by (2.5)
U˜
(
∂wˆ
∂x
(s− τk, Kˆ
(k)
s , α
∗
k+1)
)
= U(cˆ(s− τk, Yˆ
(k)
s , α
∗
k+1))− cˆ(s− τk, Yˆ
(k)
s , α
∗
k+1)
∂wˆ
∂x
(s− τk, Yˆ
(k)
s , α
∗
k+1).
Now, from the growth condition (3.30) and since wˆ is nondecreasing in x, we have
0 ≤ wˆ(T − τk, Yˆ
(k)
T , α
∗
k+1) ≤ wˆ(T − τk,X
x
k , α
∗
k+1) ≤ K(e
bTXxk )
γ a.s.
from which we deduce by (3.12) that
lim
T→∞
e−(ρ+λ)(T−τk)wˆ(T − τk, Yˆ
(k)
T , α
∗
k+1) = 0, a.s.
Hence, by sending T to infinity into (3.33), we obtain by definition of α∗k+1, c
∗ and w :
w(Xxk ) = wˆ(0,X
x
k , α
∗
k+1)
=
∫ T
τk
e−(ρ+λ)(s−τk)
[
U(cˆ(s− τk, Yˆ
(k)
s , α
∗
k+1)) + λ
∫
w(Yˆ (k)s + α
∗
k+1z)p(s − τk, dz)
]
ds
= E
[∫ τk+1
τk
e−ρ(t−τk)U(c∗t )dt + e
−ρ(τk+1−τk)w(Xxk+1)
∣∣∣∣Gτk
]
, k ≥ 0,
by Lemma 3.1. By iterating these relations for all k, and using the law of conditional toy
expectations, we obtain
w(x) = E
[∫ τn
0
e−ρtU(c∗t )dt + e
−ρτnw(Xxn)
]
,
for all n. Similarly as in (3.20), we obtain by sending n to infinity :
w(x) = E
[∫ ∞
0
e−ρtU(c∗t )dt
]
,
which provides the required result, since we already knowed from Proposition 3.1 that w
≥ v. 
It is an open question to know whether there exists a smooth solution to the IPDE
(3.28). To overcome this point, we shall prove in the next section a characterization of the
value function by means of viscosity solutions to this IPDE.
4 Viscosity characterization
We adapt now the notion of viscosity solutions to our context, i.e. for the coupled IPDE :
(ρ+ λ)wˆ −
∂wˆ
∂t
− U˜
(
∂wˆ
∂x
)
− λ
∫
w(x+ az)p(t, dz) = 0, (t, x, a) ∈ D, (4.1)
w = Hwˆ. (4.2)
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Definition 4.1. A pair of functions (w, wˆ) ∈ C+(R+) × C+(D) is a viscosity solution to
(4.1)-(4.2) if :
(i) viscosity supersolution property : w ≥ Hwˆ, and for all a ∈ A,
(ρ+ λ)wˆ(t¯, x¯, a)−
∂ϕ
∂t
(t¯, x¯)− U˜
(
∂ϕ
∂x
(t¯, x¯)
)
− λ
∫
w(x¯+ az)p(t¯, dz) ≥ 0,
for any test function ϕ ∈ C1(R+ × (ℓ(a),∞)), and (t¯, x¯) ∈ R+× (ℓ(a),∞), which is a local
minimum of (wˆ(., ., a) − ϕ).
(ii) viscosity subsolution property : w ≤ Hwˆ, and for all a ∈ A,
(ρ+ λ)wˆ(t¯, x¯, a)−
∂ϕ
∂t
(t¯, x¯)− U˜
(
∂ϕ
∂x
(t¯, x¯)
)
− λ
∫
w(x¯+ az)p(t¯, dz) ≤ 0,
for any test function ϕ ∈ C1(R+ × (ℓ(a),∞)), and (t¯, x¯) ∈ R+× (ℓ(a),∞), which is a local
maximum of (wˆ(., ., a) − ϕ).
Our second main result is a viscosity characterization of the value functions to our
control problem. We first prove the continuity of v and vˆ, and in particular the boundary
condition imposed by the state constraint (3.7).
Lemma 4.1. Assume that (H1)-(H2)-(H3), (2.4), and (3.12) hold. The value function
v is nondecreasing, concave and continuous on R+, with v(0) = 0.
Proof. Notice that for any 0 ≤ x ≤ x′, and any given mixed control (α, c), we have Xxk
≤ Xx
′
k , k ≥ 1. This implies A(x) ⊂ A(x
′) and so the nondecreasing property of v. The
concavity property of v also follows by standard arguments using the linearity of Xxk on x,
(α, c), and the concavity of U .
Moreover, since v is finite on R+, it is continuous on (0,∞). Observe also from the
growth condition (3.22) on the nonnegative value function v, that v(0+) = 0 = v(0). This
shows that v is also continuous on x = 0. 
Lemma 4.2. Under (H1)-(H2)-(H3), (2.4), and (3.12), the value function vˆ defined in
(3.6) is continuous on D, and
vˆ(t, x, a) = λ
∫ ∞
t
e−(ρ+λ)(s−t)
∫
v(x+ az)p(s, dz)ds, ∀t ≥ 0, ∀(x, a) ∈ ∂X . (4.3)
Proof. 1) (i) We first prove the concavity of vˆ(t, ., .) in (x, a) ∈ X for any t ∈ R+. Indeed,
this follows from the linearity of the dynamics Y t,x in (3.8) in x, the linearity in (x, a) of the
admissibility condition (3.7), and the concavity of the reward functions U and v appearing
in the definition (3.6) of vˆ. Since we have also showed in (3.21) that vˆ is finite on D, this
implies the continuity of v on the interior int(X ) of X .
(ii) We now show the continuity of vˆ on ∂X . Fix some t ∈ R+, and take some (x0, a0) ∈
∂X , i.e. a0 ∈ A and x0 = ℓ(a0). Since Ca0(t, x0) = {0} by (3.7), we have
vˆ(t, x0, a0) = λ
∫ ∞
t
e−(ρ+λ)(s−t)
∫
v(x0 + a0z)p(s, dz)ds. (4.4)
Fix now some arbitrary ε > 0. By continuity of the function a ∈ A 7→ ℓ(a), one can find
some δ > 0 s.t. for all (x, a) ∈ Xδ = {(x, a) ∈ X : |x−x0| + |a−a0| < δ}, we have x− ℓ(a)
< ε1+1/γ˜ , and so by (3.7) ∫ ∞
t
csds < ε
1+ 1
γ˜ , ∀ c ∈ Ca(t, x), (4.5)
14
where γ˜ was defined in (2.6). Now, by choosing y s.t. K˜1y
−γ˜ = ε in (2.6), we have for any
c ≥ 0, U(c) ≤ U˜(y) + cy ≤ ε+ c(K˜1/ε)
1
γ˜ . Hence, for all (x, a) ∈ Xδ, we have∫ ∞
t
e−(ρ+λ)(s−t)U(cs)ds ≤
∫ ∞
t
e−(ρ+λ)(s−t)
(
ε+ cs(K˜1/ε)
1
γ˜
)
ds
≤ ε
(
1
ρ+ λ
+ K˜
1
γ˜
1
)
, ∀ c ∈ Ca(t, x),
by (4.5). We deduce for all (x, a) ∈ Xδ :
|vˆ(t, x, a)− vˆ(t, x0, a0)|
≤ sup
c∈Ca(t,x)
[∫ ∞
t
e−(ρ+λ)(s−t)U(cs)ds
+ λ
∫ ∞
t
e−(ρ+λ)(s−t)
∫
|v(Y t,xs + az)− v(x0 + a0z)|p(s, dz)ds
]
≤ ε
(
1
ρ+ λ
+ K˜
1
γ˜
1
)
+ sup
c∈Ca(t,x)
λ
∫ ∞
t
e−(ρ+λ)(s−t)
∫
|v(Y t,xs + az)− v(x0 + a0z)|p(s, dz)ds (4.6)
⋆ Consider first the case where z¯ < ∞. By noting that for all c ∈ Ca(t, x), s ≥ t,
|Y t,xs − x0| ≤ |x− x0|+ |x− ℓ(a)|, and by continuity of the function v, one may still choose
δ > 0 small enough so that for all (x, a) ∈ Xδ :
sup
z∈[−z,z¯]
∣∣v(Y t,xs + az)− v(x0 + a0z)∣∣ ≤ ε, ∀s ≥ t, ∀c ∈ Ca(t, x). (4.7)
By plugging into (4.6), we obtain for all (x, a) ∈ Xδ :
|vˆ(t, x, a) − vˆ(t, x0, a0)| ≤ ε
(
1 + λ
ρ+ λ
+ K˜
1
γ˜
1
)
, (4.8)
which proves the continuity of vˆ on (t, x0, a0).
⋆ Consider now the case where z¯ =∞. Then A = R+ and x0 = a0z. Suppose that a0 =
0, and so vˆ(t, x0, a0) = 0 by (4.4). Recalling that v is nondecreasing, and from the growth
condition (3.22) on v together with (3.25), we have for all (x, a) ∈ Xδ :∫ ∞
−z
v(Y t,xs + az)p(s, dz) ≤
∫ ∞
−z
v(x+ az)p(s, dz) ≤ Kxγ
κγ
zγ
ebγs
≤ Kε ebγs, ∀s ≥ t, ∀c ∈ Ca(t, x),
by choosing δ s.t. (δκ/z)γ < ε. By plugging into (4.6), we obtain for all (x, a) ∈ Xδ :
|vˆ(t, x, a) − vˆ(t, 0, 0)| ≤ ε
(
1
ρ+ λ
+ K˜
1
γ˜
1 +
λKebγt
ρ+ λ− bγ
)
, (4.9)
which proves the continuity of vˆ on (t, 0, 0). Suppose a0 > 0, i.e. x0 > 0, so that w.l.o.g.
we may assume that δ+ ε1+1/γ˜ < x0/2. Hence, for all (x, a) ∈ Xδ, c ∈ Ca(t, x), we have by
(4.5), Y t,xs + az ≥ x0/2, for any t ≤ s, z ≥ 0. Moreover, since the function v is concave
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and finite on R+, it is Lipschitz on [x0/2,∞). Thus, for all (x, a) ∈ Xδ, c ∈ Ca(t, x), there
exists some positive constant C0 s.t.∣∣v(Y t,xs + az)− v(x0 + a0z)∣∣ ≤ C0 (|Y t,xs − x0|+ |a− a0|z)
≤ C0
(
δ + ε
1+ 1
γ˜ + δz
)
≤ C0ε(2 + z), t ≤ s, z ≥ 0, (4.10)
for 0 < δ < ε < 1. On the other hand, similarly as in (4.7), we have
sup
z∈[−z,0]
∣∣v(Y t,xs + az)− v(x0 + a0z)∣∣ ≤ ε, ∀s ≥ t, ∀c ∈ Ca(t, x). (4.11)
By plugging (4.10)-(4.11) into (4.6), we obtain for all (x, a) ∈ Xδ :
|vˆ(t, x, a)− vˆ(t, x0, a0)| ≤ ε
(
1 + λ+ λC0
ρ+ λ
+ K˜
1
γ˜
1 +
λC0κe
bt
ρ+ λ− b
)
, (4.12)
which proves the continuity of vˆ on (t, x0, a0).
2) We next prove the continuity of vˆ(t, x, a) in t ∈ R+ for fixed (x, a) ∈ X . Fix some
arbitrary ε > 0. Since x− Y t,xs =
∫ s
t cudu ≤ x− ℓ(a) for all t ≤ s, c ∈ Ca(t, x), one can find
0 < δ < ε s.t. for all 0 ≤ t < s, |s − t| < δ, we have∫ s
t
cudu ≤ ε, ∀c ∈ Ca(t, x) (4.13)
|vˆ(s, Y t,xs , a)− vˆ(s, x, a)| ≤ ε, ∀c ∈ Ca(t, x). (4.14)
Now, from the dynamic programming principle applied to vˆ(t, x, a), we have for all s ≥ t :
vˆ(t, x, a) = sup
c∈Ca(t,x)
{∫ s
t
e−(ρ+λ)(u−t)
[
U(cu) + λ
∫
v(Y t,xu + az)p(u, dz)
]
du
+ e−(ρ+λ)(s−t)vˆ(s, Y t,xs , a)
}
.
Recalling that v is nondecreasing, this yields for all 0 ≤ t < s, |s− t| < δ :
|vˆ(t, x, a) − vˆ(s, x, a)| ≤ sup
c∈Ca(t,x)
{∫ s
t
e−(ρ+λ)(u−t)
[
U(cu) + λ
∫
v(x+ az)p(u, dz)
]
du
+ e−(ρ+λ)(s−t)vˆ(s, Y t,xs , a)− vˆ(s, x, a)
}
≤ sup
c∈Ca(t,x)
{∫ s
t
[
cu + U˜(1) + λKx
γ κ
γebs
zγ
]
du
+ |vˆ(s, Y t,xs , a)− vˆ(s, x, a)| + (ρ+ λ)|s − t|vˆ(s, x, a)
}
≤ ε
(
2 + U˜(1) + λKxγ
κγebs
zγ
+ (ρ+ λ)Kxγebγs
)
, (4.15)
where we used in the second inequality the relation U(c) ≤ c+U˜(1) for all c ≥ 0, the growth
condition (3.22) on v and (3.25), and in the last inequality the relations (4.13)-(4.14). This
proves the continuity of vˆ in t.
3) Finally, by combining inequalities (4.8), (4.9), (4.12), and (4.15), we have the continuity
of vˆ in (t, x, a) ∈ D. 
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Remark 4.1. The arguments in the above Lemma for proving the continuity of vˆ on the
boundary ∂X show that this boundary is absorbing : indeed, when (x, a) ∈ ∂X , i.e. x =
ℓ(a), the only admissible control for c ∈ Ca(t, x) is c = 0, so that the state process Y
t,x
remains at ℓ(a) once it reaches this threshold.
Remark 4.2. Notice from (4.3) that vˆ is differentiable in t for (x, a) ∈ ∂X , and so this
boundary condition may be also formulated as :
lim
t→∞
e−(ρ+λ)tvˆ(t, x, a) = 0, ∀(x, a) ∈ ∂X ,
(ρ+ λ)vˆ(t, x, a) −
∂vˆ
∂t
(t, x) − λ
∫
v(x+ az)p(t, dz) = 0, ∀t ≥ 0,∀(x, a) ∈ ∂X .(4.16)
We now provide a complete characterization of the value function of our original con-
trol problem by means of viscosity solution to the coupled IPDE. This is achieved in two
steps. We first prove, as usual, the viscosity property as a consequence of the dynamic
programming principle. We then prove a new comparison principle for the coupled IPDE
(4.1)-(4.2). We make an additional continuity assumption on the measure p(t, dz) :
lim
t→t0
∫
w(z)p(t, dz) =
∫
w(z)p(t0, dz), ∀t0 ≥ 0, (4.17)
for all measurable functions w on (−z, z¯) with linear growth condition.
Theorem 4.1. Assume that (H1)-(H2)-(H3), (2.4), (3.12) and (4.17) hold. The pair of
value functions (v, vˆ) defined in (2.3)-(3.6) is the unique viscosity solution to (4.1)-(4.2),
satisfying the growth condition (3.21)-(3.22), and the boundary condition (4.3).
Proof. 1) From the dynamic programming principle (3.1) proved in Appendix, and fol-
lowing the arguments in (3.2)-(3.9), we prove that v = Hvˆ. Moreover, for each a ∈ A,
vˆ(., ., a) is the value function of a deterministic time-dependent control problem with state
Y . Hence, standard dynamic programming principle in this context, see e.g. Fleming and
Soner [6], yields the viscosity property of vˆ(., ., a) to (4.1), and so the viscosity property of
(v, vˆ) to (4.1)-(4.2). The growth condition (3.21)-(3.22), and the boundary condition (4.3)
are proved in Corollary 3.1 and Lemma 4.2.
2) The main task is to prove the following comparison principle : if (w1, wˆ1) (resp. (w2, wˆ2))
∈ C+(R+)×C+(D) is a viscosity subsolution (resp. supersolution) to (4.1)-(4.2), satisfying
the growth condition (3.21)-(3.22), and :
wˆ1(t, x, a) = λ
∫ ∞
t
e−(ρ+λ)(s−t)
∫
w1(x+ az)p(s, dz)ds, ∀t ≥ 0, ∀(x, a) ∈ ∂X
then w1 ≤ w2, and wˆ1 ≤ wˆ2. Uniqueness result is then a direct corollary.
Step 1. In a first step, we deal with the noncompactness of the domain (regarding the
growth condition of wˆ1, wˆ2 in (t, x)) by constructing a suitable perturbation of the viscosity
supersolution (w2, wˆ2). Under (3.12), we can choose γ
′ ∈ (γ, 1), and ρ′ > 0 s.t.
bγ′ < ρ′ ≤ ρ− λ
(κγ′
zγ′
− 1
)
(4.18)
Now, let for all n ≥ 1, wˆ2,n = wˆ2 +
1
n ψˆ, w2,n = w2 +
1
nψ, , with ψˆ(t, x) = e
ρ′txγ
′
and ψ(x)
= Hψˆ(x) = xγ
′
. From condition (H3), and by similar calculations as in (3.26), we see that
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for all (t, x, a) ∈ D,
(ρ+ λ)ψˆ −
∂ψˆ
∂t
− λ
∫
ψ(x+ az)p(t, dz)
≥ xγ
′
[
(ρ+ λ− ρ′)eρ
′t − λ
κγ
′
ebγ
′t
zγ′
]
≥ xγ
′
eρ
′t
[
ρ− ρ′ + λ− λ
κγ
′
zγ′
]
≥ 0,
by (4.18). By noting also that U˜ is nonincreasing, we then deduce that (w2,n, wˆ2,n) is a
viscosity supersolution to (4.1)-(4.2). Moreover, from the growth condition (3.21) on wˆ1,
and wˆ2, and since γ
′ > γ, ρ′ > bγ′, we have for all n ≥ 1 :
lim
|(t,x)|→∞
sup
a∈A
(wˆ1 − wˆ2,n)(t, x, a) = −∞. (4.19)
Step 2. We show that for all n ≥ 1, wˆ1 ≤ wˆ2,n on D. We argue by contradiction, and
assume on the contrary that there exists some n ≥ 1 s.t.
M := sup
(t,x,a)∈D
(wˆ1 − wˆ2,n)(t, x, a) > 0.
In this case, from (4.19) and by continuity of wˆ1 and wˆ2, there exists some compact subset
D0 of D, which may be chosen in the form D0 = [0, T0]×X0 with
X0 = {(x, a) ∈ X : x ≤ x0} =
{
(x, a) ∈ R+ ×
[
−
x0
z¯
,
x0
z
]
: x ∈ [ℓ(a), x0]
}
for some finite positive T0 > 0 and x0 > 0 (depending on n), and (t¯, x¯, a¯) ∈ D0 with t¯ <
T0, x¯ < x0 s.t.
M = max
(t,x,a)∈D0
(wˆ1 − wˆ2,n)(t, x, a) = (wˆ1 − wˆ2,n)(t¯, x¯, a¯)
We distinguish the two cases depending on (x¯, a¯) ∈ ∂X , i.e. x¯ = ℓ(a¯), or (x¯, a¯) /∈ ∂X , i.e.
x¯ > ℓ(a¯).
⋆ Case 1. : x¯ > ℓ(a¯).
Following the general technique for comparison principle, we then consider, for any ε > 0,
the function defined by
Φε(t, s, x, y) = wˆ1(t, x, a¯)− wˆ2,n(s, y, a¯)− φε(t, s, x, y) (4.20)
φε(t, s, x, y) =
|t− t¯|2
2
+
|x− x¯|3
3
+
|t− s|2
2ε
+
|x− y|2
2ε
.
Since Φε is continuous on the compact set [0, T0]
2 × [ℓ(a¯), x0]
2, there exists (tε, sε, xε, yε) ∈
[0, T0]
2 × [ℓ(a¯), x0]
2 s.t.
Mε := sup
[0,T0]2×[ℓ(a¯),x0]2
Φε(t, s, x, y) = Φε(tε, sε, xε, yε),
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and a subsequence, still denoted (tε, sε, xε, yε)ε>0, converging to some (t¯
′, s¯′, x¯′, y¯′) when ε
goes to zero. Actually, by standard arguments in viscosity solutions theory (see e.g. Lemma
2.3 p. 28 in Barles [1]), we have
(t¯′, s¯′, x¯′, y¯′) = (t¯, t¯, x¯, x¯) (4.21)
In particular, for ε small enough, we have (tε, sε) ∈ [0, T0)
2 and (xε, yε) ∈ (ℓ(a¯), x0)
2.
Hence, Φε admits a local maximum at (tε, sε, xε, yε). This implies that the function (t, x)
→ wˆ1(t, x, a¯) − ϕ1(t, x), with ϕ1(t, x) =
|t−t¯|2
2 +
|x−x¯|3
3 +
|t−sε|2
2ε +
|x−yε|2
2ε , admits a local
maximum at (tε, xε). By writing the viscosity subsolution property of (w1, wˆ1) to (4.1)-
(4.2) at (tε, xε, a¯) with this test function ϕ1, we have
(ρ+ λ)wˆ1(tε, xε, a¯)− (tε − t¯)−
(tε − sε)
ε
− U˜
(
|xε − x¯|
2 +
xε − yε
ε
)
−λ
∫
w1(xε + a¯z)p(tε, dz) ≤ 0. (4.22)
Likewise, the function (s, y) → wˆ2,n(s, y, a¯) − ϕ2(s, y), with ϕ2(s, y) = −
|tε−s|2
2ε −
|xε−y|2
2ε ,
admits a local minimum at (sε, yε). By writing the viscosity supersolution property of
(w2,n, wˆ2,n) to (4.1)-(4.2) at (sε, yε, a¯) with this test function ϕ2, we have
(ρ+ λ)wˆ2,n(sε, yε, a¯)−
(tε − sε)
ε
− U˜
(
xε − yε
ε
)
−λ
∫
w2,n(yε + a¯z)p(sε, dz) ≥ 0. (4.23)
By substracting (4.22) and (4.23), and since U˜ is nonincreasing, we obtain
(ρ+ λ) (wˆ1(tε, xε, a¯)− wˆ2,n(sε, yε, a¯))
≤ (tε − t¯) + λ
[∫
w1(xε + a¯z)p(tε, dz)−
∫
w2,n(yε + a¯z)p(sε, dz)
]
.
By sending ε to zero, and from (4.17), (4.21), we get :
(ρ+ λ)M = (ρ+ λ)(wˆ1 − wˆ2,n)(t¯, x¯, a¯)
≤ λ
∫
(w1 − w2,n)(x¯+ a¯z)p(t¯, dz)
≤ λ
∫
(Hwˆ1 −Hwˆ2,n)(x¯+ a¯z)p(t¯, dz),
since w1 ≤ Hwˆ1 and w2,n ≥ Hwˆ2,n. Finally, by noting from the definition of H and M that
Hwˆ1 −Hwˆ2,n ≤ M , we get the required contradiction (ρ+ λ)M ≤ λM .
⋆ Case 2. : x¯ = ℓ(a¯).
Notice that (4.16) implies that the viscosity subsolution property for (v, vˆ) holds also at
any (t, x, a) ∈ R+ × ∂X . However, this is not true for the viscosity supersolution property,
and we have to modify the test function Φε in (4.20) in order to ensure that for the local
minimum point (sε, yε), (yε, a¯) /∈ ∂X , i.e. yε > ℓ(a¯). We follow arguments in Barles [1].
By continuity of wˆ2,n on D, there exists a sequence (t¯ε, x¯ε)ε>0, with x¯ε > x¯ = ℓ(a¯), t¯ε 6=
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t¯, converging to (t¯, x¯) s.t. wˆ2,n(t¯ε, x¯ε, a¯) tends to wˆ2,n(t¯, x¯, a¯) as ε goes to zero. We then
consider the function
Ψε(t, s, x, y) = wˆ1(t, x, a¯)− wˆ2,n(s, y, a¯)− ψε(t, s, x, y)
ψε(t, s, x, y) =
|t− t¯|2
2
+
|x− x¯|3
3
+
|t− s|2
2|t¯ε − t¯|
+
|x− y|2
2|x¯ε − x¯|
+
1
3
∣∣∣∣ y − ℓ(a¯)x¯ε − ℓ(a¯) − 1
∣∣∣∣
3
.
Since Ψε is continuous on the compact set [0, T0]
2 × [ℓ(a¯), x0]
2, there exists (tε, sε, xε, yε) ∈
[0, T0]
2 × [ℓ(a¯), x0]
2 s.t.
Nε := sup
[0,T0]2×[ℓ(a¯),x0]2
Ψε(t, s, x, y) = Φε(tε, sε, xε, yε),
and a subsequence, still denoted (tε, sε, xε, yε)ε>0, converging to some (t¯
′, s¯′, x¯′, y¯′) when ε
goes to zero. Again, by standard arguments in viscosity solutions theory, we have
(t¯′, s¯′, x¯′, y¯′) = (t¯, t¯, x¯, x¯) (4.24)
Nε −→ M (4.25)
|tε − sε|
2
2|t¯ε − t¯|
+
|xε − yε|
2
2|x¯ε − x¯|
+
1
3
∣∣∣∣ yε − ℓ(a¯)x¯ε − ℓ(a¯) − 1
∣∣∣∣
3
−→ 0, (4.26)
In particular, for ε small enough, we have (tε, sε) ∈ [0, T0)
2 and |yε − ℓ(a¯)| > |x¯ε − ℓ(a¯)|/2
> 0 and so yε > ℓ(a¯). We can then write the viscosity subsolution property of (w1, wˆ1) to
(4.1)-(4.2) at (tε, xε, a¯) with the test function (t, x) 7→
|t−t¯|2
2 +
|x−x¯|3
3 +
|t−sε|2
2|t¯ε−t¯|
+ |x−yε|
2
2|x¯ε−x¯|
, and
the viscosity subsolution property of (w2,n, wˆ2,n) to (4.1)-(4.2) at (sε, yε, a¯) with the test
function (s, y) 7→ − |tε−s|
2
2|t¯ε−t¯|
− |xε−y|
2
2|x¯ε−x¯|
− 13
∣∣∣ y−ℓ(a¯)x¯ε−ℓ(a¯) − 1
∣∣∣3. This means :
(ρ+ λ)wˆ1(tε, xε, a¯)− (tε − t¯)−
(tε − sε)
ε
− U˜
(
|xε − x¯|
2 +
xε − yε
|x¯ε − x¯|
)
−λ
∫
w1(xε + a¯z)p(tε, dz) ≤ 0, (4.27)
and
(ρ+ λ)wˆ2,n(sε, yε, a¯)−
(tε − sε)
ε
− U˜
(
xε − yε
|x¯ε − x¯|
−
1
x¯ε − ℓ(a¯)
∣∣∣∣ y − ℓ(a¯)x¯ε − ℓ(a¯) − 1
∣∣∣∣
2
)
−λ
∫
w2,n(yε + a¯z)p(sε, dz) ≥ 0. (4.28)
Again by substracting these two inequalities and since U˜ is nonincreasing, we get
(ρ+ λ) (wˆ1(tε, xε, a¯)− wˆ2,n(sε, yε, a¯))
≤ (tε − t¯) + λ
[∫
w1(xε + a¯z)p(tε, dz)−
∫
w2,n(yε + a¯z)p(sε, dz)
]
.
We then get the required contradiction similarly as in case 1.
Step 3. Now, since wˆ1 ≤ wˆ2,n for all n, we obtain by sending n to infinity : wˆ1 ≤ wˆ2.
Therefore, we finally get : w1 ≤ Hwˆ1 ≤ Hwˆ2 ≤ w2. This ends the proof. 
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Remark 4.3. Once we have characterized the value function through its dynamic pro-
gramming equation by means of viscosity solutions, another question is to characterize
the optimal control as in the verification theorem 3.1 when the value function was sup-
posed to be smooth. This can be done with smooth solutions of the dynamic programming
equation replaced by viscosity solutions, and derivatives involved replaced by super and
subdifferentials, as described in Theorem 3.9 in [15].
5 A numerical decoupling algorithm
The main difficulty in the resolution (both theoretically and numerically) of the IPDE (4.1)
for vˆ comes from the integrodifferential term involving Hvˆ. To overcome this problem, we
suggest the following iterative procedure. We start from an initial function v0 defined on
R+, as the value function of the consumption problem without trading :
v0(x) = sup
c∈C(x)
∫ ∞
0
e−ρtU(ct)dt,
where C(x) is the set of nonnegative (deterministic) processes c = (ct)t s.t. x −
∫ t
0 csds ≥
0 for all t ≥ 0. v0 is the unique solution with linear growth condition to the first-order
differential equation
ρv0 − U˜
(
∂v0
∂x
)
= 0, x > 0,
together with the boundary condition v0(0
+) = 0. We then construct a sequence of functions
(vˆn(t, x, a))n≥1 defined on D and (vn(x))n≥0 defined on R+ by :
vˆn+1(t, x, a) = sup
c∈Ca(t,x)
∫ ∞
t
e−(ρ+λ)(s−t)
[
U(cs) + λ
∫
vn(Y
t,x
s + az)p(s, dz)
]
ds (5.1)
vn+1 = Hvˆn+1, n ≥ 0.
By similar arguments as in the previous section (actually simpler since here there is no
more coupling system), one can show that vˆn+1 and vn+1 are characterized as the unique
viscosity solutions to the recursive system :
− (ρ+ λ)vˆn+1 +
∂vˆn+1
∂t
+ U˜
(
∂vˆn+1
∂x
)
+ λ
∫ z¯
−1
vn(x+ az)p(t, dz) = 0, (t, x, a) ∈ D,
(5.2)
vn+1 = Hvˆn+1,
in the class of functions satisfying the growth condition (3.21)-(3.22), together with the
boundary condition :
vˆn+1(t, x, a) = λ
∫ ∞
t
e−(ρ+λ)(s−t)
∫
vn(x+ az)p(s, dz)ds, ∀t ≥ 0,∀(x, a) ∈ ∂X .(5.3)
Under suitable conditions, we may expect that the solution vˆn+1 to this first-order equation
is C1 so that to obtain an approximate control policy by taking :
α
(n)
k+1 ∈ arg max
−
Xxτk
z¯
≤a≤
Xτk
z
vˆn(0,X
x
τk
, a), k ≥ 0,
c
(n)
t = cˆn(t− τk, Yˆ
(n)
t (τk,X
x
τk
, α
(n)
k+1), α
(n)
k+1), τk < t ≤ τk+1.
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where
cˆn(t, x, a) = I
(
∂vˆn
∂x
(t, x, a)
)
.
and {Yˆ
(n)
s (t, x, a), t ≤ s}, is the unique solution to :
dYs = cˆn(s − t, Ys, a)ds, t ≤ s, Yt = x.
Notice also that the determination of vn+1 is easily obtained from the operator H, involving
simply a standard maximization procedure.
5.1 Numerical solution of the decoupled control problem
At step n of the iterative algorithm, to solve the deterministic control problem (5.1) we
need to compute vˆn+1(0, x, a) for different values of a (on a discrete grid) and then find
the maximum of vˆn+1(0, x, a) to compute vn+1(x). We now explain how the optimization
problem (5.1) is solved for each given value of a, and to simplify notation, we drop the
dependence on a and write
fn(t, x) ≡ λ
∫
vn(x+ az)p(t, dz).
The deterministic control problem to be solved is therefore
vˆn+1(t, x) = sup
c∈Ca(t,x)
∫ ∞
t
e−(ρ+λ)(s−t)[U(cs) + fn(s, Y
t,x
s )]ds.
The dynamic programming principle for this control problem implies for T > t:
vˆn+1(t, x) = sup
c∈Ca(t,x)
(∫ T
t
e−(ρ+λ)(s−t)[U(cs) + fn(s, Y
t,x
s )]ds + e
−(ρ+λ)(T−t)vˆn+1(T, Y
t,x
T )
)
.
Introduce a finite-horizon deterministic control problem
vˆTn+1(t, x) = sup
c∈Ca(t,x)
∫ T
t
e−(ρ+λ)(s−t)[U(cs) + fn(s, Y
t,x
s )]ds. (5.4)
By similar arguments as in (3.21)-(3.22), one can derive an uniform bound on (vˆn, vn)n :
vˆn(t, x, a) ≤ K(e
btx)γ , ∀(t, x, a) ∈ D, (5.5)
vn(x) ≤ Kx
γ , ∀x ≥ 0, (5.6)
for some constant K independent of n. Moreover, under the condition (3.12), ρ+ λ > bγ,
therefore
e−(ρ+λ)(T−t)vˆn+1(T, Y
t,x
T ) ≤ e
−(ρ+λ)(T−t)vˆn+1(T, x) ≤ Kx
γe(bγ−ρ−γ)T+(ρ+γ)t
converges to zero exponentially fast and uniformly on x and t on compacts as T → ∞.
This shows that we can approximate vˆn+1(t, x) by vˆ
T
n+1(t, x) with any desired precision.
On the other hand, (5.4) is a finite-horizon deterministic control problem well studied in
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the literature. The value function vˆTn+1(t, x) is the unique viscosity solution of the HJB
equation
−(ρ+ λ)vˆTn+1 +
∂vˆTn+1
∂t
+ U˜
(
∂vˆTn+1
∂x
)
+ fn(t, x) = 0, (t, x) ∈ [0, T ]× [ℓ(a),∞)
with boundary condition
vˆTn+1(t, ℓ(a)) =
∫ T
t
e−(ρ+λ)(s−t)fn(t, ℓ(a))ds, t ∈ [0, T ]
and terminal condition vTn+1(T, x) = 0 for all x ∈ [ℓ(a),∞). This equation can be approxi-
mated numerically by a standard backward discretization scheme as discussed for example
in [2].
5.2 Convergence of the iterative decoupling algorithm
We now focus on the convergence of the sequence of functions (vˆn, vn)n as n goes to infinity.
Although we have an uniform bound (5.5) on (vˆn, vn)n, the equicontinuity of (vˆn, vn)n seems
much more difficult to establish in order to apply Ascoli-Arzela theorem and thus to get
the convergence of the sequence (vˆn, vn)n. Instead, by means of dynamic programming
arguments, we provide an autonomous probabilistic representation of vˆn and vn. Given x
∈ R+, we denote by An(x) the subset of controls (α, c) = ((αk)k, (ct)t) ∈ A(x) s.t. αk =
0 for k ≥ n + 1. In other words, An(x) is the set of admissible controls with at most n
trading interventions and we have
An(x) ⊂ An+1(x) ⊂ A(x).
We then have the following representation of vn :
Proposition 5.1. For all n ≥ 0, we have
vn(x) = sup
(α,c)∈An(x)
E
[∫ ∞
0
e−ρtU(ct)dt
]
, x ≥ 0, (5.7)
Proof. We set for all n ≥ 0,
wn(x) = sup
(α,c)∈An(x)
E
[∫ ∞
0
e−ρtU(ct)dt
]
, x ≥ 0. (5.8)
A straightforward modification of the proof of the dynamic programming principle in The-
orem A.2 enables us to show that under the hypotheses of this theorem (see its second
part),
wn+1(x) = sup
(a,c)∈Ad(x)
E
[∫ τ1
0
e−ρtU(ct)dt + e
−ρτ1wn(X
x
1 )
]
, x ≥ 0. (5.9)
Then, by same arguments as in the derivation of relations (3.6), (3.9), the sequence of
functions (wn)n is given in inductive form by :
wn+1 = Hwˆn+1, ∀n ≥ 0,
wˆn+1(t, x, a) = sup
c∈Ca(t,x)
∫ ∞
t
e−(ρ+λ)(s−t)
[
U(cs) + λ
∫
wn(Y
t,x
s + az)p(s, dz)
]
ds.
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From the definition of (vˆn, vn) and by induction starting from w0 = v0, we deduce that wˆn
= vˆn, wn = vn, for all n ≥ 1. This ends the proof. 
As a consequence, we can prove the convergence of the sequence of value functions.
Theorem 5.1. Under (H1)-(H2)-(H3), (2.4), and (3.12), the sequence of functions
(vˆn, vn)n≥0 converge uniformly on any compact subset of D and R+ to (vˆ, v). More pre-
cisely, for any compact subset F and G of D and R+, there exist some positive constants
CF and CG s.t.
0 ≤ sup
F
(vˆ − vˆn) ≤ CF δ
n, (5.10)
0 ≤ sup
G
(v − vn) ≤ CG δ
n, (5.11)
where δ is defined in (3.14).
Proof. 1) From the dynamic programming principle (A.4) (see Remark A.1), for all ε >
0, n ≥ 1, x ∈ R+, one can find (αˆ, cˆ) ∈ A(x) s.t.
v(x)− ε ≤ E
[∫ τn
0
e−ρtU(cˆt)dt + e
−ρτnv(Xxn)
]
. (5.12)
Now, observe that the “truncated” control (α(n), c(n)) defined by α
(n)
k = αˆk1k≤n, k ∈ N
∗,
c
(n)
t = cˆt1t≤τn , t ≥ 0, lies in An(x). Then, from the representation (5.7) of vn, we have
vn(x) ≥ E
[∫ τn
0
e−ρtU(cˆt)dt
]
. (5.13)
Moreover, from (3.13) and (3.22), we have
E
[
e−ρτnv(Xxn)
]
≤ KE
[
e−ρτn(Xxn)
γ
]
≤ Kxγδn. (5.14)
Therefore, by noting also from (5.7) that (vn)n is nondecreasing with vn ≤ v, and plugging
(5.13)-(5.14) into (5.12), we obtain :
v(x)− ε−Kxγδn ≤ vn(x) ≤ v(x). (5.15)
This proves the uniform convergence of vn to v on any compact subset of R+, and the
estimation (5.11).
2) From the definition of vˆn and since vn is a nondecreasing sequence converging to v, we
clearly have vˆn ≤ vˆn+1 ≤ vˆ. On the other hand, by definition of vˆ, for all ε > 0, (t, x, a) ∈
D, one can find c ∈ Ca(t, x) s.t.
vˆ(t, x, a) − ε ≤
∫ ∞
t
e−(ρ+λ)(s−t)
[
U(cs) + λ
∫
v(Y t,xs + az)p(s, dz)
]
ds.
By using (5.15) and observing also that Y t,xs ≤ x, we get :
vˆ(t, x, a)− ε ≤
∫ ∞
t
e−(ρ+λ)(s−t)
[
U(cs) + λ
∫
vn(Y
t,x
s + az)p(s, dz)
]
ds
+
∫ ∞
t
e−(ρ+λ)(s−t)λ
∫ [
ε+Kδn(x+ az)γ
]
p(s, dz)ds
≤ vˆn+1(x) +
ελ
ρ+ λ
+ λKδn
∫ ∞
t
e−(ρ+λ)(s−t)xγ
κγ
zγ
ebγs
≤ vˆn+1(x) +
ελ
ρ+ λ
+ λKδnxγ
1
ρ+ λ− bγ
κγebγt
zγ
,
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Figure 1: Convergence of the iterative algorithm for computing the value function in an
illiquid market. The limiting value is smaller than that of the classical Merton problem due
to the cost of liquidity.
where we used again (3.25). This proves the uniform convergence of vˆn to vˆ on any compact
subset of D, and the estimation (5.10). 
5.3 Numerical illustration
Figure 1 shows the form of the value function and figure 2 that of the optimal investment
policy in the partially observed Black-Scholes model (cf. example 2.1) with parameters
b = 0.1 and σ = 0.2, obtained at different iterations of the numerical decoupling algorithm
described earlier in this section. The utility function is U(x) = x
γ
γ with γ = 0.5 and the
other parameter values are ρ = 0.4, λ = 1 and r = 0 (no interest rates). The limiting value
function lies between the solution corresponding to the model without trading v(x) = K0x
γ
and the value function of the Merton portfolio problem v(x) = KMx
γ , where
K0 =
1
γ
(
1− γ
ρ
)1−γ
and KM =
1
γ
(
1− γ
ρ− η
)1−γ
, with η =
b2γ
2σ2(1− γ)
.
We observe the same qualitative behavior of the results as in Merton’s model (the
value function ressembles a power law and the optimal investment is a fraction of the total
wealth), however due to the cost of liquidity the value function in an illiquid market is
smaller than that of the Merton portfolio problem. The optimal proportion to invest in the
risky asset is also very different: whereas in Merton’s model the optimal fraction is equal
to b−r
(1−γ)σ2
= 5, that is, the investor must borrow money to place more in the risky asset, in
the illiquid market, as seen from figure 2, the optimal fraction is only about 0.15. This is
due to the fact that the illiquid market is much more risky than the one where continuous
trading in allowed because by the time the investor will have the next occasion to sell the
asset its price may fall by an unpredictable amount. In particular, in the model of example
2.1, z = 1 and therefore to ensure that the total wealth is always positive, the fraction to
invest in the risky asset must not be greater than 1 (cf. equation (2.7)).
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Figure 2: Convergence of the iterative algorithm for computing the optimal investment
policy (the amount to invest in stock as a function of the total wealth at the trading date).
Appendix : Dynamic programming principle
In this section, we derive the dynamic programming principle for the weak formulation
of the stochastic control problem (2.3) where one varies the probability spaces as well as
controls.
Definition A.1. The space Uw of controls is the set of all 7-uples
(Ω,F ,P, (τk)k≥1, (Zk)k≥1, (αk)k≥1, (ct)t≥0)
satisfying the following:
(i) (Ω,F ,P) is a complete probability space.
(ii) (τk)k≥1 and (Zk)k≥1 satisfy the hypotheses (H1) and (H2) under P. Let Gt denote
the filtration of the marked point process (τk, Zk)k≥1. This means in particular that
Gτn = σ{(τk, Zk) : k ≤ n}, for all n ≥ 1 (cf. Theorem T30 in Appendix A2 in Bre´maud
[3]). By convention, τ0 = 0.
(iii) For each k, (αk) is Gτk−1–measurable.
(iv) (ct)t≥0 is a nonnegative Gt-predictable process.
The admissible consumption processes are characterized by the following result from [3,
Theorem T34 in Appendix A2].
Lemma A.1. A process (ct)t≥0 is Gt-predictable if and only if it admits the representation
ct =
∑
n≥0
Cn(t, ω)1τn<t≤τn+1 ,
where, for every n ≥ 0, the mapping (t, ω)→ Cn(t, ω) is B(R+)⊗ Gτn–measurable.
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Let x be a.s. deterministic under P. We denote by Aw(x) the set of all x-admissible
controls: the subset of Uw containing all controls for which P[Xxk ≥ 0,∀k ≥ 1] = 1, where
Xxk is defined by (2.1). A
w(x) is clearly non-empty for all x ≥ 0.
The value function of the stochastic control problem (2.3) is now defined by
v(x) = sup
Aw(x)
E
[∫ ∞
0
e−ρtU(ct)dt
]
(A.1)
Theorem A.2 (Dynamic programming principle). The value function defined in (A.1)
satisfies
v(x) ≤ sup
Aw(x)
E
[∫ τ1
0
e−ρtU(ct)dt+ e
−ρτ1v(Xx1 )
]
, x ≥ 0. (A.2)
If, in addition, the hypotheses (H3), (2.4) and (3.12) are satisfied then
v(x) = sup
Aw(x)
E
[∫ τ1
0
e−ρtU(ct)dt+ e
−ρτ1v(Xx1 )
]
, x ≥ 0. (A.3)
Proof. 1. First part. Since P[Z1 < 0] > 0, the only admissible policy for x = 0 is ct ≡ 0
and αk ≡ 0. Therefore, v(0) = 0 and (A.2) is trivially satisfied for x = 0. On the other
hand, since by Lemma 4.1, v is nondecreasing and concave on R+, either v(x) <∞ for all
x > 0 or v(x) =∞ for all x > 0, and in the latter case (A.2) is once again trivially satisfied
(take the control ct ≡ 0 and αk ≡ 0). Therefore, in this proof we suppose w.l.o.g. that
v(x) <∞, all x ≥ 0.
Denote the right-hand side of (A.2) by V (x). In this part we want to show that v(x) ≤
V (x), all x ≥ 0.
Let ε > 0, x ≥ 0. There is an element
u := (Ω,F ,P, (τk)k≥1, (Zk)k≥1, (αk)k≥1, (ct)t≥0) ∈ A
w(x),
such that
v(x) − ε ≤ E
[∫ ∞
0
e−ρtU(ct)dt
]
= E
[∫ τ1
0
e−ρtU(ct)dt
]
+ E
{
e−ρτ1E
[∫ ∞
0
e−ρtU(cτ1+t)dt
∣∣∣∣Gτ1
]}
Let τ˜k = τk+1 − τ1, Z˜k = Zk+1, α˜k = αk+1 and c˜t = cτ1+t. If we are able to show that
Xx1 = x−
∫ τ1
0 ctdt+ α1Z1 is a.s. deterministic under P(·|Gτ1) and that
u˜ := (Ω,F ,P(·|Gτ1), (τ˜k)k≥1, (Z˜k)k≥1, (α˜k)k≥1, (c˜t)t≥0) ∈ A
w(Xx1 ),
it will follow that
E
[∫ ∞
0
e−ρtU(cτ1+t)dt
∣∣∣∣Gτ1
]
≤ v(Xx1 ), P(·|Gτ1)− a.s.,
and therefore v(x) ≤ V (x).
By Lemma A.1,
Xx1 = x−
∫ τ1
0
C0(t)dt + α1Z1
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for some measurable deterministic function C0. Therefore, X
x
1 is a.s. deterministic under
P(·|Gτ1). Conditions (i) and (ii) of Definition A.1 are clearly satisfied. Since Z1 and τ1 are
almost surely deterministic under P(·|Gτ1), α˜n is measurable with respect to σ{(τk, Zk) : 2 ≤
k ≤ n + 1}, and so with respect to Gτn+1 , which proves condition (iii). To prove condition
(iv), fix some n ≥ 0. By Lemma A.1,
c˜t1τ˜n<t≤τ˜n+1 = ct+τ11τn+1<t+τ1≤τ˜n+2 = C
n+1(t+ τ1, ω)1τn+1<t+τ1≤τ˜n+2 ,
where Cn+1 is B(R+)⊗Gτn+1–measurable. Therefore (cf. Theorem 1.7 in [15]), there exists
a measurable mapping fn+1 : R2n+3 → R+ such that
c˜t1τ˜n<t≤τ˜n+1 = f
n+1(t+ τ1, τ1, Z1, . . . , τn+1, Zn+1)1τn+1<t+τ1≤τ˜n+2 .
Since Z1 and τ1 are P(·|Gτ1)–a.s. deterministic, f
n+1(t+τ1, τ1, Z1, . . . , τn+1, Zn+1) is B(R+)⊗
G˜τ˜n-measurable and we conclude, once again by Lemma A.1, that condition (iv) of Defi-
nition A.1 is satisfied and u˜ ∈ Uw. Finally, from the admissibility of u ∈ Aw(x), it is
straightforward to check that u˜ ∈ A(Xx1 ).
2. Second part. Let us now prove that v(x) ≥ V (x), all x ≥ 0 under (H3), (2.4) and
(3.12). First, we notice under these conditions, and by the arguments of Corollary 3.1, that
V (x) ≤ Kxγ , for all x ≥ 0, and in particular is finite. Hence, for all x ≥ 0, ε > 0, one may
find
u = (Ω,F ,P, (τk)k≥1, (Zk)k≥1, (αk)k≥1, (ct)t≥0) ∈ A
w(x)
such that
V (x) ≤
ε
3
+ E
[∫ τ1
0
e−ρtU(ct) + e
−ρτ1v(Xx1 )
]
with Xx1 = x+ α1Z1 −
∫ τ1
0 ctdt.
Since the value function is nondecreasing and continuous on [0,∞), one can choose a
sequence of measurable sets {Bj}j≥1 such that
⋃
j≥1Bj = R+, Bi ∩ Bj = ∅ for i 6= j and
whenever x, y ∈ Bj, |v(x)− v(y)| ≤
ε
3 . For every j, put xj = inf Bj and a choose a control
uj = (Ωj,Fj ,Pj , (τ
j
k)k≥1, (Z
j
k)k≥1, (α
j
k)k≥1, (c
j
t )t≥0) ∈ A
w(xj)
such that
v(xj) ≤
ε
3
+ E
[∫ ∞
0
e−ρtU(cjt )dt
]
.
Note that uj ∈ A
w(x′) for every x′ ∈ Bj.
By the same argument as in the proof of part 1, for every j, one can find a sequence
(f jn)n≥0, f
j
n : R2n+1 → R+ measurable such that
cjt =
∑
n≥0
f jn(t, τ
j
1 , Z
j
1 , . . . , τ
j
n, Z
j
n)1τjn<t≤τjn+1
and a sequence (gjn)n≥1, g
j
n : R2n−1 → R measurable such that
αjn = g
j
n(τ
j
1 , Z
j
1 , . . . , τ
j
n−1, Z
j
n−1).
Now define the new control u˜ via
u˜ = (Ω,F ,P, (τk)k≥1, (Zk)k≥1, (α˜k)k≥1, (c˜t)t≥0),
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where
α˜1 = α1,
α˜n =
∑
j
1Xx1 ∈Bjg
j
n−1(τ2, Z2, . . . , τn−1, Zn−1), n ≥ 2,
c˜t = ct1t≤τ1 +
∑
j
1Xx1 ∈Bj
∑
n≥0
f jn(t− τ1, τ2 − τ1, Z2, . . . , τn+1 − τ1, Zn+1)1τn+1<t≤τn+2 .
By construction, u˜ ∈ Aw(x). Finally,
v(x) ≥ E
[∫ ∞
0
e−ρtU(c˜t)dt
]
= E
[∫ τ1
0
e−ρtU(c˜t)dt+ e
−ρτ1E
{∫ ∞
0
e−ρtU(c˜τ1+t)dt
∣∣∣∣Gτ1
}]
≥ E

∫ τ1
0
e−ρtU(c˜t)dt + e
−ρτ1
∑
j
v(xj)1Xx1 ∈Bj

− ε
3
≥ E
[∫ τ1
0
e−ρtU(c˜t)dt+ e
−ρτ1v(Xx1 )
]
−
2ε
3
≥ V (x)− ε.
Since the choice of ε > 0 was arbitrary, the proof is complete. 
Remark A.1. A straightforward modification of the above proof allows to establish the
following modified version of the dynamic programming principle : for every n ≥ 1,
v(x) = sup
Aw(x)
E
[∫ τn
0
e−ρtU(ct)dt+ e
−ρτnv(Xxn)
]
, x ≥ 0. (A.4)
Remark A.2. Finally, we note that the dynamic programming principles (A.3) can be
formulated on a single probability space. Indeed, from lemma A.1 and the mesurability
condition on (αk), for every admissible control
u := (Ω,F ,P, (τk)k≥1, (Zk)k≥1, (αk)k≥1, (ct)t≥0),
α1 is a deterministic constant and ct = c˜(t)1t<τ1 for some deterministic function c˜(t).
Therefore, we can fix a probability space (Ω,F ,P) satisfying the conditions (i) and (ii) of
definition A.1 and equation (A.3) will take the form
v(x) = sup
Ad(x)
E
[∫ τ1
0
e−ρtU(ct)dt + e
−ρτ1v(Xx1 )
]
, x ≥ 0, (A.5)
where Ad(x) is the set of deterministic controls defined in equation (3.2).
29
References
[1] Barles G. (1994) : Solutions de viscosite´ des e´quations d’Hamilton-Jacobi, Math. et Appli.,
Springer Verlag.
[2] Bonnans, F. and P. Rouchon (2005) : Commande et Optimisation de Syste`mes Dynamiques,
Les Editions de l’Ecole Polytechnique, Palaiseau, France.
[3] Bre´maud P. (1981) : Point processes and queues : martingale dynamics, Springer Verlag.
[4] Cvitanic J., Liptser R. and B. Rozovskii (2004) : “A filtering approach to tracking volatility
from prices observed at random times”, to appear in Annals of Applied Probability.
[5] Davis M. and A. Norman (1990) : “Portfolio selection with transaction costs”, Math. of Oper.
Research, 15, 676-713.
[6] Fleming W. and M. Soner (1993) : Controlled Markov processes and viscosity solutions, Springer
Verlag, New York.
[7] Frey R. andW. Runggaldier (2001) : “A nonlinear filtering approach to volatility estimation with
a view towards high frequency data”, International Journal of Theoretical and Applied Finance,
4, 199-210.
[8] Jouini E. and H. Kallal (1995) : “Martingale and arbitrage in securities markets with transaction
costs”, Journal of Econ. Theory, 66, 178-197.
[9] Longstaff F. (2005) : “Asset pricing in markets with illiquid assets”, Preprint UCLA.
[10] Matsumoto K. (2006) : “Optimal portfolio of low liquid assets with a log-utility function”,
Finance and Stochastics, 10, 121-145.
[11] Merton R. (1971) : “Optimum consumption and portfolio rules in a continuous-time model”,
Journal of Economic Theory, 3, 373-413.
[12] Rogers C. and O. Zane (2002) : “A simple model of liquidity effects”, in Advances in Finance
and Stochastics: Essays in Honour of Dieter Sondermann, eds. K. Sandmann and P. Schoen-
bucher, pp 161–176.
[13] Schwartz E. and C. Tebaldi (2004) : “Illiquid assets and optimal portfolio choice”, Preprint
UCLA.
[14] Wang H. (2001) : “Some control problems with random intervention times”, Adv. Appl. Prob.,
33, 402-422.
[15] Yong J. and X.Y. Zhou (1999) : Stochastic controls : Hamiltonian systems and HJB equations,
Springer Verlag.
30
