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A bstract
This study discusses the use of pesticide transport models in hazard assessments. 
It focuses on physically-based, linked-process models of non-point source pollution by 
agricultural pesticides. The available models can be divided into three main classes 
and the potentially most useful model from each class was selected for detailed eval­
uation: (1) simple zero-dimension compartment models—Mackay’s fugacity model 
(levels I-III); (2) one-dimensional leaching models—LEACHM; and (3) zero- to two- 
dimensional surface runoff- and erosion-based models—GLEAMS. The models were 
evaluated by application to a potato farm in Tasmania, a wheat farm in New South 
Wales and a pineapple farm in Queensland. These sites represent a broad range of 
climatic, soil, chemical and management environments. A detailed sensitivity anal­
ysis of LEACHM and GLEAMS was carried out at each site. The Mackay fugacity 
model, levels I and II, give unrealistic predictions of the distributions of the chemicals. 
The level III model, a non-equilibrium model that includes the effects of diffusion re­
sistances and advective flows between compartments, gives predictions that compare 
reasonably well with the predictions of the more complex models. LEACHM ade­
quately represents the key hydrologic and chemical processes needed for simulating 
the leaching behaviour of chemicals. It produces acceptable predictions, is easy to use 
and could be immediately adopted into the hazard assessment process. The GLEAMS 
model relies heavily on empirical relationships developed in the United States in its 
hydrology and erosion components, which are highly sensitive to three key soil hy­
drologic parameters—curve number, field capacity and porosity. This may limit its 
usefulness in some situations, such as where there are shallow water tables. Both 
LEACHM and GLEAMS appear to be capable of handling the range of climatic, soil 
and management conditions.existing in Australia. The most pressing limitation in 
the application of chemical fate models revealed by this study is the lack of suitable 
databases that could support the use of these models in hazard assessment. In par­
ticular, an Australian soils database containing data relevant to chemical fate models 
is completely lacking at present. A geographic information system (GIS) may be an 
appropriate vehicle for the development of such databases.
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Chapter 1
INTRODUCTION
Chemical fate modelling has become an important tool in environmental management. 
With increasing concern surrounding the environmental effects of chemicals used in agri­
culture and industry, decision makers are seeking more accurate information about the 
behaviour of chemicals, and particularly pesticides, in the environment. Chemical fate 
models are increasingly being used to provide more detailed information than is readily 
available from field studies.
Chemical fate refers to the distribution and persistence of a chemical in the environment— 
its concentration as a function of both space and time—as a result of a particular usage 
pattern. The environment can be viewed as a series of compartments such as soil, surface 
and ground water, the atmosphere and terrestrial and aquatic biota. Chemicals are subject 
to physical and chemical processes in each compartment and to exchange between the 
compartments. The fate of a chemical depends on many factors including the chemical’s 
physical and chemical properties, the rate and method of application, soil chemical and 
hydraulic properties, climate, biotic characteristics and management practices.
Chemical fate models attempt to represent the controlling processes mathematically, gen­
erally as linked-process, physically-based or functional models (Gallant and Moore, 1991), 
and hence predict the fate of a chemical in the environment. However, there are many diffi­
culties with predicting chemical fate including: the controlling processes are often not well 
understood, the complexity of the processes often requires more detailed mathematical 
treatment than can be incorporated in a usable model, the availability of data to estimate 
model parameters is often limiting, and the widely varying physical and chemical charac­
teristics (particularly pesticide characteristics) prevents the development of truly generic 
models. Chemical fate models invariably involve a compromise between accuracy and us­
ability. The model represent the most important processes without being unnecessarily 
complex or data intensive.
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1.1 HAZARD ASSESSMENT USING CHEMICAL 
FATE MODELS
Hazard assessment is a process used by Government agencies and chemical industries 
to determine whether the use of a chemical in a prescribed manner is likely to pose a 
hazard to the surrounding environment. Hazard assessment is essentially a qualitative 
method in contrast to risk assessment which aims to determine the probability of par­
ticular kinds of damage to the environment. There are accepted practices for hazard 
assessment, such as those developed by the US Environmental Protection Agency and 
adopted by the Australian Department of the Arts, Sport, the Environment and Territo­
ries (DASET) (Holland, 1991). The Chemicals Assessment Section in the Environment 
Quality Branch of DASET carries out hazard assessments of all new and some existing 
agricultural and veterinary chemicals under the Agricultural and Veterinary Chemicals 
Act 1988, on behalf of the Australian and New Zealand Environment and Conservation 
Council (ANZECC). Similarly, it also carries out hazard assessments of all new and some 
existing industrial chemicals of particular concern under the Industrial Chemicals (Noti­
fication and Assessment) Act 1989. In most cases pollution resulting from agricultural 
application of chemicals is emitted from distributed (non-point) sources while pollution 
from the manufacture and disposal of industrial chemicals is from point sources. This 
study considers only non-point source pollution from agricultural sources, and uses the 
hazard assessment process adopted by DASET as the context for selecting and applying 
chemical fate models.
A company seeking clearance of an agricultural or veterinary chemical is required to pro­
vide to DASET information on its physical and chemical properties, the formulation of 
end-use products, application methods and quantities, environmental chemistry and fate, 
and environmental toxicity. Both the environmental exposure and toxicity are considered 
in assessing the degree of environmental hazard associated with the use of a chemical. 
The assessment begins with an estimate of the maximum expected environmental concen­
tration (EEC) which is compared with the toxicity of the substance. If the ratio of EEC 
to the most sensitive acute or chronic toxicity concentration is above about 0.1, a more 
realistic EEC is calculated based on knowledge of exposure paths such as runoff and spray 
drift. If the revised EEC indicates that a hazard may still exist, the chemical is evalu­
ated using chemical fate models. Ideally the models should provide an accurate prediction 
of EEC in a range of environments to allow confident assessment of the actual hazards. 
However, limited data availability and problems of model adequacy restrict the usefulness 
of models. Nevertheless the available models can contribute to regulatory processes by 
providing useful information not obtainable by other means.
1.2 OUTLINE
The chemical fate models considered in this study can potentially assist the environmental 
exposure assessment by providing tools that include many more factors than would be 
possible using simple calculations. Useful models for non-point source hazard assessment
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are models of surface runoff, erosion and leaching processes, and ground water. This study 
concentrates on models of processes on or near the land surface: surface runoff and erosion 
models and leaching models.
The emphasis in this study has been on physically-based and functional models of organic 
chemical transport and degradation, and pesticide models in particular. Chapters 2 and 
3 identify and describe the most important hydrologic and chemical processes that need 
to be incorporated in these models. In particular these chapters describe the most com­
mon equations used to simulate specific processes and their assumptions, strengths and 
limitations. Chapter 4 presents the criteria used to select models that would be suitable 
for hazard assessment as carried out by DASET and other agencies. In this chapter we 
provide a list of models plus citations to more detailed descriptions. One-page descrip­
tions of eight of the most appropriate models are also presented giving: the developers, 
source of the computer code, a brief description of the model, applications, key processes 
represented, data needs, the model output, and computer requirements. The models can 
be divided into three broad classes and one model in each class was selected for more de­
tailed study: (1) compartment models—the general Mackay fugacity model; (2) leaching 
models—LEACHM; and (3) surface runoff models—GLEAMS. Detailed descriptions of 
each of these three models, together with an analysis of their strengths, weaknesses and 
data requirements, are also presented in Chapter 4. The three models were applied to 
three different locations (in Tasmania, New South Wales and Queensland) and crop man­
agement systems in Australia. Comprehensive sensitivity analyses were also carried out 
for LEACHM and GLEAMS. Chapter 5 describes the climate, soil characteristics, crops 
and management practices at the three study sites, and the data availability (including 
the method of generating 100-year climate sequences). The predictions of each of the three 
models, and the detailed sensitivity analysis of LEACHM and GLEAMS, are presented in 
Chapter 6. The results from the different models are compared to each other. Chapter 7 
presents the summary and conclusions.
Moore, I. and Gallant, J. (1991). Overview of hydrologic and water quality modelling. 
In: Moore, I., editor, Modelling the Fate of Chemicals in the Environment. Centre for 
Resource and Environmental Studies, Australian National University, pp. 1-8.
Gallant, J. and Moore, I. (1991). Models of organic chemical transport and degradation: A 
review. In: Moore, L, editor, Modelling the Fate of Chemicals in the Environment. Centre 
for Resource and Environmental Studies, Australian National University, pp. 22-39.
Gallant, J. and Moore, I. (1992). Modelling the fate of agricultural pesticides in Australia. 
Agricultural Systems (submitted 19 March 1992).
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Chapter 2
HYDROLOGIC PROCESSES 
AND PROCESS MODELS
2.1 GENERAL
The hydrologic cycle includes the storage and motion of water in, and on the land surface, 
underground, in streams, lakes and oceans and in the atmosphere. The primary impacts 
of pesticides and other chemical contaminants on water quality involve processes occurring 
on the land surface, in surface water bodies, in the vadose zone and in ground water, i.e., 
on the “land phase” of the hydrologic cycle. Atmospheric and ocean processes will be 
ignored in this study, although volatilization of pesticides into the atmosphere can pose a 
human health and environmental problem.
The motion, distribution and quality of water is controlled by its physical and chemical 
properties, the physical and chemical properties of the medium through which it moves and 
its interactions with the medium, as well as external forcing functions such as gravity and 
heat (i.e., solar radiation). It is possible to identify a large number of separate processes 
and flow mechanisms operating on the water as it moves through the environment. The 
separation and study of these component processes is useful in developing an understanding 
of the operation of the whole system. The interactions between the processes must be 
understood to allow an appreciation of the operation of the system as a whole, and how 
it behaves in different climatic and geophysical environments.
2.2 OVERVIEW OF ENVIRONMENTAL FACTORS 
AND PROCESSES
The factors affecting catchment hydrology include meteorological variables (such as pre­
cipitation, temperature, wind speed and direction, relative humidity and solar radiation), 
soil and geologic properties, vegetation cover, topography and land use and management.
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Gravity could be considered an environmental factor, except that for all practical purposes 
it doesn’t vary and is therefore easily incorporated into mathematical models. The other 
factors are all highly variable in both space and time.
These environmental parameters are introduced into hydrologic models as either a time 
series (from a historical record or synthesised) or as model parameters characterising the 
physical processes. Meteorological variables, for example, are often assumed to be constant 
over the averaging period. An important consideration is the spatial resolution of the data 
and/or the area over which spatial averaging of parameter values occurs. These spatial 
questions are of great concern, because they largely dictate the level of sophistication of 
the model by fixing the mathematical representation at the micro-, meso- or macro-scale.
Rainfall and gravity are the forcing functions for infiltration of water into soil and for 
runoff, stream flow and erosion. Wind, air temperature, relative humidity and solar ra­
diation are the forcing functions for evaporation and transpiration. Soil water content 
moderates these effects.
Vegetation cover is an important influence on the hydrologic system and must be included 
in hydrologic models. Because vegetation is dependent on water it is coupled to the 
hydrologic system, and should ideally be considered as an integral part of a hydrologic 
model. Instead, many models consider vegetation as a model parameter that might vary in 
time but is not dependent on the processes occurring inside the model. This is satisfactory 
over short time periods or where water availability is not a controlling influence on plant 
growth. Vegetation cover is also dependent on land management practices.
2.3 INTERCEPTION, THROUGHFALL AND 
STEMFLOW
Not all the precipitation falling on a vegetated surface reaches the mineral soil surface. 
Some is trapped by a plant’s leaves and branches, and then evaporates or makes its way to 
the ground as drips or down the stem of the plant. The component of rainfall that reaches 
the ground without interacting with the plant canopy is termed throughfall; the drip from 
the canopy is often also included as part of throughfall. Water that flows down the stem of 
the plant is termed stemflow. Interception proper is the evaporated component that never 
reaches the ground. The proportion of rainfall accounted for by each component depends 
on many variables, including the type(s) of plant, plant maturity, season, the density of 
cover (number of plants per unit area), precipitation duration and intensity, and the wind 
speed, which affects both the ability of the plants to trap water and the amount of water 
that is evaporated.
Interception is modelled as an abstraction of water from the rainfall input. The plant 
variables are usually lumped together under the term Leaf Area Index (LAI), which is the 
ratio of total leaf area to soil surface area and can vary from 0 for bare ground, through 
1 for simple leaf structures and seedlings, to 4 or more for large leaf areas, mature plants 
and fully developed closed canopies.
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Stemflow is ignored or lumped with throughfall in many models. This ignores the effect 
of spatial redistribution of the stemflow component, which is often very important for the 
plant, and for the spatial variation in infiltration. It over-estimates the erosion potential 
of the stemflow component, because that component does not reach the ground with any 
significant kinetic energy and therefore does not contribute to soil particle detachment 
as much as directly falling rainfall. Drip also modifies the erosion potential of rainfall. 
Depending on the height of the canopy and the leaf structure, drips may have more or less 
erosion potential than throughfall.
Interception over a long period is generally modelled by empirical regression equations of 
the form:
Ic = aN + bPg (2.1)
where Ic is the interception (mm), N  is the number of storms during the period, Pg is the 
gross precipitation (mm) and a and b are the regression coefficients. More physically based 
models exist, such as Gash’s model (Gash, 1979) which is based on the Penman-Monteith 
evaporation equation; these models are more suitable for applying to individual rainfall 
events.
A very simple method which is also suitable for individual rainfall events is to represent 
interception as a conceptual store (e.g., Huggins and Burney, 1982). Rainfall is divided 
into throughfall and intercepted rainfall on a percentage area basis, and the intercepted 
rainfall enters the interception store. Once the storage capacity is exceeded, abstraction 
through interception ceases and any excess water becomes stemflow and drip. The water 
in the interception store is assumed to evaporate before the next rainfall event occurs. 
This method is used in the vast majority of rainfall runoff models, and is used in the 
Stanford Watershed Model (Crawford and Linsley, 1966), for example.
Apart from its effect on the amount of water reaching the ground, interception affects 
pesticide movement in two ways. The first is that interception applies not only to rainfall 
but also to the pesticide if aerially sprayed, although the same interception parameters 
cannot be used for pesticide as water, since they have different chemical and physical 
properties and different drop sizes. Following aerial pesticide spraying, the intercepted 
solution will evaporate leaving a residue on the leaf surfaces that is available for washoff 
in a subsequent rainfall event: this is the second effect. The initial drip and stemflow from 
plants can therefore contain concentrations of pesticides (and metabolites) much higher 
than at other times.
2.4 SURFACE STORAGE
Surface storage is water that accumulates on the surface during rainfall. The storage 
capacity is dependent on the small-scale topography of the soil surface. Water accumulates 
as a film on the surface soil particles, in small depressions and as a wide-spread layer over 
the soil surface. Surface storage is partitioned into retention, water that does not run off 
and either infiltrates or evaporates, and detention, water that is stored for a short time 
period but ultimately forms part of the runoff. Retention is a function of micro-relief,
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as determined by tillage practices in agricultural areas, and slope (steeper slopes retain 
less surface water). Detention arises in part from the need for a layer of water to form 
on the surface before water can start flowing. It is a function of micro-relief, vegetation 
cover (plant stems influence hydraulic roughness), slope (steeper slopes need a smaller 
detention volume to support a given runoff rate), distribution of excess rainfall and macro­
topography (through runoff and channel patterns). Surface storage can be an important 
component on agricultural land. Surface storage capacity tends to be at a maximum 
immediately after tillage but then decreases due to changes in surface topography (through 
erosion and local soil movement) and plant cover.
Surface storage can also be divided into macro-storage and micro-storage, as discussed by 
Gayle and Skaggs (1978). They define macro-storage as “storage in larger depressional 
basins caused by topographical undulation of the land surface” and micro-storage as “stor­
age in small pockets or depressions which may not be readily observed visually”. Only 
micro-storage will be considered here.
Onstad (1984) developed the following regression equations for micro-storage:
Sm = O.lURr +  0.0031 R2t -  0.012SÄP r2 =  0.82
Ad =  0.0152Ä,. -  0.00008Ä2 -  0.0008SÄ,. r2 = 0.89
Qm = 0.329Rr +  0.0073Ä2 -  0.018SÄ,- r2 = 0.79 (2.2)
where Sm is the maximum depressional storage (mm), Ad is the ratio of surface area of 
water to the total surface area, Qm is the rainfall excess required to satisfy the depressional 
storage (mm), Rr is the random roughness of the soil surface (mm) and s is slope (%).
While it is often assumed that surface storage (retention) capacity must be filled before 
runoff begins, this is not strictly true. Moore and Larson (1979) identified three stages 
in the filling of surface storage and generation of runoff: (1) micro-relief storage being 
filled, no runoff occurring; (2) further filling of micro-relief storage, runoff occurring; and 
(3) micro-relief storage filled, runoff occurring. The existence of the second stage is due 
largely to the spatial variability of surface storage, such that runoff can start from some 
areas before other areas of storage are filled—another case of spatial lumping/averaging 
leading to misleading conclusions, and (possibly) significant errors in prediction of runoff 
and erosion.
The quantity of water accumulated in depression storage during a rainfall event is usually 
calculated in terms of the maximum storage volume derived from equations such as those 
given above. Linsley et al. (1949) developed the following empirical model of depression 
storage during a storm:
S = Sm( l - e ~ KP‘) (2.3)
where S  is the depressional storage at any time, Sm is the maximum depressional storage, 
K  is a constant equal to 1 / Sm and Pe is the rainfall excess (rainfall less infiltration, P — F ). 
Defining a as the surface runoff rate, i as the net precipitation rate (after interception) 
and /  as the infiltration rate, the ratio of runoff supply rate to rainfall excess is:
— r  =  1 -  e- ( p- F)/5™ (2.4)
* ~  /
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A simpler model that ignores the possibility of runoff before all surface storage is filled is:
S = ( P - F ) , a  =  0 
S = Sm,cr = i -  f
P -  F < Sm
P - F > S m (2.5)
Many conventional rainfall-runoff models represent depression storage using this simplistic 
approach.
The main influence of surface storage on pesticide transport is indirectly through its effect 
on runoff generation. There may be some effect on pesticide distribution near the surface 
of the soil as a result of water ponding in surface depressions.
2.5 INFILTRATION AND VADOSE ZONE FLOW
The water that reaches the ground provides the source for water entering the soil (infiltra­
tion). The infiltration rate is limited either by the rainfall rate or the infiltration capacity, 
which is determined by the soil properties—both rainfall rate and infiltration capacity 
vary with time. The infiltration capacity is determined by bulk soil properties and the 
properties of the soil surface. Infiltration is reduced by surface crust formation as a result 
of soil structure breakdown under raindrop impact and flowing water, and increased by 
high surface macroporosity created by flora and fauna such as earthworms.
The description of soil water movement (including infiltration) is based on the concepts 
of diffusive porous media flow, where the fluid is considered to move at small velocities 
under laminar flow conditions through a continuous porous medium under the influence 
of various potentials. The main potentials are the gravity potential (z) and the matric (or 
pressure) potential (h). Other less important potentials are osmotic and heat (convection) 
potentials. The total potential H is the sum of the individual potentials:
Both the gravity and matric potentials vary substantially in soils and therefore have a 
strong influence on the movement of soil water. The osmotic potential generally has 
little effect on soil water movement because the concentration gradients are small, so the 
variations in osmotic potential are correspondingly small.
These potentials axe measured in terms of either pressure (kPa) or the equivalent height 
of a water column (m); in the latter case the term “head” is used in place of “potential” . 
Gravity potential is dependent on vertical position and is usually measured relative to the 
soil surface, or the water table. In the former case it is negative below the soil surface, 
while in the latter case it is positive above the water table. Matric potential is a measure 
of the affinity of soil particles for water and is a function of several soil properties including 
porosity, soil structure and textural type, soil water content and soil and water chemistry. 
It is (theoretically) measured relative to a free solution of the same composition as the 
soil solution, and is therefore always negative in unsaturated soil. In saturated soil the 
matric potential is positive and the term “pressure potential” or “pressure head” is often
H — z T h -t- ... (2 .6)
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preferred. In unsaturated soil, the matric potential varies over a very large range (0 kPa 
at saturation to about -1 0 6 kPa for completely desiccated soil), although under normal 
field conditions the range is restricted to about —30 kPa (field capacity) to -1500 kPa 
(wilting point), about two orders of magnitude.
The potential gradient is the driving mechanism for water movement in the soil profile, 
and the water flux, q (m3m-2s-1 or just ms-1) is given by Darcy’s law:
q = K( h) VH  (2.7)
or, for 1-D vertical flow:
dH
q = K (fi)—  (2.8)
where K( h ) is the soil hydraulic conductivity (ms-1), which is also dependent on soil 
properties including water content, and varies over about 3 orders of magnitude for the 
range of normal field conditions mentioned above.
The soil properties (other than soil water content) controlling hydraulic conductivity and 
matric potential vary considerably over quite small distances, so the processes of infil­
tration and unsaturated flow are highly spatially variable. The variation in the vertical 
direction is characterised by a gradation of soil properties with depth below the soil sur­
face. In most numerical models, the soil is divided into layers having constant properties 
within each layer. Lateral variations are basically unstructured and are more difficult to 
model; the usual assumption is that field-average values can be used for each layer and 
only variability in the vertical dimension is considered.
Not all water movement in soil can be described as diffusive flow. Soils contain cracks, an­
imal burrows, worm holes and other macroscopic structural features, collectively termed 
macropores, that can have a significant impact on the rate of water movement. Flow 
through macropores is determined by gravity, channel resistance, viscosity and momen­
tum. Macropore flow is particularly significant in forested areas where the soils remain 
undisturbed for long periods, and less significant in agriculture where tillage regularly mod­
ifies (destroys) the soil structure. However, with a trend towards minimum tillage or no-till 
in both Australia and the rest of the world as an aid for reducing erosion and soil structural 
degradation, macropore flow in agricultural systems can be significant. Macropore flow 
is usually ignored in infiltration models, although mathematical treatments have recently 
been developed for simulating laboratory conditions (Southworth et al., 1987; Beven and 
Germann, 1981). Another case of non-diffusive flows occurs in cracking clays. These clays 
shrink and expand to a considerable extent during drying and wetting. Areas dominated 
by such clays develop networks of deep, wide cracks when very dry, which initially allow 
rapid water penetration during rain but then close up and become quite impervious to 
further infiltration (Brady, 1974). Cracking clays occur over a wide area of eastern Aus­
tralia, particularly north-west New South Wales through mid-western Queensland to the 
Gulf of Carpentaria (Stace et al., 1968; Northcote, 1968)
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2 .5 .1  In filtra tio n  M o d els
A number of mathematical models of infiltration have been proposed and used in hydro- 
logic and water quality models, some empirical, some simple enough to develop analytical 
solutions and others amenable only to numerical solution. One of the simplest methods for 
partitioning precipitation between surface runoff and infiltration used in many hydrologic 
models is the US Soil Conservation Service Curve Number method. With this method the 
runoff volume Q (mm) is a function of precipitation volume P  (mm), initial abstraction 
Ia (mm) and a potential maximum retention S  (mm):
Q
( P- Ia )2
(■P - I a ) + S
(2.9)
where Ia is empirically approximated to 0.25 (McCuen, 1982). All the factors affecting 
infiltration and runoff are lumped within a single parameter, the curve number CN  which 
is related to 5 by:
5 25400
CN
-  254 ( 2.10)
The infiltration is then given as P  — Q which neglects surface storage and interception 
losses. The curve number is a function of antecedent rainfall conditions, soil characteristics 
and land use and condition and is usually determined from lookup tables of published 
values e.g., McCuen (1982). A curve number of 100 implies zero infiltration and a curve 
number of 0 implies zero runoff.
The following equations are true infiltration equations in that they attempt to model 
the process of infiltration directly. Horton’s equation describes infiltration rate as an 
exponentially decaying function:
/( t )  =  /c +  ( / o - / c ) e - “  (2.11)
The constant k is a decay constant, while /o and f c are the initial and final (asymptotic) 
infiltration rates. These parameters must be measured in individual cases (i.e., calibrated). 
Another approximate formula is the Holtan equation:
f ( t )  = G I a S A 1A + f c (2.12)
where GI  is the growth index of the crop in percent of maturity, a is an index of surface 
connected porosity which is a function of surface condition and density of plant roots, 
SA  is the available storage in the surface layer (mm), and f c is the final infiltration 
capacity. The value of SA  varies with time during rainfall infiltration. The advantage of 
this equation is that the parameters can be calculated from knowledge of the soil type and 
crop conditions. However, there is some disagreement on how the SA  parameter should be 
determined. Furthermore, the equation’s accuracy is questionable on a small-scale basis 
(Skaggs and Khaleel, 1982).
Starting from the more rigorous foundation of porous media flow theory, the Richards 
equation can be derived by combining the mass continuity equation with Darcy’s equation
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(2.7):
(2.13)ö l  =  V • {K(9)VH\ -  U 
or, in the vertical (z) direction only:
89
dt
d_
dz
d_
dz
K{9)
dH
dz
-  U
d B
D(0)— + K (e) -  u (2.14)
or
(2.15)
where H(= h +  z) is the total head (m) (z is positive upwards), K  is the hydraulic 
conductivity (ms-1) as a function of 0 or /i, 0 is the volumetric water content (m3m-3), h 
is the soil matric potential (m), U is a sink term representing water uptake by plant roots, 
D(0) is the soil water diffusivity (m2s-1):
D(9) =  K) ^  (2.16)
and C(h) is the soil water capacity:
HB
C(h) = ~  (2.17)
For saturated flow, dS/dt =  0 and K{Q) =  K a, where Ks is the saturated hydraulic 
conductivity, and equation 2.13 reduces to the Laplace equation (see section 2.6).
The rate of infiltration is determined by the water content near the surface. Skaggs 
and Khaleel (1982) give three options for surface boundary conditions—constant flux 
(q), constant depth of ponding at the surface or constant water content (0). The most 
realistic boundary conditions would be constant flux (equal to the rainfall rate) until 
surface saturation occurs, followed by constant water content while the surface remains 
saturated. The depth of ponding needs to be calculated by coupling the infiltration process 
with the runoff process.
The Richards equation can be evaluated numerically to determine the rate of water flow 
into and through the soil. Analytical solutions can be developed under special circum­
stances (of which Horton’s equation above is one, where K and D are constant and indepen­
dent of soil water), or as approximations, such as Philip’s equation (Philip, 1957) obtained 
by solving the Richards equation using a Boltzmann transformation (B(6) = z t~1/2) and 
truncating the series solution to:
F(t) = St1/2 + At (2.18)
where F(t) is cumulative infiltration (m), S is the sorptivity (ms-1 2^), which is a function 
of soil matric potential h, and A is a constant that is often related to the hydraulic 
conductivity (ms-1).
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A second and widely used simplified infiltration equation is the Green-Ampt model (Green 
and Ampt, 1911). This model is based on an idealized soil-water profile, with an abrupt 
wetting front moving vertically downwards. Soil behind (above) the wetting front is satu­
rated and soil in front of (below) the wetting front is dry (water content =  water content 
before rain started). This is also known as piston flow or slug flow. The equation for 
cumulative infiltration with infinitesimal ponding maintained at the surface is:
Kt  = F - S , M l n ( l  + Jj-)(2.19)
where K  is the hydraulic conductivity in the wetted zone, t is time since the start of 
infiltration, F is cumulative infiltration, Sf  is the effective suction at the wetting front 
and M  is the difference between initial and final water contents (9S — 9l). The parameter 
Sf  tends to be difficult to determine and can be estimated in various ways (Skaggs and 
Khaleel, 1982). K  is somewhat less than the saturated conductivity K s because of air 
entrapment and is often estimated as K  = 0.5K s.
The requirement for ponding to be maintained at the surface can be removed, as is needed 
when calculating infiltration from rainfall, by determining cumulative infiltration at the 
time of ponding as (Mein and Larson, 1973):
Fp
SgyM 
R / K  ~ 1 ( 2.20)
where Sav is the average suction at the wetting front (the determination of which is also 
subject to some debate), and R  is the rainfall rate. The ponding time tp is then Fp/ R  and 
infiltration rate (/)  is:
/  = R t < tp
K  Sav Mf  = K a + ---- f — t > tp (2.21)
Note that if R < K,  ponding will not occur and / =  R.
2.5.2 Infiltration  Param eters
In the general case, all parameters (/i, AT, 9, D and U) can vary with position and time. 
In many cases, the precipitation and soil characteristics (h , 9 and D) are assumed to be 
uniform in the horizontal (x and y) directions and only the vertical variation is considered. 
As a further simplification, the soil is divided into layers that are assumed to be uniform, 
a single value of K  and D and a single h-9 relationship being used for each layer. All 
parameters are physically based and can be measured in the laboratory or estimated from 
other soil properties (e.g., Rawls and Brakensiek, 1983).
Any solution (analytical or numerical) of the Richards equation is complicated by the 
non-linearity and hysteresis of the soil water characteristic (the relationship between soil 
water content (0) and soil matric potential (h) ). The K(9) relationship is also highly non­
linear, but usually shows only a small amount of hysteresis. K  can also be determined as
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a function of h, and this relationship is again non-linear and shows hysteresis. There are 
several commonly used equations for describing the soil water characteristic and the K(9) 
or K(h)  relationships. Campbell (1974) developed the following equations:
or
K r =
-01
0
QbO)II (2 .2 2 )
: K ,( ecf b+3 (2 .2 3 )
2 b + 3
\ h  )m (2 .2 4 )
where he is the air entry pressure head or bubbling pressure, K a is the saturated hydraulic 
conductivity, Kr is the relative hydraulic conductivity, 9S is the saturated volumetric water 
content, 9C = 9/9s is the degree of saturation, 6 is a constant, 77 =  (26 +  3)/6 and K , 9 
and h have been defined previously. The Brooks and Corey equations (Brooks and Corey, 
1964) are probably the most commonly used forms:
h 9 - 0 T
9, -  9r
- l / A
M 71/a (2.25)
where 9C = (9 — 9r)/(9s — 9r) is the degree of saturation, 9T is the residual soil water content 
and A is the pore size distribution index = 1 /6 , where 6 is from Campbell’s equations. This 
is similar to Campbell’s first equation except for the definition of 9C. Van Genuchten (1980) 
took an empirical approach to obtain:
9c
9 — 9r 
.9s - 9 r .
1
.1 +  \ah\n .
(2.26)
where a , m  and n are constants. This equation has the advantage of producing a more 
realistic shape and curvature than Campbell’s. The parameters for these equations have 
been estimated from soil textural properties as described by Rawls et al. (1983).
2.5.3 Modelling Contaminant Transport in Soils
Infiltration is the means by which pesticides are moved downwards through the soil. Leach­
ing of contaminants such as pesticides into ground water has become a problem in some 
parts of the United States (Burkart et al., 1990) and other places. Pesticides move through 
soil as solutes and are also adsorbed onto soil particles, notably organic matter and clay 
particles. As organic matter content in the soil increases, so does adsorption ability, water
13
holding capacity and breakdown activity by chemicals and organisms. Coarse textured 
soils allow rapid water infiltration and limit the soil-pesticide contact time, thus enhanc­
ing potential pesticide movement through the vadose zone to ground water. On the other 
hand, fine textured soils slow water infiltration, increase soil-pesticide contact and limit 
potential pesticide leaching. As an indication of the importance of this process to con­
tamination of ground water by pesticides and other pollutants, a number of models exist 
to study only the vertical movement of contaminants, such as LEACHM, PRZM and
The primary equation governing the transport of pesticides through soils is the advection- 
dispersion equation:
where Cd is the concentration of dissolved pesticide (kgm~3), p is soil bulk density 
(kgm-3), S  is sorbed-phase concentration (kgkg-1), Dh is the hydrodynamic (or ap­
parent) dispersion (or diffusion) coefficient (m2s-1) and accounts for molecular diffusion, 
mechanical dispersion and “sink” diffusion (Rao et ah, 1988), q is the volumetric water 
flux (Darcian flux) (m3m-2s-1), and Q is a combined loss term accounting for degradation 
and plant uptake, which can also include gains through pesticide application or through 
transformation if a transformation product is being studied. Because the concentration of 
pesticides is low, it is reasonable to calculate (at each time step of a numerical simulation) 
the water movement without considering the pesticide and then calculate the pesticide 
movement as driven by the water movement and concentration gradient. Solution of the 
above equation requires a functional relationship between S  and C (see Adsorption sec­
tion), and an expression for Q.
There are less mechanistic models of pesticide leaching that attempt to describe observa­
tions rather than being based on physical processes. For example, De Smedt and Wieranga 
(1978) and Rose et al. (1982) both developed a model that describes the movement of a 
solute pulse using piston flow concepts and describes its dispersion as a function of time 
only. This model predicts only the dissolved-phase concentration profile and is only valid 
for homogeneous soils. Dayananda (1982) describes a stochastic model for solute leaching, 
with randomness derived from random rainfall input, that produces a probability distribu­
tion for the location of the solute peak, but does not predict the dispersion. Some of these 
models (of which Dayananda’s is one example) are based on chromatographic separation 
theory, which is described in Frissel and Poelstra (1967a and b). Another example of the 
use of chromatographic theory is in chapter 8 of Frissel and Reiniger (1974).
Ground water is soil water below the water table, which is at atmospheric pressure. Flow 
in ground water systems is roughly horizontal towards streams and rivers. The soil above 
the water table can be virtually saturated (but at less than atmospheric pressure) due to 
capillary rise, which is dependent on soil properties.
SESOIL.
(2.27)
2.6 GROUND WATER AND BASE FLOW
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The drainage of ground water into surface water bodies is termed base flow. Soil water 
can only flow out of the soil below the surface of surface water body if it has a positive 
pressure, and is therefore below the (local) water table. The addition of infiltrated water 
to ground water is termed recharge. In unconfined ground water systems, the level of 
the water table fluctuates continuously as a result of these flows, and its surface profile 
fluctuates because of spatial variations in recharge and baseflow. Base flow is responsible 
for maintaining water flow in streams and rivers between rainfall events, although in some 
catchments there is evidence that the ground water body around the streams is quite small 
and the water is supplied by drainage from largely unsaturated soils (Hewlett, 1961).
Under saturated conditions, the soil water content is essentially constant and the hydraulic 
conductivity is only dependent on soil properties. The governing equation is thus simply 
the Laplace equation:
S72H d2H d2H d2H 
dx2 dy2 dz2 (2.28)
where H is the hydraulic head. This equation assumes that both the soil and water are 
incompressible, which is a reasonable assumption for unconfined ground water bodies such 
as water bounded above by the water table. More complex equations have been derived 
to describe flow in confined aquifers, where compressibility of both water and media are 
important (Jacob, 1950):
V2# 8H
dt (2.29)
where 6 is the medium porosity, 70  is the specific weight of water, K  is the saturated hy­
draulic conductivity, ß is the compressibility of water and a is the vertical compressibility 
of the medium. This equation assumes the medium is isotropic and also relies on the use 
of the Dupuit-Forchheimer assumptions (see section 2.7.3).
The same spatial variability problems exist with ground water flow modelling as were en­
countered with infiltration. The difficulties are compounded here because of the difficulty 
of measuring underground soil properties. As a result, some researchers (e.g., Freeze, 1975) 
have concluded that it is not possible to make usefully accurate predictions of hydraulic 
head variations (and hence flow) in real systems.
Very simple models of ground water flow generally do not consider flow paths or residence 
times and are therefore inadequate for investigating the transport of dissolved contami­
nants (Amerman and Naney, 1982).
Ground water flow is a significant mode of transport for some pesticides. As mentioned 
when discussing infiltration, a number of models have been developed taht focus on leach­
ing of pesticides to ground water because there is considerable concern about the presence 
of pesticides in ground water systems. Once these pesticides reach ground water, they are 
able to be transported horizontally for considerable distances. The governing equation is 
once again an advection-dispersion equation (Roberts and Valocchi, 1981):
j t (9Cd + pS) = V • (tfD • VCi -  qCd) +  n  (2.30)
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with terms as defined for equation 2.27, except that here D is a tensor and q is a vector 
quantity. Again, one- or two-dimensional formulations can be used if the flow conditions 
and data permit.
From a hazard assessment viewpoint, the important process in terms of the potential 
environmental hazard of a chemical is its susceptibility to leaching. Studies of ground 
water movement are necessarily site-specific and are therefore not of primary interest in 
this context.
2.7 RUNOFF
2.7.1 G eneral C om m ents and D efin itions
In the following discussion of runoff and associated processes, the following definitions 
from Freeze (1972) have been adopted:
• Runoff - the part of precipitation that appears as streamflow at the outlet of a 
drainage basin.
• Surface runoff - the part of runoff that travels over the surface of the ground to reach 
a stream channel and through the channel to reach the basin outlet. Up to the time 
it joins a stream channel this part of runoff is also termed overland flow.
• Subsurface runoff - the part of runoff that travels through the ground to reach a 
stream channel and through the channel to reach the basin outlet. Up to the time 
it joins a stream channel this part of runoff is also termed subsurface flow.
• Subsurface storm flow (interflow) - the part of subsurface flow which, after infiltra­
tion, moves laterally through the upper soil horizons as unsaturated flow or shallow 
saturated flow above the main ground water level and discharges into a stream chan­
nel.
• Base flow - the part of subsurface flow derived from deep percolation of infiltrated 
water that enters the permanent saturated ground water flow system and discharges 
into a stream channel.
The lateral inflow to a stream channel is the sum of overland flow, subsurface storm flow 
and base flow. The only component that is not covered by the above definitions is water 
that starts as subsurface storm flow and returns to the surface before reaching a stream 
channel. When the discharge occurs in a near-channel wetland it is best considered part of 
the total subsurface flow. When it occurs at some distance from a main channel, it usually 
does so at fixed points of seepage in topographic lows and feeds into its own intermittent 
channel for which the above definitions apply.
The mechanisms of runoff generation can now be described in the above terms. There are 
four components:
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1. Overland flow due to surface saturation from above (Hortonian overland flow). This 
occurs when the rainfall rate exceeds the infiltration rate, leaving excess rainfall on 
the surface.
2. Overland flow due to surface saturation from below (saturation overland flow). This 
occurs when a shallow water table rises to the surface as a result of infiltration during 
rainfall, again leaving excess rainfall on the surface.
3. Subsurface storm flow.
4. Base flow.
The first two mechanisms produce surface runoff and are subject to the same processes 
once the water becomes part of the overland flow. The last two mechanisms produce 
sub-surface runoff, and base flow has already been discussed in section 2.6.
2.7.2 Surface R unoff
The mechanisms generating surface runoff will be discussed first, followed by the processes 
controlling the flow once the runoff has commenced.
Hortonian Overland Flow
Horton’s equation for infiltration rate was presented in section 2.5.1. Horton (1933) stated 
that overland flow commences when the rainfall rate exceeds the infiltration rate. The 
overland flow rate is then determined by the rainfall excess, which is rainfall rate less 
infiltration rate. This situation is relatively common in arid and semi-arid areas, such 
as western United States and much of Australia, but much less common in humid areas 
(Freeze, 1972). Although Horton assumed that overland flow occurred over the entire 
basin area, Hortonian overland flow can also occur in partial areas due to variations in 
saturated hydraulic conductivity and soil water content. This was the basis for Engman 
and Rogowski’s (1974) physically based model.
Saturation Overland Flow
Saturation overland flow occurs when the shallow water table in certain areas rises to the 
surface. The rainfall falling on these saturated areas becomes overland flow. The rise of 
the water table occurs because of infiltration or subsurface storm flow or both. The areas 
where the water table is near enough to the surface for this to occur are evident as wetlands 
adjacent to stream channels or near seeps that feed small intermittent tributaries. This 
type of runoff generation accounts for the major portion of surface runoff in humid areas 
(Freeze, 1972)
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The location and sizes of the areas that generate saturation overland flow can be predicted 
using topographic attributes (local slope angle and upslope contributing area draining 
across a length of contour) and soil attributes (soil transmissivity when the soil profile is 
saturated) (Beven and Kirkby, 1979). Overland flow from saturated areas is nearly always 
adjacent to a channel, and the flow path from the source area to the channel is very short. 
This mechanism, therefore, has a very important influence on the shape of the rising 
edge of the runoff hydrograph. These saturated areas expand and contract in response 
to precipitation and this mechanism is commonly referred to as the variable source area 
model of runoff generation.
Equations G overning Overland and C hannel Flow
The flow of water over a surface conforms to the principles of conservation of mass and 
momentum. The continuity and momentum equations describing the water flow are the 
Saint-Venant equations and may be written in several forms. The one-dimensional form 
most commonly used is:
dA OQ _  .
Q
/  dy 1 dv v dv iv \
\<9x + g dt + g dx + gy)
(2.31)
(2.32)
where A is the cross-sectional area of flow, t is time, Q is discharge, x is distance in flow 
direction, i and /  are the lateral inflow and outflow per unit length and width, Qn is 
the normal discharge, v is velocity, g is acceleration due to gravity, and S0 is the bed 
slope. The derivative terms in the momentum equation are labelled from left to right as 
pressure force, local acceleration and convective acceleration and the last term represents 
deceleration by addition of stationary mass (lateral inflow without any velocity in the 
downstream direction).
In many flow cases, the friction and gravity terms dominate the momentum equation and 
the derivative terms can be omitted, resulting in the kinematic wave equation:
Q = Qn (2.33)
This approximation is adequate for sheet flow and channels where backwater effects are 
negligible. If pressure effects are significant but inertia effects are not, the diffusion wave 
equation can be used: ________
q = 4 ^  (2'34)
From a different perspective, the kinematic model represents steady, uniform flow; with the 
pressure and convective acceleration terms (not the same as the diffusion wave equation) 
the equation represents steady, non-uniform flow; and with the local acceleration term it 
represents unsteady, non-uniform flow.
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The normal discharge, Qn , is determined using a resistance relationship such as the Darcy- 
Weisbach, Chezy or Manning equations. The Darcy-Weisbach equation, suitable for both 
laminar and turbulent flow, is:
Qn = A (2.35)
where R is the hydraulic radius (flow cross-sectional area divided by the length of the 
wetted perimeter) and /  is the Darcy-Weisbach friction factor, which is dependent on the 
Reynolds number and the relative roughness, K :
For laminar flow, the exponent p is equal to -1 and the constant K  is about 96 for smooth 
surfaces, increasing with increasing roughness. For turbulent flow, empirical studies have 
shown p to be -0.25 and K  is 0.316 over a smooth surface. The Reynolds number Re is 
given by:
where V  is the flow velocity and v is the viscosity. Roels (1984) found, from a study of 
shallow flows over rough surfaces, that the apparent degree of turbulence could be deduced 
from the morphological characteristics of the surface, but that the parameters of the f-Re  
relationship varied widely and could not be extrapolated from small areas to large areas.
Sheet Flow
Overland flow commences as sheet flow over the land surface. This sheet flow quickly 
collects into small channels (rills) and then into successively larger channels. Sheet flow 
rarely occurs as a uniform sheet over soils. Instead, it follows an intricate pattern of 
constantly changing flow paths of varying depths. Despite this, current practical models 
generally ignore much of this small-scale structure and attempt to describe the flow over the 
soil surface in an average manner, using depth-discharge relationships. This has important 
implications, because the local flow depth and velocity are critical in determining the 
capacity to entrain and transport sediments. Calculations using area-averaged flows may 
thus be accurate in terms of flow volume and rate, but very inaccurate in terms of sediment 
transport capacity. The kinematic wave equation is a valid approximation for shallow sheet 
flow because of the dominance of gravity and friction effects. In sheet flow applications, 
the flow equations are formulated on a unit-width basis:
/  =  KRep (2.36)
(2.37)
v
(2.38)
(2.39)
where y is the local depth of flow and q is the discharge per unit width.
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C hannel Flow
Channel flow occurs at a variety of scales. The smallest are micro-rills which are very shal­
low temporary eroded channels a few millimetres deep. Rills are temporary eroded chan­
nels which can easily be removed by tillage and are up to about 300 mm deep. Ephemeral 
gullies are of a similar size to rills but their location is influenced more by topography, 
forming in depressions. Ephemeral gullies can, like rills, be removed by tillage but they 
will form again in the same place. Gullies are channels larger than rills but of a less per­
manent nature than streams. Larger channels are streams and rivers. From a modelling 
perspective, rills usually occur in large numbers distributed over an area, and their effects 
are lumped over that area (often being considered as uniform sheet flow), whereas gullies 
and streams are much fewer in number and are considered individually. The distinction 
is thus dependent on the scale of the system under consideration. The kinematic wave 
equation is usually used for (lumped) rill and ephemeral gully flow, and the kinematic or 
diffusion wave equation used for larger channels. The full dynamic wave equation is used 
for flat streams and rivers where backwater effects are significant; in these situations, other 
complications also tend to appear, such as hysteresis in the rating curve and second-order 
effects due to flood-plain inundation.
The kinematic wave equation with certain boundary conditions can be solved analytically, 
but in general the Saint-Venant equations (in whatever form) are solved using numerical 
methods. This technique is commonly used in models of agricultural catchments where 
runoff and erosion from field-sized areas are the primary interest.
Lum ped M odels o f Flow R outing
Flow routing is a procedure used to determine the flow in a watercourse as a function 
of time (i.e., the flow hydrograph) given the hydrograph at one or more points upstream 
(Chow et al., 1988). Lumped flow routing calculates the flow as a function of time only, 
while distributed flow routing calculates the flow as a function of time and space through 
the system. The Saint-Venant equations described above are used for distributed flow 
routing. Lumped flow routing methods are useful approximations, and are applied by 
dividing the watercourse into reaches and routing the flow sequentially from one reach 
to the next. They are characterised by the use of a storage function which describes the 
volume of water stored in the segment of watercourse under consideration as a function of 
flow into and out of the segment.
A widely used lumped flow routing model is the Muskingum method (Chow et al., 1988). 
This method models the storage in a channel segment as a prism of water with its upper 
surface parallel to the bed slope and a wedge overlaying the prism. The storage function 
is:
S -  K  [XI  +  (1 -  X)Q\  (2.40)
where S  is the volume of water stored in the segment, K  is the travel time of a flood 
wave through the channel segment, I  is the inflow rate and Q is the outflow rate. The 
parameter X  is dependent on the channel shape and varies between 0, meaning there is no
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wedge storage, and 0.5 for a full wedge; X  lies between 0 and 0.3 for natural streams. By- 
writing the equations for storage at times j  and j  +  1 and re-arranging, the Muskingum 
routing equation is derived:
Qj+i = Cilj+i + C^Ij + CsQj
where
C 2 =
C\ =
6t -  2 K X  
2 K ( l - X )  + bt
6t +  2 K X  
2 K { l - X )  + bt
2 K ( l - X ) - b t
2 K ( l - X )  + bt
and 6t is the time interval between times j  and j  +  1, and Ci + C2 +  C3 = 1.
(2.41)
(2.42)
(2.43)
(2.44)
The unit hydrograph is a lumped empirical method of determining catchment runoff from 
gross precipitation. It is used to predict the runoff rate over time during a single storm 
event. The unit hydrograph is a hydrograph normalized for a unit depth of rainfall (usu­
ally 1 in or 1 mm) over a unit of time. It can be determined for a given catchment by 
averaging the runoff response to selected recorded rainfall-runoff events. The catchment 
response to a rainfall event of different intensity can be obtained by multiplying the hy­
drograph by the relative rainfall depth. The U.S. Soil Conservation Service (SCS) have 
developed a dimensionless unit hydrograph based on averaged normalized measurements 
from a number of catchments, which can be used as an approximation. A refinement of the 
unit hydrograph is the instantaneous unit hydrograph (IUH) which represents the runoff 
response of the catchment to an instantaneous precipitation of unit depth. The response 
of the catchment to any rainfall event can then be obtained by mathematical convolu­
tion of the IUH with the rainfall intensity versus time function. A further development 
is the geomorphic instantaneous unit hydrograph (GIUH), where the form of the IUH is 
determined by considering the geomorphological characteristics of the catchment.
R ivers and E stu a r ies
Modelling flow in rivers and estuaries is similar to that in smaller channels, but the as­
sumption of one-dimensional flow is no longer valid. In rivers there is significant flow in 
transverse and vertical directions due to variations in cross-section, curving of the river 
channel and wind shear at the surface. Flow in estuaries is further complicated by bi­
directional tidal flow, stratification due to density differences of fresh and salt water and 
large scale circulation patterns formed due to the Coriolis effect as the river broadens out. 
The equations for flow in rivers and estuaries must therefore be extended to two or three 
dimensions.
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Contaminant Transport in Surface Runoff
Surface runoff is an important process in pesticide transport for two reasons. Firstly, 
for pesticides not tightly bound to soil particles, surface runoff can carry the pesticide 
in dissolved form. Secondly, surface runoff is the driving force for erosion, which can 
carry pesticides adsorbed onto soil particles. Both these pesticide fluxes end up in nearby 
streams, where aquatic organisms ranging from micro-organisms to fish are directly ex­
posed. Pesticides can be transported significant distances along waterways, especially as 
a result of a heavy storm which can cause substantial erosion and runoff and hence can 
release relatively large quantities of pesticides to receiving water bodies. These aquatic 
processes form a significant contribution to the introduction of pesticides into food chains, 
affecting a large number of non-target species and organisms.
The governing equation for pesticide transport in surface water is the advection-dispersion 
equation, similar to equation 2.27 (Starosolszky, 1987):
r\
j t (Cd +  C,S)  = V • (£>d ■ VCi + Ds • VCaS -  [ +  (v + ]) +  n  (2.45)
where Cd is the concentration of the pesticide in dissolved form, Cs is the concentration 
of sediment, S  is the mass concentration of pesticide sorbed on the sediment, D s and D j  
are the dispersion coefficient tensors for dissolved pesticide and sediment, respectively, 
v is the water velocity vector, vs is the settling velocity of the sediment (x and y com­
ponents are zero) and Q is a source-sink term representing additions and degradation of 
pesticide. In small channels where the distribution across the channel cross-section of flow 
velocity, dissolved pesticide concentration and sediment load are fixed, the equation can 
be reformulated as a one-dimensional advection-dispersion equation:
l ( Ci  +  C,S) = l  ( d ^  + D ™ -  v(Cd +  SC.))  +  n  (2.46)
where Dd and D3 are now the dispersion coefficients along the flow direction and v is 
the average flow velocity. Similarly, a transverse advection-dispersion equation may be 
developed where the dispersion of a substance across the width of a river is of interest, 
or a two-dimensional equation for sheet flow. Solution of any of these equations requires 
water velocity data, a functional relationship between S  and C, and an expression for Q.
Analytic approximations are often used to model the dispersion of pollutants in rivers 
under various conditions such as instantaneous pollutant release, continuous release or 
unsteady release. These equations usually give a Gaussian distribution of pollutant, and 
use dispersion coefficients that include the effects of flow non-uniformity, channel curvature 
and bed irregularity (Starosolszky, 1987).
2.7 .3  Subsurface Storm  Flow
Subsurface storm flow is the horizontal flow of water through the upper layers of the soil 
as either saturated or unsaturated flow. It is important mainly in the way in which it
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affects soil water content in low-lying areas, and therefore the area of soil that gives rise to 
saturation overland flow. Freeze (1972) cited several studies which indicate that the direct 
contribution of subsurface storm flow to runoff is small. The occurrence of subsurface 
storm flow depends strongly on the hydraulic conductivity profile of the soil and on the 
topographic configuration of the land (Freeze, 1972).
Mathematical models of subsurface storm flow range from simple storage models to 
physically-based models. The simplest model is that of a linear storage with discharge 
(into the stream channel) proportional to volume of water in storage:
Qs = K(S -  S0) (2.47)
where Qs is the discharge from the storage, K  is a rate coefficient, S is the volume of 
water in the storage and So is the threshold storage volume, or volume of water before 
any discharge begins.
An analytical model can be developed that allows prediction of the size of saturated source 
areas by invoking the Dupuit-Forchheimer assumptions, which are (Wilson, 1974):
1. The variation of hydraulic head along the direction of flow can be approximated by 
the variation in hydraulic head in the x (horizontal) direction:
dH _  dH 
ds dx
and
(2.48)
2. The flow is essentially horizontal, so:
dH da 
dx dx
(2.49)
where a is the height of the saturated water surface over a horizontal impervious 
bed.
The effect of these assumptions is to ignore flow or head variations in the vertical (z) 
direction. A kinematic approximation, analogous to the kinematic approximation for 
overland flow, is also used. More complex numerical models of subsurface storm flow 
may use a one- or two-dimensional Richards equation (similar to the equation used for 
infiltration, except the one-dimensional approximation used here is oriented along the 
hillslope gradient rather than vertically).
The mechanisms for pesticide transport by subsurface storm flow are similar to the mech­
anisms of transport by infiltration. The controlling equation is the one-dimensional 
advection-dispersion equation presented previously, with the principle direction oriented 
along the flow direction, or a two- or three-dimensional advection-dispersion equation.
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2.8 EVAPOTRANSPIRATION
Water is removed from the soil by evaporation and plant transpiration. The combined 
effect is evapotranspiration, commonly abbreviated to ET. The ET rate is dependent on 
soil water content, solar radiation, wind speed, humidity and plant type and phenological 
state. The spatial distribution of water removal from the soil is dependent on plant type, 
maturity and density - for example, a tree can remove water from a much greater depth of 
soil than can grass. The removal of water from soil near the surface can result in a deficit 
of soil water relative to the underlying soil, resulting in an upward movement of water 
against gravity by capillary forces. ET is an important component of the hydrologic cycle 
because in many environments 70 to 85 per cent of all incoming precipitation is lost by 
ET. The main effect of evapotranspiration on pesticide transport is its effect on soil water 
movement through root uptake and evaporation from the soil surface.
The concept of potential ET (PET) is useful because it separates (although not completely) 
the effects of atmospheric variables from the effects of vegetation types and available water. 
There are various definitions in use: the definition adopted for this study is that potential 
evapotranspiration Etp is the rate at which water, under non-limiting soil water conditions, 
would be removed from the soil and plant surface expressed as latent heat transfer per 
unit area or equivalent depth of water per unit area (Burman et ah, 1980). Because of the 
effect of plant type and condition on the value of PET, the alternative concept of reference 
crop ET EtT is also used. The reference crop is usually short, well-watered grass or alfalfa. 
Potential evapotranspiration for a specific crop, E t , is defined as:
Et — K cpEtp (2.50)
II (2.51)
where K cp and Kcr are termed crop coefficients, incorporating the effects of crop growth 
stage, crop density and other cultural factors affecting ET.
The most common method of measuring evapotranspiration is by using an evaporation 
pan (Class A pan) and relating pan evaporation, Ep to PET, Etp, using:
EtP = CtpEp (2.52)
where Ctp is the pan coefficient, which is experimentally determined. Atmospheric vari­
ables are commonly used to calculate Etp in many hydrologic and water quality models. 
There are a variety of methods in use and Jensen (1974) reported that no single method 
was applicable to all climatic regimes, especially tropical and high altitude areas, without 
some local or regional calibration. The most widely used are the Penman (or Penman- 
Monteith), Jensen-Haise and Blaney-Criddle methods.
The Penman method (Penman, 1948; Penman, 1963) is a theoretically based method of 
estimating potential or reference crop ET, and is termed a combination method because 
it uses a combination of energy balance (radiation and latent heat of evaporation) and
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aerodynamic approaches. The Penman equation for estimating alfalfa based reference ET 
iS: 6
Etr =  j — (Rn + G) + j ^ - - 1 5 M W f (ea (2.53)
where Etr is the reference crop ET (calcm~2d-1), 6 is the slope of the vapour pressure- 
temperature curve (mb°C-1), 7 is the psychrometric constant (mb°C-1), Rn is the net 
radiation (calcm-2d_1), G is the soil heat flux to surface (calcm_2d_1), Wf  is the wind 
function (dimensionless), (ea —e^) is the mean daily vapour pressure deficit (mb) and 15.36 
is a constant of proportionality (calcm~2d_1mb_1). The following equations can be used 
to calculate or approximate many of the parameters from readily measured variables:
8 ~  2.00(0.Q0738T +  0.8072)7 -  0.0016
0.386P 
7 = — ;—
(2.54)
(2.55)
where P  is average barometric pressure and L is the latent heat of vapourization:
P ~  1013 -0 .1055#  (2.56)
L = 595 -  0.51T (2.57)
Wf ~ a w +bwUz (2.58)
Rn *  (1 -  a)Rs ~ Rb (2.59)
where Rs is solar radiation and Rb is the net outgoing longwave radiation:
Rb (^ a |^ + f > )  «60 (2.60)
Rso is the clear day solar radiation and Rb0 is the clear day net outgoing longwave radiation:
Rbo = cll.71xlO ~8t £ (2.61)
e ~  ai +  biy/e2 (2.62)
—0.02 4- 0.261 exp [-7.77xl0-4 (273 -  Tk)2} (2.63)
where T  is temperature (°C), Tjt is absolute temperature (°K), E  is elevation (m), aw and 
bw are regression coefficients, Uz is the daily wind run (kmd-1) at z m above the ground, a, 
5, ai and 61 are regression coefficients, e is the emissivity, and a is the shortwave albedo, 
often taken to be 0.23 for commercial irrigated crops. The saturation vapour pressure 
deficit term (ea —cj) is calculated by one of two methods. The first method uses saturation 
vapour pressure at the mean air temperature as ea and the saturation vapour pressure 
at the mean daily dew point temperature as e^. The second method uses the average of 
the saturation vapour pressure at maximum and minimum daily air temperatures as ea 
and the saturation vapour pressure at the mean daily dew point temperature for ej. The 
latter method is more applicable where large diurnal temperature ranges occur (Burman 
et al., 1980).
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The Jensen-Haise method (Jensen and Haise, 1963) is an empirical radiation-based method 
of estimating reference crop ET using alfalfa as the reference crop. The equation is:
Etr = Ct (T -  TX)RS (2.64)
Etr has the same units as the solar radiation Rs and:
Crp = ---------------
Cl  + 7.3 CH (2.65)
Cl =  38 - ü (2.66)
C H =  — (2.67)e2 -  e\
-2.5 -  0.14(e2 -  ei) - 550 (2.68)
where e2 is the saturation vapour pressure of water (mb) at the mean monthly minimum 
air temperature of the warmest month of the year, as derived from long term climatic data, 
and ei is the saturation vapour pressure of water (mb) at the mean monthly minimum air 
temperature of the warmest month of the year, E is the site elevation (m).
The Blaney-Criddle method (Blaney and Criddle, 1966) is based on air temperature and 
day lengths. There are many variations of this method in use. The most commonly used 
version is the FAO method (Doorenbos and Pruitt, 1977):
E t r  =  cl T bf (2.69)
/  =  p(0.46T + 8) (2.70)
where p is the percentage of annual daytime hours per unit time (usually one month), T 
is the average monthly air temperature (°C) and a and b are constants determined from 
daytime wind, minimum humidity and percent sunshine.
The physically-based Penman combination equation is the most generally applicable 
method, and provides reliable estimates for time intervals ranging from one hour to one 
month, although it is also the most difficult to apply. The Jensen-Haise method is usable 
over time intervals ranging from five days to one month, while the Blaney-Criddle method 
is best suited to monthly estimates, although time intervals as short as ten days may be 
used (Burman et al., 1980).
Crop coefficients include the effects of evaporation directly from the soil, and thus have a 
minimum value for dry, bare soil of about 0.1. The maximum value can be as high as 1.2 
for well developed crops with a large leaf-area index.
The actual ET (AET) for a specific crop is determined by the prevailing PET for that 
crop and the soil water content. All the preceding equations assume non-limiting soil 
water conditions. Figure 2.1 shows the effect of reduced soil water content on AET. 
The five curves A to E represent the relationship between the AET/PET ratio and the 
soil water content for increasing evaporative demands (i.e., PET). To accurately model
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Figure 2.1: The effect of plant available soil water on the ratio of 
actual to potential ET, for different PET values (from Saxton and 
McGuiness, 1982). The values in parentheses are those suggested 
for corn in Southern Iowa by Saxton et al. (1974).
the effects of water extraction by roots, the distribution of roots in the soil profile must 
be known, and this distribution changes with time as the plants’ root systems develop. 
There is also evidence that root age and location affect the effectiveness of root uptake 
(Saxton and McGuinness, 1982). A commonly used method in many hydrologic models is 
to distribute the PET amongst the various soil layers according to the root distribution 
and then calculate the AET based on the soil water content of each layer. Figure 2.2 
shows the steps involved in calculating AET and linking this to other components of the 
hydrologic system such as interception and infiltration.
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2.9 SOIL EROSION AND SEDIMENT TRANSPORT
2.9.1 G eneral C om m ents and D efin itions
Soil erosion occurs as a result of air or water moving over the soil surface. Wind-driven 
erosion is not our particular interest here, although in the context of pesticide pollution 
there are circumstances where significant pollution of surface waters could occur as a result 
of erosion by high winds of chemically treated soils. Water-driven erosion occurs as part of 
several of the previously described hydrologic processes, including rainfall, overland flow 
and channel flow. Erosion is an important component of pesticide transport because many 
pesticides bind to soil particles and are thus removed with the soil when erosion occurs. 
Clay particles are particularly good at adsorbing organic substances and, because they are 
very fine, they can be transported long distances in streams and rivers.
Erosion involves three processes: detachment, transport and deposition. The amount of 
sediment removed from an elemental area is limited either by the detachment rate or 
the transport capacity. Deposition occurs whenever the transport capacity is reduced by 
changes in flow conditions to below the sediment loading. Erosion is also divided into 
upland erosion (or sheet erosion or rill and interrill erosion) and channel erosion (or gully 
erosion). Sediment yield is the total amount of sediment delivered through the outlet 
of the catchment, and the delivery ratio is the ratio of sediment yield to gross erosion 
(upland and channel erosion). Any deposition within the catchment causes a reduction in 
the delivery ratio.
Sediments are classified as cohesive or noncohesive. Cohesive sediments include clays and 
organic materials, which are transported as aggregates of particles and have a significant 
sorptive capacity. Noncohesive sediments, such as sand and fine gravel, are transported 
as individual particles and have small sorptive capacities. Because the erosion process is 
selective of particles size (fine particles being more easily transported), the sediment load 
has a different particle size distribution to the soil from which the sediment was derived. 
The enrichment ratio is the ratio of concentration of a constituent in the eroded material 
divided by its concentration in oven-dried soil, and can be determined for soil particles 
or sorbed pollutants. The enrichment ratio for fine particles (e.g., clays) increases with 
increasing flow length, since coarser particles are progressively deposited.
Another division of sediment is into bedload and washload (suspended sediments). 
Washload is carried in suspension, and includes most of the cohesive sediments, and hence 
most of the sorbed pollutants. Bedload consists of bottom sediments moved along the 
stream bed by the intensity of the flow, often by the processes of saltation.
Soil erosion is a complex process for several reasons. Firstly, the spatial variability of soil 
properties means that detachment is spatially variable even under hypothetical uniform 
flow conditions. Secondly, the flow conditions are determined by spatially variable factors 
including topography, soil roughness, vegetation cover and tillage. Thirdly, the process 
is dynamic and interactive, because as detachment, transport and deposition occur the 
surface topography changes due to soil movement and channel development.
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2.9.2 S im ple Sed im ent Y ield  M odels
The simplest models of soil erosion do not separate out the individual processes. The 
best known example is the Universal Soil Loss Equation (USLE) developed by the US Soil 
Conservation Service for assessing average annual soil loss and used as a tool for developing 
farm management plans to control erosion and maintain soil productivity:
A = R K L S C P  (2.71)
where A is the soil loss (mass per unit time), R  is the combined erosivity of rainfall and 
runoff ( E l  units per time period), K  is the soil erodibility (soil loss mass from standard 
plot per unit area per E l  unit), L is a slope length factor, 5 is a slope factor, C is a cover- 
management factor and P  is a supporting practices factor The R  variable is the product of 
rainfall energy (E) and intensity (I) and is expressed in units of (100fttonsacre_1)(m/i_1) 
or, with the use of a scaling factor, Newtons per hour (N h ~l ). Common values for the 
Eastern US range from 50 to 550 (US units) or 85 to 940 (SI units). The K  factor is 
expressed in units of tonsacre~1EI~1 or kghN~lm ~2. The variables L, 5, C and P  are 
dimensionless. The most common averaging period for the application of this equation 
is one year. The main shortcomings of the equation are that it is a regression equation 
describing annual loss and is not designed to predict losses from a single storm; it does 
not estimate deposition; and it does not estimate channel erosion. The first problem is 
partially avoided through an improved erosivity factor for a single storm (Foster et al., 
1977):
Rm =  R,t + 0.35 Vua ]^  (2.72)
where Rst = E I30 (E  is the total storm energy and /30 is the maximum 30-minute in­
tensity), Vu is the total runoff depth and cq™ is the peak rate of runoff from a standard 
plot with the same soil. The slope length exponent n also varies from storm to storm, 
depending on the relative proportions of rill and interrill erosion. Foster (1982) suggests 
increasing n by 0.1 when rill erosion is considerably more than normal and decreasing n 
by 0.1 when rill erosion is considerably less than normal.
The USLE is intended for use on field-sized plots and assumes deposition does not occur. 
In larger catchments where some deposition usually occurs, the overall sediment yield is 
highly correlated with runoff characteristics rather than rainfall, since sediment yield is 
controlled mostly by transport capacity. The USLE estimates must be multiplied by the 
delivery ratio to determine the sediment yield at the catchment outlet. Williams (1975) 
took a different approach and defined an alternative R  factor using runoff energy rather 
than rainfall energy:
Ru = 9.05(UQp)°-56 (2.73)
where V  is the volume of runoff (m3) and Qp is the peak discharge rate (m3s_1). The USLE 
with this R factor is known as the Modified USLE or MUSLE. The USLE is basically a 
detachment-limited sediment yield equation, with its primary emphasis being the amount 
of soil removed from a field-sized plot, whereas the MUSLE is basically a transport- 
capacity-limited sediment yield equation, with its primary emphasis being the amount 
of soil removed from a complete catchment. Foster et al. (1980) noted that a lumped 
equation, which does not separate the component erosion processes, cannot give the best
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results for a wide variety of flow conditions. An advantage of the USLE is that it has been 
well substantiated through extensive application in experimental and practical situations, 
and the parameters do not have to be estimated by calibration.
2.9.3 P h ysica lly -B ased  Erosion M odels
To develop a more physically-based model suitable for modelling contaminant transport 
requires separating out the component processes. These processes are different for upland 
and channel erosion. Foster (1982) further separates the upland erosion processes into 
interrill and rill erosion processes.
Upland Erosion - Continuity
The continuity equation relates detachment and deposition rates to changes in sediment 
load. On a unit-width basis, assuming uniform distribution across the slope, the continuity 
equation is:
dqs d(cy) 
dx Ps dt
Dr +  Di (2.74)
where qs is the sediment load (kgm~1s_1), x is downslope distance, ps is the mass density 
of sediment particles (kgm-3), c is the volumetric sediment concentration, y is flow depth, 
t is time, Dr is rill erosion rate (kgm-2s-1)and Di is delivery rate of sediment from interrill 
areas (kgm~2s_1) (Foster, 1982). This equation ignores dispersion.
Upland Erosion - Interrill Processes
In interrill areas, raindrop impact is the dominant detachment mechanism. A combined 
equation for detachment is (Foster, 1982):
Di = 0.0138A i^/ / [2.96(sin 0)0 79 -I- 0.56JC* (2.75)
where Di is detachment rate (kgm_2h_1), K \ is soil erodibility factor for detachment by 
raindrop impact (kghN -1m-2), ieff is the rainfall erosivity modified by the crop canopy, 
n is a constant that varies between 1 and 2 but is often assumed to equal 2, 6 is the slope 
angle, and Ci is a cover-management factor for interrill detachment by both raindrop 
impact and sheet flow. The term ieff is given by:
V /  — i a T (1 — cl)
'W'caV'ca ^can  
mpV£ i
1/2
(2.76)
where i is rainfall intensity above the canopy, a is fraction of open area where drops may 
strike the ground unintercepted by the canopy, m ca and Vca are the mass and impact 
velocity of drops falling from the canopy, mp and Vp are the mass and impact velocity 
of drops passing unhindered through the canopy, and iCan/i is the fraction of the rainfall
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reaching the ground by falling from the canopy as reformed drops. C{ reflects the effects 
of cover in direct contact with the soil surface and is given by:
Ci = t, exp -[0.21(j,c/jfc -  l ) 1'18] (2.77)
where £ is the fraction of surface left exposed to direct raindrop impact, y c/y b  is the ratio 
of flow depth with cover to that without cover. Foster (1982) also gives modifying factors 
for incorporated plant residue (0.75 for large amounts of corn residue to 1.0 for no residue) 
and residual land use (0.25 for plowed land that was previously good meadow to 1.0 for 
continuous tillage without crop production). A simplified form of the above equations is:
Di = 0 m m 2KC3ir (2.78)
where C3ir is the USLE soil loss ratio (C). An alternative equation for interrill detachment 
is given in Foster et al.(1980):
Di = 0.210EI(s  + 0.014) AT C P(<Tpu/Vu) (2.79)
where s is the sine of the slope angle 9 and the other parameters are as previously defined. 
A number of other models of detachment have been developed, including:
• Negev (1967). Represents fine particle production from raindrop impact during a 
time interval, and allows buildup of available particles at the soil surface if the 
transport capacity is insufficient to remove them immediately.
• David and Beer (1975). Similar in form to Foster’s (1982) model, but with the 
addition of flow depth parameters.
In most models of interrill erosion, any transport and deposition effects are included with 
the detachment relationship, and the overall relationship is then an interrill sediment de­
livery relationship. If interrill transport capacity is to be modelled, Foster (1982) suggests 
an equation of the form:
Td =  At (r -  Ter) 1-5 (2.80)
where Tci is the transport capacity for the interrill area, At is a coefficient, rcr is the critical 
shear stress and r  is the shear stress produced by raindrop impact and flow:
T yybs Ö ®eff ^ i t (2.81)
where a is a coefficient to be estimated, y is the flow depth assuming laminar flow, y b / y P is 
the ratio of flow depth on a smooth surface to that in ponds from depressions and “dams” 
(obstructions) and Cu is Ci from above without the £ term.
Deposition occurs whenever the transport capacity is reduced to below the sediment load. 
Because transport capacity is dependent on particle size, deposition is a size-selective 
process.
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U p la n d  E rosion  - R ill P rocesses
In rills, detachment is primarily by flow. Foster (1982) gives several different equations 
for rill detachment capacity rate:
Drc — a(r TCr ) (2.82)
Drc = 8 SAKrT^Cr (2.83)
qsrc = Ö71'5 ( ^ j  s a x 2 K t ~y (2.84)
where Drc is the rill detachment capacity rate, r  is the flow shear stress, tct is a crit­
ical shear stress parameter, Kr is the USLE soil erodibility factor, Cr is the USLE 
cover-management factor, qsrc is the sediment load for slope length x when rill erosion 
is detachment-limited, a is a parameter to be estimated, 7 is the weight density of water, 
/  is the Darcy-Weisbach friction factor, g is the acceleration due to gravity, s is the sine of 
the slope angle, and a is the excess rainfall rate. The first equation uses r  calculated from 
broad shallow flow (that is, unconcentrat.ed flow), so rCT is a function of geometric and 
hydraulic properties of the rill network rather than soil properties, and is thus very hard to 
estimate. The second equation was developed from simulated rainfall data, and assumes 
Tcr is zero. The third equation was derived using the assumption of steady kinematic flow 
and the Darcy-Weisbach uniform flow equation.
Rill erosion depends to some extent on rain falling on the flow surface, as this adds energy 
to the flow. Canopy thus acts to reduce rill erosion. Cover in direct contact with the 
soil reduces the stress acting on the soil. Adjustments to the above detachment capacity 
rates for these and other modifying factors are given in Foster (1982). Foster’s simplified 
equation for rill erosion is:
Drc = Cb q s K  Csir (2.85)
where Cb is a coefficient to be determined by calibration, q is runoff rate and s, K  and 
Csir are as defined previously.
The detachment equations provide the detachment capacity rate, which is the maximum 
detachment rate for the flow conditions. The detachment rate is also limited by the trans­
port capacity, since no net detachment occurs once the transport capacity is reached. 
There are a number of equations used to describe transport capacity in rills. The Yalin 
equation (Yalin, 1963) is frequently used, and assumes a threshold below which no trans­
port occurs is:
Ws
Sg9Pw dk*
0.6356 —ln( 1 4- cr) ( 2 . 86)
where
o = AS (2.87)
<5
Y—---- 1 (when Y  < Y cr,6 = 0)
* cr
( 2 . 88)
A =  2.455“04 Ycy 2 (2.89)
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(2.90)
V 2
Y  = (Sg -  1 )gd
V:* =  (gR S f)1' 2 (2.91)
where V* is the shear velocity =  (r/p™)1/2, r  is shear stress, g is acceleration due to 
gravity, pw is the density of the fluid, R is the hydraulic radius, 5 / is the slope of the 
energy gradeline, Sg is the particle specific gravity, d is particle diameter, Ycr is the critical 
lift force given by the Shields’ diagram extended to low particle Reynolds number, and Ws 
is the transport capacity. A variety of other equations have also been used for predicting 
transport capacity, including stream power approaches (Rose et al., 1983; Moore and 
Burch, 1986) derived from in-stream sediment transport relationships. Stream power, Q, 
for plane flow is given by:
0  = pg S R\ x (2.92)
where p is the density of water, g is the acceleration due to gravity, S  is the slope of the 
stream bed or (as in this case) the soil surface, R\ is the runoff rate per unit plane area 
and x is the distance downslope from the top of the plane. The transport capacity is 
proportional to the stream power in excess of a threshold value (Ho)-
U pland Erosion - Com bined Rill-Interrill M odels
Rose et al.’s (1983) model of upland erosion combines rill and interrill erosion processes 
on the basis of the findings of Young and Wiersma (1973) that rilling did not significantly 
affect erosion rates in a laboratory study on short slopes. The model describes detachment 
by rainfall, entrainment by overland flow and deposition. This model also uses stream 
power to model entrainment by overland flow.
C hannel Erosion
Foster (1982) describes four types of channels: concentrated flow channels, gullies, terrace 
channels and defined stream channels. Concentrated flow channels are small channels 
eroding in the soil surface at a larger scale than rills, and are usually characterised by 
erosion down to a less erodible layer, such as the bottom of the tilled layer, followed by 
widening of the channel. Gullies are usually more incised, with the bottom of the channel 
lying below any tillage layer, and are usually characterised by upslope advance of the gully 
head and widening by sloughing of the sidewalls. Terrace channels are usually channels 
along the contour of the slope artificially produced with the aim of reducing erosion by 
reducing flow velocity and inducing deposition. Defined stream channels are channels 
where intermittent or continuous streamflow occurs.
Erosion in concentrated flow channels is controlled by the interaction of detachment capac­
ity rate and transport capacity as described previously. The detachment capacity rate is 
a function of the erodibility of the channel surfaces and the shear stress. The distribution 
of the shear stress around the channel controls the shape of the channel. Foster’s (1982)
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method of modelling erosion in concentrated flow channels, which is used in the CREAMS 
model (Foster et ah, 1980), uses a detachment capacity rate equation:
Dch = Kch( 1.35f -  rCT)105 (2.93)
where Dch is the detachment capacity rate for the channel, K ch is a soil erodibility factor, 
f  is the average shear of the flow in the channel and rcr is the critical shear stress below 
which no erosion occurs. Transport capacity is calculated using the Yalin equation 2.86. 
The channel is assumed to be rectangular with a width determined from an assumed 
shear stress distribution, from which the rate of downward movement is determined. If a 
non-erodible layer is reached, downwards movement ceases and the channel widens at a 
reducing rate until the maximum shear stress equals the critical shear stress whereupon 
erosion ceases. This process is of course subject to changes in flow conditions as well as 
the changes in the channel geometry.
Gully erosion is more difficult to model because the process is generally unsteady even 
for steady inflow. It is characterised by sudden pulses of erosion when sidewalls collapse. 
Erosion in gullies is controlled by factors external to the gully, such as soil water and inflow 
rates, and factors internal to the gully, such as bed slope. The interaction of external and 
internal factors often results in cyclic behaviour with a period of erosion being followed by 
deposition which then triggers further erosion (Morgan, 1986). The processes are poorly 
understood and there are no generally accepted models of gully erosion. Models such as 
CREAMS do not include a gully component.
Terrace channel erosion can be modelled using the same equations as for concentrated flow 
erosion. The main difference is that terrace channels have very low slopes since they lie 
along contours, and the backwater effects require the use of the full Saint-Venant dynamic 
wave equation to calculate flow velocity.
Stream channel erosion is often a cyclic process with alternating deposition and erosion. 
For well established stream channels there is often little or no net erosion of the chan­
nel itself. Since sediment eroded from stream channels is unlikely to contain chemical 
contaminants, this process is not of great interest in this study. However, deposition of 
contaminated sediment followed by erosion at a later date can be of some importance in 
the ultimate distribution of a chemical contaminant.
2.10 LAKES
Lakes are biologically important and have characteristics not found in other components 
of the hydrologic cycle. The dominant factors and processes in lakes are vertical, the main 
ones being settling of suspended particles, stratification (with its seasonal dependency), 
temperature profile, oxygen profile, surface heat exchange, light profile and area profile. 
The major lake processes are settling of suspended particles, diffusion of suspended par­
ticles, dissolved substances and heat, biological activity, convection or density currents, 
surface wind shear, surface heat exchange and lateral mixing. Except for the two surface 
processes and lateral mixing, these processes operate in a predominantly vertical direction,
35
so mathematical treatments of sediment and dissolved-substance dynamics tend to be one- 
dimensional. The important properties in lakes are temperature, oxygen concentration, 
nutrient concentrations, sediment load and (near inlets and outlets) flow velocity.
The vertical processes follow a one-dimensional advection diffusion equation:
where A is the surface area of the control volume (dependent on depth), c is the substance 
concentration or measure of intrinsic property (e.g., heat), V  is the vertical settling velocity 
for suspended particles (0 for dissolved substances and heat), 2  is depth, K  is the turbulent 
diffusion coefficient and U represents sources (positive) and sinks (negative).
Surface processes are considered as part of the boundary conditions, while lateral processes 
are either ignored or handled separately for the regions where they occur.
(2.94)
36
C hapter 3
CHEMICAL PROCESSES AND 
PROCESS MODELS
3.1 G ENERAL
Pesticides belong to a wide variety of classes of organic compounds, with correspondingly 
wide variations in properties, although the properties tend to be similar within each class. 
The properties of each pesticide, and its interaction with soil, water, biota and other 
environmental factors, determine how readily transportable the pesticide is, what modes 
of transport it is subject to, how rapidly it is transformed or degraded and what its ultimate 
distribution and fate will be. The component chemical processes and contributing factors 
must be satisfactorily understood and properly modelled if reliable predictions are to be 
made of pesticide behaviour in the environment.
3.2 CH EM ICAL CH ARA CTER ISTICS
3.2.1 Introduction
The key chemical characteristics governing contaminant transport in the environment 
are water solubility, adsorption and persistence. The solubility of pesticides varies greatly 
ranging from virtually insoluble (e.g., DDT, approx. 3ppb at 25°C) to soluble (e.g., mevin- 
phos). Generally, the greater the water solubility, the more potential there is for pesticides 
to leach from the soil, either moving to the water table or being removed by surface runoff. 
Small differences in solubility can affect the leaching potential of a pesticide, which can 
be very important if it is highly toxic. Adsorption, which results from physical-chemical 
interaction or bonding of pesticides with soil retards leaching by holding pesticides in the 
active surface soil where most rapid breakdown occurs. Persistence is the ability of the 
pesticide to resist degradation and is usually described by the half-life, which is the length 
of time for half the amount of chemical to degrade.
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Pesticide breakdown occurs mainly in soil by sunlight (photolysis), soil organisms or re­
actions with minerals or natural chemicals. As mentioned in section 2.5.3, organic matter 
content and soil texture are the two most important soil properties that influence the time 
a pesticide will be held in the soil. Pesticides break down into simpler compounds called 
metabolites, and the degree of breakdown varies with pesticide and soil conditions. In 
most cases the metabolites are less harmful than the parent compound, but certain pes­
ticides produce metabolites that are potentially more hazardous. Little is known about 
the nature or characteristics of many pesticide metabolites. Some examples of metabolites 
that have been isolated from various herbicides are given in Smith (1988).
3.2.2 P estic id e  C lasses and P roperties
Pesticides can be classified in a number of different ways depending on the objectives of 
the classification exercise. The classes might be based on function (insecticide, herbicide, 
fungicide etc), on chemical groups (organophosphates, carbamates, phenoxyalkanoic acids 
etc), on properties affecting behaviour in the environment (basic, acidic, soluble, insoluble 
etc) or on some other factor. The major pesticides are classified below according to their 
chemical groupings and the properties that affect their behaviour in the environment, 
based on the classifications of Hassall (1982) and Smith (1988).
1. Organophosphorous insecticides and other pesticides. These substances can be di­
vided into six groups based on practical uses.
(a) Contact insecticides with low persistence, e.g., mevinphos. These compounds 
have low chemical stability and are soluble in water but are more or less rapidly 
hydrolysed by it.
(b) Persistent contact insecticides, e.g., malathion. These compounds are usually 
of low solubility in water but are soluble in oil. They are absorbed by leaves but 
are not translocated to other parts of the plant. They also undergo activation 
by oxidation either within the plant or within the insect before reaching the 
site of action in the insect.
(c) Systemic insecticides, e.g., disulfoton. These compounds have an oil/water 
partition coefficient that allows them to be absorbed by plants and translocated 
within them. They exhibit moderate persistence and, like the second group, 
are activated before reaching the site of action in insects.
(d) Fumigants, e.g., dichlorvos. These compounds have a high vapour pressure and 
low chemical stability, and therefore disperse and break down rapidly.
(e) Insecticides used in granular form, e.g., bromophos.
(f) Compounds suitable for use on farm animals, e.g., fenchlorphos and coumaphos. 
Fenchlorphos acts as a systemic insecticide when ingested by cattle, while 
coumaphos is used as a drench.
2. Carbamate insecticides, molluscicides and nematicides. These compounds are di­
vided into three groups on the basis of their chemical structure. Some carbamates
are strongly adsorbed onto soil while others remain in solution.
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(a) Aryl methyl carbamates, e.g., carbaryl. These compounds are moderately sol­
uble in water.
(b) Heterocyclic monomethyl and dimethyl carbamates, e.g., carbofuran.
(c) Carbamate derivatives of oximes, e.g., aldicarb. These compounds are generally 
quite soluble in water and have useful nematicidal properties.
3. Organochlorine insecticides. These compounds are divided into three groups of com­
pounds. All organochlorine insecticides have high chemical stability, low solubility 
in water and are strongly lipophilic which favours bioaccumulation.
(a) DDT and related compounds.
(b) BHC (benzene hexachloride) or HCH (hexachlorocyclohexane).
(c) Aldrin and related compounds.
4. Pyrethroids, e.g., allethrin, permethrin. These insecticides (both natural and syn­
thetic) have very low solubilities and are strongly adsorbed onto soils.
5. Aliphatic acids, e.g., dalapon, TCA. These herbicides are soluble in water. Dalapon 
is usually applied to foliage while TCA is applied to soils.
6. Benzoic acid derivatives, e.g., dicamba. These foliage-applied herbicides are plant 
growth regulators. Dicamba is not adsorbed by soils so is susceptible to leaching.
7. Benzonitriles, e.g., bromoxynil. These soil- or foliage-applied herbicides have varying 
solubilities and some are quite persistent in soils.
8. Bipyridyls or quaternary ammonium compounds, e.g., paraquat, diquat. These 
foliage-applied herbicides are soluble and are totally adsorbed by clays.
9. Carbamate herbicides, e.g., chlorpropham, barban. Most of these herbicides are 
soil-applied (e.g., chlorpropham) but some (e.g., barban) are foliage-applied. Their 
solubilities and degree of soil adsorption vary.
10. Phenoxyalkanoic acids, e.g., 2,4,5-T,MCPA. These foliage-applied herbicides are 
moderately soluble, quite volatile and do not persist in soils.
11. Dinitrophenols, e.g., dinoseb, dinocap. These compounds are used mainly as foliage- 
applied herbicides and fungicides. They have varying properties.
12. Amides, e.g., alachlor. These (mostly) soil-applied herbicides are moderately soluble 
and readily adsorbed in soils.
13. Dinitroanilines, e.g., trifluralin. These soil-applied herbicides have low solubility and 
are reasonably persistent in soils.
14. Diphenylethers, e.g., nitrofen. These soil-applied herbicides have low solubility, are 
strongly adsorbed by soils and exhibit moderate persistence.
15. Thiocarbamates, e.g., EPTC, diallate. These soil-applied herbicides are relatively 
volatile and are usually incorporated into the soil. They are relatively unstable and 
hence non-persistent and are not strongly adsorbed.
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16. Triazines, e.g., atrazine, cyanazine. These soil-applied herbicides have low vapour 
pressures and varying solubilities.
17. Uracils, e.g., bromacil. These soil-applied herbicides are relatively soluble and are 
not strongly adsorbed but are quite persistent.
18. Urea herbicides, e.g., fhiometron, linuron. These soil-applied herbicides exhibit low 
vapour pressure and variable solubility. They are adsorbed onto soil organic matter 
and to a lesser extent onto clay particles.
19. Inorganic and organo-metallic fungicides.
(a) Insoluble copper fungicides,, e.g., copper oxychloride.
(b) Organomercury and organotin fungicides, e.g., phenyl mercury acetate and triph- 
enyltin acetate.
(c) Elemental sulphur as a fumigant or dust.
20. Dithiocarbamates, e.g., thiram. These fungicides have varying solubilities and may 
be soil- or foliar-applied or used as a seed treatment.
21. Phthalimides, e.g., captan. These foliar-applied fungicides are generally insoluble in 
water.
22. Chlorine-substituted aromatic hydrocarbons, e.g., quintozene, dicloran. These fungi­
cides have a variety of uses and properties.
23. Systemic fungicides. These fungicides axe applied either to foliage, soil or seeds and 
are translocated throughout the plants.
(a) Antibiotics, e.g., streptomycin.
(b) Benzimidazoles, e.g., benomyl.
(c) Pyrimidines, e.g., ethirimol.
(d) Piperazines, e.g., triforine.
(e) Morpholines, e.g., tridemorph.
(f) Oxathiins, e.g., carboxin.
3.2 .3  Form ulations and M eth od s o f A pp lication  o f A gricu ltural 
P estic id es
Pesticides can be produced in a number of different forms and applied using a wide variety 
of methods (Matthews, 1982). The most commonly used formulations and application 
methods for agricultural pesticides are described below.
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D ry  F orm ulations
Dust formulations usually contain from 0.5 to 10 per cent of active ingredient, and are 
formed either by impregnating highly sorptive particles with pesticide solution or by mix­
ing and grinding together the pesticide and a solid diluent. Dusts formed using the lat­
ter method are subject to separation and winnowing, particularly when aerially sprayed. 
Dusts are used primarily for application of insecticides to foliage. They are subject to drift 
during application, and are readily washed from leaves by rain, but have the advantage 
that they do not require mixing with water, which is important in arid areas.
Granules are formed by impregnating carrier particles with pesticide or by aggregating a 
powder, and, like dusts, usually contain less than 15 per cent active ingredient. Granules 
are easily handled and can be formulated to provide slow release. They are used primarily 
for application of herbicides, insecticides, nematicides or other pesticides to the soil.
Spray F orm u lation s
Some pesticides dissolve readily in water, and can simply be diluted and sprayed. Most 
require special preparation or special solvents for use as a spray.
Wettable powders generally contain about 50 per cent or more active ingredient, combined 
with surface-active agents to facilitate wetting and fillers to aid processing and prevent 
aggregation during storage.
Emulsifiable concentrates consist of the active ingredient dissolved in a solvent or oil (if 
necessary) and an emulsifying agent that causes the concentrate to disperse into small 
globules, usually less than 10/im in diameter. Invert emulsions, which form a water-in-oil 
emulsion, are also occasionally used.
Encapsulated pesticides consist of very small spheres of synthetic or natural (e.g., gelatine) 
polymer containing pesticide. They have some advantages over other spray formulations, 
including the ability to control release rate, protect the pesticide from degradation (such 
as protecting pyrethrins from ultraviolet light), enhanced adhesion to foliage when applied 
with a sticking agent and improved specificity of insect control when used with a suitable 
attract ant.
Ultra-low-volume (ULV) formulations consist of the pesticides dissolved in suitable sol­
vents, and are sprayed without further dilution. The solvent used should be able to 
dissolve a high concentration of pesticide, should have low volatility, low viscosity and low 
phytotoxicity (toxicity to plants). Solvents used include vegetable oils mixed with vari­
ous aromatic hydrocarbons, glycols or light mineral oils; there is no single solvent that is 
widely applicable or meets all the criteria, so the solvent must be matched to the pesticide, 
the application method and the application target.
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M ethods o f A pplication
Dusts and granules are applied using a blower to disperse a stream of the material that 
is gravity-fed or force-fed from a hopper via a metering system. The equipment varies 
in complexity from a shaker or a cloth bag with a metal tube for hand application to 
tractor-mounted motorised blower systems.
Sprays are applied using a variety of methods. The spray unit may be hand carried, 
worn as a knapsack, attached to a tractor, mounted on a trailer, carried on a truck or 
other vehicle, or carried by a fixed-wing aircraft or helicopter. The liquid is converted to 
droplets by a nozzle, which may use hydraulic effects as in a conventional spray nozzle, an 
air blast, or centrifugal effects as used in the spinning disc controlled droplet application 
(CDA) methods. The droplets may then be further distributed by an airstream, or in 
the case of fogging machines may be vapourised and then condensed as aerosol droplets 
forming a dense fog, which is then dispersed by natural or artificial airflow. The size of 
the droplets formed is an important determinant of the behaviour of the spray in terms of 
drift, volatilisation rate, dispersion and effectiveness. Droplets are categorized according 
to size as aerosol, mist, fine spray, medium spray and coarse spray. The hydraulic nozzles 
result in a wide range of droplet sizes, whereas the spinning disc nozzles can provide fine 
control of droplet size, allowing optimal application.
Some pesticides, usually nematicides or herbicides in liquid form, are injected into the 
soil rather than sprayed onto the surface. This method is particularly useful for volatile 
pesticides where fumigation of the soil is desired. Injectors are either hand operated or 
mounted on cultivator tines for use with a tractor. Some pesticides, typically selective 
herbicides, may be applied with irrigation water, a process termed chemigation.
3.3 ADSORPTION AND DESORPTION
Soils are able to remove solutes from solution by the process of adsorption. This involves 
solute molecules becoming bound to the surface of soil particles, predominantly the col­
loidal soil components made up of clay minerals and organic matter. A number of chemical 
processes contribute to adsorption (Hance, 1988) and because of their complexity, and the 
chemical complexity of the soil itself, rigorous theoretical treatment of adsorption in nat­
ural soils is not possible. Instead, empirical relationships termed adsorption isotherms are 
used, which relate the amount of solute adsorbed per unit mass of soil and the concentra­
tion of the solute in the soil solution at equilibrium at constant temperature. The most 
commonly used relationship is the Freundlich isotherm:
S =  K DC1d/n (3.1)
where S  is the sorbed concentration (kgkg-1), Cd is the dissolved concentration (kg m-3 or 
m gl-1), and K d and n are constants that must be determined experimentally. The range 
of n is usually from 0.7 to 1.0, and it is common to assume n is 1, resulting in the linear 
Freundlich isotherm. Regression analyses of K d with varying soil components suggest
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that soil organic carbon content may be the single best predictor of pesticide sorption 
coefficients for non-ionic and polar pesticides (Rao and Jessup, 1983). A normalised 
sorption coefficient K qc is then defined as:
Koc
100 K d 
%OC (3-2)
where %OC is the percent organic carbon content of the soil. Note that this does not imply 
that inorganic soil constituents do not act as adsorbents. The organic carbon content can 
be estimated from organic matter content of the soil, %OM, using:
%OM «  1.7%OC (3.3)
Many other adsorption isotherm relationships have been developed. Addiscott and Wa- 
genet (1985) list a number and compare them. In general, however, the available data are 
not reliable enough to warrant complex relationships, and the Freundlich isotherm can 
generally be fitted as well as the data can justify. The major exception is with cationic 
substances, particularly paraquat and diquat (Hance, 1988), where a competitive Lang­
muir isotherm can be applied using cation exchange capacity (CEC) as a general capacity 
factor (Burns, 1983).
Desorption isotherms are more difficult to describe. Desorption is usually slower than 
adsorption and experimental results are often difficult to interpret because of the influence 
of other factors such as degradation of the pesticide. The adsorption-desorption process 
often exhibits hysteresis. Most models of pesticide transport treat desorption in the same 
way as adsorption, including using the same rate constant.
The adsorption isotherm applies at equilibrium, but there is comparatively little informa­
tion available on adsorption kinetics. Much of the experimental work on adsorption and 
adsorption coefficients is carried out using well mixed soil-water slurries, and adsorption 
tends to occur very rapidly under these conditions. Experiments with soil columns indi­
cate that adsorption may be much slower in natural soils than in well mixed slurries, but 
useful data are not yet available.
If an instantaneous linear Freundlich adsorption isotherm is assumed (as is commonly 
done in practical models), the advection-dispersion equation for infiltration (2.27) may be 
simplified as follows:
thus
leading to
5 =  K DCd (3.4)
0Cd + pS = 9Cd + pKDCd (3.5)
= c d(e + PK D) (3.6)
(3.7)
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where D* =  D / R , v* = q/9R and R =  1 + pK^/O. The parameter R is known as 
the retardation factor and its magnitude indicates the relative importance of sorption 
on transport. If K d is very small (little adsorption),- R is close to 1.0, indicating no 
retardation, while if K d is large, R also becomes very large. The average mass transport 
velocity of the pesticide is represented by u*, so the time required to travel a distance L is 
tr = L/v*. The time to travel the same distance by dispersion is td = L2/D*. The ratio 
of these times is the Peclet number:
t_d _  Lv^ _ 
tv ~ D* 
Lv 
~D (3.8)
where v = q/0. The Peclet number is dimensionless and can vary from P =  0, indicating 
maximum theoretical dispersion (complete mixing), to P =  oo, indicating zero dispersion 
(piston flow).
3.4 T R A N SFO R M A TIO N  A N D  DEG RADA TIO N  
R EA C TIO N S
For the purposes of this study, transformation reactions are defined as reactions that 
change the pesticide into another biologically active compound, whose subsequent trans­
port and reactions are modelled. Degradation reactions axe defined as reactions that 
change the pesticide into a form that is not of any interest and whose subsequent trans­
port and reactions are of no interest. In practice, the distinction between degradation and 
transformation is not always clear, but the distinction is worth making from the modelling 
perspective. Biochemical and chemical reactions will not be distinguished.
There are a variety of reactions that pesticides are subject to, including (Smith, 1988):
• Dealkylation - biological removal of a methyl or other alkyl group and replacement 
with hydrogen.
• Dealkoxylation - biological removal of a methoxy group and replacement with hy­
drogen.
• Decarboxylation - chemical or biological removal of a CO2 from a carboxyl group.
• Dehalogenation - biological removal of a halogen (usually chlorine) and replacement 
with hydrogen.
• Ether Cleavage - biological cleavage of a C-O-C bond.
• Hydrolysis - chemical or biological cleavage at a wide variety of susceptible sites by 
water. Hydrolysis by biological agents is also termed biolysis.
• Hydroxylation - biological introduction of a hydroxyl group into aromatic or aliphatic 
groups.
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• Methylation - biological addition of a methyl group to an alcohol or phenol to form 
a methyl ether.
• Oxidation - chemical and biological oxidation of a variety of susceptible groups.
• Beta-oxidation - biological oxidation involving the elimination of two carbon atoms 
in a chain.
• Reduction - biological reduction e.g., of nitro groups to amino groups.
• Ring fission - biological rupture of aromatic ring systems.
Whether each reaction is a degradation or transformation depends on the nature of the 
parent compound.
Like adsorption, transformation and degradation reactions of pesticides in soils do not 
have a very rigorous theoretical foundation for use in modelling. Empirical studies show 
that reactions tend to follow first-order kinetics (Nash, 1988):
C(t) = C0e - M (3.9)
where C(t) is concentration as a function of time, Co is initial concentration, ks is an 
empirically determined rate coefficient and t is time, usually with units of days. This 
equation does not include the effects of temperature or other environmental variables. 
These effects can be introduced through an integral-variable approach, such as:
C{t) = c 0e - {kalAT + ka2R) (3.10)
where AT and R are the cumulative temperature and rainfall beginning at time t = 0. The 
rate coefficients ksi and ks2 must be determined using multiple regression. Other variables 
such as soil temperature, soil water content, wind run, pan evaporation and number of rain 
incidences have also been used (Nash, 1988), with one or two variables normally explaining 
most of the observed variation in reaction rate. For chemical (as opposed to biological) 
reactions, the Arrhenius function is frequently used to model the effect of temperature on 
reaction rate constants:
k3 = Ae~Ea/RT (3.11)
where A is the frequency factor, Ea is the activation energy for the reaction, R is the 
gas constant and T  is the absolute temperature. An alternative form of temperature 
dependence that is particularly useful for microbial degradation is the Q-10 function, which 
represents the change in microbial activity and hence rate constant with temperature. The 
Q-10 function shows the increase in activity per 10 °C change in temperature, relative to 
the activity at a reference temperature, usually 20 °C:
k, = *s,„ /,Q <r- T"'>/10 (3.12)
where ks(ref j is the rate coefficient at the reference temperature Tref and Q is an empir­
ically determined constant for the chemical and microbial population under study. This 
equation should be used with care since microbial communities are often able to adapt
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their metabolic capacity to seasonal temperature changes (Burns et ah, 1982). Some obser­
vations indicate that separate rate constants are required for sorbed-phase and dissolved- 
phase pesticides, and although the formulation of a mathematical equation describing 
two-compartment reactions is not complex, there is generally insufficient data from which 
the individual rate constants can be determined.
The advection-dispersion equation can be further developed based on the assumption of 
first order kinetics for a simple degradation reaction:
Q = -k[6 +  pKD]Cd (3.13)
and hence
dCd
dt
d_
dz -  v*Cd
~ k C d (3.14)
This equation does not show other gains and losses of pesticide that are included in Q, such 
as plant uptake. Transformation reactions can be modelled in a similar way. For example, 
assuming there is one transformation product of interest and the rate constants are k\ 
for degradation of the parent compound, k \2  for transformation of the parent to daughter 
compound and k2 for degradation of the daughter compound, the following equations 
apply:
dCd i 
dt -  k\Cd\ -  kuCdi (3.15)
dCd2
dt
d_
dz ~  v 2.Cd2 k.2Cdi +  ku  (
9 -I- pKj)  i  
0 + pKp 2 (3.16)
Note that, due to the different adsorption coefficients for the two substances, K di and 
K d2 , there are two retardation (R) factors implicit in these equations and hence two 
apparent dispersion coefficients and two apparent velocities. This equation also assumes 
that the transformation reaction is irreversible and the accumulation of the daughter 
compound does not alter the rate of the reaction.
Reactions mediated by biological agents can show a dependence on previous history of 
application of the same, or a closely related, pesticide. After the initial application, 
reaction rate is slow but increases as the microbial population adapts to take advantage 
of the energy source (the pesticide). On subsequent applications, the adapted population 
is already present and the reaction rate is faster than on the initial application. Some 
experiments have demonstrated this effect under field conditions (Obrigawitch et ah, 1982), 
but most experimental evidence indicates that this is not an important mechanism and 
support the use of a first-order kinetic assumption with a rate constant not dependent on 
application history.
3.5 VOLATILIZATION
Most pesticides are subject to a degree of volatilization once applied to crops or soil. 
Volatilization occurs from pesticide residue on plant surfaces, on the soil surface, from 
within the soil pore spaces and from pesticide adsorbed onto soil particles. The principle
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Controlling parameter of volatilization rate is the saturation vapour pressure of the pes­
ticide, but this is greatly modified by such factors as adsorption (including the effects of 
different soil compositions on the degree of adsorption), temperature (which effects ad­
sorption, water solubility and vapour pressure), soil water content, and pesticide diffusion 
and advection through the soil. The method of application also has a significant effect 
on volatilization rate and the total amount of pesticide volatilized. Volatilization is an 
important process to consider in pesticide fate modelling because large proportions of 
the pesticide may be lost through volatilization; up to 90% may be lost in unfavourable 
conditions (Taylor and Glotfelty, 1988).
Volatilization at the soil surface or from plant surfaces results in loss of pesticide to the 
atmosphere. Volatilization within the soil does not necessarily result in loss from the soil 
and can be an important factor in re-distribution of volatile pesticides within the soil. 
This is modelled by a diffusion equation:
dCv _  n d2Cg
at ~ Dvs dz2 (3.17)
where Cv is the concentration in the vapour phase (vapour phase density) and Dvs is the 
vapour diffusion coefficient in the soil, which can be defined as:
Dvs = DvT(e) (3.18)
where Dv is the diffusion coefficient in free air, e is the soil porosity and T(e) is the Milligan 
and Quirk tortuosity factor:
1 0 /3
T(e) =  - j j -  (3.19)
where 9S is the saturated soil water content. Advection by air flow through the soil as a 
result of barometric pressure changes and changing water table levels can also be a factor 
in transport of pesticides in the vapour-phase. This is usually modelled by an increase in 
the diffusivity coefficient (Scotter et al., 1967).
Air flow over soil and plants is invariably turbulent, except in a very shallow layer about 
1mm thick. The two regions have vastly different diffusion coefficients, since diffusion in 
the laminar region is by molecular processes, which are quite slow, while diffusion (or more 
correctly, dispersion) in the turbulent region is controlled by mechanical mixing, which is 
very rapid. The rate-limiting step for volatilization of surface residues is thus found to be 
diffusion through the laminar layer, which is described by Fick’s law of diffusion:
J v  = (3.20)
where Jv is the volatilization flux and 6C is the change in concentration over distance 5Z. 
Some models (e.g., LEACHM) also include the diffusion through a thin layer of soil as 
part of the equation controlling volatilization to the atmosphere (Wagenet and Hutson, 
1989).
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3.6 PLANT UPTAKE
Water taken up by plant roots carries dissolved pesticides with it. This may be a major 
route for uptake of herbicides in plants, but in the pesticide fate modelling context our 
interest is in how much of the pesticide is removed from the soil by this method. This 
calculation requires the determination of water uptake rate and a root concentration factor, 
which is a partition ratio for the water-root interface. Water uptake rate is usually derived 
from the transpiration flux, and the distribution of roots within the soil is either determined 
experimentally or assumed to reduce exponentially down to a maximum rooting depth. 
The root concentration factor (RCF) is:
RCF concentration in roots 
concentration in soil solution (3.21)
which depends on the lipophilicity of the pesticide (except for polar compounds). The 
following relationship was developed by Hance (1968) for certain herbicides:
log(RCF -  0.82) =  0.77 log -  1.52 (3.22)
where K ^  is the octanol-water partition coefficient.
3.7 FOLIAR WASHOFF
Pesticide applied to foliage is subject to removal by rainfall and irrigation, degradation by 
sunlight and other factors and absorption into the plant. Washoff of pesticide from foliage 
can be a significant source of contamination of runoff water, as well as reducing the effec­
tiveness of the pesticide over time. The amount of pesticide lost through foliar washoff can 
vary markedly depending on the time between initial application and the washoff event, 
the pesticide formulation used, the crop characteristics and the degree of degradation be­
fore the onset of rainfall (Cohen and Steinmetz, 1986). Wauchope (1978), in a review of 
reported pesticide concentrations in agricultural runoff, found that the highest concen­
trations resulted from relatively soluble pesticides applied to foliage. Characterisation of 
foliar washoff has only been seriously attempted in the last five to ten years, and there is 
still comparatively little information available.
Experiments by Cohen and Steinmetz (1986), Willis et al. (1986, 1988) and McDowell et 
al. (1985) have established that:
1. The proportion of pesticide removed does not depend on the amount of pesticide 
present, for a single washoff event;
2. The amount of rainfall is much more important than the intensity of rainfall in 
determining the amount of pesticide washed off, although high intensities tend to 
result in significantly lower concentrations;
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3. The variation of pesticide concentration with time during a single washoff event is 
best described by a hyperbolic function, reflecting rapid initial loss followed by a 
slower secondary phase;
4. The variation in amount of pesticide removed with time between application and 
washoff depends on the chemistry of the pesticide, and may decrease exponentially, 
due to degradation or volatilization, or may remain fairly constant (as observed by 
McDowell et al. (1985) for toxaphene, an organochlorine insecticide, and fenvalerate, 
a synthetic pyrethroid).
CREAMS and GLEAMS include a simple foliar washoff model which assumes that if, in 
a given rainfall event, the rainfall amount exceeds a threshold value then the dislodgeable 
fraction of pesticide on foliage is washed off and added to the surface soil pesticide residue. 
The threshold value of rainfall corresponds to the interception capacity of the foliage and 
is in the range of 1 to 3 mm depth of rain. The dislodgeable fraction is assumed to be 
60% for all pesticides except organochlorine insecticides where a value of 10% is used.
A more sophisticated foliar washoff model is the FWOP (Foliar Washoff Of Pesticides) 
model (Smith and Carsel, 1984) that describes the rate of change of pesticide concentration 
on foliage surfaces:
= ~k f  FP(t) -  PWO( t ) +  APP(t)  (3-23)
where FP( t ) is the concentration of pesticide on foliage (mass per unit area) at time t, kj 
is the first order degradation rate constant on foliage, APP(t)  is the application rate at 
time t and PWO(t)  is the pesticide washoff rate:
PWO(t ) =  FP(t) WOC R(t) (3.24)
where WOC  is a washoff coefficient representing pesticide washoff per unit volume of 
rainfall and R(t ) is the rainfall rate. WOC  is set to a fixed value of 0.1, which ignores 
the effects of plant type, canopy structure and pesticide characteristics. Smith and Carsel 
(1984) tested the model by coupling it to a pesticide runoff model and comparing the 
results with the CREAMS model in terms of amount of pesticide washed off and amount 
of pesticide lost in runoff. The tests were conducted with data representing a range of 
pesticides. While the study cannot be considered a validation of the FWOP model, it 
did give it some credibility, as the results were consistent with observations. Other tests 
carried out to determine the predicted effect of the distribution of pesticide between foliage 
and soil showed that foliar processes are important factors in determining the losses of 
pesticides.
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Chapter 4
MODELS AND MODEL 
SELECTION
4.1 MATHEMATICAL MODELS—GENERAL NOTES
With chemical hazard assessment, we axe not so much interested in predicting the chemical 
concentrations and runoff rates and volumes in a specific area for a given storm event, 
but rather the likely hazards that will result from use of a chemical in a wide range of 
climatic and geographic regions. We are also interested in determining if chemicals are 
“safe” when used under manufacturers recommended application procedures. An essential 
feature of a hydrologic model for use in hazard assessments is its ability to be applied 
to a range of environmental conditions. Many hydrologic models do not represent all 
the separate physical processes or the entire range of mechanisms for each process (e.g., 
surface flow by both Hortonian and saturation overland flow mechanisms). Some rely on an 
output versus input relationship (transfer function), the parameters often being obtained 
by fitting a model to observed data (usually obtained over many years) of a particular 
system by least-squares methods. Such models can be of great practical value in the study 
of individual catchments, such as for flood forecasting, but they have serious limitations 
in the context of contaminant transport modelling and hazard assessment. Firstly, they 
have to be calibrated to the specific catchment or field of interest; they cannot be readily 
transferred to another environment or a hypothetical environment because the parameters 
cannot be estimated or measured directly—they have to be derived from historical data. 
Secondly, they cannot predict the effect of changes to the environment, such as different 
vegetation cover or tillage practice.
The models that do represent physical processes are characterised by the use of parameters 
that can, at least in theory, be estimated or measured without reference to historical 
time series data. Instead of modelling the whole catchment as a unified system, process- 
based models break the system down into component physical processes and connect 
these process models together, in the same way as the physical processes are connected, to 
model the behaviour of the whole catchment. Each process has inputs and outputs that
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are connected to other processes or are inputs or outputs of the whole system, and each 
process also has a number of parameters. The result is a more complex model, probably 
with more parameters than a transfer-function model, but the model is not specific to a 
catchment and is usually general enough to apply to a range of catchments. Hence, this 
discussion focuses on physically-based, linked-process models.
A problem with process-based models is that often the suitability of a process repre­
sentation can depend more on the mathematical tractability of the model than on the 
importance of the process. It is important therefore to be wary of inadequate modelling of 
important complex processes. Some examples are macropore flow and erosion. A related 
issue is the separation of closely related processes. An example is the difficulty of distin­
guishing between rills and channels for the purposes of modelling erosion. Foster (1982) 
points out that most erosion models have sufficient degrees of freedom to allow lumping 
together of rill and channel erosion but that this lumping distorts the parameter values 
(or reduces the correspondence between model parameters and physical parameters). This 
increases the need for calibration and detracts from the transferability of the model. An­
other problem with process-based models, which has already been alluded to, is that the 
quantity of data required to determine the model parameters can limit the usefulness of 
the model in practical applications. The parameters may also be difficult or impossible 
to measure. An ideal model requires few parameters, all of which are easily measured, 
and allows accurate modelling of the component processes. Not surprisingly, these charac­
teristics work in opposition—process models that require few easily measured parameters 
do not tend to be the ones with the best predictive power. It is essential, therefore, to 
determine both the amount of effort to be spent measuring or gathering data to estimate 
parameters and the accuracy or predictive power required. An objective compromise can 
then be reached by selecting a group of models that most closely meets both objectives.
4.2 DEALING WITH SPATIAL VARIABILITY
The mathematical descriptions in the preceding chapters are all completely deterministic, 
in that they produce a single result for a given set of conditions. In field conditions, 
the parameters vary widely over small areas. Biggar and Nielsen (1976), for example, 
found that among 20 plots of 6.5 m x 6.5 m in a 150 ha field, the measured values of 
hydrodynamic dispersion and solute transport velocity varied by 2 to 3 orders of magnitude 
between plots. Loague and Gander (1990) measured steady-state infiltration rates at 247 
sites over a 0.1 km2 rangeland catchment and found the scale of spatial correlation to be less 
than 20 m, and found little correlation between measurements spaced 25 m apart. They 
also found that the variability in infiltration is not explained by variations in soil texture, 
and that the steady-state infiltration rate was probably not time-invariant. Deterministic 
models often ignore the variation of parameters in the horizontal plane.
Addiscott and Wagenet (1985) warn that “gross over- or under-estimates of solute and 
water movement may result from ignoring these variations” and observe that:
“...although the (mechanistic) numerical models have a solid theoretical base
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and have been the most widely used of all soil-water-solute models, their pre­
dictions can be misleading unless their inputs are well characterized in terms of 
variability. It is not yet established that they give more reliable or more accurate 
simulations of water and solute movement than the simpler, less-mechanistic 
functional models. . .”
Loague (1990), using the information reported in Loague and Gander (1990), concluded 
that:
“...the performance of physics-based (rainfall-runoff) models excited with 
average values based upon soil texture data gleaned from soil survey maps will 
be quite tenuous if the uncertainty in these data is not considered. ”
Deterministic models can be divided into two categories—lumped and distributed. Lumped 
models make no attempt to consider the spatial variation in soil properties, slope, vegeta­
tion cover and so on, and assume that the system under study (e.g., a catchment or field) 
can be adequately characterised by using a single value for each of the important prop­
erties. Lumped models are only capable of predicting gross hydrologic and water quality 
behaviour at the catchment outlet and are incapable of reliably simulating the behaviour 
elsewhere. Distributed models do attempt to consider some of the spatial variations, but 
these are usually the gross variations such as topography and the smaller scale variations 
in soil properties, for example, are still not represented. In recent years several “cellu­
lar” or grid-cell models have been developed that are capable of representing meso-scale 
spatial variations in catchment characteristics. However, with these types of models com­
plete parameter sets are required for every cell and the usefulness of the model quickly 
becomes limited by data availability. Interfacing these models with geographic informa­
tion systems (GISs) and with remote sensing technologies for parameter estimation (e.g., 
vegetation cover determined by LANDSAT imaging) has great potential for overcoming 
these data problems and limitations (Engel, 1989).
A useful alternative to the completely deterministic method is the combined stochastic/det­
erministic approach, where parameter values are generated based on underlying probability 
density functions and used by a deterministic model to generate distributions of output 
information (Addiscott and Wagenet, 1985). These distributions can then be interpreted 
in terms of probability of certain concentrations being exceeded. To use this method, 
joint probability distributions of the parameters must be developed, so that correlations 
between parameters are accounted for (see, for example, Carsel and Parrish, 1988). This 
method can also be applied using multiple runs of a deterministic model and manually 
varying the parameters, but this is tedious, error-prone and time-consuming. This is 
essentially how traditional sensitivity analysis of model parameters is carried out.
Completely statistical models can also be developed—these are based on statistical analysis 
(e.g., regression models) of observed data. To apply such methods, sufficient samples of 
the properties of interest at specific sites must be available, which is generally only true for 
research plots and not for the wide variety of sites needed for hazard assessments. These 
models tend to be site specific and are not generally transportable across environments.
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4.3 SELECTION CRITERIA
4.3 .1  M od el S op h istication
There is a wide range of sophistication seen in the available models in terms of their 
representation of processes and spatial variability. The simplest modelling approach is 
the compartment-based fugacity model, which represents each environmental medium as 
a homogeneous well-mixed medium. The empirical models are rather more sophisticated, 
since they represent some of the features of the environment that the fugacity model 
ignores, but these are not further considered for reasons already discussed. The physically- 
based models are even more sophisticated, since they represent, more or less, abstractions 
of the physical processes occurring in the real system. The most sophisticated models are 
those physically-based models that also explicitly represent some of the spatial variability 
of the system. In the last category are a few models that have been linked to GISs to 
provide the spatial information and analysis, as discussed above.
While very simple, fugacity models can be very useful as initial screening tools. They 
have minimal data requirements, are easy to understand and quick to implement and use. 
Because of the simplicity of the underlying theory, there are few choices available when 
implementing the theory as a computer program, so all the models tend to be the same 
in their underlying mathematics and will produce the same results for a given set of input 
data. That is not to say that they are all equally usable.
Physically-based models must be examined rather more carefully than the simple fugac­
ity models, since they represent many more component processes. For each component 
process, there are a number of approaches to modelling the process. Selection of physically- 
based models thus requires examination of the range of processes modelled and also the 
quality and detail of the process sub-models. Models that do not include all the important 
processes should be rejected, as should models that use a poor quality process model for 
any of these important processes. One point should be remembered: the more detailed the 
description of individual physical processes, the more difficult it is to include a wide range 
of processes that must be considered if the model is to be applied to a range of climatic 
and geographical environments.
4 .3 .2  M od el S election  C riteria
The following selection criteria have been developed through consultation with DASET’s 
Chemical Assessment Section, study of the hydrologic and chemical processes involved 
and by study of the capabilities of the available models. The criteria are divided into 
essential and desirable criteria. Models should meet all the essential criteria before they 
are considered suitable for the application. The desirable criteria are then used to choose 
between the suitable models. Some of the essential criteria are only applicable to the 
physically-based models and not to the simple fugacity model, as discussed in the previous 
section.
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E ssential C riteria for D etailed  Physical M odels
The models selected should meet the following conditions.
1. Physically based. The models selected should be physically based so that they can 
be applied to any site, and should use measurable parameters. In many cases some 
calibration will need to be performed to improve the reliability of the simulation 
results, but calibration must not be a fundamental requirement of model operation.
2. Important physical processes. The models must explicitly include all the physical 
processes that are important for the system they are modelling.
For leaching models, the most important processes are:
• infiltration,
• vertical water flow through soil profile,
• adsorption,
• volatilization, and
• transformation and degradation.
For surface runoff models, the most important processes are:
• runoff generation and routing,
• sediment detachment, transport and deposition,
• adsorption,
• volatilization, and
• transformation and degradation.
E ssential C riteria for A ll M odels
1. Readily available data. The models should be able to be applied using readily avail­
able data such as:
• soils and topographic maps: for physically-based leaching models detailed soil 
water characteristics; and for surface runoff models detailed surface cover, soil 
erosion characteristics (erosivity), etc.
• climatic data (temperature, precipitation, pan evaporation, wind and solar ra­
diation),
• laboratory chemical data,
• crop data, and
• land management practices.
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2. Pesticide types. The models should be able to effectively simulate the behaviour of all 
common pesticide types. This requires that the chemistry and adsorption-desorption 
models be sufficiently general to deal with both ionic and non-ionic molecules, with 
a wide range of solubilities, and with varying adsorption and reaction properties. 
In addition, different methods of pesticide application and incorporation should be 
able to be represented.
3. Available documentation. A model is of little use if it cannot be used properly because 
of lack of information. It may be misleading if the assumptions of the model are not 
known by the users. This becomes important in the interpretation of model results.
4. Computer requirements. The models should run on an IBM-PC compatible com­
puter.
D esirable C rite ria  for All M odels
The models should meet as many as possible of the following criteria, and the degree to 
which they meet these criteria will be used to judge the relative value of the models.
1. Output easy to understand. The model should present the output information in 
a format that is easy to understand and is relevant to the problem the model is 
addressing.
2. Confidence limits. The inclusion of confidence limits quantify the degree of uncer­
tainty in the output values. Very few currently available models satisfy this criterion.
3. Easily modified to include additional processes. The ability to include additional 
processes in a model greatly enhances its versatility and allows the model to develop 
with the users’ needs. This means that models need to be developed in a modular 
form that facilitates replacement of component processes by improved algorithms.
4. Visibility of separate functions of the model. The model should be able to show 
at least some of the intermediate steps and contributing processes that lead to the 
ultimate output values. This aids the users’ understanding of the model, allows 
better interpretation of model results and can lead to more confidence in the model’s 
results.
5. Easy to learn and use. Models that are difficult to learn and/or use are not likely 
to be used, thus defeating the objective of providing models.
6. Provide results quickly. Models that take too long to produce results are not likely 
to be used. The perception of how long is too long depends to some extent on 
what processes the model simulates and on the usefulness of the results. Related to 
this is the data requirements of the model and how easily parameter values can be 
determined from the available data. Some models have default parameter values to 
overcome this problem. While this can be useful for determining whether parameter 
values axe plausible, there is an inherent danger that users may depend too heavily
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on these values and not spend the time (and expense) in obtaining realistic and 
appropriate parameters.
7. Spatial interpretation. The ability to interface the water quality models with spa­
tial data bases and geographic information systems (GISs) is becoming increasingly 
important as State and Federal agencies move to implement these systems. They 
offer the opportunity to quickly and efficiently access data for determining spatially 
distributed model parameters and landscape attributes. Furthermore, GISs allow 
spatially distributed model outputs to be readily integrated in map form, which 
greatly facilitates interpretation and the identification of potential “hot spots” in 
the landscape where problem areas are likely to occur if certain organic pollutants 
are used in certain ways. This criterion will become more important in the next few 
years, and much of the research and development effort in chemical fate modelling 
is being concentrated in this direction.
8. Validated under Australian conditions. Since most of the models have been developed 
for United States applications, and some for European applications, the models need 
to be validated in Australian studies to give full confidence in the results. This 
criterion is difficult to meet because there has been little experience with these 
models in Australia under natural conditions. Some models have been applied to 
laboratory studies.
4.4 AVAILABLE MODELS
4.4.1 C lasses o f M odels
The available models considered in this study fall into three classes: (1) simple compart­
ment models such as the fugacity models; (2) leaching models; and (3) surface runoff 
models. There are a wide variety of ground water models available to study chemical 
transport in one, two or three dimensions under various physical conditions. The use of 
ground water models was not considered to be necessary for this application, because of 
the difficulty (or impossibility) of obtaining realistic and representative descriptions of 
ground water systems. Ground water models are being extensively used for toxic waste 
studies, but these are usually site specific and do not involve hazard assessment in the 
sense used in this study.
4 .4 .2  M od els  C onsidered for Study
Table 4.1 lists the models considered according to their class. Summary descriptions of 
these models are presented, below, in the following sections. Citations describing each 
model in more detail as well as citations providing examples of applications of the model 
are also given in Table 4.1.
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Table 4.1: Available models by class
Compartment Models
Mackay fugacity model 
QWASI
Mackay and Paterson (1981), Mackay and Paterson (1982) 
Mackay et al. (1983a and b)
Leaching Models
CALF
EXSOL
LEACHM
PESTAN
PRZM
Haigh and Ferris (1991), Nicholls et al. (1982)
OECD (1989), Matthies et al. (1987) (in German)
Wagenet et al. (1989)
Donigian and Rao (1986), Enfield et al. (1982)
Carsel et al. (1984), Carsel et al. (1985), Donigian and Carsel 
(1987), Carsel and Parrish (1988), Hegg et al. (1988), Melancon 
et al. (1986), Milne-Home et al. (1991)
SESOIL Bonäzountas and Wagner (1984), Donigian and Rao (1986), 
Melancon et al. (1986), Wagner et al. (1983)
Surface Runoff Models
AGNPS Young et al. (1987), Young et al. (1989), Panuska et al. (1990), 
Vieux (1991), Prato et al. (1989)
ANSWERS Beasley et al. (1980), Storm et al. (1988), Beasley et al. (1982), 
Dillaha (1981), Huggins et al. (1977)
CREAMS Knisel (1980), Rudra et al. (1985), Heatwole et al. (1988), 
Bengston and Carter (1983), Knisel and Svetlosanov (1982), 
Shirmohammadi et al. (1988), DelVecchio and Knisel (1982)
GLEAMS Davis et al. (1990), Hubbard et al. (1989), Leonard et al. 
(1987), Leonard et al. (1988), Shirmohammadi et al. (1987)
HSPF Johanson et al. (1984), Lorber and Mulkey (1982), Mulkey et 
al. (1986), Donigian et al. (1986)
PLIERS
SWAM
Kenimer et al. (1989) 
DeCoursey (1982)
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4.4 .3  M o d e ls  R e je c te d  as U n su ita b le
The following models were considered for use and rejected as unsuitable for the reasons 
given.
1. ANSWERS (Areal Nonpoint Source Watershed Environment Response Simulation) 
is a well-known catchment hydrology and sediment transport model (Beasley et ah, 
1980). A phosphorous component has been recently added to the model. While 
there is a research version of ANSWERS that can simulate pesticide fate, the public 
version cannot (Ghadiri and Rose, 1988). This model was therefore rejected.
2. HSPF (Hydrologic Simulation Program—Fortran) is a comprehensive catchment hy­
drology simulation program (Johanson et ah, 1984). It includes the Agricultural 
Runoff Management model (ARM) (Donigian and Davis, 1978) and the Non-Point 
Source pollution loading model (NPS) (Donigian and Crawford, 1976a; Donigian and 
Crawford, 1977; Donigian and Crawford, 1976b) as sediment, nutrient and pesticide 
generation and transport models. The main problem with HSPF is its large data 
requirements, including many empirical parameters that can only be determined 
by fitting to historical records. Its hydrology is based on the Stanford Watershed 
Model (Crawford and Linsley, 1966), which contains many empirical process descrip­
tions and has remained virtually unchanged since the mid-1960’s. It does not meet 
essential criteria 1 and 3, and was therefore rejected.
3. SWAM (Small WAtershed Model) is a comprehensive model of catchment hydrology 
and sediment and chemical loadings, which uses CREAMS to model land segments 
and routes the runoff through a channel network (DeCoursey, 1982). Like HSPF, its 
data requirements are too extensive for this application and so was rejected.
4. QWASI (Quantitative Water Air Sediment Interaction) is a fugacity model of lake 
processes (Mackay et al., 1983b). As such, it was considered too limited for this 
application since it duplicates the functions of the more general fugacity models and 
river/lake hydrologic models such as WASP4.
5. PESTAN (PESTicide ANalytical model) is a simple analytical model of pesticide 
transport in the unsaturated zone. It models dispersion, linear adsorption and first- 
order decay but its main assumption, that the water flow is steady flow through 
a homogeneous soil profile with constant hydraulic, sorption and decay parameters 
(Donigian and Rao, 1986), is so restrictive that it was not considered useful given 
the ready availability of more sophisticated leaching models.
6. PLIERS (Pesticide Loss In Erosion and Runoff Simulator) is a recently developed 
model, based on the hydrologic model FESHM (Ross et al., 1979; Heatwole et al., 
1982), that models pesticide loss from agricultural fields (Kenimer et ah, 1989). 
FESHM is a spatially distributed hydrologic model that has recently been interfaced 
with GISs; it requires extensive data to describe a catchment. As a new model, 
PLIERS has not yet been sufficiently tested to warrant inclusion in this study.
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4.4.4 Suitable M odels th a t M eet the  Essential C riteria
The following short model descriptions have been developed on the basis of information 
presently available. This information is most reliable where the model and associated 
documentation have been provided, and least reliable where there is no documentation 
other than that published in reviews such as OECD (1989) and Ghadiri and Rose (1988).
The following models were obtained with full documentation:
• LEACHM
• AGNPS
• ANSWERS
• CREAMS
• GLEAMS
• SESOIL
The following models were obtained without documentation:
• Mackay fugacity models, levels 1, 2 and 3
• PRZM
The following models were requested but not supplied:
• CALF
• EXSOL
• PESTAN
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4.4.5 FUGACITY MODEL
MODEL:
DEVELOPERS:
DISTRIBUTORS:
DESCRIPTION:
APPLICATION:
PROCESSES:
DATA NEEDS: 
OUTPUT DATA:
COMPUTER:
Generic—there are many computer implementations of the 
method.
Method described by D. Mackay and S. Paterson, Department 
of Chemical Engineering and Applied Chemistry, University of 
Toronto, Toronto, Ontario M5S1A4 Canada
The model is available from Mackay and Paterson and from a 
number of other sources.
A simple conceptual method for calculating partitioning of sub­
stances into various media (air, water, biota etc). Four levels of 
complexity: I equilibrium steady state, no flow. II equilibrium 
steady state with reactions and flow. Ill non-equilibrium steady 
state. IV non-equilibrium non-steady state.
Intended for initial screening-level study of ultimate distribution of 
a chemical in the environment. Assumes chemicals are uniformly 
distributed through each phase. Uses a “unit world” to represent 
the environment.
• Transfers between phases—instantaneous (I and II) or through 
diffusion resistances (III and IV).
• Degradation (not I).
• Removal from unit world by air and water flow and leaching 
(not I).
About 10 to 30 physical parameter types, depending on level of 
complexity:
• chemical partitioning coefficients (e.g., Henry’s constant,
Koc) .
• volumes of media in unit world.
• emission and advection rates and reaction rate constants (levels 
II - IV), interphase diffusion resistances (levels III and IV).
Level I—III (steady-state), level IV (time varying):
• fugacity capacity of each phase.
• quantity and concentration of pesticide in each phase.
• reaction rate and percentage of total reaction in each phase 
(not I).
• advective inflow and outflow (not I).
• residence and persistence times from reaction and advection 
(not I).
Usually IBM PC or compatible.
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4.4.6 EXSOL
MODEL:
DEVELOPERS:
DISTRIBUTORS:
DESCRIPTION:
APPLICATION:
PROCESSES:
DATA NEEDS:
OUTPUT DATA:
COMPUTER:
EXSOL—Exposure of Soil
Dr. M. Matthies, Gesellschaft für Strahlen- und Umweltforschung, 
mbH München, Projektgruppe Umweltgefährdungspotentiale von 
Chemikalien (PUC), Ingolstädter Landstrasse 1, D-8042 München- 
Neuherberg, Germany
As above.
A process-based model of water and organic solute movement, 
transformations, plant uptake and chemical reactions in the un­
saturated zone. Vertical one-dimensional model. Does not require 
calibrated parameters. Simulates one chemical only.
Intended for field-scale study of chemical fate in unsaturated soil 
systems.
• Vertical water movement through layered soil - simple approach 
(steady state).
• Advection and dispersion of solutes.
• Adsorption and ionisation.
• Degradation of chemicals—first order kinetic (no transforma­
tion).
• Volatilisation and vapour diffusion.
• Uptake by roots.
About 25 physical parameter types:
• rainfall, runoff and evapotranspiration.
• soil hydraulic properties and diffusion/dispersion coefficients.
• soil layer structure.
• chemical properties and rates of application.
About 3 control parameters:
• times of chemical application.
• number of segments for modelling soil profile.
• time over which simulation takes place.
After specified time interval:
• mass distribution of chemical.
• distribution of chemical in soil profile.
• chemical losses by leaching, volatilisation and degradation.
IBM PC or compatible. FORTRAN language.
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4.4.7 LEACHM
MODEL:
DEVELOPERS:
DISTRIBUTORS:
DESCRIPTION:
APPLICATION:
PROCESSES:
DATA NEEDS:
LEACHM—Leaching Estimation And CHemistry Model. Version 
2, June 1989.
R.J. Wagenet and J.L. Hutson, Center for Environmental Re­
search, 468 Hollister Hall, Cornell University, Ithaca New York 
14853, U.S.A.
As Above.
A process-based model of water and solute movement (organic and 
inorganic), transformations, plant uptake and chemical reactions 
in the unsaturated zone. Vertical one-dimensional model. Has 
four versions: LEACHW, LEACHN, LEACHP and LEACHC for 
water only, nitrogen, pesticides and inorganic ions. LEACHP is 
described here. Multiple chemical species may be modelled simul­
taneously. Does not require calibrated parameters.
Intended for field-scale study of chemical fate in unsaturated soil.
• Infiltration and runoff.
• Vertical water movement through layered soil—Richards equa­
tion.
• Advection and dispersion of solutes—advection-dispersion 
equation with correction for numerical dispersion.
• Adsorption.
• Transformation and degradation of chemicals—first order ki­
netic.
• Volatilization and vapour diffusion and dispersion.
• Evapotranspiration, uptake by roots and plant growth (roots 
and canopy).
• Heat transfer through soil.
36 physical parameter types:
• meteorological parameters—rainfall (or irrigation) by event and 
weekly evaporation.
• soil hydraulic properties, constituents and diffusion/dispersion 
coefficients.
• soil layer structure.
• chemical properties and rates of application.
• crop parameters and root distribution.
• initial water and chemical distribution.
35 parameter types controlling program operation:
• output control
• boundary conditions and scaling coefficients
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OUTPUT DATA:
COMPUTER:
• maximum time interval, no. of chemical species etc.
On specified days:
• water content and cumulative flux through soil.
• mass distribution of water and chemicals.
• distribution of chemicals in soil profile.
• loss of pesticide through volatilisation, leaching, degradation 
and plant uptake.
• plant growth, transpiration and pesticide uptake.
IBM PC or compatible. FORTRAN language.
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4.4.8 PRZM
MODEL:
DEVELOPERS:
DISTRIBUTORS:
DESCRIPTION:
APPLICATION:
PROCESSES:
DATA NEEDS:
OUTPUT DATA:
PRZM—Pesticide Root Zone Model. Version 1.0, December 1985.
R.F. Carsel, Athens Environmental Research Laboratory, College 
Station Road, Athens, Georgia 30613, U.S.A.
Centre for Exposure Assessment Modelling, U.S. EPA, Athens En­
vironmental Research Laboratory, College Station Road, Athens, 
Georgia 30613-7799
A process-based model of runoff, erosion, infiltration, chemical 
leaching and degradation. Vertical one-dimensional model. Does 
not require calibrated parameters.
Intended for assessment of leaching of pesticides and other chem­
icals in unsaturated soil systems and of risk of ground water con­
tamination.
• Infiltration, runoff and erosion—SCS curve number and USLE 
(assuming average land surface characteristics).
• Vertical water movement through layered soil—simplified water 
percolation method.
• Solute advection and dispersion—advection-dispersion equa­
tion.
• Adsorption.
• Degradation of pesticides (no transformations)—first order ki­
netic.
• Volatilisation.
• Plant uptake and foliar washoff.
About 40 physical parameter types:
• meteorological parameters—daily rainfall and pan evaporation.
• soil properties (e.g., field capacity, wilting point).
• soil layer structure.
• USLE erosion parameters.
• pesticide properties and application rates.
• crop parameters.
About 20 control parameters:
• simulation time.
• frequency of outputs.
• control of a variety of model options.
On a daily, monthly and annual basis:
• infiltration, runoff, sediment loss and water fluxes.
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COMPUTER:
• mass distribution of water and chemicals.
• distribution of pesticide in soil profile.
• pesticide losses by leaching, degradation, plant uptake, runoff 
and erosion.
IBM PC or compatible. FORTRAN language.
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4.4.9 SESOIL
MODEL:
DEVELOPERS:
DISTRIBUTORS:
DESCRIPTION:
APPLICATION:
PROCESSES:
DATA NEEDS:
OUTPUT DATA: 
COMPUTER:
SESOIL—SEasonal SOIL model.
M. Bonazountas and J. Wagner, Arthur D. Little Inc., Cambridge, 
Massachusetts.
Dr R. Kinerson, Exposure Evaluation Division, Office of Toxic 
Substances (TS-798), U.S. EPA, 401 M Street SW, Washington, 
D.C. 20460, U.S.A.
A physically-based model of transport, degradation and transfor­
mation of contaminants through the unsaturated zone. Includes a 
wide variety of process models. Vertical one dimensional model.
Intended for assessment of leaching of contaminants through un­
saturated soil and releases to ground water, surface water and the 
atmosphere.
e R.unofF, infiltration and erosion—uses long-term averages de­
rived from statistical meteorological and soil parameters.
• Solute advection and dispersion.
• Adsorption by various mechanisms.
• Degradation and transformation by various mechanisms—first 
order kinetic.
• Volatilisation and vapour diffusion.
• Evapotranspiration.
About 40 physical parameter types:
• meteorological parameters.
• soil properties for each layer.
• soil layer structure.
• erosion parameters.
• chemical properties (basic data and more complex data) and 
rates of application.
About 10 control parameters:
• various identification information.
• number of sublayers within each layer.
On a monthly and annual basis:
• mass distribution of chemicals.
• distribution of chemicals through soil profile.
• chemical losses by leaching and degradation (and runoff and 
erosion?).
IBM PC or compatible. FORTRAN language.
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4.4.10 AGNPS
MODEL:
DEVELOPERS:
DISTRIBUTORS:
DESCRIPTION:
APPLICATION:
PROCESSES:
DATA NEEDS:
OUTPUT DATA:
AGNPS—Agricultural NonPoint Source pollution model. Version 
3.51, January 1990.
R.A. Young, C.A. Onstad, D.D. Bosch, W.P. Anderson, USDA- 
ARS, NCSCRL, North Iowa Avenue, Morris, Minnesota 56267
As above.
A physically based distributed model of catchment hydrology, ero­
sion and nutrient (nitrogen, phosphorous and COD) transport us­
ing a cell-based representation of the catchment. Urban runoff, a 
ground water component (SWAST model) and a lake model have 
recently been added. A pesticide component is currently under 
development and should be available in late 1991 or early 1992. 
Simulation is on a single storm event basis, but a continuous sim­
ulation version (Annualized AGNPS) is due for release in 1991. 
The model has recently been interfaced with GISs.
Intended for analysis of runoff quality from agricultural watersheds 
and evaluation of alternative land management practices.
• Infiltration and runoff using SCS curve number.
• Erosion using USLE.
• Peak flow routing from cell to cell.
• Sediment and nutrient transport.
3 physical parameters for whole system:
• cell area.
• rainfall depth and energy-intensity values.
About 25 physical parameter types for each cell:
• SCS curve number.
• USLE parameters.
• channel description parameters.
• drainage direction.
• soil type.
• nutrient source parameters.
1 control parameter:
• number of cells.
For the single storm event:
• runoff volume and peak runoff rate.
• sediment yield by particle size class
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COMPUTER:
• nutrient concentration and total loading. AGNPS version 3.5 
has well-developed on-screen graphics and output visualization.
IBM PC or compatible. FORTRAN language.
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4.4.11 CREAMS
MODEL:
DEVELOPERS:
DISTRIBUTORS:
DESCRIPTION:
APPLICATION:
PROCESSES:
DATA NEEDS:
OUTPUT DATA:
CREAMS—Chemicals, Runoff and Erosion from Agricultural 
Management Systems. Version 1, May 1980.
W.G. Knisel with A.D. Nicks, G.R. Foster, M.H. Frere and R.A. 
Leonard, USDA-SEA-AR, 442 East Seventh St, Tucson, Arizona, 
85705, U.S.A.
As above.
A physically-based model of runoff, erosion and chemical transfor­
mations. Up to 10 chemicals simulated simultaneously. Does not 
require calibrated parameters. This is the most widely used v/ater 
quality model and there is an extensive body of experience in the 
use of this models.
Intended for field-scale study of the effect of management decisions 
on hydrologic properties, sediment yield and chemical fate.
• Infiltration and runoff by SCS curve number method and 
Green-Ampt infiltration equation.
• Evapotranspiration.
• Erosion—overland and channel using Foster’s detachment- 
deposition equations.
• Pesticide loss in runoff, sediment and infiltration.
• Pesticide degradation—first order kinetic.
• Foliar washoff.
About 80 physical parameter types:
• field topography and geometry.
• soil properties.
• channel and impoundment parameters.
• crop properties.
• climatic parameters.
• pesticide properties.
• pesticide application parameters.
About 30 control parameters:
• output control and timing control.
• multiple run control (which data to be re-used).
On a storm-event, monthly and annual basis:
• precipitation, snowmelt, runoff, evapotranspiration and perco­
lation.
• sediment yield.
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COM PUTER:
• quantity of pesticide loss in runoff and sediment. 
IBM PC or compatible. FORTRAN language.
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4.4.12 GLEAMS
MODEL:
DEVELOPERS:
DISTRIBUTORS
DESCRIPTION:
APPLICATION:
PROCESSES:
DATA NEEDS:
OUTPUT DATA:
GLEAMS—Ground water Loading Effects from Agricultural Man­
agement Systems. Version 1.8.55, July 1990.
F.M. Davis, R.A. Leonard and W.G. Knisel, CPES-AED, PO Box 
748, Tifton, Georgia 31793, U.S.A.
As above.
A process-based model of runoff, erosion, infiltration and chemi­
cal transformations developed as an outgrowth from the CREAMS 
model. Up to 10 chemicals may be modelled simultaneously, in­
cluding transformation products. Does not require calibrated pa­
rameters.
Intended for field-scale study of the effects of management deci­
sions on hydrologic properties, sediment yield and chemical fate.
• Interception, evaporation and transpiration.
• Infiltration and runoff by SCS curve number technique and 
Green-Ampt infiltration equation.
• Erosion—overland and channel, using Foster’s detachment- 
transport equations.
• Snowmelt.
• Pesticide loss in runoff, sediment and infiltration.
• Pesticide transformation and degradation—first order kinetic.
• Leaching of pesticide through layered soil (appears to use same 
water flow model as PRZM).
About 80 physical parameter types:
• field topography and geometry e.g., drainage area, flow profiles.
• soil properties (e.g., hydraulic conductivity, erodibility), struc­
ture and composition.
• channel and impoundment parameters.
• crop properties, e.g., leaf area index vs time.
• climatic parameters, e.g., mean monthly minimum and maxi­
mum temperature.
• pesticide properties.
• pesticide application parameters.
About 30 control parameters:
• output control and timing control.
• multiple run control (which data to be re-used).
• pesticide identification information.
On a daily, monthly and annual basis:
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COM PUTER:
• Precipitation, runoff, snowmelt, evapotranspiration and perco­
lation.
• Soil water content by layer.
• Sediment yield.
• Quantity of pesticide loss in runoff, sediment and infiltration.
• Distribution of pesticides through soil profile.
IBM PC or compatible. FORTRAN language.
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4.5 SELECTION OF MODELS
Because of the limited time and resources available to complete this study, only one model 
from each class was selected for further detailed evaluation. Because information for some 
of the models is incomplete, the selection of models is biased towards the models with full 
documentation.
4 .5 .1  C o m p a r tm e n t M o d els
The general Mackay fugacity model is the only candidate in this class, and is therefore 
automatically included for further evaluation. There are several versions of this model, 
but they all display the same features.
4 .5 .2  L each in g  M o d els
• EXSOL appears to use steady-state water flow based on average rates of rainfall, 
runoff and evapotranspiration, which is a very simplistic approach. It seems to have 
little to recommend it over the other models.
• LEACHM appears to be the most comprehensive of the leaching models, as it in­
cludes detailed modelling of unsaturated water flow, vapour phase dispersion and 
heat transfer. The latter is important if variations of degradation rates with temper­
ature are to be considered. LEACHM also provides good visibility of the separate 
components of the model and appears to be easily modifiable. The model is well 
documented and continues to be supported and upgraded by the developers.
• PRZM is a widely-used leaching simulation program, and is currently in use by 
the U.S. EPA. It includes an interactive processing module for easy use. It uses a 
simplified hydrology, assuming water drains from one layer to the next when water 
content exceeds the field capacity; upwards movement of water is not possible (other 
than extraction by roots and evaporation from the surface layer). PRZM does not 
model vapour phase dispersion in the soil. It appears to be reasonably easy to 
modify, and easy to understand and use.
• SESOIL is a long-term leaching model, usually used to simulate annual losses of 
chemical to ground water, surface water and the atmosphere. Its hydrologic com­
ponent uses a statistical description of meteorology and soil properties to arrive 
at a seasonal mean water flux. It has a wide variety of chemical and adsorption 
sub-processes, instead of the more usual lumped first-order approximations.
Selection: The LEACHM model is selected as the most suitable candidate in the leaching 
model class, and PRZM is selected as the next most suitable.
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4 .5 .3  Surface R unoff M odels
• AGNPS, as a distributed model, requires a large amount of input data, which 
presently requires the use of topographic maps and on-site surveys. Integration 
of a GIS with AGNPS would provide most of the parameters automatically and 
would result in a very effective and versatile modelling capability. There have been 
some attempts to do this in the last two years.
• CREAMS is probably the most widely used hydrology, erosion and chemical fate 
model for application to agricultural management systems. There is a considerable 
body of experience in applying the model. It is well documented and reasonably 
easy to use and modify. It provides excellent visibility of component processes, as 
the intermediate results are stored in files accessible to the user. CREAMS has not 
been updated since its initial development.
• GLEAMS, being a development from CREAMS, contains most of the functions of 
CREAMS and benefits from the experience developed using CREAMS. In addition 
to all the CREAMS functions, GLEAMS models vertical water movement below the 
soil surface and leaching of pesticides through the soil profile.
Selection: The GLEAMS model is selected as the most suitable candidate in the surface 
runoff model class. AGNPS could also be considered as a future option once a pesticide 
component is completed.
4.6 DETAILED D E SC R IPT IO N  OF SELECTED  
M ODELS
All models were installed and tested on a 20 MHz 80386-based IBM PC compatible com­
puter. LEACHM and GLEAMS were also installed on Sun SparcStation 2 Unix worksta­
tions to facilitate the sensitivity analysis on those models.
4.6 .1  M ackay Fugacity M odel 
Operation
The implementation of the Mackay fugacity model used for testing was obtained from 
Mackay and Paterson. There are two separate programs, one for levels 1 and 2 and the 
second for level 3. The level 4 (non-steady state) program was not included. The model 
is distributed on a single 5” 360K disk as a set of BASIC programs. A BASIC interpreter 
is required to run the program.
The program expects inputs from the user for each run. While running the program, 
the user enters data and selects which level of the program to run. The results are then
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displayed on the screen and may be printed on a printer if required. As delivered, there 
is no means of developing standard machine-readable data sets or storing results in a file, 
although modifications to the program to allow this are straightforward and relatively 
simple to implement, and were in fact undertaken to facilitate testing of the model. The 
model as supplied assumes compartment volumes and other parameters appropriate to 
Southern Ontario, so the model has to be modified to accept values for these parameters 
during run time. The model also incorporates a number of features not mentioned in any 
of the early papers or descriptions of the model, such as the inclusion of losses from the 
unit world by leaching, sediment burial and escape from the top of the air mass (in levels 
2 and 3) and mass flows such as runoff and soil loss into the water bodies (in level 3).
P r o c esse s
The Mackay model uses a unit world to represent the real world, in the form of a one cubic 
km volume divided into air, water, soil, sediment and biota compartments in proportion to 
their relative volume on the surface of the real world. Each compartment is assumed to be 
completely mixed and wdth constant properties, such as temperature and wind speed. The 
model can only deal with one chemical at a time, and does not consider transformation 
products.
The only processes modelled are transfers between the compartments, degradation of the 
chemical and advection by water and air flow. The model operates at four levels of 
complexity:
1. Equilibrium partitioning of a fixed amount of chemical present in the system. There 
is no diffusion resistance, degradation or advection.
2. Equilibrium distribution of a fixed rate of chemical loading into the system as a 
whole, with degradation and advection (including leaching) included. There is no 
diffusion resistance.
3. Non-equilibrium steady state distribution of a fixed rate of chemical loading into 
a specific compartment, with diffusion resistances, degradation and advection in­
cluded. This level also includes non-diffusive transfers between compartments such 
as washout in rain, water runoff, soil erosion and deposition of atmospheric particles.
4. Non-equilibrium non-steady state distribution of a varying rate of chemical loading 
into a specific compartment, with transfer resistances, degradation and advection 
included as for level 3. The loading may be intermittent or continuous.
P a ra m eters
Compartments. Surface area and fraction of surface area covered by water; depth or height 
of air, soil, water and sediment compartments; volume fractions of solids in air and water, 
air and water in soil, water in sediment, and biota in water; density of air and solids; organic
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content of solids in water, soil and sediment; advective flow rates through the air and water 
compartments; background (inflow) concentration of the chemical; temperature; annual 
water drainage rate; annual runoff and soil loss rates; interphase diffusion resistances.
Chemical Molecular weight, vapour pressure, water solubility, K ow , reaction rates in 
each compartment.
Emissions. Either total amount (level 1) or emission rate (levels 2 to 4) and compartment 
into which emission takes place (levels 3 and 4).
Data sets and results for the three study sites are included in Appendix A.
D ocum entation
The model did not include any documentation, although it was not difficult to use provided 
the method is understood. The original articles describing the method (Mackay and 
Paterson, 1981 and 1982) describe the model theory very clearly, although some of the 
processes axe not included in those papers.
Strengths and W eaknesses
The main strength of the model is its simplicity and relatively small data requirements. 
Most of the parameters are easily obtainable, the main exceptions being some of the 
interphase diffusion resistances, but suggested values for these are given in Mackay and 
Paterson (1982). The simulation is also performed very quickly once all the data have 
been entered. The program is not difficult to modify.
The model is not suitable for application to substances that ionize. The need to enter 
all parameters for each compartment every time the program is run is annoying, and 
parameter files should be used.
The compartment volumes used have a strong influence on the distribution of the chemical, 
but selection of those volumes is somewhat arbitrary. Different assumptions are used in 
the different levels of the model, so it may be inappropriate to use the same compartment 
values for each level. For example, level 1 assumes a fixed amount of chemical distributed 
throughout the unit world, and the tropopause (about 10 km height) can be considered 
to be the upper limit to atmospheric diffusion. However for level 2 and above there is a 
continual flow of chemical through the system with losses due to air advection, so a more 
realistic atmospheric height for those levels is the turbulent atmospheric boundary layer 
which is about 1 km thick. The choice of the depth of the soil compartment is subject to 
similar difficulties.
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4 .6 .2  L E A C H M
O peration
LEACHM version 2 comprises four separate programs: LEACHW, LEACHN, LEACHP 
and LEACHC for water only, nitrogen, pesticides and inorganic ions. LEACHP is de­
scribed here. LEACHM is distributed on two 5” 360K disks, containing FORTRAN source 
code, sample input files and corresponding sample output files so correct operation can 
be verified. The program has to be compiled using a FORTRAN compiler before use— 
Microsoft FORTRAN-77 version 3.2 or greater is recommended, but Lahey FORTRAN-77 
version 3.00 was used without requiring any changes to be made. The programs were also 
compiled on a Unix workstation using a FORTRAN-77 compiler without any difficulties.
LEACHM uses formatted input files that can be modified with any text editor, and includes 
headings and comments in the files to indicate the function of the data. The data file 
contains all data required to run the program. When running the program, the only 
command-line parameter required is the name of the input file, and the output files are 
given the same name with different extensions. Once started, the program does not require 
any user control. It reports the start of processing of each day so its progress can be 
gauged. Total simulation period can be as little as one day and has no upper limit. The 
processing time for the standard data file is about 1 minute 45 seconds for 10 days of 
simulation on the PC. Execution time on the workstation is about one tenth of this. The 
results of the simulation are recorded in two output files. One contains the water and 
chemical mass balances, distribution of water and chemicals through the soil profile and 
crop transpiration and chemical uptake, printed at specified intervals. The other contains 
a daily summary of a large number of variables at 3 points in the soil profile.
P rocesses
The soil profile is divided into discrete layers of uniform thickness; the maximum number 
of layers allowed is not specified in the documentation, but is set to 30 in the program.
Crop cover and root density may be constant or time varying. For a growing crop, crop 
cover as a function of time is calculated using a sigmoidal curve over the period from 
emergence to crop maturity, and root density as a function of time and depth is calculated 
using equations based on corn growth—the root growth equations are not described in the 
documentation. The effects of water content, nutrient concentration and soil properties 
on plant growth are not considered in the model.
Potential evapotranspiration (PET), determined from weekly pan evaporation using a pan 
coefficient, is allocated first to potential transpiration based on fractional crop cover, and 
the remainder is allocated to potential soil evaporation. The daily PET is assumed to vary 
sinusoidally during daylight hours. Actual soil evaporation is calculated from potential 
evaporation and surface soil water content, and any deficit below the evaporation potential 
is transferred to transpiration potential up to a specified maximum. Absorption by roots
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in each layer is then calculated by determining an effective root water potential that, when 
combined with the soil water content in each layer, results in a total transpiration equal 
to potential transpiration, subject to constraints on the range of root water potential.
Soil water flow is computed using the Richards equation using matric potential (h) as 
the only dependent variable. Soil water potential and conductivity {h(0) and K(6)) are 
calculated using Campbell’s (1974) relationships (equations 2.22 and 2.23) (modified to 
operate correctly up to saturation) with parameters supplied by the user (for each layer 
or the whole profile), or calculated from the particle size distribution (soil texture). The 
upper boundary condition is determined by external conditions and may be one of ponded 
or non-ponded infiltration, evaporation or zero flux. The lower boundary condition is set 
by the user as a fixed water table, a free-draining profile, zero flux or a lysimeter tank.
Solute movement is calculated for up to 8 pesticides and metabolites using the advection- 
dispersion equation (2.27) with gas-phase diffusion included for volatile substances and 
either a linear adsorption isotherm or a more complex adsorption process for exchange­
able cations. Surface volatilization is computed using a two-film model. Degradation and 
transformation of pesticides are modelled as first-order processes. The rate constants are 
varied with temperature, using a Q-10 function (equation 3.12), and water content. Plant 
uptake may be included, and is simply the product of water uptake and chemical concen­
tration. Heat flow is calculated using a standard heat flow equation with the soil surface 
temperature assumed to vary sinusoidally with a mean value and amplitude specified by 
the user.
The differential equations describing the flow of water, solutes and heat are solved by finite 
difference methods using a Crank-Nicholson implicit differencing scheme, which provides 
unconditional stability and relatively good accuracy. Numerical dispersion is accounted 
for by reducing the supplied dispersivity coefficient by an amount dependent on the soil 
layer thickness. The time step is variable depending on the prevailing conditions at each 
iteration, so short time steps are used when rapid changes are occurring to preserve accu­
racy. The maximum length of the time step is set by the user, with a recommended value 
of 0.05 or 0.1 day (about 1 to 2 hours).
P a ra m eters
The complete list of physical parameters for the pesticide model is presented below. Not 
all parameters are required for every run.
Soil profile. Profile depth, soil layer thickness, bottom boundary condition, proportion 
of clay, silt and organic carbon for each layer, soil-water characteristics for each layer 
(for specifying K-O-h relationships) if these are not to be estimated from the soil texture, 
saturated hydraulic conductivity, thermal conductivity.
Crop data. Ratio of maximum actual to potential ET, root length, soil water content 
at wilting point, minimum and maximum root water potential, root flow resistance, root 
distribution, dates of planting, emergence, root maturity, plant maturity and harvest,
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planting density.
Diffusion and dispersion. Liquid phase diffusion constant, two dimensionless constants for 
determining diffusion in porous medium, dispersivity, gaseous diffusion coefficient.
Chemical properties. Solubility, vapour density, K o c , rate constants by chemical and soil 
layer.
Environment. Average surface temperature, amplitude of surface temperature variation, 
rain and irrigation application times, amounts and intensity, chemical concentrations in 
irrigation, chemical application times and rates, weekly pan evaporation, pan coefficient.
Initial conditions. Initial chemical distribution, initial soil water potential or soil water 
content.
Input and output files for the three study sites are included in Appendix A.
The sample data files contain soil parameters that could be used as generic data in the 
absence of more specific measured data, although there is no description given of the 
soil being modelled. Assessments could therefore be carried out using nothing more than 
chemical data and, where possible, evaporation and rainfall data. For more specific as­
sessments, soil data and crop data relevant to the typical usage of the chemical should be 
obtained. A good feature of the model is that it can use soil textural characteristics and 
saturated hydraulic conductivity to estimate the unsaturated soil hydraulic properties if 
detailed soil-water characteristics are not available.
D o cu m e n ta tio n
The written documentation provided with the LEACHM model covers the theoretical 
aspects of the model reasonably comprehensively. It describes the structure of the model 
and the mathematical descriptions of the processes. It also describes some aspects of the 
FORTRAN program, but not in much detail. The formats of the input and output files 
are clearly described. There is very little description of how to use the model, although 
this is fairly straightforward.
S tr en g th s  and W eaknesses
LEACHM is based on well-established physical descriptions of water and solute flow. It 
avoids the need for large parameter sets by using reasonably reliable empirical relationships 
between soil texture and hydraulic properties. However, these empirical relationships 
were derived for United States soils and Australian soils are known to behave differently. 
Williams et al. (1990) have recently completed a study of the use of the two parameter 
Campbell model for characterising the K-O-h relationship of Australian soils, and found 
that the model was adequate for a wide range of Australian soils. They also presented and 
compared a variety of regression equations for estimation of the two parameters b and he 
(equations 2.22 and 2.23) using various soil properties; specifically, soil texture, structure,
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bulk density and organic matter content. These results indicate that the LEACHM model 
can be readily adapted to Australian soils and that some of the most important data 
required by the model is available in published form.
The user has good control over the frequency of outputs and can therefore obtain results 
on a daily, weekly, monthly or annual basis as required. LEACHM is being continually im­
proved, with macropore flow and two-site adsorption models currently under development. 
The program is well commented and appears to be quite easy to modify.
The use of uniform layer thickness can be a problem because of the large gradients in wa­
ter content and matric potential near the surface and at the wetting front, where smaller 
layers could be used to advantage to avoid excessive averaging and numerical error. The 
documentation indicates that future versions of LEACHM may allow non-uniform layer 
thicknesses. The use of a finite-difference solution of the Richards equation requires a 
short time step compared with some other infiltration models, making long-term simula­
tions moderately time-consuming—execution times on the order of one hour per year of 
simulation are anticipated.
4.6 .3  G L E A M S  
Operation
GLEAMS version 1.8.55 is distributed on three 5” 360K disks containing executable pro­
grams, sample input and output files and FORTRAN source code. The program was 
compiled on a Unix workstation using a FORTRAN-77 compiler without any difficulties.
GLEAMS uses formatted input files for hydrology, erosion and pesticide parameters, which 
can be modified with a text editor, but do not include any comments to indicate what each 
data value represents. Instead, GLEAMS provides three parameter editing programs that 
are interactive, menu driven and very easy to use. They provide brief comments on each of 
the parameters, and show allowable ranges and interactions with other parameters where 
appropriate. Daily rainfall and temperature files are also required. When the program is 
invoked, it prompts for the parameter file names, which can be entered using an interactive 
filename display and selection system. Once the file names are selected, the program runs 
without any further input required from the user, and writes results to a set of output 
files. The sample data files representing one year with 137 rainfall events required about 
10 seconds execution time. The results are stored in a set of output files: a hydrology file 
showing annual and monthly rainfall, runoff, ET, percolation and soil water content; an 
erosion file showing sediment load from each surface element by particle type; a pesticide 
file showing pesticide losses in runoff, sediment and percolation; and an additional output 
file that contains values of up to 20 variables selected by the user from a list of about 85 
variables, including daily, monthly and annual hydrologic, erosion and pesticide results.
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P r o c esse s
GLEAMS uses a fixed time step of one day, except that the erosion component is essentially 
event-based. It allows modelling of crop rotation of a specified cycle length, with different 
erosion and pesticide parameters used on different years of the rotation. For the erosion 
model, the model allows a choice of one of six field geometries from overland flow only to 
overland flow into channels flowing into one larger channel and then into an impoundment.
Infiltration is modelled using the SCS curve number technique, modified by the addition of 
evapotranspiration and percolation components to maintain a continuous water balance. 
Runoff volume is determined from precipitation less infiltration. Peak runoff rate is cal­
culated from an empirical equation using drainage area, channel slope, runoff volume and 
watershed length/width ratio. Percolation is modelled by transporting water downwards 
from a layer when the water content in the layer exceeds the field capacity.
Evapotranspiration is modelled using a radiation-based PET equation, effectively the same 
as the first half of the Penman equation (2.53) The PET is then divided between soil 
evaporation and plant transpiration using the leaf area index (LAI). Transpired water 
is withdrawn from the soil profile according to an exponential root distribution. Plant 
growth is accounted for by specifying LAI at various days during the year. Growth can 
be stopped when the soil water content drops below the wilting point soil water content.
Erosion is modelled using Foster’s erosion models for overland flow and channels, as pre­
sented in section 2.9.3.
Pesticide transport is simulated for runoff, sediment and percolation loadings of up to 
10 pesticides and metabolites. In each case, the quantity of pesticide is the product of 
pesticide concentration and volume of water or mass of sediment.
P a ra m eters
Field hydrology. Drainage area, saturated conductivity, soil evaporation parameter, SCS 
curve number, hydraulic slope, field length to width ratio, effective rooting depth, number 
of soil horizons, and for each horizon the depth to the base of the horizon, porosity, field 
capacity, wilting point and organic matter content.
Erosion. Number of sediment particle types, and for each particle type the diameter, 
specific gravity, fraction present in detached sediment, and composition of particle as clay, 
silt, sand and organic matter; for the surface soil, composition, specific surface area of clay 
particles and organic matter; for overland flow, the piecewise-linear flow profile and soil 
erodibility; for the outlet control channel, cross-sectional shape, friction coefficient, slope 
and rating parameters; for the field channel(s), length, drainage area and piecewise-linear 
profile; for the impoundment, type of outlet, total drainage area, saturated hydraulic 
conductivity of underlying soil, slope of downslope embankment and upslope land, slope 
of inlet channel and diameter of outlet pipe; for overland flow erosion, the soil loss ratio, 
contouring factor and friction coefficient for each segment of the overland flow profile for
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each year of the rotation; for channel erosion, the friction coefficient, the depth to the non- 
erodible layer and the top width of the channel for each segment of the channel profile for 
each year of the rotation.
Pesticides. Number and name of metabolites for each parent substance, and for each par­
ent and metabolite the water solubility, foliar residue half life, K o c , foliar concentration, 
fraction of foliar residue available for washoff, coefficient of transformation of parent to 
metabolite and plant uptake coefficient; application rate, depth of incorporation, fractions 
applied to foliage and soil and method of application.
Environment. Mean monthly maximum and minimum temperatures and solar radiation.
Plant data. Winter cover factor, growth beginning and end dates for trees, leaf area index 
as a function of time,
Input and output files for the three study sites are included in Appendix A.
D o c u m e n ta tio n
Documentation for GLEAMS is relatively poor at the moment. The model was supplied 
with a user manual that adequately describes the formats of the input files but does not 
describe any of the model theory or program details. The article by Leonard et al. (1987) 
describes the model theory but relies heavily on a previous knowledge of CREAMS, from 
which GLEAMS was developed, rather than describing all the details. A complete refer­
ence manual is apparently under development. The documentation for CREAMS (Knisel, 
1980a) is well developed and quite comprehensive, except that there is no description of 
the internal details of the FORTRAN program.
S tr en g th s  and W eaknesses
The GLEAMS model was developed from CREAMS, which has been well studied and 
validated in the U.S., Europe and Australia (Silburn and Loch, 1989; Loch et al., 1989). 
The many empirical relationships used in GLEAMS were all derived from United States 
data. These relationships could be derived from Australian data and substituted into the 
model, which should improve its predictive power under Australian conditions. GLEAMS 
has some standing as a credible model within the research and regulatory communities in 
the United States (Oliver, 1989).
Both GLEAMS and CREAMS were developed as management tools to assess the impacts 
of different agricultural management practices as opposed to predicting the exact pesti­
cide and sediment loadings in a given situation. The results of GLEAMS should therefore 
be used with caution unless site-specific calibration is used. Given the lack of informa­
tion on the implementation of the FORTRAN program, modification would be a difficult 
undertaking.
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Some of the shortcomings of GLEAMS are being addressed, albeit in an ad-hoc manner 
by the model users at present. Parsons et al. (1989) coupled a better hydrology model, 
DRAINMOD, with CREAMS to predict erosion and chemical transport in the presence 
of a shallow water table. Bosch (1989) added to GLEAMS a physically-based model of 
water and chemical transport below the root zone, while Shirmohammadi et al. (1989) 
discuss problems with the use of the curve number method to predict runoff and suggest 
some small modifications.
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C hapter 5
DATA SOURCES AND STUDY 
SITES
5.1 MODEL DATA REQUIREMENTS
The data requirements of the three models can be considered to be grouped into six 
categories—climate, soil properties, field topography, crop characteristics, field manage­
ment and chemical properties.
The data requirements vary with the model, with the Mackay fugacity model requiring 
the least data and the GLEAMS model requiring the most data. Each of the models has 
unique data requirements, although some data such as climate and chemical properties 
are shared by all models.
5.2 DATA FOR HAZARD ASSESSMENTS
In this study, a small number of specific sites were chosen on which to assess the models. 
All sites were already being studied, so the availability of data was not a significant 
problem. The situation for the normal hazard assessment process is not so simple. For 
a “real-world” chemical assessmentthe aim is to examine the behaviour of an agricultural 
chemical in a general sense. The aim of using the models is to evaluate the behaviour 
of the chemical upon release, usually onto the soil and plants. It is not sufficient to 
examine one or two particular sites. What is required is the behaviour at “typical” sites 
representative of the range of the soils, climates, crops and land management practices 
under which a particular chemical might be used. An alternative approach is to model the 
behaviour under conditions that will lead to the worst environmental contamination by the 
various modes (such as leaching to ground water, runoff into surface water or evaporation). 
Ideally, the data for the models should not have to be collected and massaged into shape 
every time an assessment is performed.
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There are two issues in the collection of data—availability of data and variability of the 
data:
• If the data are readily available, then it is possible to collect the data each time an 
assessment is made. In some cases, it may also be possible to collect all the data 
that are likely to be needed in any assessment and have it on hand when the need 
arises. If the data are not readily available, it may not be possible to collect all 
the needed data in advance, and the data will also take longer to obtain for each 
individual hazard assessment.
• For data with low spatial and temporal variability, such as monthly average climatic 
parameters, it is not difficult to obtain a representative data set for a small region. 
A single data set will suffice for a given agricultural region, since the agricultural 
land use is dependent on the prevailing conditions in the region. For data having 
high spatial or temporal variability, a single set of parameters will not represent the 
region of interest. Soil properties are a good example of highly spatially variable 
data.
Data that are either readily available or have low variability do not cause problems in 
terms of data collection. The groups which meet these conditions are the chemical prop­
erties, climatic parameters and crop characteristics. Management and crop parameters 
are somewhat less readily available and more variable, but there are widely-accepted man­
agement practices and typical field configurations (slope, tillage patterns) associated with 
particular crop types and areas.
Soil properties are probably the most difficult to obtain and the most variable. In some 
regions the soil may be uniform enough to allow a single data set to represent the whole 
region, but it is more common to find that a variety of soil types will need to be considered, 
with varying profile structure, hydraulic properties and erosion properties. In trying to 
address the problem of obtaining data for the models, a compromise approach needs to be 
developed that does not consume too much time and resources obtaining the data but also 
avoids over-simplifying the real world to the point where the results become meaningless 
and misleading.
There are several ways of approaching the problem of data collection. One approach is 
to develop a set of descriptions of typical environments within each of the agricultural 
regions of Australia. Each major crop type in a particular area would be considered as a 
unit and the relevant data collected for that region. For example, the fruit-growing area 
of the Goulburn Valley in Victoria could be taken as one unit, the cotton-growing area 
in northern New South Wales another unit, the wheat-growing area in southern Western 
Australia another unit. When a hazard assessment is required for one of these units, 
the collected data would be applied along with the chemical data for the chemical being 
studied. This approach reflects the preference of crops for a particular type of climate and 
soil, so is based to some extent on physical and biological realities. It will work quite well 
in very uniform areas but will break down where there is a diversity of soils or climates or 
field configurations within a region. Horticultural crops, for example, are generally grown 
on relatively small farms scattered around an area and may not show many common
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features. The technique could be extended where required to allow several sets of data for 
an area corresponding to the main groups in the area.
An alternative approach would be to identify the full range of different soils, field configu­
rations, management practices, and climates within each crop type. From these data, the 
worst-case combination for leaching and erosion could be identified with the assistance of 
some expert judgement.
Both approaches would be facilitated using geographic information systems (GIS) at ap­
propriate scales. If an appropriate GIS were available, much of the model data would 
be directly obtainable by selecting a location. Unfortunately, there is no GIS available 
at present that contains the information required by these models at the required scale. 
Once again it is the soil information that is most clearly lacking in current GISs.
There are advantages and disadvantages to both these approaches. The main advantage of 
the first approach—the “typical environment” approach—is that it requires the collection 
of a single data set for each of the identified regions, perhaps with several soil data sets 
if the soils are quite variable. Its main disadvantage is that it is quite possible that there 
will be some areas within the region that behave quite differently to the selected “typical” 
site, and may suffer much more serious pesticide contamination problems than the models 
predict for the typical site. The “worst case” approach has the opposite characteristics: its 
main advantage is that it does ensure that the sites with the worst potential contamination 
problems are studied with the models but it involves a major data collection exercise before 
those sites can be identified.
The best approach may be to modify the “typical environment” technique to identify those 
areas that are perceived to have the greatest contamination potential through erosion and 
leaching, and use those in addition to, or instead of, the “typical” sites. The key with this 
approach is to use the extensive knowledge of soil behaviour, management practices and 
chemical usage already existing within agencies such as State Departments of Primary 
Industry and research bodies such as CSIRO and universities. Most of this information is 
not recorded, and must be obtained through first-hand contact. It may be inappropriate 
to attempt to collect data for all identified regions proactively—an incremental approach 
to building the database for the models could be used where the complete data set for 
each region is collected the first time it is required. It may be that only a partial data set, 
perhaps with only the “typical” site, can be assembled at the first application of a model 
to a region, and more complete data could be collected on subsequent applications. No 
matter which approach is adopted, chemical assessment could be made more efficient by 
development of a computer-based information system and associated database(s).
5.3 CONSIDERATIONS IN OBTAINING DATA
Although all the parameters included in a model have some effect on the results, they 
are not all of equal importance. The importance of the parameters is indicated by the 
sensitivity of the model results to the parameter values. Most effort should be directed to 
obtaining values for parameters to which the model is very sensitive, while default values
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can often be used for parameters to which the model is insensitive. In the intermediate 
range of sensitivity, it may be useful to have a small number of values representing the 
range over which the parameter varies, and selecting one of those for each environment to 
be modelled.
Sensitivity is measured as the ratio of the relative change of model output value to the 
relative change of the parameter, while other parameters remain constant. Complications 
arise here due to:
1. The non-linear response of the model to a parameter, giving varying sensitivity over 
the range of values the parameter may take;
2. The effect of the values of other parameters on the sensitivity of the model to the 
parameter in question; and
3. The choice of output value to use in determining the sensitivity—some of the model 
outputs will be more sensitive than others. Model outputs that are significant for 
decision making should be used in preference to other outputs.
Sensitivity analysis is carried out by varying each parameter over its range of normal values 
while keeping other parameters constant and observing the effect on the model output. 
An exhaustive sensitivity analysis is often impractical because of the number of model 
runs required. A limited sensitivity analysis can be carried out on a subset of parameters 
that can be expected to show some degree of sensitivity, but this requires considerable 
understanding of the physical processes being modelled and the way in which they are 
modelled. An alternative approach is to carry out sensitivity analyses only for parameters 
that cannot be easily obtained and are known to vary significantly, to determine whether 
there is any need to obtain real values or whether a default value or a rough guess is 
sufficient.
If the distribution of model output values is of interest, the Monte Carlo technique can 
be used. This involves obtaining probability distributions for each of the parameters of 
interest, drawing values from these distributions and recording the output values produced 
by the model. Monte Carlo analysis is unfortunately very time consuming, and the number 
of simulations that must be performed to obtain a reliable distribution of derived values 
increases with the number of unknown parameters.
5.4 DATA FOR CHEMICAL FATE MODELLING
5.4.1 C lim ate
There are several approaches to obtaining climate data for hazard assessments. The most 
direct is to obtain historical records from the the Bureau of Meteorology. There is a 
network of rainfall stations covering most of Australia, although it is very sparse outside 
the more populated areas, and a more limited network of climate stations that record
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radiation, evaporation, humidity, wind speed and other data that are needed for some 
of these models. This approach is suitable for obtaining data at single sites but is less 
appropriate for hazard assessments. Another approach is to generate synthetic weather 
records using “climate generators”. A climate generator is a computer program that uses 
statistical information about weather, such as average monthly rainfall and distribution 
coefficients, to generate a synthetic weather record with the same statistical properties 
as the recorded weather. This offers greater control over the form and length of the 
data record and allows identification of climatic extremes, which is useful for modelling 
purposes. This approach also allows results to be examined in a probabilistic manner, 
which may be important for hazard assessment in the future.
One such climate generator is CLIGEN, which is a component of the USDA Water Erosion 
Prediction Project (WEPP) (Nicks and Lane, 1989; Laflen et ah, 1991b; Laflen et al., 
1991a; Lane and Nearing, 1989), and the SWRRB (Williams et al., 1985; Arnold and 
Sammons, 1989; Arnold et al., 1990) and EPIC (Williams et al., 1984; Williams et al., 
1983) models. It generates records of precipitation, including amount, duration and peak 
intensity, air temperature, solar radiation, dew point temperature and wind speed and 
direction. It is based on historical data from 1000 US weather stations. It uses the 
following statistical techniques for generating weather records:
• Daily precipitation occurrence using a two-state discrete-time Markov process. The 
parameters required are the probabilities of a wet day following a wet day and a dry 
day following a dry day, P(W \ W) and P{D | D), for each month.
• Daily precipitation amount using a skewed normal distribution. The parameters 
required are the mean, x, standard deviation s and skew coefficient g of daily pre­
cipitation for each month.
• Storm duration using a logarithmic transformation of a dimensionless parameter 
(which CLIGEN calls rl) derived from a gamma distribution of half-hourly monthly 
average precipitation amounts.
• Peak storm intensity using another logarithmic transformation of rl.
• Daily maximum and minimum air temperature using a normal distribution weighted 
by precipitation occurrence. The required parameters are mean daily minimum and 
maximum temperatures, Tmn  and Tmx,  and the corresponding standard deviations, 
STm n  and STmx  for each month. The precipitation weighting is calculated from 
the Markovian probabilities P(W  | W) and P(D \ D ).
• Solar radiation using a normal distribution weighted by precipitation occurrence. 
The required parameters are mean daily solar radiation RAm  and standard devia­
tion Ur a for each month, and precipitation weighting is identical to that used for 
rainfall. The standard deviation Ur a is estimated by assuming the maximum radia­
tion calculated from location and time of year is four standard deviations above the 
mean.
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• Dew point temperature using a normal distribution weighted by precipitation occur­
rence. The mean daily dew point temperature Tdpo is the only parameter required, 
STm n  being used for the standard deviation.
• Wind speed and direction using a skewed normal distribution for wind speed and 
the observed distribution for wind direction. The required parameters are mean, 
standard deviation and skew coefficient for the wind speed from each of the 16 
cardinal directions, and the probability of wind being from each direction.
All the statistical parameters for these distributions are monthly averages and standard 
deviations of the daily values, so the data requirements are not large.
An advantage of CLIGEN in particular is that it can generate files in the format required 
by GLEAMS. Data cannot be generated in a form directly useable by LEACHM, but 
the rainfall data can be manually re-written into the correct form quite easily, and a 
computer program has been be written to automate this process. The main problem 
with CLIGEN for the purposes of this study is that it was developed for US conditions 
and the distributions and relationships used in the model may not apply in Australia, 
and has not yet been tested here. The model may have sufficient degrees of freedom to 
fit Australian climatic conditions but the relationships used in the storm duration and 
intensity calculations may not be valid here. Another shortcoming of CLIGEN is that 
it does not include evaporation, which is required by LEACHM and most other leaching 
models. Evaporation can be estimated from radiation and wind data, which are generated 
by CLIGEN, so this may not be a restricting factor.
CLIGEN comes with a collection of climatic statistics from about 200 weather stations 
through the US, and it is possible to compute parameters for a range of Australian 
weather stations based on the historical record. An alternative is to use climate sur­
faces that use statistical techniques to interpolate climatic parameters between weather 
stations (Hutchinson, 1991). A collection of programs has been developed at CRES that 
includes data for Australia and several other regions. The package provides interpolated 
values for a range of monthly climatic parameters including rainfall amount, number of 
rain days, minimum and maximum air temperature, solar radiation, evaporation and wind 
run. Presently only mean values are included in this system, not variances or other dis­
tribution parameters, so there is insufficient information in these climate surfaces to drive 
a climate generator such as CLIGEN. The package is currently being extended to provide 
estimates of these variances. Also, research is underway at CRES to develop a climate 
generator for Australia (Hutchinson, 1991, personal communication). The climate genera­
tor will produce daily estimates of climate variables such as rainfall amount and maximum 
and minimum temperature, and although it has some features similar to CLIGEN it is 
based on a different modelling philosophy. A version of the climate generator will also 
be able to disaggregate daily data into shorter periods and will provide inputs to water 
quality models that operate on one hour or shorter time periods.
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5.4.2 Soil P rop erties
Soil properties are probably the most difficult data to obtain. The problems of spatial 
variability compound this difficulty. The most readily available soil data are contained 
in A Handbook of Australian Soils (Stace et al., 1968) and the Atlas of Australian Soils 
(Northcote, 1968). These publications contain descriptions of the major soil groups but 
do not contain all the information required by the models, such as saturated hydraulic 
conductivity. These sources provide information on the large-scale variation in soil types, 
but cannot provide detailed data on the smaller scale necessary for management and site- 
specific studies. In general there is a great lack of soil hydraulic and soil water property 
data in Australia. Another useful source of soil information is Stace (1961), which provides 
soil profiles taken from a number of sites representing the major soil groups in Australia. 
These soil groups could be used as the basis for defining typical environments, and the 
soil profiles used as representative soil profiles for those soil types. Other information is 
held by CSIRO Division of Soils and other agencies such as state Departments of Primary 
Industry or Departments of Agriculture. The CSIRO Division of Soils maintains a com­
puter database containing soil data from about 3000 sites throughout Australia, but the 
hydraulic data is again insufficient for hydraulic modelling.
An alternative to using measured soil hydraulic properties is to use equations 2.22-2.26 
(p 13) which parameterise the soil water characteristic curve. Rawls et al. (1983) re­
lated the parameters of these curves to soil textural properties. However, those empirical 
relationships were derived for United States soils and Australian soils are known to be­
have differently. Williams et al. (1990) recently completed a study of the use of the two 
parameter Campbell model for characterising the K-d-h relationship of Australian soils, 
and found that the model was adequate for a wide range of Australian soils. They also 
presented and compared a variety of regression equations for estimation of the two pa­
rameters b and he (equations 2.22 and 2.23) using various soil properties; specifically, soil 
texture, structure, bulk density and organic matter content.
Erosion properties of soils, required by the GLEAMS model, are the most difficult data 
of all to obtain directly. However, the CREAMS manual (Knisel, 1980b) includes several 
tables and nomographs used for estimating erosion properties of soils and the effects of 
various management practices. The erosion properties are dependent on soil texture (pro­
portion of sand, silt, clay and organic matter), structure (whether granular or massive) 
and permeability. The interim GLEAMS user manual includes summaries of some of these 
tables. As a result, all the erosion parameters required by GLEAMS can either be given 
default values or estimated from other known data. Once again, these relationships were 
developed for U.S. soils and may not be as reliable for Australian conditions.
In general terms, soil properties and crops are related because crops generally require par­
ticular soil characteristics. It may be possible to reduce the number of soil types examined 
for each crop by noting the crop requirements, but in general it would be incorrect to 
assume that only one soil type is sufficient for each crop. For example, pineapples need 
well drained soils but they are grown successfully on a variety of soil types that are all 
well drained but have widely varying textures and profiles.
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5.4.3 F ie ld  T o p o g rap h y
Field topography is only required for the GLEAMS model. Field topography differs from 
the other data categories in that it cannot be determined from location, since much of the 
form of a field is determined by the farmer—the size and shape of the field, the location 
and size of channels, contouring and other factors. In general erosion will be worst for 
a steeply sloping field so a worst-case estimate may be obtained using the largest slope 
and poorest management factors used in practice, although this information may not have 
been recorded.
In the site-specific studies, field topography and form were determined by visiting the 
sites and noting the layout and slope of the fields. The visit provided valuable information 
and contact with the farmers that would be difficult to obtain by other methods. A 
similar approach could be used to examine field topographies and configurations within 
each region.
The “typical” approach could also be applied here, noting that for each crop there may 
be one or two standard approaches for field contouring, tilling and drainage. Parameters 
describing these standard methods could then be recorded and used whenever modelling 
that crop.
5.4.4 C ro p  P ro p e r t ie s
Crop properties are required by models that include the effects of crops and crop growth 
in their hydrology and pesticide transport submodels. The properties most commonly 
required are the time from planting to emergence, maturity and harvest, and the root 
distribution and pan coefficient or leaf area index. The growth time and crop coefficient 
or leaf area index parameters are readily available from publications such as Doorenbos and 
Pruitt (1977) and Jensen (1980). The root distributions are more difficult to determine, 
partly because they depend on soil conditions.
5.4.5 M a n a g e m e n t F a c to rs
Management factors are those that concern the way farmers manage their fields, and 
include crop rotations, irrigation regimes, tillage methods and chemical applications. Most 
of these will again be limited to one or two practices in common use, and parameters can be 
determined to reflect these practices. In the case of chemical applications, the information 
may be provided for the assessment. Other information must be obtained from state 
Departments of Primary Industry or Agriculture or from local sources.
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Queensland site •
New South Wales site
Tasmanian site
Figure 5.1: Map of Australia showing location of study sites
5.4 .6  C hem ical P rop erties
Because of the nature of the hazard assessment process, chemical properties are generally 
supplied by the chemical manufacturers so the assessment may be carried out. In addi­
tion, pesticide properties are published in journals and books and collected in computer 
databases. One such database, presently quite small, is being developed by the USD A 
Agricultural Research Service and a copy was obtained in the course of this study. It con­
tains data on 92 active ingredients commonly used in the United States, many of which are 
also used in Australia, and lists molecular weight, hydrolysis and photolysis rate constants, 
vapour pressure, water solubility, organic solubility, Henry’s law constant, octanol-water 
partition coefficient, acid dissociation and, for various soil types, soil sorption coefficient 
and half-life. Not all information is present for all chemicals, and multiple values are given 
for a number of properties along with the conditions under which the measurements were 
made. References are also given for all data.
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5.5 STU D Y  SITES
Three sites of widely varying characteristics were chosen on which to test the fugacity, 
LEACHM and GLEAMS models:
• A pineapple farm near Gympie, Queensland, with steep slopes and well drained soil.
• A wheat farm near Temora, New South Wales, with low slope and poorly drained 
clay soil.
• A potato field near Devonport, Tasmania, with low slope and well drained soil.
The locations of the sites are shown in Figure 5.1.
To simplify the task of obtaining access and data for the study sites, sites that were 
already being studied by another research agency were selected. The Queensland and 
Tasmanian sites were visited to directly obtain chemical usage and management data. 
Other information such as soil properties were requested from researchers working on 
the site. The New South Wales site was well documented so a visit was not considered 
necessary.
5.5.1 N ew  Sou th  W ales W h eat Farm
The wheat farm is part of the Penfold’s “Glenlee” property located 11 km east of Temora 
(34°24/S, 147°32/E). The study site is a rectangular plot 120 m by 500 m, with an average 
slope of 0.25% roughly along the long axis. The plot is currently being studied by CSIRO 
Division of Soils in a range of experiments related to agricultural sustainability. It is 
divided into a number of blocks for experimental purposes, but will be treated as a uniform 
area for the purposes of this study. There is no surface contouring. Figures 5.2 and 5.3 
show two views of the site.
Climate
This site has a dry climate with cold winters and hot summers. Annual rainfall is low 
and is less than one third annual potential evaporation. Rainfall is more or less uniformly 
distributed throughout the year. The monthly climate parameters are shown in Table 5.1
Soil
The soil at this site is a red-brown earth comprising a massive, brown, fine sandy loam A 
horizon abruptly overlaying a medium to heavy clay B horizon. The soil is poorly drained 
and suffers waterlogging in wet conditions. The soil profile in Table 5.2 is based on the 
profile recorded on page 214 of Stace et al., (1968) which was for a red-brown earth near
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Figure 5.2: Aerial view of the New South Wales site
Figure 5.3: Young wheat plants at the New South Wales site
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Table 5.2: Soil properties for New South Wales wheat farm
Depth
(m)
Coarse
Sand%
Fine
Sand%
Silt
%
Clay
%
Organic
Carbon%
Ksat
(mmh-1)
Bulk Density 
(M gm -3)
0-0.02 37 50 4 8 0.65 17.7 1.6
0.02-.10 35 43 8 12 0.8 4.7 1.65
0.10-0.12 30 46 10 13 0.35 2.0 1.7
0.12-0.16 32 46 8 13 0.25 1.7 1.7
0.16-0.18 18 29 6 44 0.23 0.2 1.6
0.18-0.26 17 38 5 37 0.21 0.4 1.5
0.26-0.34 9 35 16 35 0.20 0.7 1.6
0.34-1.00 5 24 28 39 0.18 0.7 1.6
Denilliquin, NSW, and modified to place the transition from to A- to B-horizon at the 
correct depth for this site.
Crop P roperties and M anagem ent
Wheat was planted on 30 April 1990 and emerged on 9 May. Based on data in Burman 
et al. (1980) the wheat maturity date was assumed to be 28 August and harvest to be 7 
October (a growing season length of 160 days). The planting density is 50 plants per m2, 
and cover is assumed to increase from 0 at emergence to 100% at plant maturity.
The wheat roots reached 0.6 m depth at maturity, with the majority of roots above 0.3 
m.
P estic ides
The following pesticides were used at this site during 1990:
1. Simazine — non-selective herbicide, applied at beginning of soil preparation.
2. Round-up (glyphosate, 60 g l-1) — herbicide, applied immediately before planting 
at 2 lha-1 .
3. Trifluralin (400 g l-1 ) — herbicide, applied immediately before planting at 1.5 lh a -1 .
4. Endosulfan (350 g l-1) — insecticide, applied as required for red-legged earth mite 
(RLEM) control. At this site, it was applied on 27 May 1990. The application rate 
is not known but is normally 1 to 2 lha-1 . 1.5 lha-1 is assumed for this study.
All chemicals were applied by spray from a tractor, and their properties are shown in 
Table 5.3. Trifluarlin was selected for study at the New South Wales site.
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Table 5.3: Properties of pesticides used on New South Wales wheat 
farm
Name Solubility
(ppm)
Vapour pressure 
(mPa)
K o c Halflife
(days)
Molecular
Weight
Glyphosate 12000 1.0e-3 variable about 30 169.1
Trifluralin 0.32-0.75 14.3-32.2 10 000 330 335.3
Endosulfan 0.1-330 0.826 27 407.0
5.5.2 Q ueensland P in eap p le  Farm
The pineapple farm studied is the Walker’s farm about 5 km north of Imbil (26°27'S, 
152°41/E). It is a steeply sloping site with good drainage, which is essential for pineap­
ple production. One hillslope has been used for growing pineapples for a period of over 
40 years. The site is currently being studied by researchers from the Land Management 
Research Branch, Queensland Department of Primary Industry and from the Centre for 
Catchment and In-Stream Research, Griffith University using a range of experiments cov­
ering soil hydraulic properties, erosion and chemical transport. The unit used for the 
study is a hillslope recently cleared, contoured and planted with young pineapples.
The average slope of the hill is about 30%, reaching 40% at mid-slope. The hill is exten­
sively contoured to prevent erosion. Pineapples are planted in beds 6 to 7 m long and 1.4 
m wide, two rows to each bed spaced 0.55 m apart with 0.24 m between plants along the 
row. The beds are oriented parallel to the slope and have drainage channels between them. 
The base of the channels is about 0.25 m below the top of the bed. Along the lower end 
of each bed is a cross-slope furrow 0.8 m wide and 0.3 m deep with a slope of 2%. On the 
hillslope used for this study the cross-slope furrow is 18 m long and serves 13 beds. The 
furrow initially has an approximately parabolic cross-section but is progressively filled with 
sediment from the inter-row channels. The furrow drains into a concrete-lined channel at 
the side of the plot, that runs directly down the slope. This channel is 0.8 m wide and 
0.4 m deep, with concrete lining the lower 0.2 m. The entire hillslope has 12 cross-slope 
furrows, with a total slope length of 84 m. Figures 5.4 and 5.5 show two views of the site.
Climate
This site has a sub-tropical climate with high summer rainfall and high evaporation. The 
monthly climate parameters are shown in Table 5.4.
Soil
The surface soil at this site is a fine, brownish, friable loam soil with large amounts of 
shale gravel. At 10 cm below the surface the soil changes to an orange sandy-clay-loam.
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Figure 5.4: Pineapples on hillslope at Queensland site
Figure 5.5: Newly planted hillslope at Queensland site. Note rocky 
soil in foreground.
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Table 5.5: Soil properties for Queensland pineapple farm
Depth
(m)
Coarse
Sand%
Fine
Sand%
Silt
%
Clay
%
Organic
Carbon%
Ks
(mmh-1)
Bulk Density 
(Mgm-3)
0.00-0.10 17 12 39 29 1.9 2.5 1.3
0.10-0.60 23 11 38 27 0.7 2.9 1.35
0.60-1.00 26 13 35 25 0.2 4.2 1.4
The soil profile in Table 5.5 is as reported in Powell (1977) for a soil survey site within 1 
km of the study site.
Crop P roperties and M anagem ent
Pineapples are planted three times yearly, with plantings completed by the end of April, 
August and November. After two years, the crop is harvested and the plants cut back. A 
second crop, the ratoon crop, grows in 12 to 18 months and is again harvested and cut 
back. A third crop, the second ratoon crop, is sometimes grown and harvested after one 
year. Soil preparation for a period of one year follows, with the plants being broken up 
and incorporated into the soil and left to rot. Repeated cultivation is necessary to prevent 
re-growth. The entire cycle takes four years, or five years if a second ratoon crop is grown.
Fruit tops with small crowns are planted, at which time the leaves of the crown provide 
100% cover over a 0.1 m diameter, with the tips extending to a 0.2 m diameter. At plant 
maturity, about 18 months after planting, the plants are about 1 m tall and provide 100% 
cover over a diameter of about 1.2 m. Between rows, there is a strip of about 0.3 m width 
which has about 50% cover.
The plants have a weak fibrous root system that extends about 0.5 m into the soil. How­
ever, the roots are concentrated near the surface.
P estic ides
The following pesticides are routinely used at this site:
1. Hyvar 800WP (bromacil, 800 gkg-1) — herbicide, applied post plant at 6 kg ha-1 .
2. Ridomil 250EC (metalaxyl, 250 g l-1) — fungicide, applied post plant at 2 lha-1 .
3. Lorsban 500EC (chlorpyrifos, 500 g l-1 ) — insecticide, applied post plant and each 
December at 2 lh a -1 .
4. Diuron, 800 gkg-1 — herbicide, applied 12 months after planting at 4 kg ha-1 .
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Table 5.6: Properties of pesticides used on Queensland pineapple 
farm
Name Solubility
(ppm)
Vapour pressure 
(mPa)
Koc Halflife
(days)
Molecular
Weight
Bromacil 815-1024 0.033-5.0 32 60 261.1
Metal axyl 7100-8400 0.3-0.6 34-69 40 279.3
Chlorpyrifos 2 2.5 350.6
Diuron 42 9.2e-3 480 90 233.1
All chemicals are applied by spray from a tractor, and their properties are given in Table 
5.6. Diuron was selected for study at the Queensland site.
5.5.3 Tasm anian P o ta to  Farm
The site chosen is the Forthside Vegetable Research Station about 10 km west of Devonport 
(41°12/S, 146°16'E). The site is used for a variety of experiments and is managed in 
a similar manner to commercial farms in the area. The plot is a roughly square field 
approximately 240 m to a side and has about a 5% slope parallel with one side of the 
plot. It was used to grow a commercial potato crop in 1990-91. The potatoes are planted 
in rows running down the slope, but the soil surface is not contoured or made into beds. 
Figures 5.6 and 5.7 show two views of the site.
Climate
This site has a cool temperate environment with cold wet winters and mild summers. The 
potential evaporation here is only slightly greater than the rainfall. The monthly climate 
parameters for this site axe shown in Table 5.7.
Soil
The soil at this site is red earth, a well drained soil of volcanic origin. The soil profile in 
Table 5.8 is from a soil survey conducted in the region, but not close to the site. It is the 
best information available at present.
Crop Properties and Management
Potatoes are grown in North-Western Tasmania as one crop in a rotational cycle of four 
years or more. The other crops are usually a cereal crop, peas and brassicas. Poppies may 
also be included in the cycle.
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Figure 5.6: Mature potato crop at Tasmanian site
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The plants are planted in rows spaced 0.8 m apart with 0.25 m between plants. Potatoes 
were planted on 6 November 1990 and the plants emerged on about 25 November. The 
plants reached maturity after about 100 days (5 March 1991) and were harvested in early 
May.
P e stic id e s
The following pesticides were used on the p<)tato crop grown in 1990-91:
1. Round-up (glyphosate, 60 g l-1) — herbicide, applied during plot preparation about 
two months before planting at 3 lha-1 .
2. Reglone (diquat, 200 g l-1) — herbicide, applied pre-emergence (twice) at 1 lha-1 .
3. Gramoxone (paraquat, 200 g l-1) — herbicide, applied pre-emergence (twice) at 1 
lh a -1 .
4. Lexone (metribuzin, 750 gkg-1) — herbicide, applied pre-emergence and post­
emergence at 0.5 lha-1 .
5. Bladex (cyanazine, 500 g l-1) — herbicide, applied pre-emergence and post-emergence 
at 2 lh a -1 .
6. Ridomil (metalaxyl, 250 g l-1 ) — fungicide, applied twice one week apart about 1 
month post-emergence at 2.5 kg ha-1 .
7. Dithane (mancozeb, 800 gkg-1) — fungicide, applied about every 10 days from 10 
January 1991 (47 days post-emergence) to 6 March 1991 (102 days post-emergence) 
at 2 kg ha-1 .
8. Birlane (chlorfenvinphos, 500 g l-1 ) — insecticide, applied with Dithane except for 
last application at 0.55 lh a -1 .
9. Monitor (methamidophos, 580 g l-1 ) — insecticide, applied with Dithane on last two 
applications at 0.7 lh a -1 .
All chemicals were applied by spray from a tractor, and their properties are shown in 
Table 5.9. Mancozeb was selected for study at the Tasmanian site.
5.6 ADDITIONAL CHEMICALS
Two additional chemicals are included in the study because of particular interest in their 
behaviour.
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Table 5.8: Soil properties for Tasmanian potato farm
Depth
(m)
Coarse
Sand%
Fine
Sand%
Silt
%
Clay
%
Organic
Carbon%
Ksat
(mmh-1)
Bulk Density 
(Mgm-3)
0.00-0.20 15 22 35 25 1.8 25 1.2
0.20-0.30 9 26 27 36 1.3 13 1.3
0.30-0.60 3 29 20 47 0.9 6 1.4
0.60-1.00 2 23 19 55 0.6 3 1.5
Table 5.9: Properties of pesticides used on Tasmanian potato farm
Name Solubility
(ppm)
Vapour pressure 
(mPa)
Koc Halflife
(days)
Molecular
Weight
Diquat 7.0e5 0 344.1
Paraquat 7.0e5 0 257.2
Metribuzin 1000-1200 0.017 65-526 30-120 214.3
Cyanazine 160-171 2.13e-4 -  1.33e-3 190 14 240.7
Metal axyl 7100-8400 0.3-0.6 34-69 40 279.3
Mancozeb 6 0 2000 (min.) 7 265.3
Chlorfenvinphos *
Methamidophos le6 (miscible) 4.3-40 5 2-6 141.1
* No information on the properties of chlorfenvinphos was located.
Table 5.10: Properties of additional chemicals
Name Solubility Vapour pressure Koc Halflife Molecular
(ppm) (mPa) (days) Weight
Atrazine 22-70 0.0076-0.187 57-139 27-60 215.7
Chlorothalonil 0.6 1300 10 000 60 266
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1. Atrazine (e.g., Atrazine 800WP, 800 gkg-1). Used on a number of commercial 
crops in Australia, including millet, lucerne, maize, sorghum and grass seed crops, 
this herbicide is the most commonly found pesticide in ground water in the U.S. The 
800WP formulation is applied at 1.1-3.7 kg ha-1 .
2. Chlorothalonil (e.g., Bravo 500SC, 500 g l-1). A fungicide used on a number of 
vegetable and fruit crops, including potatoes. It is not highly mobile, but both it 
and its more mobile metabolite, 4-hydroxy-2,5,6-trichloroisophthalonitrile, are highly 
toxic to most aquatic organisms. The 500SC formulation is applied at 1.6-2.6 lh a -1 
on potatoes.
The properties of these chemicals are shown in Table 5.10. The LEACHM and GLEAMS 
models were used to predict atrazine fate at the New South Wales site and chlorothalonil 
fate at the Tasmanian site.
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Chapter 6
ANALYSIS OF MODELS
The LEACHM and GLEAMS chemical fate models were examined in more detail by- 
applying them to the three sites described in Chapter 5. The aim was to determine the 
parameter sensitivity of the models and establish if the models are capable of differentiating 
the effects of soils, climates and chemical properties on computed chemical fate. The 
Mackay fugacity model was also applied to the three sites to compare a simplified approach 
with the more detailed models.
LEACHM and GLEAMS were run for a two-year period, with chemicals applied at the 
beginning of the second year. The sensitivity analysis was carried out at each site by 
adjusting the values of parameters and observing the changes in water balance, erosion (in 
GLEAMS) and pesticide transport. The results at the end of the second year are used for 
analysis, except for the Tasmanian site—the chemical studied at that site (Mancozeb) has 
a half-life of 7 days, so the LEACHM pesticide transport results are analysed at 35 days 
after chemical application. No sensitivity analysis was performed on the Mackay fugacity 
model.
Climate data were generated using the CLIGEN climate generation program (see Section 
5.4.1). The parameters for the CLIGEN program were derived from the daily rainfall 
records for the climate stations closest to each of the three sites, which were obtained from 
the Bureau of Meteorology. A 100-year daily rainfall record was generated and a year with 
total rainfall close to the long term average was selected as the representative “normal” 
year. The two-year simulations used this normal rainfall record for both years. The wettest 
and driest years in the 100 year record were also extracted and each were used in the second 
year of the simulation to test the sensitivity of the models to rainfall variations and to 
observe the effects of climatic extremes. Monthly values of other climatic parameters 
(minimum and maximum temperature, radiation and potential ET) were obtained from 
“Climatic Averages” (Bureau of Meteorology (Dept, of Administrative Services), 1988) 
and varied by ±20% for the purposes of the sensitivity analysis.
The basic soil properties were presented in the previous chapter. GLEAMS requires a 
number of other soil properties; these were estimated using tables from the GLEAMS 
and CREAMS manuals, which are all based on US data. In the case of LEACHM, soil
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Table 6.1: Parameters used with the Mackay fugacity model. De­
fault values for all diffusion resistance parameters were used in 
level 3.
N ew  S outh  W ales Q ueensland T asm ania
T ota l surface area (m 2) 1 x 106 1 x  106 1 x 106
W ater surface area fraction 0.0001 0.014 0 .014
Air volum e (m 3) 1 x 109 1 x 109 1 x 109
W ater volum e (m 3) 300 7 x  104 7 x  104
Soil volum e (m 3) 9 .999 x  104 9.86 x  104 9.86 x  104
Sed im ent volum e (m 3) 50 7000 7000
Air particles (ppbv) .02 .02 .02
W ater p articles (ppm v) 90 90 90
A q u atic  b io ta  (ppm v) 1 1 1
Soil w ater fraction 0 .300 0 .317 0 .364
Soil air fraction 0 .100 0 .176 0.106
Sed im ent pore w ater fraction 0.7 0.7 0.7
Air d en sity  (k g m - 3 ) 1.19 1.19 1.19
P artic le  d en sity  (k g m - 3 ) 2400 2400 2400
W ater p articles organic con ten t 0 .20 0.20 0.20
Soil so lids organic con ten t 0 .008 0.019 0 .018
S ed im ent solids organic con ten t 0 .04 0.04 0.04
L evel 2 D egrad ation  rate ( h - 1 ) 8.75 x  1 0 -5 3 .196 x  10-4 3.93 x  10 -3
Air ad vection  rate (m 3 h - 1 ) 3.6 x  109 3.6  x  109 3.6 x  109
W ater ad vection  rate (m 3 h - 1 ) 0 1.8 x  105 1.8 x  105
R ain fall rate (m y r - 1 ) 0 .563 1.118 0 .993
D rain age fraction 0.21 0.03 0.33
E m ission  rate (m o lh - 1 ) 0 .0204 0 .1568 0.05518
L evel 3 R unoff fraction 0 .0357 0 .1079 0
Soil loss rate (m y r - 1 ) 8 .96 x  10 -6 4 .856 x 10-3 0
hydraulic properties are estimated from soil texture in the model itself. The basic and 
derived properties were varied by ±10%, ±20% or ±100/—50% depending on the degree to 
which measured values vary, so that the parameter values remained within normal limits. 
For example, chemical solubilities vary greatly so large variations about the nominal value 
are reasonable, whereas soil bulk density usually lies between 1.2 and 1.6, so only small 
variations should be used. The crop properties required by the models are all known 
properties, such as leaf area index over time following germination, root depth and planting 
density. These properties were varied by ±10% or ±20%. The chemical properties were in 
most cases published values, with some parameters for the GLEAMS model estimated or 
obtained from tables in the GLEAMS manual. The parameters were varied by ±20% or 
±100/—50% again depending on their variability. The application rate for each chemical 
was increased to 10 kg ha-1 in the LEACHM simulation to improve the resolution of the 
results, since many LEACHM results are given to only one decimal place.
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Table 6.2: Mackay level 2 distributions, concentrations and losses 
for each site
New South Wales 
Amount Cone.
(%) (/xgl-1)
Queensland 
Amount Cone. 
(%) (/xgl-1)
Tasmania 
Amount Cone. 
(%) (/xgl-1)
Air 20.43 1.88 x 10-6 0.003 4.10 x 10-9 0 1.55 x 10-23
Air particles 0.17 7.90 x 102 0.036 2.68 x 103 0.026 9.31 x 103
Water 0.002 4.87 x 10-4 9.32 1.99 x 10-1 0.684 6.97 x 10-2
Water particles 0.001 3.04 x 10° 0.104 2.48 x 101 0.121 1.38 x 102
Aquatic biota 0 7.39 x 10-1 0 6.04 x 10° 0 3.35 x 101
Soil air 0 1.88 x 10-6 0 4.10 x 10-9 0 1.55 x 10-23
Soil water 0.159 4.87 x 10-4 4.16 1.99 x 10-1 0.351 6.97 x 10-2
Soil solids 79.1 1.22 x 10-1 78.8 2.34 x 10° 90.67 1.24 x 101
Sediment water 0 4.87 x 10-4 0.653 1.99 x 10-1 0.048 6.97 x 10-2
Sediment solids 0.099 6.08 x 10-1 6.97 4.96 x 10° 8.097 2.75 x 101
Emissions (kgyr-1) 59.87 320 160
Reactions (kgyr-1) soil 0.0056 soil 0.347 soil 22.36
water 0.0395 water 0.198
sediment 0.0319 sediment 2.00
Outflow (kgyr-1) air 59.86 air 1.82 air 5.86
water 318.1 water 129.4
leaching 0.0066 leaching 0.0225
Residence time 1.35 hours 4.10 hours 39.1 hours
Persistence 600 days 130 days 10.6 days
Each parameter was varied individually, and the changes in the values of selected out­
puts and the percentage differences compared to the nominal values are presented. The 
differences in sensitivity between the sites is an indication of the variations in relative 
importance of different processes. The discussion highlights the very sensitive and very 
insensitive variables and discusses particular cases where interesting effects were observed.
6.1 MACKAY FUGACITY MODEL
The “unit world” in the Mackay model consists of an area of land and water with a 
specified height of air and depth of soil and water. The predictions of the model can 
be very sensitive to the compartment volumes, so some care is required in the choice of 
volumes. In describing levels 1 and 2 of this model, Mackay and Paterson (1981) adopted 
a 10 km high air body based on the approximate thickness of the troposphere. Later, 
Mackay and Paterson (1982) used a value of 6 km. Connell and Hawker (1986) use 10 
km. These values are appropriate if a closed-box equilibrium is being considered, such as
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Table 6.3: Mackay level 3 distributions, concentrations and losses 
for each site
New South Wales 
Amount Cone. 
(%) (/igl-1)
Queensland 
Amount Cone. 
(%) (/xgl-1)
Tasmania 
Amount Cone. 
(%) (Mgl“1)
Air 0 1.42 x 10-8 0 5.80 x 10-11 0 2.48 x 10-42
Air particles 0 5.94 x 10° 0 3.78 x 101 0 1.49 x 10-15
Water 0.005 1.36 x 101 0.001 1.81 x 10-2 0 1.49 x 10-25
Water particles 0.003 8.49 x 104 ' 0 2.25 x 10° 0 2.94 x 10-22
Aquatic biota 0 2.07 x 104 0 5.47 x 10-1 0 7.15 x 10-23
Soil air 0 1.96 x 10-2 0 3.38 x 10-6 0 1.11 x 10-22
Soil water 0.20 5.08 x 10° 5.02 1.64 x 102 0.39 4.99 x 10-1
Soil solids 99.776 1.27 x 103 94.98 1.94 x 103 99.61 8.85 x 101
Sediment water 0 6.10 x 10-1 0 4.87 x 10-3 0 3.58 x 10-28
Sediment solids 0.015 7.61 x 102 0 1.21 x 10-1 0 1.41 x 10-25
Emissions (kgyr-1) 59.87 320 160
Reactions (kgyr-1) soil 58.33 soil 285.6 soil 159.8
water 0.0049 water 0.0036
sediment 0.0088 sediment 0.0008
Outflow (kgyr-1) air 0.901 air 0.0257
water 28.80
leaching 0.60 leaching 5.43 leaching 0.16
Residence time 464 days 116 days 10.6 days
Persistence 476 days 130 days 10.6 days
the level 1 model, but are inaccurate under the more realistic assumptions of the level 2 
and 3 models. In these cases the flow of air through the unit world is considered, and a 
more appropriate value for the height of the air mass is the thickness of the atmospheric 
boundary layer, which varies from about 0.4 to 2 km during daytime (Pasquill and Smith, 
1983). A value of 1 km was used in this application—the model as delivered (before 
modification) used 2 km.
The depth (and hence the volume) of soil also must be considered carefully. For the 
level 1 model, the full soil thickness could be used since the model represents long-term 
equilibrium conditions. For levels 2 and above, some judgement is needed to estimate the 
depth that participates in the continual flow of chemical through the unit world. Mackay 
and Paterson (1981) specify a 30 mm soil depth, while 150 mm is used by Mackay and 
Paterson (1982) and Connell and Hawker (1986). We chose 100 mm, which was the value 
used in the model before modification.
The compartment volumes and subcompartment volume fractions for each site axe pre­
sented in Table 6.1. The surface area of the unit world is 1 km2, which is divided into
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soil and water surface areas. Each surface area is multiplied by the appropriate depth 
to obtain the bulk compartment (air, water, soil or sediment) volume. Each major com­
partment is composed of subcompartments, such as water, air and solids in soil. In the 
level 3 model where there is resistance to diffusion between compartments, the resistances 
only apply to diffusion across major compartment boundaries such as soil/atmosphere and 
equilibrium is assumed within each major compartment. At the New South Wales site, 
the water body was assumed to be a dam of 100 m2 surface area and 3 m depth and a 
sediment layer 0.5 m thick. At the other sites a river 10 m wide, 5 m deep and 1400 
m long was assumed, flowing at 1 m s-1—the length corresponds to the diagonal of a 1 
km square. A sediment layer of 0.5 m thickness was again assumed. The soil subcom­
partment volumes were derived from soil porosity, field capacity and wilting point water 
content. The water fraction was assumed to be the mean of the field capacity and wilting 
point water content, representing an intermediate soil water content. The air fraction was 
the difference between porosity and the water fraction. Default values supplied with the 
model were used for the air particles, biota in water and pore water volume fractions. The 
suspended sediment content (90 ppm) was taken from Connell and Hawker (1986), which 
was calculated for Lake Burley Griffin in Canberra and would be more representative of 
Australian conditions than the 5 ppm used by Mackay and Paterson (1981) for Canadian 
conditions.
The drainage fraction (fraction of rainfall that drains from the soil profile), runoff fraction 
and soil loss were determined from the LEACHM and GLEAMS results because they 
were available, but could perhaps be estimated by other means. The emission rates were 
calculated from the application rates, assuming application once per year as in the other 
models. However, the Mackay model assumes continuous uniform emissions which is very 
different from the single annual application simulated by the other models. The level 4 
Mackay model can simulate pulse loadings but this level was not available for testing.
Levels 1, 2 and 3 of the model were used and the key results for levels 2 and 3 are shown 
in Tables 6.2 and 6.3, respectively. Level 1 results are not shown since the only useful 
information given by that model is the distribution among the compartments, which is 
the same as the level 2 distribution. The level 2 model provides, in addition to the 
distribution given by level 1, an estimate of the concentrations in each compartment 
resulting from the given usage, and also shows the relative importance of the different 
loss mechanisms (reactions and outflows). Level 3 adds inter-phase transfer resistances, 
so equilibrium no longer applies. The output from level 3 includes fluxes of the chemical 
between compartments within the system, but these have not been shown in the table.
The level 3 results are completely different to the level 2 results. At all three sites the 
level 2 model predicts substantial amounts of the chemical in the air, water and sedi­
ment compartments—in the air compartment for the volatile chemical at the New South 
Wales site, the water compartment for the soluble chemical at the Queensland site and 
the sediment compartment for the insoluble chemical at the Tasmanian site. This results 
in substantial losses through outflow of air (at the New South Wales site) or water (at the 
Queensland and Tasmanian sites). The chemical at the Tasmanian site has an unmeasur- 
ably low vapour pressure, but the model will not accept a zero vapour pressure, so 1 x 10-20 
Pa was used, resulting in 3.7% of the chemical lost through air outflow. By contrast, the
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Table 6.4: Two-year water balance predicted by LEACHM under 
nominal conditions at the three sites (all values in mm).
Site Rainfall Infiltration Runoff Drainage Evaporation Transpiration
New South Wales 1121.4 1081.7 40.0 235.0 564.7 203.3
Queensland 2207.2 1969.7 238.1 67.9 708.0 1131.6
Tasmania 1927.6 1928.1 0.0 642.5 1071.9 157.5
level 3 model predicts that virtually all (at least 99.9%) of the chemical remains in the soil 
at all three sites, and the dominant loss is through reaction in the soil. The higher soil 
concentrations also result in much greater leaching rates. At the New South Wales site, 
air outflow accounts for 1% of the chemical loss, and at the Queensland site 9% is lost 
through surface water outflow, after moving from soil to water by runoff and soil loss (not 
diffusion). These comparisons indicate that the results from levels 1 and 2 are misleading, 
at least for the cases studied here. Clearly, the inclusion of diffusive transfer resistances 
is necessary to obtain realistic distributions of chemical amounts and loss rates.
6.2 LEACHM
The LEACHM results are shown as three tables for each site—the hydrology or water 
balance results (Tables 6.5, 6.6 and 6.7), the pesticide results using fixed degradation 
rates (Tables 6.8, 6.9 and 6.10) and a second table of pesticide results using variable 
degradation rates showing the effects of variables which influence the degradation rate 
(Tables 6.11, 6.12 and 6.13).
6.2.1 H ydrology
The total rainfall and the predicted infiltration, runoff, drainage, evaporation and tran­
spiration for the nominal conditions at each site are shown in Table 6.4. Figures 6.1 to 
6.6 show the main features of the water balance at each site over the two year simulation 
period. In each case the rainfall is equal to the sum of infiltration and runoff (with small 
errors probably due to rounding) and the infiltration is equal to the sum of drainage, 
evaporation, transpiration and the change in soil water content (not shown in the table). 
The differences in runoff between sites reflect the different soil properties and climatic con­
ditions. At the Tasmanian site the soil is capable of absorbing all rainfall without runoff. 
The New South Wales site has a subsurface soil layer of very low hydraulic conductivity, 
resulting in runoff during heavy rains—the detailed runoff results show four main runoff 
events associated with rainfall events of over 40 mm in one day, which account for 94% of 
total runoff. The soil at the Queensland site has moderate hydraulic conductivity and is 
able to absorb rainfalls up to about 40 mm in one day, but significant runoff occurs during
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Figure 6.1: Predicted soil water content and cumulative evapora­
tion and transpiration at the New South Wales site. The wheat 
crop emerged on day 494 and was harvested on day 645.
D rainage ------
Runoff ------
Figure 6.2: Predicted cumulative drainage and runoff at the New 
South Wales site. The steps in the cumulative drainage curve 
correspond to periods of heavy rainfall.
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Figure 6.3: Predicted soil water content and cumulative evapora­
tion and transpiration at the Queensland site. Pineapple growth 
occurs throughout the two year period.
D rainage ------
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Figure 6.4: Predicted cumulative drainage and runoff at the
Queensland site.
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Figure 6.5: Predicted soil water content and cumulative evapo­
ration and transpiration at the Tasmanian site. The potato crop 
emerged on day 329 and was harvested on day 492.
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Figure 6.6: Predicted cumulative drainage at the Tasmanian site. 
Note that drainage is predicted to occur only during the wet winter 
months. No runoff was predicted during the two year period.
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heavy storms—for example, a rainfall of 75 mm late in February produced a predicted 
runoff of 33 mm.
The growing seasons at the three sites are different resulting in different total transpiration 
values. At the Queensland pineapple farm, plants are in place for the entire simulation 
resulting in a high total transpiration while the other two sites have plants present for 
only about 5 months of the two-year simulation. This also influences the soil evaporation 
and drainage.
The drainage is quite different at the three sites. The Tasmanian site has a large drainage 
component (33% of infiltration) because of the high soil hydraulic conductivity, while at 
the New South Wales site 22% of infiltration leaves the soil as drainage. At the Queensland 
site, only 68 mm or 3.5% of infiltration drains from the profile. This is partly due to the 
presence of plants throughout the simulation, but even without plants the Queensland site 
has the lowest drainage and the highest evaporation. This is probably because the modest 
conductivity prevents the water penetrating quickly into the soil and the high potential 
evapotranspiration (PET) results in evaporation of most of the water near the surface. 
The effect of the plants can be seen when examining drainage versus time, where little or 
no drainage occurs in either the New South Wales or Tasmanian sites during the 5 month 
growing season.
C lim ate
From the synthetic one-hundred-year climate records generated for each site, the wettest 
and driest years were separately used for the second year of the simulation to test the 
response of the model to changes in rainfall amounts. With three exceptions the changes 
in rainfall produced corresponding changes in all components of the water balance. A 
trivial exception is the runoff at the Tasmanian site, which was already zero for the average 
year and so could not decrease in the dry year. Another exception is the drainage at the 
Queensland site, which was less for the wet year than for the average year and was in 
fact the same as for the dry year. Part of the explanation for this is that there were less 
raindays in the wet year than in the average year, the increase in rainfall being a result 
of unusually high rainfall intensities rather than more rainy days. The large increase in 
runoff (612.5 mm with the wet year compared with 238.1 mm with two average years) is 
also a result of these high rainfall intensities. The third exception is that the transpiration 
at the Tasmanian site was greater in the dry year than in the wet year (note that only the 
rainfall changed here, not the PET). This is due to the different rainfall distribution, since 
the dry year actually had more rain during the growing season part of that year (January 
through April) than the average year (172.7 mm compared with 135.5 mm). The water 
balance is clearly sensitive to the amount and intensity of rainfall.
Changes in PET also affect the water balance as expected. With increased PET, both 
evaporation and transpiration are increased, while drainage and soil water content are 
reduced. Runoff is also reduced because of the lower average soil water content near 
the surface. The relative increase of evaporation and transpiration were quite different 
at the three sites. At the Queensland site, where plants were present throughout the
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Simulation, evaporation increased by 39 mm (5.5%) and transpiration also by 39 mm 
(3.4%), whereas at the Tasmanian site where the soil is bare for most of the simulation, 
evaporation increased by 85 mm (8.0%) and transpiration by only 0.8 mm (0.5%). At the 
New South Wales site the evaporation increased by 15 mm (2.6%) and transpiration by 
12 mm (5.9%). With decreased PET the opposite effects were simulated with a somewhat 
greater sensitivity for transpiration for reduced PET compared with increased PET (2 to 
3 times greater sensitivity). The model is not greatly sensitive to changes in PET.
It should be noted that PET is specified on a weekly basis in LEACHM, and there is no 
adjustment for differences in PET on wet and dry days. When average monthly PET is 
used to derive weekly PET, there is no consideration of the effect of rainfall on PET in 
the model. This results in greater evaporation occurring on wet days than would actually 
occur. The model could be modified to vary the PET with rainfall, which may improve 
the accuracy of the water balance simulation.
W ater Table
The presence of a water table had dramatic effects on the water balance. The smallest 
effects occurred for the New South Wales site, where the presence of a water table decreased 
drainage by about 20% and increased soil water content by about 20%, runoff by about 5% 
and evapotranspiration by about 1%. At the other two sites, the presence of a water table 
resulted in large negative drainages indicating withdrawal of water upward from the water 
table. At the Tasmanian site this amounted to about 500 mm of water over the two year 
period while at the Queensland site the figure was about 1100 mm for a water table at 2m 
and 1500 mm for a water table at lm. The magnitude of this effect shows the importance 
of having a model that can simulate upward movement of water against gravity. Many 
simple models can not simulate this effect. The other components of the water balance all 
showed corresponding changes with evaporation and transpiration increased by from 30% 
to 144% and soil water content up from 20% to 76%. Infiltration was reduced by up to 19% 
and runoff increased by up to 154%; at the Tasmanian site, the only runoff simulated (24 
mm total) occurred with the water table at lm  depth. The simulation results are clearly 
very sensitive to the presence of a shallow water table (although not under all conditions 
as the New South Wales site shows), showing lesser sensitivity for a deeper water table. 
Simulations with a water table at 10 m depth showed alternating recharge and withdrawal 
at both sites, the Tasmanian site having a total drainage of +308 mm (net recharge) after 
two years and the Queensland site —782 mm (net withdrawal).
Soil P rop erties
Soil texture is usually an important determinant of soil hydraulic properties. LEACHM 
data files specify soil texture as percentages of clay and silt, with sand making up the re­
maining portion. In LEACHM the hydraulic conductivity is computed as a function of soil 
texture using a regression equation developed for United States soils. In this study, the clay 
and silt were each separately increased and decreased by 20%, with the sand making up the
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differences. The responses at the three sites to the varying soil texture are quite different. 
At the Tasmanian site the changes in clay content (+20%/—20%) affected mainly soil wa­
ter content (+9.3% /—9.3%) and transpiration (—12.4%/+10.2%) with smaller changes in 
evaporation (+3.1% /—1.6%) and drainage+1.7%/—3.4%). The silt content had the great­
est effects on drainage (—6.3%/+7.4%) and evaporation (+5.3%/—5.9%) with smaller 
changes in transpiration (—4.3%/+3.9%) and soil water content (—1.9%/+1.8%). At the 
New South Wales site the clay content affected primarily drainage (+16.9%/—22.3%) and 
soil water content (+10.4%/—8.0%) with lesser changes to evaporation (—5.7%/+7.0%). 
Both runoff (+4.0%/+5.5%) and transpiration ( — 1.2%/—0.2%) showed changes in the 
same direction for both increased and decreased clay content, indicating a significantly 
non-linear response to this variable. Changes in silt content caused changes in runoff 
(+20.0% /—22.5%) with all other changes being less than 1%. At the Queensland site the 
water balance responded almost identically to changes in silt and clay contents with the 
exception of the soil water content which responded positively to changes in clay content 
(+6.5% /—6.6%) and negatively to changes in silt content ( —1.8%/+2.2%). Drainage was 
the most sensitive variable to both changes (+71.0%/—49.3% for clay, +59.1%/—53.3% 
for silt) followed by runoff (—24.8%/+21.5% for clay, —27.1%/+30.3% for silt), infiltra­
tion (+3,0% /—2.6% for clay, +3.3%/—3.7% for silt), evaporation (+1.6% /—2.6% for clay, 
+1.9% /—2.7% for silt) and transpiration (+0.7%/—0.8% for clay, +1.4% /—2.1% for silt). 
It is clear that the effect of soil texture on water balance can be very significant but the 
magnitude and direction of the effects are strongly dependent on other variables.
Bulk density has a significant effect on the amount of water the soil can hold for a given 
matric potential. Changes of 10% either side of the nominal values produced substan­
tial changes in the water balance at two of the three sites. At the Queensland site, the 
drainage was affected most (+96%/—62%) with runoff (—15%/+11%) and soil water con­
tent (—6.1%/+6.7%) also significantly affected. The amount of infiltration showed only 
relatively minor effects (+1.8%/ —1.3%) as did evaporation (-0.7% /-0.9% ) and tran­
spiration (—1.3%/+1.0%). A similar pattern is seen at the New South Wales site al­
though infiltration (—0.1%/+0.5%) and runoff (+1.8%/—12.8%) responded in the oppo­
site sense compared to the Queensland site. The effect on evaporation ( —16.1%/+12.3%) 
was much more pronounced at this site. At the Tasmanian site, the major effects were on 
transpiration (—11.5%/+11.9%) and soil water content (-6.3%/+7.0%), while drainage 
(+0.4% /-4.3% ) and evaporation (+1.8%/—1.7%) were only slightly effected. It is curious 
that evaporation and transpiration showed opposite effects at this site; this is probably 
due to the distribution of water in the profile during the growing season, with an increased 
bulk density making less water available at depth while increasing the availability of water 
at the surface because of slower infiltration.
The organic carbon content of the soil is incorporated into the prediction of soil hy­
draulic properties in LEACHM. In these simulations its effects are quite minor, with 
one exception—at the New South Wales site, the changes in organic carbon content 
(+20% /—20%) produced significant changes in runoff (+19.7%/—22.2%). All other ef­
fects at this site were less than 1.5%. At the Queensland site, drainage (—3.4%/+3.6%), 
evaporation (+3.2% /—3.2%) and transpiration (—3.0%/+2.8%) were affected to a small 
degree. At the Queensland site the only significant effects were to runoff (—7.6%/+7.6%) 
with lesser effects to drainage (+2.1%/—0.6%) and evaporation (+2.2%/—2.2%). Organic
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carbon content does not appear to be a critical variable in the water balance at these sites.
Saturated conductivity (Ks) has a direct effect on the movement of water through the 
soil. At the Tasmanian site, changes of K s of +100% and —50% had only minor effects 
on the water balance with transpiration (—4.0%/+3.3%) showing the greatest effects. 
In contrast, the Queensland site showed large changes in drainage (4-156%/—90%) and 
runoff (—58%/+68%) for the same changes in K s, and smaller changes in infiltration 
(+7.0% /—8.2%), evaporation (+3.4%/—4.3%) and transpiration (+1.2%/—6.2%). At the 
New South Wales site, runoff (—52%+48%) and drainage (+18%/—20%) again show the 
largest effects and evaporation (—5.1%/+6.4%) and transpiration (—5.1%/+6.4%) smaller 
effects. In general, increasing K s results in reduced runoff (with a corresponding increase 
in infiltration) and increased drainage, but the magnitude of the effects vary considerably. 
The effects on evaporation and transpiration are variable and fairly small.
C rop F actors
The parameters defining crop properties have a direct influence on the simulated transpi­
ration and thus an influence on the water balance. Variations in crop cover (+10%/ —10%) 
produced corresponding changes in transpiration (about +8% /—6.0%) with opposite ef­
fects on evaporation (from —1.1%/+0.7% at the Tasmanian site to —13%/+11% at 
the Queensland site) and small or no changes to other components of the water bal­
ance. Changes in root depth (+20%/—20%) had very little effect on transpiration (up to 
—0.7%/+1.0% at the Tasmanian site) and insignificant or no changes to other variables, 
except at the Queensland site where drainage (—1.5%/+6.2%) showed some effect. The 
crop density had no discernible effect at any of the three sites when varied by 20% in either 
direction. As a further test, variations of —90% and —99% were also used at the Queens­
land site, again without any effect. This indicates that the crop density is not included 
in the transpiration calculations, and is a superfluous parameter; this was confirmed by 
examining the source code for the model. The pan factor is used to relate PET (potential 
evapotranspiration) to actual ET, so is expected to have a direct effect on transpiration 
and indirectly on other components of the water balance. A variation of ±20% in pan 
factor affected transpiration to varying degrees, from +0.4% /—1.1% at the Tasmanian site 
to +4.7% /—19.0% at the New South Wales site. Evaporation is also affected in the same 
sense as transpiration, with variations of +2.7%/—3.6% at the New South Wales site to 
+7.9% /—9.7% at the Tasmanian site. The Queensland site shows intermediate sensitivity 
for both evaporation and transpiration. The changes in evapotranspiration induce changes 
in drainage and runoff which can be very significant (e.g., —55%/+119% in drainage at 
the Queensland site) and, to a lesser extent, soil water content and infiltration. The pan 
factor is used to relate the total evapotranspiration from a given crop to that from a ref­
erence crop, and in LEACHM it is used to calculate both transpiration and evaporation. 
This may not be desirable, since the pan factor should not affect evaporation from bare 
ground.
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6.2 .2  P estic id e  Leaching
Hydrologic Parameters
Chemical transport within the soil is largely driven by water movement, so the factors that 
dominate the water balance also dominate chemical transport. In general, chemical uptake 
by plants is linked to transpiration and leaching is linked to drainage. The simulation 
results show a direct relationship between the water balance and the chemical behaviour 
for some of the parameters, and little relationship or an inverse relationship for other 
parameters.
The relationship between chemical uptake by plants and transpiration is as expected for 
the climate and crop parameters, but not for water table variations and changes in soil 
properties—soil texture in particular. At the Tasmanian and Queensland sites, the pres­
ence of a water table causes large increases in transpiration (about 60% at the Queensland 
site and 144% at the Tasmanian site) but large decreases in chemical uptake by plants (42- 
56% and 80% respectively). At the New South Wales site transpiration showed very little 
response to changes in the water table but, like the other two sites, substantial decreases 
(29-37%) in chemical uptake occurred. Again, the reasons for this are unclear, especially 
since the model documentation shows that chemical uptake is calculated as being directly 
proportional to transpiration. One possible explanation is that the perturbations to the 
water balance due to the presence of a water table changes the distribution of chemical 
through the soil profile so that it is less accessible to the plants. However, the depth of 
leaching as measured by the 50th percentile changes only slightly or not at all under the 
water table scenarios, so that explanation is unsatisfactory. Chemical uptake by plants 
changes significantly with changes in soil texture but the changes show little relationship 
to the corresponding changes in transpiration. At the Tasmanian site, the uptake is small 
so small variations are not reflected in the output data due to the lack of precision. The 
one variation that does appear, +20% with a +20% change in clay content, is in contrast 
to the —12% change in transpiration under the same conditions. Variations at the New 
South Wales site do not appear to follow any pattern. At the Queensland site, all the 
changes in chemical uptake are in the opposite sense to changes in transpiration, and the 
magnitudes show little correlation. For changes in organic carbon content and saturated 
conductivity there are also variations in opposite senses but the magnitudes correlate fairly 
well. The case of organic carbon is somewhat complicated by the use of organic carbon 
as the predictor of sorption coefficient, so the water balance is not the only modulating 
influence in this case. These effects are discussed in the following section with the effects of 
other chemical properties. One pattern that does emerge is that in most cases the changes 
in chemical uptake are far greater than the changes in transpiration.
The other variables associated with chemical transport are affected to varying degrees by 
the water balance. The depth of leaching, as measured by the depth reached by 50% 
of the chemical still in the profile, is moderately sensitive to changes in water balance 
at the Queensland site, with greatest sensitivity to rainfall amount (+26% for wet year, 
-51% for dry year). The absence of a crop reduces leaching depth by 22% in spite of 
the 51% increase in drainage. At the New South Wales site, leaching depth shows modest
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responses of —4.3%/+6.5% to changes of +10% /—10% in bulk density and — 8.5%/+12.8% 
to +20% /—20% changes in organic carbon content. The response to changes in organic 
carbon content at both sites are probably due more to the effect on sorption coefficient 
than on changes to the hydrology. At the Tasmanian site, there were no changes to the 
leaching depth with any changes of water balance. Small amounts of volatilisation occurred 
at the New South Wales and Queensland sites. At the New South Wales site, volatilisation 
showed changes only in response to changes in bulk density, where +10%/—10% changes 
induced changes of —12.5%/+12.5% in volatilisation, and organic carbon content which 
again is probably due to chemical rather than hydrological effects. At the Queensland site, 
the only variation occurred with increased rainfall where volatilisation increased by 50% 
in response to a 26% increase in rainfall. Because the volatilisation losses were so small, 
the precision of the results is very poor and the sensitivities are therefore unreliable.
In each case where a change in loss of chemical through volatilisation, drainage or uptake 
occurred, the sum of the changes in chemical losses from the soil profile produces a cor­
responding change in the amount of chemical remaining in the soil profile and hence on 
the amount of degradation that occurs in the soil profile. These two variables therefore 
show varying sensitivity to changes in the water balance but they will not be separately 
discussed.
The parameters that affect chemical transport indirectly through their effect on the water 
balance have varied effects. In most cases, there is a direct relationship between the 
chemical leaching and water drainage and, to a lesser extent, between transpiration and 
uptake. Some of the variables that affect the water balance do not have the expected effect 
on the corresponding chemical transport component, notably the presence of a water table 
and the changes in soil texture.
C hem ical Param eters
The transport of a chemical is affected by its chemical properties, but the nature of 
the effects is in some cases complicated by interaction between parameters. Variations 
in chemical solubility had no influence on any of the variables at the Tasmanian site, 
but had some significant effects at the New South Wales site and minor effects at the 
Queensland site. At the New South Wales site, large changes in solubility (+100%/-50%) 
affected the leaching depth (—21%/+34%), plant uptake (+8.6%/—8.6%) and volatilisa­
tion (+12.5%/—12.5%), with minimal or no effects on other variables. The changes in 
leaching depth are in the opposite sense to what might be expected, but the reason is that 
the chemical (Trifluralin) has a high Koc (10000) and a high vapour density (1.93 x 10-3 
mg 1_1) so the gaseous phase dominates transport within the soil. A reduction in solubility 
pushes the equilibrium towards the adsorbed and gas phases, and the increase in gaseous 
phase concentration increases the mobility. At the Queensland site the same changes in 
solubility had no effect except for — 50%/+50% changes in volatilisation, and again these 
figures are unreliable because of the low precision of the results.
The sensitivity to vapour density was handled differently to other parameters, since the 
nominal vapour density was very low or zero for two of the sites. At the New South
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Wales site where the chemical had substantial vapour density, variations of +20%, +100%, 
— 20% and —50% were applied as with other variables, with the +100% and —50% changes 
inducing changes in leaching depth (+34.0%/—21.3%), plant uptake (—8.6%/+8.6%) and 
volatilisation ( —12.5%/+12.5%)—similar changes to those caused by changes in solubility. 
With vapour density reduced to zero, the leaching depth decreases to 26 mm, indicating 
very little mobility, while plant uptake is increased by 23% and volatilisation is reduced 
to zero. At the other two sites vapour densities of 0.1 m gl-1 and 1.0 mgl-1 were used to 
test sensitivity. At the Queensland site these changes caused changes in all variables with 
leaching depth showing the greatest variation (+48%/+193%), indicating that gaseous 
phase transport became dominant at these higher vapour densities. Volatilisation was 
reduced (—24%/—59%) in spite of the higher volatility because the chemical dispersed 
through the soil, substantially reducing the concentration near the surface. Plant uptake 
was also reduced (-5% /-24% ) probably for the same reason, and drainage increased 
from 0 to 0.5 mgm-2 for the higher vapour density, again due to the greatly enhanced 
mobility of the chemical. The reductions in plant uptake caused a corresponding increase 
in the amount of chemical remaining in the soil profile, thus increasing the amount of 
degradation in the profile. At the Tasmanian site, similar dramatic changes in leaching 
depth were observed (+84%/+436%) and a small amount of volatilisation occurred (0.1 
m gm -2) where there was otherwise none, but no other variables were affected.
K oc  directly affects the sorption equilibrium and hence the mobility via the dissolved 
phase, and therefore has the potential to affect all the chemical transport variables. At the 
Queensland site, changes in K oc  (+100%/—50%) caused significant changes in leaching 
depth (—36%/+57%), plant uptake (—46%/+72%) and volatilisation (—50%/+50%), with 
corresponding changes in the amount remaining in the profile (+17%/—23%) and degrada­
tion (+4.8% /—7.8%). Similar changes occurred with the New South Wales site, with plant 
uptake (—46%/+80%), volatilisation (—38%/+63%) and leaching depth (—23%/+36%) 
showing large changes and minimal effects on other variables. The Tasmanian site showed 
very little response to changes in K oc  except for plant uptake (-60%/+100%) which 
reflects the extremely low mobility of the chemical (Mancozeb) due to its low solubility, 
zero vapour pressure and high nominal K oc  (2000).
Degradation rate can be either fixed or dependent on water content and temperature. In 
the former case, the amount of chemical lost through degradation each day is simply the 
amount of chemical in the profile multiplied by the degradation rate per day, so direct 
effects on degradation amount and amount remaining in the profile are expected. This 
is indeed the case, with all three sites showing significant changes in both variables with 
changes in the degradation rate. Corresponding changes in other variables also occur due 
to the changes in the amount of chemical present in the soil profile. With the degradation 
rate dependent on water content and temperature, significantly reduced degradation is 
seen. Changes in rainfall and temperature induce changes in degradation as expected, with 
increases in degradation occurring for increases in rainfall and increases in temperature. 
This indicates that both water content and temperature are limiting the degradation rate. 
Another option in the LEACHM model is to specify that degradation only occur in the 
dissolved phase, instead of being based on the total amount. This option would only be 
used when the available data indicated that degradation did not occur in the adsorbed 
phase and suitable degradation rate data for the solution phase by itself was available. As
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Figure 6.7: Predicted depth to which 50% of chemical leaches at 
Queensland site with varying number of nodes in soil profile.
expected, the total degradation was greatly reduced, by from 92.5% to 99.8%, when this 
option was used.
O ther Factors
Three other factors were investigated to determine their effect on model predictions. The 
first was the depth of incorporation of the chemical. LEACHM allows the chemical to be 
applied to the soil surface or incorporated into one or more segments of the soil profile 
adjacent to the surface. In the case of the New South Wales site, application to the soil 
surface resulted in complete loss of the chemical within a few days due to volatilisation. 
Incorporation to a depth of 100 or 150 mm instead of 50 mm as used for the rest of 
the simulations produced leaching depths of 62 and 75 mm, compared with 47 mm in the 
nominal case, and reductions in uptake and volatilisation as expected. The Queensland site 
shows a more significant response, with leaching depths of 86, 99 and 119 mm respectively. 
At the Tasmanian site, the chemical remained almost where it was put, with incorporation 
depths of 50,100 and 150 mm giving 50% leaching depths of 25, 50 and 75 mm respectively.
The second additional factor examined was the number of nodes used to represent the 
continuous vertical soil profile. Changing the number of nodes tests the sensitivity of 
the numerical scheme used to solve the governing equations to changes in the distance 
increment. In the main sensitivity analysis, 20 nodes were used at all three sites. The 
model was tested at the Queensland site using the nominal parameter values and using 5, 
10, 20 and 40 nodes with identical 5-layer soil profiles in each case. In the 10 node case,
130
ip
th
 (
m
m
)
5 nodes -----
10 nodes -----
20 nodes 
40 nodes
Figure 6.8: Predicted depth to which 1% of chemical leaches at 
Queensland site with varying number of nodes in soil profile.
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Figure 6.9: Predicted water drainage at Queensland site with vary­
ing number of nodes in soil profiles.
131
each of the 5 soil layers was represented using two nodes with identical properties, and 
similarly for the 20 and 40 node cases, so that in the 40 node case there were 8 identical 
nodes for each soil layer. Figure 6.7 shows the depth to which 50% of the chemical was 
predicted to leach for each case. The 5 node case predicts a significantly reduced leaching 
depth, while the other three cases give very similar results. Figure 6.8 shows a similar plot 
for the 99% leaching depth, the depth to which only 1% of the chemical leached, and here 
the results are much more divergent. In this instance the 5 node case predicts the greatest 
leaching depth. The water balance is also strongly effected by the number of nodes, as 
seen in Figure 6.9 which shows the water drainage over two years for each of the four 
cases. These differences in water balance would reflect in the leaching behaviour for more 
mobile chemicals.
Finally, the effects of the parameters controlling the time step were examined. LEACHM 
calculates the length of each time step based on the current conditions in the soil profile. 
When there are rapid changes occurring, a shorter time step is used to limit errors. There 
are two parameters that control the length of the time steps—the maximum time step and 
the maximum allowable change in the water content, 0, in the time step. Nominal values 
are 0.05 days (1.2 hours) for the longest time interval and 1.0% change in 9. Variations of 
+100%/ —50% in either of these parameters had very little effect on the results at any of 
the three sites.
6.2.3 Sum m ary
In general, the LEACHM model responds appropriately to most of the important param­
eters although some of the responses are not in accord with expectations. Furthermore 
the sensitivity to many parameters is highly dependent on the values of other parameters 
as shown by the different responses at different sites. This is to be expected in a complex 
model where the outcome is dependent on the interaction of several mechanisms which re­
spond in different manners to changes in the input parameters. In different cases different 
mechanisms dominate resulting in differing responses and hence different sensitivities to 
particular parameters.
• Climate. The model is very sensitive to changes in rainfall amount and rate, and is 
moderately sensitive to changes in potential evapotranspiration (PET).
• Water table. The model is very sensitive to the presence and depth of a permanent 
water table at two of the sites, but not at the New South Wales site which has a 
layer of soil with very low hydraulic conductivity.
• Soil properties. The results from the three sites varied substantially, with generally 
moderate sensitivity for soil texture and organic carbon content. The water balance 
is more sensitive to changes in bulk density and saturated hydraulic conductivity, 
but this sensitivity is not reflected in the chemical leaching.
• Crop factors. The model is not greatly sensitive to changes in crop parameters.
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• Chemical properties. Varied sensitivities to chemical properties were observed de­
pending on the dominant processes. In all cases the model was sensitive to changes 
in K oc, and to changes in solubility and vapour density at one of the sites.
• Other factors. The leaching results are affected by both the depth of incorporation 
of the chemical and by the number of nodes used in the simulation.
The most notable omissions and shortcomings of the model are:
1. The crop density is not factored into transpiration and has no effect on the model 
results.
2. The crop pan factor is included in the calculation of evaporation as well as transpi­
ration, which is unsatisfactory when the simulation includes periods without crops. 
This could be quite important in some areas of Australia.
Two sites showed an inverse relationship between chemical uptake and transpiration, when 
a direct relationship was expected, which may indicate shortcomings in the model.
The model has some considerable advantages over simpler models in simulating the water 
balance and chemical transport at these sites:
1. It is able to simulate the upwards movement of water, shown most clearly in the 
presence of the water tables at the Queensland and Tasmanian sites. A simple 
percolation model is unable to model such effects. This is likely to be important in 
many agricultural areas in Australia such as the Murray-Darling Basin.
2. Gaseous phase transport is seen to dominate transport for a volatile chemical. The 
behaviour of such substances could not be predicted as well if this transport mech­
anism was ignored.
6.3 GLEAMS
The GLEAMS results are presented as three tables for each site—the hydrology or water 
balance component (Tables 6.14, 6.15, 6.16), the erosion component (Tables 6.17, 6.18, 
6.19), and the pesticide transport component (Tables 6.20, 6.21, 6.22).
6.3.1 H ydrology
The variations in water balance between the sites shows a similar pattern to the LEACHM 
predictions. The only site with any predicted drainage is the Tasmanian site, due to the 
high rainfall and high soil conductivity. The highest predicted runoff also occurs at the 
Tasmanian site, which is quite different from the LEACHM predictions, but this and other 
differences are discussed in the next section.
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Table 6.17 GLEAMS erosion sensitivity analysis results at the New South Wales site
Description Overland flow (T/Ha)
Base hydrology values 0.43
High rainfall 1.49 (+246.5%)
Low rainfall 0. 18 ( -58.1%)
Temperature up 20% 0.15 ( -65.1%)
Temperature down 20% 0.43 ( +0.0%)
Radiation up 20% 0.37 ( -14.0%)
Radiation down 20% 0.51 ( +18.6%)
Ks up 100% 0.43 ( +0.0%)
Ks down 100% 0.43 ( +0.0%)
CONA up 20% 0.28 ( -34.9%)
CONA down 14% 0.80 ( +36.0%)
SCS curve no. up 10% 0.94 (+113.6%)
SCS curve no. down 10% 0.25 ( -41.9%)
Porosity and FC up 20% 0.34 ( -20.9%)
Porosity and FC down 20% 0.57 ( +32.6%)
Wilting point water content up 20% 0.48 ( +11.6%)
Wilting point water content down 20% 0.38 ( -11.6%)
Drainage area up 20% 0.41 ( -4.7%)
Drainage area down 20% 0.45 ( +4.7%)
Hydraulic slope up 20% 0.44 ( +2.3%)
Hydraulic slope down 20% 0.42 ( -2.3%)
Width-to-length ratio up 20% 0.42 ( -2.3%)
Width-to-length ratio down 20% 0.44 ( +2.3%)
Organic matter up 20% 0.43 ( + 0 .0 %)
Organic matter down 20% 0.43 ( + 0 .0 %)
Winter cover factor down 20% 0.49 ( +14.0%)
Leaf area index up 20% 0.43 ( + 0 .0 %)
Leaf area index down 20% 0.43 ( + 0 .0 %)
No crop in hydrology component 0.48 ( +11.6%)
Large clay specific surface area 0.43 ( + 0 .0 %)
Large organic matter Surface area 0.43 ( + 0 .0 %)
Clay up 20%, sand down 0.45 ( +4.7%)
Clay down 20%, sand up 0.40 ( -7.0%)
Silt up 20%, sand down 0.44 ( +2.3%)
Silt down 20%, sand up 0.42 ( -2.3%)
Soil erodibility up 20% 0.46 ( +7.0%)
Soil erodibility down 20% 0.39 ( -9.3%)
Overland flow slope up 20% 0.57 ( +32.6%)
Overland flow slope down 20% 0.32 ( -25.6%)
Overland flow soil loss ratio up to 20 0.45 ( +4.7%)
Overland flow soil loss ration down 20 0.39 ( -9.3%)
Overland flow contour factor down 20% 0.39 ( -9.3%)
Overland flow Manning's "n" up 20% 0.31 ( -27.9%)
Overland flow Manning's "n” down 20% 0.43 ( + 0 .0 %)
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Table 6.18 GLEAMS erosion sensitivity analysis results at the Queensland site
D e s c r i p t i o n O v e r l a n d  f l o w  (T/Ha) C h a n n e l 1 (T/Ha) C h a n n e l 2 (T/Ha)
B a s e  h y d r o l o g y  v a l u e s 8 0 . 5 7 4 0 1 . 2 5 2 3 3 . 1 4
Hi gh  r a i n f a l l 1 3 1 . 2 3  ( + 6 2 . 9 $ ) 5 3 1 . 1 7  ( + 3 2 . 4 $ ) 3 2 6 . 0 8  ( + 3 9 . 9 $ )
Low r a i n f a l l 5 4 . 8 4  ( - 3 1 . 9 $ ) 2 6 5 . 3 3  ( - 3 3 . 7 $ ) 1 5 4 . 5 8  ( - 3 3 . 7 $ )
T e m p e r a t u r e  up 2 0$ 7 8 . 1 0  ( - 3 . 1 $ ) 3 9 2 . 5 2  ( - 2 . 2 $ ) 2 2 0 . 9 5  ( - 5 . 2 $ )
T e m p e r a t u r e  down 20 $ 3 4 . 1 5  ( + 4 . 4 $ ) 4 1 5 . 6 3  ( + 3 . 6 $ ) 2 4 8 . 9 5  ( + 6 . 8 $ )
R a d i a t i o n  up 2 0$ 7 3 . 7 0  ( - 8 . 5 $ ) 3 7 0 . 0 7  ( - 7 . 8 $ ) 2 1 2 . 0 1  ( - 9 . 1 $ )
R a d i a t i o n  down 20 $ 9 2 . 6 1  ( + 1 4 . 9 $ ) 4 4 2 . 0 6  ( + 1 0 . 2 $ ) 2 6 5 . 0 5  ( + 1 3 . 7 3 )
Ks up 100 $ 8 0 . 4 3  ( - 0 . 2 $ ) 4 0 0 . 9 6  ( - 0 . 1 $ ) 2 3 2 . 7 9  ( - 0 . 2 $ )
Ks down 5 0$ 8 1 . 4 1  ( + 1 . 0 $ ) 3 8 5 . 3 2  ( - 4 . 0 $ ) 2 2 4 . 9 4  ( - 3 . 5 $ )
CONA up 2 0$ 7 8 . 6 8  ( - 2 . 3 $ ) 3 9 9 . 8 3  1: - 0 . 4 $) 2 2 7 . 3 5  (I - 2 . 3 $ )
CONA down 20 $ 3 5 . 2 1  ( + 5 . 8 $ ) 4 2 3 . 9 2  1; + 5 . 6 $ ) 2 4 7 . 8 5  1; +6 . 3 $)
SCS c u r v e  n o .  up 10$ 1 3 1 . 6 9  ( + 6 3 . 4 $ ) 5 1 4 . 0 4  i: + 2 8 . i $ ) 3 0 6 . 9 9  i: + 3 1 . 7 3 )
SCS c u r v e  n o .  down 10$ 4 3 . 6 9  ( - 3 9 . 6 $ ) 3 2 1 . 0 2  i[ - 2 0 . 0 $ ) 1 8 1 . 5 7  i( - 2 2 . 1 $ )
P o r o s i t y  a n d  FC up 20 $ 7 9 . 8 9  ( - 0 . 8 $ ) 3 3 8 . 4 3 ( - 1 5 . 7 $ ) 2 0 2 . 0 5 ( - 1 3 . 3 $ )
P o r o s i t y  a n d  FC down 2 0 $ 8 2 . 5 6  ( + 2 . 5 $ ) 4 2 3 . 2 7 ( + 5 . 5 $ ) 2 3 7 . 0 2 ( + 1 . 7 $ )
W i l t i n g  p o i n t  w a t e r  c o n t e n t  up 20$ 8 1 . 1 5  ( + 0 . 7 $ ) 4 0 5 . 9 4 ( + 1 . 2 $ ) 2 3 6 . 8 7 ( + 1 . 6 $ )
W i l t i n g  p o i n t  w a t e r  c o n t e n t  down 20$ 8 0 . 2 1  ( - 0 . 4 $ ) 3 9 6 . 8 4 ( - 1 . 1 $ ) 2 3 1 . 3 5 ( - 0 . 8 $ )
D r a i n a g e  a r e a  up 20 $ 7 9 . 8 3  ( - 0 . 9 $ ) 3 9 7 . 8 1 ( - 0 . 9 $ ) 2 3 1 . 8 0 ( - 0 . 6 3 )
D r a i n a g e  a r e a  down 20 $ 8 1 . 3 4  ( + 1 . 0 $ ) 3 8 6 . 2 2 ( - 3 . 7 $ ) 2 2 5 . 9 6 ( - 3 . 1 $ )
H y d r a u l i c  s l o p e  up 20 $ 8 0 . 9 5  ( + 0 . 5 $ ) 4 0 2 . 3 3 ( + 0 . 3 $ ) 2 3 3 . 5 0 ( + 0 . 2 $ )
H y d r a u l i c  s l o p e  down 2 0 $ 8 0 . 1 1  ( - 0 . 6 $ ) 3 8 0 . 0 9 ( - 5 . 3 $ ) 2 2 1 . 7 3 ( - 4 . 9 $ )
W l d t h - r . o - l e n g t h  r a t i o  up 20$ 8 0 . 1 3  ( - 0 . 5 $ ) 3 8 0 . 1 5 ( - 5 . 3 $ ) 2 2 1 . 7 6 ( - 4 . 9 $ )
w i d t h - t o - l e n g t h  r a t i o  down 20$ 8 1 . 1 2  ( + 0 . 7 $ ) 4 0 2 . 7 7 ( + 0 . 4 $ ) 2 3 4 . 1 7 ( + 0 . 4 $ )
O r g a n i c  m a t t e r  u p  20 $ 8 0 . 5 7  ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 1 4 ( + 0 . 0 $ )
O r g a n i c  m a t t e r  down 20 $ 8 0 . 5 7  ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 1 4 ( + 0 . 0 3 )
W i n t e r  c o v e r  f a c t o r  down 20$ 8 0 . 5 7  ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 1 4 ( + 0 . 0 $ )
L e a f  a r e a  i n d e x  up 20 $ 7 9 . 3 9  ( - 1 . 5 $ ) 4 0 4 . 4 9 ( + 0 . 8 $ ) 2 3 6 . 2 5 ( + 1 . 3 $ )
L e a f  a r e a  I n d e x  down 20 $ 7 9 . 0 6  ( - 1 . 9 $ ) 4 0 6 . 0 5 ( + 1 . 2 $ ) 2 3 3 . 5 0 ( + 0 . 2 $ )
No c r o p  i n  h y d r o l o g y  c o m p o n e n t 1 4 8 . 2 2  (; + 8 4 . 0 $ ) 5 9 0 . 5 6 ( + 4 7 . 2 $ ) 3 9 6 . 7 4 ( + 7 0 . 2 $ )
L a r g e  c l a y  s p e c i f i c  s u r f a c e  a r e a 8 0 . 5 7  | + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 1 4 ( + 0 . 0 3 )
L a r g e  o r g a n i c  m a t t e r  s u r f a c e  a r e a 8 0 . 5 7  ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 1 4 ( + 0 . 0 $ )
C l a y  up  2 0 $ ,  s a n d  down 7 8 . 8 5  < - 2 . 1 $ ) 3 9 9 . 5 3 ( - 0 . 4 $ ) 2 1 3 . 0 3 ( - 8 . 6 $ )
C l a y  down 2 0 $ ,  s a n d  up 8 2 . 5 6  ( + 2 . 5 $ ) 4 0 3 . 2 4 ( + 0 . 5 $ ) 2 4 5 . 5 2 ( + 5 . 3 $ )
S i l t  up 2 0 $ ,  s a n d  down 8 2 . 3 4  1: + 2 . 2 $ ) 4 0 3 . 0 2 ( + 0 . 4 $ ) 2 5 9 . 1 5 ( + 1 1 . 2 $ )
S l i t  down 2 0 $ ,  s a n d  up 7 8 . 8 2  1; - 2 . 2 $) 3 9 9 . 5 1 ( - 0 . 4 $ ) 2 0 1 . 9 1 ( - 1 3 . 4 $ )
S o l i  e r o d l b l l l t y  up  20 $ 9 5 . 6 3  1I + 1 8 . 7 $ ) 4 1 6 . 3 1 ( + 3 . 8 $ ) 2 4 3 . 5 6 ( + 4 . 5 $ )
S o i l  e r o d l b l l l t y  down 2 0 $ 6 5 . 3 6  i[ - 1 8 . 9 $ ) 3 8 6 . 0 5 ( - 3 . 8 $ ) 2 2 2 . 7 0 ( - 4 . 5 $ )
O v e r l a n d  f l o w  s l o p e  up 20 $ 9 7 . 6 7 ( + 2 1 . 2 $ ) 4 1 3 . 3 5 ( t4 . 3 $ ) 2 4 3 . 6 6 ( + 4 . 5 $ )
O v e r l a n d  f l o w  s l o p e  down 20$ 6 2 . 6 9 ( - 2 2 . 2 $ ) 3 8 3 . 3 7 ( - 4 . 5 $ ) 2 2 1 . 9 5 ( - 4 . 3 $ )
O v e r l a n d  f l o w  s o i l  l o s s  r a t i o  up 20$ 9 5 . 6 3 ( + 1 8 . 7 $ ) 4 1 6 . 3 1 ( + 3 . 8 $ ) 2 4 3 . 5 6 ( + 4 . 5 $ )
O v e r l a n d  f l o w  s o i l  l o s s  r a t i o  down 20$ 6 5 . 3 6 ( - 1 8 . 9 $ ) 3 8 6 . 0 5 ( - 3 . 8 $ ) 2 2 2 . 7 0 ( - 4 . 5 $ )
O v e r l a n d  f l o w  c o n t o u r  f a c t o r  down 20$ 6 5 . 3 6 ( - 1 8 . 9 $ ) 3 8 6 . 0 5 ( - 3 . 8 $ ) 2 2 2 . 7 0 ( - 4 . 5 $ )
O v e r l a n d  f l o w  M a n n i n g ' s  "n" up 20$ 7 5 . 2 4 ( - 6 . 6 $ ) 3 9 5 . 9 2 ( - 1 . 3 $ ) 2 3 0 . 8 4 ( - 1 . 0 $ )
O v e r l a n d  f l o w  M a n n i n g ' s  "n" down 20$ 8 8 . 7 0 ( + 1 0 . 1 $ ) 4 0 9 . 3 8 ( + 2 . 0 $ ) 2 3 6 . 0 8 ( + 1 . 3 $ )
Be d  c h a n n e l  l e n g t h  up  2 0 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 6 5 . 3 9 ( + 1 6 . 0 $ ) 2 6 6 . 6 0 ( + 1 4 . 4 $ )
Be d  c h a n n e l  l e n g t h  down 20$ 8 0 . 5 7 ( + 0 . 0 $ ) 3 3 7 . 1 1 ( - 1 6 . 0 $ ) 1 9 9 . 6 8 ( - 1 4 . 4 $ )
Be d  c h a n n e l  d r a i n a g e  a r e a  up 20$ 8 0 . 5 7 ( + 0 . 0 $ ) 3 7 1 . 1 6 ( - 7 . 5 $ ) 2 1 9 . 7 0 ( - 5 . 8 $ )
Be d  c h a n n e l  d r a i n a g e  a r e a  down 20$ 8 0 . 5 7 ( + 0 . 0 $ ) 4 1 2 . 8 3 ( + 2 . 9 $ ) 2 3 3 . 3 5 ( + 0 . 1 $ )
Be d  c h a n n e l  s i d e  s l o p e  u p  20$ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 1 4 ( + 0 . 0 $ )
Be d  c h a n n e l  s i d e  s l o p e  down 20$ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 1 4 ( + 0 . 0 $ )
Be d  c h a n n e l  s l o p e  up 20 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 2 3 . 1 9 ( + 5 . 5 $ ) 2 4 5 . 5 8 ( + 5 . 3 $ )
Be d  c h a n n e l  s l o p e  down 2 0 $ 8 0 . 5 7 ( + 0 . 0 $ ) 3 9 6 . 1 7 ( - 1 . 3 $ ) 2 2 7 . 5 8 ( - 2 . 4 $ )
Be d  c h a n n e l  M a n n i n g ' s  "n" up 20 $ 8 0 . 5 7 ( + 0 . 0 $ ) 3 8 4 . 8 9 ( - 4 . 1 $ ) 2 2 4 . 8 0 ( - 3 . 6 $ )
Be d  c h a n n e l  d e p t h  up  1 0 0 $ 8 0 . 5 7 ( + 0 . 0 $ ) 6 6 4 . 5 4 ( + 6 5 . 6 $ ) 3 6 4 . 9 3 ( + 5 6 . 5 $ )
Bed  c h a n n e l  d e p t h  down 50 $ 8 0 . 5 7 ( + 0 . 0 $ ) 2 6 4 . 3 0 ( - 3 4 . 1 $ ) 1 6 5 . 6 6 ( - 2 8 . 9 $ )
Be d  c h a n n e l  w i d t h  up 2 0 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 1 4 ( + 0 . 0 $ )
Be d  c h a n n e l  w i d t h  down 20 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 1 4 ( + 0 . 0 $ )
Row c h a n n e l  l e n g t h  up  2 0 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 1 9 5 . 4 0 ( - 1 6 . 2 $ )
Row c h a n n e l  l e n g t h  down 20$ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 4 7 . 2 8 ( + 6 . 1 $ )
Row c h a n n e l  d r a i n a g e  a r e a  up 20$ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 2 9 . 8 2 ( - 1 . 4 $ )
Row c h a n n e l  d r a i n a g e  a r e a  down 20 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 6 . 5 8 ( + 1 . 5 $ )
Row c h a n n e l  s i d e  s l o p e  u p  20$ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 2 8 . 1 4 ( - 2 . 1 $ )
Row c h a n n e l  s i d e  s l o p e  down 20 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 4 . 8 8 ( + 0 . 7 $ )
Row c h a n n e l  s l o p e  up 2 0 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 1 8 3 . 2 6 ( - 2 1 . 4 $ )
Row c h a n n e l  s i d e  s l o p e  down 20 $ 3 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 4 7 . 1 1 ( + 6 . 0 $ )
Row c h a n n e l  M a n n i n g ' s  "n" up 20$ 3 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 7 1 ( + 0 . 2 $ )
Row c h a n n e l  d e p t h  up  1 0 0 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 1 4 ( + 0 . 0 $ )
Row c h a n n e l  d e p t h  down 50 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 3 3 . 1 4 ( + 0 . 0 $ )
Row c h a n n e l  w i d t h  up  2 0 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 2 8 8 . 0 9 ( + 2 3 . 6 $ )
Row c h a n n e l  w i d t h  down 2 0 $ 8 0 . 5 7 ( + 0 . 0 $ ) 4 0 1 . 2 5 ( + 0 . 0 $ ) 1 9 7 . 4 4 ( - 1 5 . 3 $ )
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Table 6.19 GLEAMS erosion sensitivity analysis results at the Tasmanian site
Description Overland flow (T/Ha)
Base values 191.95
High rainfall 236.79 ( +23.4%)
Low rainfall 112.23 ( -41.5%)
Temperature up 20% 183.53 ( -4.4%)
Temperature down 20% 201.50 ( +5.0%)
Radiation up 20% 164.28 ( -14.4%)
Radiation down 20% 232.20 ( +21.0%)
Ks up 100% 177.53 ( -7.5%)
Ks down 50% 200.16 ( +4.3%)
CONA up 20% 187.33 ( -2.4%)
CONA down 20% 228.74 ( +19.2%)
SCS curve no. up 10% 219.25 ( +14.2%)
SCS curve no. down 10% 168.55 ( -12.2%)
Porosity and FC up 20% 144.12 ( -24.9%)
Porosity and FC down 20% 171.58 ( -10.6%)
Porosity up 20% 46.29 ( -75.9%)
FC down 20% 33.07 ( -82.8%)
Porosity up 20%, Fc down 20% 12.66 ( -93.4%)
Wilting point water content up 20% 197.13 < +2.7%)
Wilting point water content down 20% 169.16 1; -11.9%)
Drainage area up 20% 188.80 1I -1.6%)
Drainage area down 20% 195.12 1; +1.7%)
Hydraulic slope up 20% 193.62 i[ +0.9%)
Hydraulic slope down 20% 189.92 i( -1.1%)
Width-to-length ratio up 20% 190.00 i( -1.0%)
Width-to-length ratio down 20% 194.36 ■( +1.3%)
Organic matter up 20% 191.95 ( +0.0%)
Organic matter down 20% 191.95 ( +0.0%)
Winter cover factor down 20% 229.90 ( +19.8%)
Leaf area index up -20% 191.67 ( -0.1%)
Leaf area index down 20% 210.09 ( +9.5%)
No crop in hydrology component 237.25 ( +23.6%)
Large clay specific surface area 191.95 1 +0.0%)
Large organic matter surface area 191.95 ( +0.0%)
Clay up 20%, sand down 191.92 ( -0.0%)
Clay down 20%, sand up 192.00 ( +0.0%)
Silt up 20%, sand down 189.97 ( -1.0%)
Silt down 20%, sand up 192.01 ( +0.0%)
Soil erodibility up 20% 213.78 ( +11.4%)
Soil erodibility down 20% 153.90 ( -19.8%)
Overland flow slope up 20% 259.83 ( +35.4%)
Overland flow slope down 20% 127.14 ( -33.8%)
Overland flow soil loss ratio up 20% 206.99 ( +7.8%)
Overland flow soil loss ratio down 20% 153.90 ( -19.8%)
Overland flow contour factor down 20% 153.90 ( -19.8%)
Overland flow Manning's "n" up 20% 164.30 ( -14.4%)
Overland flow Mannings "n" down 20% 191.95 ( +0.0%)
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Table 6.20 GLEAMS pesticide transport sensitivity analysis results for Tnfluralin at the New South Wales site
D e s c r i p t  i o n R u n o f f  ( g / H a ) S e d i m e n t  ( g / H a ) D r a i n a g e  ( g / H a ) T o t a l ( g / H a )
B a s e  h y d r o l o g y  v a l u e s 2 . 3 0 . 4 0 . 0 2 . 7
H i g h  r a i n f a l l 7 . 1 ( + 2 0 8 . 7 * ) 1 . 3 ( + 2 2 5 . 0 * ) 0 . 0 8 . 3  ( + 2 0 7 . 4 * )
Low r a i n f a l l 0 . 4 ( - 8 2 . 6 * ) 0 . 0 ( - 1 0 0 . 0 * ) 0 . 0 0 . 4  ( - 8 5 . 2 * )
T e m p e r a t u r e  u p  20 * 1 .  5 ( - 3 4 . 8 * ) 0 . 3 ( - 2 5 . 0 * ) 0 . 0 1 . 8  ( - 3 3 . 3 * )
T e m p e r a t u r e  down 20* 2 . 4
5r^+ 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 8  ( + 3 . 7 * )
R a d i a t i o n  u p  20* 2 . 0 ( - 1 3 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 3  ( - 1 4 . 8 * )
R a d i a t i o n  down 20 * 3 . 0 ( + 3 0 . 4 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 3 . 4  ( + 2 5 . 9 * )
Ks u p  100 * 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7  ( + 0 . 0 * )
Ks down  1 0 0 * 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7  ( + 0 . 0 * )
CONA u p  20* 1 . 4 ( - 3 9 . 1 * ) 0 . 3 ( - 2 5 . 0 * ) 0 . 0 1 . 7  ( - 3 7 . 0 * )
CONA d own  14* 3 . 8 ( + 6 5 . 2 * ) 0 . 5 ( + 2 5 . 0 * ) 0 . 0 4 . 2  ( + 5 5 . 6 * )
SCS c u r v e  n o .  u p  10* 4 . 5 ( + 9 5 . 7 * ) 0 . 5 ( + 2 5 . 0 * ) 0 . 0 5 . 0  ( + 8 5 . 2 * )
SCS c u r v e  n o .  down 10* 1 . 5 ( - 3 4 . 8 * ) 0 . 3 ( - 2 5 . 0 * ) 0 . 0 1 . 3  ( - 3 3 . 3 * )
P o r o s i t y  a n d  PC u p  20* 2 . 1 ( - 8 . 7 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 5  ( - 7 . 4 * )
P o r o s i t y  a n d  FC down  20* 2 . 4 ( + 4 . 3 * ) 0 . 3 ( - 2 5 . 0 * ) 0 . 0 2 . 7  ( + 0 . 0 * )
W i l t i n g  p o i n t  w a t e r  c o n t e n t  u p  20 * 2 . 4 ( + 4 . 3 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 8  ( + 3 . 7 * )
W i l t i n g  p o i n t  w a t e r  c o n t e n t  down 20* 2 . 1 ( - 8 . 7 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 5  ( - 7 . 4 * )
D r a i n a g e  a r e a  u p  2 0* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 6  ( - 3 . 7 * )
D r a i n a g e  a r e a  down 20* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7  ( + 0 . 0 * )
H y d r a u l i c  s l o p e  u p  20* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7  ( + 0 . 0 * )
H y d r a u l i c  s l o p e  down  20* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 6  ( - 3 . 7 * )
W l d t h - t o - l e n g t h  r a t i o  u p  20* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 6  ( - 3 . 7 * )
W l d t h - t o - l e n g t h  r a t i o  down 20* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7  ( + 0 . 0 * )
O r g a n i c  m a t t e r  u p  20 * 1 . 9 ( - 1 7 . 4 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 3  ( - 1 4 . 3 * )
O r g a n i c  m a t t e r  down  2 0* 2 . 8 ( + 2 1 . 7 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 3 . 1  ( + 1 4 . 6 * )
W i n t e r  c o v e r  f a c t o r  down 20* 2 . 5 ( + 8 . 7 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 9  ( + 7 . 4 * )
L e a f  a r e a  I n d e x  u p  20 * 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 6  ( - 3 . 7 * )
L e a f  a r e a  I n d e x  down  20* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7  ( + 0 . 0 * )
No c r o p  i n  h y d r o l o g y  c o m p o n e n t 3 . 9 ( + 6 9 . 6 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 4 . 3  ( + 5 9 . 3 * )
L a r g e  c l a y  s p e c i f i c  s u r f a c e  a r e a 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 6  ( - 3 . 7 * )
L a r g e  o r g a n i c  m a t t e r  s u r f a c e  a r e a 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7  ( + 0 . 0 * )
C l a y  u p  2 0 * ,  s a n d  down 2 . 3
Oo+ 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 6  ( - 3 . 7 * )
C l a y  down  2 0 * ,  s a n d  up 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7  ( + 0 . 0 * )
S i l t  u p  2 0 * ,  s a n d  down 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7  ( + 0 . 0 * )
S i l t  do wn  2 0 * ,  s a n d  u p 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 6  ( - 3 . 7 * )
S o i l  e r o d l b l l l t y  u p  2 0* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7  ( + 0 . 0 * )
S o l i  e r o d l b l l l t y  do wn  20* 2 . 3 ( + 0 . 0 * ) 0 . 3 ( - 2 5 . 0 » ) 0 . 0 2 . 6  ( - 3 . 7 * )
O v e r l a n d  f l o w  s l o p e  u p  20* 2 . 3
*>oO+ 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7  i + 0 . 0 * )
O v e r l a n d  f l o w  s l o p e  down  20* 2 . 3 ( + 0 . 0 * ) 0 . 3 ( - 2 5 . 0 * ) 0 . 0 2 . 6 ( - 3 . 7 * )
O v e r l a n d  f l o w  s o l i  l o s s  r a t i o  u p  t o  20* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7 ( + 0 . 0 * )
O v e r l a n d  f l o w  s o l i  l o s s  r a t i o n  d own  20* 2 . 3 ( + 0 . 0 * ) 0 . 3 ( - 2 5 . 0 * ) 0 . 0 2 . 6 ( - 3 . 7 * )
O v e r l a n d  f l o w  c o n t o u r  f a c t o r  down  20* 2 . 3 ( + 0 . 0 * ) 0 . 3 ( - 2 5 . 0 * ) 0 . 0 2 . 6 ( - 3 . 7 * )
O v e r l a n d  f l o w  M a n n i n g ' s  " n "  u p  2 0* 2 . 3 ( + 0 . 0 * ) 0 . 3 ( - 2 5 . 0 * ) 0 . 0 2 . 6 ( - 3 . 7 * )
O v e r l a n d  f l o w  M a n n i n g ' s  " n ” down 20* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7 ( + 0 . 0 * )
S o l u b i l i t y  u p  1 0 0 * 2 . 3
oo
0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7 ( + 0 . 0 * )
S o l u b i l i t y  d own  50* 2 . 3
OO
0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7 ( + 0 . 0 * )
Koc  u p  1 0 0 * 1 . 2 ( - 4 7 . 8 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 1 . 6 ( - 4 0 . 7 * )
Koc down  50* 4 . 0 ( + 7 3 . 9 * ) 0 . 3 ( - 2 5 . 0 » ) 0 . 0 4 . 3 ( + 5 9 . 3 * )
W a s h o f f  f r a c t i o n  u p  100 * 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7 ( + 0 . 0 * )
W a s h o f f  f r a c t i o n  d o w n  50* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7 ( + 0 . 0 * )
F o l i a r  h a l f l l f e  u p  1 0 0 * 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7 ( + 0 . 0 * )
F o l i a r  h a l f l l f e  down  50* 2 . 3 ( + 0 . 0 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 7 ( + 0 . 0 * )
S o l i  h a l f l l f e  u p  1 00 * 2 . 4 ( + 4 . 3 * ) 0 . 4 ( + 0 . 0 * ) 0 . 0 2 . 8 ( + 3 . 7 * )
S o l i  h a l f l l f e  down  50 * 2 . 1 ( - 8 . 7 * ) 0 . 3 ( - 2 5 . 0 * ) 0 . 0 2 . 5 ( - 7 . 4 * )
A p p l i c a t i o n  r a t e  u p  1 0 0 * 4 . 6 ( + 1 0 0 . 0 * ) 0 . 7 ( + 7 5 . 0 * ) 0 . 0 5 . 3 ( + 9 6 . 3 * )
A p p l i c a t i o n  r a t e  d o w n  50* 1 . 1 ( - 5 2 . 2 * ) 0 . 2 ( - 5 0 . 0 * ) 0 . 0 1 . 3 ( - 5 1 . 9 * )
D e p t h  o f  i n c o r p o r a t i o n  u p  1 0 0 * 1 .  1 ( - 5 2 . 2 * ) 0 . 2 ( - 5 0 . 0 * ) 0 . 0 1 . 3 ( - 5 1 . 9 * )
D e p t h  o f  I n c o r p o r a t i o n  u p  50 0 * 0 . 5 ( - 7 8 . 3 * ) 0 . 1 ( - 7 5 . 0 * ) 0 . 0 0 . 5 ( - 8 1 . 5 * )
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Table 6.21 GLEAMS pesticide transport sensitivity analysis results for Diuron at the Queensland site
D e s c r i p t i o n  Runoff  (g/Ha) Sediment  (g/Ha) Dr a i na g e  (g/Ha) T o t a l  (g/Ha)
3a s e  hy dr o l og y  v a l u e s  
High r a i n f a l l
10.6
35.1  (+702.8*)
19.5
166.3  (+752.3*)
0 . 0
0 .0
• 30.2
251.4 (+732.5*)
Low r a i n f a l l 0 . 9  ( - 91 . 5* ) 5 .4 ( - 72 . 3* ) 0 . 0 6 .3  ( - 79 . 1*)
Te mp e ra t u r e  up 20* 10 .3  ( - 2 . 8* ) 19.8 ( +1.5*) 0 . 0 30.1 ( -0 . 3*)
Te mp e ra t u r e  down 20* 11.3  ( +6.6*) 15.2  ( -22 . 1») 0 .0 26.4 ( -12 . 6*)
R a d i a t i o n  up 20* 9 . 6  ( -9 .4 *) 19.3  ( -1 . 0» ) 0 . 0 28 .9  ( -4 . 3* )
R a d i a t i o n  down 20* 12.0 ( +13.2*) 13.2  ( - 32 . 3*) 0.0 25.2 ( -16 . 6* )
Ks up 100* 10.6  ! +0.0*) 19.7 ( +1.0*) 0 . 0 30.3 ( +0.3*)
Ks down 50* 10.8 !: +1.9*) 16.3  ( -16 . 4*) 0 .0 27.1 ( - 10 . 3* )
CONA up 20* 10.6  1: + o . o * ) 22 .5  ( +15.4*) 0 .0 33.1 ( +9.6*)
CONA down 20* 10.8 ([ +1.9*) 11.7 (: - 40 . 0*) 0 . 0 22.4 (; - 25 . 8» )
SCS c u r ve  no.  up 10* 34.0 i[+220.8*) 13 .6  <: - 30 . 3* ) 0 .0 47.6  (: +57.6»)
SCS c u r ve  no.  down 10* 4 . 3  i( - 59 . 4* ) 17.2  1: - 11 . 3* ) 0 . 0 21.5 (; - 23 . 3*)
P o r o s i t y  and FC up 20* 8 . 5 ( - 19 . 8* ) 8 .1  1: - 58 . 5* ) 0 .0 16.6  (: -45 .0*)
P o r o s i t y  and FC down 20* 12.0 ( +13.2*) 24.8  i; +27.2*) 0 . 0 36.8 !: +21.9*)
W i l t i n g  p o i n t  w a t e r  c o n t e n t  up 20* 10.4 ( - 1 . 9* ) 16.5  i( - 15 . 4* ) 0 .0 27.0 i! - 10 . 6» )
W i l t i n g  p o i n t  w a t e r  c o n t e n t  down 20* 10.8 ( +1.9*) 20.4 ( +4.6*) 0 . 0 31.2 ( +3.3*)
Dr a i na g e  a r e a  up 20* 10.7 ( +0.9*) 16.9 ( - 13 . 3* ) 0 .0 27.6 ( - 8 . 5» )
Dr a i na g e  a r e a  down 20* 10.6 ( +0.0*) 21.3 ( +9.2*) 0 .0 31.9 ( +5.6*)
H y d r a u l i c  s l o p e  up 20* 10.6 ( +0.0*) 20.7 ( +6.2*) 0 . 0 31.3 ( 0 . 6 * )
H y d r a u l i c  s l o p e  down 20* 10.7 ( +0.9*) 17.5 ( - 10 . 3* ) 0 . 0 28.2 ( - 6 . 6* )
W l d t h - t o - l e n g t h  r a t i o  up 20* 10.7 ( +0.9*) 17.6 ( - 9 . 7*) 0 .0 28.2 ( - 6 .6*)
W l d t h - t o - l e n g t h  r a t i o  down 20* 10.6 ( +0.0*) 21.5 ( +10.3*) 0 .0 32.1 ( +6.3*)
Or ga n ic  m a t t e r  up 20* 12.5 ( +17.9*) 27.1 ( +39.0*) 0 . 0 39.6 ( +31.1*)
Or gan i c  m a t t e r  down 20* 8 . 3 ( - 21 . 7* ) 12.4 ( - 36 . 4* ) 0 .0 20.7 ( - 31 . 5* )
Wi nt er  c o v e r  f a c t o r  down 20* 10.6 ( +0.0*) 19.5 ( +0.0*) 0 .0 30.2 ( +0.0*)
Leaf  a r e a  Index  up 20* 10.5 ( - 0 . 9* ) 24.1 ( +23.6*) 0 . 0 34.6 ( +14.6*)
Leaf  a r e a  Index  down 20* 9.0 ( - 15 . 1* ) 21 .9 ( +12.3*) 0 .0 30.8 ( +2.0*)
No c r o p  i n  h y dr o l og y  component 187.8 ( +1672*) 67.4 (+245.6*) 0 . 0 255.2 (+745.0»)
Large  c l a y  s p e c i f i c  s u r f a c e  a r e a 10.6 ( +0.0*) 19.5 ( +0.0*) 0 .0 30.1 ( - 0 . 3* )
Large  o r g a n i c  m a t t e r  s u r f a c e  a r e a 10.6 ( +0.0*) 19.7 ( +1.0*) 0 . 0 30.3 ( ■*■0.3*)
Clay  up 20*,  sa nd  down 10.7 ( +0.9*) 17.8 ( - 8 . 7* ) 0 .0 28.5 ( - 5 . 6*)
Clay down 20*,  sa nd  up 10.6 ( +0.0*) 21.1 ( +8.2*) 0 . 0 31.8 ( +5.3*)
S i l t  up 20*,  sa nd  down 10.6 ( +0.0*) 20 .3 ( +4.1*) 0 .0 30.9 ( +2.3*)
S i l t  down 20*,  s a n d  up 10.7 ( +0.9*) 19.2 ( - 1 . 5* ) 0 . 0 29.9 ( - 1 . 0* )
S o l i  e r o d l b i l l t y  up 20* 10.6 ( +0.0*) 20.7 ( +6.2*) 0 . 0 31 . 3 ( +3.6*)
S o i l  e r o d l b i l l t y  down 20* 10.7 ( +0.9*) 18.4 ( - 5 . 6* ) 0 .0 29.0 ( - 4 . 0* )
O ve r la nd  f l ow s l o p e  up 20* 10.6 ( +0.0*) 20.7 ( +6.2*) 0 .0 31 . 3 ( +3.6*)
Ov e r l an d  f l ow s l o p e  down 20* 10.7 ( +0.9*) 18.2 ( - 6 . 7* ) 0 . 0 28.9 ( - 4 . 3* )
O ve r la nd  f low s o l i  l o s s  r a t i o  up 20* 10.6 ( +0.0*) 20.7 ( +6.2*) 0 . 0 31 . 3 ( +3.6*)
Ov er la n d  f low s o i l  l o s s  r a t i o  down 20* 10.7 ( +0.9*) 18.4 ( - 5 . 6* ) 0 .0 29.0 ( - 4 . 0*)
Ov e r l an d  f low c o n t o u r  f a c t o r  down 20* 10.7 ( +0.9») 18.4 ( - 5 . 6» ) 0 . 0 29.0 ( - 4 . 0* )
O ve r la nd  f l ow Ma nn i ng ' s  "n" up 20* 10.7 ( +0.9*) 19.1 ( - 2 . 1* ) 0 . 0 29.3 ( - 1 . 3* )
Over land  f low Ma nn in g ' s  "n" down 20* 10.6 ( +0.0*) 20.0 ( +2.6*) 0 . 0 30.6 ( +1.3*1
Bed c h a n n e l  l e n g t h  up  20* 10 . 6 ( +0.0*) 22.2 ( +13.8*) 0 . 0 32.8 ( +8.6*)
Bed c ha nn e l  l e n g t h  down 20* 10.7 ( +0.9») 16.8 ( - 13 . 8* ) 0 .0 27 . 5 ( - 8 . 9* )
Bed c ha nn e l  d r a i n a g e  a r e a  up 20* 10 .7 ( + 0 . 9t ) 13 .3 ( - 31 . 8* ) 0 . 0 24 .1 ( - 20 . 2*)
Bed ch an ne l  d r a i n a g e  a r e a  down 20* 10.6 ( + 0 . 0 t ) 22.2 ( +13.8*) 0 .0 32.8 ( +8.6*)
Bed c ha nn e l  s i d e  s l o p e  up 20* 10.6 ( +0.0*) 19 .5 ( +0.0*) 0 .0 30.2 ( +0.0*)
Bed c ha nn e l  s i d e  s l o p e  down 20* 10.6 ( +0.0*) 19.5 ( +0.0*) 0 .0 30.2 ( +0.0*)
Bed c h a n n e l  s l o p e  up 20* 10.8 ( +1.9») 12.1 ( - 37 . 9* ) 0 . 0 22.9 ( - 24 . 2* )
Bed c ha nn e l  s l o p e  down 20* 10.5 ( - 0 . 9* ) 26.0 ( +33.3*) 0 . 0 36.5 ( +20.9*)
Bed c h a n n e l  Ma nn in g ' s  "n" up 20* 10.7 ( +0.9*) 18.0 ( - 7 . 7* ) 0 . 0 28.6 ( - 5 . 3* )
Bed c h a n n e l  d e p t h  up 100* 9 . 9 ( - 6 . 6* ) 63.6 (+226.2*) 0 . 0 73.6 (+143.7*)
Bed c h a n n e l  d e p t h  down 50* 10.8 ( +1.9*) 7 .1 ( - 63 . 6* ) 0 . 0 17.9 ( - 40 . 7» )
3ed c h a n n e l  w i d t h  up 20* 10.6 ( +0.0*) 19 .5 ( +0.0*) 0 . 0 30.2 ( +0.0*)
Bed c ha nn e l  wi dt h  down 20* 10.6 ( +0.0*) 19.5 ( +0.0») 0 . 0 30.2 ( +0.0*)
Row c h a n n e l  l e n g t h  up 20* 10.7 ( +0.9*) 16.1 ( - 17 . 4* ) 0 . 0 26.8 ( - 11 . 3* )
Row c h a n n e l  l e n g t h  down 20* 10.6 ( +0.0*) 20 .6 ( +5.6*) 0 . 0 31.3 ( +3.6*)
Row c h a n n e l  d r a i n a g e  a r e a  up 20* 10.7 ( +0.9*) 19.0 ( - 2 . 6» ) 0 . 0 29.7 ( - 1 . 7* )
Row c ha nn e l  d r a i n a g e  a r e a  down 20* 10.6 ( +0.0*) 20.4 ( +4.6*) 0 . 0 31 .0 ( +2.6*)
Row c ha nn e l  s i d e  s l o p e  up 20* 10.7 ( +0.9*) 16.8 ( - 13 . 8* ) 0 .0 27.5 ( - 8 . 9* )
Row c h a n n e l  s i d e  s l o p e  down 20* 10.6 ( +0.0*) 19.7 ( +1.0*) 0 . 0 30.4 ( +0.7*)
Row c ha nn e l  s l o p e  up 20* 10.8 ( +1.9») 13.7 ( - 29 . 7* ) 0 . 0 24 .5 ( - 18 . 9*)
Row c h a n n e l  s i d e  s l o p e  down 20* 10.6 ( +0.0*) 21.2 ( +8.7*) 0 . 0 31.8 ( +5.3*)
Row c h a n n e l  Ma nn i ng ' s  "n" up 20* 10.6 ( +0.0*) 19.7 ( +1.0*) 0 . 0 30.4 ( +0.7*)
Row c ha nn e l  d e p t h  up 100* 10.6 ( +0.0*) 19.5 ( +0.0*) 0 .0 30.2 ( +0.0*)
Row c h a n n e l  d ep th  down 50* 10.6 ( +0.0*) 19.5 ( +0.0*) 0 . 0 30.2 ( +0.0»)
Row c h a n n e l  wi dt h  up 20* 10.5 ( - 0 . 9» ) 25.2 ( +29.2*) 0 . 0 35.7 ( +18.2*)
Row c h a n n e l  w i dt h  down 20* 10.7 ( +0.9*) 16.0 ( - 17 . 9* ) 0 . 0 26.7 ( - 11 . 6* )
S o l u b i l i t y  up 100* 10.6 ( +0.0*) 19.5 ( +0.0*) 0 . 0 30.2 ( +0.0*)
S o l u b i l i t y  down 50* 10.6 ( +0.0*) 19 . 5 ( +0.0*) 0 . 0 30.2 ( +0.0*)
Koc up 100* 16.6 ( +56.6») 56.9 (+191.8*) 0 . 0 73 .5 (+143.4*)
Koc down 50* 3.9 ( - 63 . 2* ) 3 .9 ( - 80 . 0* ) 0 . 0 7 . 8 ( - 74 . 2* )
Washoff  f r a c t i o n  up 100* ( to  100*) 14.6 ( +37.7*) 26.7 ( +36.9*) 0 . 0 41.2 ( +36.4*)
Washoff  f r a c t i o n  down 50* 7 .7 ( - 27 . 4* ) 14.1 ( - 27 . 7* ) 0 . 0 21.9 ( - 27 . 5* )
F o l i a r  h a l f l l f e  up 100* 16.5 ( +55.7*) 30 .3 ( +55.4*) 0 . 0 46.8 ( +55.0*)
F o l i a r  h a l f l l f e  down 50* 6 .3 ( - 40 . 6* ) 11 . 5 ( - 41 . 0* ) 0 . 0 17.7 ( - 41 . 4* )
S o i l  h a l f l l f e  up 100* 13.2 ( +24.5*) 24.0 ( +23.1*) 0 . 0 37.2 ( +23.2*)
S o i l  h a l f l l f e  down 50* 7 .0 ( - 34 . 0* ) 13.1 ( - 32 . 8* ) 0 . 0 20.1 ( - 33 . 4* )
A p p l i c a t i o n  r a t e  up 100* 21.3 (+100.9*) 39.0 (+100.0*) 0 . 0 60.3 ( +99.7*)
A p p l i c a t i o n  r a t e  down 50* 5.3 ( - 50 . 0* ) 9 .8 ( - 49 . 7* ) 0 . 0 15.1 ( - 50 . 0* )
Depth o f  i n c o r p o r a t i o n  up 100* 8 . 3 ( - 21 . 7» ) 15.1 ( - 22 . 6») 0 . 0 23.4 ( - 22 . 5* )
Depth o f  i n c o r p o r a t i o n  up 500* 6.8 ( - 35 . 8* ) 12.5 ( - 35 . 9» ) 0 . 0 19.3 ( - 36 . 1» )
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Table 6.22 GLEAMS pesticide transport sensitivity analysis results for Mancozeb at the Tasmanian site
Description Runoff (g/Ha) Sediment (g/Ha) Drainage (g/Ha) Total (g/Ha)
Base values 0.0 0.0 0.0 0.0
High rainfall 0.0 0.0 0.0 0.0
Low rainfall 0.0 0.0 0.0 0.0
Temperature up 20% 0.0 0.0 0.0 0.0
Temperature down 20% 0.0 0.0 0.0 0.0
Radiation up 20% 0.0 0.0 0.0 0.0
Radiation down 20% 0.0 0.0 0.0 0.0
Ks up 100% 0.0 0.0 0.0 0.0
Ks down 50% 0.0 0.0 0.0 0.0
CONA up 20% 0.0 0.0 0.0 0.0
CONA down 20% 0.0 0.0 0.0 0.0
SCS curve no. up 10% 0.0 0.0 0.0 0.0
SCS curve no. down 10% 0.0 0.0 0.0 0.0
Porosity and FC up 20% 0.0 0.0 0.0 0.0
Porosity and FC down 20% 0.0 0.0 0.0 0.0
Porosity up 20% 0.0 0.0 0.0 0.0
FC down 20% 0.0 0.0 0.0 0.0
Porosity up 20%, Fc down 20% 0.0 0.0 0.0 0.0
Wilting point water content up 20% 0.0 0.0 0.0 0.0
Wilting point water content down 20% 0.0 0.0 0.0 0.0
Drainage area up 20% 0.0 0.0 0.0 0.0
Drainage area down 20% 0.0 0.0 0.0 0.0
Hydraulic slope up 20% 0.0 0.0 0.0 0.0
Hydraulic slope down 20% 0.0 0.0 0.0 0.0
Width-to-length ratio up 20% 0.0 0.0 0.0 0.0
Width-to-length ratio down 20% 0.0 0.0 0.0 0.0
Organic matter up 20% 0.0 0.0 0.0 0.0
Organic matter down 20% 0.0 0.0 0.0 0.0
Winter cover factor down 20% 0.0 0.0 0.0 0.0
Leaf area index up 20% 0.0 0.0 0.0 0.0
Leaf area index down 20% 0.0 0.0 0.0 0.0
No crop in hydrology component 0.0 0.0 0.0 0.0
Large clay specific surface area 0.0 0.0 0.0 0.0
Large organic matter surface area 0.0 0.0 0.0 0.0
Clay up 20%, sand down 0.0 0.0 0.0 0.0
Clay down 20%, sand up 0.0 0.0 0.0 0.0
Silt up 20%, sand down 0.0 0.0 0.0 0.0
Silt down 20%, sand up 0.0 0.0 0.0 0.0
Soil erodibility up 20% 0.0 0.0 0.0 0.0
Soil erodibility down 20% 0.0 0.0 0.0 0.0
Overland flow slope up 20% 0.0 0.0 0.0 0.0
Overland flow slope down 20% 0.0 0.0 0.0 0.0
Overland flow soil loss ratio up 20% 0.0 0.0 0.0 0.0
Overland flow soil loss ratio down 20% 0.0 0.0 0.0 0.0
Overland flow contour factor down 20% 0.0 0.0 0.0 0.0
Overland flow Manning's "n" up 20% 0.0 0.0 0.0 0.0
Overland flow Mannings "n" down 20% 0.0 0.0 0.0 0.0
Solubility up 100% 0.0 0.0 0.0 0.0
Solubility down 50% 0.0 0.0 0.0 0.0
Koc up 100% 0.0 0.0 0.0 0.0
Koc down 50% 0.0 0.0 0.0 0.0
Washoff fraction up 100% 0.0 0.0 0.0 0.0
Washoff fraction down 50% 0.0 0.0 0.0 0.0
Foliar halflife up 100% 0.0 0.0 0.0 0.0
Foliar halflife down 50% 0.0 0.0 0.0 0.0
Soil halflife up 100% 0.0 0.1 0.0 0.1
Soil halflife down 50% 0.0 0.0 0.0 0.0
Application rate up 100% 0.0 0.0 0.0 0.0
Application rate down 50% 0.0 0.0 0.0 0.0
Depth of incorporation up 100% 0.0 0.0 0.0 0.0
Depth of incorporation up 500% 0.0 0.0 0.0 0.0
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C lim ate
Rainfall has a direct effect on all the hydrologic variables at all the sites, with in­
creased rainfall causing increased runoff, ET, drainage and soil water content. Runoff 
shows the greatest sensitivity to rainfall with responses of +150%/—46.0% response to 
+22.4%/—23.2% rainfall changes at the New South Wales site, +105%/—48.3% response to 
+25.0%/—31.8% at the Queensland site and +26.5%/—39.2% response to +21.8%/ —14.4% 
at the Tasmanian site. ET is less sensitive, showing the greatest response at the Queens­
land site (+17.0%/—29.4%) and soil water content shows modest sensitivity. Drainage at 
the Tasmanian site is very sensitive to rainfall, with the +21.8%/—14.3% changes in rainfall 
inducing changes of +63.2%/—36.3%. GLEAMS predicts evapotranspiration from tem­
perature and radiation, and in all cases changes in temperature and radiation caused cor­
responding changes in ET, but the sensitivity varies between sites. The largest variations 
are at the Tasmanian site where +20% /—20% changes in radiation caused +5.2% /—7.4% 
changes in ET. While the effects on ET are modest, the secondary effects on runoff, soil 
water content and, at the Tasmanian site, drainage, are significant. Runoff is most affected 
at the New South Wales site where variations of over 30% are seen from a 20% changes 
in temperature and radiation. Changes in radiation also cause large changes in runoff at 
the other two sites, but temperature does not have such a great effect. Soil water content 
is affected most at the Queensland site where ET is very high, with the +20%/-20% 
variation in radiation producing a response of —6.3%/+10.5%. At other sites the changes 
are less significant. At the Tasmanian site the drainage is also sensitive to radiation, with 
variations of —18.6%/+19.5% arising from the 20% variations in radiation.
Soil and P lo t  P ro p er tie s
Saturated hydraulic conductivity has very minor effects except in the case of drainage at 
the Tasmanian site where +100%/—50% changes in K s produced +29.7%/—22.8% changes 
in drainage. Changes of —7.7%/+5.6% in runoff were also noted at the Tasmanian site, 
but all other results vary by less than 3%. The parameter labelled “CONA” is a soil 
evaporation parameter, so its primary effect is expected to be on ET. In fact, ET shows only 
modest sensitivity to this parameter with maximum response at the New South Wales site 
where +20% /—14% changes in CONA caused +3.6%/—9.7% changes in ET (the negative 
variation in CONA was restricted to 14% because of a minimum value for CONA of 3.0). 
Because ET is the dominant water loss from the soil, small variations in ET cause large 
variations in other variables, and the greatest sensitivity to CONA is the runoff at the New 
South Wales site where the 20% CONA variations caused changes of —37.1%/+87.7%; soil 
water is moderately sensitive at this site, with changes of —6.5%/+11.7%. The only other 
change of any significance is the +19.9% response of runoff to a 20% decrease in CONA.
The primary parameter influencing runoff in the GLEAMS model is the curve number 
which, coupled with the soil water content, is used to determine the ability of the soil 
to absorb water. The response of runoff to +10%/—10% changes in the curve number 
varies from +16.0%/—13.3% at the Tasmanian site to +167%/—52.6% at the New South 
Wales site, which indicates extreme sensitivity. The sensitivity of runoff to curve number
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increases with increasing curve number. Runoff at the Queensland site is also extremely 
sensitive with changes of +102%/—47.5%. Soil water content and ET are also quite 
sensitive at some sites, with responses of —12.1%/+5.6% for soil water and —10.4%/+2.7% 
for ET, again at the New South Wales site, being the most significant changes. At the 
Tasmanian site, the drainage is also quite sensitive to curve number, showing changes of 
—46.2%/+44.8%.
Porosity and field capacity (FC) were varied together because of their close relationship 
and because it is not possible for field capacity to be greater than porosity. Sensitivity 
to +20% /—20% changes in these variables is generally moderate, except for runoff at the 
New South Wales site (—18.8%/+25.1%) and runoff and drainage at the Tasmanian site 
(—22.0%/—11.1% and -86.9%/+209%), the latter variable showing extreme sensitivity. 
(This extreme sensitivity was noted during the initial runs of the model, so the field 
capacity values were obtained from the LEACHM model results, which include the water 
content of each layer at various matric potential including 0 (saturation) and -1500 kPa 
(wilting point)). Because of this sensitivity, further tests were carried out to study the 
effect of porosity and field capacity variations on drainage and runoff at the Tasmanian 
site. Increasing only the porosity by 20% increased drainage by 274% and reduced runoff 
by 76.6%, while decreasing only the field capacity by 20% increased drainage by 480% 
and reduced runoff by 84.0%, and reduced the soil water content by 12.5%. Increasing the 
porosity by 20% and decreasing the field capacity by 20% increased drainage by 510%, 
reduced runoff by 93.5% and reduced soil water content by 11.4%. From these results we 
see that both porosity and field capacity are important variables but field capacity has 
more influence than porosity. Increasing only the porosity results in there being more 
capacity to absorb water but no ability to retain the extra water in the soil, thus reducing 
runoff and increasing drainage. Decreasing only the field capacity reduces the capacity of 
the soil to hold water, which again increases drainage and decreases runoff and soil water 
content. Increasing both together results in an increasing ability to absorb and retain the 
water, decreasing both drainage and runoff and increasing soil water content.
Porosity, field capacity and wilting point are directly related to soil textural properties 
and together determine the available water. Sands have a moderate porosity and low 
field capacity, while clays have a higher porosity and high field capacity. Changes of 
+20% /—20% in the wilting point water content produce corresponding changes in soil 
water content, with responses of +6.7%/—7.0% at the Tasmanian site, +13.3%/—13.3% at 
the Queensland site and +13.8%/—14.0% at the New South Wales site. Secondary effects 
on runoff are modest, the largest being +10.9%/—9.4% at the New South Wales site. 
Drainage at the Tasmanian site is extremely sensitive, with changes of +100%/—64.2%.
There are three plot properties included in the GLEAMS hydrology input file—drainage 
area, hydraulic slope and width-to-length ratio—which appear to have no effect on the 
water balance but do effect the erosion and pesticide results. Also the organic matter 
content of the soil has no effect on hydrology or erosion but does effect pesticide transport.
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Crop P roperties
Changes in leaf area index produce mainly small changes in water balance except at 
the Tasmanian site where a 20% reduction of leaf area index increased runoff by 11.2% 
and decreased drainage by 33.1%. The latter result is opposite to what is expected, since 
reducing leaf area index and hence ET should increase drainage due to increased soil water 
content. The monthly water balance results show that the average soil water content in 
the summer months when the crop is present is higher when the leaf area index is reduced 
(as would be expected), but there is no drainage during that time. From March through 
July the average soil water content is lower in the case of reduced leaf area index and the 
drainage, which occurs only from July through October, is much reduced. The final soil 
water state shows wetter surface layers (0 to 10.5 cm) in the case of reduced leaf area index 
but drier deeper layers (10.5 to 100 cm), which accounts for the reduced drainage, but 
the reason for the drier deep soil layers is not clear. The empirical runoff and percolation 
algorithms may be responsible for this. Some odd results also occur at the Queensland 
site where the runoff decreases in response to both increases and decreases of leaf area 
index. In both cases evapotranspiration increases and soil water content decreases. The 
absence of a crop reduces ET and increases soil water content, runoff and drainage at all 
sites which is the expected result. The Queensland site, which has crop cover throughout 
the whole simulation, shows the greatest changes under no-crop conditions, with a 33.0% 
decrease in ET and a 69.9% increase in soil water, 228% increase in runoff and drainage 
increasing from 0 to 1.2 mm. At the New South Wales site the ET decreased by 13.1% 
while soil water and. runoff increased by 7.3% and 69.1% respectively. At the Tasmanian 
site the ET decreased by 12.7%, soil water increased by 9.6%, runoff increased by 25.2% 
and drainage by 73.0%.
6 .3 .2  E ro sio n
Simulation of erosion was limited to overland flow at the New South Wales and Tasmanian 
sites because of the lack of information about channels and because, at the Tasmanian site, 
runoff is not observed (although the model predicts runoff does occur). The results show 
a very small soil loss at the New South Wales site and large soil loss at the Tasmanian 
site. At the Queensland site, the overland flow feeds into a down-slope channel (channel 
1) which then feeds into a cross-slope channel (channel 2). The results using the nominal 
parameter values show that there is some soil loss from the overland flow but most of 
the erosion occurs in the down-slope channel. There is net deposition in the cross-slope 
channel, resulting in less soil loss at the outlet of this channel than from the down-slope 
channel. These results qualitatively agree with the observations at the site.
H ydrologic P aram eters
The changes in hydrology that affect runoff produce like changes in soil loss in almost 
every case. At the Tasmanian site the changes in soil loss are very similar to the changes 
in runoff. At the other two sites the changes axe less closely related. For example, at the
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New South Wales site the high rainfall case produces an increase of 150% in runoff but 
increases soil loss by 246%, while the decreased radiation case increases runoff by 34.5% 
but increases soil loss by only 18.6% The exceptions where soil loss does not follow changes 
in runoff are minor and probably indicate an effect that is not clear from the tables. At 
the Tasmanian site, an increased wilting point water content caused a slight decrease in 
runoff (-0.2%) but an increase in soil loss (+2.7%). At the Queensland site, the decrease 
in saturated hydraulic conductivity increased runoff by 2.9% but decreased soil loss from 
the cross-slope channel by 3.5% even though the overland soil loss had increased by 1.0%. 
Also at the Queensland site, both positive and negative changes in leaf area index resulted 
in reduced runoff and reduced soil loss from overland flow but produced increased soil loss 
from both channels, with increases ranging from 0.2% to 1.4%. Since soil loss is dependent 
on runoff rate as well as runoff quantity, these anomalies may be explained by changes in 
runoff rate, which could not be represented in a table. The effects are quite minor.
Soil Erosion and P lot Properties
The plot parameters from the hydrology file (hydraulic slope, width-to-length ratio and 
drainage area) have a small effect on soil loss. The largest changes are 4.9% decreases in 
response to decreased hydraulic slope and increased width-to-length ratio at the Queens­
land site, and —4.7%/+4.7% changes in response to +20% /—20% changes in drainage 
area at the New South Wales site. The effects of soil properties on erosion vary from 
site to site. The specific surface area of clay and organic matter had no effect at any 
site. Changes in clay content of +20% /—20% changed soil loss by —8.6%/+5.3% at the 
Queensland site and +4.7% /—7.0% at the New South Wales site but had less than 0.1% ef­
fect at the Tasmanian site. For silt content the corresponding results are +11.2%/—13.4% 
at the Queensland site, +2.3%/—2.3% at the New South Wales site and —1.0%/+0.0% 
at the Tasmanian site. There appear to be complex factors influencing the results here 
indicated by the diversity of results, but it is interesting to note that the large changes 
at the Queensland site only appear in the cross-slope channel results where deposition is 
occurring, so some of the differences in response to soil texture are undoubtedly due to the 
difference in erosion and deposition processes. Changes in organic matter content have no 
effect on soil loss. Changes in soil erodibility have the expected effects, with +20% /—20% 
changes inducing +7.0% /—9.3% changes at the New South Wales site and +11.4%—19.8% 
changes at the Tasmanian site. At the Queensland site the effect on erosion by overland 
flow is +18.7%/—18.9%, but the effect on net soil loss is only +4.5%/—4.5%.
Overland Flow Param eters
The overland flow parameters all exhibit considerable sensitivity at all sites. At the 
Queensland site the response of the overland flow soil loss component is quite sensitive 
but the response of the net soil loss is much less sensitive because the overland flow soil 
loss accounts for less than 20% of the sediment load into the cross-slope channel—only 
the overland flow results will be considered for that site in this section. Overland flow 
slope is the most sensitive with responses (for soil loss due to overland flow) ranging from
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21% (Queensland site) to 35% (Tasmanian site) for changes of 20% in slope. The soil 
loss ratio has responses of 4.7% (New South Wales site) to 19.8% (Tasmanian site). At 
all sites the nominal contouring factor was 1.0 representing complete absence of erosion 
reduction by contouring in the overland flow component; reducing the factor by 20% to 
represent some contouring reduced soil loss by from 9.3% (New South Wales site) to 19.8% 
(Tasmanian site). Changes of +20% /—20% in the Manning’s “n” factor, which represents 
surface roughness, produced various responses; —6.6%/+10.1% at the Queensland site, 
—14.4%/+0.0% at the Tasmanian site and —27.9%/+0.0% at the New South Wales site. 
The likely reason for a lack of response to reductions in the Manning’s “n” factor at the 
New South Wales and Tasmanian sites is that this factor cannot be reduced below 0.01, 
which is the value used at both those sites while there are no crops, which is the time 
when most of the erosion occurs. The factor was reduced during the period when crops 
were present but the small or nil amount of erosion that occurred during those periods 
means that there is little or no effect on the total soil loss.
C hannel Param eters
As noted at the beginning of this section, the channel parameters were only used at the 
Queensland site. Soil loss from the down-slope channel is most sensitive to channel length, 
+16.0%/—16.0% response to +20% /—20%, and channel depth, +65.6%/—34.1% response 
to +100%/—50%. Changes in drainage area and channel slope elicit small responses. 
Soil loss from the cross-slope channel is most sensitive to channel length, —16.2%/+6.1% 
response to +20% /—20%, channel slope, —21.4%/+6.0% response to +20% /—20%, and 
channel width, +23.6%/-15.3% response to +20% /—20%. Changes in the remaining 
cross-slope channel parameters produce only very small responses. The response of soil 
loss to changes in parameters in the cross-slope channel is generally in the opposite sense to 
the response in the down-slope channel. This is presumably due to the different processes 
operating in the two channels—erosion in the down-slope channel and deposition in the 
cross-slope channel. The decreased soil loss with increased channel length in the cross­
slope channel is certainly to be expected when deposition is occurring. Increased channel 
slope would be expected to increase soil loss even under deposition conditions, because of 
the higher flow velocity, but the model predicts reduced soil loss with increased slope, and 
increased soil loss with decreased slope.
6.3.3 P estic id e  Transport
As was found with the LEACHM model, the short half-life of the chemical studied at 
the Tasmanian site caused some difficulties with obtaining useful results. In the case of 
GLEAMS, the situation was rather worse in that no runoff, erosion or percolation occurred 
during the residence time of the chemical in the soil (January to May), so all pesticide 
results were zero. By manipulating the parameters to which runoff was most sensitive 
(curve number, radiation, CON A and rainfall) some runoff during the chemical residence 
time was simulated—0.5 mm in February and 3.3 mm in May. The total pesticide loss 
dissolved in runoff and adsorbed onto sediment was 0.03 gha-1 , which is quite small; the
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average concentration was 0.8 ng\~l which may be significant. By similarly manipulating 
the parameters to which drainage was sensitive (curve number, rainfall, radiation, CON A, 
field capacity, porosity and wilting point) a total of 730 mm of drainage was simulated, but 
no pesticide appeared in the drainage water. Sensitivity results are therefore only compiled 
for the New South Wales and Queensland sites. Furthermore, no drainage occurred at 
these two sites, so there were no results obtained showing the sensitivity of pesticide losses 
in drainage.
H ydrologic Param eters
At the Queensland and New South Wales sites, increases in runoff caused increases in 
pesticide losses in runoff, and vice versa. In some cases the change in pesticide loss was 
much greater than the change in runoff, particularly for changes in rainfall and, at the 
Queensland site, changes in curve number, field capacity/porosity, leaf area index and 
absence of crops. In one case—changes in wilting point water content at the Queensland 
site—the changes in pesticide loss were in the opposite sense to changes in runoff. These 
differences and enhanced sensitivities are probably due to changes in soil water content and 
dissolved pesticide concentrations near the surface occurring at the same time as changes 
in runoff quantities. The changes in hydrologic parameters also effect the soil loss and 
hence losses of pesticide adsorbed on sediment, more so at the Queensland site than the 
New South Wales site. Some variations in pesticide loss on sediment, such as those due 
to changes in rainfall and porosity/field capacity, are in the same sense as the changes in 
pesticide loss in runoff, and enhance the sensitivity of total pesticide loss to changes in 
those parameters; others, such as those due to temperature and leaf area index, are in 
the opposite sense as runoff changes and result in lower sensitivity of total pesticide loss. 
Variations in organic matter content of the soil have significant effects on pesticide loss 
in runoff at both sites with +20% /—20% changes causing responses of —17.4%/-1-21.7% 
at the New South Wales site and +17.9%/—21.7% at the Queensland site. The reason 
for the opposite sense of the two responses may be that the variations in organic matter 
content control the availability of pesticide at the surface in two ways: a higher organic 
matter content reduces the amount of pesticide being leached away from the surface layers, 
potentially increasing runoff losses, but it also more strongly binds the pesticide in the 
surface layers to the soil, making it less susceptible to runoff losses. The method of 
application is also different at the two sites—injection to a depth of 5 cm at the New 
South Wales site, and surface application at the Queensland site—which may produce 
different responses to changes in parameters. At the Queensland site, the pesticide loss on 
sediment is also affected strongly by changes in organic matter content, with a response 
of +39.0%/—36.4%.
Erosion Param eters
The loss of pesticide adsorbed onto sediment is only moderately sensitive to most of the 
erosion parameters, with some very significant exceptions at the Queensland site. The 
results at the New South Wales site are distorted by inadequate numeric resolution, with
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25% reductions in pesticide loss on sediment caused by reducing soil erodibility by 20%, 
reducing overland flow slope by 20%, reducing the overland flow soil loss ratio by 20%, 
reducing the contour factor by 20% and increasing the Manning’s “n” factor by 20%. 
All these results are sensible but their significance is dubious. Much clearer results are 
obtained at the Queensland site, where the variations in pesticide loss on sediment follow 
a similar pattern for the soil and overland flow parameters and all changes are less than 
10%. Changes in the channel parameters at the Queensland site have varied responses, 
although for all except one parameter the changes in pesticide loss are in the same sense as 
the changes in soil loss. The exception is for the down-channel slope where +20% /—20% 
changes in slope caused +5.3% /—2.4% changes in total soil loss but —37.9%/+33.3% 
changes in pesticide loss on sediment. In a number of cases—drainage area, slope and 
depth of the down-slope channel and side-slope of the cross-slope channel—the response 
of pesticide loss was several times greater than that of the soil loss.
C h em ica l P aram eters
Changes to the solubility of the pesticide had no influence at either the New South Wales or 
Queensland site, even with +100% and —50% changes in the parameter value. This is not 
surprising given the lack of a gas-phase transport component. The only effect solubility has 
on the results is when the dissolved concentration is limited by the solubility. Some further 
tests showed that to have any noticeable effect, solubility had to be reduced to about 0.1 
m gl-1 at the Queensland site and 0.01 m gl-1 at the New South Wales site. Variations in 
Koc  by contrast had significant effects at both sites, with edge-of-field losses varying by 
— 40.7%/+59.3% at the New South Wales site and +143%/ —74% at th e  Q ueensland  site 
in response to +100%/—50% changes in K oc • The opposite sense of the changes is due to 
the different chemical properties. At the New South Wales site, the chemical (trifluralin) 
is strongly sorbed and, since there is no vapour phase transport in the GLEAMS model, 
it does not leach down into the soil. An increase in Koc reduces the amount of chemical 
available for removal in runoff by reducing the concentration in the soil water. Note also 
that a reduction in Koc causes a reduction in pesticide loss on sediment as expected, but 
this has little effect on the total loss since loss by runoff dominates. At the Queensland 
site, the chemical is more mobile and increasing the Koc probably decreases the leaching 
and thus increases the amount of chemical near the surface available for removal in both 
runoff and sediment.
Changes in foliar washoff and halflife parameters have no affect at the New South Wales site 
since the chemical is applied to bare soil. At the Queensland site +100%/-50% changes in 
washoff fraction induced changes of about +37%/—27% in both runoff and sediment sorbed 
losses, and the same changes in foliar halflife resulted in changes of about +55% /—41% 
in both losses, which is as expected. Variations of +100%/—50% in soil halflife have 
significant effects at the Queensland site where all losses vary by about +23% /—33%, 
while at the New South Wales site the response was only about +4% /—7%. The halflife 
at the New South Wales site is quite long (330 days), so changes in it do not affect the 
amount of chemical in the soil a great deal, while at the Queensland site the halflife is 
shorter (90 days) so large changes in the time-averaged pesticide concentration occur as a
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result of changes in half-life.
Changes in the application rate of +100%/—50% caused corresponding changes of about 
+100% /—50% in pesticide losses at both sites. Increasing the depth of incorporation by 
100% and 500% reduced runoff and sediment sorbed losses at both sites, the reductions 
in total loss being 52% and 82% at the New South Wales site and 22% and 36% at the 
Queensland site.
6 .3 .4  Sum m ary
GLEAMS appears to be sensitive to the important parameters, and like LEACHM its 
sensitivity to several parameters is dependent on the values of other parameters.
• Climate. GLEAMS is sensitive to changes in rainfall, temperature and radiation, 
and pesticide loss and erosion are more sensitive than the hydrology.
• Soil and plot properties. The model was insensitive to changes in saturated hydraulic 
conductivity at two of the three sites, but sensitive to curve number, field capac­
ity, porosity and wilting point. The responses differed considerably between sites, 
apparently reflecting the differing balance of processes. Extreme sensitivities were 
observed in some cases, the most extreme being at the Tasmanian site where a 20% 
decrease in field capacity increased drainage by 480%.
• Overland flow parameters. The model is sensitive to all the overland flow parameters, 
but pesticide losses show less sensitivity than the erosion results.
• Channel parameters. The model is sensitive to some of the channel parameters 
(channel length, depth, slope and width), but these parameters were only used at 
one site so different sites may show different sensitivities.
• Chemical properties. The model is insensitive to changes in solubility, at least for the 
chemicals tested, but is quite sensitive to changes in K oc  and moderately sensitive 
to changes in foliar halflife and washoff fraction. It is sensitive to changes in soil 
halflife and depth of incorporation.
The main shortcomings of GLEAMS are:
1. The water balance predictions at the Tasmanian site appear to be unrealistic. Cali­
bration of the hydrology parameters, particularly curve number, field capacity and 
porosity, would be required to obtain a realistic water balance.
2. GLEAMS cannot simulate the upwards movement of water which occurs in the 
presence of a water table.
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3. Some of the parameters having the greatest effect on the water balance, such as 
curve number and CON A, are not easily estimated with great precision and usually 
must be estimated from soil texture and other plot properties, or fitted to historical 
data (as noted in 1).
4. The model is extremely sensitive to some parameters under some circumstances.
5. The responses to changes in leaf area index do not appear to be realistic.
As noted in section 4.6.3, other researchers have encountered some of these problems and 
have suggested modifications or additions to GLEAMS which help to overcome the most 
important shortcomings.
6.4 C O M PA R ISO N  OF MODEL PR ED IC TIO N S
6.4.1 W ater B alance
The water balance predictions from the two process-based models differ considerably. In 
all cases GLEAMS predicts less drainage and more evapotranspiration than LEACHM, 
and in two cases, New South Wales and Tasmania, GLEAMS predicts greater runoff. 
The greatest discrepancy is at the Tasmanian site, where GLEAMS predicts 362 mm of 
runoff and 97 mm of drainage while LEACHM predicts no runoff and 643 mm of drainage. 
Staff at the Tasmanian site noted that runoff was generally not observed at the site, so 
it is likely that the LEACHM predictions for this site are more realistic. The parameters 
used for GLEAMS at this site were best estimates from the available data without using 
calibration. It is possible to modify the hydrology parameters to obtain more realistic 
predictions, but only when there is some a priori knowledge of the site. This is generally 
not the case in hazard assessment modelling. In most cases the two models predict roughly 
the same pattern of results between the sites but not always—LEACHM predicts least 
runoff (0) at the Tasmanian site while GLEAMS predicts the greatest runoff at that 
same site. In general GLEAMS appears to predict more evapotranspiration, more runoff 
and less drainage compared to LEACHM, which indicates that GLEAMS predicts higher 
water contents near the surface and lower water contents further down the profile, relative 
to LEACHM. Some of these differences could be reduced by fitting some key GLEAMS 
parameters such as curve number, field capacity and porosity.
There are also marked differences in the sensitivity of the water balance to changes in pa­
rameter values. For example, at the Queensland site changing the saturated hydraulic con­
ductivity K s by -1-100%/—50% changed the runoff by — 58%/+68% according to LEACHM 
but the GLEAMS runoff prediction changed by only — 0.7%/+2.9%. This is partly due to 
the different functions performed by the parameters in the two different representations 
of water flow within the soil. There are clearly major differences in the predictions of the 
two models with respect to the water balance.
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6.4.2 P estic id e  Losses
There is little to compare between LEACHM and GLEAMS regarding pesticide losses 
since they concentrate on different loss mechanisms. The common loss mechanisms are 
degradation and drainage, and here LEACHM and GLEAMS both predict that there 
are no drainage losses (below 1 m) at any of the sites. The amount of chemical lost 
by degradation is not explicitly shown in the GLEAMS output files, although it can be 
obtained by requesting more detailed output. The sensitivities show similar patterns with 
the New South Wales site having smaller sensitivity to changes in degradation rate than 
the Queensland site, as expected.
Level 3 of the Mackay fugacity model provides some results that can be compared with 
the two mechanistic models. Table 6.23 shows the predictions of the three models (where 
possible) in compatible units for leaching, runoff, sorbed sediment loss and degradation. 
The LEACHM results are scaled to restore the 10 kg ha-1 application rates to their correct 
values. For LEACHM, the concentration in the soil is calculated for the chemical above 
the 50% leaching depth; for GLEAMS the layer from 10 to 90 mm is used. The major 
difference between the results is that the Mackay model shows the long-term steady state 
values while the other models show the situation one year after first application of the 
chemical. Furthermore, the Mackay model assumes continuous steady chemical inputs 
whereas LEACHM and GLEAMS allow chemical inputs at specific times. This leads to 
the Mackay model predicting higher soil concentrations and different loss patterns.
6.4 .3  In terp reta tion  o f M odel P red iction s
In practice LEACHM would be used to predict leaching potential and GLEAMS would 
be used to assess losses in runoff and on sediment. In the cases studied here, there are 
no losses through leaching predicted for any of the three chemicals. GLEAMS predicts 
annual losses of 2.7 gha-1 of trifluralin at the New South Wales site, primarily dissolved 
in runoff, and 30.2 gha-1 of diuron at the Queensland site, 65% of that being sorbed on 
sediments. With corresponding annual runoff predictions of 72 mm at the New South 
Wales site (720 000 lh a -1) and 175.1 mm at the Queensland site (1 751 000 lha-1), the 
average runoff concentrations (sorbed and dissolved) are 3.75 /xgl-1 and 17.2 //gl-1 .
6.5 ADDITIONAL MODEL RUNS
The LEACHM and GLEAMS models were run to predict the fate of two other chemicals— 
chlorothalonil, a fungicide used on potatoes, at the Tasmanian site and atrazine, a widely 
used herbicide, at the New South Wales site. Both chemicals are regarded as presenting 
a hazard to ground water quality through leaching. The results are presented in Tables 
6.24 and 6.25 respectively.
Chlorothalonil is strongly sorbed to soil but has a high vapour pressure (1.3 Pa) so 
it is relatively mobile as a gas. Furthermore, its primary metabolite, 4-hydroxy-2,5,6-
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Table 6.23: Comparison of pesticide fate at the three sites as pre­
dicted by the level 3 Mackay fugacity model1, LEACHM2 and 
GLEAMS2
New South Wales, application rate 600 gyr 1 ha 1
Mackay LEACHM GLEAMS
Soil concentration (mgl-1) 1.28 0.29 0.45
Degradation rate (gyr-1 ha-1) 583.3 320.5
Loss in runoff (gyr-1 ha-1) 1.02 2.3
Loss on sediment (gyr-1 ha-1) 0.114 0.4
Loss by leaching (gyr-1 ha-1) 6.0 0 0
Volatilisation (gyr-1 ha-1) 9.01 0.48
Queensland, application rate 3200 g yr 1 2ha'-l
Mackay LEACHM GLEAMS
Soil concentration (mgl-1) 2.10 0.086 0.052
Degradation rate (gyr-1 ha-1) 2856 2721
Loss in runoff (gyr-1 ha-1) 195.1 10.6
Loss on sediment (gyr-1 ha-1) 92.9 19.5
Loss by leaching (gyr-1 ha-1 ) 54.3 0 0
Volatilisation (gyr-1 ha-1) 0.26 0.64
Tasmania, application rate 1600 gyr xha l
Mackay LEACHM GLEAMS
Soil concentration (mgl-1) 8.90 0 0
Degradation rate (gyr-1 ha-1) 1598 1600 1600
Loss in runoff (gyr-1 ha-1) 0 0
Loss on sediment (gyr-1 ha-1) 0 0
Loss by leaching (gyr-1 ha-1) 1.6 0 0
Volatilisation (gyr-1 ha-1) 0 0
1 Mackay model assumes continuous steady chemical inputs.
2 LEACHM and GLEAMS models allow chemical to be applied 
at specific times.
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Table 6.24: Predictions of chlorothalonil fate at the Tasmanian 
site
GLEAMS LEACHM
50% leaching depth (mm) 315
Drainage loss (gha-1) 0 0
Runoff loss (parent, gha-1) 3.7
Runoff loss (metabolite, gha-1) 8.97
Sediment loss (parent, gha-1) 36.8
Sediment loss (metabolite, gha-1) 3.53
Table 6.25: Predictions of atrazine fate at the New South Wales 
site
GLEAMS LEACHM
50% leaching depth (mm) 178
Drainage loss (gha-1) 0 0
Runoff loss (gha-1) 182.6
Sediment loss (gha-1) 0.33
trichloroisophthalonitrile, is moderately mobile and is also very toxic to fish, like the 
parent compound. The simulation of chlorothalonil fate included both the compound and 
the metabolite. Results are shown in Table 6.24. LEACHM does not predict any losses in 
drainage, although both the parent compound and the metabolite do move significantly 
down the soil profile. However, as seen in Figure 6.6, there is no drainage during the sum­
mer months when the chemical is applied and by the time drainage starts in July most of 
the chemical has decayed. Another simulation was performed with application on 1 July, 
and the results were quite similar, so the timing of application relative to rainfall does 
not appear to be very important for leaching of this chemical. GLEAMS predicts total 
losses of 40.5 gha-1 (2.7% of applied) of the parent compound, with 91% being sorbed 
on sediment. 12.5 gha-1 of the metabolite are also lost, with 72% of that being dissolved 
in runoff. Once again there are no losses until July when most of the chemical has de­
cayed, but in this case applying the chemical on 1 July results in losses almost 10 times 
greater—377.3 gha-1 (25.2%) of the parent compound and 69.1 gha-1 of the metabolite, 
with similar sorbed/dissolved ratios. The average dissolved concentration in runoff (ex­
cluding sediment load) of the parent compound is 9.56 Mg l-1 and the peak concentration 
that occurs in the first runoff event is 36 Mg l-1 - The average dissolved concentration of 
metabolite is 13.8 Mgl-1 and the peak is 35 Mg l-1 which occurs several times during July 
and September.
Atrazine is quite soluble and has a low K oc  of around 100, making it very susceptible to
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leaching and runoff losses. The LEACHM results (Table 6.25) show that it moves down 
through the soil but none leaches below a depth of 1 m. The absence of drainage losses 
may be due to the layer of low hydraulic conductivity. GLEAMS predicts substantial 
losses in runoff—182.6 gha” 1 or 9.1% of the applied chemical. Most of this is lost in 
the first two runoff events after application. In the first event, 52.3 gha” 1 is lost and 
the runoff concentration is 1.6 m gl” 1, while in the second event 126.3 gha-1 is lost and 
the concentration is 0.56 mgl” 1. These two events account for 97.8% of the total losses. 
These predicted concentrations are extremely high and could cause serious problems in 
downstream water bodies.
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C hapter 7
SUM M ARY AND  
CONCLUSIONS
There is an extensive hydrologic modelling and, to a lesser extent, chemical fate modelling 
literature. The literature has been reviewed for the purposes of outlining the current state 
of the art in hydrologic and chemical fate modelling techniques, and to identify a range of 
chemical fate models that are potentially suitable for use in hazard assessment modelling. 
The models identified as most suitable have been compared using a set of selection criteria. 
Three models have been selected as the most suitable from each class:
• Mackay fugacity model for initial assessment of the steady-state distribution of a 
chemical from a given use pattern,
• LEACHM, a leaching model for detailed assessment of leaching behaviour,
• GLEAMS, a surface runoff and erosion model for assessment of surface chemical 
transport, and
These models were used to predict the fate of three chemicals at three selected study 
sites covering a wide range of climatic conditions, soil types, management practices and 
chemical properties. A sensitivity analysis was performed on the LEACHM and GLEAMS 
models at all three sites to determine which parameters the models are most sensitive to 
and the degree to which the sensitivity varies with differing parameter sets.
7.1 MACKAY FUGACITY MODEL
Levels 1, 2 and 3 of the Mackay fugacity model were applied at the three sites and the 
results compared with the LEACHM and GLEAMS predictions. The level 1 and 2 models, 
which assume equilibrium distributions throughout a unit world representing the region 
of interest, produced unrealistic predictions of the distribution of the chemicals and of
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the chemical loss mechanisms. Level 3, a non-equilibrium model that includes the effect 
of diffusion resistances and advective flows between compartments, produces much more 
realistic predictions which compare reasonably well with the predictions of the more com­
plex models. A major difference between the level 3 fugacity model and the complex 
models is the steady-state assumption in the fugacity model. This includes the assump­
tion of steady-state emissions, which produces different results than the actual single pulse 
emissions.
7.2 LEACHM
The LEACHM model produced acceptable predictions of the water balance and chemical 
transport at the three sites. The differences in the three sites were clearly apparent, 
with the differences in climate, soil properties, crop factors and chemical properties being 
appropriately reflected in the results. The sensitivity analysis revealed that the model 
responds appropriately (in most cases) to changes in the important parameters such as:
• rainfall amount and timing, and potential evapotranspiration;
• soil texture, hydraulic conductivity and bulk density;
• presence and depth of a water table;
• crop pan factor; and
• chemical solubility, vapour density, K o c , degradation rate and application depth;
The sensitivities differed between the sites due to the dominance of different processes.
The particular advantages of the LEACHM model over other chemical leaching models 
are:
1. LEACHM uses a physically-based water flow model that permits simulation of up­
wards movement of water which is a major influence on the water balance in the 
presence of a shallow water table. The additional data requirements of the physically- 
based model are met by using regression equations to predict hydraulic parameters 
from soil texture.
2. LEACHM includes the gas phase in the chemical transport model. Simulation of 
the fate of volatile chemicals is therefore possible.
3. LEACHM can modify the degradation rate based on the temperature and water 
content of the soil.
4. LEACHM produces reasonable predictions without requiring calibration.
5. LEACHM is a fully developed and supported model with good documentation. It is 
being developed further to include additional features such as macropore flow.
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6. After initial implementation, the model is relatively straight-forward and easy to 
use.
The main shortcomings of LEACHM are:
1. There is one crop parameter (crop density) that is not used by the model.
2. Vapour transport through the bottom of the soil profile is not included so an artifi­
cial barrier to vapour movement is present, which will result in under-prediction of 
leaching losses for very volatile chemicals.
3. The model is sensitive to the number of nodes. The next version to be released may 
allow variable node spacings, which will help overcome some of these difficulties.
4. Long run times, on the order of 40 minutes per year of simulation on an IBM- 
compatible 20 MHz 386 personal computer. This is much less a problem if using a 
more powerful Unix workstation.
LEACHM is an effective and viable tool for examining the leaching of chemicals in agri­
cultural environments. The model is easy to use. Most of the model parameters can be 
estimated under Australian conditions. LEACHM could be effectively incorporated into 
existing hazard assessment procedures.
7.3 GLEAM S
The GLEAMS results appropriately reflect the differences in climate, soil properties, crop 
properties and chemical properties at the three sites. However, the water balance pre­
dictions appeared to be less realistic than the LEACHM predictions, particularly at the 
Tasmanian site where GLEAMS predicted large amounts of runoff. Observations at the 
site are that no runoff occurs and LEACHM predicts no runoff. Furthermore the water 
balance predictions at that site are extremely sensitive to two parameters, the porosity 
and field capacity. The water balance predictions would be significantly improved by 
calibration of the most significant variables, but that was not attempted. The erosion 
and chemical transport predictions are reasonable, based on the predicted water balance. 
The sensitivity analysis showed that the model was sensitive to changes in the important 
variables such as:
• rainfall amount and timing, and radiation and temperature (which are used to pre­
dict potential evapotranspiration);
• soil porosity (which is directly related to bulk density), field capacity, wilting point 
and runoff curve number;
• crop leaf area index;
• chemical K q c> degradation rate and application depth;
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As was found with LEACHM, the sensitivities differed between the sites reflecting different 
contributions from the various processes.
The particular advantages of the GLEAMS model over other chemical leaching models 
are:
1. CREAMS, on which GLEAMS is based, has been widely used and is generally ac­
cepted as a reasonable model of surface runoff and erosion processes.
2. GLEAMS is well supported and continues to be developed to improve its capabilities.
3. GLEAMS is supplied with user-friendly programs to aid with editing of parameter 
files.
4. GLEAMS is able to model a variety of management practices including contouring. 
The main shortcomings of GLEAMS are:
1. The hydrology model uses a curve number approach that integrates many processes. 
It is difficult to obtain appropriate parameter values without fitting of observed and 
predicted runoff volumes.
2. The model is extremely sensitive to some parameters under some circumstances, 
which is again probably due to the empirical water flow model.
3. GLEAMS relies heavily on empirical relationships in the hydrology and erosion com­
ponents that have been developed from US data. The applicability of these relation­
ships to Australian conditions has not been determined. A more extensive exami­
nation of these relationships and their transferability or modification for Australian 
conditions is required.
Both LEACHM and GLEAMS appear to be capable of handling the range of climatic, soil 
and management conditions existing in Australia. There are some circumstances where 
the limitations of the empirical hydrology component of the GLEAMS model would limit 
its usefulness, such as the presence of a shallow water table.
7.4 DATABASES
This study revealed that the single greatest difficulty in using chemical fate models in 
the hazard assessment process is the need for suitable databases that could support the 
use of chemical fate models in applications such as hazard assessment. In particular, an 
Australian soils database containing data relevant to chemical fate models is completely 
lacking at present. Suitable chemical and climatic data are readily available, and some crop 
and management practices information is available. If chemical fate modelling is to be used 
on a regular basis by regulatory agencies such as DASET and the Environment Protection
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Agency, a properly structured database holding relevant chemical, soils, climate, crop and 
management data should be developed and maintained.
A comprehensive database to support chemical fate modelling should include:
1. Climatic parameters for the whole of Australia, including rainfall, temperature, po­
tential evapotranspiration, radiation and wind. This might include the use of inter­
polated climate surfaces (Hutchinson, 1991).
2. Soil properties including texture, bulk density, organic carbon content and saturated 
conductivity. The properties at several depths in the soil profile should be included.
3. Topographic data, such as elevation, slope and aspect.
4. Parameters describing management practices indexed to crop type and location.
5. Crop properties.
6. Chemical properties.
Many of these component databases are already available or being developed, although 
not always in a suitable form for chemical fate modelling. The management practices 
component is probably not available and would have to be developed by the agencies 
concerned with agricultural pesticides. A comprehensive database could be developed 
progressively as models become more frequently used. Some of the data are already 
available in computer-readable form and could be obtained en masse, such as climate and 
topographic data, while other data, such as management practices and crop properties, 
could be collected as the need arises and stored for future re-use. In the case of soil 
properties, some investment may be required to obtain data that is suitable for use by 
chemical fate models.
Geographic information systems are a means of storing, retrieving, analysing and visualis­
ing spatial data. A GIS may be an appropriate vehicle for the development of a chemical 
fate parameter database. Chemical fate models linked to GISs are currently under de­
velopment, and these models will provide some of the spatial information lacking in the 
present generation of chemical fate models. A well-integrated GIS and chemical fate mod­
elling system would provide automatic access to soil, climatic, crop and management data 
for the model and visualisation of model results. Such a system would be capable of delin­
eating areas of risk based on model results and would provide a significant enhancement 
to existing methods of hazard assessment. Other users of environmental data may also 
find this database a valuable resource.
7.5 FURTHER RESEARCH AND DEVELOPMENT
Future developments of chemical fate models will have an impact on chemical fate mod­
elling for hazard assessment. The most important areas of further research and develop­
ment identified in this report are:
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1. Validation under Australian conditions of some of the empirical relationships devel­
oped in the United States:
• the curve number method of runoff estimation (GLEAMS),
• the estimation of soil hydraulic parameters from soil texture (LEACHM),
• the estimation of peak runoff rate from runoff volume and plot characteristics 
(GLEAMS), and
• the estimation of soil erosion parameters from soil texture (GLEAMS).
2. Modification of LEACHM to:
• use Australian relationships between soil texture and soil hydraulic properties 
(if necessary),
• incorporate macropore flow,
• allow variable node spacing,
• remove the crop pan factor from calculations of bare soil evaporation,
• allow daily variations of PET, and
• allow for gas-phase transport through the bottom of the soil profile.
3. Modification of GLEAMS to:
• incorporate empirical relationships modified for Australian conditions,
• reduce the reliance of the hydrology component on empirical parameters such 
as curve number. A more physically-based hydrology model would improve the 
model’s predictive accuracy, and
• modify the soil water redistribution algorithm to allow vertical movement 
against gravity.
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A ppendix  A
Site D a ta  Sets and  M odel R esults
The data sets for the three sites and the model outputs for each of the sites are available 
as ASCII files on a DOS formatted 3V2 inch disk, free of charge. Requests for a disk 
should be directed to Prof. Ian Moore, Centre for Resource and Environmental Studies, 
The Australian National University, GPO Box 4, Canberra, ACT 2601.
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A ppend ix  B
Soil Profiles and Climate for the 
Three Study Sites
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