We show the relative consistency of ' |2 κ | = κ ++ and every set X ⊂ 2 κ has strong measure zero if and only if it has size ≤ κ + ' for κ inaccessible.
Introduction
In this paper we will investigate the strong measure zero sets of the higher Cantor space 2 κ for κ at least inaccessible as defined by Halko [Hal96] : Definition 1.1. Let X ⊂ 2 κ . We say X has strong measure zero iff
We shall denote this by X ∈ SN .
We shall give two different proofs showing the relative consistency of:
The first proof closely follows Goldstern, Judah and Shelah [GJS93] and we require κ to be strongly unfoldable. In the second, somewhat better proof we follow Corazza [Cor89] and only require κ to be inaccessible.
Finally, we show that in the Corazza model every X ∈ SN is even of stationary strong measure zero. This notion is also due to Halko.
Last but not least, I would like to thank my advisor Martin Goldstern for fruitful discussions and very helpful comments during the preparation of this paper.
The Forcing
Let us assume that κ is an inaccessible cardinal, in particular µ µ < κ for µ < κ.
For f ∈ κ κ , f (0) > 1 and strictly increasing, we define the forcing PT f :
Definition 2.1. Let p ∈ PT f iff P1 p ⊆ κ <κ , p = ∅ P2 ∀η ∈ p ∀i ∈ dom(η) : η(i) < f (i)
P3 ∀η ∈ p : |succ p (η)| = 1 ∨ succ p (η) = {η α : α < f (dom η)}, where succ p (η) denotes the successors of η in p.
P4 ∀η ∈ p ∃ν ∈ p : η ⊆ ν ∧ |succ p (ν)| > 1 P5 If λ < κ is a limit, then ∀η ∈ κ λ : η ∈ p ⇔ ∀i < λ η i ∈ p P6 If λ < κ is a limit, then ∀η ∈ κ λ : (η ∈ p ∧ {ν η : |succ p (ν)| > 1} is unbounded in η) ⇒ |succ p (η)| > 1
We say q ≤ p, in words q is stronger than p, iff q ⊆ p.
Definition 2.2. We define:
• split p (η) iff |succ p (η)| > 1
• ht p (η) := otp {ν η : split p (ν)}, where otp denotes the order type
• For i < κ: split i (p) := {η ∈ p : split p (η) ∧ ht p (η) = i} Lemma 2.3. PT f is <κ-closed.
Proof. If (p j ) j<λ with λ < κ is a decreasing sequence, check that p := j<λ p j is a condition.
Definition 2.4. For i < κ, we define q ≤ i p iff q ≤ p ∧ split i (p) ⊂ q.
Fact 2.5. The following holds:
• q ≤ i p ⇔ q ≤ p ∧ ∀j < i split j (q) = split j (p)
• ∀b ∈ κ κ ∀i < κ : b ∈ [p] ⇒ b ∩ split i (p) = ∅, i.e. split i (p) is a front in p, where [p] := {x ∈ κ κ : ∀i < κ x i ∈ p}.
Definition 2.6. We call a forcing P strongly κ κ -bounding if there is a sequence (≤ i ) i<κ of reflexive and transitive, binary relations on P such that:
• (P, ≤) is <κ-closed
• If (p j ) j<µ is a fusion sequence of length µ ≤ κ, i.e. ∀j < µ : p j+1 ≤ j p j and ∀λ < µ ∀j < λ : λ is limit ⇒ p λ ≤ j p j , then there is a q µ such that ∀j < µ : q µ ≤ j p j .
• If A is a maximal antichain, p ∈ P and i < κ, then there exists q ≤ i p such that A q := {r ∈ A : r q} has size < κ, where means compatible.
Fact 2.7. Obviously, strongly κ κ -bounding implies κ κ -bounding.
Lemma 2.8. Let (p j ) j<µ be a fusion sequence in PT f . Then there exists q µ such that ∀j < µ : q µ ≤ j p j .
Proof. Define q µ := i<µ p j . We need to show that q µ is a condition. Only P4 is nontrivial. Let η ∈ q µ and set α = ht p 0 (η). Consider p α+1 and note that ht p α+1 (η) ≤ ht p 0 (η). Find ν ∈ p α+1 with η ⊂ ν, split p α+1 (ν) and with minimal domain. For every ρ ∈ succ p α+1 (ν) it holds that ht p α+1 (ρ) ≤ α + 1, so that ∀j < µ : ρ ∈ p j . Thus ρ ∈ q µ and split qµ (ν) follows.
Definition 2.9. If p is a forcing condition and η ∈ p, let p
is a condition stronger than p.
Lemma 2.10. Let p be a forcing condition and i < κ.
Proof. We will prove the lemma by induction:
• i = 0 is trivial.
• i = j +1: As |split j (p)| < κ and p is always <κ-splitting, it follows that |split i (p)| = | η∈split j (p) succ p (η)| < κ.
• i = λ a limit: As κ is inaccessible, it follows that
Theorem 2.11. PT f is strongly κ κ -bounding.
Proof. Only the antichain condition remains to be shown. Let A be a maximal antichain, p ∈ PT f and i < κ be arbitrary 1 . Enumerate split i (p) as {η α : α < γ} with γ < κ. For η α find q ηα ≤ p [ηα] such that q ηα is compatible with a unique element from the antichain. Now set q := α<γ q ηα which is a condition. Obviously q ≤ i p. Now let r ∈ A be compatible with q. Let s ≤ q, r. W.l.o.g. let s be such that |split i (p) ∩ s| = 1, this is possible if the stem is simply long enough:
, and since s ≤ q we have s ≤ q ηα . It follows that if r ∈ A is compatible with q, then it is also compatible with some unique q ηα with α < γ. So there is an injective function from A q to γ. |A q| < κ follows.
The Iteration
We shall use standard forcing notation as presented in [Kun11] , in particular q ≤ p means 'q is stronger than p'.
We set P = * ≤κ α<κ ++ṖT fα , a κ ++ iteration with κ-support. The family (f α ) α<κ ++ is in the ground model V and will be specified later. We set
Definition 3.1. A forcing P is called κ-proper if for every sufficiently large θ (e.g. θ > |2 P |) and every M H(θ) such that |M | = κ and <κ M ⊆ M , and every p ∈ P ∩ M , there exists q ≤ p such that q is (P, M )-generic.
Note that there cannot exist a general preservation theorem for κ-properness by Roslanowski [Ros18] . Therefore, we will have to work to ensure κ-properness.
Definition 3.2. The following generalizes the notion of strongly κ κ -bounding:
• Let P α ,Q α : α < κ ++ be an iteration of strongly κ κ -bounding forcing notions, i.e. ∀α < κ
• A sequence (p i , F i ) : i < µ of length µ ≤ κ is called a fusion sequence if:
• We say that P κ ++ satisfies Axiom B, if for every fusion sequence of length µ there exists a q µ such that ∀j < µ : q µ ≤ F j ,j p j and, in addition, for every maximal antichain A, every F ∈ [κ ++ ] <κ , every i < κ and every p ∈ P κ ++ there exists a q ≤ F,i p such that |A q| < κ.
Note that this is similar to fusion with countable support. Lemma 3.4. For every fusion sequence of length µ in P, there exists a q µ ∈ P such that ∀j < µ :
Proof. We will only consider the case µ = κ.
With induction show that q µ ∈ P. Now the lemma follows easily.
Next we want to show the following theorem:
Theorem 3.5. P satisfies Axiom B.
In [BGS18] , Baumhauer, Goldstern and Shelah describe a 'Fusion game', which could be used to prove Axiom B. However, we use different methods, which shall come in handy later.
In order to prove this theorem, we will need some lemmas. Until the proof of Theorem 3.5 fix p ∈ P, F ∈ [κ ++ ] <κ and i < κ.
Lemma 3.6. For α ≤ κ ++ define the set
Then D α is dense below p α.
Proof. Fix some p ∈ P α and p ≤ p α. Since |F | < κ, using the <κ-completeness and noting that p β 
Proof. We will only consider the case α = κ ++ . Note that ∀β ∈ F : s β β split i (p(β)) = split i (p (β)). Construct a sequence (r β ) β≤κ ++ with induction: Assume that r β ∈ P β has been constructed, r β ≤ F ∩β,i+1 p and s β ≤ r β . Now there are 2 cases:
Obviously, r β+1 ≤ F ∩(β+1),i+1 p and s (β + 1) ≤ r β+1 . If λ is a limit, take the inverse limit of {r β+1 (β) : β < λ}. Set p
[s] := r κ ++ and note that supp(p
The next lemma will be used for the successor step in the proof of Theorem 3.5.
Lemma 3.8. Assume inductively that P α satisfies Axiom B. Then there exists q ≤ F,i+1 p such that ∃µ q < κ ∀β ∈ F ∩(α+1) : q β β ϕ(µ q , q(β), i) where ϕ(µ, s, j) is the formula
Proof. Note that as κ remains inaccessible in V Pα , it follows that α ∃µ < κ ∀β ∈ F ∩ (α + 1) : ϕ(µ, p(β), i). Therefore, there exists q ≤ F,i+1 p and µ q < κ such that
Proof. (of Theorem 3.5) We shall prove the theorem for P α by induction over α ≤ κ ++ :
• α = 1: This follows from Theorem 2.11.
• α → α + 1:
<κ a set and i < κ an ordinal. Let q and µ q be as in Lemma 3.8. Now consider the set:
Enumerate C as (g j+1 ) j<γ with γ < κ. Now construct a decreasing sequence (t j ) j<γ by induction:
-j → j +1: If for g j+1 there still exists an s ∈ D α+1 , s ≤ t j witnessing g j+1 ∈ C, pick such an s, call it s j+1 , and set t j+1 = t
. Otherwise, set t j+1 = t j .
-λ < γ is a limit: Set t λ = j<λ t j , i.e. ∀γ < κ ++ : t λ (γ) := j<λ t j (γ). Then we have t λ ≤ F,i+1 t j for all j < λ.
We claim that |A t| < κ. Let s ∈ D α+1 , s ≤ t be compatible with a unique element from the antichain. Hence there exists an g j+1 ∈ C such that ∀β ∈ F : y s β = g j+1 (β). Now as y s β = y s j+1 β holds and |A s j+1 | = 1, it follows from Lemma 3.7 and t j+1 = t
that s ≤ s j+1 and so A s = A s j+1 . Thus A t = {r ∈ A : ∃j < γ s j+1 r} and |A t| < κ.
• λ ≤ κ ++ is a limit: Let A ⊂ P λ be an antichain, p ∈ P λ a condition, F ∈ [λ] <κ a set and i < κ an ordinal. Using the <κ-completeness and the induction hypothesis construct a decreasing sequence (q β ) β∈F with the following properties:
Set q := β∈F q β and µ q := sup{µ β : β ∈ F }. Then q ≤ F,i p and satisfies ∀β ∈ F : q β β ϕ(µ q , q(β), i). Now proceed as in the successor step.
Finally, we want to show some antichain results:
Theorem 3.9. P has the κ ++ -c.c.
The proof will follow easily from the following lemmas and noting that the set {α < κ
Lemma 3.10. Let P α be an iteration such that ∀β < α P β has the µ-c.c. and P α is a direct limit. If either cf(α) = µ or the set {β < α : P β is a direct limit} is stationary, then P α satisfies the µ-c.c.
Lemma 3.11. ∀α < κ ++ : P α has a dense subset of size κ + . Hence P α satisfies the κ ++ -c.c.
In [BGS18] , the authors use 'hereditary κ-names' to find a dense subset of size κ + .
For the proof we will need the following definition by Baumgartner and Laver [BL79] :
Proof. (of Lemma 3.11) Let α < κ ++ be arbitrary. We will show that the set
is dense and has size κ + . Hence P α will have the κ ++ -c.c.
We will first show density. Let p ∈ P α be arbitrary. By induction construct a fusion sequence (q j , F j ) j<κ below p such that ∀j < κ ∀β ∈ F j : β split j (q j+1 (β)) = split j (q j (β)) and ∀j < κ : q j+1 is (F j , j)-determined. Use a bookkeeping argument to construct the F j 's. Then q κ ∈ E α , where q κ is the fusion limit.
In the successor step do the following: Assume that q j and F j are defined. Using Lemma 3.8 find q j ≤ F j ,j+1 q j such that ∃µ q j < κ ∀β ∈ F j : q j β β ϕ(µ q j , q j (β), j). Now if we want to make sure that q j+1 is (F j , j)-determined, we only need to check
This product is of size < κ so enumerate the relevant (g, h) as ((g k+1 , h k+1 )) k<γ . Similarly to the proof of Theorem 3.5 we construct q j+1 by induction on k < γ:
Assume that q k j is defined. Define the condition s h k+1 as follows:
Since supp(s h k+1 ) has size < κ, we can distinguish 2 cases:
-Case 2: Else there exists s ≤ q k j and β ∈ F such that s β ≤ s h k+1 β and
This follows because, if case 2 does not occur, then, by noting that if
, an s satisfying case 1 can be constructed.
• λ is a limit: Set q
In the limit step set q λ := j<λ q j . Clearly q κ ∈ E α . This shows E α is dense. Now we will show by induction over α < κ ++ that |E α | = κ + :
• α = 1: Then E α = P 1 which has size 2 κ = κ + .
• λ is a limit: If p ∈ E λ then p α ∈ E α for every α < λ, so
•
. The F i 's are increasing such that supp(p) ⊆ i<κ F i and ∀i < κ : p is (F i , j i )-determined. The b i 's are assignments telling whether a (g, h) ∈ κ <κ × κ <κ belongs to Case 1 or Case 2. In more detail: The mapping
The Model
Now we want to specify the f α 's in P: We require that every f ∈ κ κ ∩V appears cofinally often in {f α : α < κ ++ }. Note that κ κ ∩ V will be a dominating family in V P .
Furthermore, we require that κ is strongly unfoldable:
Definition 4.1. We call a cardinal κ strongly unfoldable iff for every cardinal θ and every A ⊂ κ there exists a transitive model M , such that A ∈ M and M ZFC, and an elementary embedding j : M → N with critical point κ, such that j(κ) ≥ θ and V θ ⊂ N .
Note that strong unfoldability is downward absolute to L.
Next, we need to do a 'Johnstone preparation' to make the strong unfoldability of κ indestructible by <κ-closed, κ-proper forcings, see [Joh08] . Finally, we collapse 2 κ to κ + .
So w.l.o.g. V satisfies CH at κ and the strong unfoldability is indestructible under <κ-closed, κ-proper forcing extensions.
For the rest of this chapter we will be concerned with the main theorem:
We will need several lemmas for the proof:
Lemma 4.3. Letẋ be a P-name for a real in 2 κ , p ∈ P a condition, i < κ, F ∈ [κ ++ ] <κ and p Pẋ / ∈ V . Then there exists γ < κ such that ∀s ∈ 2 γ ∃q ≤ F,i p : q P s ẋ. We will write γ p,F,i for the least such γ.
Proof. Assume towards a contradiction that the statement is false, i.e. for someẋ, i, F, p:
Set T = {s γ α : α ≤ γ ∧ γ < κ}. T is a < κ-branching tree of height κ and κ is weakly compact, thus T must have an infinite branch x * . Since x * ∈ V but p Pẋ / ∈ V there exists a P-namej for an ordinal less than κ such that p Pẋ j = x * j . As P satisfies Axiom B there exists a q ≤ F,i p such that q Pj < j * for some j * < κ. We claim that for some γ, q P s γ ẋ. We have that q Pẋ j * = x * j * , and since x * j * ∈ T , there exists γ ≥ j * such that x * j * = s γ j * . Hence q Pẋ j * = s γ j * and so q P s γ ẋ. A contradiction.
Definition 4.4. Let D be a dominating family. We say that H has index D, if H = {h f : f ∈ D} and ∀α < κ : h f (α) ∈ 2 f (α) .
Fact 4.5.
Lemma 4.6. Let D ∈ V be a dominating family, β < κ ++ and H ∈ V P β has index D. Then
Proof. Assume that for some condition p and some P β,κ ++ -nameẋ,
We will define a tree of conditions such that along every branch we have a fusion sequence. Furthermore, we will define an increasing sequence {γ i : i < κ} of ordinals less than κ and an increasing sequence {F i : i < κ} such that
For every i < κ and every g ∈ j≤i 2 γ j we shall construct a condition p(g) satisfying :
If i = 0 set p(∅) = p, γ 0 = 0 and F 0 = {0}.
If i = α + 1 assume that p(g) is defined for all g ∈ j≤α 2 γ j . First we set γ α+1 := sup{γ p(g),Fα,α : g ∈ j≤α 2 γ j }. Then we find p(g s α+1 ) for every s α+1 ∈ 2 γ α+1 with the required properties, which is possible by Lemma 4.3. Note that κ is still weakly compact in V P β . Finally, we use a bookkeeping argument to find F α+1 .
If i = λ is a limit do the following: every h ∈ j<λ 2 γ j defines a fusion sequence (p(h (j + 1) )) j<λ . Set p(h) = j<λ p(h (j + 1)). Then set F λ = α<λ F α . Next set γ λ := sup{γ p(h),F λ ,λ : h ∈ j<λ 2 γ j }. For every s λ ∈ 2 γ λ find p(h s λ ) again using Lemma 4.3. Note that p(h s λ ) is still a fusion limit of (p(h (j + 1) )) j<λ .
Let f ∈ D dominate {γ i : i < κ}. Set s i = h f (i) γ i . Now (p(s 0 , ..., s j )) j<κ is a fusion sequence and has a lower bound p κ . It follows that p κ P β,κ ++ s i ẋ for all i < κ.
We will also need the following lemma:
Lemma 4.7. If for every bounded family B of size < µ there exists a g ∈ κ κ such that g diagonalizes B, i.e. ∀h ∈ B ∃ ∞ i :
Proof. Let X ⊂ 2 κ be of size < µ and let f ∈ κ κ . For x ∈ X let h x (i) = x f (i). The family {h x : x ∈ X} can be coded as a family B ⊂ κ κ bounded by 2 f (i) . Now if g diagonalizes B, then g defines a covering for X with respect to f .
Proof. (of Theorem 4.2)
Since for every α < κ the forcing P α has dense subset of size κ + by Lemma 3.11 and is κ-proper, there are essentially only |κ + κ | = κ + many P α -names for reals. So V Pα satisfies CH. As P satisfies the κ ++ -c.c. and is also κ-proper, we see that V P 2 κ = κ ++ and no cardinals are collapsed.
Let us first show that SN ⊆ [2 κ ] ≤κ + . Let X ⊂ 2 κ be of size κ ++ , and let D be a dominating family in V P which lies in V . We will show that there exists no H in V P satisfying Fact 4.5. So let H ∈ V P such that H has index D, which is of size κ + as V satisfies CH at κ. As P satisfies the κ ++ -c.c., H must already appear in some V P β . Now there must be an x ∈ X such that x / ∈ V P β . Hence it follows by Lemma 4.6 that
. Therefore, X is not strong measure zero.
In order to show that [2 κ ] ≤κ + ⊆ SN we use Lemma 4.7: Let B be a bounded family of size < κ ++ , so B appears in some intermediate model. Find some large enough α such that f α dominates B. We will show that ∃g ∈ V P α +1 ∀h ∈ B ∃ ∞ i :
++ . Let h ∈ B and j < κ be arbitrary. Define the set D h,j := {p ∈ PT f α : ∃ ≥j i p ġ(i) = h(i)ˇ}. By extending the stem of a condition q and noting that q splits infinitely often along every branch, we can show that D h,j is dense. So g α will diagonalize every h ∈ B.
5 Every X ⊆ 2 κ of size c can be continuously mapped onto 2 κ Again, assume V |2 κ | = κ + , but now κ is only inaccessible.
First we will define two forcings:
We define S, the generalized Sacks forcing, which is due to Kanamori [Kan80] , as follows:
And for f ∈ κ κ ∩ V we define I f the infinitely equal forcing as follows:
Definition 5.2. Let p ∈ I f iff:
Note that I f is also a 'tree forcing', so Definition 2.2 can be used analogously. However, the conditions are Silver-like trees, therefore we need to modify some proofs.
Lemma 5.3. S and I f are strongly κ κ -bounding.
Proof. We only consider the forcing I f . Let A be a maximal antichain, p ∈ I f and i < κ be arbitrary 2 . Enumerate split i (p) as {η α+1 : α < γ} with γ < κ. Inductively define a sequence (q α ) α<γ such that q α+1 ≤ p ∪ (q α \ η α ) and is compatible with a unique element from the antichain. If λ is a limit, define q λ := α<γ (q α+1 \ η α+1 ). Now set q := p ∪ α<γ (q α+1 \ η α+1 ). The rest follows easily.
Set P = * ≤κ α<κ ++Ṗ α a κ ++ iteration with κ-support such that:
• if cf(α) = κ + or α = 0 thenṖ α =Ṡ
• otherwise setṖ α =İ fα such that every f ∈ κ κ ∩ V appears cofinally often
We will also need to modify Lemma 3.7. Let p ∈ P, F ∈ [κ ++ ] <κ and i < κ.
Lemma 5.4. Let D α be as in Lemma 3.6. Let p ≤ F,i+1 p and
Proof. We will only consider the case α = κ ++ . Again, construct a sequence (r β ) β≤κ ++ with induction: Assume that r β ∈ P β has been constructed, r β ≤ F ∩β,i+1 p and s β ≤ r β . Now there are 3 cases:
[s] := r κ ++ and note that supp(p Lemma 5.5. P satisfies Axiom B.
Proof. See the proof of Theorem 3.5.
Lemma 5.6. ∀α < κ ++ : P α has a dense subset of size κ + . Hence P satisfies the κ ++ -c.c.
Proof. See the proof of Theorem 3.9 and Lemma 3.11.
Again, our goal is to show the following theorem:
One direction is the following lemma:
will be the required covering.
The next lemma will be crucial in the proof of Theorem 5.7
Lemma 5.9. Letτ be a P-name for an element of 2 κ , p ∈ P and p τ / ∈ V . Then there exists q ≤ p and (A η ) η∈split(q(0)) such that A η ⊆ 2 κ are non-empty, clopen and:
Proof. We shall construct a fusion sequence (q i , F i ) i<κ such that q i+1 ≤ F i ,i+1 q i . The condition q i+1 will have the required properties for
• i = 0: Pick F 0 with 0 ∈ F 0 . Set q 0 = p.
• λ is a limit: Set q λ := i<λ q i and F λ = i<λ F i .
• i → i + 1: Pick q i ≤ F i ,i+1 q i such that there exists a µ q i < κ and ∀β ∈ F i :
Now take care of the η α 's inductively. Simultaneously, define an increasing sequence (X α ) α<γ , X α ⊂ 2 κ and |X α | < κ. Note that the X α 's will contain disjoint interpretations ofτ .
-α = 0: Set X 0 = ∅ and k 0 = k 0 = 0.
. This is possible, because p τ / ∈ V , |X α | < κ, P is <κ-closed and satisfies Axiom B. In more detail: There exists a namek for an ordinal < κ such that the set {s ∈ P : s P ∀x ∈ X α :τ k = x k ∧k = k s } is dense. Now use Axiom B to find an upper bound fork.
Inductively define decreasing sequences
. Define
3 Note that in the 0th coordinate the sequence ( α+1 q j i+1 ) j<κ is only ≤ 0 decreasing, but this suffices. * j → j + 1: As in the proof of Theorem 3.5 take care of all g ∈ C j and witnesses s j g , and construct q j+1 using Lemma 5.4. Define:
}. * θ is a limit: Set q θ = j<θ q j and define:
As (C j ) j<κ is a decreasing sequence of length κ and |C j | < κ the sequence must eventually be constant. Denote this index by k α+1 . Note that C j is non-empty by a density argument.
Now define X α+1 . Set:
and note that (s j g ) j<κ is a decreasing sequence. Set
Define k := max(sup{k α : α < γ}, sup{k α : α < γ}). Recall that X α+1 = X α+1 \ X α . Define A η α+1 := x∈X α+1 [x k]. W.l.o.g. let k be large enough such that the A ηα 's are disjoint. We can assume this, since the X α 's are disjoint and of size < κ. Set q i+1 := α<γ α+1 q k+1 i+1 . Define F i+1 using a bookkeeping argument.
We claim that the fusion limit q κ has the required properties. Let i < κ and η ∈ split i (q κ (0)) be arbitrary. We must show that q
It follows that η ∈ split i (q i+1 (0)), and since q i+1 ≤ F i ,i+1 q i , we deduce η ∈ split i (q i (0)). Therefore, η = η i α+1 for some α < γ. We will show that q
In particular,τ can continuously be mapped onto the first Sacks realṡ 0 by a function from V . Note that for <κ-closed forcing extensions it is clear how to evaluate the image of a new realẋ under a ground model Borel function f : In the ground model f is completely determined by (B s ) s∈κ <κ where B s := f −1 ([s]), and the following statement is Π ∀x ∈ 2 κ ∀i < κ ∃!s ∈ 2 i : x ∈ B s ∧ ∀s, t ∈ κ <κ : s t ⇒ B t ⊂ B s .
Note that the mapping s → B s is Borel, since |κ <κ | = κ. As Π 1 1 statements are upward absolute for <κ-closed forcing extensions, see [FKK16] , it follows that f (ẋ G ) = {s ∈ κ <κ :ẋ G ∈ B s }.
Lemma 5.10. Let p ∈ S be a Sacks condition and define E p := {x ∈ 2 κ : ∀i < κ x i ∈ p}. Then there exists a homeomorphism g : E p → 2 κ × 2 κ such that ∀x ∈ 2 κ : {η ∈ 2 <κ : ∃y ∈ g −1 ({x} × 2 κ ) η ⊂ y} is a Sacks condition stronger that p.
Proof. First we define f : p → 2 <κ × 2 <κ as follows:
• f is monotonous
• f is continuous
Then g is a homeomorphism due to clopeness.
Now we must show that q x := {η ∈ 2 <κ : ∃y ∈ g −1 ({x} × 2 κ ) η ⊂ y} is a condition:
• Let (η α ) α<γ with η α ∈ q x be a strictly increasing sequence of length < κ.
• It easily follows that g −1 ({x} × 2 κ ) is a perfect set. It remains to be shown that split(q x ) is closed. Let (η α ) α<γ be a strictly increasing sequence of length < κ such that η α ∈ split(q x ). Again, set η = α<γ η α . It follows that η α ∈ split(p), hence η ∈ split λ (p) for some limit λ. But as
The following is an easy observation:
Then f can be extended to a uniformly continuous, total function. Theorem 5.12. In V P the following holds: Every X ⊆ 2 κ of size c can be uniformly continuously mapped onto 2 κ .
Proof. Again, as every P α with α < κ ++ has dense subset of size κ + by Lemma 5.6 and is κ-proper, there are essentially only |κ + κ | = κ + many P α -names for reals. So V Pα satisfies CH. As P satisfies the κ ++ -c.c. and is also κ-proper, we see that c has size κ ++ and no cardinals are collapsed.
In V P assume that X ⊂ 2 κ and for every uniformly continuous function f there exists an y ∈ 2 κ such that y / ∈ f X. Denote this y by F (f ). By a Löwenheim-Skolem argument find an intermediate model V P β with textcf (β) = κ + such that for every uniformly continuous f ∈ V P β it holds that F (f ) ∈ V P β . This is possible, because no new reals and no new Borel functions appear in limit steps of cofinality κ + , since P is κ-proper. We will show that X ⊂ V P β , hence |X| ≤ κ + .
Assume that p P β,κ ++τ / ∈ V P β . As p(0) ∈ S V P β we can use Lemma 5.9 to find q ≤ p and (A η ) η∈split(q(0)) clopen sets. Let P denote the fusion of the A η : P = i<κ η∈split i (q) A η . P is a perfect set. Define f : P → E q(0) as follows: f (x) := {η ∈ 2 <κ : x ∈ A η }.
We shall show that f is uniformly continuous: Let i < κ be arbitrary and consider η ∈ split i (q). We know that if x ∈ P ∩ A η then f (x) ∈ [η]. We also know that
for some γ η < κ. Let x ∈ P be arbitrary. Then there exists η ∈ split i (q) such that
, as i ⊆ dom(η). By Lemma 5.11 f can be extended to a uniformly continuous, total function. Furthermore q P β,κ ++ f (τ ) =ṡ 0 where s 0 denotes the Sacks real added by S V P β .
Define h := π 1 • g • f with g from Lemma 5.10 and π 1 the projection onto the first coordinate. With a similar argument as with f , it follows that also g is uniformly continuous. Hence h is a uniformly continuous function in V P β . Now let x ∈ 2 κ ∩ V P β be arbitrary. Then q x P β,κ ++ h(τ ) = x. This follows, because q P β,κ ++ f (τ ) =ṡ 0 and q x P β,κ ++ṡ 0 ∈ g −1 ({x} × 2 κ ). If we set x := F (h) then we can conclude that q x P β,κ ++τ / ∈Ẋ. Asτ and p were arbitrary, it follows that P β,κ ++Ẋ ⊂ V P β .
Proof. (of Theorem 5.7)
We have already seen one inclusion. Assume that |X| = κ ++ , then X can be mapped uniformly continuously onto 2 κ by some f . It can easily be seen that the image of a strong measure zero set under a uniformly continuous function has strong measure zero. So X / ∈ SN .
Finally, we take a look at the following definition by Halko [Hal96] :
Definition 5.13. Let X ⊂ 2 κ . We call X stationary strong measure zero iff ∀f ∈ κ κ ∃(η i ) i<κ : η i ∈ 2 f (i) ∧ X ⊂ C...club i∈C
So for every x ∈ X the set {i < κ : x ∈ [η i ]} is stationary.
The following lemma shows, why stationary strong measure zero is a natural generalization.
Lemma 5.14.
X ∈ SN ⇔ ∀f ∈ κ κ ∃(η j ) j<κ : ∀j < κ η j ∈ 2 f (j) ∧ X ⊂ i<κ j≥i
So for every x ∈ X the set {j < κ : x ∈ [η j ]} is unbounded.
The next theorem shows that the two notions coincide in our model.
Theorem 5.15. V P ∀X ∈ SN : X is stationary strong measure zero
Proof. Let X ∈ SN be arbitrary. Find α such that X ∈ V Pα . Let f ∈ κ κ ∩ V and a club C ∈ V P be arbitrary. Since P satisfies Axiom B, we can find a club D ∈ V such that D ⊂ C. Find β > α such that f = f β andṖ β =İ f β . Let p ∈ I f β be arbitrary. Find q ≤ p such that κ \ dom(q) = κ \ dom(p) ∩ D. Then q X ⊂ i∈D [ġ β (i)]. So for every club D ∈ V the set {p ∈ I f β : p X ⊂ i∈D [ġ β (i)]} is dense in P β . As C was arbitrary we see that X ⊂ C...club i∈C [g β (i)].
