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Increasing the luminosity of relativistic hadron beams is critical for the advancement of nuclear
physics. Coherent electron cooling (CEC) promises to cool such beams significantly faster than
alternative methods. We present simulations of 40 GeV/nucleon Au+79 ions through the first
(modulator) section of a coherent electron cooler. In the modulator, the electron beam copropagates
with the ion beam, which perturbs the electron beam density and velocity via anisotropic Debye
shielding. In contrast to previous simulations, where the electron density was constant in time and
space, here the electron beam has a finite transverse extent, and undergoes focusing by quadrupoles
as it passes through the modulator. The peak density in the modulator increases by a factor of 3, as
specified by the beam Twiss parameters. The inherently 3D particle and field dynamics is modeled
with the parallel VSim framework using a δf PIC algorithm. Physical parameters are taken from
the CEC proof-of-principle experiment under development at Brookhaven National Lab.
Keywords: coherent electron cooling
I. INTRODUCTION
Coherent electron cooling (CEC) is a novel technique
for rapidly cooling high-energy, high-intensity hadron
beams [6]. The proposed Brookhaven CEC consists of
three sections: a modulator, where the ion imprints a
density wake on the electron distribution, a free electron
laser (FEL), where the density wake is amplified, and a
kicker, where the amplified wake interacts with the ion,
resulting in dynamical friction for the ion.
In this paper we consider only the modulator section.
We simulate the wake in the electron distribution due to
the presence of a single ion, as the ion drifts with many
co-propagating electrons. Although the beam particles
are highly relativistic in the laboratory frame, particle
velocities are non-relativistic in the beam frame drifting
with the mean speed of the particles. In previous work
the electron density was constant and uniform in space
[7], or the density was changing slowly in time [8]. Here
we consider a more realistic beam where the electron den-
sity decreases to zero at the edge of the beam, and also
changes in time, taking into account external focusing.
We assume the electron beam in the modulator is close
to a known solution described by the beam emittance
and Twiss parameters. The electron density in the beam
changes in space as well as in time. Simulation results are
calculated using VSim (formerly Vorpal) [5] using δf PIC
[3]. The δf particles do not represent deviations of the
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beam from a steady-state, but rather deviations of the
beam away from the known solution described by Twiss
parameters.
Wang and Blaskiewicz [4] found exact solutions to the
Vlasov-Poisson equations in a uniform electron density
assuming a special form of the electron velocity distri-
bution, a κ-2 distribution. Despite the different assump-
tions of this model, it is very easy to calculate, so this
simple model provides a useful comparison for our simu-
lation results.
Qian et. al. [1] applied a δf model to study an in-
tense beam in a periodic quadrupole focusing channel.
They use a Kapchinskil-Vladimirskij (KV) distribution
for their known solution This distribution is particularly
tractable analytically, and allows them to include space
charge effects. Here we do not consider the beam as mov-
ing through a periodic focusing channel, we consider only
a single passage through the modulator. We will also ig-
nore space charge effects.
II. BEAM FRAME AND LAB FRAME
In general we work in the beam frame moving with
the average speed of the particles. However, beamline
elements are at rest in the lab frame, and we will need to
convert between the lab and beam frames. The direction
of particle movement will be along the z-axis with speed
βc, where β is just slightly smaller than 1. For a parti-
cle in the beam frame with position (xbeam, ybeam, zbeam)
and velocity (vbeamx , v
beam
y , v
beam
z ), its coordinates and ve-
locity in the lab frame are given by the Lorentz Trans-
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form:
xlab = xbeam, (1)
ylab = ybeam, (2)
zlab = γzbeam + γβctbeam, (3)
tlab = γβc−1zbeam + γtbeam, (4)
vlabx ≈ vbeamx /γ, (5)
vlaby ≈ vbeamy /γ, (6)
vlabz ≈ βc+ vbeamz /γ2, (7)
where γ = 1/
√
1− β2 is the Lorentz factor. We assume
in these formulas that all beam frame velocities are non-
relativistic, or that |~vbeam| ≪ c. The velocity transfor-
mations ignore terms of order |~vbeam|/c. In what follows,
we will usually work in the beam frame, and unless oth-
erwise noted, variables are in the beam frame.
III. δF FORMULATION
If f(~x, ~p, t) is the phase space electron density in the
beam frame, f evolves according to the Vlasov equation,
which specifies that the total time derivative of f(~x, ~p, t)
is zero,
Df
Dt
=
∂f
∂t
+
d~x
dt
· ∇xf + d~p
dt
· ∇pf = 0. (8)
The particles accelerate due to the total electric field,
which is composed of the field −∇xφ(~x, t) due to the
perturbing ion and electron charge distribution plus an
external (beam frame) electric field ~E and magnetic field
~B,
d~p
dt
= e(−∇xφ+ ~E + ~v × ~B), (9)
where e < 0 is the electron charge. The potential φ
satisfies a self-consistent Poisson equation
∇2φ = −ρ(~x, t)
ǫ0
, (10)
where
ρ(~x, t) = Z|e|δ(~x− ~xion) + en˜(~x, t), (11)
n˜(~x, t) =
∫
f(~x, ~p, t)d~p, and the ion located at ~xion has
charge Z|e|.
We now split the electron density
f = f0 + f1, (12)
where f0 describes the bulk behavior of the beam, and
f1 is a perturbation which describes the electron shield-
ing response to the ion. For the δf method the impor-
tant thing is that f0 be a known (exact) solution to the
Vlasov equation (8). For simplicity f0 is often taken as
an equilibrium solution. Associated with f0 is a poten-
tial φ0 which satisfies a self consistent Poisson equation
(10), except that the ion is not present in Equation (11).
The beam within the modulator is focused down by
nearly a factor of two transversely by a set of four
quadrupoles. We therefore chose a solution f0 which is
a function of the beam Twiss parameters. This f0 is
not a steady-state solution, but is a known solution to
the Vlasov equation (8). This solution does not include
the space charge term, which appears as the potential φ0
associated with the charge distribution f0.
The perturbation density f1 satisfies
Df1
Dt
= −e∇x(φ0 + φ1) · ∇pf0, (13)
where φ1(~x, t) is the self-consistent potential for the per-
turbation f1,
∇2φ1 = −ρ
1(~x, t)
ǫ0
, (14)
and
ρ1(~x, t) = Z|e|δ(~x− ~xion) + en˜1(~x, t), (15)
and n˜1(~x, t) =
∫
f1(~x, ~p, t)d~p. We will calculate ∇pf0
analytically. There are three contributions to the force
on delta-f particles (9). First, the space charge on the
beam, represented by the field −∇xφ0. We assume space
charge is negligible over the cooling section, so this term
is dropped. Second, the electric field due to the perturba-
tion itself, −∇xφ1, and finally the external beam frame
fields ~E and ~B.
The perturbation f1 is modeled using δf PIC algorithm
[3]. Suppose the i’th δf PIC particle has position ~xi,
velocity ~vi and weight wi. These particles represent the
perturbation f1, as defined by
f1(~x,~v, t) =
∑
i
wiδ(~x− ~xi)δ(~v − ~vi). (16)
The initial weight of the δf particles is zero, but their spa-
tial and velocity distributions do not need to be the same
as the background beam solution f0. The distribution of
the δf particles we call g,
g(~x,~v, t) =
∑
i
δ(~x− ~xi)δ(~v − ~vi). (17)
It is important to choose a distribution function g which
has sufficient resolution to capture the perturbation. For
an ion shielding perturbation which is localized in one
region of space (around the ion), it seems reasonable to
choose a density function g which is also localized in
space. We shall see that we also want to require that
Dg/Dt = 0 in order to simplify the evolution of the par-
ticle weights.
The particle weights wi approximate a continuous
weight function w(~x,~v, t),
w(~x,~v, t) = f1(~x,~v, t)/g(~x,~v, t) (18)
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so that the total time derivative of w is
Dw
Dt
=
1
g
[
Df1
Dt
− f
1
g
Dg
Dt
]
(19)
Assuming that we choose a distribution g such that
Dg/Dt = 0, substituting (13) gives
Dw
Dt
= − e
g
∇xφ1 · ∇pf0 (20)
Suppose first that the δf particles are distributed uni-
formly in phase space. The δf particles move in response
to the field −∇xφ1+ ~E, and their weights evolve accord-
ing to the discrete version of Equation (20),
dwi
dt
= − e
g
∇xφ1(~xi, ~vi, t) · ∇pf0(~xi, ~vi, t), (21)
where g is a constant equal to the phase space density of
the δf particles. For uniform loading in 6D phase space,
between x-velocity bounds vminx and v
max
x , and similarly
for y and z,
g =
n
(vmaxx − vminx )(vmaxy − vminy )(vmaxz − vminz )
(22)
Alternatively, to initialize the δf particles we can use
the distribution f0. Then g = f0+f1, w = f1/(f0+f1),
and 1 − w = f0/g, so we can write our weight equation
as
dwi
dt
= −e(1− wi)∇xφ1(~xi, ~vi, t) · ∇pf
0(~xi, ~vi, t)
f0(~xi, ~vi, t)
(23)
A quadrupole of strength q (Tesla/m) has a magnetic
field in the lab frame
~Blab = q(yxˆ+ xyˆ). (24)
Here we ignore the magnetic fringe fields, assuming that
the magnetic field is given by (24) inside the quadrupole
and is zero outside it. If we convert the lab frame mag-
netic field (24) into the beam frame moving at velocity
βczˆ, we have
~E = γβcq(−xxˆ + yyˆ), (25)
~B = γq(yxˆ+ xyˆ). (26)
In the beam frame particle velocities ~v are non-
relativistic, so |~v × ~B| ≪ | ~E| and from here on we drop
the term ~v× ~B from (9). The quadrupoles for the proof-
of-principle experiment have strength 0.3 KGauss/cm or
q = 3 Tesla/m, a length (in the lab frame) of 16 cm, and
γ = 40. An electron which enters a quadrupole 1 mm
off center by (25) experiences a beam frame transverse
accelerating gradient of 36 MV/m.
IV. A BEAM DEFINED BY TWISS
PARAMETERS
In terms of Twiss parameters, the electron density f0
in the lab frame (see [2]) is given by
f0(~x, ~x′) = f0x(x, x
′)f0y (y, y
′)f0z (z, vz) (27)
where
f0x(x, x
′) =
cpi
ǫx
exp
[
−γxx
2 + 2αxxx
′ + βxx
′2
2ǫx
]
(28)
and similarly for f0y ,
f0y (y, y
′) =
cpi
ǫx
exp
[
−γyy
2 + 2αyyy
′ + βyy
′2
2ǫy
]
(29)
Here αx, βx, γx, αy, βy and γy are standard Twiss pa-
rameters which are functions of zlab, and cpi = 1/
√
2π is
a normalization constant. In the longitudinal direction
(z), the distribution in velocity vz is Maxwellian about
the mean lab frame velocity βc.
Figure 1 shows a plot of βx, αx, βy and αy through the
modulator section (3.7 m in length). The three Twiss
parameters are related by the formula βxγx = 1 + α
2
x
(and similarly for y). ǫx and ǫy are constants, the trans-
verse rms emittance of the beam. The longitudinal func-
tion f0z (z, z
′) is uniform in z and has a conventional
Maxwellian velocity distribution.
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FIG. 1: The Twiss parameters βx, αx, βy and αy versus dis-
tance along the modulator. βx and βy have dimensions of
m/rad while αx and αy are dimensionless.
Note that equation (28) specifies the density in the
lab frame, where x′ = vlabx /v
lab
z is the trajectory angle,
assumed to be small. We need to convert this density
function to the beam frame. The transverse coordinates
x and y are the same in either coordinate system, from
(1) and (2). Using (5) and (7) we have x′ ≈ vbeamx /(γβc),
since vbeamz ≪ c. All Twiss parameters are evaluated at
zlab = γzbeam + γβct.
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We write the phase space density function (28) in terms
of beam frame coordinates and velocities as:
f0x(x, vx) =
cpi
σx
exp
[
− (1 + α
2
x)x
2
2r2x
− αxxvx
rxσx
− v
2
x
2σ2x
]
(30)
where rx and σx are functions of t and z, because they
are related to the Twiss parameters by the following for-
mulas,
rx =
√
ǫxβx (31)
σx = γβc
√
ǫx
βx
(32)
with the analogous formulas for the other transverse co-
ordinate y. We can think of rx and σx as the current rms
beam size and rms velocity. Again, the (unsubscripted) β
and γ in (32) are the relativistic invariants coming from
the conversion from lab frame to beam frame, and are
unrelated to Twiss parameters.
In the longitudinal direction we have a Maxwellian dis-
tribution (in the beam frame),
f0z (z, vz) =
n(zlab)cpi
σz
exp
[
− v
2
z
2σ2z
]
, (33)
where vz is the longitudinal particle velocity in the beam
frame. n(zlab) is the density at the center of the beam
(x = y = 0), which is a function of time and z. In terms
of beam frame coordinates, zlab = γz + γβct.
If we integrate the distribution f0 over velocity space,
we obtain the spatial distribution
η0(~x, t) =
∫
f0(~x,~v, t)d~v
= n(γz + γβct) exp
[
− x
2
2r2x
− y
2
2r2y
]
, (34)
a density distribution which is Gaussian in x and y with
time dependent rms widths rx and ry.
To conserve charge in the beam cross section, the in-
tegral of η0 over all x and y must be constant, which
implies that
n(zlab) = n0
√
βx(zlab = 0)βy(zlab = 0)
βx(zlab)βy(zlab)
(35)
where, again zlab = γz + γβct and n0 = n(zlab = 0)
is the peak (central) density at the start of the simula-
tion. Thus, the n(zlab) is simply a function of the Twiss
parameters.
In Figure 1 the horizontal and vertical beta functions
go from 4.5 m/rad to 1.5 m/rad, corresponding to a de-
crease in the beam radius by a factor of
√
3, and an in-
crease in n by a factor of 3 (Figure 2). We use a peak
density at the end of the modulator of 5.482×1016 e/m3,
which corresponds to a starting density n0 = 1.827×1016
e/m3.
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FIG. 2: Ratio of various electron beam parameters to their
values at the start of the modulator.
We use a normalized emittance of 3 mm-mrad, which
corresponds to a rms emittance ǫx = ǫy = 7.5× 10−8 m-
rad. From (31) and (32), the starting values of the rms
beam radius rx = ry = 0.581 mm or 581 µm and temper-
ature σx = σy = 1.55× 106 m/s. The longitudinal tem-
perature is independent of Twiss parameters; we use a
value of σz = 2.93 × 105 m/s, which corresponds to a
lab frame momentum spread of ∆p/p ≈ 1× 10−3. The
Debye length λ is a function of the temperature and
density, and therefore changes in time, as well as being
smaller longitudinally than transversely. Numerically,
λx = σx/ωp, where ωp is the local plasma frequency,
ωp = |e|
√
n
mǫ0
(36)
At the start of the simulation, the transverse Debye
length λx is 203 µm, and the longitudinal Debye length
λz is 38 µm.
By integrating equation (34) over all x and y, we obtain
2πnrxry, the linear charge density in the beam frame, a
constant in our model. The lab-frame current associated
with this linear charge density is
I = 2πnrxry(βγce) (37)
Using the starting density n0 = 1.827×1016 e/m3 and the
circular beam rx = ry = 0.581 mm, with the relativistic
γ = 40.0, we obtain a current of I = 74.4 Amperes.
These parameters are summarized in Table I.
In order to specify the weight equations (21) and (23),
we calculate ∇pf0 = (1/m)∇vf0 directly from the dis-
tribution function (27) and (30),
∇pf0
f0
= − 1
m
(
αxx
rxσx
+
vx
σ2x
,
αyy
ryσy
+
vy
σ2y
,
vz
σ2z
)
(38)
The expression (38) is very similar to the case where f0
is uniform in space, adding only the terms involving αx
and αy.
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modulator modulator
parameter start end unit
peak density 1.827 5.482 1016e/m3
current 74.4 74.4 Amperes
emittance 3.0 3.0 mm-mrad
plasma freq. 1.214 2.103 109/sec
plasma per. 0.824 0.476 nanoseconds
rx, ry 581 335 µm
σx, σy 1.55 2.68 10
6 m/sec
σz 0.29 0.29 10
6 m/sec
λx, λy 203 203 µm
λz 38 22 µm
TABLE I: Electron beam parameters in the modulator. All
parameters are in the beam frame except for the current.
V. AN EXACT SHIELDING SOLUTION
Wang and Blaskiewicz [4] discovered an exact solution
for shielding, assuming the electron density f0 is uniform
in space and extends to infinity, and has a special “κ-2”
velocity distribution. Here we work in the ion reference
frame where the ion is stationary. This differs from the
beam-frame only by the addition ~vi of the ion velocity.
Since the ion speed in the beam frame is non-relativistic,
we can move between the beam and ion frames using a
Galilean transformation. Any changes to the ion velocity
due to the background and shielding fields are small—we
can assume the ion drifts with constant velocity.
In the ion frame the special “κ-2” electron velocity
distribution is given by
f0(~v) =
n0
π2ϕxϕyϕz

1 +
∣∣∣∣∣~v +
~vi
~ϕ
∣∣∣∣∣
2


−κ
(39)
=
n0
π2ϕxϕyϕz
[
1 +
(vx + v
i
x)
2
ϕ2x
+
(vy + v
i
y)
2
ϕ2y
+
(vz + v
i
z)
2
ϕ2z
]−κ
here κ = 2 and ~ϕ = (ϕx, ϕy, ϕz) define the width of the
velocity distribution in x, y and z, they are analogous
to the rms values ~σ in the Gaussian case. Wang and
Blaskiewicz [4] use β in (39) in place of ϕ, however we
are already using β as the relativistic constant, as well as
βx and βy for Twiss parameters. In (39), the division of
~v + ~vi by ~ϕ is to be performed component-wise.
Note that the 3D κ-2 distribution (39) cannot be sep-
arated into the product of three functions, one for each
dimension, as is the case for the Gaussian (27). If we
integrate (39) over all vz we get the 2D form
f0(~v) =
n0
2πϕxϕy

1 +
∣∣∣∣∣~v +
~vi
~ϕ
∣∣∣∣∣
2


−3/2
(40)
and integrating this over all vy gives the 1D form
f0(vx) =
n0
πϕx
[
1 +
∣∣∣∣vx + vixϕx
∣∣∣∣
2
]−1
(41)
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FIG. 3: A comparison between the Gaussian and κ-2 distri-
bution functions in 1D.
Figure 3 shows a 1D comparison between the Gaussian
and κ-2 distribution (41), with the widths set to 1 (σx =
ϕx = 1). Note that the 1D κ-2 distribution (41) decays as
v−2x for large vx, while the Gaussian distribution decays
exponentially.
Let η1 be the exact solution for the perturbation f1
integrated over velocity space, i.e.
η1(~x, t) =
∫
f1(~x,~v, t)d~v (42)
then the exact solution for η1 derived byWang and Blask-
iewicz [4] is given by the single integral
η1(~x, t) =
Z
π2
t∫
0
ωps sin(ωps)ds
ϕxϕyϕz
[
s2 +
∣∣∣(~x+ s~vi)/~ϕ∣∣∣2]2
(43)
Again, the division of two vectors in (43) is to be per-
formed component-wise.
To compare with simulations, we will plot not the 3D
distribution η1(~x, t) but integrate it over two dimensions
and plot either as a line curve or a contour plot over time.
For example, if we integrate over y and z we can define
η1(x, t) =
∫ ∞
−∞
∫ ∞
−∞
η1(~x, t) dy dz (44)
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Now if we insert the formula (43), we can switch the
order of integration and calculate the integrals over y
and z, leaving a single integral over time,
η1(x, t) =
Z
π
t∫
0
ωps sin(ωps)ds
ϕx(s2 + |(x+ svix)/ϕx|2)
. (45)
The integration in (44) can also be done over the finite
simulation domain, although the formula (45) becomes
more complicated.
In the exact solution (43), the plasma frequency ωp
and ~ϕ are constants. In our more complex beam defined
by Twiss parameters, the plasma frequency ωp, as well
as the electron temperature parameter ~ϕ vary in space
and time. The integrand in (43) can be interpreted as
the contribution to the shielding wake at time s. Hence
it makes sense in this integrand to substitute the time
varying values of ωp and ~ϕ at the location of the ion.
After the integral is calculated (numerically), we get an
estimate for the wake created by an ion inside a beam
where the local density is changing.
In our simulations we also use a Gaussian velocity dis-
tribution rather than a κ-2 distribution, but (43) gives
us an estimated solution by substituting the rms value
~σ for ~ϕ. Of course σx and σy are functions of the cur-
rent Twiss parameters as defined by (32). One of the few
parameters that does not vary in our beam is the longi-
tudinal parameter σz . Given all the differences between
the exact model and the realistic beam model, we expect
results to match only qualitatively. The advantage of the
exact formula (43) is that is easy to calculate.
Although the exact solution (43) is for a simplified
model, it shares several important features with our real-
istic beam. The electron distribution can be anisotropic,
and the ion can be moving in an arbitrary direction.
In Appendix A it is shown that for the exact solution,
the total shielding charge Q as a function of time is
Q = Z(1− cosωpt), see equation (49).
VI. SIMULATION RESULTS
We simulate shielding of three specific gold ions
through the modulator (see Figure 4):
A. An ion which is stationary at the center of the beam.
B. An ion which moves transversely at speed 2.68× 106
m/s (the electron transverse thermal speed). The ini-
tial position is chosen so that the ion passes the beam
center when half way through the modulator. This
ion moves from one side of the beam to the opposite
side during the simulation.
C. An ion which moves longitudinally at speed 2.93×105
m/s (the electron longitudinal thermal speed).
In order to compare with the exact results of Wang and
Blaskiewicz [4], we start with a simplified beam model.
FIG. 4: Electron beam schematic, showing the three simu-
lated ions. z is the direction of beam propagation.
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FIG. 5: Transverse shielding of ion ‘A’ at the end of the
modulator compared with theory. The gold dot marks the
ion.
Specifically, we assume the Twiss parameters are fixed
at their values at the exit to the modulator. This results
in a beam which does not change in time. The density
function (27) is constant in time, but varies in space. In
order that the beam be in equilibrium, we would need
some kind of external focusing field.
In particular, we will use four types of simulations:
1. Twiss parameters fixed, δf particles distributed uni-
formly in phase space. Particle weights evolve ac-
cording to Equation (21).
2. Twiss parameters fixed, δf particles distributed as
in the actual beam. Particle weights evolve accord-
ing to Equation (23).
3. Twiss parameters as in the real beam, δf particles
distributed uniformly in phase space.
4. Twiss parameters as in the real beam, δf particles
distributed as in the actual beam.
In what follows we will refer to a simulation in the above
list as ‘Sim. #2’, for example.
For Figures 5 to 8, we place a stationary gold ion in the
center of the beam, where the density is approximately
constant. We use a Gaussian velocity distribution rather
than the κ-2 distribution specified by the exact solution.
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FIG. 6: Ion ‘A’, theoretical shielding. The horizontal red line
marks half a plasma period, where the response is maximum.
The vertical dashed line marks the ion trajectory.
FIG. 7: Ion ‘A’, Sim. #2.
The theoretical solution assumes an electron distribution
which is uniform in space and infinite in extent. Nonethe-
less, we can see that the agreement between the Wang
and Blaskiewicz [4] solution and the numerical solutions
is qualitatively quite good (Figure 5). The color scale
“excess electrons” is the density η(x, t) which has been
integrated in the other two dimensions (44).
One of the subtlest aspects of the numerical simula-
tions are the boundary conditions. We have boundary
conditions for the Poisson solve, and boundary condi-
tions for the δf particles. Our computational box will
have periodic boundary conditions in z (the longitudi-
nal dimension), because we are assuming at the Debye
length scale the beam is uniform in z. Transversely the
density goes to zero exponentially, so our computational
domain need only be on the order of 6rx wide. For the
Poisson solve, we use periodic boundary conditions in z,
and Dirichlet boundary conditions in x and y. We also
have tried using special open boundary conditions in x
FIG. 8: Ion ‘A’, Sim. #4.
and y, but this does not seem to change the results. The
δf particles have periodic boundary conditions in z, but
are lost if they hit the domain boundary in x or y. The
weight of these particles is lost, so they total weight over
all particles is not conserved in our simulations.
Figures 6 to 8 show the shielding response as a color
contour map, where the vertical axis is time. The ion
trajectory (dashed line) is vertical because the ion is sta-
tionary. The horizontal axis in these plots is x, and the
density has been integrated over the other two coordi-
nates. For these integrations, we have not used the entire
computational domain, but only a subset of the domain,
to remove any boundary effects.
Because the longitudinal Debye length λz is nearly 10
times smaller than the transverse Debye length λx, our
grid spacing in z must be much smaller than in x and
y. To resolve the isotropic and slowly decaying field of
the ion, we need to include many more grid points in z
than in x and y. A typical grid for these simulations is
140× 140× 500.
The focusing quadrupoles present a problem for our
simulations #3 and #4 of the full Twiss beam. These
quadrupoles focus the bulk Twiss beam, and are al-
ready included in the base solution f0. However, these
quadrupoles should also act on the δf particles, focusing
them as well. The transverse velocity change of an elec-
tron passing 1 mm off center through the quadrupole can
be estimated using the electric field in the beam frame
(25), and the 4 mm beam frame quadrupole length. The
result is a transverse velocity kick on the order of c/4.
These large velocity kicks violate our assumption that
particle velocities are nonrelativistic in the beam frame.
They also present significant problems for the numeri-
cal integration of particle trajectories, as very small time
steps will be needed to resolve the large accelerations.
We note that in the lab frame, transverse electron veloc-
ities are reduced by a factor of γ = 40, so they are not
relativistic!
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FIG. 9: Shielding charge within 2 Debye lengths of the ion
‘A’ as a function of time. The vertical red line marks half a
plasma period for the central (maximum) density.
Our simulation results therefore do not include the ef-
fect of the quadrupoles on the δf particles, which should
result in some reduction of the ion shielding (due to the
lack of focusing). Figure 8 shows that the shielding re-
sponse is only about half the amount of that in Simula-
tions #1 and #2, where the Twiss parameters are fixed.
Figure 9 shows the total shielding charge within 2 De-
bye lengths of the stationary ion. By (49) the theoret-
ical shielding should go as Z(1 − cosωpt), which gives
2Z = 158 at half a plasma period. In Figure 9 the theo-
retical peak is more like 60, the reason for the difference
is that it is only the charge within 2 Debye lengths, to
obtain 2Z one would have to go out to infinity. One can
see from Figure 18 (in Appendix A) that less than half
of the shielding charge at 1/2 plasma period is within 2
Debye lengths of the ion.
The simulations in Figure 9 show a curious effect,
namely that the maximum shielding response appears
before half a plasma period. This seems counterintuitive,
because that half plasma period is based on the maximum
density of the beam. Most of the time, and away from
the center of the beam, the electron density is lower, and
therefore the local plasma period is longer, so one would
expect, if anything, that the peak shielding would occur
later than half a plasma period. Note, however, that we
have introduced a faster time scale, which is the time
scale over which the Twiss parameters, and therefore the
beam, are varying (Figures 1 and 3).
In Figure 10 we show the shielding response to a mov-
ing ion. Ion ‘B’ is moving transversely at the thermal
speed 2.68 × 106 m/s, because of its transverse motion
the ion sees a varying electron density even though the
Twiss parameters are constant. At the start of the mod-
ulator, the ion has x position −414 µm, and by the end
of the modulator (Figure 10) its x position is +414 µm.
Figures 11 to 13 show color contour plots of the re-
sponse of moving ion ‘B’. The dashed lines show the ion
trajectory. Again the peak shielding occurs before half a
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FIG. 10: Transverse shielding of ion ‘B’ compared with theory.
The gold dot marks the moving ion.
FIG. 11: Contour plot of the theoretical shielding for Ion ‘B’
as a function of time. The horizontal red line marks half a
plasma period, where the response is maximum. The black
dashed line marks the ion trajectory.
plasma period for the simulations, the response for Sim.
#2 is stronger than the theoretical (constant density)
shielding, while Sim. #4 is weaker and more similar to
the theoretical shielding, although it peaks earlier. It is
easier to understand the early peaking of the response in
this case, because the density near the ion is highest in
the middle of the simulation, when it passes through the
center of the beam. Thus, one might expect the strongest
response half-way through the modulator, which is what
is seen in Figures 12 and 13.
Figure 14 shows the longitudinal shielding of an ion
which is moving longitudinally along the center of the
beam. The density seen by the ion is constant, so the
plasma frequency is constant in this simulation. The ion
is moving at the longitudinal thermal speed, 2.9 × 105
m/s. The shielding predicted by VSim is somewhat
stronger than that given by the theoretical model, but
the agreement is still quite good.
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FIG. 12: Contour plot of the Sim. #2 shielding for Ion ‘B’ as
a function of time.
FIG. 13: Contour plot of the Sim. #4 shielding for Ion ‘B’ as
a function of time.
Color contour plots of the density are shown in Fig-
ures 15 to 17. Again we see a stronger response in Sim.
#2 which peaks earlier, but a weaker response in Sim.
#4 which is closer to the theoretical (constant density)
case. The horizontal scale is much smaller for these plots
because the longitudinal Debye length is much smaller
than the transverse Debye length.
VII. SUMMARY
We have presented simulations of ion shielding which
account for an electron beam which is focused in time,
and where the electron density goes to zero transversely.
The bulk of the beam is described by the Twiss param-
eters, while the ion shielding perturbation has been rep-
resented by δf particles. The maximum shielding charge
often appears at a time somewhat less than half a plasma
period, calculated based on the peak density in the beam.
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FIG. 14: Longitudinal shielding of ion ‘C’ at the end of the
modulator compared with theory. The gold dot marks the
moving ion.
FIG. 15: Longitudinal shielding of ion ‘C’ according to theory.
The constant-density theory of Wang and Blaskiewicz
[4] qualitatively produces similar results. Nonetheless,
the simulations show differences in the timing and magni-
tude of the shielding. One would expect that Simulations
#1 and #2 would match the theory more closely, because
for them at least the maximum electron density in the
middle of the beam is constant in time. However, the
simulations show a stronger shielding response compared
to theory, which peaks earlier than half a plasma period.
Simulations #3 and #4 match the constant density the-
ory better in the magnitude of the shielding, although it
also seems to peak earlier.
In simulating the entire Coherent Electron Cooling
process, the next step is to take the electron density per-
turbations at the end of the modulator, and run them
through an FEL simulation, and finally the kicker sim-
ulation where the amplified perturbation interacts with
the ion. These results are discussed in other papers [9].
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FIG. 16: Longitudinal shielding of ion ‘C’, Sim. #2.
FIG. 17: Longitudinal shielding of ion ‘C’, Sim. #4.
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IX. APPENDIX A: CALCULATION OF THE
SHIELDING CHARGE
For the constant-density theory of Wang and Blask-
iewicz, we can calculate the amount of shielding charge
within a certain distance of the ion, as well as the total
shielding charge as a function of time. To calculate the
shielding charge at time t for a stationary ion (~vi = ~0),
we integrate (43) over all space. To do this we define
nondimensional variables t¯ = ωpt, s¯ = ωps, x¯ = xωp/ϕx,
y¯ = yωp/ϕy, z¯ = zωp/ϕz and r¯ =
√
x¯2 + y¯2 + z¯2. The
shielding charge as a function of r¯ and time is
η1(r¯, t) =
4Z
π
t¯∫
0
s¯ sin(s¯)r¯2
[s¯2 + r¯2]2
ds¯ (46)
Figure 18 shows the shielding charge a distance r¯ from a
gold ion (Z = 79) in intervals of a quarter plasma period.
Note that η1(r¯, t) is always positive for 0 ≤ t¯ ≤ π, or t
less than half a plasma period, because the integrand is
always positive. This cannot happen in a finite domain,
because in a finite domain the total charge perturbation
must be zero. To make up for the shielding near the ion,
the charge perturbation must be negative far from the
ion (negative indicates a lack of electrons).
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FIG. 18: Shielding charge as a function of r¯ for a gold ion
with Z = 79 for 1/4, 1/2, 3/4 and 1 plasma periods (blue,
red, brown, green).
If the total shielding charge is Q(t¯) then
Q =
4Z
π
∞∫
0
t¯∫
0
s¯ sin(s¯)r¯2
[s¯2 + r¯2]
2
ds¯dr¯ (47)
Now we reverse the order of integration, and use the fact
that ∫ ∞
0
r¯2dr¯
[s¯2 + r¯2]
2
=
π
4s¯
(48)
to obtain the shielding charge as a function of time,
Q = Z(1− cos t¯) = Z(1− cosωpt) (49)
The total shielding charge reaches a maximum of 2Z at
a time of half a plasma period, t¯ = π, or t = π/ωp. At
a full plasma period, the total shielding charge is zero!
This is not obvious from Figure 18, because of the long
tail on the distribution.
Although (49) was derived for a stationary ion, it also
holds for an ion moving at constant velocity. To see
this, we start from the integrated charge distribution (45)
and integrate over the remaining spatial variable x. We
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non-dimensionalize as before, including the ion velocity
v¯ix = v
i
x/ϕx.
Q =
∫ ∞
−∞
η1(x, t)dx (50)
=
Z
π
∫ ∞
−∞
∫ t¯
0
s¯ sin(s¯)ds¯dx¯
s¯2 + (x¯ + s¯v¯ix)
2
(51)
Again we switch the order of integration, and the integral
over x¯ can be calculated exactly, giving
Q = Z
∫ t¯
0
sin(s¯)ds¯ = Z(1− cosωpt) (52)
as before.
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