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PLAPACK applies to high performance parallel 
dense linear algebra computation. Its aim is to 
overcome the complexity of manipulating indices 
in translating sequential algorithms to a parallel 
code and to simplify the library implementation. 
Its infrastructure allows a natural approach to en- 
coding so-called blocked algorithms. 
This book offers a detailed description of the 
PLAPACK infrastructure. It consists of nine 
chapters. The first chapter is an introduction, 
the other eight chapters are written by six Ph.D. 
students at The University of Texas at Austin. 
The introduction answers the question 'Why a 
new infrastructure?'. In order to explain how 
linear algebra lgorithms are naturally expressed 
as blocked algorithms the Cholesky factorization 
algorithm is described. Physically based ma- 
trix distribution, redistributing, duplicating and 
reducing matrices and vectors, implementation 
of basic matrix-vector operations and of basic 
matrix-matrix operations, the computational ker- 
nels known as the Basic Linear Algebra Subpro- 
grams, and the Message-Passing Interface are dis- 
cussed. The calls provided by PLAPACK are ex- 
plained in the next eight chapters. 
Chapter 2 discusses the calls necessary to initial- 
i~e the PLAPACK infrastructure, to create, to 
destroy and to obtain information from templates 
and linear algebra objects. The distribution of 
template vectors and matrices is described rather 
than the distribution of each individual vector 
and matrix. Linear algebra objects is the collec- 
tive name for distributed matrices, vectors and 
scalars. Also the calls to extract and to set local 
data and to initialize object data are explained. 
The third chapter is concerned with advanced lin- 
ear algebra object manipulation. One learns how 
to create views into objects, that is how to obtain 
references into sections of a given object, how to 
split linear algebra objects into a number of views, 
how to shift the boundaries of a view and other 
advanced linear algebra object manipulations. 
The title of Chapter 4 is Application Program In- 
terface. It deals with the calls to activate and de- 
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activate the API-active state, to open (to close) a 
linear algebra object for API reading and writing, 
to access a vector or a matrix and to complete 
and synchronize. Data duplication and consoli- 
dation is the subject of Chapter 5. The calls to 
copy a vector to and from a (projected) vector, to 
copy multivectors to and from (projected) multi- 
vectors, to copy to and from matrices, to copy 
to and from multiscalars are treated. Reducing 
contributions to a global result into a single re- 
suit, pipelining computation and communication 
are obtained by calling the appropriate routines. 
The last paragraph explains the implementation 
of the copy and reduce operations, these oper- 
ations are critical to the performance of higher 
level routines. 
Chapter 6 concentrates on vector-vector opera- 
tions: copy, swap, scaling a vector, scaled vector 
addition, inner product of vectors, norms of vec- 
tors, maximum absolute value in a vector. In 
chapter 7 matrix-vector operations are consid- 
ered: the multiplication of a vector by a matrix 
and the updating of a matrix with an outer prod- 
uct of vectors. Chapter 8 learns how to use oper- 
ations that involve multiplication of two matrices 
and how to update a matrix using other matrices. 
The last chapter applies the infrastructure. Some 
different approaches to parallel implementation f 
the Cholesky factorization (the right-looking vari- 
ant and the left-looking variant) are discussed. 
The book ends with two appendices: appendix A 
provides a summary of PLAPACK routines and 
their calling sequences, appendix B gives a sum- 
mary of BLAS related routines and their calling 
sequences. 
This book is an excellent introduction to a high- 
performance parallel linear algebra library, em- 
phasizing the advantage of object based program- 
ming to simplify the coding effort and the link be- 
tween matrix distribution and vector distribution 
to improve the library-application interface. 
The fact that the chapters are written by differ- 
ent authors is hardly perceivable: the concise and 
structured way of presenting the material is main- 
tained throughout the book. The last paragraphs 
of each chapter are examples. 
P. Bruggen 
