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CHAPTER 1: Continuous time dynamic eco-
nomic models
1.1 Introduction
This chapter deals with specification and econometric estimation of contin-
uous time dynamic economic models. It relies on Gandolfo (1981) which
provides an excellent overview of these aspects. This should help to better
understand the continuous time model based on economic growth and tech-
nology diffusion shown in the next chapters.
Moreover, given the use of adjustment equations in the next chapters, in
the next paragraph we shall recall some preliminary notions concerning these
equations.
1.2 A digression on partial adjustment equa-
tions
In a distributed lag equation the value that a variable y takes at time t is
function (for simplicity assumed linear) of the present and past values of
some other variable x :
yt = b0xt + b1xt−1 + b2xt−2 + ...+ bnxt−n + ..., (1)
where the b’s are known constants.
Distributed lag equations arise in many different situations. For example
when changes in a variable x have their effect only gradually on y, or when
macroeconomic variables react more or less slowly to changes in policy in-
struments (money supply, government expenditure, etc.). In all these cases,
distributed lag equations constitute a sound representation of these relations.
The sum of the coefficients in equation (1) is assumed to be finite and its
number of terms may be finite or infinite. Hence we have
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b0 + b1 + b2 + ... = b, (2)
where b is a finite constant. Generally it is assumed that the bi are non-
negative.
If we define a new set of coefficients wi
wi =
bi
b
, (3)
then equation (1) can be rewritten as
yt = b(w0xt + w1xt−1 + w2xt−2 + ...+ wnxt−n + ...), (4)
where
∑∞
i=0wi = 1. Observing equation (4) we can easily affirm that if
each value of x had been increased by one unit, the value of yt would increase
by b units. This means that all values of x increase by one unit and maintain
their new value through time (long term effect of a sustained unit increment
in x ). Thus b is called the long term distributed lag multiplier ; the coefficient
b0 is called impact multiplier and the coefficients bi (i=1,2,...) are called delay
- i multipliers.
Let us now define the mean time lag as the weighted arithmetic mean of
the time lags, where the weights are the coefficients wi
0 ∗ w0 + 1 ∗ w1 + 2 ∗ w2 + ...+ n ∗ wn + ... =
∞∑
i=0
iwi. (5)
This is equivalent to write
∑∞
i=0 ibi∑∞
i=0 bi
=
∑∞
i=0 ibi
b
. (6)
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Note that as the lags are amounts of time, their mean is an amount of
time and this explains its denomination.
There exists a certain type of lag distribution equation equivalent to a
widely used partial adjustment equation. According to it, given a discrepancy
between the desired and the actual value of a variable, the latter is adjusted
towards the former only gradually, according to a coefficient of reaction. This
lag distribution equation will be largely used in the next chapters.
A particular lag distribution is the geometric distributed lag equation de-
veloped by Koyck, where the coefficients b0, b1, b2,... decrease in a given ratio
k in a infinite geometric series
bi = kbi−1, i = 1, 2, ..., 0 < k < 1. (7)
Equation (7) can be considered as a first-order difference equation, the
solution of which is
bi = b0k
i. (8)
The sum of the infinite geometric series of coefficients is
b =
∞∑
i=0
bi =
∞∑
i=0
b0k
i = b0
∞∑
i=0
ki = b0
1
1− k ;
1 (9)
substituting in (8) and considering that from (9) b0 = b(1−k), we obtain
bi = b(1− k)ki, (10)
1Note that
∑∞
i=0 k
i is a geometric series converging to 11−k as 0 < k < 1.
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and so the first coefficient, b0, is fixed as b(1-k) in order that the sum of
the infinite geometric series of coefficients is b. Therefore equation (1) can
be written as
yt = b(1− k)(xt + kxt−1 + k2xt−2 + ...). (11)
Koych scheme is very useful because it can be reduced to a relationship
involving yt, xt and yt−1 only. In fact, shifting all the time subscripts back-
wards by one unit and multiplying throughout by k we can write
kyt−1 = b(1− k)(kxt−1 + k2xt−2 + ...). (12)
Subtracting (12) from (11) and eliminating the common terms, we have
yt − kyt−1 = b(1− k)xt, (13)
therefore
yt = b(1− k)xt + kyt−1. (14)
This equation can be manipulated still further, in fact, by subtracting
yt−1 from both members we obtain
6
yt − yt−1 = b(1− k)xt + kyt−1 − yt−1
= b(1− k)xt − yt−1(−k + 1)
= (1− k)(bxt − yt−1)
= (1− k)(bxt − yt−1), (15)
and if we further assume that the weights were normalized from the be-
ginning in such a way that b =
∑∞
i=0 bi = 1, we finally have
yt − yt−1 = (1− k)(xt − yt−1), (16)
which is the typical form of the partial adjustment equation, where xt is
the ”desired” or ”potential” value of yt. Hence, the generic partial adjust-
ment equation
yt − yt−1 = α(yˆt − yt−1), 0 < α < 1, (17)
is equivalent to a Koych distributed lag equation.
The results obtained in discrete time can be extended to continuous time.
A continuously distributed lag equation is
yt =
∫ ∞
0
[f(τ)x(t− τ)]dτ,
∫ ∞
0
f(τ)dτ = 1,
lim
τ→∞
f(τ) = 0, (18)
where f(τ) is the time-form of the weighting function; for simplicity we
have assumed that the integral of the weights is one instead of an arbitrary
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positive constant. In the contrary case we would write yt = b
∫∞
0
[f(τ)x(t −
τ)]dτ ,
∫∞
0
f(τ)dτ = 1
b
.
The continuous counterpart of the geometric lag distribution is the expo-
nential lag distribution, where
yt =
∫ ∞
0
αe−ατx(t− τ)dτ. (19)
It is easy to check that
∫ ∞
0
αe−ατdτ = 1. (20)
Equation (19) is equivalent to the partial adjustment equation in contin-
uous time
Dyt = α[x(t)− y(t)], (21)
where x(t) can be interpreted as the ”desired” or ”potential” value of y
at time t, say yˆ(t), and α is the speed of adjustment.
In fact, let us perform a change of variable from τ to s in the integral
(19), defining s = t− τ (whence τ = t− s). We have2
yt = −
∫ −∞
t
αe−α(t−s)x(s)ds =
∫ t
−∞
αe−α(t−s)x(s)ds. (22)
2According to the elementary rules of integral calculus and in particular to the for-
mula for integration by substitution and the property of definite integrals,
∫ b
a
φ(τ)dτ =∫ d
c
φ[f(s)]f ′(s)ds, where τ = f(s), a = φ(c) and b = φ(d). In our case, s = t when τ = 0
and s = −∞ when τ = ∞. Further remember that the property according to which the
definite integral changes sign when the limits of integration are reversed also holds when
one of the limits is infinite provided that the integral converges.
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As t is a constant with respect to the integral, αe−αt can be considered
as a multiplicative constant; hence
yt = αe
−αt
∫ t
−∞
eαsx(s)ds, (23)
whence
yte
αt = α
∫ t
−∞
eαsx(s)ds. (24)
Performing a differentiation with respect to time, we have
αy(t)eαt + (Dy(t))eαt = α
d
dt
[
∫ t
−∞
eαsx(s)ds]. (25)
Differentiating the integral with respect to a parameter which occurs in
the upper limit,3 we can write
d
dt
[
∫ t
−∞
eαsx(s)ds] = eαtx(t), (26)
therefore
αy(t)eαt + eαtDy(t) = αeαtx(t), (27)
3The derivative of the integral is equal to the derivative of the upper limit with respect
to the parameter, multiplied by the integrand, in which the parameter has been substituted
in the place of the variable of integration - remember the formula for the differentiation
of a integral with respect to a parameter which occurs in both limits as well as in the
integrand.
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whence, eliminating eαt and rearranging terms, we have
Dy(t) = α[x(t)− y(t)], (28)
which coincides with equation (21).
Let us continue to see what seen in discrete time also in continuous time.
In continuous time the mean lag is defined as
∫ ∞
0
τf(τ)d(τ), (29)
that is, with an exponential weighting function
α
∫ ∞
0
τe−ατd(τ). (30)
It can be checked easily, taking into account the l’Hopital’s rule, that
∫ ∞
0
τe−ατd(τ) =
1
α2
, (31)
and substituting in (30), we have
α
1
α2
=
1
α
. (32)
Hence when α → +∞ the mean lag tends to 0, i.e. y(t) tends to adjust
immediately to x(t).
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The mean lag 1
α
can also be interpreted as the time necessary for about
63% of the discrepancy between y(t) and yˆ(t) to be eliminated by changes
in y(t) following a change in yˆ(t). Consider the expression for y(t) given by
equation (22) and assume that θ units of time ago a change in x (that is in
yˆ), say ∆x, took place. Then the change in y is
∆y(t) =
∫ t
t−θ
αe−α(t−s)∆xd(s), (33)
that is, as ∆x is a given constant,
∆y(t) = ∆x
∫ t
t−θ
αe−α(t−s)d(s). (34)
Below, we can prove equation (33). Define a variable X which is equal to
x for times farther away than θ units ago, and equal to x+ ∆x for all times
from t− θ up to t, that is
X =
{
x for s ≤ t− θ
x+ ∆x for t− θ ≤ s ≤ t,
and let Y be the new value of y following the change in x. Then4
Y (t) =
∫ t
−∞
αe−α(t−s)x(s)ds
=
∫ t−θ
−∞
αe−α(t−s)x(s)ds+
∫ t
t−θ
αe−α(t−s)(x(s) + ∆x)ds, (35)
4The function X(s) is continuous in the interval −∞ to t except for a finite discontinuity
at s = t − θ. It is well known that if a function has a finite number of discontinuities in
the interval of integration, then it is integrable over that interval.
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and so
∆y(t) = Y (t)− y(t)
= Y (t)−
∫ t
−∞
αe−α(t−s)x(s)ds
= Y (t)− [
∫ t−θ
−∞
αe−α(t−s)x(s)ds+
∫ t
t−θ
αe−α(t−s)x(s)ds]. (36)
Substituting Y (t) from (35) into (36) and simplifying we have equation
(33). In fact, we can write
∆y(t) = Y (t)− y(t)
=
∫ t−θ
−∞
αe−α(t−s)x(s)ds+
∫ t
t−θ
αe−α(t−s)[x(s) + ∆x]ds+
−
∫ t−θ
−∞
αe−α(t−s)x(s)ds−
∫ t
t−θ
αe−α(t−s)x(s)ds
=
∫ t
t−θ
αe−α(t−s)x(s)ds+
∫ t
t−θ
αe−α(t−s)∆xds+
−
∫ t
t−θ
αe−α(t−s)x(s)ds. (37)
Consider now equation (34), and go back to the original variable τ ,5 ob-
taining
∆y = ∆x
∫ θ
0
αe−ατdτ
= ∆x(−e−αθ − (−1))
= ∆x(1− e−αθ), (38)
5The procedure is a change of variable from s to τ = t− s.
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from which, letting the so far undetermined θ take on the value 1
α
and
computing, we obtain ∆y ' 0.632∆x.
Therefore θ = 1
α
is the time necessary for about 63% of the discrepancy
between y(t) and x(t) to be eliminated by changes in y(t) following a change
in x(t). Of course, this interpretation holds when x(t) = yˆ(t). This interpre-
tation has to be kept in mind as it will be useful for the comprehension of
the model shown in the next chapters.
1.3 Specification of the models
In this paragraph the main characteristics concerning the construction of dy-
namic models for the treatment of continuous economic phenomena will be
shown. These models can be either single- or multi-equation models.
First of all the equations are usually specified as dynamic equations. This
means that the model is recursive, in the sense that it is expressed as a system
of differential equations in which the derivative of each endogenous variable
is in principle a function of the levels of all the variables.
This has some advantages from the economic point. In fact, in this way
the parameters of such models are identified and all the restrictions suggested
by economic theory can be imposed directly on the model. Moreover, the
effects of structural changes can be interpreted in terms of these parameters.
We will return on the econometric questions later and more deeply in
paragraph 1.4 of chapter 1. Now, let us examine the advantages of using
dynamic equations such as equation (21) of paragraph 1.2 of chapter 1 from
the economic point of view.
To start with we observe that equation (21) includes both the case in
which x(t) is the ”desired” or ”potential” value of the variable which adjusts
(x(t) = yˆ(t): see paragraph 1.2 of chapter 1) - in which case we may speak
of partial adjustment equations in the strict sense - and the case in which
x(t) is the desired variable of some other variable. More generally, we may
suppose that the variable adjusts in relation to the discrepancy between the
desired and actual values of other variables.
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Thus we can write in general
Dy(t) = f [x(t)− v(t)], (39)
where f is a sign-preserving function, and f(0) = 0, f ′(0) > 0.
The variables x(t) and v(t) are to be defined; in the case in which x(t) =
yˆ(t) and v(t) = y(t), as seen, we have a partial adjustment equation in the
strict sense.
The logic underlying equations of type (39) can be based both on market
mechanisms and on reaction functions of the policy makers. The market
mechanisms may reflect adjustments to excess demand or the existence of
obstacles, frictions and delays of various kinds that prevent the operators
from responding to change instantaneously, so that they cannot move onto
their schedule immediately (this is the case of partial adjustment proper).
Equation (39) can be linearized, for example, in the form
Dy(t) = α[x(t)− v(t)], (40)
where the multiplicative constant α is f ′(0) and can be interpreted as
a speed of adjustment or reaction coefficient. Only when the equation is a
partial adjustment equation in the strict sense, α can be interpreted as ex-
amined in paragraph 1.2 of chapter 1.
Let us note that it would also be possible to make the adjustment coeffi-
cient a function of other variables. This means that the original specification
should not be (39) but a function in which these other variables appear as
arguments. As such a function should have the property of being zero when
x(t) = v(t) irrespective of the values of the other variables, the resulting form
is the multiplicative one
Dy(t) = h(...)[x(t)− v(t)], (41)
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where h(...) is a function of variables to be specified. Even under the usual
simplifying assumption that h is a linear function, this adjustment equation
would maintain a non-linear form.
In any case, the formulation of the model as a set of adjustment equations
means admitting the possibility that the system is in a situation of disequi-
librium. More specifically, we are in a context of disequilibrium dynamics,
which seems more appropriate to real life phenomena. Of course, if on the
basis of a priori information there is a strong presumption that a certain
market is practically always in equilibrium, the equation relative to it can
be written as an equilibrium, instead of an adjustment equation. In general,
however, unless the a priori information is very sound, the formulation as an
adjustment equation is preferable; if this is the case, econometric estimation
will show, through a very high value of the adjustment coefficient, that the
market under consideration is practically always in equilibrium.
Another important characteristic concerning the specification of contin-
uous time dynamic economic models is that the model in principle ought to
have an equilibrium, usually a steady state equilibrium.
It is important to note that this does not mean that the model is in this
kind of equilibrium or that the equilibrium is necessarily stable. In other
words, the adjustment processes are not a priori assumed to be such as to
bring the model to its equilibrium. This seems an advantage respect to the
usual assumption that the model must be stable. In fact, whether the model
is stable or not can be ascertained with the econometric analysis, and, if the
model is not stable and if the stability is believed an essential requisite, the
cause of this instability can be searched modifying the model where appro-
priate.
The characteristic under consideration is simply that an equilibrium should
exist. This may appear an obvious requisite, because the concept of equilib-
rium, and therefore its existence, is central to the economist’s traditional way
of thinking - apart from the question of its stability. But a model could be
built leaving aside the concept of equilibrium, that is, by simply specifying
dynamic behaviour equations and then solving the system to obtain the ac-
tual path or paths of the model, giving no privileged position to a particular
equilibrium point or path.
15
Once the notion of equilibrium is accepted, it seem logical that in a dy-
namic model with the aim to describe the economy for a sufficiently long pe-
riod of time, the equilibrium to be considered is a steady state equilibrium.
In addition to this economic justification, there are other formal justifica-
tions. First of all, since the functions are usually non-linear, if the model has
to be linearized, the equilibrium will be a convenient point where to perform
such a linearization. Furthermore, if the analysis of the steady state is per-
formed, its properties not only gives information on the dynamic behaviour
of the model, but helps verifying the mathematical consistency of the model
itself. In fact, implausible long-run behaviour could indicate a structural
defect, such as the omission of an important feedback. If a model does not
have a steady state, the variables will be fluctuating in some way for all t
with unstable or explosive oscillations. It must however be pointed out that
the presence of a steady state is not an indispensable characteristic, hence
it is possible to build and estimate models which lack it or it is possible not
having the necessity to study it.
Another purely formal characteristic relative to the specification of these
models is that the adjustment equations are usually, but not always, formu-
lated expressing the variables in terms of logarithms.
The last characteristic that it is worth to noticing is that the models con-
sidered are small in size and amenable not only to a quantitative analysis
(numerical simulations, etc.) but also to a qualitative analysis (existence of
the steady state, comparative dynamics, stability, sensitivity).
A limited number of equations helps skilling the difficulties due to the
numerical problems or the mathematical difficulty of a complete qualitative
analysis if performed. This last difficulty can increase as the number of
equations increases, up to the point of becoming intractable. Therefore, the
benefits of manageability and of analytical tractability have to be weighted
against the benefits of a more detailed description. Nevertheless, small in
size models can cover a broad range of economic relations and embody a
sufficiently rich theoretical structure.
In conclusion, the model can be written as a first-order differential system
in normal form
DlogY (t) = H [logY (t),Z(t),θ] + u(t), (42)
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where Y (t) is the vector of the endogenous variables, Z(t) the vector of
the exogenous variable, θ the vector of parameters which consists of a sub-
vector α of adjustments coefficients and a subvector β of other behavioural
parameters (propensions, elasticities, etc.), H the vector of linear or non-
linear differentiable functions, and u(t) the vector of disturbances with clas-
sic properties (white noise). The symbol D denotes the differential operator
respect to time d
dt
.
Let us finally note that the differential system could be in non-normal
form or of an order higher than the first. In these cases, under certain con-
ditions and by means of suitable manipulations, it can be reduced to a first
order system in normal form.
1.4 Econometric estimation of the models
The models under consideration do not rise problems of identification,6 as
we saw in paragraph 1.3 of chapter 1. On the contrary, they are usually
heavily overidentified, with the same parameters or functions of parameters
appearing in several equation, and with cross-equation restrictions on the
parameters. For this reason, estimation with full information methods can
take adequate account of all these restrictions and hence allow to obtain
efficient estimates despite the smallness of the samples. Among full informa-
tion methods of estimation, full-information maximum likelihood (FIML) is
preferable to the other major full-information technique (for example three-
stage least squares), because it has the advantage of using a wide range of a
priori information in the estimation procedure, pertaining not only to each
equation individually but also to several equations simultaneously, such as
non-linear within and across equation restrictions on the parameters. It is
important to stress that, because of the sensitivity of full information meth-
ods to specification errors, the model will have to be specified with great
care. Nevertheless, this sensitivity may be an advantage, because it helps to
detect these errors, which might remain undetected when using other esti-
mation methods.
6In our case of a system of differential equations the condition is that the system
cannot be reduced to an equivalent system where any equation is of a lower order, so that
the model is invariant under a linear transformation of time and the parameters of the
differential equations may be identified.
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Regarding the estimation procedure proper, that is the estimation of the
original non-linear differential system directly, the approach consists in inte-
grating the original non-linear model over the observation interval, in per-
forming a non-linear discrete approximation to these integrals, and in esti-
mating the resulting system of equations, which is a non-linear in variables
and parameters simultaneous equation model. This procedure is very ex-
pensive, especially if the original differential system contains cross-equation
restrictions on the parameters, so that a non-linear full information estima-
tor is required. The question then arises as to whether better estimates of
the true parameters are obtained using an exact discrete analogue to the
linearized form of the original non-linear differential model or using an ap-
proximate non-linear discrete analogue to the same model.
In what follows we will see an estimation procedure involving a derivation
of an exact and then of an approximate discrete analogue.
There would be problems and costs in the direct estimation of non-linear
differential systems such that the use of linearized models could be required
for the estimation of the parameters of these systems.7 Concerning where
to perform the linearization procedure, if the model has a steady state and
if the sample period is sufficiently long for substantial changes in the vari-
ables to have occurred, linearization about the steady state may be more
appropriate. It should be noted, however, that when the steady state is com-
plicated and when the model is subject to modifications, this linearization is
very time consuming because the steady state (and then the linearization)
must be computed again after each modification. On the other hand, when
the sample period is not too long and the changes in the variables are not
substantial, or when the steady state is very complicated, it may be conve-
nient to linearize about sample means. Nevertheless, even if the linearization
about the steady state seems more appropriate and hence performed, the
linearization about sample means may be used for a preliminary screening
of the model: once a satisfactory specification has been determined, the lin-
earization about the steady state will be used to obtain the final estimates.
It should be pointed out that whichever linearization is employed, the pa-
7It is important to stress that the properties of FIML estimators of linear models are
more developed than those for non-linear models but a non-linear estimator eliminates
any bias arising from linearization and provides an estimate of any biases. Moreover,
linearization may sometimes lead to parameters becoming unidentified, or poorly identified
in that the asymptotic standard errors become very large; this is less likely with a non-
linear estimator.
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rameters being estimates are always those of the original non-linear model.
Obviously, no problem of choice arises when the model has been constructed
in such a way as not to possess a steady state.
In what follows we will cope with some questions considering a linearized
system. Whichever linearization is adopted, we have to deal with a system
of the type
Dx(t) = Ax(t) +Bz(t) + u(t), (43)
where the transformations to pass from Y to x and from Z to z depend
on the non-linearities of the original system (see equation (42), in paragraph
1.3 of chapter 1) and on the point about which the linearization is performed.
Of course the matrices A and B will be different, depending on the kind of
linearization performed (about the steady state or about sample means). In
the case of linearization about the steady state, the elements of these matri-
ces will usually be complicate functions of the parameters, of the exogenous
rates of growth and perhaps of the initial values of the exogenous variables.
In the case of linearization about sample means, the elements of these matri-
ces will usually be simple functions of the parameters and of the means of the
variables. This is an undoubted practical advantage of the latter lineariza-
tion over the former. Vector u(t) of equation (43) is a vector of disturbances
assumed of white noise type. It is conventionally considered to satisfy the
equation8
u(t) =
d
dt
ζ(t), (44)
where ζ(t) is generated by a homogeneous stochastic process with uncor-
related increments and with mean zero, that is
8Assumption (44) can be dropped without consequences. Suppose that u(t) is gener-
ated by a stochastic process such that the integral ζ(t) =
∫ t
0
u(s)ds has the properties (45).
Even if limh→0E[|ζ(t+h)−ζ(t)h − ˙ζ(t)|2] does not exist (so that ζ(t) is non-m.s. -in mean
square- differentiable and the process u(t) cannot be rigorously defined), it is possible to
consider the system dx(t) = Ax(t)dt + Bz(t)dt + dζ(t), where u(t) is replaced by the
mean square differential of the process ζ(t); the system above has the same properties as
(43).
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E[ζ(t)] = 0, ∀t,
E[ζ(t1)− ζ(t2)][ζ(t3)− ζ(t4)]T = 0, ∀t1 > t2 ≥ t3 > t4,
E[ζ(t+ h)− ζ(t)][ζ(t+ h)− ζ(t)]T = Ω|h|,
(45)
where the second equation indicates the uncorrelated increments or or-
thogonality and the third equation indicates the homogeneity, and where Ω
is a matrix of constants.
We turn now to the estimation of model (43). We shall first consider the
exact discrete model equivalent to (43) and then an approximate discrete
analogue.
The basic idea is to represent the differential equation system by a stochas-
tically equivalent system of difference equations such that this exact9 discrete
analogue is satisfied by any set of equispaced observations generated by the
differential system. In this way, it will be possible to estimate the parameters
of the model from a sample of discrete observations. The first step is to solve
the differential system (43). As it is linear and non-homogeneous, its general
solution is given by the general solution of the corresponding homogeneous10
system plus a particular solution of the non-homogeneous system itself. For-
mally, the general solution of a system of the type
Dy(t)=Ay(t) + w(t), y(0)=c, (46)
where w(t) is a vector of known functions, is given by
9”Exact” in the sense that it is stochastically equivalent, and not an approximation, to
the differential system (43).
10”Homogeneous” and ”non-homogeneous” are used here with the meaning that they
have in the theory of differential equations. They should not be confused with the defini-
tions concerning stochastic processes.
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y(t) = r(t) +
∫ t
0
R(t− θ)w(θ)dθ, (47)
where r(t) is the solution of Dr(t)=Ar(t), r(0)=c, and R(t) is the solu-
tion of DR(t)=AR(t), r(0)=I. As the solution of Dr(t)=Ar(t), r(0)=c, is
ceAt,11 and the solution of DR(t) = AR(t), R(0) = I is eAt, we have
y(t) = y(0)eAt +
∫ t
0
IeA(t−θ)w(θ)dθ. (48)
In the case of (43) let us note that that w(t) is the sum of Bz(t) and u(t)
and let us remember the property of the integral of a sum. Thus we can write
x(t) = x(0)eAt +
∫ t
0
eA(t−θ)Bz(θ)dθ +
∫ t
0
eA(t−θ)u(θ)dθ. (49)
Given (44), we have u(θ)d(θ) = dζ(θ), so that the solution can be written
as
x(t) = x(0)eAt +
∫ t
0
eA(t−θ)Bz(θ)dθ +
∫ t
0
eA(t−θ)dζ(θ), (50)
where the last integral on the right hand side is a stochastic integral.
Suppose now that the continuous variables are observed at equispaced
intervals, say every δ time units, where δ is the length of the observation
interval in terms of the basic time unit of the system. Evaluating (50) at
time t− δ we have
11We recall that eAt is defined as the matrix series eAt =
∑∞
j=0
Ajtj
j! , A
0 = I, which
converges uniformly in any finite interval, and the sum function is a continuous function
of t for all finite t.
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x(t− δ) = x(0)eA(t−δ) +
∫ t−δ
0
eA(t−δ−θ)Bz(θ)dθ+
∫ t−δ
0
eA(t−δ−θ)dζ(θ). (51)
By multiplying both members of (51) by eδA and subtracting from (50)
we obtain
x(t)− eδAx(t− δ) =
∫ t
0
eA(t−θ)Bz(θ)dθ −
∫ t−δ
0
eA(t−θ)Bz(θ)dθ+
+
∫ t
0
eA(t−θ)dζ(θ)−
∫ t−δ
0
eA(t−θ)dζ(θ). (52)
Now, since
∫ t−δ
0
... = − ∫ 0
t−δ ..., and given the additive property of inte-
grals, we get
x(t)− eδAx(t− δ) =
∫ t
t−δ
eA(t−θ)Bz(θ)dθ +
∫ t
t−δ
eA(t−θ)dζ(θ). (53)
By suitable changes of variable12 in the last two integrals we obtain
x(t) = eδAx(t− δ) +
∫ δ
0
eA(θ)Bz(t− θ)dθ +
∫ δ
0
eA(θ)dζ(t− θ). (54)
Let yτ be the discrete observation of a continuous variable y(t) at time
τδ, τ being an integer, that is yτ = y(τδ). Setting t = τδ in (54) we have
12Consider, for example, the first integral on the right-hand side and make the substitu-
tion θ = t− s. Then ∫ t
t−δ e
A(t−θ)Bz(θ)dθ =
∫ 0
δ
eAsBz(t− s)dθdsds = −
∫ 0
δ
eAsBz(t− s)ds =∫ δ
0
eAsBz(t−s)ds. Given the arbitrariness of the denomination of the integration variable,
we denominate s as θ (of course, this θ is not the same θ as before, but this fact has no
influence on the evaluation of the integrals (54)).
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xτ = e
δAxτ−1 +ψτ + ωτ , (55)
where
ψτ ≡
∫ δ
0
eAθBz(τδ − θ)dθ, ωτ ≡
∫ δ
0
eAθdζ(τδ − θ). (56)
Equations (55) can be considered as a set of stochastic difference equations
generating the discrete time data xτ over some sample period τ = 1, ..., T .
Since the observations generated by the differential system (43) will sat-
isfy the exact discrete model (55) irrespective of the length of the interval
between successive observations, the sampling properties of the differential
system may be studied by considering the sampling properties of the exact
discrete model.
We must now cope with two problems: the first is how to evaluate the
integral ψτ , the second is how to deal with flow variables.
Concerning the evaluation of the integral ψτ , we can affirm that in general
exogenous variables z(t) will not be simple integrable functions of time so
that we cannot integrate out in (56) to obtain a model that can be estimated
directly. Therefore an approximation to ψτ is necessary. A satisfactory so-
lution is provided by a quadratic approximation, namely we approximate
z(τδ − θ) by a quadratic in θ for 0 ≤ θ < δ and express the coefficients of
this quadratic in terms of three consecutive observations zτ−2, zτ−1 and zτ .
Consider the vector equation z(τδ − θ) = aθ2 + bθ + c. Then
zτ = z(τδ) = z(τδ − θ) for θ = 0 and so zτ = c,
zτ−1 = z(τδ − δ) = aδ2 + bδ + c,
23
zτ−2 = z(τδ − 2δ) = 4aδ2 + 2bδ + c. (57)
By substituting z(τδ− θ) = aθ2 +bθ+c in the expression for ψτ defined
in (55), we have
ψτ =
∫ δ
0
eAθB(aθ2 + bθ + c)dθ. (58)
If we integrate out in (58) we obtain13
ψτ =
∫ δ
0
eAθBaθ2dθ +
∫ δ
0
eAθBbθdθ +
∫ δ
0
eAθBcdθ =
= [(A−1δ2eAδBa− 2A−2eAδBaδ + 2A−3eAδBa)− (2A−3Ba)]+
+[(A−1eAδBbδ−A−2eAδBb)− (−A−2Bb)] + (A−1eAδBc−A−1Bc). (59)
In the last equation we collect terms according to the negative powers of
A and using (57) obtain
ψτ = A
−1[eAδB(aδ2+bδ+c)−Bc]−A−2[eAδB(2aδ+b)−Bb]+2A−3(eAδ−I)Ba =
= A−1[eAδBzτ−1−Bzτ ]−A−2[eAδB(2aδ+b)−Bb]+2A−3(eAδ−I)Ba. (60)
By direct substitution14 we can check that
13From ordinary integral calculus remember that
∫
eαxxdx = α−2eαx(αx− 1) and that∫
eαxx2dx = α−1x2eαx−2α−1 ∫ eαxxdx = α−1x2eαx−2α−3eαx(αx−1). These rules apply
to matrix integrals as well.
14That is substituting in (61) the values of zτ etc. defined in (57). Apart from this
check, the procedure to obtain (61) is the following. Let ψτ = αBzτ +βBzτ−1 +γBzτ−2,
where α, β and γ are to be determined. Substituting zτ etc. from (57) and comparing
the result with (60) we can determine α, β and γ. The result is (61).
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ψτ = δ[[(δA)
−3 +
1
2
(δA)−2]eAδ − (δA)−3 − 3
2
(δA)−2 − (δA)−1]Bzτ+
+δ[[−2(δA)−3 + (δA)−1]eAδ + 2(δA)−3 + 2(δA)−2]Bzτ−1+
+δ[[(δA)−3 − 1
2
(δA)−2]eAδ − (δA)−3 − 1
2
(δA)−2]Bzτ−2 (61)
The bias involved in using this approximation is of O(δ4) for small δ.15
Of course (61) will be exact when the elements of z(t) are polynomials in t
the degree of which is at most two. For estimation purpose we may consider
δ = 1 (this means setting the basic time unit equal to the length of the
observation interval), hence τ = t. When we come to estimate the model
(55) in practice, it will often be necessary to use the derivatives of the ex-
pressions that appear in (61) with respect to the unknown elements of A
and B in the computations. These derivatives give rise to quite complicated
formulae which can lead to serious rounding errors. It is therefore useful to
simplify the expressions before differentiating them; this simplification can
be obtained by expanding A in a power series. To this purpose, let us set
δ = 1 in (61) and call K1, K2 and K3, in the order, the coefficient of Bzt,
the coefficient of Bzt−1 and the coefficient of Bzt−2.
Since
eA =
∞∑
k=0
Ak
k!
= I+A+
1
2
A2 +
A3
3!
+
A4
4!
+ ...+
An
n!
+ ..., (62)
it follows that
A−3(eA − I) = A−2 + 1
2
A−1 +
I
3!
+
A
4!
+ ...+
An−3
n!
+ ... =
= A−2 +
1
2
A−1 +E,
(63)
15The order of magnitude symbol O is used here in the following sense: given a function
f(δ), f(δ) = O(δr) if limδ→0(δ−r|f(δ)|) is finite.
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where
E ≡
∞∑
k=0
Ak
(k + 3)!
. (64)
Hence, as regards K1, we can write
K1 = (A
−3 +
1
2
A−2)eA −A−3 − 3
2
A−2 −A−1
= (I+
1
2
A)A−3eA − (I+ 1
2
A)A−3 −A−2 −A−1
= (I+
1
2
A)A−3(eA − I)−A−2 −A−1
= (I+
1
2
A)(A−2 +
1
2
A−1 +E)−A2 −A−1
= (I+
1
2
A)E+
1
4
I.
(65)
Using (63), for K2 we can write
K2 = (−2A−3 +A−1)eA + 2A−3 + 2A−2
= (−2I+A2)A−3eA − (−2I+A2)A−3 + 2A−2 +A−1
= (−2I+A2)A−3(eA − I) + 2A−2 +A−1
= (−2I+A2)(A−2 + 1
2
A−1 +E) + 2A−2 +A−1
= (−2I+A2)E− 2A−2 −A−1 + I+ 1
2
A+ 2A−2 +A−1
= (−2I+A2)E+ I+ 1
2
A.
(66)
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Using (63), for K3 we can write
K3 = (A
−3 +
1
2
A−2)eA −A−3 + 1
2
A−2
= (I− 1
2
A)A−3eA − (I− 1
2
A)A−3 −A−2
= (I− 1
2
A)A−3(eA − I)−A−2
= (I− 1
2
A)(A−2 +
1
2
A−1 +E)−A−2
= (I− 1
2
A)E+A−2 +
1
2
A−1 − 1
2
A−1 − 1
4
I−A−2
= (I− 1
2
A)E− 1
4
I.
(67)
With these transformations, system (55) can be written as
xt = e
Axt−1 +
3∑
i=1
Cizt−i+1 + ωt, (68)
where the coefficients Ci are defined as the product KiB, that is
C1 ≡ [(I+ 1
2
A)E+
1
4
I]B, (69)
C2 ≡ [(−2I+A2)E+ I+ 1
2
A]B, (70)
C3 ≡ [(I− 1
2
A)E− 1
4
I]B, (71)
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and E is defined in (64).
Now let us cope with the other problem mentioned before and concern-
ing models containing flow variables. We will see that if the original model
contains some flow variables, the data must be pre-whitened to eliminate the
autocorrelation introduced with the integration, and that this is obtained
by using a certain transformation. We will also see that, before using this
transformation, in a model of this kind, instantaneous variables must be pre-
viously averaged using a certain operator and that variables which are the
rate of change of some instantaneously measurable variables must be pre-
viously replaced by the first difference of the instantaneous variables from
which they derive.16
The exact discrete analogue has been derived under the assumption that
all variables are measurable at a point in time. Although this is true for the
instantaneous variables like wages, prices, interest rates and stocks, many
economic variables are flow variables such as consumption, income, etc. or
variables which are the rate of change of some instantaneously measurable
variables, such as the rate of change of the money supply, the rate of change
of the capital stock (net investment), etc. These variables (which we term
flow variables in the broad sense) are not measurable at a point in time and
observations on them are usually integrals over some given interval. If we let
y(t) be a generic flow variable, the integral
y0(t) =
1
δ
∫ δ
0
y(t− θ)dθ (72)
is measurable. We denote by y0τ an observation of y
0(t), that is a flow over
the interval (τδ − δ, τδ) where δ is, as before, the length of the observation
interval; actually y0τ is what we observe in reality. Therefore, a continuous
model containing flow variables needs to be integrated over the observation
interval in order to produce a model defined in terms of variables that are
16In other words, when flow variables are present in the model, it must be integrated over
the observation interval in order to obtain a model defined in terms of measurable variables.
But in this way we introduce autocorrelation in the new disturbance term, whereas the
disturbances in the original model were exempt from autocorrelation by assumption. The
new disturbances, however, have the same autocorrelation properties of a certain moving
average process.
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measurable. If we integral (54)17 we obtain
1
δ
∫ t
t−δ
x(θ)dθ = eδA
1
δ
∫ t
t−δ
x(θ − δ)dθ+
+
1
δ
∫ t
t−δ
∫ δ
0
eAθBz(s− θ)dθds+ 1
δ
∫ t
t−δ
∫ δ
0
eAθdζ(s− θ)ds. (73)
With the property of the change in the order of integration in multiple
integrals we can write
1
δ
∫ t
t−δ
x(θ)dθ = eδA
1
δ
∫ t
t−δ
x(θ − δ)dθ+
+
∫ δ
0
eAθ
1
δ
∫ t
t−δ
Bz(s− θ)dsdθ + 1
δ
∫ t
t−δ
∫ δ
0
eAθdζ(s− θ)ds.18 (74)
Thus the integral of a flow variable can be replaced by the observed value
y0(t) as defined in (72), and y can be either an endogenous x or an exoge-
nous z variable. Now, apart from the particular case of a model containing
only flow variables, the integration carried out in (73) and in (74) has also
transformed the instantaneous variables into integrals and these we must
deal with. In fact, if we now let y(t) denote a generic instantaneous variable,
the integral 1
δ
∫ t
t−δ y(θ)dθ is not observable and has to be evaluated using, for
example, the trapezoidal rule. If δ is small, an acceptable approximation is
∫ t
t−δ
y(θ)dθ ' δ
2
[(y(t) + y(t− δ)], (75)
whence, if we set t = τδ,
17Consider that: x(t) = 1δ
∫ δ
0
x(t − θ)dθ = 1δ
∫ t
t−δ x(θ)dθ, that e
δAx(t − δ) =
eδA 1δ
∫ δ
0
x(t − δ − θ)dθ = eδA 1δ
∫ t
t−δ(θ − δ)dθ, and that
∫ δ
0
eAθBz(t − θ)dθ =
1
δ
∫ δ
0
∫ δ
0
eAθBz(t− θ − s)dθds = 1δ
∫ t
t−δ
∫ δ
0
eAθBz(δ − θ)dθds.
18Note that
∫ t
t−δ y(θ)dθ =
∫ δ
0
y(t− θ)dθ and that ∫ δ
0
y(t− θ)dθ = ∫ t
t−δ y(δ)dδ.
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1δ
∫ t
t−δ
y(θ)dθ ' 1
2
[(y(τδ) + y(τδ − δ)], (76)
so that an observation of this integral is approximately given by19
y0τ = Myτ , M ≡
1
2
(1 + L), (77)
where L is the lag operator. It should be pointed out that when we have
to deal with a variable that in principle is an instantaneous variable but that
has actually been observed or defined as an average of the values over the
observation period (e.g. an annual price index defined as the average of the
monthly indexes) or generated in such a way as to give observations equiva-
lent to period averages (e.g. an implicit GNP deflator), then the variable that
we observe must be treated as the integral of the continuous instantaneous
variable. In other words, in these cases (72) holds and not (77). It may also
happen that the model contains second order equations that determine stock
variables. In this case, as we know, we introduce additional variables so as
to reduce the model to a first-order system. These variables will be the in-
stantaneous rates of change of the stock variables, and observations on them
can be derived from the point observations on the stock. Let y1(t) = Dy(t)
be the new variable; then we have
1
δ
∫ t
t−δ
y1(θ)dθ =
1
δ
[(y(t) + y(t− δ)], (78)
and observations on y1(τδ) are given by
20
y01τ = ∆yτ , ∆ ≡
1
δ
(1− L). (79)
19In fact we have that: y0τ = Myτ =
1
2 (1 + L)yτ =
1
2yτ +
1
2Lyτ =
1
2yτ +
1
2yτ−1 =
1
2y(τδ) +
1
2y((τ − 1)δ) = 12y(τδ) 12y(τδ − δ).
20In fact we have that: y01τ = ∆yτ =
1
δ (1 − L)yτ = 1δ (yτ − Lyτ ) = 1δ (yτ − yτ−1) =
1
δ [y(τδ)− y((τ − 1)δ)] = 1δ [y(t)− y(τ − δ)].
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Thus the exact discrete analogue of a continuous mixed stock-flow model
is given by
x0τ = e
δAx0τ−1 +
∫ δ
0
eAθBz0(τδ − θ)dθ +
∫ τδ
τδ−δ
eAθdζ(s− θ)ds, (80)
where the variables with the subscript zero are replaced by (72), (77),
or (79) depending on the case. We must next point out that the integra-
tion carried out in order to obtain measurable variables implies that the
disturbances in (74) and so in (80) are no longer serially uncorrelated. It is
possible, however, to derive an approximation to the process of formation of
these disturbances that is independent of the parameters of the model and
which allows a pre-whitening of the data. If we denote by ξ(t) the distur-
bance vector, this approximation is21
ξ(t) ' (1 + 0.268L)(t), (81)
where (t) is a serially uncorrelated random disturbance. As the mov-
ing average process (81) is independent of the parameters of the model, the
model can be transformed by using the inverse of this process to obtain a
model with serially uncorrelated disturbances. We have (as we are in discrete
time, we use t as subscript)
t = (1 + 0.268L)
−1ξt. (82)
If we expand (1 + 0.268L)−1 in a Taylor series22 and truncate after the
21The approximation is due to the fact that the factor eAθ is neglected in the disturbance
term in (74) and so in (80); assuming that the observation interval is small this is acceptable
because the elements of δA will be small.
22As the operator L can be treated as an algebraic quantity, we use the power series
expression (1 +x)α = 1 +αx+ α(α−1)2! x
2 + α(α−1)(α−2)3! x
3 + ... =
∑∞
n=0
α(α−1)...(α−n+1)
n! x
n,
which, for α = −1, becomes 1− x+ x2 − x3 + .... In our case, x=0.268L.
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third order term which is sufficiently small for all practical purposes, we ob-
tain
t ' (1− 0.268L+ 0.2682L2 − 0.2683L3)ξt =
= ξt − 0.268ξt−1 + 0.2682ξt−2 − 0.2683ξt−3. (83)
Therefore if we transform the variable x0 and z0 in (80) by means of the
same process, that is if (setting δ = 1 and so τ = t) we let
x∗t = x
0
t − 0.268x0t−1 + 0.2682x0t−2 − 0.2683x0t−3, (84)
and similarly for z (remembering that the disturbances term in (80) is
ξt), we obtain the following model with serially uncorrelated disturbances
x∗t = e
Ax∗t−1 +
∫ 1
0
eAθBz∗(t− θ)dθ + t, (85)
where the integral can be approximate as we so previously in (58). The
parameters of this model - or of model (68), if no flow variables are present
- can by estimated by using FIML method.
However, as this estimation can be time consuming and therefore expen-
sive, especially if there are general restrictions on the elements of A and B,
it could be convenient to consider a discrete approximation to system (43).
Concerning the approximate discrete analogue, let us integrate the system
(43) over the interval (t− δ, t) and utilize the following approximations23
1
δ
∫ δ
0
Dy(τδ − θ)dθ = ∆yτ ,
∫ δ
0
y(τδ − θ)dθ = Myτ , (86)
23Since the integral of the derivative of a function is the function itself, the first of
the two relationships is exact; on the contrary, the second is approximate, as clarified in
another context when dealing with (76).
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where the operators ∆ and M have already been defined in (77) and
(79), y is a generic vector of continuous variables and yτ is the discrete ob-
servation of y(τδ) at time t = τδ. Thus, as MAyτ = AMyτ , we have
∆xτ = AMxτ +BMzτ + ητ , (87)
where ητ is a vector of disturbances that depends on u and on the errors
of approximation. As we already saw in the exact discrete analogue, the
disturbances ητ will be serially uncorrelated if all the variables are measured
at a point in time. In the opposite case, in particular in mixed stock-flow
models, model (43) must be integrated twice, once to provide measurable
variables and once to obtain the approximate discrete analogue. By per-
forming these integrations we obtain
∆x0τ = AMx
0
τ +BMz
0
τ + vτ , (88)
where the variables with a superscript zero are as defined in (72) and in
(77) respectively for flow and stock variables. Also in this case the distur-
bances vτ will no longer be serially uncorrelated, but the same transforma-
tion described in the exact discrete analogue - see equation (84) - allows us
to obtain a model with serially uncorrelated disturbances. The approximate
discrete model (88) - after the just mentioned transformation of the variables,
if it is the case - can be estimated using a FIML estimator with any a priori
constraint on the parameters.
Let us now examine the bias introduced by the discrete approximation.
To this purpose we compare the coefficients of the approximate discrete
model (87) with those of the exact discrete model (55). Given the definitions
of the operators ∆ andM , model (87) can be rewritten with simple passages
as24
24In fact consider that ∆xτ = AMxτ , hence
1
δ (1 − L)xτ = A 12 (1 + L)xτ = A 12 (xτ +
xτ−1), so 1δxτ − 1δxτ−1 = 12Axτ − 12Axτ−1, hence 1δxτ − 12Axτ = 1δxτ−1− 12Axτ−1, and
so 1δ (I − 12δA)xτ = 1δ (I + 12δA)xτ−1.
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1δ
(I − 1
2
δA)xτ =
1
δ
(I +
1
2
δA)xτ−1 +BMzτ + ητ . (89)
If we premultiply both members by δ(I − 1
2
δA)−1 and compare the ma-
trix of coefficients of the lagged endogenous variables with the corresponding
matrix, eδA, of the exact discrete model (55), we obtain the bias by difference
(I − 1
2
δA)−1(I +
1
2
δA)− eδA =
= (I +
1
2
δA+
1
4
δ2A2 +
1
8
δ3A3 + ...)(I +
1
2
δA) +
−(I + δA+ 1
2
δ2A2 +
1
3!
δ3A3 + ...). (90)
Carrying out the multiplication on the right-hand side and collecting
terms we have
(I − 1
2
δA)−1(I +
1
2
δA)− eδA = (I + δA+ 1
2
δ2A2 +
1
4
δ3A3 + ...) +
−(I + δA+ 1
2
δ2A2 +
1
3!
δ3A3 + ...) =
1
12
δ3A3 +O(δ4), (91)
so that the approximation errors decrease with the cube of the obser-
vation interval. A similar result holds for the coefficients of the exogenous
variables.25
Though the exact discrete model gives more precise estimates - with
smaller asymptotic standard errors - of the parameters of the continuous
model, with the approximate discrete model these estimates could be fairly
satisfactory. However, even if one wants to obtain more precise estimates by
25It was shown through Monte Carlo studies (Phillips, 1974) that the bias is small also
for quarterly models.
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using the exact discrete model, the approximate discrete analogue could pre-
viously be used to determine the structure of the model, and to provide initial
values for the parameters to be used as a starting point in the estimation
with the exact discrete analogue. Finally, the determination of the structure
of the model, using initially the approximate discrete analogue, usually re-
quires a preliminary screening of several hypotheses and so the estimation of
several preliminary versions of the model, which would be too expensive to
carry out by using the exact discrete analogue.
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CHAPTER 2: A continuous time model on
economic growth and technology diffusion
2.1 Introduction
This chapter shows a model suitable for econometric purposes and based on
economic theory, particularly the theory of the firm. We estimate a continu-
ous time model of endogenous growth and technology diffusion. We explore
the role of services, research activity and ICT - Information and Commu-
nication Technology - spending in technology diffusion. In studying the de-
terminants of technology diffusion we also refer to the role of distance as it
evolves over time. The model is estimated on several European countries and
United States.
We have found that services, researchers and ICTs represent an important
channel for technology diffusion and that effect of distance on such diffusion
decreases over time.
2.2 The model
2.2.1 Conceptual framework
Economists have increasingly looked into the issue of integrating the accumu-
lation of technology into growth models. In particular, we have to mention
the seminal contributions of Romer (1990), Grossman and Helpman (1991)
and Aghion and Howitt (1992). Other studies (Eaton and Kortum, 1996,
1997, 1999; Keller, 2002; Peri, 2004) have explicitly modeled and estimated
the process of technology diffusion, or investigated the role of services, re-
search activity and ICT in technologically driven growth (Francois, 1990;
Mun and Nadiri, 2002). Instead, few studies have investigated the role of
these channels in the diffusion of technology by directly modeling growth
through endogenization of both the diffusion of technology and some of its
channels (Guerrieri et al., 2005; Maggi, 2009).
In this study, we directly model output growth by endogenizing both the
diffusion of technology and all its channels taken into account. These chan-
nels are given by services, researchers and ICTs. In particular, we analyse
how they interact with technology accumulation and diffusion on the basis
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of their discussed key role in the innovation process.
Investigating the role of services as channel for technology diffusion rep-
resents a novel feature. In fact, literature has so far devoted little attention
to the tertiary sector as driver of technology accumulation, and empirical
analyses have almost entirely focused on manufacturing sector when study-
ing the interaction between technology diffusion and growth.
Analysing the diffusion of technology, we also introduce space dimen-
sion. Accumulation of technology in each country depends on the extent this
country can absorb technology produced in other countries. In fact, in our
model, we use patent citations (a bilateral variable) to measure technology.26
Nevertheless, the amount of foreign produced technology that can be used
domestically is also limited by two factors: distance and absorption capacity
in the receiving countries. These two factors are taken into account. In par-
ticular, we assume that the contribution of foreign technology to domestic
technology accumulation grows as a negative function of distance from the
countries from which flows of technology are acquired. Moreover, the im-
pact of distance is allowed to vary over time to the extent that technological
progress brings forward a reduction in the cost of technology diffusion. This
last factor helps us to investigate the ability of receiving countries to use
imported technology.
The analysis is performed referring to a context of EU integration.
2.2.2 The model equations and explanation of
technology diffusion
The model is derived from maximizing an inter-temporal profit function, tak-
ing into account the costs of changing employment, investments and tech-
nology and assuming the production function f(·) is Cobb-Douglas. In this
study we will consider n foreign countries.
Let L be the labour, K the capital stock, T the technology, Patij the
patent citations from country i to country j, I the investments and z the
variation of labour. Let c, h and q be the costs of adjustment of z, I and
the variation of technology, respectively; ρ is the rate of time preference and
26In the model besides the patent citations,we also have the distance as bilateral variable.
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w the wages. For simplicity’s sake we omit the residual terms and refer to
chapter 1, paragraph 1.4, for an analysis of the stochastic properties of resid-
uals in continuous time.
The discounted present value of the firm is
max
z,I,
∑n
i=1 Patij
∫ ∞
t
e−ρs[f(L,K, T )− wL− c
2
z2 − (1 + h
2
I)I − (1 + q
2
n∑
i=1
Patij)∗
∗
n∑
i=1
Patij] ds, j = 1, ..., n
subject to
L˙ = z,
K˙ = I,
T˙ =
n∑
i=1
Patij, j = 1, ..., n. (92)
We also consider
˙n∑
i=1
Patij = δ[β1 + β2T + (a+ bt)
dist.j
n
−
n∑
i=1
Patij], j = 1, ..., n. (93)
It was assumed that the derivatives of employment, capital and tech-
nology can be changed by the firms. As we can see observing the second
constraint, I is considered as net investment.
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It is worth to deeper analysing the third constraint and explaining how
the domestic stock of technology in each country is given by the cumulated
flow of patents obtained both through production and diffusion.
As technology variable we use patent citations; focusing on a single patent,
we can consider its made citations and its received citations. In the first case
we refer to the citations made by this patent to the other ones, in the second
case we refer to the citations received by this patent from the other patents.
A citation received between two countries indicates a transfer of technology.
Hence, since Patij represents the patent citations between countries, it cap-
tures the diffusion of technology between two countries and determine the
accumulation of the domestic stock of technology. Hence we can indifferently
refer to Patij as bilateral flows of patents or bilateral exchange of technol-
ogy. In other words, flows of patent citations (Pat) measure the change in the
accumulation of the stock of technology. Bilateral flows of patent citations
(Patij) capture the diffusion of technology between two countries. Citations
to country j occur when a patent whose inventor is resident in another coun-
try i mentions another patent, whose inventor is obviously original of country
i, for the contribution it gives to the mentioning invention.
The stock of technology in each country evolves over time from t-1 to t,
given the initial condition, as follows
Ttj = Tt−1j +
n∑
i=1
Patijt; (94)
where the first subscript of Pat indicates the sender or cited country and
the second subscript the recipient or citing country. The process starts at
t − 1 while Patjjt indicates the domestic accumulation of patents at time t
and Patijt indicates the amount of technology produced in country i that is
actually received by country j at time t. In other words, technology accu-
mulation in each country is disaggregated in two elements: technology ac-
cumulated domestically (domestic technology accumulation component) and
the amount of technology accumulated in each of the other countries that is
transferred to the recipient country through diffusion (imported technology
accumulation component).
With this specification in mind we can now set out the differential equa-
tions of the model representing the third constraint. We have
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Ttj = T0j +
∫ t
0
(
n∑
i=1
Patijt)dt, (95)
or
DTj =
n∑
i=1
Patij. (96)
Also equation (93) requires further explanations. This is a partial ad-
justment equation27 where β1 + β2T + (a + bt)
dist.j
n
can be interpreted as
the desired or potential value of
∑n
i=1 Patij, δ is the speed of adjustment
28,
dist.j stays for the distance between the countries i and j, and β1, β2, a and
b are some parameters. Its derivation, step by step, can allow us to better
understand its meaning.
In order to have an as much as possible disaggregate model, we have
started from the following expression
˙Patij = δ[Sij +Rij + ICTij + (a+ bt)distij − Patij], i, j = 1, ..., n, (97)
where S are the services, R the researchers and ICT is the acronym of
Information and Communication Technology. Clearly, if the last equation is
true respect to a single country i, it will be also true from an aggregate point
of view. Hence, considering the summation with respect to i, we have
27See chapter 1, paragraph 1.2 for more details on this kind of equations.
28As seen in chapter 1 - paragraph 1.2, in continuous time the speed of adjustment
can be interpreted in terms of the mean time lag, as its reciprocal represents the time
required for about 63% of the difference between the observed and the desired variables
to be eliminated.
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˙n∑
i=1
Patij = δ[
n∑
i=1
Sij +
n∑
i=1
Rij +
n∑
i=1
ICTij + (a+ bt)
∑n
i=1 distij
n
−
n∑
i=1
Patij],
j = 1, ..., n.
(98)
This last relation, if expressed with the aim to underlie the dependence
of the services, researchers and ICTs on the technology, becomes
˙n∑
i=1
Patij = δ{g[
n∑
i=1
Sij(Tij),
n∑
i=1
Rij(Tij),
n∑
i=1
ICTij(Tij)] + (a+ bt)
∑n
i=1 distij
n
+
−
n∑
i=1
Patij}, j = 1, ..., n,
(99)
where
Sij(Tij) = γ
′
1 + γ
′
2Tij, i, j = 1, ..., n, (100)
Rij(Tij) = γ
′′
1 + γ
′′
2Tij, i, j = 1, ..., n, (101)
ICTij(Tij) = γ
′′′
1 + γ
′′′
2 Tij, i, j = 1, ..., n, (102)
and g(·) is a function for the technology.
Expressing the equation explicitly with respect to the technology, we have
our relation reported below
˙n∑
i=1
Patij = δ[β1 + β2T + (a+ bt)
dist.j
n
−
n∑
i=1
Patij], j = 1, ..., n, (103)
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where, obviously,
β1 = nγ
′
1 + nγ
′′
1 + nγ
′′′
1 (104)
and
β2 = nγ
′
2 + nγ
′′
2 + nγ
′′′
2 ,
29 (105)
and where we have written T without the subscript ij just to be coherent
with the notation given to the other variables appearing in the optimization
problem.30 In particular, as all the variables are given by the contribution not
only of the country under consideration but also by the other countries, all
of them should be written with the subscript ij, or at least with the subscript
j, showing that j is the country under consideration and that has received
its contribution respect to a particular variable by the other countries and
also by itself. Nevertheless, for simplicity in the notation and for routinely,
we drop the subscription.
The theoretical explanation of these relations is the following: the stock
of technology produced in country i and acquired by country j, that is Tij,
depends on its contribution to country j ’s growth; the more the importance
of the technology for country j ’s income, the more j invests in country i ’s
technology.31 In addition, the stock of technology causes the need for coun-
try j to own a certain amount of services, researchers and ICTs functional
to this technology. For this reason, these variables are also reported with
29It is worth to noticing that the breaking down in such a way of the coefficients β1 and
β2, which represent the impact of the stock of technology on the variation of patent flows,
is very interesting, in fact, it allows us to understand how much of this effect is given by
the services, researchers and ICTs.
30Clearly, in order to evaluate the impact of the single elements of the patent summation
and hence establish how much the stock of technology of the generic country j depends on
the flow of technology from another given country i - and also on its domestic production
of technology -, we have to write this summation with respect to every single country i.
31Let the lecturer note that among the sender countries indicated with i there is also
the country j.
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the subscript ij : the services, researchers and ICTs from country i that are
due to the demand of i ’s technology, that is T˙ or
∑n
i=1 Patij. For example,
Sij(T ) represents the contribution of the services from country i to country
j through country i ’s technology, in other words services facilitate the use
of technology stemming from country i. Similarly, Rij is the contribution of
country’s i researchers towards country’s j for the technology acquired from
country i. The same reasoning holds for ICTs. Now, the contributions of
the technology which impacts on S, R and ICT determine the need for the
patents. Hence, S, R and ICT are functional to the patents and affected by
the technology.
Finally, the introduction of the mean distance certainly contributes to ex-
plain the decision for a given country to receive a certain amount of patents
coming from another country.32 However, thanks to the lower costs of trans-
ferring technology and information across space, this decision is always less
influenced by the distance.33 Hence, in the evaluation of the transmission
of technology, we consider not only the impact of the geographical distance
from the country from which patents are received on the amount of patents,
but we also analyse how this impact decreases over time. This is made for-
malizing the effect of distance by a direct impact a and by an indirect one
after a change in the time given by b. In particular, conscious that distance
represents always less an obstacle in the relationships among countries, its
introduction in the model is just a way to test this fact.
To summarize, for each country of the panel data, we have the following
endogenous variables: T,K,L, S,R, ICT, Patij; and the following exogenous
variables: distij, t.
The Hamiltonian of our dynamic optimization problem is
32Obviously, having introduced the distance in order to analyse the flows of technology
between countries, it seems more appropriate consider the mean distance of a specific
country respect to the other ones instead of considering just the summation of such dis-
tances.
33However, as Peri (2004) notes, time could have a negative impact to the extent that
the value of innovation in a patent decreases over time with obsolescence.
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H = e−ρt[f(L,K, T )− wL− c
2
z2 − (1 + h
2
I)I − (1 + q
2
n∑
i=1
Patij)
n∑
i=1
Patij]+
+ v1z + v2I + v3
n∑
i=1
Patij, j = 1, ..., n,
(106)
where
vm = µme
−ρt, for m = 1, ..., 3, (107)
and
˙vm = µ˙me
−ρt − ρµme−ρt, for m = 1, ..., 3, (108)
are the costate variables.
The first order conditions are
∂H
∂v1
= L˙ = z, (109)
∂H
∂v2
= K˙ = I, (110)
∂H
∂v3
= T˙ =
n∑
i=1
Patij, j = 1, ..., n, (111)
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∂H
∂L
= −v˙1 = e−ρt(−µ˙1 + µ1ρ) = e−ρt(∂f
∂L
− w), (112)
∂H
∂K
= −v˙2 = e−ρt(−µ˙2 + µ2ρ) = e−ρt( ∂f
∂K
), (113)
∂H
∂T
= −v˙3 = e−ρt(−µ˙3 + µ3ρ) = e−ρt( ∂f
∂T
), (114)
∂H
∂z
= −e−ρtcz + v1 = −e−ρt(cz − µ1) = 0, (115)
∂H
∂I
= −e−ρt(1 + hI) + v2 = −e−ρt(1 + hI − µ2) = 0, (116)
∂H
∂
∑n
i=1 Patij
= −e−ρt(1 + q
n∑
i=1
Patij) + v3 =
= −e−ρt(1 + q
n∑
i=1
Patij − µ3) = 0. (117)
Hence it is assumed throughout that the economy can be represented by
a continuous differential system as in (106) or (109) - (117) above, and obvi-
ously by (93).
Since considering the definition of l, that is l = L˙
L
, and applying (109) to
it we get l = z
L
, we obtain z = lL. Hence, substituting this result in µ1 = cz
given by (115), we have
µ1 = clL, (118)
µ˙1 = cl˙L+ clL˙. (119)
Since considering the definition of k, that is k = K˙
K
, and applying (110)
to it we get k = I
K
, we obtain I = kK. Hence, substituting this result in
µ2 = 1 + hI given by (116), we have
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µ2 = 1 + hkK, (120)
µ˙2 = hk˙K + hkK˙. (121)
Defining τ = T˙
T
and using (111), we can write τ =
∑n
i=1 Patij
T
, from
which we obtain
∑n
i=1 Patij = τT . Then, using the result of (117), that
is µ3 = 1 + q
∑n
i=1 Patij, and substituting in it our last result, we obtain
µ3 = 1 + qτT , (122)
µ˙3 = qτ˙T + qτ T˙ . (123)
From (112) we can write −µ˙1 + µ1ρ = ∂f∂L − w, substituting in it (118)
and (119) and performing some simple algebraic passages, we have
−cl˙L− clL˙+ ρclL = ∂f
∂L
− w, (124)
cl˙L = ρclL− clL˙− ∂f
∂L
+ w, (125)
l˙ =
ρclL
cL
− clL˙
cL
− 1
cL
(
∂f
∂L
− w). (126)
Simplifying, we obtain
l˙ = ρl − l2 − 1
cL
(
∂f
∂L
− w), (127)
l˙ = l(ρ− l)− 1
cL
(
∂f
∂L
− w). (128)
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From (113) we can write −µ˙2 + µ2ρ = ∂f∂K , substituting in it (120) and
(121), we obtain
−hk˙K − hkK˙ + ρ(1 + hkK) = ∂f
∂K
, (129)
hk˙K = ρ+ ρhkK − hkK˙ − ∂f
∂K
, (130)
k˙ =
ρhkK
hK
− hkK˙
hK
− 1
hK
(
∂f
∂K
− ρ). (131)
Simplifying, we obtain
k˙ = ρk − k2 − 1
hK
(
∂f
∂K
− ρ), (132)
k˙ = k(ρ− k)− 1
hK
(
∂f
∂K
− ρ). (133)
From (114) we can write −µ˙3 + µ3ρ = ∂f∂T , substituting in it (122) and
(123), we obtain
−qτ˙T − qτ T˙ + ρ(1 + qτT ) = ∂f
∂T
. (134)
Rearranging and simplifying, we can write
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qτ˙T = −qτ T˙ + ρ+ ρqτT − ∂f
∂T
, (135)
qτ˙T = ρ+ ρqτT − qτ T˙ − ∂f
∂T
, (136)
τ˙ =
ρ
qT
+
ρqτT
qT
− qτ T˙
qT
− 1
qT
∂f
∂T
, (137)
τ˙ =
ρ
qT
+ ρτ − τ 2 − 1
qT
∂f
∂T
), (138)
τ˙ = τ(ρ− τ)− 1
qT
(
∂f
∂T
− ρ). (139)
The first order conditions reduce the model to a first order differential
system (128), (133) and (139) with endogenous (state) variables l, k and τ
which can be estimated directly together with the differential equation (93).
The parameters of the estimated model are the same as the parameters
of the specified differential equation system. This is because the differential
equations that form this model are estimated directly by a full information
procedure so all the constraints inherent in the theory are imposed within
that procedure. Hence there is full consistency between the estimated pa-
rameters and model and the theory.
2.2.3 The production function
If the production function f(K,L, T ) is defined as Cobb-Douglas then we
have
f(L,K, T ) = ALα1Kα2Tα3 . (140)
Regarding the estimation of the coefficients α1, α2 and α3 we expect that
their summation is bigger than one, that is we expect increasing returns to
scale - IRS. It is worth to noticing that with IRS, firms could face both a
concave or convex problem (Gandolfo, 1998) and that in the second case the
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problem does not have a competitive solution.
In our work, the solution to this potential problem can be found refer-
ring to the Arrow-Sheshinskj-Romer model of learning by doing and capital
spillovers.34 In the model, in order to support the competitive equilibrium,
and following the suggestions of Alfred Marshall (1879, 1961), the IRS are
assumed external to the firm. In other words, IRS are postulated at the
economy wide level and constant returns to scale - CRS - at the firm level.
Under these circumstances all the firms face a concave problem so the Kuhn-
Tucker theorems apply. More in details, in the model the acquisition of
knowledge (learning) is related to experience (doing) whose measure is given
by the cumulative investments or aggregate capital stock. The production
function of a generic firm i is function of its private capital stock, its labour
and the (gross) aggregate capital stock given by the past investments of all
the firms in the economy. Hence, the individual production function is CRS
in the capital and labour holding the aggregate capital stock fixed and IRS
considering the three inputs at the same time. The externality is captured
by the aggregate capital stock: when a firm invests, it increases the stock of
knowledge from which all other firms in the economy may benefit. In other
words, the aggregate capital stock is taken as given because, given the large
constant number of firms, individual firms do not think they can affect it,
and hence there are production externalities or spillovers: each firm’s decision
affects all other firms output, but none of the firms takes this into account.
However, the externality makes the competitive equilibrium non optimal in
the sense of achieving a lower than optimal growth rate because producers
fail to internalize the spillovers of knowledge in the production. In conclu-
sions, by modeling IRS through externalities the problem of inexistence of
competitive equilibrium is got around, also if this competitive equilibrium
with externalities will be non optimal.
In our models, we are in a similar situation. In addition to the two inputs
given by capital and labour, we also have the technology whose variation is
the summation of the patents. These patents give rise to positive externali-
ties: a new invention related to a given patent represents a benefit not only
for the country directly using the invention but also for all the other countries
that indirectly use it in their production process. In these circumstances, we
can follow a similar reasoning as in the Arrow-Sheshinskj-Romer model and
hence have a competitive solution.
34See Arrow (1962) , Sheshinskj (1967) and Romer (1986).
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The derivatives respect to L, K and T which have to be substituted re-
spectively into (128), (133) and (139) are
∂f(·)
∂L
= Aα1L
α1−1Kα2Tα3 , (141)
∂f(·)
∂K
= Aα2L
α1Kα2−1Tα3 , (142)
∂f(·)
∂T
= Aα3L
α1Kα2Tα3−1. (143)
Hence, we can write
l˙ = l(ρ− l)− 1
cL
(Aα1L
α1−1Kα2Tα3 − w), (144)
k˙ = k(ρ− k)− 1
hK
(Aα2L
α1Kα2−1Tα3 − ρ), (145)
τ˙ = τ(ρ− τ)− 1
qT
(Aα3L
α1Kα2Tα3−1 − ρ). (146)
In the next chapter, we will estimate these three last equations together
with equation (93).
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CHAPTER 3: Estimation of the model
3.1 Methodology and data
The model is estimated as a dynamic continuous time panel by using the
ESCONAPANEL program (Wymer, 2002). We estimated directly the ex-
act discrete analogue to the non-linear continuous model and the data used
are discrete observations of the continuous trajectory at equidistant (annual)
periods. The features of ESCONA program allow the exact discrete ana-
logue to be estimated. With continuous time estimation, the problem of
autocorrelation of disturbances is skipped, especially with system of mixed
stock and flow variables, such as in our case.35 Moreover, also the problem
of non-stationarity of the series for the treatment of residuals in continuous
time and for the correspondence of stochastic systems of differential equa-
tions with the ones stated in discrete time is correctly treated.
In the model we have fifteen European countries (Austria, Belgium, Ger-
many, Denmark, Spain, Finland, France, United Kingdom, Greece, Ireland,
Italy, Luxemburg, Netherlands, Portugal and Sweden) and the United States.
The panel data refers to the period 1980-2002. Data are annual. Data
on capital, services and ICT are expressed in euro millions with base year
2000. Data on labour are given by the numbers of employed workers and are
expressed in thousands. Data on services are taken from the ”60-industry
database” of the Groningen Growth and Development Centre. In the database,
data on services are expressed in current prices. They were deflated by
means of the GDP deflator taken from ”Main science and technology indi-
cators” OECD database. Data on capital, ICT and labour were taken from
the database ”Total economy growth accounting database” of the Groningen
Growth and Development Centre. Data on researchers are from the OECD
database. Data on patent citations are from the U.S. patent office. The man-
aging of this data has involved a special SAS code36 capable to retrieve and
match all the correspondences one may be interested to find in the patents
data.
The bilateral dimension of patent citations has the advantage to allow
capturing technology transfers. As mentioned above, citations received from
35See chapter 1 - paragraph 1.4, for more details and consider that labour, capital, tech-
nology, distance and time are stock variables, while patents, services, ICTs and researchers
are flow variables.
36The SAS routine was developed and implemented by Cirelli M. and Maggi B.
51
country a by country b indicates a transfer of technology from the latter to
the former. Citations internal to one country are not treated as technol-
ogy transfers. Citations may be backward or forward if referred respectively
to inventions discovered in the past or, from the point of view of the cited
(source) country, in the future. This is not irrelevant if one wants to evaluate
the transfers of technology with a limited time series given the risk to neglect
potential citations in the initial and final part of the series. To cope with
this problem we follow the method indicated by Hall, Jaffe, and Trajtenberg
(2001) where it is suggested to divide each citation by the average number
of citations received by other patents in the same cohort (fixed approach).
Different methods, named structural, refer to a specific function to be esti-
mated that should fit with different distorting effects to be eliminated (such
as pure time effect, field effect etc). Structural method, while more formally
appealing in its specification, embeds some strong hypothesis in the defini-
tion of the function to be used. For this reason we adopted the fixed approach.
3.2 Estimation results
FIML estimation results of the continuous time parameters are reported in
table 1. It should be noted that the full-information estimation procedure
used here imposes all the conditions implicit in the underlying theoretical
model. This provides consistent estimation of all parameters in the system.
Point estimates of parameters are all significant at 1% level and carry the
expected sign (which is always positive with the exception of the geographi-
cal distance). The model is consistent with the data hence its specification is
satisfactory. The term ’t-ratio’ denotes the ratio of a parameter estimate to
the estimate of its asymptotic standard error, and does not imply that this
ratio follows a Student’s t-distribution. This ratio has an asymptotic normal
distribution and so in a sufficiently large sample it is significantly different
from zero at the 5 per cent level if it lies outside the interval +/- 1.96 and
significantly different from zero at the 1 per cent level if it lies outside the
interval +/-2.58.
52
Table 1. Estimation Results
Parameter Estimate Asymptotic s. e. t
α1 0.6 0.0082557 72.677059
α2 0.7 0.0001127 6211.180124
α3 0.8 0.0017339 461.387623
A 0.3 0.0204694 14.656023
a -0.03 0.0112999 -2.654891
b 0.9 0.0116924 76.973077
ρ 0.01 0.0021013 4.758959
w 0.2 0.0733712 2.725865
c 0.6 0.2253722 2.662263
h 0.6 0.1239511 4.840619
q 0.6 0.1104271 5.433449
δ 0.01 0.0020469 4.885437
γ′1 0.3 0.1057533 2.836791
γ′2 0.5 0.0923612 5.413529
γ′′1 0.3 0.0389979 7.692722
γ′′2 0.6 0.0000341 17595.307918
γ′′′1 0.3 0.0185396 16.181579
γ′′′2 0.2 0.0161919 12.351855
As β1 = nγ
′
1+nγ
′′
1 +nγ
′′′
1 and β2 = nγ
′
2+nγ
′′
2 +nγ
′′′
2 we have that β1 = 14.4
and β2 = 20.8.
Observing the positive and significant values of γ′2, γ
′′
2 and γ
′′′
2 , we can
affirm that services (γ′2 = 0.5), research activity (γ
′′
2 = 0.6) and ICTs
(γ′′′2 = 0.2) represent important channels for technology diffusion. This result
highlights the importance of services, research activities and ICTs in Euro-
pean technology accumulation and hence on growth.
Overall, technology acquired from a generic country i and used by coun-
try j exerts a relevant impact on country’s j growth (β2 = 20.8).
The impact of technology diffusion also depends on the distance factor.
Technology diffusion is negatively affected by distance (a = −0.03), as ex-
pected, and positively and highly effected by time (b = 0.9) confirming the
idea (see e.g. Keller 2002) that distance should not be considered a geograph-
ical factor but an economic factor whose impact decreases over time thanks to
a decrease in the cost of transferring technology and information across space.
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Finally the adjustment speed and costs are positive and significant.
Summarizing, our empirical analysis shows that, in our model, growth
is positively affected by technology accumulation and diffusion. Services,
spending on ICT and research activities play a fundamental role in this pro-
cess.
3.3 Conclusions
The purpose of this research was to develop and estimate a model derived
from optimising the value of the firm subject to a Cobb-Douglas production
function, taking into account costs of changing employment, fixed capital and
technology and including a partial adjustment equation for patent citations.
Furthermore, this was done directly modeling growth through endogeniza-
tion of both technology and its channels of accumulation and diffusion.
In conclusion, our result estimates show that accumulation and diffusion
of technology play an important role in this model of endogenous growth.
The role of technology, in turn, is facilitated through deeper integration in
service markets, investments on ICTs and ability to use domestic or imported
technology represented by research activities. These three channels of tech-
nology diffusion and accumulation are in fact instrumental to such process
of growth. Moreover, the decrease in the cost of transferring technology and
information across space reduces over time the negative impact that geo-
graphical distance can exert on technology diffusion.
We should note that, as the properties of the non-linear continuous time
estimates are unknown, this is an experimental work . Only super consistency
property for such estimates are known so far. We underline the need to
investigate these properties, in order to know better about their features.
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