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Friedrich-Hund-Platz 1, D-37077 Go¨ttingen, Germany
We use a modified version of the Peak-Patch excursion set formalism to compute the mass and size
distribution of QCD axion miniclusters from a fully non-Gaussian initial density field obtained from
numerical simulations of axion string decay. We find strong agreement with N-Body simulations at
significantly lower computational cost. We employ a spherical collapse model, and provide fitting
functions for the modified barrier in the radiation era. The halo mass function at z = 99 has
a power-law distribution M−0.68 for small masses and M−0.35 for large masses within the range
10−15 . M . 10−9M, with all masses scaling as (ma/50µeV)−0.5. We construct merger trees to
estimate the collapse redshift and concentration mass relation, C(M), which is well described using
analytical results from the initial power spectrum and linear growth. Using the calibrated analytic
results to extrapolate to z = 0, our method predicts a mean concentration C ∼ O(few)× 104. The
low computational cost of our method makes future investigation of the statistics of rare, dense
miniclusters easy to achieve.
I. INTRODUCTION
The quantum chromodynamics (QCD) axion [1–7] is
a hypothetical particle, the pseudo-Goldstone boson of
a spontaneously broken global U(1) symmetry, known
as the Peccei-Quinn (PQ) symmetry. It is added to the
Standard Model (SM) to solve the charge-parity (CP)
problem of QCD [8–10]. The axion acquires mass from
QCD instantons, with the zero temperature value ma =
5.691(51)µeV 10
12GeV
fa
[11–13], where fa is the scale of PQ
symmetry breaking divided by the colour anomaly. Ax-
ion couplings to the SM are suppressed by powers of fa,
leading to very small couplings and a long axion lifetime,
making the axion an excellent dark matter (DM) candi-
date. If fa is restricted to be below the Planck scale, the
allowed range of masses is 10−11 eV . ma . 10−2 eV,
where the lower bound arises due to black hole superra-
diance [14, 15] and the upper bound from the SN1987A
neutrino burst [16, 17].
The power spectrum of the axion in the early Universe,
and its subsequent relic density, is critically dependent on
when PQ symmetry breaking occurs in cosmic history. If
the symmetry is broken before or during inflation, and
is not restored later, our Universe begins with a uniform
initial value for the axion field φ = faθ, with θ chosen ran-
domly from a uniform distribution [−pi, pi]. In this case,
cold axions are produced in the early universe through
the non-thermal vacuum realignment mechanism [18–20],
and the relic density depends on the random value of θ.
Depending on the level of fine tuning, essentially the en-
tire axion mass range is consistent with the DM relic
density, with intermediate values preferred if θ2 ∼ 1.
In the alternative case, the PQ symmetry is broken
during the normal thermal evolution of the Universe, and
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the model predictions are no longer sensitive to the UV
physics of inflation. The production via the Kibble-Zurek
mechanism [21, 22], and subsequent decay by vacuum re-
alignment, of axion strings and domain walls allows a di-
rect computation of the relic abundance depending only
on ma. Due to the hierarchy of scales between ma and
fa, however, the numerical problem cannot be solved di-
rectly and there is no definite consensus on the value of
ma required to give the correct relic abundance, even in
the case with only strings and no long lived domain walls.
It is reasonable to assume that ma & 20µeV is required
in order not to over produce DM, with larger values pre-
ferred in the case with long lived domain walls [23–32].
The decay of the defects also predicts large amplitude,
small scale density perturbations, which are the seeds for
axion miniclusters [33–35]. If a significant fraction of
DM is bound up in miniclusters, this could have a sig-
nificant impact on direct detection experiments targeting
the high mass regime suggested by the relic density from
defect decay [36–40]. Impacts between axion miniclus-
ters and the Earth have been estimated to be as rare as
once every 105 years, while tidal stripping of miniclusters
in the Milky Way leads to a diffuse background and the
possibility to detect tidal streams [41–43]. On the other
hand, miniclusters offer new opportunities for indirect
searches such as gravitational microlensing [34, 44, 45],
and radio astronomy [46, 47].
It is thus crucial to be able to accurately predict the
mass function, dn/dM , and size distribution of miniclus-
ters. We propose to solve this problem accurately and
efficiently using the Peak-Patch formalism [48] applied
to axion density fields computed from field theory solu-
tions of topological defect decay [25]. The Peak-Patch
formalism, as we will describe, is an application of the
extended Press-Schechter model [49, 50] for non-linear
gravitational collapse, which solves the so-called excur-
sion set on a real space realisation of the density field,
thus accounting for all non-Gaussianity. Our approach
is able to accurately reproduce the results of recent high
resolution N-body simulations [51] at a fraction of the
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2numerical cost, and extends and clarifies the successes of
purely analytical models [45, 52]. It thus opens the door
to the much further study of miniclusters.
The characteristic mass of axion miniclusters can be
estimated by calculating the total mass in axions con-
tained within the horizon of the universe when the axion
field first began to oscillate at T1 ≈ 1 GeV. This point is
given by
AH(T1) ≈ ma(T1). (1)
where A is, somewhat arbitrarily, normally chosen to be
1 or 3. The temperature dependence of the axion mass
arises due to the susceptibility of the topological charge
χ(T ) via the equation
m2a =
χ(T )
f2a
. (2)
A power law dependence on temperature χ(T ) ∝ T−b
is predicted by dilute instanton gas approximation with
b = 8.16. However, this approximation can be avoided
by determining χ(T ) directly using lattice QCD [11].
The radius of the horizon at T1 is given by
L1 =
1
a1H(T1)
(3)
From this, the characteristic minicluster mass can be es-
timated using
Mmc = ρ¯a(T1)VhL
3
1, (4)
where the value Vh varies between different definitions
of the Hubble volume, with the definition of Ref. [34]
corresponding to Vh = 1, while e.g. Refs. [45, 53] use a
larger value Vh ≈ 130. The result is well fit by
Mmc = 7.36× 10−12
( T1
GeV
)−3
S(log10 T1/ GeV)VhM,
(5)
S(x) ≡ log10
(
0.5[1 + tanh 4(x+ 0.8)]
+1.3[1 + tanh 4(−0.8− x)]
)
,
(6)
where S(x) is an activation function which encodes the
effect of the QCD phase transition impact on g∗(T ), and
varies from S ≈ 1 for T1 & 1 GeV to S ≈ 2.6 for T1 .
1 GeV.
We consider a reference axion mass of ma = 50µeV
which is related to a characteristic mass of Mmc ≈
4.5× 10−13M. However, as will be seen, the true mini-
cluster mass function is in fact very wide. Therefore,
characteristic mass should only be considered a very ap-
proximate value.
Going beyond this simple estimate requires many in-
gredients, and can be done via many different methods
[45, 54]. Those without gravity have all to date used
arbitrary overdensity thresholding [25, 26, 34]. Addi-
tionally, Press-Schechter (PS) methods have only looked
at very late redshifts and have not considered realistic
initial conditions from simulation, including the effects
of the strong non-Gaussianities caused by the decay of
topological defects.
Typically, dark matter simulations employ N-Body
methods to calculate the formation and evolution of
structure. However, such simulations are computation-
ally expensive and it is therefore unlikely that they could
ever be used to calculate the full evolution of axion MCs
from their formation deep in the radiation dominated
era to today. Additionally, these methods fail to offer a
theoretical understanding for these processes of structure
formation. Hence there is potentially much to be gained
from developing more analytical approach to understand-
ing minicluster formation. In this paper we discuss the
application of both analytical and semi-analytical ap-
proaches, in the forms of a Press-Schechter analysis and
the mass Peak-Patch formalism respectively, to better
understand these problems.
This paper is organised as follows; First, in Sec. II we
briefly outline the PQ mechanism and describe the field
theory simulations performed in Ref. [25] which are used
to calculate the initial density field used in this work.
Then, in Sec. III we outline three different gravita-
tional collapse models; the non-linear collapse of a spher-
ical matter overdensity in Sec. III A, the linear growth
of density perturbation in Sec. III B and the Press-
Schechter formalism in Sec. III C. Next, in Sec. III D,
we outline a formalism for estimating the concentration
parameter of a dark matter halo from its collapse redshift.
This is then applied analytically from the power spec-
trum, under the assumption of Gaussianity, to predict
the concentrations of axion miniclusers from our initial
conditions, fitting to the N-Body results from Ref. [55] at
z = 99. We subsequently relax the assumption of Gaus-
sianity by using Peak-Patch formalism in Sec. IV. Using
this formalism we calculate the minicluster mass func-
tion as well as building merger trees from which we can
estimate the collapse redshift and hence concentration of
each of our miniclusters at z = 99. Finally, we extend our
estimate using the power spectrum to z = 0 to predict
the concentrations of axion miniclusters today.
II. MINICLUSTER SEEDS
The PQ mechanism is achieved by introducing a com-
plex scalar given by
ψ = χeiφ/fa , (7)
where φ is the axion field. This field has a U(1) shift
symmetry which is broken by the scalar potential
V (ψ) = λ
(
|ψ|2 − f
2
a
2
)2
. (8)
Due to this potential, as the universe cools the complex
field takes on it’s vacuum expectation value 〈ψ〉 = fa/
√
2.
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FIG. 1. Projected Square Density of Axion DM Initial Con-
ditions. Field at z = 106, calculated using field theory simu-
lations from Ref. [25]. The scale of the projected densities is
set by the average square density along the line of sight.
This spontaneous symmetry breaking causes the initial
phase of the field (i.e. the axion) to be a random distribu-
tion in causally disconnected regions. This consequently
produces a network of cosmic strings and domain walls
[21, 22].
The axion field then continues to evolve as a
Klein-Gordon equation on in an expanding Friedman-
Robertson-Walker metric as given by
θ¨ + 3Hθ − 1
a2
∇2θ + 1
f2A
∂θVQCD(T, θ) = 0. (9)
The potential is given by VQCD ≈ χ(T )(1 − cos θ). This
produces an additional phase transition leads to a glob-
ally preferred value of the axion field causing it to os-
cillate at AH(T ) ≈ ma(T ) as discussed previously the
leading to the decay of the topological defects [25].
Our initial conditions are taken from recent field the-
ory simulations of Ref. [25] in which the PQ field is
evolved through the QCD phase transition, using the
Press-Ryden-Spergel method [56, 57]. These simulations
include the formation of axion strings and N = 1 domain
walls. The defects decay when the axion field begins to
oscillate, at which point the radial field is at the vacuum
expectation value everywhere and so can be switched off.
The resulting distribution of the axion field at z ≈ 106
is shown in Fig. 1. We show the projected square den-
sity, which allows us to see the large density perturba-
tions which seed axion miniclusters throughout the entire
length of the box. The power spectrum P (k), where k is
Fourier conjugate to x, of this field, linearly evolved to
z = 0, is shown in Fig. 2.
The simulations are performed in code units which ab-
sorb the axion mass (allowing us to freely consider any
value). The characteristic time scale is defined as us-
ing H(T1) = ma(T1) (A = 1). The comoving coherence
length of the axion field is used to define a characteristic
length scale given by
L1 = 0.0362
(50µeV
ma
)0.167
pc. (10)
where the exponent of 0.167, valid in the 1 to 2 GeV
temperature range of interest, is found by fitting us-
ing χ(T ) [11, 12]. The total boxsize is then given by
Lbox = LadmL1 where Ladm is an integer which dictates
the specific size of the box. In our case Ladm = 24 giving
a comoving box length of 0.864 pc.1 Since this is the
only occurrence of the axion mass, as will be seen later,
choosing a different value of ma simply shifts the final
minicluster mass range.
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FIG. 2. Power Spectrum of Initial Conditions. Data from Ref.
[25]. The extrapolated adiabatic power spectrum (orange dot-
dashed) is included for comparison. The adiabatic power will
also be cut-off below k1, since this is the axion Jeans scale.
The inset graph shows the full extent of these two power spec-
tra as well as the points at which their extrapolated curves
meet. The adibatic power spectrum is computed with CAMB
and extrapolated with the given power law to large k [58].
III. GRAVITATIONAL COLLAPSE
A. Spherical non-linear collapse
As done in Ref. [35], we consider a spherical matter
overdensity of radius r in a universe containing only mat-
ter and radiation. The equation of motion for such a
region can be written as
r¨ = −8piG
3
ρr − GMtot
r2
, (11)
1 This box is somewhat larger than those studied originally in
Ref. [25], and were provided to us privately. They are the same
as used in the N-Body simulations of Ref. [51].
4where ρr is the homogeneous radiation density and Mtot
is the mass enclosed by the radius. We consider a co-
moving reference frame r = a(η)Rξ(η)ξ where R is the
deviation from the Hubble flow and ξ is a label for the co-
moving shell. Then, in a flat Ω0 = 1 universe containing
only radiation and pressureless matter it can be shown
the equation of motion can be rewritten as
x(1 + x)
d2R
dx2
+
(
1 +
3
2
x
)
+
1
2
(1 + δi
R2
−R
)
= 0, (12)
where x = a/aeq is the normalised scale factor and
δi =
ρ−ρ¯
ρ¯ is the clump overdensity [35]. This can then
be solved numerically, assuming Ri = 1 and
dR
dx
∣∣∣
i
= 0.
The density of the matter perturbation at turn around is
given by
〈ρta〉 = 1
4pir2
dM
dr
. (13)
We therefore represent the parameters at turn around
using
xta =
Cx
δi
, (14)
and
〈ρta〉 = Cρρeq δ
3
i
3ξ2
d
dξ
(1 + δi)ξ
3, (15)
where Cρ = 1/(RtaCx)
3 depends only weakly on δi.
From the virial theorem, we can approximate that the
virial radius is half the turn around radius. Therefore,
for the core density δi,0 = δi(r = 0) we have
〈ρf〉 = 8Cρρeqδ3i,0(1 + δi,0). (16)
Therefore, by numerically solving the collapse of R we
can calculate Cρ and hence estimate the final density.
We will see that for large overdensities (large δi) that the
final overdensity is strongly sensitive to the redshift at
which we consider the object to first start collapsing.
We have confirmed, as found in Ref. [35], that Cρ de-
pends only very weakly on δi,0 with a value of Cρ ∼ 17
thus giving
〈ρf〉 = 136ρeqδ3i,0(1 + δi,0). (17)
B. Linear growth
Considering small perturbations in an expanding ho-
mogeneous and isotropic universe the equation of motion
describing the linear growth of matter perturbations is
given by
d2δ
dt2
+ 2H
dδ
dt
− c
2
s
a2
∆δ − 4piG0δ = 0, (18)
where cs is the speed of sound. For cold matter in the
presence of radiation or dark energy, we can neglect the
c2s term since the pressure is negligible. It can then be
shown that the equation of motion can be written as
x2(1+x−3w)
d2δ
dx2
+
3
2
x(1+(1−w)x−3w) dδ
dx
−3
2
δ = 0, (19)
where w is the equation of state for the homogeneous
relativistic background energy with x defined as before
[59]. Hence, for dark matter in the presence of a radiation
background
x(x+ 1)
d2δ
dx2
+ (1 +
3
2
x)
dδ
dx
− 3
2
δ = 0. (20)
This is known as the Meszaros equation, and is equivalent
to Eq. 12 considering R ≡ 1 − δ in the limit δ  1. For
the case of interest, w = 1/3, the general solution is
δ(x) = C1
(
1 +
3
2
x
)
+ C2
[(
1 +
3
2
x
)
ln
√
1 + x+ 1√
1 + x− 1 − 3
√
1 + x
]
,
(21)
where C1 and C2 are constants which are fixed by the
initial conditions.
Since we are considering a single isocurvature mode
in the sub-horizon limit the initial conditions are deter-
mined by
δ(t = 0) = 1, (22)
dδ
dt
∣∣∣
t=0
= 0. (23)
However, since
dδ
dt
=
dδ
dx
H(x)x =
dδ
dx
x˙, (24)
and H(x) and x are both nonzero, so we require
dδ
dx
= 0. (25)
In the limit of small x
δ(x) = (C1 − 3C2)− C2 ln
(x
4
)
+O(x), (26)
therefore C1 = δi, C2 = 0 [59]. This allows us to write
the growth factor simply as
D(x) = 1 +
3
2
x. (27)
By calculating the linear overdensity at the time of col-
lapse, as calculated using the non-linear equation of mo-
tion, we can calculate the size of regions that should col-
lapse as a function of redshift.
Solving Eq 12 numerically we find, similarly to the
turnaround parameter of Ref. [35], the collapse param-
eter Ccol(δi) ≡ δixcol(δi) is approximately constant as a
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FIG. 3. Modified critical overdensity. Calculated by solving
the spherical collapse as given by Eq. 12 to determine the
point of non-linear collapse and relating this to density from
linear growth using Eq. 27. Performing a least-squares fit,
we find that The collapse threshold saturates to the Einstein-
de Sitter value 1.686 at late times, and is larger during the
radiation era.
function of the initial overdensity. We can therefore ex-
pect an overdensity to collapse once it has grown by some
fixed amount δc(δi) = δi + ε.
To ensure that the δi dependence of Ccol is correctly
dealt with, we fit ε to our numerical solution using a least
squares fit and find the familiar value of ε = 1.686.
Then, since δi = δc(x)/D(x) the critical density can be
calculated as a function of redshift. Hence, the critical
overdensity above which structures will collapse at some
redshift z is then given by
δc(x) =
εD(x)
D(x)− 1 . (28)
It can be seen, as shown in Fig. 3, that this modified
threshold reproduces the usual CDM result of δc = 1.686
in the limit of small redshifts. Using this equation we
can relate the linear growth of overdensities to non-linear
collapse.
C. Press-Schechter
From the spherical collapse model we expect that re-
gions of a linearly evolved overdensity field above the
critical overdensity will have collapsed to form virialised
objects. This can be written as the criteria that δ(x, t) >
δc(z). To assign masses to these regions, we consider a
smoothed density field given by
δs(x;R) ≡
∫
δ(x′)W (x + x′;R)d3x′, (29)
where W (x;R) is a window function of characteristic ra-
dius R. For the simplest case of a spherical tophat filter,
this is related to a mass M = 43piρ¯R
3. The PS formalism
works by assuming that the probability of δs > δc(t) is
equal to the fraction of mass contained within halos of
mass greater than M [49]. Assumign a Gaussian density
field (we address non-Gaussianities shortly), this proba-
bility is found to be
P[> δc(t)] =
1
2
erfc
[ δc(t)√
2σ(M)
]
, (30)
in which σ(M) is the mass variance of the smoothed den-
sity field given by
σ2(M) = 〈δ2s(x;R)〉 =
1
2pi2
∫ ∞
0
P (k)W˜ 2(kR)k2dk,
(31)
where P (k) is the power spectrum of the density pertur-
bations and W˜ (kR) is the window function in Fourier
space. For a tophat filter, the window function is given
by
W˜th(kR) =
3(sin kR− kR cos kR)
(kR)3
. (32)
However, underdense regions can be enclosed within a
larger overdense region causing them to be included in
the larger collapsed object. This cloud-in-cloud problem
is accounted for by introducing a famous ’fudge factor’
of 2 [60]. This modifies the original ansatz to give the
following
F (> M) = 2P[> δc(t)]. (33)
From this, this halo mass function (HMF) can be esti-
mated by
dn
d lnM
= M
ρ0
M2
f(σ)
∣∣∣ dσ
d lnM
∣∣∣, (34)
where ρ0 is the mean DM density and f(σ) is the multi-
plicity function.
In standard PS, this multiplicity function is given by
fps(σ) =
√
2
pi
δc
σ
exp
(−δ2c
2σ2
)
(35)
where δc is the critical overdensity. As discussed, for
ordinary WIMP CDM δc ≈ 1.686, however we replace
this with out redshift dependent threshold δc = δc(z).
There exist, however, other multiplicity functions which
are often found to better match simulation data than PS
[61]. These include the Sheth-Tormen fit
fst(σ) = A
√
2a
pi
[
1 +
( σ2
aδ2c
)p]δc
σ
exp
(−aδ2c
2σ2
)
, (36)
where A = 0.3222, a = 0.707 and p = 0.3 [62], and the
fit from Tinker and Kravtsov
ftk(σ) = A
[( b
σ
)a
+ 1
]
exp
(−c
σ2
)
, (37)
6with constants given by
A = 0.186(1 + z)−0.14, a = 1.47(1 + z)0.06,
b = 2.56(1 + z)−α, c = 1.19,
α = exp
[
−
( 0.75
ln(∆vir/75)
)]
.
Here, ∆vir is the viral parameter given by
∆vir = 18pi
2 + 82y − 39y2, (38)
where y = Ωm(z)− 1 with
Ωm(z) =
Ωm,0(1 + z)
3
Ωm,0(1 + z)3 + Ωr,0(1 + z)4 + ΩΛ,0
. (39)
The parameters A, a, b and c are all dependent on ∆vir
with the values quoted for ∆vir = 200 [63]. These pa-
rameters are calibrated to ∆ = 200, however as we will
see they provide a good fit also to our results at z=99.
Applying the outlined formalism on the power spec-
trum of the initial conditions, using one of the fitting
functions above, we can estimate the HMF as a function
of redshift assuming a Gaussian overdensity field.
D. Estimating the Concentration Parameter
It is known from previous simulations of the same ini-
tial density field that the halos formed have a radial den-
sity profile that is well described by the usual NFW pro-
file
ρ(r) =
ρc
(r/rs)(1 + r/rs)2
, (40)
where ρc and rc are the characteristic density and radius
respectively [51, 55, 64]. The concentration parameter is
then defined by c = r200/rs where r200 is the radius which
encloses a region of mean density equal to ρ200 = 200ρcrit.
Efforts have been made using N-Body simulations to
relate the concentration parameter of a halo to it’s col-
lapse redshift [64–67].
Navarro et. al defined the collapse redshift, sometimes
also called the formation redshift, to be the redshift at
which for some halo half of its final mass Mfinal is con-
tained within progenitors of a mass larger than fMfinal
where f is some fraction. This can be estimated using
the Press-Schechter formalism
erfc
{
X(zcol)−X(z0)
}
=
1
2
, (41)
where
X(z) =
δc(z)√
2[σ2(fM, z)− σ2(M, z)] , (42)
and σ(M, z) is the linear variance of the power spectrum
at some final redshift z [68]. Navarro et. al found that
a fraction of f = 0.01 best matched the results from
N-Body simulations of CDM with adiabatic initial con-
ditions. We take f as a free normalisation constant in our
application.
Solving Eq. 41 as a function of z0 for a fixed mass by
using the mass variance for the powerspectrum shown in
Fig. 2, we find that the collapse redshift initially falls
proportional to z0, then at z0 ∼ zeq the collapse redshift
tends towards some constant value determined by the
final halo mass M .
They then assume that the scale density of the halo is
proportional to the density of the universe at this time.
Thus implying
δs = κnfw(f)ρu(xcol), (43)
where κnfw is a free parameter and xcol is the normal-
ized scale factor relating to the point of collapse defined
by Navarro et. al (not to be confused with the point of
non-linear collapse from Sec III B). Since the halos they
considered only collapse at very late redshifts only the
matter component of the density was considered. How-
ever, since the halos we consider collapse much earlier,
we must also acknowledge the contribution of radiation.
Therefore, we take
ρu(xcol) = ρeq(x
3
col + xcol
4). (44)
Having calculated the characteristic overdensity, the con-
centration parameter can then be calculated by solving
δs =
200
3
c3
ln(1 + c)− c/(1 + c) . (45)
Once the concentration parameter curve is calculated,
the free parameter κnfw(f) can be fitted to results from
N-Body simulations. In Fig. 4 we fit the predicted con-
centration parameter from the NFW formula with the
power spectrum in Fig. 2 to the N-Body results from [51]
and find κnfw(f = 0.01) = 9.38×104. We can then calcu-
late the predicted concentration parameter as a function
of redshift, as shown as solid lines in Fig. 4. The er-
ror bars seen on the N-Body values denote the range of
halo masses used to calculate the concentration param-
eter. This was done by averaging the spherical density
profiles and then fitting the resulting profile to Eq. 40.
We see that at very early redshifts, all halos are pre-
dicted to have approximately the same concentration.
This is because the threshold for collapse is still very
high, as seen from Fig. 3. As a result, any collapsed
object that is found, regardless of mass, will have most
likely only just formed. Then, since the concentration
is assumed to depend only on the collapse redshift, the
value is therefore the same for all masses.
At around matter-radiation equality a peak begins to
form at M ≈ 10−13M. The location of this peak does
not change over time. This indicates that at any point
in time, objects with a mass around this value are the
oldest and therefore most concentrated.
More recently, Bullock et. al developed a more general
model [67]. Firstly they simplify their definition of the
7collapse redshift to be the redshift at which for some halo
half of its final mass Mfinal is contained within progeni-
tors of any mass. This is equivalent to setting f = 0 in
the NFW definition.
Additionally, they generalise the model by defining a
more general characteristic density ρ˜s, defined by Mvir ≡
4pi
3 r
3
s ρ˜s. As done previously, this is then assumed to be
associated with the density of the universe at the time of
collapse according to
ρ˜s = κ
3
b∆vir(a)ρu(a), (46)
where κb is a proportionality constant which represents
the contraction of the inner halo in excess of the standard
requirements from dissipationless top-hat halo virialista-
tion.
For a universe dominated only by matter it can then
be found that
c(M,a) = κb
a
acol
= κb
x
xcol
. (47)
However, again this must be modified to account for early
radiation domination through Eq. 44. The new relation
is found to be
c(M,x) = κb
(x−3 + x−4
x−3col + x
−4
col
)1/3
. (48)
It can be seen that we recover Eq. 47 in the limit of large
x and xcol. Since xcol tends towards a constant value, we
can therefore predict, as done by Bullock et. al, that at
late times c(M,x) ∝ x. While it isn’t quite as easy to
see, the same is also true for the NFW case.
As with the NFW approach, we use this to predict
the concentration parameter. For consistency with the
Bullock approach we use f = 10−5 ≈ 0. Then, using a
least-squares fit to the N-Body data at z = 99 and find a
proportionality constant κb = 10.6. This can be seen in
as dashed curves in Fig. 4.
We see that the peak in concentration forms at M ≈
2.4 × 10−11M, roughly two orders of magnitude larger
than predicted using the NFW approach. It should be
noted that the overall shape of the curve is determined
only by the choice of the progenitor fraction f (as used
in Eq. 41). The different treatments of the scale density
change primarily the normalisation of the curve at each
redshift.
It is clear from Fig. 4 that the NFW approach fits the
N-Body results the best. We therefore choose to apply
this approach moving forwards to our solution of the ex-
cursion set on the full initial density field.
IV. PEAK PATCH AND THE EXCURSION SET
Typical full three-dimensional N-Body dark matter
simulations can be very computationally expensive. This
expense is increased when simulated axion miniclusters
since it begins to collapse deep into the epoch of radiation
10 15 10 13 10 11 10 9
Mass M [M ]
101
102
103
Co
nc
en
tra
tio
n 
C
(M
)
z = 99
z = 250
z = 629
z = 2507
z = 6291
N-Body (z = 99)
FIG. 4. Concentration Parameter Estimates. Curves calcu-
lated by solving Eq. 41 using the initial power spectrum to
estimate the collapse redshift and combining with the concen-
tration estimation formalism of NFW (solid lines) via Eq. 43
and Eq. 45 using f = 0.01 and the concentration estimation
formalism of Bullock et. al (dashed lines) via Eq. 48 with
f = 10−5. The free parameters are determined using a least-
squares fit to N-Body results from Ref. [51] and are found to
be κnfw = 9.38× 104 and κb = 10.6 respectively.
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FIG. 5. Evolution of DM Halos calculated by Peak-Patch.
Calculated for a small section overlayed onto the initial den-
sity field. Black circles indicate the radii of regions in which
the contained overdensity is equal to the critical overdensity
as shown in Fig. 3.
domination, thus requiring significantly longer simulation
times. The mass-Peak Patch algorithm is an alternative
to N-Body simulations which is able to generally repro-
duce the same results using a fraction of the CPU time
and memory. We use a modified version of this algorithm
produced in [48].
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FIG. 6. Minicluster mass function from Peak-Patch. Solid lines show the HMF calculated using peak-patch with a redshift
dependent collapse threshold calculated in III B. Dotted lines show the HMFs at the same redshifts calculated using N-Body
techniques in Ref. [51].
Peak-patch is based on an extended Press-Schechter
model in that it solves the excursion set in real space on
a true realisation of the density field. This can not be
calculated analytically, since filtering in physical space
leads to a correlated random walk. Therefore, numerical
methods such as this one must be employed.
The Peak-Patch (PP) program utilises a massively-
parallel procedure to identify peaks in a linearly evolved
initial density field which has been smoothed on a range
of scales. The final sizes of the halos are calculated using
the spherical collapse approximation. The final set of ha-
los is then calculated by excluding overlapping patches.
From this the mass function can be calculated at each
redshift. Additionally, the final locations of each peak
are then calculated using first order Lagrangian displace-
ments. In it’s unmodified form, PP identifies potential
peaks as filtered cells containing an overdensity greater
than the typical value of δcrit = 1.686. The advantage for
the present application is that, unlike PS, this method ac-
counts correctly for all the non-Gaussianities in the initial
distribution.
To use this formalism to simulate the collapse of axion
miniclusters, two primary modifications have been made.
Firstly, instead of using a random initial field we input
the realistic initial conditions calculated using field sim-
ulations by [25]. Secondly, we implement our redshift
dependent threshold for collapse and growth factor from
Eq. 28 and Eq. 27 respectively. Using this we can now
calculate the final sizes, masses and positions of the DM
clumps originating from the realistic initial conditions.
We use a total of 20 real space filters, logarithmically
spaced from 8.44 × 10−4 pc to 0.449 pc to calculate the
masses, sizes and positions of halos at 100 redshifts be-
tween z = 106 and z = 99. This final redshift was cal-
culated in Ref. [51] to be safely before the box goes non-
linear for our initial conditions.
A demonstration of the Peak-patch procedure is shown
in Fig. 5. Here we plot the location and extent of halos
calculated by Peak Patch at four different redshifts on top
of the projected square density field for a small region of
our box.
In Fig. 6 we present the calculated HMFs at nine dif-
ferent redshifts together with the results from Ref. [51]
in which the same initial conditions are simulated using
traditional N-Body techniques.
Qualitatively the results are very similar. Both meth-
ods show that the number of objects at all masses in-
crease rapidly over time up to around matter-radiation
equality where the distribution falls and broadens to
higher masses. We understand this evolution as the ini-
tial collapse of high density regions followed later by the
merging of existing halos. It can be seen, however, that
the HMF calculated using Peak Patch falls much more
than that of N-Body. This is thought to be due to the
different definitions of what constitutes a ”halo” in each
approach. Eggemeier et. al use the standard definition
that a halo is an object with an average density of 200
times the critical density of the universe, whereas Peak-
Patch inherently defines a halo as a complete gravitation-
ally bound area. At early times, while objects are still
small, these definitions produce similar results. How-
ever, at later times many objects that would be defined
as seperate halos using the approach by Eggemeier et.
al, are gravitationally bound to each other and therefore
are considered to be a single object by Peak-Patch.
At the latest redshift (z = 99) we find that the HMF
has a slope of M−0.68 which is consistent with the slope
of M−0.70 calculated by N-Body. However, where N-
Body simulations found this slope to be consistent for all
masses, we find that it is only true for small masses up to
M ≈ 5×10−13M. Above this mass we find the gradient
of the HMF to be M−0.35. Again, however, due to the
differences in our definitions of what constitutes a halo,
it is impossible to make direct comparisons of the HMF
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FIG. 7. Comparison of HMF with PS Prediction. Solid line
indicates the HMF calculated using peak-patch at z = 99.
Dotted, dot-dashed and dashed lines show the Press-Schechter
predictions for the HMF at the same redshift using fitting
functions PS, ST and TK respectively.
magnitudes calculated by the two different methods.
We compare the different analytical HMFs calculated
assuming Gaussianity and the initial P(k) in Fig. 7, and
find Sheth-Tormen to give the best fit to Peak-Patch.
In Fig. 8 we compare the calculated number of halos
above different masses as a function of redshift to the
value predicted from PS using the standard PS multi-
plicity function. For each mass range we see a very rapid
initial growth of halos followed by a slow stagnation and
then decline. Interestingly, Peak-patch finds many more
low mass objects at early redshifts than are predicted by
PS. The N-Body simulations also find objects to form
faster than PS predicts, however, these objects are still
seen much later than in Peak-patch. This is though to be
related to the fact that at early times our density field is
highly non-Gaussian whereas the PS approach assumes
exactly the opposite to be true.
Next, we use the results from Peak-patch to build
merger trees. An example case of a halo with a final
mass of ∼ 10−11M is shown in Fig. 9.
The trees are built by choosing a halo from the data for
the latest redshift, then, for each of the earlier redshifts,
finding objects within the radius of the final halo plus
the radius of the largest halo at that redshift. We then
check for any regions overlapping with the final sphere.
Following this, we calculate the volume of the overlapping
region to assign an effective mass and radius to the sub-
halo. Once a full list of peaks at each redshift is built, we
can then assign sub-peaks to their parents by iteratively
checking which peaks lie within the radius of the parent
at the next latest redshift.
It can also be seen however that using this simple pro-
cedure it is possible for some peaks to “split” into two
peaks and later recombine.
It can be seen from example case shown that initially
isolated halos grow through the accretion of surrounding
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FIG. 8. Number of Minicluster Halos. Top: Total fraction of
gravitationaly bound mass. Bottom: Total number of mini-
clusters above mass scales in the range {10−15, 10−10}M.
Solid lines indicate the values calculated using peak-patch
while dotted lines show the values predicted using Press-
Schechter. Peak patch finds a large number of halos to form at
high redshift from the strongly non-Gaussian density peaks,
consistent with the results of N-body.
matter. Then, there is a period in which many mergers
take place. At this point the total mass of the progen-
itors stagnates and increases only slowly through accre-
tion and occasional mergers.
Using these merger trees it is then possible to assign
a collapse redshift to each halo using the half-mass def-
inition as discussed in Sec. III D. In doing this we can
then also estimate the shape of the concentration-mass
curve from the true initial density field. The normali-
sation of the curve is then set by the same fitting pa-
rameter of κnfw = 9.38 × 104 calculated earlier using
Press-Schechter.
The collapse redshift was calculated for the halos found
by Peak-patch using three a threshold fraction of f =
0.01 however we found that, unlike with the PS pre-
dictions, the choice of threshold fraction only makes a
significant impact for masses above the peak mass of
M ≈ 10−11M.
Using the same fitting parameter calculated for using
the PS predictions for C(M), we find a concentration
distribution as shown in Fig. 10. It can be seen that
for masses above ∼ 10−12M the Press-Schechter and
Peak Patch approaches make comparable predictions for
a large proportion of the miniclusters. However, Peak
Patch also produces a large number of halos with a very
low concentration at all masses up to ∼ 10−11M.
Finally, given the success of our calibrated analytical
approach in fitting both the N-body and Peak-patch re-
sults, we can extend our PS calculation to z = 0 to
predict the concentration parameter of the axion mini-
clusters today. Doing so, we find a maximum value of
10
7.9× 104 at M = 2.0× 10−13 as shown in Fig. 10.
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FIG. 9. Example merger tree. Top: Merger tree for a halo
with a final mass of 6×10−12M showing all progenitors with
a mass greater than 1×10−14M. The radius of the circles is
proportional to the effective radius of the progenitor. Bottom:
Total mass of progenitors that have a mass greater that 0.01
times the final halo mass. The collapse redshift is then defined
as the point at which this total equals half of the final mass,
as introduced by Navarro et. al in Ref .[66].
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the concentration parameters calculated using Peak-Patch
merger trees. The solid green and dashed red lines show the
concentrations from the power spectrum, assuming Gaussian-
ity. The grey colour map shows halos calculated to have con-
centrations less than 50. Since these objects have only just
formed it is thought that they have not had enough time to
become as dense as the NFW prediction.
V. DISCUSSION AND CONCLUSIONS
We have presented analytic and semi-analytic methods
to compute the mass function and halo concentration of
axion miniclusters, using the simulated initial conditions
from Ref. [25].
Our main results use the Peak-Patch excursion set for-
malism [48] to solve the barrier crossing and gravitational
spherical collapse problem in real space for the fully non-
Gaussian initial data. The resulting minicluster mass
function displays initial growth during the radiation era
due to direct collapse of rare overdensities and a falling
critical barrier. In the matter dominated era, the barrier
becomes constant in redshift, and hierarchical mergers
take over. The qualitative behaviour is in exact agree-
ment with results from N-body simulations [51].
At late times, the mass function is well described by
the Sheth-Tormen [62] multiplicity function, with the
mass variance computed from the initial power spectrum
alone, assuming Gaussianity and linear growth. The
mass function at late times behaves as M−0.68 for small
masses and M−0.35 for large masses within the range
10−15 . M . 10−9M, in quantitative agreement with
N-body simulations. Our result for the mass function
amplitude differs quantitatively from N-body simulations
due to different definitions of the halo mass.
By constructing merger trees we are able to estimate
the redshift of collapse of a minicluster, and thus, follow-
ing Navarro et al [66] estimate the halo concentration-
mass relation, C(M). The result is also relatively well
described by using mass variance computed from the ini-
tial power spectrum assuming Gaussianity, and the an-
alytic formulae of Navarro et al. A single calibration
parameter, which is the same for the Peak-Patch merger
trees and the analytical model, gives C(M) matching the
N-body simulations for large masses.
Our method predicts that C(M) reaches a maximum
at M ≈ 10−13(ma/50µeV)−0.5M, caused by the transi-
tion from direct collapse to hierarchical structure forma-
tion at matter radiation equality. This feature has not
been observed yet in N-body simulations, which do not
have the required small scale resolution.
For the box size of our initial conditions, the Peak-
Patch and N-body methods cannot be applied beyond
z = 99. However, since our analytical methods describe
C(M) well at large masses, we can use the linear power
spectrum to extrapolate them to z = 0, where we predict
C ∼ O(few) × 104 for typical miniclusters. This value
of C implies that typical miniclusters today have scale
radii some order of magnitude larger than their Einstein
radius for microlensing of stars in M31 [69]. Such typ-
ical miniclusters are thus likely to lead to a very small
microlensing magnification [44, 45].
However, all is not lost for minicluster microlensing.
Firstly, our present initial condition box is not large
enough to describe the statistics of C(M) and investigate
the existence of the very rare and dense miniclusters that
can have appreciable microlensing signals [44, 45]. Fur-
11
thermore, and in agreement with N-body simulations, we
find that an O(1) fraction of the DM is bound in mini-
clusters (final mass fraction of fb = 0.78 compared to
0.75 from N-Body). Secondly, we predict large values of
C(M) across the entire mass function, particularly ex-
tending to M & 10−10M, where the microlensing signal
is not affected by source size or wave optics effects [69]. A
fraction of just 10−3 with C ∼ 106 would be sufficient to
exclude the QCD axion using the results of Ref. [69], and
a fraction of 10−4 could produce an observable signal in
a longer microlensing survey [44, 45]. If C(M) has strong
non-Gaussian tails, which is expected based on the dis-
tribution of initial overdensities [25, 26, 34], then such
a signal remains possible. The low computational cost
of our method will allow future characterisation of the
tails of the C(M) distribution by studying many initial
condition boxes.
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