We study the level lines of GFF starting from interior points. We show that the level line of GFF starting from an interior point turns out to be a sequence of level loops. The sequence of level loops satisfies "target-independent" property. All sequences of level loops starting from interior points give a tree-structure of the plane. We also introduce the continuum exploration process of GFF starting from interior. The continuum exploration process of whole-plane GFF satisfies "reversibility". Finally, we explain the relation between whole-plane GFF and wholeplane CLE 4 and derive the fact that whole-plane CLE 4 is conformal invariant under any Möbius transformation of the Riemann sphere from the reversibility of the continuum exploration process of whole-plane GFF.
Introduction
This is the second in a series of two papers the first of which is [WW14] . Suppose that h is a smooth real-valued function defined on the complex plane C, then level lines of h are curves along which h has constant value. In [SS09, SS13] , the authors derive that one can still make sense of level lines of Gaussian Free Field (GFF), which is nolonger a pointwise-defined function and can only be viewed as a distribution. The level lines of GFF are still continuous curves, which are variants of Schramm Loewner Evolution (SLE 4 ).
In [WW14] , we study level lines of GFF that start from boundary points. In the current paper, we will study level lines of GFF that start from interior points. We show that the level line of GFF starting from an interior point turns out to be a sequence of level loops (Theorems 1.1.1 and 1.1.2). We explain the interaction behavior between two sequences of level loops (Theorems 1.1.3 and 1.1.4): two sequences of level loops with distinct starting points but common target point will merge; two sequences of level loops with common start point and distinct target points coincide up to the first disconnecting time after which the two processes continue toward their target points in a conditionally independent way. The latter fact is so-called "target-independent" property of the sequence of level loops. Consider all sequences of level loops starting from interior points, they give a tree-structure of the complex plane (Theorem 1.1.5).
We also introduce continuum exploration processes of GFF starting from interior points. They are sequences of quasisimple loops (Theorems 1.2.1 and 1.2.2). We describe the interaction behavior between two continuum exploration processes (Theorems 1.2.3 and 1.2.4). All continuum exploration processes starting from interior points also give a tree-structure of the plane (Theorem 1.2.5). We wish to highlight two interesting facts about the continuum exploration processes. First, the continuum exploration processes of whole-plane GFF satisfy reversibility: the continuum exploration process starting from the origin targeted at ∞ "coincides" (in a certain sense which will be made precise in Theorem 1.2.6) with the continuum exploration process starting from ∞ targeted at the origin. Second, consider all the continuum exploration processes of whole-plane GFF, they provide a coupling between whole-plane GFF and whole-plane Conformal Loop Ensemble (CLE 4 ). In this coupling, the "target-independent" property of whole-plane CLE 4 becomes immediate and the fact that whole-plane CLE 4 is invariant under any Möbius transformation of the Riemman sphere (Theorem 1.2.7) becomes a consequence of the reversibility of the continuum exploration processes.
In a series of papers [MS12a, MS12b, MS12c, MS13] , the authors study the flow lines of GFF. In particular, [MS12a] studies the flow lines starting from boundary points and [MS13] studies the flow line starting from interior points. The current paper is motivated by [MS13] . However, the situation for the level line starting from interior is quite different from the flow line case: the flow line starting from an interior point is a continuous curve; whereas, the level line starting from interior will merge with itself, and the only natural way to describe it is by a sequence of loops. This paper is also an important part in a program on conformal invariant metric on CLE 4 which includes [WW13, SWW14, WW14] . In [WW13] , the authors constructed a conformal invariant growing process in CLE 4 (recalled in Section 3.1) where each loop has a time parameter. The authors conjectured that the time parameter is a deterministic function of the loop configuration. Later, Scott Sheffield pointed out that the conformal invariant growing process in CLE 4 is closely related to the exploration process of GFF (which is made precise in [WW14, Section 3] and Sections 3.2, 3.3). The tools that we develop in the current paper will be used in the program by Scott Sheffield, Samuel Watson, Wendelin Werner and Hao Wu which tries to prove the conjecture that the time parameter in CLE 4 constructed in [WW13] is a deterministic function of the loop configuration, and hence gives a conformal invariant metric on CLE 4 loops.
Sequence of level loops starting from interior
To consider level line of GFF starting from an interior point, it is natural to consider a random sequence of level loops instead of a random path, and the height difference between two neighbor loops is rλ for some fixed number r ∈ (0, 1). A simple loop in the complex plane is the image of the unit circle in the plane under a continuous injective map. In other words, a simple loop is a subset of C which is homeomorphic to the unit circle ∂ U. Note that a simple loop is oriented either clockwise or counterclockwise. If L is a simple loop, then L separates the plane into two connected components that we call its interior int(L) (the bounded one) and its exterior ext(L) (the unbounded one). Assume that the origin is contained in int(L), we define the inradius and outradius of the loop L to be inrad(L) = sup{r > 0 : rU ⊂ int(L)}; outrad(L) = inf{R > 0 : C \ RU ⊂ ext(L)}.
We call a sequence of simple loops (L n , n ∈ Z) in the plane a transient sequence of adjacent simple loops disconnecting the origin from infinity if the sequence satisfies the following properties.
(1) For each n, the loop L n disconnects the origin from infinity;
(2) For each n, the loop L n−1 is contained in the closure of int(L n ) and L n−1 ∩ L n = / 0;
(3) The sequence is transient:
Given a transient sequence of adjacent simple loops (L n , n ∈ Z), we use the term level loop boundary conditions with height difference rλ to describe the boundary values given by the following rule. Assume that the loop L n has boundary value c on the left-side and 2λ + c on the right-side, the boundary value of L n−1 is c + rλ on the left-side and 2λ + c + rλ on the right-side, if L n−1 is clockwise; c − rλ on the left-side and 2λ + c − rλ on the right-side, if L n−1 is counterclockwise.
See Note that, once we know the boundary values of a loop L n 0 in the sequence, we can tell the boundary values of all loops L n , for n ≤ n 0 , by the level loop boundary conditions with height difference rλ .
We say a domain D ⊂ C has harmonically non-trivial boundary if a Brownian motion started at a point in D hits ∂ D almost surely. We call a sequence of simple loops (L n , n ∈ Z) in D a transient sequence of adjacent simple loops disconnecting z ∈ D from ∂ D if the sequence satisfies the following properties.
(1) For each n, the loop L n disconnects z from ∂ D;
(2) For each n, the loop L n−1 is contained in the closure of the connected component of D \ L n that contains z; (3) The sequence is transient: the loop L n converges to {z} in Hausdorff metric as n → −∞.
The level loop boundary conditions with height difference rλ for a transient sequence of adjacent loops in D is defined in the same way as before.
The following two theorems explain that the level line of GFF starting from an interior point turns out to be a transient sequence of adjacent loops. Theorem 1.1.1. Fix a connected domain D ⊂ C with harmonically non-trivial boundary, a starting point z ∈ D, and a number r ∈ (0, 1). Let h be a GFF on D with some boundary values. There exists a coupling between h and a random transient sequence (L n , n ∈ Z) of adjacent simple loops disconnecting z from ∂ D such that the following domain Markov property is true. For any stopping time N, the conditional law of h given (L n , n ≤ N) is a GFF on D \ ∪ n≤N L n whose boundary value agrees with the boundary value of h on ∂ D and is given by level loop boundary conditions with height difference rλ on (L n , n ≤ N).
If D = C and h is a whole-plane GFF (modulo a global additive constant in rλ Z), there is also a coupling between h and a random transient sequence (L n , n ∈ Z) of adjacent simple loops disconnecting the origin from infinity such that the following domain Markov property is true. For any stopping time N, the conditional law of h given (L n , n ≤ N) is a GFF (modulo a global additive constant in rλ Z) on C \ ∪ n≤N L n whose boundary value is given by level loop boundary conditions with height difference rλ on (L n , n ≤ N). Theorem 1.1.2. In the coupling of a GFF h and a random sequence of loops (L n , n ∈ Z) as in Theorem 1.1.1, the sequence (L n , n ∈ Z) is almost surely determined by the field h viewed as a distribution modulo a global additive constant in rλ Z.
In the coupling between a whole-plane GFF h and a sequence of loops (L n , n ∈ Z) given by Theorem 1.1.1, we call the sequence of level loops the alternating height-varying sequence of level loops of h starting from the origin targeted at ∞.
The following two theorems explain the interaction behaviors between two sequences of level loops.
Theorem 1.1.3. Fix r ∈ (0, 1). Suppose that h is a whole-plane GFF modulo a global additive constant in rλ Z. Fix two starting points z 1 , z 2 . For i = 1, 2, let (L z i n , n ∈ Z) be the alternating height-varying sequence of level loops of h with height difference rλ starting from z i targeted at ∞. Define
Then, almost surely, the loops L z 1 N 1 and L z 2 N 2 coincide; moreover, the two sequences of loops (L z 1 n , n ≥ N 1 ) and (L z 2 n , n ≥ N 2 ) coincide. Theorem 1.1.4. Fix r ∈ (0, 1). Suppose that h is a whole-plane GFF modulo a global additive constant in rλ Z. Fix three points z, w 1 , w 2 . For i = 1, 2, let (L z→w i n , n ∈ Z) be the alternating height-varying sequence of level loops of h with height difference rλ starting from z targeted at w i ; and denote by U w i n the connected component of C \ L z→w i n that contains w i . Then there exists a number M such that
, n ≤ M), the two sequences continue towards their target points respectively in a conditionally independent way.
The following theorem explains that all sequences of level loops give a tree-structure of the plane. Theorem 1.1.5. Fix r ∈ (0, 1). Suppose that h is a whole-plane GFF modulo a global additive constant in rλ Z. Suppose that (z m , m ≥ 1) is any countable dense set and, for each m, let (L m n , n ∈ Z) be the alternating heightvarying sequence of level loops of h with height difference rλ starting from z m targeted at ∞. Then the collection ((L m n , n ∈ Z), m ≥ 1) almost surely determines the field h and its law does not depend on the choice of (z m , m ≥ 1). Moreover, the collection ((L m n , n ∈ Z), m ≥ 1) forms a tree structure in the sense that, almost surely, any two sequences of level loops merge eventually.
Remark 1.1.6. In the coupling (h, (L n , n ∈ Z)) as in Theorem 1.1.1 for D = C, the Hausdorff dimension of the intersection of two neighbor loops is almost surely given by (see [WW14, Remark 1.
This implies that, given the sequence of level loops (L n , n ∈ Z), we can tell the height difference rλ through the Hausdorff dimension of the intersection of two neighbor loops. Generally, for any two loops L n and L m in the sequence, on the event [L n ∩ L m = / 0], their height difference D > 0 can be read from the Hausdorff dimension of their intersection:
Continuum exploration process starting from interior
In this section, we will describe a continuum exploration process of GFF starting from an interior point. This process can be viewed as the limit of the sequence of level loops in Theorem 1.1.1 as r goes to zero. Before defining the continuum exploration process, we need to define a suitable space of loops (see also [She09, Section 4.1]). As we introduced in Section 1.1, a simple loop is a subset of C which is homeomorphic to the unit circle ∂ U. Recall that int(L) is the bounded connected component of C \ L, and int(L) is a simply connected domain. There exists a conformal map ϕ from int(L) onto U and ϕ can be extended as a homeomorphism from the closure of int(L) onto U.
A quasisimple loop is the (oriented) boundary of a simply connected domain. Note that a quasisimple loop can be obtained as the limit of a sequence of simple loops under L ∞ metric. A quasisimple loop may intersect itself, but it can not cross itself traversely. If L is a quasisimple loop, we denote by ext(L) the unbounded connected component of C \ L (there may be several bounded connected components of C \ L, but there is only one that is unbounded). We will say L is clockwise (resp. counterclockwise) if the boundary of ext(L) is clockwise (resp. counterclockwise). See Figure 1 .2.1. Suppose that a quasisimple loop L disconnects the origin from ∞, and let U 0 L be the connected component of C \ L that contains the origin. Define
We will use the convergence of quasisimple loops in Carathéodory topology which is defined in the following way. We say that a sequence of quasisimple loops (L n , n ≥ 1) converges to a quasisimple loop L in Carathéodory topology seen from ∞ if φ 0 (ext(L n )) converges to φ 0 (ext(L)) in Carathéodory topology seen from the origin where φ 0 (z) = 1/z (see [Law05, Section 3 .6] for Carathéodory topology).
We call a sequence of quasisimple loops (L u , u ∈ R) in the plane a transient càdlàg sequence of adjacent quasisimple loops disconnecting the origin from infinity if the sequence satisfies the following properties. (1) There exists a sequence of reals (u j , j ∈ Z) such that
and that, for all j, the loops L u have the same orientation for u j ≤ u < u j+1 which is different from the orientation of L u j+1 .
(2) For each u, the loop L u disconnects the origin from ∞.
(3) For v < u, the loop L v is contained in the closure of the connected component of C \ L u that contains the origin. Moreover, the sequence is càdlàg: for each u, under Carathéodory topology seen from ∞, we have
• the left limit lim v↑u L v exists, denoted by L u− ;
• the right limit lim v↓u L u exists and equals L u .
And the two loops are adjacent:
(4) The sequence is transient:
Given a transient càdlàg sequence of adjacent quasisimple loops (L u , u ∈ R), we use the term continuum level loop boundary conditions to describe the boundary values given by the following rule. Assume that the loop L u has boundary value c to the left-side and 2λ + c to the right-side, and assume that u j < u ≤ u j+1 for some j. Then, for v ∈ [u j , u), the boundary value of L v is c + 2λ (u − v) on the left-side and 2λ
See Figure 1 .2.2. Note that, once we know the boundary value of a loop L u in the sequence, we can tell the boundary values of all loops L v , for v < u, by the continuum level loop boundary conditions.
Suppose that D ⊂ C is a domain with harmonically non-trivial boundary. We call a sequence of quasisimple loops (L u , u ∈ R) in D a transient càdlàg sequence of adjacent quasisimple loops disconnecting z ∈ D from ∂ D if the sequence satisfies the following properties.
(1) There exists a sequence of reals (u j , j ≤ j 0 ) such that
and that, for all j ≤ j 0 − 1, the loops L u have the same orientation for u j ≤ u < u j+1 which is different from the orientation of L u j+1 .
has boundary value c + 2λ (u − v) to the left-side.
wise, it has boundary value 2λ + c − 2λ (u − v) to the right-side.
Fig. 1.2.2:
Explanation of the continuum level loop boundary conditions. Assume that the boundary value of the loop L u is c to the left-side and is 2λ + c to the right-side.
(2) For each u, the loop L u disconnects z from ∂ D.
(3) For v < u, the loop L v is contained in the closure of the connected component of D \ L u that contains z. Moreover, the sequence is càdlàg under Carathéodory topology seen from ∞, and for each u, the loop L u has nonempty intersection with its left limit.
(4) The sequence is transient: the loop L u converges to {z} in Hausdorff metric as u → −∞.
The continuum level loop boundary conditions for a transient càdlàg sequence of quasisimple loops in D can be defined similarly.
The following two theorems explains that the continuum exploration process of GFF starting from an interior point is a càdlàg sequence of quasisimple loops. Theorem 1.2.1. Fix a connected domain D ⊂ C with harmonically non-trivial boundary and a starting point z ∈ D. Suppose that h is a GFF on D with some boundary values and that (L u , u ∈ R) is a transient càdlàg sequence of adjacent quasisimple loops in D disconnecting z from ∂ D. There exists a coupling between h and (L u , u ∈ R) such that the following domain Markov property is true. For any stopping time T , the conditional law of h given
whose boundary value agrees with the boundary value of h on ∂ D and is given by the continuum level loop boundary conditions on (L u , u ≤ T ).
Suppose that h is a whole-plane GFF modulo a global additive constant in R and that (L u , u ∈ R) is a random transient càdlàg sequence of adjacent quasisimple loops disconnecting the origin from infinity. There is a coupling between h and (L u , u ∈ R) such that the following domain Markov property is true. For any stopping time T , the conditional law of h given (L u , u ≤ T ) is a GFF (modulo a global additive constant in R) on C \ ∪ u≤T L u whose boundary value is given by the continuum level loop boundary conditions on (L u , u ≤ T ). Theorem 1.2.2. In the coupling of a GFF h and a random sequence of quasisimple loops (L u , u ∈ R) as in Theorem 1.2.1, the sequence (L u , u ∈ R) is almost surely determined by the field h viewed as a distribution modulo a global additive constant in R.
In the coupling between a whole-plane GFF h and a random sequence of quasisimple loops (L u , u ∈ R) given by Theorem 1.2.1, we call the sequence (L u , u ∈ R) the alternating continuum exploration process of h starting from the origin targeted at ∞; and we call (u j , j ∈ Z) the sequence of transition times.
The following two theorems explain the interaction behavior between two alternating continuum exploration processes.
Theorem 1.2.3. Suppose that h is a whole-plane GFF modulo a global additive constant in R. Fix two starting points z 1 , z 2 . For i = 1, 2, let (L z i u , u ∈ R) be the alternating continuum exploration process of h starting from z i targeted at ∞. Define
Then, almost surely, the loops L coincide; moreover, the two sequences of loops (L T ∩U
, u ≤ T ), the two sequences continue towards their target points respectively in a conditionally independent way.
The following theorem explains that all the alternating continuum exploration processes of GFF give a treestructure of the plane. Theorem 1.2.5. Suppose that h is a whole-plane GFF modulo a global additive constant in R. Suppose that (z m , m ≥ 1) is any countable dense set and, for each m, let (L m u , u ∈ R) be the alternating continuum exploration process of h starting from z m targeted at ∞. Then the collection ((L m u , u ∈ R), m ≥ 1) almost surely determines the field h and its law does not depend on the choice of (z m , m ≥ 1). Moreover, the collection ((L m u , u ∈ R), m ≥ 1) forms a tree structure in the sense that, almost surely, any two sequences of quasisimple loops merge eventually.
Next, we will explain the "reversibility" of the alternating continuum exploration processes. Suppose that h is a whole-plane GFF modulo a global additive constant in R. Let (L 0→∞ u , u ∈ R) be the alternating continuum exploration process of h starting from the origin targeted at ∞ where (u j , j ∈ Z) is the sequence of transition times. For each transition time u j , define the corresponding transition region by
is the domain lying between the loop L 0→∞ 
In other words, the region F 0→∞ The whole-plane GFF and whole-plane CLE 4 are closely related, and we could derive that whole-plane CLE 4 is invariant under any Möbius transformation as a consequence of the reversibility of the alternating continuum exploration process of whole-plane GFF. Theorem 1.2.7. The law of whole-plane nested CLE 4 is invariant under any Möbius transformation of the Riemann sphere.
Relation to previous works and outline
We prove Theorems 1.1.1 to 1.1.5 in Section 2. Following is the outline of Section 2.
• Section 2.1 is an introduction to whole-plane GFF. We briefly recall the definition and the properties of whole-plane GFF and refer to [MS13, Section 2.2] for details and proofs.
• In Section 2.2, we first recall the construction and properties of boundary emanating level lines of GFF from [WW14] , then introduce the sequence of level loops starting from interior, and complete the proof of Theorem 1.1.1.
• In Section 2.3, we explain the interaction behavior between two sequences of level loops starting from interior, and complete the proofs of Theorems 1.1.2 to 1.1.5.
We prove Theorems 1.2.1 to 1.2.7 in Section 3. Following is the outline of Section 3.
• In Section 3.1, we first briefly introduce a continuum exploration process for CLE 4 and refer to [WW13] for details. Then we show that the continuum exploration process is càdlàg which is an ingredient of the proof of Theorem 1.2.1.
• In Section 3.2, we explain how to get the continuum exploration process of GFF from discrete exploration process of GFF.
• In Section 3.3 we complete the proof of Theorem 1.2.1.
• In Section 3.4, we explain the interaction behavior between two continuum exploration processes, and complete the proofs of Theorems 1.2.2 to 1.2.5.
• In Section 3.5, we complete the proof of Theorem 1.2.6.
• In Section 3.6, we explain the construction of whole-plane CLE 4 from whole-plane GFF, and derive properties of whole-plane CLE 4 from the properties derived in Sections 3.4 and 3.5. In particular, we complete the proof of Theorem 1.2.7. The fact that whole-plane CLE is invariant under any Möbius transformation has been proved in [KW14] which is based on the "reversibility" of whole-plane SLE 8/3 loop soup. We give a new proof for whole-plane CLE 4 which is based on the "reversibility" of the continuum exploration process of whole-plane GFF. (D) the space of C ∞ functions with compact support in D and denote by H s,0 (D) the space of those φ ∈ H s (D) with φ (z)dz = 0. We denote by (·, ·) the L 2 inner product. Let H 0 (C) denote the Hilbert space closure of H s,0 (C) equipped with the Dirichlet inner product. Let (α j ) be a sequence of i.i.d. one-dimensional standard Gaussian (with mean zero and variance one). Let ( f j ) be an orthonormal basis of H 0 (C). The whole-plane GFF modulo a global additive constant in R is an equivalence class of distributions (where two distributions are equivalent when their difference is a constant in R), a representative of which is given by h = ∑ α j f j . For each φ ∈ H s,0 (C), the limit ∑ α j ( f j , φ ) almost surely exists, thus we write
We think of h as being defined up to an additive constant in R because
We can fix the additive constant by setting (h, φ 0 ) = 0 for some fixed φ 0 ∈ H s (C) with φ 0 (z)dz = 1.
Fix u > 0 and φ 0 ∈ H s (C) with φ 0 (z)dz = 1. The whole-plane GFF modulo a global additive constant in uZ is an equivalence class of distributions (where two distributions are equivalent when their difference is a constant in uZ). An instance can be generated by
(1) sampling a whole-plane GFF h modulo a global additive constant in R, and then (2) choosing independently a uniform random variable U ∈ [0, u) and fixing a global additive constant for h by requiring that (h, φ 0 ) ∈ (U + uZ).
Suppose that h is a zero-boundary GFF on a proper domain D ⊂ C with harmonically non-trivial boundary. We can consider h modulo a global additive constant in R by restricting h to functions in H s,0 (D). Fix φ 0 ∈ H s (D) with φ 0 (z)dz = 1. We can also consider h modulo a global additive constant in uZ by replacing h by h − c where c ∈ uZ is chosen so that (h,
The following proposition describes the domain Markov property of whole-plane GFF.
Proposition 2.1.1. Suppose that h is a whole-plane GFF modulo a global additive constant in R (resp. in uZ) and that W ⊂ C is open and bounded. The conditional law of h| W given h| C\W is that of a zero-boundary GFF on W plus the harmonic extension of its boundary values from ∂W to W which is defined modulo a global additive constant in R (resp. in uZ).
Proof. [MS13, Proposition 2.8].
The following proposition explains that infinite volume limits of ordinary GFF converge to the whole-plane GFF.
Proposition 2.1.2. Suppose that (D n ) is any sequence of domains with harmonically non-trivial boundary containing the origin such that dist(0, ∂ D n ) → ∞ as n → ∞. For each n, let h n be an instance of GFF on D n with boundary conditions which are uniformly bounded in n. Fix R > 0, we have the following.
(1) As n → ∞, the laws of h n restricted to B(0, R), viewed as a distribution modulo a global additive constant in R, converge in total variation to the law of whole-plane GFF restricted to B(0, R) modulo a global additive constant in R.
(2) Fix φ 0 ∈ H s (C) with φ 0 (z)dz = 1 which is constant and positive on B(0, R). As n → ∞, the laws of h n restricted to B(0, R), viewed as a distribution modulo a global additive constant in uZ, converge in total variation to the law of whole-plane GFF restricted to B(0, R) modulo a global additive constant in uZ.
Proof. [MS13, Proposition 2.10].
Proposition 2.1.3. Suppose that D ⊂ C with harmonically non-trivial boundary and h is a GFF on D with some boundary data. Fix W ⊂ D open and bounded with dist(W, ∂ D) > 0. The law of h| W modulo a global additive constant in R (resp. in uZ) is mutually absolutely continuous with respect to the law of whole-plane GFF restricted to W modulo a global additive constant in R (resp. in uZ).
Proof. [MS13, Proposition 2.11].
The notion of local set, first introduced in [SS13] for ordinary GFF, serves to generalize the domain Markov property to random subsets. There is an analogous theory of local sets for the whole-plane GFF.
Suppose that h is a whole-plane GFF modulo a global additive constant in R (resp. in uZ) and suppose that A ⊂ C is a random closed subset which is coupled with h such that ∂ (C \ A) has harmonically non-trivial boundary. We say that A is a local set of h if there exists a law on pairs (A, h 1 ), where h 1 is a distribution with the property that h 1 | C\A is almost surely a harmonic function, such that a sample with the law (A, h) can be produced by
(1) choosing the pair (A, h 1 ),
(2) sampling an instance h 2 of zero-boundary GFF on C \ A and setting h = h 1 + h 2 , (3) considering the equivalence class of distribution modulo a global additive constant in R (resp. in uZ) represented by h.
The definition is equivalent if we consider h 1 as being defined modulo a global additive constant in R (resp. in uZ). We write C A for the function h 1 described above. We say that C A is the conditional mean of h given A and h| A . By this definition, Theorem 1.1.1 implies that, for any stopping time N, the sequence of loops (L n , ≤ N) is a local set for the whole-plane GFF modulo a global additive constant in rλ Z.
The following propositions are properties of local sets of whole-plane GFF.
Proposition 2.1.4. Suppose that h is a whole-plane GFF modulo a global additive constant in R or in uZ. Suppose that A 1 , A 2 are random closed subsets and that (h, A 1 ) and (h, A 2 ) are couplings for which A 1 , A 2 are local. Let A = A 1∪ A 2 denote the random closed subset which is given by first sampling h, then sampling A 1 , A 2 conditionally independent given h, and then taking the union of A 1 and A 2 . Then A is also local for h.
Proof. [MS13, Proposition 2.14].
Proposition 2.1.5. Let A 1 , A 2 be connected local sets of whole-plane GFF which are conditionally independent and A = A 1∪ A 2 . Then C A − C A 2 is almost surely a harmonic function in C \ A that tends to zero along all sequences of points in C \ A that tend to a limit in a connected component of A 2 \ A 1 (which consists of more than a single point) or that tend to a limit on a connected component of A 1 ∩ A 2 (which consists of more than a single point) at a point that is a positive distance from either A 2 \ A 1 or A 1 \ A 2 .
Proof. [MS13, Proposition 2.15].
Proposition 2.1.6. Suppose that A is a local set for a whole-plane GFF modulo a global additive constant in R (resp. in uZ). 
alternating height-varying sequence of level loops
In [WW14, Sections 2, 3.3, 3.4], we studied the level line of GFF starting from a boundary point targeted at a boundary point or an interior point. We briefly recall some basic properties.
Suppose that h is a GFF on U whose boundary value is piecewise constant and changes only finitely many times. Fix a starting point x ∈ ∂ U and a target point z ∈ U. The level line of h starting from x targeted at z is a random curve γ coupled with h such that the following is true. Suppose thatτ is any γ−stopping time. Then, given γ[0,τ], the conditional law of h restricted to U \ γ[0,τ] is the same as GFFs in each connected component whose boundary value is consistent with h on ∂ U and is λ to the right of γ and is −λ to the left of γ. In this coupling, the curve γ is almost surely determined by h and is almost surely continuous up to and including the continuation threshold. Generally, for u ∈ R, the level line of h with height u is the level line of h + u.
In particular, suppose that h is a zero-boundary GFF on U, let γ u be the level line of h starting from x ∈ ∂ U targeted at z ∈ U with height u ∈ (−λ , λ ). We parameterize the curve by minus the log of the conformal radius of
Then the law of γ u is the same as radial SLE 4 (ρ L ; ρ R ) process starting with W 0 = x with two force points next to the starting point and the corresponding weights are given by [WW14, Proposition 3.3.1]
is the corresponding radial Loewner evolution. The continuation threshold of γ u is hit at the following time
t }, which is almost surely finite. Let U τ be the connected component of U \ γ u [0, τ] that contains z, and let L u be the oriented boundary of U τ . We know that L u is independent of the choice of x. We call L u the level loop of h with height u starting from ∂ U targeted at z. The loop L u is almost surely determined by h and
We recall several results from [WW14] that we will use later in the current paper.
Lemma 2.2.1. Suppose that h is a GFF on U with piecewise constant boundary data which changes a finite number of times. Let γ u be the level line of h with height u ∈ R starting from x ∈ ∂ U targeted at y ∈ ∂ U.
(1) Suppose that h has boundary value c R to the right of x and c L to the left of x. To have non-trivial γ u (i.e. γ u has strictly positive length), we must have c L + u < λ , and c R + u > −λ .
(2) Suppose that h has boundary value c R to the right of y and c L to the left of y. Then the probability of γ u to reach y is zero if one of the following two conditions holds.
• c L + u ≥ λ and c R + u ≥ λ ;
• c L + u ≤ −λ and c R + u ≤ −λ .
(3) Suppose that h has boundary value c on some open interval I which does neither contain x nor y. If γ u hits I with strictly positive probability, then c + u ∈ (−λ , λ ).
Proof. [WW14, Remark 2.5.15].
Lemma 2.2.2. Suppose that h is a GFF on H whose boundary value is piecewise constant, changes only finitely many times. For each u ∈ R and x ∈ ∂ H, let γ x u be the level line of h with height u starting from x targeted at infinity. Fix x 2 ≤ x 1 .
(1) If u 2 > u 1 , then γ x 2 u 2 almost surely stays to the left of γ x 1 u 1 .
(2) If u 2 = u 1 , then γ x 2 u 2 may intersect γ x 1 u 1 and, upon intersecting, the two curves merge and never separate.
Proof. [WW14, Theorem 1.1.4].
Lemma 2.2.3. Suppose that h is a zero-boundary GFF on U. Fix a height u ∈ (−λ , λ ) and a target point z ∈ U. Let L u be the level loop of h starting from the boundary ∂ U targeted at z. Then we have the following.
(1) L u is oriented either clockwise or counterclockwise and is homeomorphic to the unit disc.
(3) Given L u , the conditional law of h restricted to each connected component of U \ L u is the same as GFF's whose boundary value is zero on ∂ U, is λ − u to the right of L u , and is −λ − u to the left of L u .
Moreover, the loop L u is almost surely determined by h; and any oriented loop in U that satisfies the above three properties almost surely coincides with L u .
Proof. [WW14, Lemmas 3.3.5 and 3.3.6].
Suppose that h is a zero-boundary GFF on U. Fix r ∈ (0, 1) and a target point z ∈ U. We will introduce the upward height-varying sequence of level loops. Set
Moreover,
If L 1 is clockwise, we stop and set N = 1; if not, we continue. Generally, given (L 1 , ..., L k ) and L k is counterclockwise, let L k+1 be the level loop of h restricted to int(L k ) with height u k+1 . If L k+1 is clockwise, we stop and set N = k + 1; if not, we continue. At each step, we have chance r/2 to stop; thus we will stop at some finite time N which we call transition step. We call the sequence (L 1 , ..., L N ) upward height-varying sequence of level loops with height difference rλ starting from L 0 = ∂ U targeted at z. We summarize some basic properties of this sequence in the following.
(a) The transition step N satisfies the geometric distribution
Symmetrically, we could define downward height-varying sequence of level loops of h. For the downward height-varying sequence (L 1 , ..., L N ), the transition step N satisfies the geometric distribution. The loops L 1 , ..., L N−1 are clockwise and the loop L N is counterclockwise. Let m k be the conditional mean of h restricted to
Next, we will introduce alternating height-varying sequence of level loops. Suppose that h is a zero-boundary GFF on U. Fix r ∈ (0, 1) and a target point z ∈ U. Assume that L 0 = ∂ U is oriented counterclockwise. We start by the upward height-varying sequence of level loops of h. Let N 1 be the transition step and denote sequence by
We continue the sequence by the downward height-varying sequence of level loops of h restricted to int(L N 1 ). Let N 2 be the its transition step and denote the sequence by
We continue the sequence by the upward height-varying sequence
where N 2k+1 is its transition step. We then continue the sequence by the downward height-varying sequence
where N 2k+2 is its transition step. Set
and let m M k+1 be the conditional mean of h restricted to int(
In this way, we obtain an infinite sequence (L n , n ≥ 0) which we call alternating height-varying sequence of level loops of h with height difference rλ starting from L 0 = ∂ U (counterclockwise) targeted at z.
If we orient L 0 = ∂ U clockwise, we can define alternating height-varying sequence similarly, the only difference is that we start by downward height-varying sequence.
Proposition 2.2.4. The alternating height-varying sequence of level loops of GFF is almost surely determined by the field.
Note that, in the alternating height-varying sequence of level loops with height difference rλ , each loop has the height of the form −λ + nrλ , for some n ∈ Z.
The relation between the heights of two neighbor loops is explained in Figure 2 .2.1. From the construction, we know that the alternating height-varying sequence (L n , n ≥ 0) satisfies the following domain Markov property.
(a) If L n+1 is counterclockwise, it has boundary value c − rλ to the left-side.
is clockwise, it has boundary value 2λ +c − rλ to the right-side.
(c) If L n+1 is clockwise, it has boundary value 2λ + c + rλ to the right-side.
is counterclockwise, it has boundary value c + rλ to the left-side.
Fig. 2.2.1:
Explanation of the relation between the heights of two neighbor loops. Assume that the boundary value of the loop L n is c to the left-side and is 2λ + c to the right-side. Note that, if the height of the loop L n is of the form −λ + nrλ for some n ∈ Z, the height of the loop L n+1 is −λ + (n ± 1)rλ .
Proposition 2.2.5. Suppose that (L n , n ≥ 0) is an alternating height-varying sequence of level loops. For any
is the same as alternating height-varying sequence of level loops.
Proposition 2.2.6. The alternating height-varying sequence of level loops (L n , n ≥ 0) starting from L 0 = ∂ U targeted at z ∈ U is transient: the loop L n converges to {z} in Hausdorff metric as n → ∞.
Proof. We may assume that the target point is the origin and that L 0 is counterclockwise. Suppose that the height difference is rλ for r ∈ (0, 1).
First, we show that there exist constants n 0 , η ∈ (0, 1), and p ∈ (0, 1) such that
Set n 0 = 2/r . Let N 1 be the first transition step of the sequence (L n , n ≥ 0). On the event
Thus, there exists η ∈ (0, 1) such that
By Borel-Cantelli Lemma, almost surely, there exists a sequence k j → ∞ such that
Denote L k j n 0 by l j . We only need to show that the sequence (l j , j ≥ 1) is transient. We will show l j ⊂ η j U by induction on j.
For j = 1, on the one hand, we have φ k 0 (l 1 ) ⊂ ηU; on the other hand, since |φ k 0 (z)| ≥ |z| for all z, we have φ
Combining these two facts, we have that
Assume that the claim holds for j, let us consider l j+1 . We know that φ k j (l j+1 ) ⊂ ηU, it is then sufficient to argue that φ
This completes the proof.
The following proposition describes the target-independence of the sequence of level loops.
Proposition 2.2.7. Fix r ∈ (0, 1). Suppose that h is a zero-boundary GFF on U. Fix two points w 1 , w 2 ∈ U. For i = 1, 2, let (L w i n , n ≥ 0) be the alternating height-varying sequence of level loops of h with height difference rλ starting from ∂ U targeted at w i ; and denote by U w i n the connected component of U \ L w i n that contains w i . Then there exists a number M such that
Given (L w 1 n , L w 2 n , n ≤ M), the two sequences continue towards their target points respectively in a conditionally independent way.
Suppose that (L n , n ≥ 0) is an alternating height-varying sequence of level loops starting fromL 0 = ∂ U targeted at z ∈ U. We want to change the index of the loops so that they are indexed by minus the log of the conformal radius seen from z. Namely, we construct the sequence (L t ,t ≥ 0) so that
We call the obtained sequence (L t ,t ≥ 0) alternating height-varying sequence of level loops indexed by minus the log conformal radius seen from z.
Next, we will introduce a whole-plane version of alternating height-varying sequence of level loops. Before this, we briefly recall the conformal radius seen from infinity. When D ⊂ C is a simply connected compact set, its complement C \ D is a simply connected domain in the Riemann sphere that contains ∞. Let φ : C \ U → C \ D be the unique bijective conformal map with φ (∞) = ∞ and the expansion at ∞ of the following form
We
For each ε > 0, let h ε be a GFF on C ε = C \ (εU) with zero-boundary value. The boundary ∂ (εU) is oriented either clockwise or counterclockwise. We can uniquely generate the alternating height-varying sequence of level loops of h ε starting from ∂ (εU) targeted at ∞: (L ε t ,t ≥ log ε), where the loops are indexed by minus log conformal radius seen from ∞. Namely,
The following lemma explains that the family (g ε t ,t ≥ log ε) is convergent.
Lemma 2.2.8. The family of conformal maps (g ε t ,t ≥ log ε) converges weakly to some limit (g t ,t ∈ R) with respect to the topology of local uniform convergence. Namely, for every δ > 0 and every compact interval [a, b], the map g ε t converges weakly to g t uniformly on
Proof. We will show that there exist universal finite constants C, c > 0 such that the following is true. For any
This will imply the conclusion.
For any ε > 0 small, consider the sequence (L ε t ,t ≥ log ε). By the first step in the proof of Proposition 2.2.6, we know that there exist universal constants T 0 , η > 0 so that the probability of the event Suppose that (g t ,t ∈ R) is the limit family of conformal maps in Lemma 2.2.8 and that (L t ,t ∈ R) is the corresponding sequence of loops, i.e. g t is the conformal map from ext(L t ) onto C \ U with g t (∞) = ∞, g t (∞) > 0. Note that the loops in the sequence (L t ,t ∈ R) are indexed by minus the log of conformal radius seen from ∞:
We also say that the alternating height-varying sequence of level loops (L ε t ,t ≥ log ε) converges weakly to (L t ,t ∈ R) with respect to the topology of local uniform convergence. Clearly, the sequence (L t ,t ∈ R) is a transient sequence of adjacent simple loops disconnecting the origin from infinity by Proposition 2.2.6. We now are ready to complete the proof of Theorem 1.1.1.
Proof of Theorem 1.1.1. First, we construct a coupling between whole-plane GFF and a transient sequence of adjacent simple loops. For each ε > 0, let h ε be a GFF on C ε = C\εU with zero-boundary value. Let (L ε t ,t ≥ log ε) be the alternating height-varying sequence of level loops of h ε starting from ∂ (εU) targeted at ∞ indexed by minus the log conformal radius seen from ∞. Let (g ε t ,t ≥ log ε) be the corresponding sequence of conformal maps:
On the one hand, from Lemma 2.2.8, we know that the sequence (L ε t ,t ≥ log ε) converges weakly to (L t ,t ∈ R) and the sequence (g ε t ,t ≥ log ε) converges weakly to (g t ,t ∈ R) with respect to the topology of local uniform convergence. On the other hand, the GFFs h ε , viewed as distributions defined modulo a global additive constant in rλ Z, converge to a whole-plane GFF, modulo a global additive constant in rλ Z, as ε → 0 by Proposition 2.1.2. This gives a coupling (h, (L t ,t ∈ R)) of a whole-plane GFF h and a transient sequence of adjacent simple loops disconnecting the origin from ∞.
Second, we show that the coupling (h, (L t ,t ∈ R)) satisfies the desired domain Markov property. For each ε > 0 and T ≥ log ε, given (L ε t ,t ≤ T ), the conditional law of h ε restricted to ext(L ε
, the conditional law of h restricted to C \ ∪ t≤T L t is the same as GFFs with boundary values given by level loop boundary conditions with height difference rλ . This implies that the coupling (h, (L t ,t ∈ R)) satisfies the desired domain Markov property at deterministic times T ∈ R.
For general stopping time τ, suppose that T ∈ R is deterministic and τ ≥ T . The conditional law of h given (L t ,t ≤ T ) is the same as GFF in ext(L T ). Let (L t ,t ≥ T ) be the alternating height-varying sequence of level loops of h restricted to ext(L T ) starting from L T targeted at ∞.
(a) By Proposition 2.2.4, we know that the sequence (L t ,t ≥ T ) coincides with the sequence (L t ,t ≥ T ) almost surely.
(b) By Proposition 2.2.5, we know that the sequence (L t ,t ≥ T ) satisfies the desired domain Markov property for any stopping time.
Combining these two facts, the coupling (h, (L t ,t ∈ R)) satisfies the desired domain Markov property for the stopping time τ ≥ T . Since T is arbitrary, the domain Markov property holds for any stopping time τ.
Finally, we prove the conclusion for general domain D. Since the law of h (modulo a global additive constant in rλ Z) in a small neighborhood of the origin changes in an absolutely continuous way when we replace C with D. We can couple the sequence of loops with the field as if the domain were C up until the first time that the sequence of the loops exits the small neighborhood. Then the usual boundary emanating level lines allow us to extend the sequence of level loops uniquely by Proposition 2.1.6.
In the coupling (h, (L n , n ∈ Z)) as in Theorem 1.1.1, we call the sequence (L n , n ∈ Z) the alternating heightvarying sequence of level loops starting from the origin targeted at infinity (resp. starting from z targeted at ∂ D) of h with height difference rλ when D = C (resp. when D C).
Interaction
In this section, we will discuss the interaction behavoirs.
• The interaction between sequence of level loops starting from interior point and boundary emanating level lines: Proposition 2.3.1.
• The interaction between two sequences of level loops starting from distinct points but targeted at a common point: Proposition 2.3.2 and Theorem 1.1.3.
• The interaction between two sequences of level loops starting from a common point but targeted at distinct points: Theorem 1.1.4. 
Fig. 2.3.2:
The interaction between two sequences of level loops starting from distinct interior points. Proposition 2.3.2. Fix r ∈ (0, 1). Let h be a whole-plane GFF modulo a global additive constant in rλ Z. Fix two starting points z, w. Let (L z n , n ∈ Z) (resp. (L w n , n ∈ Z)) be the alternating height-varying sequence of level loops of h with height difference rλ starting from z (resp. starting from w) targeted at ∞. Let N be any (L z n , n ∈ Z)-stopping time such that L z N does not disconnect w from ∞. Assume that L z N has boundary value c to the left-side and 2λ + c to the right-side. Let M be any stopping time with respect to the filtration
Suppose that L w M hits L z N and has height u. Then Proposition 2.3.3. Fix r ∈ (0, 1). Let h be a whole-plane GFF modulo a global additive constant in rλ Z. Fix two starting points z, w. Let (L z n , n ∈ Z) (resp. (L w n , n ∈ Z)) be the alternating height-varying sequence of level loops of h with height difference rλ starting from z (resp. starting from w) targeted at ∞. The proof of Proposition 2.3.3 needs the following lemma.
Lemma 2.3.4. Assume the same notations as in Proposition 2.3.3. Let U w be the connected component of C \ ∪ n≤N L z n that contains w. Let M be any stopping time with respect to the following filtration
we have almost surely that the loop L w M+1 is contained in the closure of int(L z N ). 
is coupled with h restricted to U w in the same way as in Theorem 1.1.1 for D = U w , up to the first time that the loop exits U w .
is the same as GFF with certain boundary data which is 2λ
Assume that the loop L w M+1 has height u and we will prove the conclusion by contradiction. Assume that L w Combining these two facts with |v 1 − v 2 | = 2λ , we get a contradiction.
Since L w M+1 is a loop, if it exits U w , it has to come back to U w . With a similar analysis as above, we know that L w M+1 can only come back to U w through x or y. Therefore, if L w M+1 exits U w , it has to exit U w through one of {x, y} and come back to U w through the other one. M+1 has height u and exits U w at x or y, we have c + rλ + u < λ by Lemma 2.2.1 Item (2). Therefore, we have c + rλ + u ∈ (−λ , λ ).
Consider the level lines ofh with height u starting from some points on L w M . Since c + rλ + u ∈ (−λ , λ ), these level lines can be continued towards both x and y after they hit ∂U w ∩ L Proof of Theorem 1.1.3. Suppose that, for i = 1, 2, the sequence (L z i t ,t ∈ R) is the alternating height-varying sequence of level loops of h with height difference rλ starting from z i targeted at ∞ indexed by minus the log of the conformal radius seen from ∞, and define
By Proposition 2.3.3, there exists some finite t ∈ R such that L z 1 t = L z 2 t ; we define T to be the inf of such times. We have the following observations.
Combining these two facts, we have that T = T 1 almost surely. By symmetry, we have T = T 1 = T 2 almost surely.
We have the following observations. ).
is the alternating height-varying sequence of level loops of h restricted to ext(L
Combining these three facts and Proposition 2.2.4, we have that
Proof of Theorem 1.1.2. We only need to show the conclusion for D = C, and the proof for D C follows from absolute continuity. Suppose that h is a whole-plane GFF modulo a global additive constant in rλ Z. Suppose that (L 1 t ,t ∈ R) and (L 2 t ,t ∈ R) are two alternating height-varying sequences of level loops of h starting from the origin targeted at ∞ indexed by minus the log of the conformal radius seen from ∞, and they are coupled with h so that, given h, they are conditionally independent.
Pick any z ∈ C and let (L z t ,t ∈ R) be the alternating height-varying sequence of level loops of h starting from z targeted at ∞. By Theorem 1.1.3, for i = 1, 2, there exists a finite number T i such that
Therefore, there exists a finite number T such that
Let R be the inf of such times. The scaling invariance of the coupling (h, (L 1 t ,t ∈ R), (L 2 t ,t ∈ R)) implies that the law of e −R is scaling invariant. Thus e −R = 0 almost surely. Therefore, almost surely,
Proof of Theorem 1.1.4. Consider (L z→w 1 n , n ∈ Z), let N 0 be any stopping time such that both w 1 and w 2 are contained in ext(L (a) From the target-independence in Proposition 2.2.7, we know that there exists a numberM such that
, n ≤M), the two sequences continue towards their target points respectively in a conditionally independent way.
(b) By Theorem 1.1.2, for i = 1, 2, we know that the collection of the loops in the union of (L z→w 1 n , n ≤ N 0 ) and (L z→w i n , n ≥ 0) is the same as the collection of the loops in the sequence (L z→w i n , n ∈ Z).
Combining these two facts, we obtain the conclusion.
Proof of Theorem 1.1.5. For p ≥ 1, let F p be the σ -algebra generated by ((L m n , n ∈ Z), m ≤ p). Fix f ∈ H s,0 and define
First, we argue that, to obtain the conclusion, it is sufficient to show that
We have the following observations.
(b) Assuming Equation (2.3.1) holds, we have that
Combining these two facts, we have that E[(h, f ) | F ∞ ] = (h, f ) almost surely, which implies the conclusion.
Next, we show Equation (2.3.1). For each p ≥ 1, let G p be the Green's function of D p := C \ ∪ m≤p ∪ n∈Z L m n . Since C \ D p has Lebesgue measure zero, we can view G p as a function defined on C × C and the value of G p on C \ D p will not affect later integrations. Note that D p has countably many connected components. If x and y are contained in the same connected component of D p , then G p (x, y) is exactly the Green's function of that component taking value at (x, y); if x and y are contained in distinct components of D p , then G p (x, y) = 0. Since the sequence (D p , p ≥ 1) is decreasing, the sequence (G p (x, y), p ≥ 1) is non-increasing for fixed x and y.
Let K be a compact set which contains the support of f . Then
Note that G p is bounded by G 1 which is integrable; and that lim p G p (x, y) = 0, for fixed x and y, since x and y will be disconnected by ((L m n , n ∈ Z), m ≤ p) for p large enough. Thus K K G p (x, y)dxdy → 0, which implies Equation (2.3.1).
3 Continuum exploration process starting from interior
Growing process of CLE 4
In this section, we will introduce a continuum growing process of CLE 4 . We first recall some features of CLE and refer to [SW12] for details and proofs; and then recall the construction and properties of the continuum growing process of CLE 4 and refer to [WW13] for details and proofs.
CLE is a random collection of non-nested disjoint simple loops that possesses Conformal Invariance and Domain Markov Property. The loops in CLE are SLE κ -type loops for some κ ∈ (8/3, 4]; moreover, for each such value of κ, there exists exactly one CLE distribution that has SLE κ -type loops. We denote the corresponding CLE by CLE κ for κ ∈ (8/3, 4]. Throughout the current paper, we fix κ = 4.
We call a bubble l in U if l ⊂ U is a simple loop and l ∩ ∂ U contains exactly one point; we call the point in l ∩ ∂ U the root of l, denoted by R(l). Consider a CLE in U, draw a small disc B(x, ε) with center x ∈ ∂ U and radius ε > 0, and let l ε be the loop in CLE that intersects B(x, ε) with largest radius. Define the quantity u(ε) = P[l ε surrounds the origin]. The law of l ε normalized by 1/u(ε) converges to a limit measure (see [SW12,  Section 4]), denoted by M(x). Define SLE 4 -bubble measure M by
where dx is Lebesgue measure on ∂ U. When κ = 4, the bubble measure M is conformal invariant. Namely, for any Möbius transformation φ of U, we have φ
Let (l u , u ≥ 0) be a Poisson point process with intensity M. (In other words, let ((l j ,t j ), j ∈ J) be a Poisson point process with intensity M × [0, ∞), and then arrange the bubbles according to time t j , i.e. denote the bubble l j by l u if u = t j , and l u is empty set if there is no t j that equals u.) Clearly, there are only countably many bubbles in (l u , u ≥ 0) that are not empty set.
We will construct a growing process from the sequence of bubbles (l u , u ≥ 0). Define τ 1 to be the first time u that l u surrounds the origin. Consider the sequence (l u , 0 ≤ u ≤ τ 1 ). For each u < τ 1 , the bubble l u does not surround the origin. Define f u to be the conformal map from the connected component of U \ l u that contains the origin onto the unit disc such that f u (0) = 0 and f u (0) > 0. We have the following properties. See [SW12, Section 7] (a) The stopping time τ 1 has exponential law:
(b) For δ > 0 small, let u 1 , u 2 , ..., u j be the times u before τ 1 at which the bubble l u has radius greater than δ .
Define
Then Ψ δ almost surely converges to some conformal map Ψ in Carathéodory topology seen from the origin as δ goes to zero. Therefore, Ψ can be interpreted as Ψ = • u<τ 1 f u , and Ψ maps some simply connected open subset of U onto U.
(c) Define
Then L τ 1 has the same law as the loop in CLE 4 that surrounds the origin. In particular, L τ 1 is a simple loop. We give the clockwise orientation to the loop L τ 1 .
(d) Generally, for each u ≤ τ 1 , we can define Ψ u = • s<u f s , and Ψ u maps some simply connected open subset of U onto U. We denote by L u− the boundary of Ψ −1 u (U) which is a quasisimple loop. We give the counterclockwise orientation to L u− . Note that Ψ u is the conformal map from the connected component of U \ L u− that contains the origin onto U with Ψ u (0) = 0 and Ψ u (0) > 0.
(e) For each u < τ 1 , let L u be the boundary of ( f u • Ψ u ) −1 (U). See Figure 3 .1.1. Then L u is a quasisimple loop and we give counterclockwise orientation to it.
From the above construction, we get a sequence of quasisimple loops (L u , 0 ≤ u ≤ τ 1 ) from the sequence of bubbles (l u , 0 ≤ u ≤ τ 1 ). We will show the sequence (L u , 0 ≤ u ≤ τ 1 ) is càdlàg. Before this, we need to be precise about the topology. Fix z ∈ C and consider a sequence of quasisimple loops (L n , n ≥ 1). For each n, the connected component of C \ L n that contains z. We say that the sequence (L n , n ≥ 1) converges to a quasisimple loop L in Carathéodory topology seen from z if the sequence (U z n , n ≥ 1) converges to U z in Carathéodory topology seen from z where U z is the connected component of C \ L that contains z.
Lemma 3.1.1. Consider the sequence of quasisimple loops (L u , 0 ≤ u ≤ τ 1 ).
• For each u ∈ [0, τ 1 ), the right limit lim v↓u L v exists and equals L u almost surely ;
• For each u ∈ (0, τ 1 ], the left limit lim v↑u L v exists and equals L u− almost surely.
Proof. First, we show the conclusion for the right limit. For u ∈ [0, τ 1 ) and v ∈ (u, τ 1 ), we have the following observations.
(b) As v ↓ u, the map f v • Ψ v converges almost surely to f u • Ψ u in Carathéodory topology seen from the origin.
Combining these two facts, we have that the right limit lim v↓u L v exists and equals L u .
Next, we show the conclusion for the left limit. For u ∈ (0, τ 1 ] and v ∈ [0, u), we have the following observations.
(b) As v ↑ u, the map f v • Ψ v converges almost surely to Ψ u in Carathéodory topology seen from the origin. Fig. 3.1.2 : Explanation of the definition of the compact sets D and F: in the left figure, the gray region is F which is the compact set lying between ∂ U and L τ 1 − ; in the right figure, the gray region is D which is the compact set lying between ∂ U and the bubble l τ 1 .
Combining these two facts, we have that the left limit lim v↑u L v exists and equals L u− .
Consider the Poisson point process (l u , u ≥ 0) and keep the same notations as above. Recall that Ψ τ 1 = • u<τ 1 f u is the composition of maps f u which is the conformal map from the connected component of U \ l u that contains the origin onto U with f u (0) = 0 and f u (0) > 0. The loop L τ 1 − is the boundary of Ψ −1 τ 1 (U). In other words, Ψ τ 1 is the conformal map from the connected component of U \ L τ 1 − that contains the origin, denoted by U τ 1 − , onto U with Ψ τ 1 (0) = 0 and Ψ τ 1 (0) > 0.
Define the compact set F to be the domain lying between ∂ U and L τ 1 − (see Figure 3 .1.2):
and denote its law by µ F . Note that the complement of F in the Riemann sphere has two connected components:
The bubble l τ 1 is the first bubble in (l u , u ≥ 0) that surrounds the origin. Define the compact set D to be the domain lying between ∂ U and l τ 1 (see Figure 3. 1.2):
and denote its law by µ D . Note that the complement of D in the Riemann sphere has two connected components: int(l τ 1 ) and C ∪ {∞} \ U; and that the interior of D is simply connected.
The loop L τ 1 has the same law as the loop in CLE 4 in the unit disc that surrounds the origin. Define A to be the annulus lying between ∂ U and L τ 1 :
and denote its law by µ A .
From the above analysis, we have the following relation between the pair (F, D) and the loop in CLE 4 . 
From discrete to continuum exploration of GFF
In this section, we will explain how to couple GFF with the sequence of quasisimple loops (L u , 0 ≤ u ≤ τ 1 ) introduced in Section 3.1. Roughly speaking, the sequence (L u , 0 ≤ u ≤ τ 1 ) can be viewed as the limit of the upward height-varying sequence of level loops as the height difference goes to zero.
Suppose that h is a zero-boundary GFF on U. Fix r ∈ (0, 1), let (L n , 0 ≤ n ≤ N) be the upward height-varying sequence of level loops with height difference rλ starting from L 0 = ∂ U (counterclockwise) targeted at the origin, where N is the transition step. We have the following properties.
(a) The transition step satisfies geometric distribution. The normalized quantity Nr/2 converges in distribution to exponential law as r goes to zero.
(b) The loops L n are counterclockwise for 0 ≤ n ≤ N − 1; and the loop L N is clockwise.
(c) For any stopping time M ≤ N, the conditional law of h given (L n , 0 ≤ n ≤ M) is the same as GFF on U \ ∪ n≤M L n whose boundary value is, for each n,
Let (L n , 0 ≤ n ≤Ñ) be the upward height-varying sequence of level loops of h with height difference rλ /2, whereÑ is the transition step. By [WW14, Lemma 3.4.1], the relation between (L n , 0 ≤ n ≤ N) and (L n , 0 ≤ n ≤Ñ) can be summarized as follows.
(a) Almost surely, we haveL 2n = L n for 1 ≤ n ≤ N − 1.
(b) There are two possibilities forLÑ:
Suppose that h is a zero-boundary GFF in U. For each k ≥ 1, let (L k n , 0 ≤ n ≤ N k ) be the upward height-varying sequence of level loops with height difference 2 −k λ starting from L 0 = ∂ U targeted at the origin, where N k is the transition step. From the above analysis, we have the following observations.
Thus, the sequence (τ (k) , k ≥ 1) almost surely converges to some limit, denoted by τ (∞) , which has exponential law.
almost surely converges in Carathéodory topology to some limit, denoted by L (∞) , which has the same law as the loop in CLE 4 that surrounds the origin [WW14, Proposition 3.4.2].
We reindex each sequence (L k n , 0 ≤ n ≤ N k ) in the following way:
is a Poisson point process with intensity SLE 4 -bubble measure M and let τ 1 be the first time u that l u surrounds the origin. For each u ∈ [0, τ 1 ), let f u be the conformal map from the connected component of U \ l u that contains the origin onto U with f u (0) = 0, f u (0) > 0. For u ∈ (0, τ 1 ], let Ψ u = • s<u f s which is welldefined, see Section 3.1. Let L τ 1 be Ψ −1 τ 1 (l τ 1 ), and for u ∈ [0, τ 1 ), let L u be the boundary of ( f u • Ψ u ) −1 (U). Then we have the following convergence. 
) with respect to the topology of local uniform convergence. Namely, for any δ > 0 and every compact interval [a, b], the map Ψ Proof. Note that, for each u, the sequence of simply connected domains (int(L (k) u ), k ≥ 1) is decreasing. To show the convergence of the domains in Carathéodory topology (seen from the origin), it is sufficient to show the convergence in conformal radii (seen from the origin) (CR int(L
By [WW14, Lemma 3.3.8], we have the following observations.
(a) There is a universal constant C such that
(b) We can show that the process (M u , u ≥ 0) is a non-negative submartingale.
Combining these two facts with Doob's maximal inequality, we have that, for any ε > 0,
This implies the uniform convergence in conformal radii, which completes the proof.
Remark 3.2.2. From the convergence in Lemma 3.2.1, we have the following observations.
(1) Almost surely, the sequence (L k N k , k ≥ 1) monotonically converges to some limit, denoted by L (∞) , in Carathéodory topology seen from the origin. Moreover, the loop L (∞) has the same law as the loop in CLE 4 that surrounds the origin. 
Then the sequence (L (∞)
) has the same law as the sequence (L u , 0 ≤ u ≤ τ 1 ) introduced in Section 3.1.
) is almost surely determined by the field h.
From the convergence in Lemma 3.2.1, we get the coupling between GFF and the sequence of quasisimple loops (L u , 0 ≤ u ≤ τ 1 ).
Proposition 3.2.3. There exists a coupling between zero-boundary GFF and càdlàg sequence of adjacent quasisimple loops (L u , 0 ≤ u ≤ τ 1 ) such that, for any stopping time T ≤ τ 1 , the conditional law of h given (L u , u ≤ T ) is the same as GFF whose boundary value is, for each u ∈ [0, T ], −2λ u, to the left-side of L u , 2λ (1 − u), to the right-side of L u .
In particular, for any stopping time T < τ 1 , given (L u , 0 ≤ u ≤ T ), let U 0 T be the connected component of U \ L T that contains the origin, then the conditional law of h restricted to U 0 T is the same as GFF with boundary value −2λ T . Given (L u , 0 ≤ u ≤ τ 1 ), the conditional law of h restricted to int(L τ 1 ) is the same as GFF with boundary value 2λ (1 − τ 1 ). See Figure 3.2.1 (a) .
(a) Upward continuum exploration process. For u < τ 1 , the loop L u is counterclockwise and the boundary value is −2λ u to the left-side of L u . The loop L τ 1 is clockwise and the boundary value is 2λ (1 − τ 1 ) to the right-side of L τ 1 .
(b) Downward continuum exploration process. For u < τ 1 , the loop L u is clockwise and the boundary value is 2λ (1 + u) to the right-side of L u . The loop L τ 1 is counterclockwise and the boundary value is 2λ τ 1 to the left-side of L τ 1 . Proof. First, we show that, for any v ∈ (0, 1] and v < τ 1 , letL a be the level loop of h with height −λ + 2λ a for some a ∈ (0, v), thenL a stays outside of U 0 v which is the connected component of U \ L v that contains the origin. By the coupling in Proposition 3.2.3, we know that, given (L u , u ≤ v), the conditional law of h restricted to U 0 v is the same as GFF with boundary value −2λ v. IfL a enters U 0 v , then the pieces ofL a in U 0 v are level lines of h| U 0 v with height −λ + 2λ a. Whereas −λ + 2λ a − 2λ v < −λ , this contradicts with Lemma 2.2.1 Item (1).
For each k ≥ 1, let (L k n , 0 ≤ n ≤ N k ) be the upward height-varying sequence of level loops of h with height difference 2 −k λ , where N k is the transition step. We reindex the sequence in the following way:
We use the same notations as in Remark 3.2.2.
Second, we show that, for any v ∈ (0, 1] and v < τ 1 , the loop L v− almost surely coincides with L
v− and hence the loop L v− is almost surely determined by h. We have the following observations.
(a) By the first step, we know that, for each k ≥ 1, the loop L Third, we show that, for any u ∈ (0, 1) and u < τ 1 , the loop L u almost surely coincides with L (∞) u and hence the loop L u is almost surely determined by h. This is true because L u = lim v↓u L v− .
Fourth, we show that, for any u < τ 1 , the loop L u− coincides with L (∞) u− and is almost surely determined by h; and that, the loop L u coincides with L (∞) u and is almost surely determined by h. We only show the conclusion for L u and the conclusion for L u− can be proved similarly.
Assume that u < n 0 for some integer n 0 ≥ 1, define u j = ju/n 0 . We can prove by induction on j that L u j is almost surely determined by h. When j = 1, since u 1 ∈ (0, 1), the conclusion holds by the third step. Suppose that the conclusion holds for j, consider the loop L u j+1 , we have the following observations.
(a) The loop L u j is almost surely determined by h. Let U 0 j be the connected component of U \ L u j that contains the origin. We also know that the conditional law of h restricted to U 0 j is the same as GFF with boundary value −2λ u j . Combining these two facts, we have that L u j+1 is almost surely determined by h.
Finally, we show that, the loop L τ 1 is almost surely determined by h. By the fourth step, we know that, for any u < τ 1 , the loop L u− coincides with L (∞) u− . Therefore, τ (∞) ≥ τ 1 . Whereas, the quantity τ (∞) has the same law as τ 1 , thus τ (∞) = τ 1 almost surely. We will argue that L k N k stays outside of L τ 1 . Assume this is true, then we know that the limit L (∞) stays outside of L τ 1 . Combining with the fact that L (∞) has the same law as L τ 1 , we know that L τ 1 coincides with L (∞) and hence it is almost surely determined by h. Thus, we only need to show that L k N k stays outside of L τ 1 . We have the following observations.
(a) By the coupling in Proposition 3.2.3, we know that, the conditional law of h restricted to int(L τ 1 ) is the same as GFF with boundary value 2λ (1 − τ 1 ). In the coupling (h, (L u , 0 ≤ u ≤ τ 1 )) given by Proposition 3.2.3, we call the sequence of quasisimple loops (L u , 0 ≤ u ≤ τ 1 ) the upward continuum exploration process of h targeted at the origin. The following proposition describes the target-independence of the continuum exploration process.
Proposition 3.2.5. Suppose that h is a zero-boundary GFF on U. Fix two target points z,
) be the upward continuum exploration process of h targeted at z (resp. targeted at w). Define stopping times: (with the convention that inf / 0 = ∞)
Then, almost surely, we have T = S; moreover, the loops L z u and L w u coincide for all u < T = S.
exploration process (L u , 0 ≤ u ≤ τ 1 ), we have that, for any stopping time T ≤ τ 1 , the conditional law of h given (L u , 0 ≤ u ≤ T ) is the same as GFF whose boundary value is 2λ u, to the left-side of L u , 2λ (1 + u), to the right-side of L u .
In particular, for any stopping time T < τ 1 , the conditional law of h, given (L u , 0 ≤ u ≤ T ), restricted to the connected component of U \ L T that contains the origin is the same as GFF with boundary value 2λ (1 + T ). The conditional law of h, given (L u , 0 ≤ u ≤ τ 1 ), restricted to int(L τ 1 ) is the same as GFF with boundary value 2λ τ 1 . Now we can construct alternating continuum exploration process going all the way to the origin. Suppose that h is a zero-boundary GFF on U and L 0 = ∂ U is oriented counterclockwise. We start by the upward continuum exploration process (L u , 0 ≤ u ≤ τ 1 ) which can be viewed as being constructed from (l u , 0 < u ≤ τ 1 ). Given (L u , 0 ≤ u ≤ τ 1 ), the conditional law of h restricted to int(L τ 1 ) is the same as GFF with boundary value 2λ (1 − τ 1 ). We continue the process by the downward continuum exploration process of h restricted to int(
This process can be viewed as being constructed from (l u , τ 1 < u ≤ τ 2 ). Given (L u , 0 ≤ u ≤ τ 2 ), the conditional law of h restricted to int(L τ 2 ) is the same as GFF with boundary value 2λ (τ 2 − 2τ 1 ).
Generally, given (L u , 0 ≤ u ≤ τ 2k ) for some k ≥ 1, we continue the sequence by the upward continuum exploration process (L u , τ 2k ≤ u ≤ τ 2k+1 ) and then continue the sequence by the downward continuum exploration process (L u , τ 2k+1 ≤ u ≤ τ 2k+2 ).
In this way, we obtain a sequence of quasisimple loops (L u , u ≥ 0) which we call the alternating continuum exploration process of h starting from L 0 = ∂ U targeted at the origin. We call (τ k , k ≥ 0) the sequence of transition times. For the sequence of transition times, we have the following. 
We summarize some basic properties of the alternating continuum exploration process of GFF in the following proposition.
Proposition 3.3.1. Suppose that (L u , u ≥ 0) is the alternating continuum exploration process of a zero-boundary GFF h. Then we have the following.
(1) The sequence (L u , u ≥ 0) is almost surely càdlàg and transient.
(2) The sequence (L u , u ≥ 0) is almost surely determined by h.
(3) The sequence (L u , u ≥ 0) satisfies domain Markov property: for any stopping time T , let U 0 T be the connected component of U \ L T that contains the origin, and let g T be the conformal map from U 0 T onto U with g T (0) = 0 and g T (0) > 0. Then the sequence (g T (L T +u ), u ≥ 0) has the same law as the alternating continuum exploration process of GFF.
Proof. Lemma 3.1.1 implies that the sequence is càdlàg; Proposition 3.2.4 implies that the sequence is almost surely determined by the field; and the domain Markov property is immediate from the construction. We only need to explain that the sequence is transient.
Note that L τ 1 has the same law as the loop in CLE 4 that surrounds the origin. In particular, L τ 1 ∩ ∂ U = / 0 and there exist η ∈ (0, 1) and p ∈ (0, 1) such that
Then the transience can be proved similarly as the proof of Proposition 2.2.6. By Proposition 3.2.5, we have the following target-independence property of the alternating continuum exploration process. (b) Consider the field h restricted to U w T , it has boundary value 2λ + c. For any v such that 2λ + c + v ∈ (−λ , λ ), letL v be the level loop with height v. Clearly, it is contained in U w T .
Combining these two facts, the loop L w,k N has to coincide withL u . This contradicts with the fact that L w,k
(a) Consider the alternating continuum exploration process starting from the origin targeted at ∞. The event E 0→∞ requires that L 0→∞ T − does not disconnect 1 from ∞ and that T is a transition time.
Consider the alternating continuum exploration process starting from the origin targeted at 1. On the event E 0→∞ , we have that L 0→1
T − does not disconnect 1 from ∞ and thatT is not a transition time which is E 0→1 .
(c) Consider the alternating continuum exploration process starting from ∞ targeted at 1. On the event E 0→1 , we have that L ∞→1
S−
can not disconnect 0 from 1 and thatS is not a transition time which is E ∞→1 .
Consider the alternating continuum exploration process starting from ∞ targeted at the origin. On the event E ∞→1 , we have that L ∞→0 S− can not disconnect 0 from 1 and that S is a transition time which is E ∞→0 . Combining these three facts, we have that, almost surely on E 0→∞ , the event E ∞→0 holds and that the regions D 0→∞ and D ∞→0 coincide. Suppose that h is a whole-plane GFF modulo a global additive constant in R. Let (L 0→∞ u , u ∈ R) be the alternating continuum exploration process of h starting from the origin targeted at ∞ where (u j , j ∈ Z) is the sequence of transition times. Let (D 0→∞ j , j ∈ Z) (resp. (F 0→∞ j , j ∈ Z)) be the sequence of transition regions (resp. the sequence of stationary regions) of h starting from the origin targeted at ∞. From Remark 3.5.2, we have the following observations. We define the intensity measure µ D and µ F in the following way. For each measurable set A of compact sets (whose complements in the Riemann sphere have two connected components: one contains the origin and the other one contains ∞), set
The following conclusion is an immediate consequence of Theorem 1.2.6. 
Whole-plane CLE 4
In this section, we will explain the construction and some properties of whole-plane CLE 4 and complete the proof of Theorem 1.2.7. In fact, all conclusions in this section about whole-plane CLE 4 are explained in [KW14] , and we will explain how to obtain these properties in the current setting.
As introduced in Section 3.1, CLE in simply connected domain D = C is a random countable collection of simple loops in D that are disjoint and non-nested. It is natural to define nested CLE in D from non-nested CLEs in an iterative i.i.d way: Sample first non-nested CLE in D, and then sample independent CLEs in the inside of each loop in the first generation, and iterate. This defines a nested CLE in D which is a collection of disjoint simple loops, but, for each fixed z ∈ D, there are infinitely many loops that surround z. From nested CLE, there is a natural version of CLE defined in the whole-plane (see [KW14, MWW14] ) obtained via a limiting procedure: one considers a nested CLE in C ∪ {∞} \ εU and the whole-plane nested CLE is the limit object as ε goes to zero.
In Section 3.2, we introduced the upward continuum exploration process of GFF on U, and we explained that the collection of all clockwise loops in the upward continuum exploration processes of GFF targeted at all points in U is a (non-nested) CLE 4 : Proposition 3.2.6. In Section 3.3, we introduced the alternating continuum exploration process of GFF on U which is generated in an iterative i.i.d way. Therefore, the corresponding loops in the alternating continuum exploration processes targeted at all points in U gives a nested CLE 4 : Proposition 3.3.3. From the coupling between whole-plane GFF and the alternating continuum exploration process given in Theorem 1.2.1, we obtain a coupling between GFF and whole-plane nested CLE 4 .
Proposition 3.6.1. Suppose that h is a whole-plane GFF modulo a global additive constant in R.
(1) For any two points z, w ∈ C ∪ {∞}, let (L u , u ∈ R) be the alternating continuum exploration process of h starting from z targeted at w where (u j , j ∈ Z) is the sequence of transition times. Then the collection of loops (γ z→w j := L u j , j ∈ Z) has the same law as the sequence of loops in whole-plane nested CLE 4 that disconnects z from w. We call (γ z→w j , j ∈ Z) the sequence of transition loops of h starting from z targeted at w and denote its law by CLE 4 (z → w).
Define nested CLE in the annulus A in the following way: Sample first non-nested CLE Γ A in A, and then sample independent nested CLEs in the inside of each loop of Γ A .
Consider a whole-plane nested CLE 4 (0 → C), we have the following observations.
(a) By Proposition 3.6.2 Item (1), we know that CLE 4 (0 → C) is invariant under any Möbius transformation φ of the Riemann sphere such that φ (0) = 0.
(b) Suppose that (γ j , j ∈ Z) is a sequence of loops with law CLE 4 (0 → ∞). Define A j to be the annulus lying between γ j and γ j+1 : A j = ext(γ j ) \ ext(γ j+1 ).
Given (γ j , j ∈ Z), for each j, sample independent nested CLE 4 in the annulus A j . Then the obtained collection of loops (the loops (γ j , j ∈ Z) and the loops inside each annulus A j ) has the same law as CLE 4 (0 → C) by Lemma 3.6.4.
(c) By Lemma 3.6.3, we know that the nested CLE 4 in the annulus is invariant under inversion.
Combining these three facts, to prove Theorem 1.2.7, it is sufficient to show that CLE 4 (0 → ∞) is invariant under inversion. In other words, the proof of Theorem 1.2.7 will be completed by proving the following proposition.
Proposition 3.6.5. The law CLE 4 (0 → ∞) is the same as CLE 4 (∞ → 0).
Proof. Suppose that (γ j , j ∈ Z) is a sequence of loops with law CLE 4 (0 → ∞). For each j, define A j to be the annulus lying between γ j and γ j+1 . Define the intensity measure µ A in the following way: for each measurable set A of annuli, set
First, combining Lemmas 3.1.2, 3.5.4 with Corollary 3.5.3, we know that µ A is invariant under inversion.
Consider the sequence of annuli (A j , j ∈ Z), almost surely, there exists exactly one annulus that contains the point 1. We reindex the loops by 1/2 + Z such that 1 is between the two loops γ −1/2 and γ 1/2 .
Second, we explain that the law of the pair (γ −1/2 , γ 1/2 ) is invariant under inversion. Denote by µ A,1 the measure of µ A restricted to the annuli that contain 1. The measure µ A,1 is a probability measure. We have the following observations.
(a) By the first step, we know that µ A is invariant under inversion, thus µ A,1 is also invariant under inversion.
(b) The law of the pair (γ −1/2 , γ 1/2 ) is the same as the law of the two connected components of the boundary of the annulus with law µ A,1 .
Combining these two facts, we have that the law of the pair (γ −1/2 , γ 1/2 ) is invariant under inversion.
Finally, we explain that the law of the sequence (γ −1/2−n , ..., γ −1/2 , γ 1/2 , ..., γ 1/2+n ) is invariant under inversion for any n ≥ 1. In fact, the similar argument for the case n = 0 also works here. Define the measure on the set of successive (2n + 1)-annuli such that 1 is in the inside of the middle annulus, then this measure is also invariant under inversion. This implies that the law of the sequence (γ −1/2−n , ..., γ −1/2 , γ 1/2 , ..., γ 1/2+n ) is invariant under inversion. This completes the proof.
