Measurements of [Fe/H] and radial velocity are presented for 89 RR Lyrae (RRL) candidates within 6 kpc of the Sun. After the removal of two suspected non-RRL, these stars were added to an existing database, which yielded 464 RRL with [Fe/H] on a homogeneous scale. Using data from the Gaia satellite (Data Release 2), we calculated the positions and space velocities for this sample. These data confirm the existence of a thin-disc of RRL with [α/Fe]∼ solar. The majority of the halo RRL with large total energies have near zero angular momenta about the Z axis. Kinematically these stars closely resemble the Gaia-Sausage/Gaia-Enceladus stars that others have proposed are debris from the merger of a large galaxy with the Milky Way. The metallicity and period distributions of the RRL and their positions in the period-amplitude diagram suggest that this disrupted galaxy was as massive as the Large Magellanic Cloud and possibly greater.
INTRODUCTION
Investigations of the structure of the Milky Way (MW) often employ one type of star or star cluster and use their distributions in space, kinematics, chemical composition, and age to probe the MW's current structures, with the goal of revealing their origins. Each probe has its advantages and limitations in terms of their identification, number density, luminosity distribution, and the ease of measurement of the fundamental data. Time-honored examples of probes are the subdwarfs and other main-sequence stars, globular and open clusters, red giants, classical Cepheid variables, and RR Lyrae (RRL) variables. Because RRL are easily identified by their light variations and have nearly uniform, welldetermined, and large mean luminosities (∼ 50L ⊙) ), they have been used for decades to trace old stellar populations. Following the example of many previous observers (e.g., Layden 1995a; Kepley et al. 2007; Morrison et al. 2009; Kinman et al. 2012; Dambis et al. 2013; Marsakov et al. 2018b) , we use an enlarged sample of well-studied RRL near the Sun to investigate the halo and disc populations. Our motivation stems from many recent theoretical and observational investigations of the origins of these populations.
Simulations of the formation of MW-size spiral galaxies in the framework of modern cosmology predict that their stellar halos have two components (e.g., Zolotov et al. 2009 ; ⋆ E-mail: robert.zinn@yale.edu Tissera et al. 2012; Pillepich et al. 2015; Cooper et al. 2015; Monachesi et al. 2019) . One, which is frequently called the accreted halo, is made up of stars that formed in dwarf galaxies that were accreted and ultimately destroyed by merging with the large galaxy early in its evolution. The second component, which is commonly called the 'in situ' halo, is made up of stars that formed in the inner disk and bulge of the large galaxy. Merger events later dislodged these stars from their birth sites and placed them on halo orbits. Because of this orbit modification, the in situ halo has been also called the 'kicked out' component of the halo by some authors. The in situ halo of the simulations should not be confused with the halo model of the classic paper by Eggen et al. (1962, ELS) in which the halo stars were the first stars to form in a radially collapsing gas cloud and owe their eccentric orbits to the cloud's rapidly changing gravitational potential. The modern simulations do not identify a halo component that closely resembles the ELS model. The in situ halo stars are predicted to be more metal rich and have more prograde rotation than the majority of the accreted halo stars because of their origin in the nascent disk. The in situ halo and the thick disc are predicted to be related in the sense that the merger events that produced the in-situ halo may have also contributed stars to the thick disk, either directly from the disrupted galaxies or by heating the thin disc.
Observations over the past 40 years have shown that the MW halo has a sizable accreted component in agreement with the simulations (Searle & Zinn 1978; Norris 1986;  c 2019 The Authors Carney et al. 1990; Majewski 1993; Helmi et al. 1999; Mackey & Gilmore 2004; Belokurov et al. 2007; Bell et al. 2010; Carollo et al. 2010; Schuster et al. 2012) . Evidence for a 'dual halo' has been growing in the last decade, whose components are often identified with the accreted and in situ halos of the simulations (e.g., Carollo et al. 2010; Nissen & Schuster 2010; Bonaca et al. 2017) , but the size of the in situ halo has been debated (Hawkins et al. 2015; Deason et al. 2017 ). In the past year, several studies Haywood et al. 2018; Helmi et al. 2018; Koppelman et al. 2018; Kruijssen et al. 2019; Myeong et al. 2019; Donlon et al. 2019, and refs. therein) have provided strong evidence that the MW has experienced one, and perhaps more than one, major merger roughly 10 Gyrs ago that was of sufficient in size to substantially heat any pre-exisiting disc. The origin of the thick disk may now be understood, but there remains debate about whether a separate in situ halo has been uncovered (e.g., Mackereth et al. 2019a; Di Matteo et al. 2019; Gallart et al. 2019) ).
In this paper, we report the results of a spectroscopic survey of RRL stars within 6 kpc of the Sun. In several respects, it resembles the earlier survey by Layden (1994 Layden ( , 1995a , which remains a major source of data on the nearby RRL. Ab initio, the present survey was motivated by the first observational results for a dual halo and the first simulations showing the accreted and in situ halos. The availability a new catalogue of bright RRL (Pojmanski 2002) and a new catalogue of proper motions for southern stars (Girard et al. 2011 ) made feasible the goal of measuring the space velocities and metallicities of hundreds of RRL following the methodology of Layden (1994, L94) . The decommissioning of the spectrograph that was used for this survey not long after it started severely limited the data that was obtained, and here we report the results of observing only 89 stars, many of which do not have previous measurements of [Fe/H]. After reporting our measurements, we add this new sample to an existing one, and discuss the properties of 464 nearby RRL.
OBSERVATIONS AND REDUCTIONS

Spectroscopy
In planning this study, a sample of about one hundred abtype RRL was selected from the ASAS online catalog 1 . Queue-scheduled observations were requested on the 1.5m telescope and Cassegrain Spectrograph located on Cerro Tololo in Chile and operated by the Small and Moderate Aperture Research Telescope System (SMARTS) Consortium. The Loral 1K CCD (having 15 µm pixels in a 1200 by 800 array) was used with grating 26/Ia at a tilt of 16.14 • , providing spectra covering 3650 to 5400Å at 1.47Å pix −1 resolution. A slit width of 0.11 mm (2.0 arcsec) was used independent of seeing to facilitate the queue-scheduled observations.
For most observations, HeAr comparison spectra were taken immediately before and after a set of three stellar exposures (30 to 240 s each) in order to monitor and remove 1 Visit http://www.astrouw.edu.pl/asas/. the effects of instrumental flexure. In total, 171 such "visits" were made to 89 separate RRL stars between 2009 August and 2011 February, yielding 525 useable spectra. In addition we obtained 75 spectra in 25 visits to six non-variable stars from Table 4 of L94 to serve as equivalent width standard stars.
We performed the usual CCD image processing steps of bias subtraction and flat-field correction using IRAF 2 , then extracted each two-dimensional spectrum by summing across the stellar spectrum and subtracting the sky background using apertures on either side of the stellar spectrum. An extraction was made of each comparison lamp exposure in a visit using the identical parameters used for each stellar spectrum, and the two lamp spectra (one preceding and one following) were used to provide a wavelength calibration for each stellar spectrum. This involved spline curve fits to the the pixel locations of 47 HeAr emission lines of known wavelength in each comparison spectrum, yielding a typical RMS scatter of 0.19Å or 13 km sec −1 in radial velocity. Finally, we continuum-normalized each wavelength-calibrated stellar spectrum by fitting and dividing by a spline curve to remove the wavelength-dependent instrumental response. Table 1 lists, by their ASAS catalog names, the 89 RRL stars observed. The second and third columns of Table 1 list the equatorial coordinates, in degrees at epoch J2000.0, from the Yale/San Juan Southern Proper Motion Program (SPM4) (Girard et al. 2011) . The positional uncertainties are typically 23 mas, much more precise than the ASAS coordinates (the two sets of coordinates typically differ by 5 arcsec). Four stars were not found in the SMP4 (UZ Eri, LR Eri, XX Pup, and 040312-1951.2), so we show the ASAS equatorial coordinates for these stars in Table 1 . We used the equatorial coordinates of each star to find the star's Galactic coordinates (l, b), shown in columns four and five of the table. Most of the stars had 230 • < l < 360 • and −90 • < b < +10 • . One of the stars, 083412-6836.1, is no longer classified as a RRL, but instead as a CWB variable (BL Her or Anomalous Cepheid) by the recent ASAS-SN survey (Jayasinghe et al. 2019) . We include it in our analysis because it resembles a RRab spectroscopically, although we caution that the value of [Fe/H] that we obtain may be systematically in error. This star is excluded from our discussion of the kinematics of the local RRL.
We searched the Infrared Science Archive (IRSA) database 3 at these coordinates to retrieve the interstellar redding value, E(B − V ), from the Schlafly & Finkbeiner (2011) recalibration of the COBE dust maps (Schlegel et al. 1998 ). Three of our targets were in front of the Large Magellanic Cloud and had anomalously large reddenings. For these stars (045129-7137.7, 045426-6626.2, and VW Dor), we replaced the IRSA reddening value with the mean value from eight surrounding RRL: E(B − V ) = 0.049 mag (standard deviation 0.023 mag). The resulting values are shown in column six of Table 1 . For some targets, we include a 2 The Image Reduction and Analysis Facility (IRAF) was distributed by the National Optical Astronomy Observatory, which is operated by the Association of Universities for Research in Astronomy (AURA) under a cooperative agreement with the National Science Foundation. 3 Visit http://irsa.ipac.caltech.edu/applications/DUST/. cross-referenced alternate identification in the seventh column of Table 1 . The final column contains notes about selected stars.
ASAS Photometry and Period Revision
The ASAS project (Pojmanski 2002 ) used a 2048×2048 pixel CCD behind a 200 mm, f /2.8 camera lens to obtain timeseries, wide-field, low-resolution, V -band images across most of the Southern sky. We downloaded from the ASAS website the light curve chacteristics (magnitude at maximum brightness, amplitude of variation, period, epoch of maximum light, and variable type) output by the automated ASAS analysis pipeline. Inspection of several light curves suggested that improvements could be made to the period, and hence other derived light curve properties. We therefore downloaded the photometric data for each star (magnitude vs. time) from the ASAS website. For consistency, we used the magnitude from aperture #2 for each observation. We rejected photometry characterized by grades other than 'A' or 'B', leaving many hundreds of individual observations per star.
Then, we used the Phase Dispersion Minimization program (Stellingwerf 1978) implemented in IRAF to seek the best period for each star. For about half of the 89 stars, our revised period resulted in a phased light curve with less scatter than in the original ASAS result. We also estimated the uncertainty in each period, ǫP , by finding the period offset that resulted in a light curve with noticeably increased scatter.
We then fit the phased light curve of each star with a series of templates using the procedure described in Layden (1998) . This resulted in a number of useful properties including the intensity-mean magnitude, V , the maximum and minimum brightness (all calculated from the best-fitting template, T ; see Fig. 1 of Layden (1998) ) and the RMS scatter of the observed points around that template, along with the epoch of maximum light, Emax. These values are shown in Table 2 , along with the period, P , its uncertainty, and the number of photometric observations, N obs .
The intensity-mean magnitudes ranged from 10.2 to 13.8 mag, with a median of 12.9 mag. In general, stars with fainter magnitudes showed more scatter in their light curves; the RMS values listed in Table 2 are good indicators of the degree of this scatter. Two of the stars, Z For and 075127-4136.3, may be RRL first overtone pulsators (RRc) based on their short periods and light curve behaviours. This supports the previous work of Molnar et al. (2016) who suggested the latter star is an RRc. We show below that the strengths of the hydrogen lines in our spectra further suggest that both stars are RRc.
Equivalent Widths
For each spectrum, we measured the pseudo-equivalent widths (EWs) of the Ca II K, Hδ, Hγ, and Hβ lines using the programs and procedures described in Layden (1994) . 4 Briefly, the three hydrogen lines were each measured by fitting a straight line across continuum band midpoints on the blue and red sides of the feature as defined by the wavelengths shown in Table 5 of L94 (after adjusting them for the star's radial velocity), and summing the area enclosed between the stellar spectrum, the fitted continuum, and the wavelength limits of the feature also shown in Table 5 of L94. Because the H8 and Hǫ lines crowd the continuum around the Ca II K line, we allowed continuum bands of a fixed width to shift and seek a local maximum between broad limits (defined in Table 5 of L94), and drew the continuum line between those mean points, as described in Sec. 3.4.1 of L94. Also, we measured the Ca II K line EW using a narrower (λ = 14Å) feature band suitable for weak K lines, and a wider (λ = 20Å) feature band suitable for strong K lines. In all, we measured equivalent widths on 600 useable stellar spectra, 525 of which were of program RRL stars and 75 of which were of the six EW standard stars discussed in the previous section (see Table 6 of L94).
These spectra were gathered on various nights over 18 months, enabling us to test the long-term stability of our EW measurements. For a given EW standard star, the variance in EW measurements for a given spectral line was well below 0.2Å in most cases, and we found no evidence of EW changes over time. We conclude that our observational system yields stable and reliable EW measurements over the duration of our observing program. Table 2 is published in its entirety in the online edition; a portion is shown here for guidance regarding its form and content.
Because we will use the relationship between the EWs of Ca II K and the hydrogen lines developed as Eqn. 7 of L94 to determine [Fe/H], it is imperative that our present EWs have no systematic differences with respect to those of L94. Such differences could arise from the different resolutions and detector quantum efficiency curves of the respective spectrographs. For each spectral feature (Ca II K, Hδ, Hγ, and Hβ), we plotted our observed EW against that star's standard EW from L94, and performed a linear leastsquares fit to obtain a slope and a zero-point coefficient. For the Ca II K fit, we used EWs from the narrow feature band for points with W (K wide ) < 4.0Å, and the wide feature band for points with W (K wide ) ≥ 4.0Å (following L94). In general, the linear fits did a good job of describing the observed relationship across the range of EWs expressed by most of the RRL, with rms values of 0.26Å (Ca II K), 0.12Å (Hβ), 0.13Å (Hγ), and 0.19Å (Hδ). Inverting these linear relationships from the EW standard stars enabled us to convert our observed EWs of the RRL stars onto the standard system defined by L94, and thereby utilize his Eqn. 7.
During each visit to a particular RRL star, we usually obtained three spectra, and hence three sets of standardized EWs. After deleting a few EWs due to very low signal-to-noise spectra or obvious contamination by cosmic rays, we averaged the remaining standardized EWs to obtain W (Ko), W (Hδ), W (Hγ), and W (Hβ), respectively, and computed their standard deviations of the mean (ǫ). Table 3 provides these values for our program RRL stars, along with an estimate of the mean signal-to-noise (S/N ) derived from the spectra in the continuum bands around the Hγ line, and the number of spectra combined (Nsp) for each visit. The table also contains the star name, the mean heliocentric Julian Date of the visit, and its photometric phase, φ, predicted using the period in Table 2 . We estimated the uncertainty in this phase, ǫ φ , by recomputing the phase using our best period plus-and-minus the period uncertainty from These equivalent widths provide us with a means for testing the phases we derived in Sec. 2.2 using the ASAS photometry. RRL are brightest when they are hottest, and the EW of the Balmer lines is a good surface temperature indicator (Smith 1995) . In Figure 1 we plot W (H2), the average of the Hδ and Hγ EWs, as a function of photometric phase, φ. Most of the stars follow a pattern similar to an RRL light curve, showing high surface temperature near φ = 0 and cooling through φ ≈ 0.8. The modest amount of scatter in this diagram indicates the stars' photometric phases are generally correct.
A few discrepant points are worth noting. The stars Z For and 075127-4136.3 have anomalously high W (H2) Table 3 is published in its entirety in the online edition; a portion is shown here for guidance regarding its form and content.
values, consistent with their being RRc as described previously. The spectra of 041148-3042.6 at one visit have extremely small Balmer equivalent widths and extremely strong Ca II K lines, indicating an anomalously cool star, while the spectra taken at the second visit appear typical of RRL. Consequently, this star may not be an RRL. During the process of measuring EWs, spectra at two visits were noticed to have visual evidence of Balmer emission cores, a well-known phenomenon in type-a RRL (e.g., Preston 1964) . This leads to low EW measurements for the Balmer lines and an underestimate of the star's [Fe/H]. The emission is obvious for RW Hyi (the point at φ = 0.98 in Figure 1 ), but is less certain for UZ Eri (the point at φ = 0.71). With most of these outlier points explained, we have enhanced confidence in the phases of of the remaining points in Figure 1 .
Because our spectra were obtained in queue observing mode, it was not practical to time the data acquisition to observe the star at the optimal phase of 0.4 < φ < 0.8 (Preston (1964) , L94). Instead, our spectra were obtained at random phases, and about 20% were obtained on the "rising branch," 0.8 < φ < 1.0 (see Figure 1 ). Rather than reject those spectra out of hand, we aim to test whether spectra compromised by Balmer emission can be identified and rejected, while the unaffected spectra can be retained. Since most of our stars were visited twice at different phases, we can calculate a preliminary [Fe/H] value from each visit using the mean W (H2) Balmer line width and the observed W (Ko) line strength, along with the coefficients from the first line of Table 8 in L94. For each pair, we denote the value from the spectrum with phase nearest to φ = 0.4 as [Fe/H]n and the one with the farther phase as [Fe/H] f . We plotted the difference, [Fe/H]n− [Fe/H] f , against the phase farther from 0.4; stars with far-phases between 0.0 and 0.8 have a fairly flat distribution centered on zero with a standard deviation of 0.20 dex, while stars with far-phases between 0.8 and 1.0 (the rising branch) scatter more widely. Several of these outliers include the two visits with Balmer emission mentioned above, and the anomalously cool star 041148-3042.6. We settled on the following prescription for handling the [Fe/H] values from spectra taken on the rising branch: for stars with paired [Fe/H] values deviating by 0.4 dex (2σ) or more from the mean, we did not use spectra taken with phases between 0.8 and 1.0 (36% of the rising branch spectra), while spectra deviating by less than 0.4 dex received half-weight (64%).
With the visits flagged to have full, half, or no weight, we refined the [Fe/H] values by applying the interstellar Ca II K and Hβ metal-line contamination corrections described in L94. For the latter, we calculated the metal line strength, W (Z β ), using Eqn. 3 of L94 and computed the corrected Hβ equivalent width as W (Hβz) = W (Hβ) − W (Z β ) (see column 4 of Table 4 ). For the former, we used the Galactic model of W (Kint) described by Beers (1990) (see column 3 of Table 4 ) and estimated an uncertainty in this value using the relation ǫKint = 0.018 ln |Z| + 0.060
(1) derived from the 1-σ error values in Table II of Beers (1990) , where |Z| is the distance from the Galactic plane in kpc.
To obtain a preliminary heliocentric distance to each star, and hence |Z|, we assumed the absolute magnitude relation of Cacciari (2013) along with the intensity-mean apparent magnitude listed in Table 2 Table 3 ; the second variation changed the assumed W (K) by adding the error in the interstellar correction ǫKint; and the third variation changed the assumed W (H3) by the combined errors ǫ δ , ǫγ , and ǫ β from Table 3 .
For a given star, we combined the [Fe/H] values from each visit using a weighted mean, in which the weights were the inverse-squares of the uncertainties described above, multiplied by 0.5 or 0.0 for rising-branch phases. These values are listed in column 5 of Table 4 , along with the weighted error (ǫ1), the standard deviation of the mean of the [Fe/H] values from each visit around the mean (ǫ2), and the effective number of visits used (Nvis, where the half-and zero-weighted rising-branch visits contribute 0.5 and 0 to the count). The median value of ǫ2 is 0.06 dex; this should describe the internal error in a typical star's [Fe/H], that is, its precision in the metallicity ranking within our study. A larger systematic uncertainty may shift our metallicity ranking with respect to those of other studies.
Four stars of our sample (RX Col, VW Dor, UU Hor, SV Vol) are in common with L94. The mean difference in [Fe/H] in the sense L94-ours is 0.06 with σ = 0.05. This small difference suggests that we have successfully placed our measurements on the L94 scale to within the errors in our measurements.
Only two stars in our sample have been previously measured by high-resolution spectroscopy, XX Pup and VW Scl, for which we obtained [Fe/H]= −1.59 and −1.55, respectively. Fernley & Barnes (1997) obtained −1.33 for XX Pup, and Pancino et al. (2015) , obtained −1.22±0.10 for VW Scl. At face value, this suggests that our measurements of [Fe/H] are too low by about 0.3 dex. This amount of disagreement is not surprising, however, in light of the differences between different high-resolution studies. For example, the 4 stars in common between Fernley & Barnes (1997) and Pancino et al. (2015) , have a mean deviation of 0.23 dex with σ = 0.42. The differences between high-resolution measurements for RRL have been discussed by Chadid et al. (2017) , who pointed out that many high-resolution [Fe/H] scales transform well to the L94 scale. Due to the lack of consensus on the [Fe/H] scale, we use L94 scale below in our discussion of the metallicities and kinematics of local RRLS.
Radial Velocity Measurements
We used the Fourier cross-correlation method as implemented in the IRAF task FXCOR to measure the wavelength shift between an object spectrum of unknown radial velocity (RV) and a template spectrum of known velocity. At the low-resolution of our spectrograms and in the window 3750-5350Å, the cross-correlation method is most sensitive to the positions of the Balmer lines, whose strengths primarily depend on the effective temperatures of stars at the time of observation. For templates, we used the synthethic spectra calculated by Munari et al. (2005) for temperatures from 5500 to 8500 K in steps of 500K, a surface gravity of log g= 2.5, and [Fe/H]= −1.0. We also included a metalpoor and a metal-rich template ([Fe/H]= −2.5 and +0.0) at 6500 K, and log g= 2.5, because of the wide [Fe/H] range of our sample (∼ −2.6 to ∼ +0.3). This yielded nine templates at a resolution of 1Å. Next, we correlated the RRL spectra against each of the nine synthetic templates, and took the weighted mean RV and its error as the RV and uncertainty for each spectrum. The velocity stemming from the best match between the stellar spectrum and the template was therefore given the most weight. To check whether it was essential to match the template with the stellar [Fe/H], we also computed the differences in velocity given by each of the three templates of different [Fe/H]. This revealed that there were small offsets in the RV's given by these templates, which averaged < 10 km s −1 , but with no correlation with stellar [Fe/H].
The radial velocity curves of RRL depend on the mode of pulsation and the amplitude of of the light variation. Sesar et al. (2012) combined the RVs from high resolution spectra of several bright RRab to obtain template radial velocity curves at several wavelengths. We chose the curve based on the Hγ line (see Figure 1 of Sesar et al. 2012) as it was near the center of our spectrum, and we scaled its RV amplitude using the photometric amplitude (∆V = Vmin − Vmax) of each RRL from Table 2 and Equation 5 of Sesar et al. (2012) . For each RRL, we performed a least-squares fit between the observed RV and phase data, and the scaled RV template, yielding a systemic, center-ofmass velocity for the pulsating star, vCM . Sesar et al. (2012) noted an uncertainty of σv γ ≈ 13 km s −1 in vCM due to the uncertainty in the phase on the template at which the systemic velocity occurs. RRc variables have much smaller RV amplitudes than RRab, and the precise form of RV curve is less critical. For the two RRc in our sample, we used the same RV curve as Duffau et al. (2006) , which is based on curves of T Sex and DH Peg. Figure 2 shows examples of fits for three selected stars. The top panel shows a case where there were a large number of individual spectra in four separate visits, but poor agreement between the RVs from the different visits. The middle panel shows a case with better agreement between the three visits, but relatively large uncertainties in the photometric phase. The bottom panel shows an excellent fit. The amount of scatter of the individual RV measurements around the best-fit template (specifically, the standard deviation of the mean) is a second component of the overall uncertainty in our estimate of vCM .
A third component of this uncertainty comes from the uncertainty in our photometric phases, ǫ φ . We assessed this contribution for each RRL by refiting the template to the radial velocity data after shifting it by +ǫ φ and again by −ǫ φ ; the resulting velocity shifts were usually between 3 and 10 km s −1 , though larger cases occurred as shown in the middle panel of Figure 2 .
To determine the overall uncertainty in a star's centerof-mass radial velocity, ǫCM , we added in quadrature this velocity shift, the standard deviation of the mean of the individual velocity-phase observations around the best-fit RV curve, and σv γ from the template. The final values of vCM and its error are shown in Table 4 , along with the number of spectra used in the fit, N f it . Errors in vCM ranged from 14 to 58 km s −1 with a median of 21 km s −1 . Given the small number of independent visits involved in fitting each star and the statistical "jitter" this would introduce, it is reasonable to believe that the true uncertainty in the RV of most stars in our sample is of order 20-25 km s −1 .
A comparison of our radial velocities with ones in the literature gives mixed results. For the 4 stars in common with L94, the mean difference in the sense L94-ours is 8 km s −1 with σ = 10 km s −1 , and each diffence is smaller than the errors combined in quadrature. The velocities of VW Scl and XX Pup were measured by Britavskiy et al. (2018) and Fernley & Barnes (1997) , respectively, from high-dispersion spectrograms. The mean difference between their velocities and ours is 14 km s −1 , but with a huge scatter (σ = 64 km s −1 ). Another check on our velocities is provided by the recent Data Release 2 measurements by the Gaia satellite. Since the Gaia velocities are not corrected for the phase of observation, we considered only the mean radial velocities Table 4 is published in its entirety in the online edition; a portion is shown here for guidance regarding its form and content. measured from 5 or more Gaia observations. For the 25 stars in common, the mean difference in the sense Gaia-our velocities is 15.8 km s −1 with σ = 21.9. This is reasonably good agreement since the mean of adding the errors in quadrature is 18.5 km s −1 . Because one of the above comparisons produced poor results, we caution that the errors of our velocity measurements may be under estimated. Our primary source for the catalogue was the earlier one by Dambis et al. (2013) , who had compiled measurements of [Fe/H] on the L94 scale and radial velocities from numerous authors. We deleted from their catalogue the few stars more distant than 6 kpc and also BB Vir and BI Tel because the first is a blend and the second is an Anomalous Cepheid ( Muraveva et al. 2018) . We also deleted two stars measured here, 041148-3042.6 and 083412-6836.1, because they may not be RRL (see above). The stars in our catalogue are listed in Table 5 , where possible the name in the variable star convention is listed from the Simbad database, along with the equatorial coordinates (J2000.0). For the stars not measured here, a major source for the periods (P) and amplitudes in the V passband (Amp) of the variables was Skarka (2014) . Many of the designations as type ab or c, <V>, and the interstellar extinctions in the V pass-band (Vext) were taken from Dambis et al. (2013) . Other sources for these data were the references listed by Magurno et al. (2018) , Muraveva et al. (2018) , and the Simbad database.
The column labelled 'm-src' in Table 5 describes the source of the metallicity measurement. A '1' in this column indicates the [Fe/H] value was from L94, the present paper, or the mean of both. These measurements are from lowresolution spectrograms following the L94 technique. A '2' as the first digit indicates the measurement was taken from Dambis et al. (2013) , and it is based on a transformation to the L94 scale. A '3' indicates that we have tranformed one or more measurement from high-resolution spectroscopy to the L94 scale. These linear transformations used the stars in common between L94 and each high-resolution study and the [Fe/H] values listed by Magurno et al. (2018) , which are the high-resolution results re-scaled to the same solar abundance. The transformations contained from 8 to 26 stars, and their rms values varied from 0.10 to 0.16 dex. Where possible, the values transformed to the L94 scale were averaged with each other and with the L94 values. A good example of the utility of this procedure is provided by the very metalpoor star X Ari, for which the results from high-resolution spectroscopy disagree (see also Chadid et al. 2017 ). The 6 measurements compiled by Magurno et al. (2018) range from -2.19 to -2.74, and have a mean, <[Fe/H]>, of -2.52 and σ = 0.19. After transforming the individual measurements to the L94 scale, the range narrows to -2.34 to -2.58 with <[Fe/H]>= −2.44 and σ = 0.11. The L94 value is -2.40, and the value in Table 5 is the average of this and the 6 transformed values. The column labelled 'N' in the table is the number of independent studies that contributed to the listed mean. Thirty-five stars have 3 or more measurements, and average of their σ's is 0.07. This is essentially the same as the error obtained with the L94 technique (see above), and it is our estimate of the error in the [Fe/H] rank from one measurement.
A few stars, mostly type c, with m-src = 4 have values of [Fe/H] from high-resolution spectroscopy that could not be transformed to the L94 scale. We have adopted the values of [Fe/H] listed in Magurno et al. (2018) for these stars. Our experience with the other results from high-resolution spectroscopy suggests that these measurements are probably not more than 0.3 dex from the L94 scale.
The columns labelled vCM and ǫCM in Table 5 lists values of the adopted systemic velocity and its error. The column labelled 'v-src' describes the source of the measurements. A '1' in this column indicates that the velocity and its error are from the literature or this paper. Many of the literature values were taken directly from the Dambis et al. (2013) compilation, but first we corrected the data for a few stars that appear to have been miss copied from Jeffery et al. (2007) . We also adopted the velecities that Jeffery et al. (2007) measured by fitting a radial velocity curve to one measurement, but without quoting an error for this procedure. On the basis of the small errors that they quote for 2 or more observations, we have assigned ǫCM = 5 km s −1 to a single measurement. We also adopted the velocities that Britavskiy et al. (2018) and Sneden et al. (2017) measured by fitting radial velocity curves to their measurements of high-resolution spectrograms. Other literature values were taken from the Simbad database, but only if a velocity curve was fit to the measurements made at specific phases. The velocities with v-src = 2 are from the mean of 5 or more Gaia observations without the fit of a velocity curve. These values were adopted when a previous measurement was based on a few low-resolution spectrograms, which resulted in a relatively large ǫCM .
The above procedures produced a catalogue of 466 RRL with measured metallicities and radial velocities. The parallaxes and proper motions of this sample were downloaded from the Gaia DR2 Archive, and then examined for reliability and consistency. The DR2 data for RR Lyra itself is obviously spurious, which is attributable to an incorrect measurement of its G magnitude (Muraveva et al. 2018) . For this one star we adopted the Gaia DR1 results, which are based on the TYCHO-GAIA astrometric solution. Two other stars in our initial catalogue, AT And and VV Peg, have large values of the 'unit weight error' (UWE) and the 'renormalized unit weight error' (RUWE) (see Lindegren et al. 2018) , which indicate that their DR2 data are untrustworthy. 5 5 In addition, see 'Re-normalising the astrometric chi-square in Gaia DR2' which is available at www.cosmos.esa.int/web/gaia/public-dpac-documents.
These stars were removed from the sample. For the remaining 463 stars, the reliability criteria 'visibility periods used', RUWE, and UWE are ≥ 6, ≤ 1.61, and ≤ 2.38, respectively. Only the RUWE criterion is above the recommended cutoff (≤ 1.4) for good astrometry. We relaxed this criterion slightly because RUWE depends on the magnitudes and colors measured by Gaia, which of course for RRL vary with phase. None of the stars making up the 5% of the sample that have RUWE > 1.4 have UWE values outside the range of good astrometry.
The DR2 proper motions for bright stars (G < 13) are affected by a global rotation bias that varies with position and magnitude. This was removed by computing the corrections for each star using the formulae and coefficients given in Gaia DR2-known-issues. 6 We applied them in full to the stars with G≤ 11.0, with a factor f (= (13.0 − G)/2.0) if 11.0 < G ≤ 13.0, and with no correction (f = 0) if G > 13.0. These corrections are very small with respect to the proper motions and applying them change the space velocities of the stars by < 1 km s −1 .
The errors in the distances of the stars obviously affect both the positions of the stars in the Galaxy and their tangential velocities. The distances to our sample can be deduced from their parallaxes and from the absolute magnitude-metallicity relation for RRL. For the latter, we adopted the relationship that Muraveva et al. (2018) obtained using the Gaia DR2 parallaxes for 23 very nearby RRL: MV = 0.26[F e/H] + 1.04.
(2)
It is well documented that the Gaia parallaxes suffer from an offset in the sense that the measured parallaxes are too small. Muraveva et al. (2018) added an offset of 0.057 mas to the DR2 parallax when deriving equation (2), and the same value is adopted here. They also showed that equation (2) yields a distance to the Large Magellanic Cloud that is in excellent agreement with independent measurements.
The reciprocal of a measured parallax will yield an accurate distance as long as the ratio of the parallax to its error (ω/σω) ≫ 1. The distances obtained from equation (2) and the reciprocal of the Gaia parallax with the added offset are in good agreement for nearly all stars withω/σω ≥ 15 (∼ 7% distance error), but become less so at smaller values, and poor at ≤ 6 in the sense that the distances from the parallaxes are too large. The distances obtained from the absolute magnitude [Fe/H] relation are expected to have precisions of 5 − 7% in the absence of large reddening or photometric uncertainties (e.g., . Consequently, we have adopted the distances given by equation (2) for 251 stars withω/σω < 15 and assumed a relative error of 7%. For 214 other stars this ratio is ≥ 15, and their distances and errors were calculated from the Gaia parallax data. Because TX Car has a very large and uncertain interstellar extinction, we used its parallax distance even though ω/σω = 11.74. This methodology avoids where possible the uncertainty due to interstellar extinction, and it also avoids the inflation of the tangential velocities of the stars that 6 See www.cosmos.esa.int/web/gaia/public-dpac-documents.
would stem from adopting distances that are too large from the parallaxes.
The distances of the stars from the Sun (d⊙), their rectangular coordinates, X, Y, and Z, their velocities in cylindrical coordinates, VR, V φ , and VZ, their angular momenta about the Z axis (LZ ) and perpendicular to the Z axis (L ⊥ = (L 2 X + L 2 Y ) −1/2 ), and the sum of their kinetic and potential energies (Etot) are listed in Table 6 7 To calculate these quantities, we adopted 8.2 kpc for the Sun's distance from the galactic center, a solar motion (U⊙, V⊙, W⊙) = (11.1,12.24,7.25) km s −1 (Schönrich et al. 2010) , and 232 km s −1 for the velocity of the local standard of rest (LSR). With these quantities, the LSR has positive LZ = 1902 kpc km s −1 . To calculate the potential energy, we used model 2 from Pouliasis et al. (2017) for the gravitational potential, which yields 230 km s −1 for the circular velocity at 8.2 kpc. With this potential and the above velocity, the LSR has Etot = −1.72 × 10 5 km 2 s −2 .
In Fig. 3 , the cylindrical coordinates of the star are plotted with different colors representing their metallicities. About 99% of the stars lie within the cylinder, roughly centered on the Sun, with |Z| ≤ 4 kpc and 4 ≤ R ≤ 12 kpc (R ≡ (X 2 + Y 2 ) 1/2 ). The sample is undoubtedly biased towards brighter apparent magnitudes, and this and the large extinction near the galactic plane explains the fan shaped distribution of the stars in Fig. 3 . The metal-rich RRL ([F e/H] > −1) are largely confined to |Z| < 1 kpc; consequently, the bias against stars near plane impacts their number most strongly.
The RRL Discs
Beginning with the pioneering study of Preston (1959) , numerous investigators have shown that the metal-rich RRL have the kinematic properties of a disc population. While the majority of these disc RRL resemble kinematically the thick disc population (e.g., Dambis et al. 2013) , the evidence that some of belong to the thin-disc has mounted as the data have improved (Layden 1995a; Maintz & de Boer 2005; Liu et al. 2013; Marsakov et al. 2018a,b) . Since the Gaia satellite has provided new and improved astrometric data, we examine this question again using our sample, which is somewhat larger than previous ones.
In the top left diagram of Fig. 4 , we have plotted the entire RRL sample in the Toomre diagram. One sees immediately that the majority of the stars with [Fe/H] < −1 scatter widely over diagram, and much more so than the more metal-rich stars, which cluster within ∼ 100 km s −1 of VLSR. These are the long-recognized halo and disc populations of metal-poor and metal-rich RRL, respectively. We have also plotted in Fig. 4 , Toomre diagrams for 5 zones in |Z|, which illustrate the changes in kinematics and in [Fe/H] with distance from the plane. Thin-and thick-disc stars are commonly defined by their pecular velocities with respect Table 5 is published in its entirety in the electronic edition of the Journal; a portion is shown here for guidance regarding its form and content. The units are kpc, km s −1 , kpc km s −1 , and 10 5 km 2 s −2 for the coordinates, velocities, angular momenta, and total energies, respectively. Table 6 is published in its entirety in the electronic edition of the Journal; a portion is shown here for guidance regarding its form and content.
to the LSR (Vpec = (V 2 R + (V φ − 232) 2 + V 2 Z ) 1/2 , and here we adopt Vpec ≤ 50 and 70 < Vpec < 180 km s −1 for the thin-and thick-discs, respectively, following the discussion in Bensby et al. (2014) . The ratio of the so-defined numbers of thin to thick stars vary as 21/18, 11/33, 2/24, 1/7, and 1/13 in the 5 zones of increasing |Z| portrayed in Fig. 4 .
The observational errors are not responsible for placing some RRL in the thin-disc region of Fig. 4 , for the majority of the 35 thin-disc stars have |50 − Vpec|/σV pec > 2. The distances of 77% of these stars were measured from welldetermined parallaxes, and consequently, their space velocities are independent of the instellar extinction. Because the samples of disc stars suffer from incompleteness, particularly near the galactic plane (see Fig. 3 ), and from contamination from the halo population, which on account of being both old and metal-poor has a higher frequency of RRL compared to the disc populations, it is not possible to measure reliably the scale heights of the discs. The falloff with |Z| of the number of stars in the thin-disc region is in qualitative agreement with the scale height of ∼ 300 pc for the old thin-disc (Bland-Hawthorn & Gerhard 2016) .
The thin-disc and thick-disc samples of RRL overlap in [Fe/H] (see Fig. 4 ), but on average the thin-disc sample is more metal-rich. For example, in the |Z| ≤ 0.5 region, where both discs are abundant in our sample, the kinematcally defined thin-and thick-disc samples have mean [Fe/H] = −0.68 and −1.34, respectively. In the whole sample of 36 RRL in the thin-disc region, only one (T Hyi) is very metalpoor ([Fe/H] < −2), and because of its relatively large |Z|, 2.3 kpc, it is likely an interloper from another population. But 7 of the 95 thick-disc stars in our sample have −2.33 ≤ [Fe/H] ≤ −2.00. These stars and T Hyi may be related to the very metal-poor disc stars recently discussed by Sestito et al. (2019) .
Another discriminant between thin-and thick-disc stars near the Sun is the ratio of the abundances of the α elements to Fe, which at the same [Fe/H] is significantly higher than solar in thick disk stars and near solar in thin-disc ones (e.g., Haywood et al. 2013; Bensby et al. 2014) . For 96 field RRL, Magurno et al. (2018) have recently compiled and re-scaled to the same solar abundance the measurements in the literature of [Mg/Fe], [Ca/Fe], and [Ti/Fe] from high-resolution spectroscopy. Fig. 10 in Magurno et al. (2018) , shows the dependence of these ratios on [Fe/H] and also illustrates the scatter in the measurements. Eighty-six stars of their sample are in our catalog, and for these stars we averaged where possible the abundance ratios that Magurno et al. (2018) list from multiple sources. On the basis of plots similar to their fig. 10 , but with the mean abundance ratios, we divided our sample into low and high α/Fe groups by making cuts at [Mg/Fe],[Ca/Fe] and [Ti/Fe] = 0.25, 0.1, and 0.1, respectively. Because not all 3 abundance ratios were measured for every star, we adopted the following procedure for assigning stars to a group. For a star to be in the low α group, no more one of the above ratios could be above its cut if all 3 ratios were measured, and none above the cut, if < 3. Fig. 5 shows the Toomre diagram for the so-defined low and high α groups. Eleven of the 15 stars in the low α group and 0 of the 71 stars in the high α group have Vpec ≤ 50. Hence, many of the RRL that are kinematically thin disc stars also have the thin-disc charactistic of low [α/Fe](see also Marsakov et al. 2018b) , further strengthening previous arguments in the literature that the most metal-rich RRL are drawn from the thin disc. Non-variable thin-disc stars are known to be younger on average than thick-disc ones from comparisons with isochrones in the H-R diagram (e.g., Haywood et al. 2013) , which may also explain their lower α/Fe ratios. The old ages ( 10 Gyrs) of metal-poor RRL ([Fe/H] −0.8) are well established by their presence in globular clusters, which have been accurately dated from their main-sequence turnoffs.
There is no such direct evidence for the more metal-rich RRL because the metal-rich globular clusters do not contain RRL on account of their very red horizontal branches 8 . It is likely that the RRL with thin-disc kinematics and [α/Fe]∼ 0, are among the oldest of thin-disc stars, because with decreasing age it becomes more difficult for stars to lose sufficient mass to evolve into the instability strip at the luminosities of these stars. Since only a small number of thin-disc RRL are found in a region occupied by a huge number of other thin disk stars, their production must be a rare event (Layden 1995b) . These are interesting stars from the standpoints of their evolution and the chronology of the galactic discs, and worthy of further study (see Bono et al. 1997; Marconi et al. 2018 ).
The Halo RRL stars: relics of past mergers
Angular Momentum and Energy
The plot of angular momentum out of the galactic plane, L ⊥ , against angular momentum around the Z axis, LZ , has been frequently used in discussions of halo substructures in the solar vicinity (e.g., Helmi et al. 1999; Re Fiorentin et al. 2005; Kepley et al. 2007; Kinman et al. 2012; Helmi et al. 2018; Koppelman et al. 2018; Li et al. 2019) . For our RRL sample, this diagram is shown in Fig. 6 , where the stars are defined as halo if Vpec > 210 km s −1 and otherwise as 'disc', following Helmi et al. (2018) . This cut is designed to limit the contamination by disc stars in the halo sample. Some of the so-defined 'disc RRL' have low values of LZ and/or fairly large values of L ⊥ (see Fig. 6 ), and hence are more halo-like than disc-like. These stars could be be part of the 'in situ' halo that is found in simulations or the kinematically hot tail of the thick disc population, which may be one in the same. As one expects from their positions in the Toomre diagram, many of the metal-rich stars have values of LZ near that the LSR (1902 kpc km s −1 ) and small values of L ⊥ (see also Fig. 7 ). In the pioneering study by Helmi et al. (1999) of stars within 2.5 kpc of the Sun, a stellar stream, now called the 'Helmi-Stream', was recognized as a clump of stars, including 3 RRL, in the LZ − L ⊥ diagram. Subsequent investigations (Re Fiorentin et al. 2005; Kepley et al. 2007; Kinman et al. 2012 ) increased the number of RRL in the group to 7. With the exception of AS Cnc, which Kepley et al. (2007) considered a dubious member and we concur on the basis of its large L ⊥ (3765 kpc km s −1 ), these stars are identified in Fig. 6 along with two boxes labelled A and B. According to , Box A includes most of the stars making up the core members of the Helmi-Stream and Box B contains the remaining core members and many other stars that are likely members of the Stream. Fig. 6 shows that one additional star lies within box A and two more lie on the border of box B. The RRL previously identified with the Helmi-Stream and these new ones are listed in Table 7 , where HS-A, HS-B, and HS-BB indicate if they are in box A, B, or borderline B, respectively.
We have put boxes, labelled I and II, around two other groups in Fig. 6 that have large retrograde values of LZ . Their member stars are listed in Table 7 . Group I is approx- imately coincident in the LZ −L ⊥ plane with the small group of stars discussed by Kepley et al. (2007) and Kinman et al. (2012) , which they pointed out may be part of a stellar stream. Included in their group were two RRL, RV Cap and AT Vir, which are among the 9 RRL that we identify here as Group I. Kinman et al. (2012) noted that the globular cluster NGC 3201 lies not far from these stars in the LZ − L ⊥ plane. NGC3201 is plotted in Fig. 6 using the proper motion that Baumgardt et al. (2019) determined from Gaia DR2 measurements and their tabulated values of d⊙ and radial velocity. With the more precise data from Gaia, NGC 3201 is indeed close to the Group I RRL. Group II consists of 5 stars that are tightly clustered at large retrograde LZ and small L ⊥ . In the following diagrams, we identify the Helmi-Stream RRL, including the 3 new ones, and Groups I and II, so that the kinematic properties their member stars may be compared. In Fig. 7 the RRL sample is plotted using LZ and Etot. Co-moving groups of stars are expected to form clumps in Fig. 7 , and the groups identified on the basis of Fig. 6 show signs of this. Of the 9 RRL identified with the Helmi-Stream in Fig. 6 , 7 are clustered at (LZ, Etot) ∼ (1200, −1.5 × 10 5 ). The Helmi-Stream stars identified by and the stars in their simulated stream occupy similar locations in the LZ − Etot plane (see their figs. 2 and 15). The 2 remaining Helmi-Stream RRL from Fig. 6 have larger values of Etot than the others, and their membership in the Stream is less secure. Fig. 7 shows that 7 of the 9 Group I RRL and 4 of the 5 Group II RRL are clustered in the LZ − Etot plane as well as in Fig. 6 . The evidence that they consitute streams is therefore about as strong as the Helmi-Stream RRL. Although the stars in Groups I and II overlap in Etot, they are substantially different in L ⊥ because the Group II ones have small VZ velocities. Several Group I stars are similar to NGC 3201 in Etot as well as LZ and L ⊥ . A subset of these are sufficiently close to NGC 3201 in LZ that they may be related. It is likely that Group I, and perhaps Group II as well, are part of the accretion event discussed very recently by Myeong et al. (2019) . They propose that bulk of the high energy retrograde halo stars and several globular clusters including NGC 3201, originated in one large galaxy, called 'Sequoia', which was disrupted as it merged with the MW (see also Massari et al. 2019) . In their discussion of multiple retrograde substructures in the local halo, Koppelman et al. (2019b) found evidence for 'Sequoia', but also for an additional substructure of metal-poor stars at lower energy and −800 ≥ LZ ≥ −2000 kpc km s −1 , which they called 'Thamnos'. There are several RRL in Fig. 7 which occupy the same region, and are potentially members of this substructure. The most striking feature of Fig. 7 is not, however, these moving groups. It is the narrow range of LZ of the RRL with the largest energies. This 'Plume' of RRL at LZ ∼ 0 runs from about the Etot of the LSR to higher values. A rectangle has been drawn about it in Fig. 7 , which is restricted in LZ to between +500 and -700 kpc km s −1 to avoid confusion with the Helmi-Stream and the Group I stars. There is no reason to suspect that the Plume does not extend to the bottom of Fig. 7 , but at low Etot it may become more contaminated with stars of different origins. We have therefore set the base of the rectangle at Etot = −1.75 × 10 5 km 2 s −2 , where the Plume still appears to be a separate feature of the diagram. Dinescu (2002) was the first to note this plume in the LZ −Etot plane using data from the Beers et al. (2000) compilation of nearby metal-poor stars. She suggested that it was the remains of the disrupted galaxy that contributed the globular cluster ω Cen to the MW. This scenario was modelled by Tsuchiya et al. (2003) and also by Brook et al. (2003) , whose model exhibits a similar plume in the LZ − Etot plane. The plume was also noted by Morrison et al. (2009) in their analysis of a sample of halo stars. The data from the Gaia satellite show that the plume is a very prominent feature in the kinematics of local halo stars Helmi et al. 2018) , including many that are α poor Helmi et al. 2018 ). The 'Gaia-Sausage', which describes the anisotropy of the halo's velocity ellipsoid , is basically the plume viewed in a different way. There is consensus that the plume, called 'Gaia-Enceladus' by Helmi et al. (2018) , and the 'Gaia-Sausage' was produced by a major merger that provided many of stars of the galactic halo and also formed the thick disc by heating the pre-existing galactic disc Helmi et al. 2018) . This accreted galaxy probably also contributed a number of globular clusters to the halo Myeong et al. 2018; Massari et al. 2019) . Donlon et al. (2019) have recently provided evidence that the Virgo Overdensity, the Virgo Stellar Stream, and other halo streams may be due one large merger, the 'Virgo Radial Merger', and they suggest that this merger event may be the same as Gaia-Sausage/Enceladus.
Spherical Polar Coordinates and Anisotropy
We have plotted the RRL using their velocities in spherical coordinates in Fig. 8 . Vr is the velocity in the radial direction and V φ and V θ are the velocities in the azimuthal and polar directions, respectively. Vr and V θ were calculated from the cylindrical velocities VR and VZ using the following relations:
In Fig. 8 , the Helmi-Stream and Groups I & II RRL and the globular cluster NGC 3201 are identified so that their velocities may be compared. The 93 RRL in the rectangle of Fig. 7 have small values of |V φ | as expected from their small LZ . These Plume stars make up the extremes in the Vr distribution of the halo, which resembles the 'sausage' distribution that Belokurov et al. (2018) discovered in a large sample of main-sequence stars near the Sun.
Two of the RRL identified with the Plume in Fig. 7 , SW Dor and ASAS 031948-3331.0, have much larger values of |V θ | than the others. Consequently, they are not considered Plume members in the following discussion. These stars lie not far from the 7 and 8, and they could be members of that stream.
Using their sample of main-sequence stars, showed that the anisotropy parameter β 9 increases with increasing [Fe/H] and becomes quite large (0.8 − 0.9) in the range −1.7 < [Fe/H] < −1. For the sample of RRL, plots of β and mean azimuthal velocity against [Fe/H] are shown in Fig. 9 , where the sample has been limited to stars with |Z| ≥ 1.0 kpc. A more extreme cut is necessary to eliminate the disc contamination, but this would limit too much the sample size (see the Toomre diagrams in Fig. 4) . Inspection of the data reveals that the most metal-rich bin, which exhibits an uptern in <V φ > and a decline in β, is affected by disc-star contamination. The plot of β in Fig. 9 is in qualitative agreement with the results of in that the halo RRLS are moderately anisotropic at very low abundances and become much more so at [Fe/H] > −1.7. Although β is never > 0.8 9 β = 1 − (σ 2 φ + σ 2 θ )/2σ 2 r . β = −∞, 0, &1 for purely circular, isotropic, and purely radial motions, respectively. in the RRLS sample, such extreme values are within the errors. The plot of <V φ > shows that the halo is very slowly rotating over most of the [Fe/H] range, again in qualitative agreement with the main-sequence stars. The comparisons in this section and the previous ones show that the RRL sample has, at least in general terms, the kinematic signatures and kinematic-metallicity dependences as the other types of halo stars which have revealed the Gaia-Sausage/Enceladus merger. This need not have been the case since the production of RRL in a stellar population is tied to its horizontal branch morphology, which is a complex function of age and chemical composition.
The Properties of the Plume RRL
The metallicity distribution function (MDF) and the pulsational properties of the Plume RRL provide additional information on the Gaia-Sausage/Enceladus galaxy and how its very old stellar population compares with those of existing galaxies. In Fig. 10 , the MDF's of the Plume stars and halo stars of similar Etot but not part of the Plume (see Fig. 7 ) are compared. The Plume and other halo stars have mean [Fe/H] values of −1.58 ± 0.03 and −1.77 ± 0.05, respectively, and Fig. 10 shows that this difference is due to the Plume having a larger proportion of metal-rich stars and less of a metal-poor tail than the other halo stars. The Kolmogorov-Smirnov (K-S) 2-sided test rejects at the 10% significance level the hypothesis that the two MDF's were drawn from the same parent. Since there is a tight correlation between galaxy metallicity and mass among dwarf galaxies (e.g., Kirby et al. 2013 ), these differences suggest that the Plume is the remains of a larger galaxy than the ones that contributed to the sample of other halo stars.
Halo stars divide into two groups by [α/Fe], which also separates them by kinematics and age (Nissen & Schuster 2010; Schuster et al. 2012) , in the sense that the low α stars are younger and have hotter kinematics. Recent data from the APOGEE project has greatly increased the number of stars with measured abundances and reinforced the importance of the α abundances for interpreting the evolution of the MW (e.g., Hayes et al. 2018 ; Fernández-Alvar et al. Magurno et al. (2018) , which was in the predicted direction, was not due to the heterogeneity of the data sources.
periods than those of the dwarf spheroidal (dSph) galaxies of the lowest mass. It is similar to the period distributions of the LMC and the Sgr dSph, which suggested that the accretion of a few large satellite galaxies, rather than many lowmass ones, was responsible for the build-up of the halo. In Fig. 12 , the period distributions of the Plume stars are compared with those of the LMC (Soszyński et al. 2009 ), SMC (Soszyñski et al. 2010) , and the 'disc' sample. The Plume resembles most closely the LMC distribution, but it has a larger fraction of short period variables. The two-tail K-S test rules out the null hypothesis that they have the same distribution at the 0.05 significance level. The period distributions of the ab variables in globular clusters indicate there is a rough correlation between the periods of the shortest ab variables and cluster metallicity (see also below), in the sense that shortest periods are found in the most metal-rich clusters. The period distributions suggest therefore that at the time when RRL formed ( 10 Gyr. ago), the Plume (the Gaia-Sausage/Enceladus galaxy) was slightly more metalrich than the LMC. As noted by Fiorentino et al. (2015) , the Bailey diagram, the plot of amplitude against period, is also a diagnostic of the evolution of a stellar system. They draw particular attention to the region they call the High Amplitude Short Period (HASP) type ab RRL (see Fig. 13 , which they define as P ≤ 0.48 d and Amp ≥ 0.75). The low-mass dSph galaxies and metal-poor globular clusters do not contain HASP variables, whereas HASP stars are found in the higher mass satellite galaxies, such as the Sgr dSph galaxy, the LMC and the SMC, and in relatively metal-rich globular clusters. Because the MW halo has many HASP stars, Fiorentino et al. (2015) reached the same conclusion as Zinn et al. (2014) , that much of the halo population of the MW must have origined in massive satellites (see also Fiorentino et al. 2017 ). Monelli et al. (2017) have shown that the satellites of M31 behave in a similar way to the MW satellites in terms of the frequencies of HASP stars, and most importantly, that HASP populations are found only in massive satellities.
In the Bailey diagram in Fig. 13 , we have plotted the Plume and 'disc' samples of type-ab RRL. It is customary to plot the locations of the ridge lines of the Oosterhoff type I and type II globular clusters in the Bailey diagram, and we show them here to point out that some variables in the samples are indistinguishable from OoI or OoII stars. Although there is substantial scatter in [Fe/H] at any particular location in Fig. 13 , there is a general trend in the sense that shorter period is correlated with larger [Fe/H]. While there are only 85 ab variables in the Plume sample, there are 12 in the HASP region of Bailey diagram, although 5 are arguably borderline. The resulting HASP fraction (8-14%) is larger than than those of the LMC and SMC (6% and 1%, respectively, Fiorentino et al. (2015) ). The Bailey diagram as well as MDF and the period distribution of the ab variables suggest that the Plume originated in a massive satellite.
In Fig. 10 we compared the Plume sample to other high energy halo stars, most of which belong to the Helmi Stream and Groups I & II. There are 5 HASP stars in this sample, and each of these 3 groups contains one. As noted above the retrograde Groups I & II may be part of the 'Sequoia' galaxy, which according to (Myeong et al. 2019 Figure 12 . For the type ab RRL, the estimated probability density of the periods of the Plume stars is compared with the ones for the 'disc' (i.e., Vpec < 210 kms −1 ) stars, the LMC, and the SMC. These densities were calculated using a Gaussian kernal with a standard deviation of 0.03 day.
that the Helmi Stream probably originated in yet another massive satellite. The presence of some HASP RRL in these Groups and the Helmi Stream is not surprising. The other 2 HASP stars lie not far from the LZ boundaries of the Plume in Fig. 7 , which were conservatively drawn to avoid contamination from the other groups. The simulation of the Gaia-Sausage/Enceladus merger by Helmi et al. (2018) indicates that while its stars are concentrated in the LZ boundaries that define the Plume, some are scattered over a wider range. Figs. 12 and 13 show that the 'disc' sample, the RRL with Vpec < 210 kms −1 , has many more short period ab variables than the Plume. This sample is a mixture of thinand thick-disc stars and halo stars with pro-grade rotations (see above). The stars with the largest [Fe/H] and the shortest periods are members of the thin-or thick-discs and are therefore most likely native to the MW. In order of increasing fractions of short period ab variables, the systems in Fig. 12 are: the SMC, the LMC, the Plume, and the MW. This appears, therefore, to be the order in increasing [Fe/H], and probably also the ordering by galaxy mass.
CONCLUSIONS
Improvements in the astrometric data (thanks to the Gaia satellite) and an increase in the number of RRL stars with [Fe/H] measurements on a homogeneous scale has made it possible to examine more closely the kinematics and other properties of the RRL near the Sun. These data confirm that the MW has a thin disc of RRL with near solar α/Fe ratios (see also Marsakov et al. 2018a ) in addition to the welldocumented thick disc of RRL. The oldest thin-disc stars of similar composition and kinematics to the RRL have ages that are typically a few Gyrs younger than the ages measured for metal-poor RRL via globular cluster dating (e.g., Mackereth et al. 2019b) . How a small fraction of these thindisc stars were able to evolve into the instability strip and become the observed thin-disc RRL is unclear.
Among the halo RRL, there are small groups that have similar locations in plots of L ⊥ and Etot against LZ, which are signs that they originated in the same accretion events (the 'Helmi-Stream', 'Sequoia', and 'Thamnos', see above). The most obvious of these in our sample is the Helmi-Stream (Koppelman et al. 2019b, and refs. therein) , which contains 9 and possibly 11 RRL. The most remarkable property of the local RRL population is, however, that the majority of high energy RRL are spread out in Etot while concentrated in a small range of LZ near zero, creating a 'Plume' in the LZ − Etot plane. This Plume is largely responsible for the marked change in radial anisotropy with increasing [Fe/H] in the RRL sample, which resembles the one Belokurov et al. (2018) found in a sample of main-sequence stars. In all respects, the kinematics of the Plume RRL closely resemble as the 'Gaia-Sausage' or 'Gaia-Enceladus' , which appear to have their origin in a large dwarf galaxy that merged with the MW (see also Myeong et al. 2018; Kruijssen et al. 2019; Mackereth et al. 2019a; Vincenzo et al. 2019; Fattahi et al. 2019) . The MDF of the Plume RRL is skewed towards higher metallicity than the MDF of other high-energy RRL, many of which are members of either the prograde Helmi-Stream or retrograde groups that may be part of the 'Sequoia' galaxy (Myeong et al. 2019) . At least near the Sun, Gaia-Sausage/Enceladus is the major contributor of metal-rich RRL to the MW halo. The <[Fe/H]> of the Plume and its MDF suggest that its stars originated in a large galaxy similar to the LMC. The period distribution of the type ab variables and the frequency of HASP stars indicate that this satellite galaxy may have even more massive than the LMC. The 'disc' sample of RRL, which is largely native to the MW as opposed to the alien ones accreted from satellites, is more metal-rich and has higher frequency of short-period type ab than the Plume. At the time of RRL formation the MW had obtained a higher metallicity than the the Gaia-Sausage/Enceladus galaxy, whose later merger with the MW produced much of stellar halo we observe today.
