In this study, an algorithm for computing the inverse of periodic k banded matrices , which are needed for solving the differential equations by using the finite differences, the solution of partial differential equations and the solution of boundary value problems is obtained and the inverses of periodic anti k banded matrices are computed. In addition, the determinant of these type of matrices and the solution of linear systems having these coefficient matrices are investigated. When obtaining this algorithm, the LU factorization is used.The algorithm is implementable to the CAS (Computer Algebra Systems) such as Maple and Mathematica.
Introduction
The n× n periodic k banded and anti k banded matrices take the following form respectively: · · · a n−1,n−1 a n−1,n 0 · · · a n,n−1 a n,n . . . . . . . . . . . . a n−1,1 a n−1,2 · · · a n−1, k+1 2 a n−1,
a n2 · · · a n, · · · a 1,n−2 a 1,n−1 a 1,n a 2,n− k−1 2 · · · a 2,n−2 a 2,n−1 a 2,n a 3,n− k−1 2 · · · a 3,n−2 a 3,n−1 a 3,n . . .
The periodic k banded matrices are needed in science and engineering applications for example solving differential equations by using the finite differences, the solution of partial differential equations and the solution of boundary value problems.
In [1] , the authotrs obtained an algorithm to find the inverse of the periodic tridiagonal matrix by using Doolittle LU factorization and the inverse of periodic anti-tridiagonal matrix is obtained when the inverse of periodic tridiagonal matrix exists. A new algorithm is obtained for the inverse of periodic pentadiagonal and anti-pentadiagonal matrix in [2] . This paper is an expansion of [1] . In [3] an algorithm for solving linear systems having periodic pentadiagonal coefficient matrices is obtained. It is presented that a new computational algorithm to evaluate the determinant of the tridiagonal matrix with its cost In [4] . In [5] Hadj and Elouafi obtained a fast numerical algorithm for the inverse of a tridiagonal and pentadiagonal matrix.
In this work we obtain an algorithm to find the inverse of periodic k banded matrix when its inversion exists. When the algorithm is obtained the Doolittle LU factorization is used. After finding the inverse of periodic k banded matrix, the periodic anti k banded matrix is inverted by using the inversion of periodic k banded matrix. Also, an algorithm is studied to solve the linear systems having these coefficient matrices.
Main Result
In this section, the LU factorization of the matrix M is computed firstly where L and U are lower and upper triangular matrices, respectively. It is as in the following:
. . .
for r = i + 1, i + 2, . .
for
, i = 1
for i, j ≤ 0 then l ij = 0 and u ij = 0.
From here, it is clear that
The inverse matrix is computed as in the following, if the matrix M is nonsingular: Let C r s be the rth column of M −1 for r = 1, 2, . . . , n then
and it can be written as in the following:
where E r is the Kronecker symbol (E r = (δ 1r, δ 2r , . . . , δ nr, ) T , r = 1, 2, . . . , n.). Now, the algortihm for the inverse of the periodic k banded matrix can be developed. By using the LU factorization, the entries of the last 
where t ij s are the entries of the inverse of L and for r = 1, 2, . . . , n − 1 they are computed with the following reccurence relation:
Up to now, the entries of the last k+1 2 columns are obtained. Entries of the remaining n − k−1 2 columns are computed by using the following equation
where if j = 1, 2, . . . , n − k+1 2 then a j,j+
INPUT: n is the order of the periodic k banded matrix, k is the bandwidth of the matrix.
OUTPUT: The inverse matrix
Step1:
Step2:
Step3: By using (3)-(7), compute the elements of the matrices L and U.
Step 4:
. If M is singular, then the output is "Singular Matrix".
Step 5: Compute the elements t i,r by using (9).
Step6: Compute the elements of the last k+1 2 columns by using (8). Step7: Compute the elements of the remaining n − k+1 2 columns by using (10).
Step8: Substitute the actual value of λ in all elements of the inverse matrix M −1 .
The inverse matrix of the periodic anti k banded matrix N can be obtained by using the inverse of periodic k banded matrix M easily.
Let R be an n × n matrix as in the following form:
It is clear that R is nonsingular and its inversion is itself [2] . The following relation is true for (??)and (2) .
Thus, the inverse of (2) is obtained as in the following:
Also, linear systems having periodic k banded coefficient matrix, M x = y, can be solved by using the Dolittle LU factorization of this type of matrix. Here the component u ii is important. Because, the system has a unique solution if u ii = 0, i = 1, 2, . . . , n.
Algorithm 2:
Step1: By using the Step1-Step3 of Algorithm1, compute the LU factorization of the coefficient matrix M.
Step3: For i = n, n − 1, . . . , 2, 1
.
Numerical Example
Example 1 Consider the 6 × 6 matrices M and N as in the following
We apply the Algorithm1 to the matrix M and we have 
