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Abstract Hamiltonian Monte Carlo (HMC) has been
widely adopted in the statistics community because of
its ability to sample high-dimensional distributions much
more efficiently than other Metropolis-based methods.
Despite this, HMC often performs sub-optimally on dis-
tributions with high correlations or marginal variances
on multiple scales because the resulting stiffness forces
the leapfrog integrator in HMC to take an unreason-
ably small stepsize. We provide intuition as well as a
formal analysis showing how these multiscale distribu-
tions limit the stepsize of leapfrog and we show how
the implicit midpoint method can be used, together
with Newton-Krylov iteration, to circumvent this limi-
tation and achieve major efficiency gains. Furthermore,
we offer practical guidelines for when to choose be-
tween implicit midpoint and leapfrog and what step-
size to use for each method, depending on the distri-
bution being sampled. Unlike previous modifications
to HMC, our method is generally applicable to highly
non-Gaussian distributions exhibiting multiple scales.
We illustrate how our method can provide a dramatic
speedup over leapfrog in the context of the No-U-Turn
sampler (NUTS) applied to several examples.
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1 Introduction
The Hamiltonian Monte Carlo (HMC) algorithm (Du-
ane et al., 1987) and its recent successor, the No-U-
Turn (NUTS) sampler (Hoffman and Gelman, 2014),
have seen widespread use recently in the statistics com-
munity because of their proficiency in sampling high-
dimensional distributions. In fact, Beskos et al. (2013)
showed that as the dimension, D, of the distribution
p(q) being sampled tends to infinity, HMC requires only
O(D5/4) samples to sufficiently explore the distribu-
tion, while the classic random-walk Metropolis algo-
rithm (Metropolis et al., 1953) requiresO(D2). Roughly
speaking, HMC and NUTS achieve this efficiency gain
because rather than exploring parameter space in a ran-
dom fashion, they systematically explore level-sets of
Hamiltonian energy by using the leapfrog integrator to
numerically simulate Hamiltonian dynamics over the
potential energy surface defined by U(q) = − log p(q)
(Neal et al., 2011). While the Hamiltonian energy re-
mains roughly constant over these level sets, when sim-
ulating Hamiltonian dynamics using the leapfrog in-
tegrator, the log-probability density and values of the
random variables q often vary quite widely in practice,
yielding samples that are much closer to independent
than samples from the random-walk Metropolis algo-
rithm (Betancourt, 2017).
The key to HMC reaching the correct stationary
distribution lies in the reversibility of the leapfrog in-
tegrator that allows the Markov transitions to satisfy
detailed-balance. Furthermore, the leapfrog integrator
is volume-preserving in phase-space, which makes the
computation of the Metropolis probabilities in HMC
trivial (Neal et al., 2011). In fact, the leapfrog integra-
tor belongs to a class of numerical integrators known as
symplectic integrators that exhibit both of these prop-
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erties along with a more general property known as
symplecticity. Symplectic integrators have been well-
studied (Hairer et al., 2006, Leimkuhler and Reich, 2004).
However, little work has been done to characterize how
the properties of a probability distribution relate to
the properties of the associated Hamiltonian system in
HMC, and how these properties make certain integra-
tors more advantageous than others, depending on the
problem.
To this end, we provide an analysis of how and
why the geometry of Bayesian posterior distributions
with low variance components can lead to multiscale
Hamiltonian systems, i.e. systems with rapidly oscil-
lating components that force leapfrog to take a much
smaller stepsize than what would otherwise be possi-
ble with an implicit integrator. We describe the im-
plicit midpoint integrator as an alternative to leapfrog
for these types of problems, and show how to practi-
cally implement it in an HMC context. Furthermore,
we offer practical guidelines on the stepsize to choose
when using either leapfrog or implicit midpoint in an
HMC sampler, as well as heuristics for when to choose
one algorithm over the other. Finally, we compare, us-
ing practical examples, the efficiency of leapfrog NUTS
(lfNUTS) with an implicit NUTS implementation we
introduce called iNUTS. Code for these experiments
is available as an R package that can be obtained by
emailing the authors.
In Section 2 we provide a brief introduction to HMC
and then describe the concept of numerical stability
of an integrator and how it connects to the geome-
tries of multivariate distributions in HMC. In Section
3 we describe the symplectic implicit midpoint algo-
rithm along with our practical custom implementation
specific to HMC. We also derive the mathematical sta-
bility limit for the implicit midpoint algorithm, showing
how it provides a clear advantage over leapfrog on mul-
tiscale systems. In Section 4 we show how in practice,
using real examples, our iNUTS implementation leads
to less computational work per effective sample than
leapfrog-based NUTS on common multiscale systems.
We conclude with a summary of our contributions and
future directions in Section 5.
Related Work: While various works have explored mod-
ifications of the leapfrog integrator in HMC, the connec-
tion between posterior geometry and integrator choice
as well as the multiscale problem has been sparsely ex-
amined. On the statistics side, both Shahbaba et al.
(2014) and Chao et al. (2015) adapted the leapfrog in-
tegrator in HMC by splitting the potential energy into
a Gaussian term and a non-Gaussian term, which are
integrated separately. While these methods can allevi-
ate the multiscale problem for distributions that can
be well-approximated by a Gaussian, they fail to of-
fer an efficiency gain over leapfrog for more compli-
cated distributions, as we describe in Section 2. Our
implicit midpoint-based method is able to achieve ef-
ficiency gains over leapfrog on a more general class of
problems.
Okudo and Suzuki (2015) modify the leapfrog inte-
grator in HMC by adding an auxiliary variable that al-
lows for online adaptation of the stepsize. The RMHMC
method of Girolami and Calderhead (2011) and the
SoftAbs extension introduced by Betancourt (2013) both
use the local Hessian of the potential energy function
to adaptively change the mass matrix of HMC. While
both of these methods can effectively adapt the step-
size in leapfrog to the local geometries of non-Gaussian
distributions, they are still subject to using a small inte-
grator stepsize in a multiscale problem, just as standard
leapfrog is. In contrast, our implicit midpoint-based ap-
proach has much less severe stepsize limitations (Ascher
and Reich, 1999).
2 Hamiltonian Monte Carlo and Numerical
Stability in a Multiscale Problem
We provide a brief overview of the basic HMC algorithm
and how it leads to a Hamiltonian system of ODEs. We
then provide a short explanation and illustration of nu-
merical stability of the leapfrog integrator on a linear
Hamiltonian system and then extend this analysis to
show how stability can be a crucial bottleneck in mul-
tiscale systems. Finally, using the linearization of arbi-
trary Hamiltonian systems, we extend the multiscale
concept to non-Gaussian distributions and draw the
connection between posterior geometry and the mass
matrix of HMC. For a more comprehensive review of
HMC see Neal et al. (2011), or Betancourt (2017) for
a more recent review that includes an exposition on
NUTS. For a more thorough review of stability analy-
sis for the numerical solution of Hamiltonian systems
see (Leimkuhler and Reich, 2004, Ch. 2.6).
2.1 Hamiltonian Monte Carlo
HMC provides samples from an arbitrary distribution
over q ∈ RD with density p(q) by taking Markov transi-
tions that satisfy detailed-balance with respect to p(q).
In HMC, a potential energy surface U(q) = − log p(q) is
defined, along with a kinetic energy, K(p) := pTM−1p,
and a Hamiltonian, H(q, p) := U(q) + K(p). Given a
starting point q0 on this surface, an HMC transition be-
gins by sampling a random momentum, p0 ∈ RD, from
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Fig. 1 Given a starting point q0, an HMC proposal starts
by drawing a momentum, p0, then simulating Hamiltonian
dynamics for a fixed time to reach a new proposal, (q1, p1).
A Metropolis accept-reject step is then used to accept the
new proposal randomly, depending on the difference between
the Hamiltonian at the original point in q-p space and the
Hamiltonian at the proposed point.
a multivariate normal distribution with mean zero and
covariance M (Betancourt, 2017). Given these initial
values q0 and p0, the Hamiltonian system
q′ =
∂H
∂p
= M−1 (1)
p′ =
∂H
∂p
= −∇q U(q)
is solved, resulting in a new set of points q1 and p1 in
phase-space, as shown in Figure 1. The point q1 is then
accepted or rejected as a new sample of the distribu-
tion, in typical Metropolis fashion using the acceptance
probability defined by
min {1, exp (H(q0, p0)−H(q1, p1))} . (2)
In classical HMC, the dynamics defined in (1) are
simulated by applying discrete steps of the leapfrog in-
tegrator for T steps. These leapfrog steps are discretized
by a stepsize h, yielding
qn+1 = qn + hM
−1pn − h
2
2
M−1∇q U(qn) (3)
pn+1 = pn − h
2
∇q U(qn)− h
2
∇q U(qn+1).
These update equations crucially provide a reversible
and volume preserving transition due to the symplectic
property of the leapfrog integrator (Neal et al., 2011).
Moreover, for a satisfactory stepsize the Hamiltonian,
H(q, p), remains nearly constant over the numerical
simulation of the Hamiltonian dynamics.
2.2 Numerical Stability
In practice, the stepsize of the leapfrog integrator is
limited by its numerical stability, which is problem-
dependent. This concept is easiest to illustrate using
a simple system derived from a univariate Gaussian.
Specifically, for a univariate Gaussian distribution with
mean zero and variance σ2, the potential energy func-
tion used in HMC is U(q) = qTΣ−1q. For an identity
mass matrix, this leads to the following leapfrog update
rule:
qn+1 = qn + hpn − h
2
2
σ2qn (4)
pn+1 = pn − h
2
σ2qn − h
2
σ2qn+1,
which can be compactly written in matrix form as
(
qn+1
pn+1
)
=
(
1− h22 σ2 h
−hσ2(1− h24 σ2) 1− h
2
2 σ
2
)(
qn
pn
)
. (5)
The update matrix in (5) describes how leapfrog
advances forward one step, for a univariate Gaussian
system with mass one. Because the leapfrog method
is symplectic, the determinant of this matrix is always
one. However, for h < 2/σ the eigenvalues are com-
plex and have modulus equal to one, while for h > 2/σ
they are real with one of the eigenvalues having modu-
lus greater than one (Leimkuhler and Reich, 2004, Ch.
2.6). The latter case results in numerical instability of
the integrator Leimkuhler and Reich (2004). Intuitively,
this means that any small numerical errors that will in-
evitably arise in the numerical solutions (qn, pn) will
be successively “magnified” by each application of the
leapfrog update matrix, quickly resulting in a solution
with unacceptably large error (Figure 2).
The univariate analysis can be readily extended to a
multivariate Gaussian of dimension D with covariance
matrix Σ. With a mass matrix equal to the identity,
this results in the following Hamiltonian system:
q′ = p (6)
p′ = Σ−1q.
In general, Σ−1 may have off-diagonal correlation
terms that make this derived system coupled. How-
ever, the transformation defined by u := V −1q and
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Fig. 2 For stepsizes larger than the stability threshold of the problem, the leapfrog method goes unstable, leading to wild
numerical solutions whose errors characteristically grow after each step (green trajectory). This is in contrast to numerical
solutions below the stability threshold, for which the error stays bounded after a series of steps (red trajectory).
w := V −1p, where V is a matrix whose columns consist
of the eigenvectors of Σ−1, essentially uncouples the
differential equations, yielding
u′ = w (7)
w′ = Λu,
where Λ is a diagonal matrix composed of the eigenval-
ues, λ1, · · · , λD, of Σ−1 (Leimkuhler and Reich, 2004,
Ch. 2.6). This decoupling transformation can be thought
of as reparameterizing the problem so that the potential
energy surface exhibits no correlation (Figure 3).
Applying the leapfrog update rule (3) to the uncou-
pled equations (7) elucidates how the issue of numerical
stability arises in the case of a multivariate Gaussian.
Specifically, if one or more of the eigenvalues of Σ−1 do
not satisfy the inequality h < 2/
√
λi, then the leapfrog
update matrix will have a real eigenvalue with modu-
lus greater than one, and instability in the numerical
integration will arise. In practice this will lead to poor
acceptance rates in the Markov chain as well as to di-
vergences (Betancourt, 2017). Formally, for leapfrog on
a multivariate Gaussian with mass matrix I the stepsize
h must satisfy the inequality
h < 2/
√
ρ(Σ−1) (8)
to ensure stability (here ρ(Σ−1) denotes the spectral
radius of Σ−1, defined as the maximum of the absolute
value of its eigenvalues).
This condition can severely limit the timestep of
leapfrog. Intuitively, the dimensions of the distribution
that exhibit high variance, and thus low curvature in
the potential energy surface, will have slowly oscillat-
ing Hamiltonian trajectories that are very smooth and
can be integrated by leapfrog with a reasonable step-
size. Meanwhile, dimensions with low variance, and thus
high curvature, will lead to rapdily oscillating solutions
that require a very small stepsize. Thus a system that
has even one state with a dramatically smaller variance
than the others will force leapfrog to take excessively
small steps on the whole system. An ODE system that
exhibits this sort of behavior is known as a multiscale
system (Ascher and Petzold, 1998). In practice, the tell-
tale sign of a distribution that will lead to a multiscale
Hamiltonian system in HMC is the inverse covariance
matrix, Σ−1 having a large condition number. The con-
dition number κ(Σ−1) is defined as the ratio of the
largest eigenvalue of Σ−1 to the smallest. Intuitively, it
captures the ratio of the curvatures of the dimensions
of the potential energy surface. Practically speaking, a
large condition number can arise either when an un-
correlated Gaussian has a large disparity in the vari-
ance of its largest and smallest dimensions, or alterna-
tively when a multivariate Gaussian contains high cor-
relations between dimensions. In engineering, the multi-
scale problem is often resolved by using an appropriate
implicit integrator, which is typically able to take much
larger steps on multiscale problems while preserving the
accuracy of desired quantities of the system Ascher and
Reich (1999), Leimkuhler and Matthews (2016). We de-
scribe this approach and its application to HMC in the
following section.
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Fig. 3 A decoupling transformation is equivalent to transforming a correlated distribution (left) to an uncorrelated one
(middle). Similarly, a transformation can be used to make an arbitrary Gaussian isotropic (right).
2.3 Nonlinear Posterior Geometry
While the stability analysis considered so far has been
only for Gaussian distributions which result in linear
Hamiltonian systems, most practical distributions be-
ing sampled by HMC are not Gaussian and thus result
in nonlinear Hamiltonian systems. For nonlinear sys-
tems, one can locally identify a multiscale system by
analyzing the condition number of the local Hessian of
the potential energy surface, ∇qqU(q). This local Hes-
sian is equivalent to the inverse covariance matrix of the
local Laplace approximation to the posterior (Gelman
et al., 2013, Chapter 4). Thus the key difference be-
tween the posterior geometry of a Gaussian distribution
and that of a more complicated distribution is that the
former has a potential energy surface with a constant
Hessian while the latter may contain vastly different lo-
cal Hessians throughout the surface, which can lead to
different multiscale properties of the associated Hamil-
tonian system (Figure 4). In practice, this means that
different leapfrog stepsizes may be required, depending
on where on the potential energy surface the sampler is
currently located. Roughly speaking, RMHMC uses lo-
cal Hessian evaluations of the potential energy surface
to adaptively change this stepsize based on the local
curvature (Betancourt, 2013).
2.4 The Mass Matrix as a Reparameterization
Although a multivariate Gaussian system exhibiting mul-
tiple scales can significantly hinder the efficiency of the
leapfrog method, this deficiency may be resolved by ap-
propriately selecting the mass matrix M in (1) (Giro-
lami and Calderhead, 2011, Roberts and Stramer, 2002).
In fact, utilizing a mass matrix in HMC that is equal
to the covariance Σ of the Gaussian is equivalent to
reparameterizing the problem to an equivalent isotropic
Gaussian (Neal et al., 2011) (Figure 3). From a numer-
ical analysis perspective, M−1 can be viewed as a pre-
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Fig. 4 Unlike a Gaussian distribution, arbitrary non-
Gaussian distributions have non-constant local Hessians (here
characterized by the green eigenvectors of the local Hessian
multiplied by their associated eigenvalues) that affect the os-
cillatory frequency of HMC trajectories and thus an accept-
able leapfrog stepsize.
conditioner that transforms the problem so as to give
Σ−1 a better condition number κ(Σ−1), i.e. it trans-
forms the problem so that there is less discrepency be-
tween the largest and smallest eigenvalues of Σ−1.
While a conveniently selected mass matrix can ef-
fectively eliminate the multiscale problem of leapfrog
for Gaussian distributions, for distributions with more
complicated geometry whose local curvature varies, a
constant mass matrix is inherently much less effective in
accounting for multiscale geometry (Christensen et al.,
2005). Furthermore, as Girolami and Calderhead (2011)
point out, it is unclear how such a global mass ma-
trix could be defined in a systematic manner. Splitting
methods such as that of Shahbaba et al. (2014) as well
as Chao et al. (2015) which can handle high curvature
and multiple scales by separating out a constant Gaus-
sian approximation of the distribution unfortunately
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have the same limitation, as they cannot handle the
varying curvature of non-Gaussian posteriors.
3 Implicit HMC
The stability bottleneck placed on leapfrog by a multi-
scale system is characteristic of explicit integrators like
leapfrog. In the ODE community, implicit integrators
have been used to essentially “skip” fast oscillations
while accurately evolving in time quantities of inter-
est in the system (Ascher and Reich, 1999, Leimkuhler
and Matthews, 2016). We describe the implicit mid-
point integrator: a symplectic alternative to leapfrog
that is of the same order of accuracy as leapfrog, but
is implicit, allowing it to take much bigger timesteps
on multiscale problems than what would otherwise be
possible with leapfrog. Unlike the approaches of Shah-
baba et al. (2014) and Chao et al. (2015), the implicit
midpoint integrator is applicable to arbitrary multiscale
systems, not just Gaussian ones.
We explain how, unlike leapfrog, the implicit mid-
point method has no stability limit on a linear system.
We then describe a custom Newton-Krylov method for
the solution of the nonlinear system that must be solved
at each timestep by midpoint. Finally, we point out that
while the implicit midpoint method is unconditionally
stable on a linear system, in practice it can go unsta-
ble on nonlinear problems (Ascher and Reich, 1999),
although at a much larger stepsize than leapfrog is able
to take. We discuss the practical implications of this
and aspects of choosing between leapfrog and implicit
midpoint for a specific problem, and we give practical
guidelines for selecting a stepsize for both methods.
3.1 Implicit Midpoint and Stability
For general Hamiltonian systems of the form in equa-
tion 1, the timesteps of implicit midpoint are defined
by
qn+1 = qn + hM
−1
(
pn + pn+1
2
)
(9)
pn+1 = pn − h∇q U
(
qn + qn+1
2
)
.
Because the point (qn+1, pn+1) is defined implic-
itly, as opposed to in leapfrog where an explicitly com-
putable update equation is given, one must resort to
either functional iteration or Newton’s method to com-
pute its value. However, in situations where implicit
midpoint would be desirable over leapfrog, Newton’s
method or a more robust modification of it is typi-
cally preferred (Ascher and Petzold, 1998, ch. 3.4.2).
We elaborate on this point in the subsequent subsec-
tion.
An analaysis that is similar to the one performed for
leapfrog in section 2.2 shows that unlike leapfrog, the
implicit midpoint method does not have a stability limit
on the linear system that arise from HMC sampling of
a Gaussian distribution. In fact, like the update matrix
for leapfrog, the update matrix for midpoint on a Gaus-
sian distribution always has determinant one, however
it can be shown that its eigenvalues are complex for
any stepsize, h (see appendix A for a full analysis of
the stability of implicit midpoint for linear Hamilto-
nian systems). In other words, the implicit midpoint
method is stable on Gaussian systems for any stepsize,
i.e. it has not stability limit (Figure 5).
3.2 Fast Solution of the Nonlinear System
As previously mentioned, (9) must typically be solved
for (qn+1 pn+1) numerically. In practice this can be done
by applying Newton’s method to solve equation 9, how-
ever this can be costly for large systems. First, because
the first D equations in 9 are linear, one can substi-
tute the first D equations into the second D to obtain
the nonlinear system 10 with D equations and the D
unknowns, pn+1. Once pn+1 is obtained, qn+1 can be
obtained by simply plugging the result back into the
first set of equations, yielding
pn+1 = pn − h∇qU
(
qn +
h
4
M−1(pn + pn+1)
)
. (10)
Renaming pn+1 to x and noting that pn is known
from the previous timestep, equation (10) can be writ-
ten as
g(x) := x− pn + h∇qU
(
qn +
h
4
M−1(pn + x)
)
. (11)
Newton’s method applied to this system consists of
starting with an initial guess, x0, and iteratively obtain-
ing approximate solutions x1, x2, · · · using the following
steps until a convergence criteria is reached:
1. Solve the linear system Jg(xn)δ = −g(xn)
2. Set xn+1 = xn + αδ,
where for the standard Newton iteration α = 1. Here,
Jg(xn) refers to the Jacobian of g evaluated at xn and
is given by
Jg(x) := I +
h2
4
∇qqU
(
qn +
h
4
M−1(pn + x)
)
M−1.
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Fig. 5 Unlike the leapfrog integrator which goes unstable for large enough stepsizes (green trajectory), the implicit midpoint
integrator can remain stable at the same stepsize (red trajectory) and even at stepsizes much larger than the stability threshold
for leapfrog (purple trajectory).
(12)
For large systems, exploitation of the structure of the
system is critical for both efficiency and robustness. We
introduce the Newton-Krylov method, which is partic-
ularly well-suited to this class of problems.
3.2.1 Newton-Krylov Methods
In the classic Newton method, the linear solve step re-
quires explicitly computing Jg(xn) and carrying out a
full linear solve of the equation Jg(xn)δ = −g(xn) for δ
at each Newton iteration. This requires evaluating the
Hessian ∇qqU(q) of the potential energy, which scales
as O(D2). A Newton-Krylov method (Knoll and Keyes,
2004) circumvents this expensive linear solve that oc-
curs at every Newton iteration by replacing the linear
solve with an approximate linear solve that is much
cheaper to compute. Specifically, the Newton-Krylov
method replaces the solution δ with an approximate so-
lution δ˜ such that ‖Jg(xn)δ˜ + g(xn)‖ is less than some
tolerance, ηn, otherwise known as a “forcing term”.
This forcing term is typically selected using a schedul-
ing criteria that satisfies certain theoretical properties.
For our experiments we found the most success with
method 2.1 of Eisenstat and Walker (1996), as it did
not rely on manually selected “tuning parameters”.
In our iNUTS implementation, we use the GMRES
solver (Saad and Schultz, 1986) to compute the approxi-
mate linear solves within the Newton-Krylov iterations.
The GMRES algorithm works by iteratively computing
approximate solutions to the linear system Jg(xn)δ =
−g(xn) that reduce the norm ‖Jg(xn)δ+ g(xn)‖, while
needing only to evaluate the product of the matrix
Jg(xn) with an arbitrary vector v.
Needing only to evaluate the product of the matrix
Jg(xn) with an arbitrary vector v, rather than com-
puting Jg(xn) and then computing its product with v,
is particularly advantageous in HMC for two reasons.
First, the Jacobian vector product Jg(xn) · v can be
evaluated using only a Hessian-vector product of the
potential energy which, in an efficient automatic dif-
ferentiation implementation such as the one available
in Stan (Carpenter et al., 2017), scales as O(D) as
opposed to computing a full Hessian, which scales as
O(D2). Second, the iterated solutions in Krylov-based
solver are known to converge faster when the matrix
Jg(xn) has “clusters” of eigenvalues that are close to-
gether (Meyer, 2000), as is the case when the system
being solved comes from the posterior of a Bayesian
model, particularly a multilevel Bayesian model. Specif-
ically, in the case of implicit midpoint applied to HMC
on the posterior of a Bayesian multilevel model, the ma-
trix (12) will have clusters of eigenvalues that are all of
similar order and correspond to the units in a multilevel
model that are are all at the same level. For example,
for the famous “eight schools” model in Gelman et al.
(2013), there is a variance parameter τ that is at the
scale of 1, and eight separate school-level parameters at
the scale of 10. Although there are nine parameters to-
tal and thus a nine-by-nine system to solve, in practice
the Newton-Krylov method can typically solve the lin-
ear system to numerical precision in only two iterations,
because there are only two “clusters” of eigenvalues in
the Hessian: the cluster at the scale of 1 and the cluster
at the scale of 10.
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3.2.2 Using a Line Search
The second modification we make to the classic Newton
method is to change the steplength α of the Newton
iteration to ensure that consecutive iterations of the
Newton-Krylov method effectively reduce the residual
error in the nonlinear system. In particular, we use a
geometric line-search to continually halve the size of
α until the new solution satisfies the Armijo-Goldstein
condition (Quarteroni et al., 2010).
3.2.3 Choosing an Initial Guess
While not a modification of Newton’s method per se,
in our iNUTS implementation we also use a unique
method of setting the initial guess x0 to the nonlinear
solver. In practice, this greatly improves the number
of Newton-Krylov iterations needed for convergence. In
particular, we exploit the numerical properties of the
implicit midpoint integrator on multiscale systems, to
obtain a good initial guess. Specifically, when the step-
size h of the numerical integrator is small relative to
the local frequency of a particular oscillating momen-
tum coordinate p(i), the previous momentum, p
(i)
n , will
serve as a good initial guess to p
(i)
n+1 in the system 10,
as the numerical solution will not be changing much
between consecutive steps. Similarly, the second to last
momentum p
(i)
n−1 will also serve as a good initial guess,
although not quite as good as the last value. On the
other hand, when h is much larger than the frequency
of a particular oscillating variable p(i), which will be the
case in a multiscale system, the numerical solution will
approximately “alternate” about zero taking on the val-
ues p
(i)
1 = γ, p
(i)
2 = −γ, p(i)3 = γ, · · · . Thus in this case,
the second to last momentum serves as a good initial
guess. Thus we use pn−1 as an initial guess overall for
the nonlinear equation solver.
3.3 Nonlinear Stability Limit and Choosing an
Integrator and a Stepsize
While the implicit midpoint method is unconditionally
stable for any stepsize h on a linear system, it can and
will exhibit instability for certain nonlinear systems, al-
though typically at a stepsize that is much larger than
the stepsize at which leapfrog would go unstable on the
same problem (Ascher and Reich, 1999). In practice,
these instabilities can typically be identified by observ-
ing large growth in the Hamiltonian of the numerical
numerical trajectory, or when Newton-Krylov iterations
fail to converge. To find an appropriate stepsize for im-
plicit midpoint in practice, we recommend running a
sampler “warmup” period where the stepsize h is re-
duced by some factor like 1/2 until these pathological
behaviors are eliminated. This is akin to the current
warmup method of Stan, where the stepsize of the in-
tegrator is reduced until an acceptable accept rate is
reached (Carpenter et al., 2017).
To select between implicit midpoint and leapfrog on
a specific problem, we suggest starting with implicit
midpoint and periodically calculating an approxima-
tion to the largest eigenvalue of the local Hessian of
the potential energy function during a warmup period.
This eigenvalue approximation can be efficiently com-
puted with only a few Hessian-vector products using
the power method of numerical linear algebra (Meyer,
2000). This can in turn be used to get an approximation
of the largest stepsize that leapfrog could take while
maintaining stability, via equation 8. When the small-
est of these approximate stepsizes divided by two is
close to the implicit midpoint stepsize needed to main-
tain stability divided by the average number of gradi-
ent evaluations plus Hessian-vector products required
by implicit midpoint, then the leapfrog method will
be more efficient for the problem. This is because the
leapfrog method requires two gradient evaluations per
step, and a Hessian-vector product, like a gradient eval-
uation, scales linearly in the number of inputs in an
automatic differentiation system such as the one used
in Stan. In practice, we found that computation of the
Hessian-vector product was 1.2-1.3 times slower than a
gradient evaluation in Stan.
4 Experiments
We illustrate on several examples how implicit midpoint
can achieve superior efficiency over leapfrog on multi-
scale problems. For all of our examples we compare us-
ing a custom implementation of NUTS that either uses
leapfrog (lfNUTS) or implicit midpoint (iNUTS). Our
code is freely available as an R package, and at the time
of writing can be obtained by emailing the authors.
4.1 2-D Gaussian
As discussed in Section 2.2, the leapfrog stability limit
for a multivariate Gaussian is directly related to the
largest eigenvalue of the inverse covariance matrix. One
of the ways this eigenvalue can be large is when the
multivariate Gaussian is highly correlated. To illustrate
how this affects NUTS in practice, we compared the
average tree depth per sample of lfNUTS and iNUTS
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Fig. 6 For highly correlated Gaussian distributions, the
leapfrog integrator in lfNUTS is forced to take tiny stepsizes
that result in larger average NUTS tree depths. As the cor-
relation goes to zero, the average tree depth approaches that
of iNUTS.
for varying levels of ρ on the two-dimensional Gaussian
distribution with mean zero, and covariance matrix
Σ =
(
1 ρ
ρ 1
)
. (13)
The empirical scaling of average tree depth over
1,000 NUTS samples versus 1− ρ is shown in Figure 6.
In the NUTS algorithm, tree depth is selected automat-
ically, when a Hamiltonian trajectory has “U-turned”.
Two to the power of the tree depth represents how many
steps in the trajectory were computed. For more cor-
related distributions, leapfrog is forced to take smaller
stepsizes, which results in more steps having to be taken
and thus larger tree depths. Note that for a Gaussian
system, implicit midpoint has no stepsize limit for sta-
bility regardless of the covariance of the Gaussian. Thus
the stepsize can be chosen large enough so that a tree
depth of only one is required.
4.2 Banana Distribution
To illustrate how the implicit midpoint integrator is ad-
vantageous for distributions with nonlinear correlations
that cannot be addressed by a mass matrix, we com-
pared lfNUTS and iNUTS on a highly-correlated ba-
nana distribution (Long et al., 2013) with parameters
a = 1 and b = 100 whose probability density function
(PDF) takes the following form:
p(q1, q2)
=
1
2pi
exp
{
−1
2
[
a2q21 +
q2 − ab(a2q21 + a2)
a2
]}
. (14)
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Fig. 7 1,000 samples of the banana distribution from lfNUTS
and iNUTS. Because of the multiscale nature of the Hamilto-
nian system that arises when sampling the banana distribu-
tion, lfNUTS is forced to use an unreasonably small stepsize
that nearly reduces its behavior to that of a random walk and
renders it unable to explore the entire distribution (orange
samples). Meanwhile, iNUTS can effectively take ten times
as large of a stepsize which allows it to efficiently explore the
entire posterior.
The highly-nonlinear correlation stucture of this dis-
tribution is typical for complicated non-Gaussian distri-
butions. For HMC, the long direction across the length
of the banana compared to its narrow width creates
a prototypical multiscale problem, forcing leapfrog to
take an excessively small stepsize that leads to insuffi-
cient exploration of the posterior in lfNUTS compared
to iNUTS (Figure 7).
4.3 Neal’s Funnel
Neal’sN+1-dimensional funnel is a highly non-Gaussian
distribution over q ∈ RN+1 defined as follows (Neal,
2003):
q1 ∼ N (0, 3), i = 1 (15)
qi ∼ N (0, e−q1), 2 ≤ i ≤ N + 1. (16)
This is a particularly important distribution as it
captures the characteristics of typical Bayesian hierar-
chical models that are known to give any sampler diffi-
culty. In particular, the potential energy surface of the
distribution exhibits a multiscale nature that changes
drastically as a function of q1, causing trouble for the
lfNUTS compared to iNUTS. To quantify this differ-
ence, we took 1,000 samples of an 11-dimensional Neal’s
funnel using both lfNUTS and iNUTS. The scatter plot
in Figure 8, which depicts these samples for the first two
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Fig. 8 1,000 samples of the 11-dimensional Neal’s funnel dis-
tribution using lfNUTS and iNUTS. The curvature of the
funnel varies drastically, at times being quite multiscale in
nature (neck of the funnel) and at other times being more
even in nature (mouth of the funnel). The multiscale regime
places an unreasonably small stepsize on lfNUTS, causing the
sampler to fail to efficiently explore the entire distribution in
a reasonable amount of time. Meanwhile, iNUTS is able to
maintain a reasonable stepsize and can sample efficiently.
dimensions, illustrates the widely-varying curvature of
the distribution. For our experiments we used an iden-
tity mass matrix and picked the leapfrog stepsize ac-
cording to the hand-tuned value of h = 0.003 reported
in Betancourt (2013). For the implicit midpoint step-
size we picked the largest stepsize that did not produce
Newton convergence errors during sampling, which was
h = 0.2.
A summary of results comparing the two methods
is presented in Table 1. Because the implicit midpoint
steps within iNUTS require a nonlinear solve, there is
much more overhead in each step compared to leapfrog.
However, because implicit midpoint has a much larger
stability limit than leapfrog, iNUTS is able to take a
much larger step, leading to more efficient samples. In
practice, iNUTS ends up needing to do only a third of
the work as lfNUTS to obtain an effective sample. In
terms of computer time, iNUTS took about 30% longer
to obtain over ten times as many effective samples.
5 Discussion
We have shown that distributions exhibiting multiple
scales limit the stepsize of the leapfrog integrator in
HMC, and how this limitation can be effectively cir-
cumvented by utilizing the implicit midpoint integrator
together with Newton-Krylov iteration. Furthermore,
we offered a practical implementation of implicit mid-
point that is applicable to Bayesian posterior sampling
lfNUTS iNUTS
avg. grad evals/step 2.00 11.98
avg. hess-vec evals/step 0.00 9.88
avg. work/step 2.00 21.86
avg. tree depth 9.97 5.40
avg. effective samples 42.47 613.26
work/effective sample 47.09 16.11
total computer time (s) 181 231
Table 1 A comparison of the computation involved in
the sampling experiment. Average gradient evaluations and
Hessian-vector evaluations are per step of the integrator, and
work is the sum of these. Average effective samples are over
all 11 dimensions being sampled. While iNUTS requires more
work per step, because it is able to take a much larger step
than leapfrog, it can obtain many more effective samples in
a similar time frame.
problems, and provided practical guidelines for choos-
ing which integrator to use, as well as the stepsize to
use in the integrator. As illustrated in our examples,
using implicit midpoint together with Newton-Krylov
instead of leapfrog can provide a practical and signifi-
cant efficiency boost in the context of NUTS.
A Eigenvalues of the Update Matrix for
Implicit Midpoint on a Linear System
For the simple univariate Gaussian system with mass matrix
one defined in Section 2.2, the update equations (9) reduce
to
qn+1 = qn + h
(
pn + pn+1
2
)
(17)
pn+1 = pn − hσ2
(
qn + qn+1
2
)
.
In matrix notation, these update equations can be rewritten
as
(
qn+1
pn+1
)
=
(
1 h
2
−h
2
σ2 1
)(
qn
pn
)
+
(
0 h
2
−h
2
σ2 0
)(
qn+1
pn+1
)
. (18)
Collecting the n+ 1 terms on the right yields
(
1 −h
2
h
2
σ2 1
)(
qn+1
pn+1
)
=
(
1 h
2
−h
2
σ2 1
)(
qn
pn
)
(19)
which yields the update equation
(
qn+1
pn+1
)
=
(
1 −h
2
h
2
σ2 1
)−1 (
1 h
2
−h
2
σ2 1
)(
qn
pn
)
=
1
1 + h
2
4
σ2
(
1 h
2
−h
2
σ2 1
)(
1 h
2
−h
2
σ2 1
)(
qn
pn
)
=
1
1 + h
2
4
σ2
(
1− h2
4
σ2 h
−hσ2 1− h2
4
σ2
)(
qn
pn
)
. (20)
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Note that the eigenvalues of the scalar times the matrix in
this equation are simply the eigenvalues of the matrix times
the scalar in front. Defining µ := (h2/4)σ2 these eigenvalues
are the solutions of the quadratic equation
λ2 − 2(1− µ) + (1− µ)2 + h2σ2 = 0 (21)
which by the quadratic formula are
λ1,2 = (1− µ)± hσi. (22)
Thus the moduli of the eigenvalues of the overall update ma-
trix are one.
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