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a b s t r a c t
In this article, we derive computational bases for Raviart–Thomas (RT ) and Brezzi–
Douglas–Marini (BDM) (vector) approximation spaces on a triangulation of a domain in
R2. The basis functions, defined on the reference triangle, have a Lagrangian property.
The continuity of the normal component of the approximation across the edges in the
triangulation is satisfied by the use of the Piola transformation and the Lagrangian property
of the basis functions. A numerical example is given demonstrating the approximation
property of the bases.
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1. Introduction
In this article we present computational bases for the Raviart–Thomas (RT ) and Brezzi–Douglas–Marini (BDM) vector
spaces on a triangulation of a domain Ω ⊂ R2. The RT and BDM spaces are commonly used as approximation spaces for
Hdiv(Ω) := {u ∈

L2(Ω)
2 | ∇ · u ∈ L2(Ω)}. The Hdiv(Ω) space frequently arises in mixed and dual-mixed variational
formulations of the solution to partial differential equations. Let Th denote a regular triangulation of Ω , Eh = {eij | eij =
∂Ti∩∂Tj, Ti, Tj ∈ Th, i ≠ j} (i.e. the interior edges of the triangulationTh), and Pk(T ) denote the space of bivariate polynomials
of degree≤ k on T . Then
RTk(T ) := (Pk(T ))2 + x Pk(T ), (1.1)
and the RTk approximation space is defined by
RTk(Ω) := {uh | uh ∈ RTk(T ) ∀T ∈ Th,uh · nij is continuous across eij,∀eij ∈ Eh}, (1.2)
where nij is a unit normal vector to eij. The BDMk(Ω) approximating space is defined by: BDMk(T ) := (Pk(T ))2,
BDMk(Ω) := {uh | uh ∈ BDMk(T ) ∀T ∈ Th,uh · nij is continuous across eij,∀eij ∈ Eh}. (1.3)
In the usual description of the RTk and BDMk spaces the continuity of uh · nij across eij ∈ Eh is depicted graphically by
indicating degrees of freedom for uh · n on the edges of T ∈ Th (see [1]).
In typical Finite Element (FE) computations restrictions on the Test Space, such as continuity of the approximation,
continuity of the approximation and its derivative, are implicitly imposed by the appropriate choice of the basis functions
for the Test Space. Additionally, these basis functions have a Lagrangian property where they have the value one at their
nodal point and vanish at the other nodal basis points. Computations are performed using an affine transformation which
maps integrals over T ∈ Th to integrals over the reference triangleT on which the basis functions are defined.
Finite Element software packages which include RT elements as an approximation choice typically only provide an
RT0 approximation choice. A detailed discussion of the computational implementation of RT0 elements may be found
in [2]. (In the latest release of FreeFEM [3], version 3.13, RT1 and BDM1 elements have been added.) Our interest in RTk,
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k ≥ 1, approximations arose from the approximation of coupled Stokes–Darcy flow problems. A common choice for the
velocity–pressure approximation in Stokes flow problems is the Taylor–Hood P2 − P1 pair, i.e. a quadratic approximation
for the velocity components and a linear approximation for the pressure. The desire to have a quadratic approximation for
the velocity throughout the coupled domain motivated our investigation into approximations using RT2.
Regarding the computation using RT and BDM elements, using an affine transformation to map T toT is not appropriate.
An affine transformation does not preserve orthogonality of vectors and is therefore not suitable for enforcing the continuity
of uh · nij across eij. Rather, as is well known, the Piola transformation mapping T toT should be used in order to implement
the continuity of uh · nij across eij.
In this article we derive computational bases for RT and BDM approximations. The basis functions are defined relative
to the reference triangle T and have a Lagrangian property. This approach differs from the work of Arnold et al. [4], in
which they present an abstract framework for the geometric decomposition of RT and BDM spaces to form local bases for
them on any triangle T in the triangulation. Also of note are the hierarchic finite element bases for Hdiv(Ω) and Hcurl(Ω)
constructed by Ainsworth and Coyle [5] (see also [6]). In both [5,6], unlike the approach described herein, the bases for
Hdiv(Ω) andHcurl(Ω) are constructed using a hierarchic basis for theH1(Ω) space of scalar functions. In the following section
we introduce the notation used and review the Piola transformation. In Section 3 explicit bases are given for RT0, RT1, RT2, and
the general RTk case. Bases for BDM1, BDM2 and BDMk are derived in Section 4. Section 5 contains, as a numerical illustration,
an approximation to a Darcy flow problem. Results where the velocity is approximated using RT0, RT1, RT2, BDM1, and BDM2
are given.
2. Notation
Wedenote by Pk(Rn) the space of polynomials in n variables of degree≤ k, and for T ⊂ Rn, Pk(T ) the restriction of Pk(Rn)
to T . The reference triangle with vertices (0, 0), (1, 0), and (0, 1) is denotedT (see Fig. 2.1).
From [1], the dimension of the space RTk(T ) is (k+ 1)(k+ 3), and the dimension of BDMk(T ) is (k+ 1)(k+ 2).
In describing the bases for RTk(T ) and BDMk(T ) we divide the basis functions into two classes: Normal Basis Functions
and Non-Normal Basis Functions. The Non-Normal Basis Functions satisfy the property that their normal component is zero
along each edge of T (see (2.5)), whereas the normal component of the Normal Basis Functions does not vanish along each
edge of T .
2.1. Normal Basis Functions
The Normal Basis Functions are partitioned into three subclasses, each subclass associated with an edge ofT . The edge
numbering ofT is: edge 1 refers to the edge opposite vertex (0, 0), edge 2 refers to the edge opposite vertex (1, 0), and edge
3 refers to the vertex opposite vertex (0, 1) (see Fig. 2.1). Normal Basis Functions associated with edge [i] are denotedΦ[i]· .
2.2. Non-Normal Basis Functions
For RTk(T ) the Non-Normal Basis Functions are partitioned into two subclasses, denotedΦ[4]· andΦ[5]· .
For BDMk(T ) the Non-Normal Basis Functions are better described as Tangent Basis Functions and Interior Basis Functions.
The Tangent Basis Functions, analogous to the Normal Basis Functions, are partitioned into three subclasses, denoted Φ[4]· ,
Φ[5]· andΦ[6]· , associatedwith edges 1, 2, and 3, respectively. There are two subclasses of Interior Basis Functions forBDMk(T ),
denotedΦ[7]· andΦ[8]· .
2.3. Property of the basis functions
Let nk, k = 1, 2, 3, denote the outer unit normals to the respective edges onT . We have that
Normal Basis Functions:Φ[i]· · nk = 0, along edge k, i, k = 1, 2, 3, i ≠ k, (2.4)
Non-Normal Basis Functions:Φ[i]· · nk = 0, along edge k, k = 1, 2, 3, i = 4, 5, . . . , 8. (2.5)
2.4. The Piola transformation
We use the Piola transformation to map functions defined in RTk(T ) (or BDMk(T )) to functions defined in RTk(T ) (or
BDMk(T )).
Consider the affine function F (see Fig. 2.1) mappingT onto T .
We have
F :

x = x1 + (x2 − x1)ξ + (x3 − x1)η
y = y1 + (y2 − y1)ξ + (y3 − y1)η. (2.6)
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Fig. 2.1. Mapping of the reference triangleT to the triangle T .
Let
JT =

∂x
∂ξ
∂x
∂η
∂y
∂ξ
∂y
∂η
 = (x2 − x1) (x3 − x1)(y2 − y1) (y3 − y1)

, and |JT | = |det(JT )|.
The Piola transformation P : L2(T ) −→ L2(T ) is defined by
qˆ −→ q(x) = P (qˆ)(x) := 1|JT | JT qˆ(xˆ). (2.7)
The Piola transformation has the following properties [1,7]:
Lemma 1. For qˆ ∈ C1(T ), we have that q = P (qˆ) ∈ C1(T ), and
∇x,yq = 1|JT | JT∇ξ,ηqˆ J
−1
T , and ∇x,y · q =
1
|JT |∇ξ,η · qˆ. (2.8)
Lemma 2. For vˆ ∈ H1(T ), qˆ, pˆ ∈ Hdiv(T ), v := vˆ ◦ F−1, p = P (pˆ), and q = P (qˆ) then
T
q · ∇x,yv dx =

T qˆ · ∇ξ,ηvˆ dξ, (2.9)
T
∇x,y · q v dx =

T ∇ξ,η · qˆ vˆ dξ, (2.10)
∂T
q · n v ds =

∂T qˆ · n vˆ dsˆ, (2.11)
T
p · q dx =

T JT pˆ · JT qˆ
1
|JT | dξ. (2.12)
Important Remark. There are a number of affine mappings of a triangle T with vertices V1, V2, V3, toT . From Fig. 2.1 the
association S1 = V1, S2 = V2, S3 = V3, defines one such mapping. Another is given by the association S1 = V2, S2 = V3,
S3 = V1. In order that uh · n is continuous across the edges of the interior edges of the triangulation we have the following
restriction on the choice of the mapping of T toT . Suppose that eij is a shared edge between triangles Ti and Tj, and that
under the mapping of Ti toT eij maps to edge 1 ofT , i.e. the edge ofT of length√2. Then the mapping of Tj toT must also
map eij to edge 1. This does not restrict the triangulation, only the choice of the association of S1, S2, S3 with the vertices of T .
3. Basis functions for RTk(T )
Introduce the following functions:
eˆ1(ξ , η) =
√
2

ξ
η

, eˆ2(ξ , η) =

ξ − 1
η

, eˆ3(ξ , η) =

ξ
η − 1

, (3.1)
eˆ4(ξ , η) = η

ξ
η − 1

, eˆ5(ξ , η) = ξ

ξ − 1
η

. (3.2)
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3.1. Basis for RT0(T )
The dimension of RT0(T ) is 3. There are no Non-Normal Basis Functions. The Normal Basis Functions are:
Φ
[1]
1 (ξ , η) = eˆ1(ξ , η), Φ[2]1 (ξ , η) = eˆ2(ξ , η), Φ[3]1 (ξ , η) = eˆ3(ξ , η). (3.3)
Observe that for gˆj denoting the midpoint along edge [j],
Φ
[i]
1 (gˆj) · ni =

1, if j = i,
0, if j ≠ i. (3.4)
Note that Φ[i]1 , i = 1, 2, 3, are in RT0(T ), and by property (3.4) the functions are linearly independent. As dim(RT0(T )) is
3, then it follows that theΦ[i]1 , i = 1, 2, 3 form a basis for RT0(T ).
3.2. Basis for RT1(T )
The dimension of RT1(T ) is 8. There are six Normal Basis Functions, two associated with each side, and two Non-Normal
Basis Functions.
Let g1 = 1/2−
√
3/6, g2 = 1/2+
√
3/6 denote the two Gaussian quadrature points on the interval [0, 1]. Introduce the
two linear Lagrangian polynomials associated with the Gaussian quadrature points
l1(t) := (t − g2)
(g1 − g2) , and l2(t) :=
(t − g1)
(g2 − g1) . (3.5)
The Normal Basis Functions are (defined in a counter clockwise orientation):
Φ
[1]
1 (ξ , η) = l1(η) eˆ1(ξ , η), Φ[1]2 (ξ , η) = l2(η) eˆ1(ξ , η), (3.6)
Φ
[2]
1 (ξ , η) = l2(η) eˆ2(ξ , η), Φ[2]2 (ξ , η) = l1(η) eˆ2(ξ , η), (3.7)
Φ
[3]
1 (ξ , η) = l1(ξ) eˆ3(ξ , η), Φ[3]2 (ξ , η) = l2(ξ) eˆ3(ξ , η). (3.8)
The Non-Normal Basis Functions are:
Φ
[4]
1 (ξ , η) = eˆ4(ξ , η), Φ[5]1 (ξ , η) = eˆ5(ξ , η). (3.9)
Note that the Normal Basis Functions have a Lagrangian property that along the boundaryΦ[i]j · n vanishes at all but one
of the Gaussian quadrature points. Also, as both Non-Normal Basis Functions satisfy Φ[i]1 · n = 0 along the boundary then
it follows that the Normal Basis Functions are linearly independent. As the two Non-Normal Basis Functions are linearly
independent then we have that the set of Normal and Non-Normal Basis Functions is linearly independent. Noting that the
Φ
[i]
j ’s are all elements of RT1(T ) then the given Normal and Non-Normal Basis Functions must form a basis for RT1(T ).
Remark. The choice of g1, g2 as Gaussian quadrature points is simply for convenience of evaluating integrals along edges of
the triangulation. For any choice of g1, g2 ∈ [0, 1], g1 ≠ g2, the above construction generates a basis for RT1(T ).
3.3. Basis for RT2(T )
The dimension of RT1(T ) is 15. There are nineNormal Basis Function, three associatedwith each side, and six Non-Normal
Basis Functions.
Let g1 = 1/2 −
√
15/10, g2 = 1/2, g3 = 1/2 +
√
15/10 denote the three Gaussian quadrature points on the interval
[0, 1]. Introduce the three quadratic Lagrangian polynomials associated with the Gaussian quadrature points
q1(t) := (t − g2)(t − g3)
(g1 − g2)(g1 − g3) , q2(t) :=
(t − g1)(t − g3)
(g2 − g1)(g2 − g3) , and q3(t) :=
(t − g1)(t − g2)
(g3 − g1)(g3 − g2) . (3.10)
The Normal Basis Functions are (defined in a counter clockwise orientation):
Φ
[1]
1 (ξ , η) = q1(η) eˆ1(ξ , η), Φ[1]2 (ξ , η) = q2(η) eˆ1(ξ , η), Φ[1]3 (ξ , η) = q3(η) eˆ1(ξ , η), (3.11)
Φ
[2]
1 (ξ , η) = q3(η) eˆ2(ξ , η), Φ[2]2 (ξ , η) = q2(η) eˆ2(ξ , η), Φ[2]3 (ξ , η) = q1(η) eˆ2(ξ , η), (3.12)
Φ
[3]
1 (ξ , η) = q1(ξ) eˆ3(ξ , η), Φ[3]2 (ξ , η) = q2(ξ) eˆ3(ξ , η), Φ[3]3 (ξ , η) = q3(ξ) eˆ3(ξ , η). (3.13)
The Non-Normal Basis Functions are:
Φ
[4]
1 (ξ , η) = (1− ξ − η) eˆ4(ξ , η), Φ[4]2 (ξ , η) = ξ eˆ4(ξ , η), Φ[4]3 (ξ , η) = η eˆ4(ξ , η), (3.14)
Φ
[5]
1 (ξ , η) = (1− ξ − η) eˆ5(ξ , η), Φ[5]2 (ξ , η) = ξ eˆ5(ξ , η), Φ[5]3 (ξ , η) = η eˆ5(ξ , η). (3.15)
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3.4. The general case: basis RTk(T )
The basis for the general case is constructed in a similar manner.
Let gn, n = 1, 2, . . . , k + 1 denote the k + 1 Gaussian quadrature points on the interval [0, 1], and lj(t) denote the
Lagrangian polynomial of degree k such that lj(gn) =

1, if n = j,
0, if n ≠ j.
Also, let {bi(ξ , η), i = 1, 2, . . . , k(k+ 1)/2} denote a basis for Pk−1(T ).
The Normal Basis Functions.
Associated with edge 1 we have the basis functions:
Φ
[1]
j (ξ , η) = lj(η) eˆ1(ξ , η), j = 1, 2, . . . , k+ 1. (3.16)
Associated with edge 2 we have the basis functions:
Φ
[2]
j (ξ , η) = lk+2−j(η) eˆ2(ξ , η), j = 1, 2, . . . , k+ 1. (3.17)
Associated with edge 3 we have the basis functions:
Φ
[3]
j (ξ , η) = lj(ξ) eˆ3(ξ , η), j = 1, 2, . . . , k+ 1. (3.18)
The Non-Normal Basis Functions are:
Φ
[4]
j (ξ , η) = bj(ξ , η) eˆ4(ξ , η), j = 1, 2, . . . , k(k+ 1)/2, (3.19)
Φ
[5]
j (ξ , η) = bj(ξ , η) eˆ5(ξ , η), j = 1, 2, . . . , k(k+ 1)/2. (3.20)
Note that the number of Normal Basis Functions plus the number of Non-Normal Basis Functions: 3(k+1)+2k(k+1)/2 =
(k+ 1)(k+ 3) = dim(RTk(T )).
The linear independence of the Normal Basis Functions follows from their Lagrangian property and the fact that the
Non-Normal Basis Functions satisfy (2.5). Hence, to establish that (3.16)–(3.20) form a basis for RTk(T ) what remains is to
show that the Non-Normal Basis Functions are linearly independent. A simple calculation shows that the only values for
(ξ , η) such that
C1eˆ4(ξ , η)+ C2eˆ5(ξ , η) = 0
has a nontrivial solution for C1, C2 lie along the lines ξ = 0, η = 0, and ξ + η = 1.
Consider a linear combination of the Non-Normal Basis Functions, αj, βj ∈ R, j = 1, 2, . . . ,N := k(k+ 1)/2,
(α1b1(ξ , η)+ α2b2(ξ , η)+ · · · + αNbN(ξ , η)) eˆ4(ξ , η)
+ (β1b1(ξ , η)+ β2b2(ξ , η)+ · · · + βNbN(ξ , η)) eˆ5(ξ , η) = 0. (3.21)
Without loss of generality, suppose that {bi(ξ , η), i = 1, 2, . . . ,N} is a Lagrangian basis with nodes, σ j, j = 1, 2, . . . ,N
lying strictly insideT , with bi(σ j) = 1, i = j,0, i ≠ j.
Then, with (ξ , η) = σ j (3.21) implies
αjeˆ4(σ j)+ βjeˆ5(σ j) = 0.
As noted above, this then implies that αj = βj = 0. Hence the Non-Normal Basis Functions are linearly independent.
3.5. Basis for RTk(T )
Note that from (2.7), (3.1), (3.2), for i = 1, 2, 3,
ei(x, y) = P (eˆi(F−1(x, y))) =

c1
c2

+

x
y

c3, where c1, c2, c3 ∈ P0(T ) = R, (3.22)
and for i = 4, 5,
ei(x, y) = P (eˆi(F−1(x, y))) =

pi1(x, y)
pi2(x, y)

+

x
y

pi3(x, y), (3.23)
where pi1(x, y), p
i
2(x, y), p
i
3(x, y) ∈ P1(T ).
Also, for pˆ(ξ , η) ∈ Pl(T ), then
φ
[i]
k (x, y) = P (Φ[i]k (F−1(x, y))) = P (pˆ(F−1(x, y)) eˆi(F−1(x, y)))
= p(x, y)P (eˆi(F−1(x, y))), where p(x, y) ∈ Pl(T ). (3.24)
Theorem 1. Under the Piola transformation (2.7), the basis given for RTk(T ) transforms to a basis for RTk(T ).
Proof. The stated result follows from the definition of RTk(T ), (1.1), and the properties (3.22)–(3.24). 
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4. Basis functions for BDMk(T )
Introduce the following edge functions. We suppress the dependence of the functions on ξ and η.
eˆ1(s1, s2) =
√
2
(s2 − s1)

s2 ξ
(s2 − 1) η

, eˆ2(s1, s2) = 1
(s2 − s1)

s2ξ + η − s2
(s2 − 1) η

,
eˆ3(s1, s2) = 1
(s2 − s1)

(s2 − 1) ξ
ξ + s2η − s2

, eˆ4(s1, s2) = (1− ξ − η)eˆ1(s1, s2),
eˆ5(s1, s2) = ξ eˆ2(s1, s2), eˆ6(s1, s2) = ηeˆ3(s1, s2). (4.1)
Let bˆ1(ξ , η), bˆ2(ξ , η) denote the interior bubble functions
bˆ1(ξ , η) = (1− ξ − η)ξη

1
0

, bˆ2(ξ , η) = (1− ξ − η)ξη

0
1

. (4.2)
Note that
along edge 1 along edge 2 along edge 3
(i.e. ξ + η = 1) (i.e. ξ = 0) (i.e. η = 0)
for η = s1, eˆ1 · n1 = 1, for η = s1, eˆ2 · n2 = 1, for ξ = s1, eˆ3 · n3 = 1,
for η = s2, eˆ1 · n1 = 0, for η = s2, eˆ2 · n2 = 0, for ξ = s2, eˆ3 · n3 = 0.
(4.3)
Also, eˆi · nj = 0, for i = 1, 2, . . . , 6, j = 1, 2, 3, i ≠ j, and bˆi(ξ , η) · nj = 0, for i = 1, 2, j = 1, 2, 3.
4.1. BDM1(T )
The dimension of BDM1(T ) is 6. The basis consists of six Normal Basis Functions.
Let g1 = 1/2−
√
3/6, g2 = 1/2+
√
3/6 denote the two Gaussian quadrature points on the interval [0, 1].
The basis functions (defined in a counter clockwise orientation) are:
Φ
[1]
1 (ξ , η) = eˆ1(g1, g2), Φ[1]2 (ξ , η) = eˆ1(g2, g1), (4.4)
Φ
[2]
1 (ξ , η) = eˆ2(g2, g1), Φ[2]2 (ξ , η) = eˆ2(g1, g2), (4.5)
Φ
[3]
1 (ξ , η) = eˆ3(g1, g2), Φ[3]1 (ξ , η) = eˆ3(g2, g1). (4.6)
4.2. BDM2(T )
The dimension of BDM2(T ) is 12. The basis consists of nine Normal Basis Functions and three Tangent Basis Functions.
Let l(z1, z2; t) := (t−z2)(z1−z2) , represent the linear function which is equal to 1 when t = z1, and equal to 0 when t = z2.
Let g1 = 1/2 −
√
15/10, g2 = 1/2, g3 = 1/2 +
√
15/10 denote the three Gaussian quadrature points on the interval
[0, 1].
The Normal Basis Functions are (defined in a counter clockwise orientation):
Φ
[1]
1 (ξ , η) = l(g1, g3; η) eˆ1(g1, g2), Φ[1]2 (ξ , η) = l(g2, g1; η) eˆ1(g2, g3),
Φ
[1]
3 (ξ , η) = l(g3, g2; η) eˆ1(g3, g1),
(4.7)
Φ
[2]
1 (ξ , η) = l(g3, g2; η) eˆ2(g3, g1), Φ[2]2 (ξ , η) = l(g2, g1; η) eˆ2(g2, g3),
Φ
[2]
3 (ξ , η) = l(g1, g3; η) eˆ2(g1, g2),
(4.8)
Φ
[3]
1 (ξ , η) = l(g1, g3; ξ) eˆ3(g1, g2), Φ[3]2 (ξ , η) = l(g2, g1; ξ) eˆ3(g2, g3),
Φ
[3]
3 (ξ , η) = l(g3, g2; ξ) eˆ3(g3, g1).
(4.9)
The Tangent Basis Functions are:
Φ
[4]
1 (ξ , η) = eˆ4(g1, g2), Φ[5]1 (ξ , η) = eˆ5(g1, g2), Φ[6]1 (ξ , η) = eˆ6(g1, g2). (4.10)
To establish that the Φ[i]j (ξ , η), defined in (4.7)–(4.10), form a basis for BDM2(T ) it suffices to show that Φ[4]1 , Φ[5]1 , Φ[6]1 ,
are linearly independent. Consider
α0Φ
[4]
1 (ξ , η)+ β0Φ[5]1 (ξ , η)+ γ0Φ[6]1 (ξ , η) = 0. (4.11)
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Along edge 1, the unit tangent is tˆ = 1√
2
−1
1

, and ξ = 1 − η. Taking the dot product of (4.11) with respect to tˆ,
substituting ξ = 1− η, and simplifying we obtain the equation
β0 − γ0 = 0. (4.12)
Along edge 2, the unit tangent is tˆ =

0
−1

, and ξ = 0. Taking the dot product of (4.11) with respect to tˆ, substituting
ξ = 0, and simplifying we obtain the equation
√
2(g2 − 1)α0 − g2γ0 = 0. (4.13)
Similarly, along edge 3, the unit tangent is tˆ =

1
0

, and η = 0. Taking the dot product of (4.11) with respect to tˆ,
substituting η = 0, and simplifying we obtain the equation
√
2α0 − β0 = 0. (4.14)
From (4.12) to (4.14) it follows that α0 = β0 = γ0 = 0.
Hence theΦ[i]j (ξ , η) form a basis for BDM2(T ).
4.3. The general case: BDMk(T )
The basis for the general case is constructed in a similar manner.
Let gn, n = 1, 2, . . . , k+1 denote the k+1 Gaussian quadrature points on the interval [0, 1]. Also, for ease of explanation
of the basis, let gk+1+i = gi, i = 1, 2, . . . , k+ 1.
Let lj(t) denote the Lagrangian polynomial of degree k−1, constructed using the k points gj, gj+2, gj+3, . . . , gj+k such that
lj(gn) =

1, if n = j,
0, if n = j+ 2, j+ 3, . . . , j+ k.
Also, let {ρi(ξ), i = 0, 1, . . . , (k− 2)} denote a basis for Pk−2(R), and {vi(ξ , η), i = 1, 2, . . . , (k− 2)(k− 1)/2} denote a
basis for Pk−3(T ).
The Normal Basis Functions.
Associated with Edge 1 we have the basis functions:
Φ
[1]
j (ξ , η) = lj(η) eˆ1(gj, gj+1), j = 1, 2, . . . , k+ 1. (4.15)
Associated with Edge 2 we have the basis functions:
Φ
[2]
j (ξ , η) = lj(η) eˆ2(gj, gj+1), j = k+ 1, k, . . . , 1. (4.16)
Associated with Edge 3 we have the basis functions:
Φ
[3]
j (ξ , η) = lj(ξ) eˆ3(gj, gj+1), j = 1, 2, . . . , k+ 1. (4.17)
The Tangent Basis Functions are:
Φ
[4]
j (ξ , η) = ρj(η) eˆ4(g1, g2), Φ[5]j (ξ , η) = ρj(ξ) eˆ5(g1, g2), Φ[6]j (ξ , η) = ρj(η) eˆ6(g1, g2), (4.18)
j = 0, 1, . . . , k− 2.
The Interior Basis Functions are:
Φ
[7]
j (ξ , η) = vj(ξ , η) bˆ1(ξ , η), Φ[8]j (ξ , η) = vj(ξ , η) bˆ2(ξ , η), j = 1, 2, . . . , (k− 2)(k− 1)/2. (4.19)
Note that the number of Normal Basis Functions plus Tangent Basis Functions plus Interior Basis Functions= 3(k+ 1)+
3(k− 1)+ (k− 2)(k− 1) = (k+ 1)(k+ 2) = dim(BDMk).
The linear independence of the Normal Basis Functions follows from the Lagrangian property and the fact that the
Non-Normal Basis Functions satisfy (2.5). To show that the Non-Normal Basis Functions are linearly independent first note
that the Interior Basis Functions all vanish on the boundary ofT . We proceed by considering a linear combination of the
Tangent Basis Functions along the edges ofT .
Let the linear combination of the Tangent Basis Functions be given by
(α0 + α1η + · · · + αk−2ηk−2)eˆ4(g1, g2)+ (β0 + β1ξ + · · · + βk−2ξ k−2)eˆ5(g1, g2)
+ (γ0 + γ1η + · · · + γk−2ηk−2)eˆ6(g1, g2) = 0. (4.20)
As in the discussion above for the basis for BDM2, we consider (4.20) along each of the edges ofT .
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Along edge 3 (i.e. tˆ =

1
0

, η = 0) from (4.20) we have that
(
√
2α0 − β0)− β1ξ − β2ξ 2 − · · · − βk−2ξ k−2 = 0,
H⇒ √2α0 − β0 = 0, βj = 0, j = 1, 2, . . . , k− 2. (4.21)
With βj = 0, j = 1, 2, . . . , k− 2, along edge 1 (i.e. tˆ = 1√2
−1
1

, ξ = 1− η), from (4.20) it follows that
β0 − γ0 = 0, γj = 0, j = 1, 2, . . . , k− 2. (4.22)
With γj = 0, j = 1, 2, . . . , k− 2, along edge 2 (i.e. tˆ =

0
−1

, ξ = 0) from (4.20) it follows that
√
2(g2 − 1)α0 − g2γ0 = 0, αj = 0, j = 1, 2, . . . , k− 2. (4.23)
In view of (4.12)–(4.14) we also have α0 = β0 = γ0 = 0.
The linear independence of the Interior Basis Functions is obvious.
Hence theΦ[i]j (ξ , η) form a basis for BDMk(T ).
Theorem 2. Under the Piola transformation (2.7), the basis given for BDMk(T ) transforms to a basis for BDMk(T ).
Proof. The stated result follows from the definition of BDMk(T ), and that the Piola transformation is an affine invertible
mapping. 
5. Numerical example
In this section we briefly discuss the numerical implementation and present a numerical example.
5.1. Numerical implementation
The numerical implementation of an approximation using the bases described above follows in a similar manner to the
usual Finite Element computations with two caveats.
Recall that for a continuous (scalar) linear representation in Finite Elements we write
wh(x, y) =

k
ck φk(x, y) =

T∈Th
3
j=1
cκ(j,T ) lˆj(F−1(x, y)), (5.1)
where lˆ1 = 1 − ξ − η, lˆ2 = ξ , lˆ3 = η, denote the basis functions onT , and κ(j, T ) denotes an index function. (See [8] for
more details.)
Analogously we write
uh(x, y) =

k
ck φk(x, y)
=

T∈Th

3
i=1

j
cκ(i,j,T )n_sgn(i, T )P (Φ
[i]
j (F
−1(x, y)))  
Normal Basis Functions
+

i>3

j
cκ(i,j,T )P (Φ
[i]
j (F
−1(x, y)))  
Non-Normal Basis Functions
 , (5.2)
where κ(i, j, T ) denotes an index function.
Let eij denote the shared edge between triangles Ti and Tj.
1. Sign associated with Normal Basis Functions
The respective Normal Basis Functions for Ti and Tj point in opposite directions across eij. In order that uh ·n is continuous
across eij, we assign a (unit) normal direction to eij. If the outer (unit) normal to Ti along eij is the negative of the assigned
normal then the corresponding Normal Basis Functions are multiplied by −1, otherwise they are multiplied by 1. We use
the function n_sgn(i, T ) = ±1 to represent this multiplicative factor associated with edge i of triangle T .
2. Restriction of the mapping of T toT
For ei an edge of T with outer normal n, let eˆi T = F−1(ei) denote the corresponding edge onT . Then, for (x, y) ∈ ei
uh · n (x, y) =

3
i=1

j
cκ(i,j,T )n_sgn(i, T )P (Φ
[i]
j (F
−1(x, y)))

· n. (5.3)
In particular for (x, y) = g = F(gˆ), gˆ a Gaussian point on eˆi T , ne = n_sgn(i, T )n
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Fig. 5.1. Computational mesh corresponding to h = 1/4.
Table 5.1
Experimental convergence rates for the (RT0, discP0) approximation pair.
1/h ∥u− uh∥L2(Ω) Cvg. rate ∥div(uh)∥L2(Ω) ∥p−ph∥L2(Ω) Cvg. rate
4 3.706E−1 0.99 8.96E−16 4.168E−1 1.00
6 2.476E−1 1.00 3.92E−15 2.778E−1 1.00
8 1.856E−1 1.00 1.82E−15 2.083E−1 1.00
12 1.236E−1 6.45E−15 1.389E−1
Pred. rate 1.00 1.00
uh · ne|g = length(eˆi T )length(ei) cg, (5.4)
where cg denotes the coefficient ck in (5.3) associated with the nodal point g.
Consider now eij. From (5.4)
lim
(x,y)∈Ti→g
uh · ne = length(eˆi Ti)length(ei) cg,
and lim
(x,y)∈Tj→g
uh · ne =
length(eˆi Tj)
length(ei)
cg.
Continuity of uh ·n across eij requires that length(eˆi Ti) = length(eˆi Tj). Thus whenever an edge in the triangulation is mapped
to the reference triangle its image must be the same size. This restriction does not impose a constraint on the triangulation,
but rather on the numerical implementation. (See the Important Remark at the end of Section 2.)
5.2. Example
Consider the numerical approximation of
u+ η∇p = f, inΩ, (5.5)
∇ · u = 0, inΩ, (5.6)
u · n = g, on ∂Ω. (5.7)
Remark. From (5.6), g must satisfy the compatibility condition

∂Ω
g ds = 0.
We consider (5.5)–(5.7) for Ω = (−1, 1) × (0, 1), η = 1, and known solution u =

xy− y2
x+ x2 − 0.5y2

, p = 2x + 3y − 3/2.
For approximating elements we use (uh, ph) ∈ (RT0, discP0), (uh, ph) ∈ (RT1, discP1), (uh, ph) ∈ (RT2, discP2), (uh, ph) ∈
(BDM1, discP0) and, (uh, ph) ∈ (BDM2, discP1), where
discPk = discPk(Ω) := {q | q ∈ Pk(T )∀T ∈ Th}.
The numerical results on a series of meshes are presented in Tables 5.1–5.5. The mesh corresponding to h = 1/4 is given
in Fig. 5.1.
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Table 5.2
Experimental convergence rates for the (RT1, discP1) approximation pair.
1/h ∥u− uh∥L2(Ω) Cvg. rate ∥div(uh)∥L2(Ω) ∥p−ph∥L2(Ω) Cvg. rate
4 2.833E−2 2.00 5.16E−14 5.398E−4 2.97
6 1.258E−2 2.00 2.74E−13 1.617E−4 2.98
8 7.073E−3 2.00 7.04E−13 6.858E−5 2.99
12 3.142E−3 5.03E−12 2.042E−5
Pred. rate 2.00 2.00
Table 5.3
Experimental convergence rates for the (RT2, discP2) approximation pair.
1/h ∥u− uh∥L2(Ω) Cvg. rate ∥div(uh)∥L2(Ω) ∥p−ph∥L2(Ω) Cvg. rate
4 1.047E−13 8.60E−14 6.612E−14
6 1.677E−13 2.16E−13 6.965E−14
8 1.943E−13 6.95E−13 7.056E−14
12 1.008E−12 2.14E−12 8.421E−14
Pred. rate – –
Table 5.4
Experimental convergence rates for the (BDM1, discP0) approximation pair.
1/h ∥u− uh∥L2(Ω) Cvg. rate ∥div(uh)∥L2(Ω) ∥p−ph∥L2(Ω) Cvg. rate
4 2.833E−2 2.00 7.89E−16 4.167E−1 1.00
6 1.258E−2 2.00 2.13E−15 2.778E−1 1.00
8 7.073E−3 2.00 1.75E−15 2.083E−1 1.00
12 3.142E−3 5.29E−15 1.389E−1
Pred. rate 2 1
Table 5.5
Experimental convergence rates for the (BDM2, discP1) approximation pair.
1/h ∥u− uh∥L2(Ω) Cvg. rate ∥div(uh)∥L2(Ω) ∥p−ph∥L2(Ω) Cvg. rate
4 1.038E−13 3.08E−15 4.235E−14
6 1.100E−13 5.91E−15 4.349E−14
8 1.132E−13 8.68E−15 4.384E−14
12 1.165E−13 1.64E−14 4.423E−14
Pred. rate – –
6. Concluding remarks
In this article we have introduced a computational basis for the RTk and BDMk approximating elements on a triangulation
of the domain Ω ⊂ R2. Our computational basis imposes a minor restriction on the mapping of the triangles in the
triangulation to the reference triangleT (see Important Remark at the end of Section 2). This restriction can be removed if
instead ofT given by (0, 0), (1, 0), (0, 1) one usesTeq given by (−1, 0), (0, 1), (0,√3). The corresponding bases onTeq can be
obtained by applying the Piola transformation to the bases defined above. Alternatively, as pointed out by Walkington [9],
this restriction can be removed andT still used as the reference triangle if the Piola transformation (2.7) is modified for
Normal Basis Functions to compensate for the factor length(eˆi T )/length(ei).
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