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Two widely used but distinct approaches to the dynamics of open quantum systems are the
Nakajima-Zwanzig and time-convolutionless quantum master equation, respectively. Although both
describe identical quantum evolutions with strong memory effects, the first uses a time-nonlocal
memory kernel K, whereas the second achieves the same using a time-local generator G. Here we
show that the two are connected by a simple yet general fixed-point relation: G = Kˆ[G]. This
allows one to extract nontrivial relations between the two completely different ways of computing
the time-evolution and combine their strengths. We first discuss the stationary generator, which
enables a Markov approximation that is both nonperturbative and completely positive for a large
class of evolutions. We show that this generator is not equal to the low-frequency limit of the
memory kernel, but additionally “samples” it at nonzero characteristic frequencies. This clarifies the
subtle roles of frequency dependence and semigroup factorization in existing Markov approximation
strategies. Second, we prove that the fixed-point equation sums up the time-domain gradient /
Moyal expansion for the time-nonlocal quantum master equation, providing nonperturbative insight
into the generation of memory effects. Finally, we show that the fixed-point relation enables a direct
iterative numerical computation of both the stationary and the transient generator from a given
memory kernel. For the transient generator this produces non-semigroup approximations which are
constrained to be both initially and asymptotically accurate at each iteration step.
I. INTRODUCTION
It is well-known that the dynamics ρ(t0) → ρ(t) of
the state of an open quantum system initially uncorre-
lated with its environment can be described equivalently
by two exact, but fundamentally different quantum mas-
ter equations (QMEs). On the one hand, the Nakajima-
Zwanzig [1, 2] time-nonlocal QME
d
dtρ(t) = −i
∫ t
t0
dsK(t, s)ρ(s) (1)
features a memory kernel K(t, s) with separate depen-
dence on all intermediate times s ∈ [t0, t]. On the
other hand, the time-convolutionless time-local QME of
Tokuyama and Mori [3, 4]
d
dtρ(t) = −iG(t, t0)ρ(t) (2)
has a generator G(t, t0), which incorporates the memory
integral into its dependence on the current time t and
the initial time t0. Both equations are widely used in the
areas of quantum transport, chemical kinetics, quantum
optics and quantum-information theory. In the absence
of coupling to the environment and external driving there
is a simple relation between the two: K(t−s) = Lδ¯(t−s)
is time-local [5] while G(t − t0) = L is time indepen-
dent, such that both reproduce the Liouville-von Neu-
mann equation ddtρ(t) = −i[H, ρ(t)] =: −iLρ(t) for a
closed system. In some well-understood cases, for ex-
ample in the limit of weak coupling [6], high temper-
ature [7, 8] and limits of singular coupling [9–11], this
simple relation continues to hold, since the Liouvillian
L is merely extended by a constant term accounting for
dissipative effects, K(t− s) = Gδ¯(t− s) with G = L+ iD.
In these cases the time-local QME (2) takes the cele-
brated Gorini-Kossakowski-Sudarshan [12]-Lindblad [13]
(GKSL) form. We are interested instead in the generic re-
lation between G and K beyond these simple cases, where
strong coupling, low temperature, driving and nonequi-
librium non-trivially compete and both dissipation and
memory effects are strong. Not only are these phenomena
important for understanding the disturbance of quantum
devices in applications, it is also of intrinsic interest to
study them in the highly controlled engineered structures
available nowadays [14–16].
An immediate question is why one would bother to
convert between two equivalent QMEs, if instead one
could just solve the equation one has in hand for ρ(t)?
Careful consideration of this question supports a com-
plementary view [17]. Although this depends on the sys-
tem, K is often easier to compute and advanced methods
have been developed to obtain it analytically [18, 19] and
numerically [20, 21] with successful applications to non-
trivial models [22–25] covering transient and stationary
dynamics, as well as counting statistics [26–28]. The di-
rect computation of G using TCL formalisms [6, 29–33]
is typically more challenging.
However, when solving the time-nonlocal equation (1)
while accounting for the frequency-dependence of the
memory kernel, one in fact ends up [34, 35] constructing
a corresponding time-local equation (2), which is subse-
quently solved. Moreover, the generator G by itself is of
particular interest: it allows to infer important properties
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2of the propagator,
ρ(t) = Π(t, t0)ρ(t0), (3)
which are very difficult to see otherwise. For example,
the fundamental complete positivity (CP) of the propa-
gator Π(t, t0) may in many situations beyond the GKSL
case be explicitly inferred [36] from G, which is much
more complicated [37] when using K. Also, the so-called
CP-divisibility property [38–40] can be inferred readily
using G, which seems impossible to do using K. This
plays an important role in the precise characterization of
“memory” effects (“Markovianity”) in quantum dynam-
ics. Furthermore, G often has a clear operational mean-
ing, which makes it advantageous for stochastic simula-
tions. For the same reason, it is often employed to con-
struct noise models in quantum-information theory, an
issue of ever increasing importance. Thus, although in
principle Eqs. (1)-(2) are obviously equivalent, there are
many reasons for explicitly understanding their general
relation.
This relation between G and K has already been inves-
tigated for time-translational systems in the stationary
limit t0 → −∞. Refs. [26, 34, and 35] discussed this
using a memory expansion, i.e., a gradient / Moyal ex-
pansion [41–44] in the time-domain applied to the density
operator. Such expansions are well developed [45, 46] for
Wigner- and Green-functions [43, 44]. The mentioned
works indicated that the naive physical intuition, that
the long-time limit of QME (2) is equivalent to the low-
frequency approximation to QME (1), is wrong: The sta-
tionary generator G(∞) = limt→∞ G(t) does not coincide
with the zero-frequency limit Kˆ(0) = limω→0 Kˆ(ω) of the
Laplace-transformed memory kernel,
Kˆ(ω) = lim
t0→−∞
∫ t
t0
dtK(t− t0)eiω(t−t0). (4)
As a result, “natural” Markovian approximations set up
within approach (1) or (2), using the exact Kˆ(0) or G(∞)
respectively, turn out to be distinct. This difference has
proven to be important in perturbative studies beyond
weak coupling [26, 34, 35], and even crucial for mea-
surement backaction [47, 48]. This also ties in with the
broader ongoing discussion of clearly defining “memory”
for quantum evolutions and its interesting connection
with information flow [17, 39, 40, 49, 50]. However, from
these studies the difference between Kˆ(0) and G(∞) ap-
pears to be very complicated.
A further important step was provided by the proof
in Ref. [33] that Kˆ(0) and G(∞), despite their differ-
ence, both have the exact stationary state as a right zero
eigenvector. However, this work was restricted to master
equations for probabilities and also left unanswered the
relation between the full eigenspectra of G(∞) and Kˆ(ω),
which is one of the results established in the present pa-
per. Such relations are of interest since these eigenspec-
tra provide deep insight into the time-evolution, just as
the eigenspectra of Hamiltonians do for the evolution of
closed systems. Similar exact relations among the eigen-
vectors of the memory kernel K proved to be very useful
for simplifying the complicated calculations for strongly
coupled, strongly interacting quantum dots far out of
equilibrium [7, 51]. This is further explored in connection
with the present work in Ref. [52].
Thus, it is a pressing question of both fundamental and
practical interest how the time-local generator is related
to the time-nonlocal memory kernel for a general finite-
dimensional open quantum system. The central result of
this paper, presented in Sec. II, is that this relation takes
the surprisingly simple form of a functional fixed-point
equation G(t, t0) = Kˆ[G](t, t0). Importantly, it applies to
transient dynamics and allows for arbitrary driving.
In Sec. III we first focus on the implications for time-
translational systems in the long time limit, where the
stationary generator becomes the fixed point of a sim-
pler function of superoperators, G(∞) = Kˆ(G(∞)). This
leads to the key insight that G(∞) “samples” the memory
kernel Kˆ(ω) at a finite number of frequencies. This com-
pletely defines G(∞) and significantly simplifies the con-
nection between the mentioned distinct Markovian ap-
proximations. The sampled frequencies are shown to be
exact time-evolution poles, well-known from the Laplace
resolvent technique [18, 19, 22] for solving the time-
nonlocal equation (1), an entirely different procedure.
The transformation connecting eigenvectors of G(∞) and
K(ω) is found to be related to so-called initial-slip cor-
rection procedures [53–57]. We show that both the sta-
tionary and the transient fixed-point equation are self-
consistent expressions for the solution of the memory ex-
pansion discussed in Refs. [26, 34, and 35] by explicitly
constructing and summing this series.
In Sec. IV we show that the fixed-point equations can
be turned into separate iterative numerical approaches
for obtaining the transient and the stationary generator,
respectively, from a given memory kernel. This provides a
new starting point for hybrid approaches in which the re-
sults of advanced time-nonlocal calculations [19–22] can
be plugged into the time-local formalisms directly, by-
passing the solution Π(t, t0) that ties Eqs. (1) and (2)
together. Ref. [21] numerically addressed the converse
problem of extracting K from an evolution generated by
G, which analytically seems to be more complicated.
Finally, in Sec. V we highlight that the presented rela-
tion between K and G is nonperturbative in the system-
environment coupling by computing all discussed quanti-
ties for the exactly solvable dissipative Jaynes-Cummings
model [6, 58–60]. In Ref. [52] we do the same for the
fermionic resonant level model and compare with these
results throughout the paper. We summarize in Sec. VI.
We set ~ = kB = 1.
II. FUNCTIONAL FIXED-POINT EQUATION
By definition the generator G(t, t0) and the memory
kernel K(t, s) are related by the fact that they produce
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FIG. 1. Graphical representation of the derivation of the functional fixed-point equation (10). (a) Equivalent expressions
for dΠ(t, t0)/dt as given by the two QMEs. (b) Insertion of canceling backward and forward propagation to initial time t0.
(c) Evolution T← exp
(∫ t
t0
dτ [−iG(τ, t0)]
)
= limN→∞(I − iG(t1)∆t1) . . . (I − iG(tN )∆tN ) expressed as product of infinitesimal
steps for the sake of illustration. (d) Backward propagation to memory-time s expressed in terms of G using the divisor. The
self-consistency expressed by the functional fixed-point equation (10) arises from backward propagation that is needed to enforce
the time-local structure of QME (2) onto the QME (1). For time-translational systems in the stationary limit the generator
becomes G(τ, t0)→ G(∞) and literally takes on the role of the complex frequency at which Kˆ(ω) is sampled in Eq. (15).
the same dynamics Π(t, t0) [Eq. (3)]. To derive a direct
relation we start from the time-local QME for the prop-
agator,
d
dtΠ(t, t0) = −iG(t, t0)Π(t, t0), (5)
with initial condition given by identity, Π(t0, t0) = I.
The generator can be obtained from the above equation
assuming the inverse propagator exists [61]:
−iG(t, t0) =
[
d
dtΠ(t, t0)
]
Π(t, t0)
−1. (6)
The equivalent time-nonlocal QME,
d
dtΠ(t, t0) = −i
∫ t
t0
dsK(t, s)Π(s, t0), (7)
when inserted into equation (6), gives
G(t, t0) =
∫ t
t0
dsK(t, s)Π(s, t0)Π(t, t0)−1. (8)
The key step to connect these two approaches originat-
ing in statistical physics [1–4] is to recognize the expres-
sion for the divisor Π(t, s|t0) := Π(t, t0)Π(s, t0)−1. This
quantity is well-known from the quantum-information
approach to open-system dynamics, which focuses on
complete-positivity (CP) and divisibility properties [12,
13, 38–40]. The divisor describes the propagation ρ(t) =
Π(t, s|t0)ρ(s|t0) starting from a state at an intermedi-
ate time s ∈ [t0, t] produced by the same evolution,
ρ(s|t0) = Π(s, t0)ρ(t0). This results in the parametric de-
pendence on t0. The divisor obeys the same time-local
QME, dΠ(t, s|t0)/dt = −iG(t, t0)Π(t, s|t0), with initial
condition Π(s, s|t0) = I for all s ∈ [t0, t]. The inverse of
its formal solution,
Π(s, t|t0) = [Π(t, s|t0)]−1 = T→ei
∫ t
s
dτG(τ,t0) (9)
for t0 ≤ s ≤ t, involves anti-time-ordering denoted by
T→. Inserted into Eq. (8) we find the main result of the
paper:
G(t, t0) = Kˆ[G](t, t0). (10)
The time-local generator is a fixed point of a functional
which maps a superoperator function of time X(t, t0) to
another such function:
Kˆ[X](t, t0) :=
∫ t
t0
dsK(t, s)T→ei
∫ t
s
dτX(τ,t0). (11)
This functional is closely related to the ordinary Laplace
transform (4) of the memory kernel K(t− s), to which it
reduces for constant c-number functions of time X = ωI
in the limit t − t0 → ∞ for time translational systems.
We already note that the functional Kˆ[X] may have fixed
points other than X = G. The nonuniqueness and sta-
bility of fixed points are further discussed in Sec. V for a
specific model.
In Fig. 1 we graphically outline this derivation. This
highlights that time-local propagation with G needs to
be consistent with time-locally evolving backward with G
and time-nonlocally propagating forward with the mem-
ory kernel. The corresponding result for the Heisenberg
observable-evolution is discussed in App. A. We stress
4that Eq. (10) is a transformation between two comple-
mentary descriptions of the same dynamics. It thus also
applies to approximate dynamics Π′ generated equiva-
lently by some K′ and G′, and thus has broad applicabil-
ity. In the present paper we will focus on the implications
for exact dynamics to highlight the intrinsic functioning
of the fixed-point relation.
Equation (10) is explicitly consistent with trace-
preservation, a fundamental property of the dynam-
ics. Due to the ordering in Eq. (11), where the ker-
nel K stands to the left of the exponential, the trace-
preservation property of the kernel, TrK(t, s)• = 0,
implies the corresponding property of the generator,
TrG(t, t0)• = 0, where • denotes some operator argu-
ment. In fact, for any superoperator function X(t, t0)
one has
Tr Kˆ[X](t, t0) = 0. (12)
Moreover, the connection between the hermicity-
preservation property of the kernel and the generator can
also be easily checked: Since −iK(t)A = [−iK(t)A†]† =
H[−iK(t)]HA for any operator A, where HA := A† is an
antilinear superoperator, we have
H{− iKˆ[X](t, t0)}H = −iKˆ[−HXH](t, t0). (13)
III. STATIONARY FIXED-POINT EQUATION
We now focus on the implications for time-
translational systems in the stationary limit and consider
the case where the generator converges to a constant su-
peroperator G(∞) = limt0→−∞ G(t − t0). Then the idea
is that at large t − t0 we can replace the time-ordered
exponential in (11) by an exponential function:
Kˆ[G](t− t0) =
∫ t
t0
dsK(t− s)T→ei
∫ t
s
dτG(τ−t0) (14a)
≈
∫ ∞
0
dsK(s)eisG(∞). (14b)
Here we use that typically either the generator has al-
ready become stationary, G(τ−t0) ≈ G(∞) (τ ≥ s t0),
or the memory kernel has already decayed (t s), thus
suppressing the expression. The convergence in the limit
t − t0 → ∞ is discussed in App. B. We thus obtain the
stationary fixed-point equation
G(∞) = Kˆ(G(∞)). (15)
It features instead of Eq. (11) the much simpler extension
of the Laplace transform (4) with frequency ω replaced
by the time-constant superoperator X:
Kˆ(X) =
∫ ∞
0
dsK(s)eisX . (16)
A. Exact sampling relation between spectral
decompositions
The stationary fixed-point equation (15) immediately
makes clear that in general the stationary generator
G(∞) is not the low-frequency limit of the memory ker-
nel, Kˆ(0) = limω→i0+ Kˆ(ω). We now make precise which
parts of the frequency dependence of the memory kernel
Kˆ(ω) matter in the stationary limit. To this end, as-
sume that one can diagonalize the stationary generator
G(∞) = ∑i gi|gi)(g¯i|, and denote the distinct left and
right eigenvectors to the same eigenvalue gi by (g¯i| and
|gi) respectively, which satisfy the Hilbert-Schmidt [62]
biorthogonality relation (g¯i|gi′) = δii′ . Insertion into
Eq. (15) gives G(∞) = ∑i Kˆ(gi)|gi)(g¯i| with the ordinary
Laplace transform (4) evaluated at ω = gi. Focusing on
nondegenerate eigenvalues we therefore have
Kˆ(gi)|gi) = G(∞)|gi) = gi|gi). (17)
Diagonalizing the kernel after Laplace transforming,
Kˆ(ω) = ∑j kj(ω)|kj(ω))(k¯j(ω)|, this implies that at des-
ignated frequencies ω = gi one of its eigenvalues, labeled
j = fi, must coincide with an eigenvalue gi of the sta-
tionary generator G(∞):
kfi(gi) = gi. (18)
The right eigenvectors can then be normalized to coincide
|kfi(gi)) = |gi). (19)
We note that the left eigenvectors (g¯i| and (k¯fi(gi)|
in general differ with one important exception, labeled
by i = 0: From the trace-preservation property of the
dynamics [see Eq. (12)] it follows that both G(∞) and
Kˆ(ω) at every frequency ω have the left zero eigenvector
(1| = Tr •, the trace functional. The corresponding zero
eigenvalue is denoted by g0 = k0(ω) = 0 for all ω labeling
f0 = 0. Thus, a nontrivial consequence of Eq. (17) is that
the associated right zero eigenvectors of G(∞) and Kˆ(0),
respectively, coincide with the stationary state:
|g0) = |k0(0)) = |ρ(∞)). (20)
This generalizes the result of Ref. [33], which proved this
statement for probability vectors evolving with a time-
local master equation.
We summarize the key result of this section: For
Hilbert-space dimension d the stationary time-local gen-
erator, with its finite set of eigenvalues g0, . . . , gd2−1, can
be written as
G(∞) =
∑
i
kfi(gi)|kfi(gi))(g¯i|. (21a)
It “samples” one term of the Laplace-transformed mem-
ory kernel at each of the frequencies ω = g0, . . . , gd2−1:
Kˆ(gi) = kfi(gi)|kfi(gi))(k¯fi(gi)|
+
∑
j 6=fi
kj(gi)|kj(gi))(k¯j(gi)|. (21b)
5From each sampled frequency only a single right eigen-
vector |kfi(gi)) for one specific eigenvalue satisfying
kfi(gi) = gi is needed to construct G(∞). Importantly,
its left eigenvectors (g¯i| are determined by the right ones
through the biorthogonality constraint.
Anticipating later discussion we note that some in-
tuitive ideas turn out to be incorrect: First, the sam-
pling formula shows that in general nonzero frequencies
of Kˆ(ω) may matter at stationarity. It thus makes pre-
cise that “memory”, often understood as frequency de-
pendence of the kernel [26, 34, 35, 47, 48], is in general
not the same as “memory” defined by a Markovian semi-
group [12, 13, 38–40], in which G(∞) naturally appears
as we discuss next. Second, the sampled frequencies gi
need not be the eigenvalues with the smallest decay rates
(−Imkj(ωp), see Sec. V).
A practical implication of Eq. (21) is that the analyti-
cal calculation of the typically more complicated quantity
G(∞) has been reduced to the calculation of Kˆ(ω) at just
d2 specific frequencies. This is a significant advance since
Kˆ can be determined for complicated many-body dynam-
ics using well-developed techniques [18, 19, 22, 24, 25].
B. Exact time-evolution poles and initial slip
We now compare the sampling relation (21) with the
formal exact solution for time-translational systems ob-
tained by the resolvent method: Laplace transforming
the time-nonlocal QME (1) to obtain the “Green’s func-
tion” or resolvent Πˆ(ω) = i/(ω−Kˆ(ω)), and transforming
back by integration along a clockwise oriented contour C
closed in the lower half of the complex plane, we get:
Π(t− t0) =
∫
C
dω
2pi
Πˆ(ω)e−iω(t−t0) (22)
= −i
∑
p
Res
[
Πˆ(ωp)e
−iωp(t−t0)]+ ∫
b.c.
dω
2pi
Πˆ(ω)e−iω(t−t0).
Here Res
[
f(ωp)
]
is the residue at pole ωp and “b.c.” in-
dicates integration over possible branch cut contributions
of Πˆ(ω), see Refs. [18, 19, 22, and 63] for details and appli-
cations. The eigenvalue poles of Πˆ(ω) solve the equation
ωp = kj(ωp) for some eigenvalue of Kˆ. By our result (18)
the eigenvalues of G(∞) are guaranteed to be included
among these eigenvalue poles of Πˆ(ω). Thus, our sta-
tionary fixed-point equation (15) reveals how the time-
local approach keeps track of these characteristic fre-
quencies of the evolution, which are explicit in the time-
nonlocal approach. In other words, for time-translational
systems the relation G(∞) = Kˆ(G(∞)) establishes that
the time-local generator G(∞) is a superoperator-valued
characteristic “frequency” of the evolution. To be sure,
there are further contributions from non-sampled poles
and branch cuts, which can be infinitely many and may
also involve the eigenvectors [19, 52]. These are encoded
in the transient fixed-point equation (10), G(t − t0) =
Kˆ[G](t− t0), through anti-time-ordered integrations.
Thus, the eigenvalues of G(∞) generally do not exhaust
all the poles of Πˆ(ω). Analytically it is not apriori clear
which of the eigenvalues of K(ω) satisfying ωp = kj(ωp)
are the eigenvalues of G(∞). Knowing this would cer-
tainly further facilitate analytical application of Eq. (21),
but this presents no obstacle for the analyses in Sec. V
and Ref. [52]. Furthermore, we will show that the itera-
tive solution of Eq. (15) can assist in this matter.
Our result (21a) now reveals that the first contribution
to the exact dynamics (22) actually contains a Markovian
semigroup exponential:
Π(t− t0) = e−i(t−t0)G(∞)S + . . . (23)
where . . . denotes the above mentioned non-sampled con-
tributions. If G(∞) exists, one might expect that the
evolution for long times will eventually follow this semi-
group dynamics. However, this exponential term is al-
ready modified by the time-constant superoperator
S =
∑
i
1
1− ∂kfi∂ω (gi)
|gi)(k¯fi(gi)| (24)
obtained from the residue in Eq. (22) using Eq. (19).
The superoperator S is of practical importance as it re-
lates to the so-called slippage of the initial condition, a
well-known procedure for improving Markovian approx-
imations [53–57]. However, we stress that S is a non-
perturbative quantity in the exact decomposition (23) of
Eq. (22). In Ref. [52] we present a first detailed appli-
cation of this result to nonperturbative approximation
strategies formulated within the time-local approach. It
reveals that, even with the exact G(∞) and the exact S,
the neglect of the . . . contributions in Eq. (23) can lead
to subtle failures, which can be clearly understood in the
time-nonlocal approach. For example, for the fermionic
resonant level the correction by S can dramatically break
down around discrete physical parameter points, even
though away from these points it works remarkably well
for intermediate coupling and temperature.
C. Nonperturbative semigroup approximations
We can now address the puzzling issue regarding the
more basic approximation strategy that we mentioned
in the introduction: The equivalent QMEs (1) and (2)
“naturally” lead to semigroup approximations which dif-
fer, even when constructed from the exact G and K.
(i) Stationary generator G(∞): Assuming that the gen-
erator converges to a stationary value G(∞) we can try
to approximate the time-local QME (2) for large t by
replacing the generator by its constant stationary value,
d
dtρ(t) ≈ −iG(∞)ρ(t). This idea underlies Refs. [34 and
35] and motivated the direct calculation of G(∞) by a se-
ries expansion in the coupling in Ref. [33]. The resulting
6approximate dynamics
Π(t, t0) ≈ e−i(t−t0)G(∞) (25a)
=
∑
i
e−igi(t−t0)|gi)(g¯i|. (25b)
has an interesting feature: There are many evolutions
for which the asymptotic generator G(∞) has a GKSL
form [12, 13] with nonnegative coefficients, which guar-
antees that the approximation is completely positive in
addition to trace preserving. Nonperturbative approxi-
mations preserving both these properties are notoriously
difficult to construct, especially starting from microscopic
models [64–67]. Here the class of evolutions goes beyond
semigroups by including all CP-divisible evolutions, but
also allowing for non CP-divisible ones [68].
Our sampling result (21) allows this to be compared
with a corresponding approximation in the Laplace re-
solvent approach to the time-nonlocal QME (1): if one
keeps the first term of Eq. (22) and selects only the fixed-
point poles ω = gi, then one obtains the semigroup ap-
proximation together with the initial-slip correction S as
in Eq. (23). Due to the automatic inclusion of S, this ap-
proximation is neither a semigroup nor a CP map around
the initial time t0 [52]. This may give faster convergence
but also fail dramatically [Eq. (24) ff.]. In contrast, the
semigroup approximation (25) does not suffer from such
problems.
(ii) Low-frequency memory kernel Kˆ(0). Starting in-
stead from the time-nonlocal QME (1), one may argue
that for slowly varying dynamics only the low-frequency
part of the memory kernel matters. Replacing ρ(s) →
ρ(t) in the integrand and taking t0 → −∞, one then ob-
tains ρ˙(t) ≈ −iKˆ(0)ρ(t) with the approximate solution
Π(t, t0) ≈ e−i(t−t0)Kˆ(0) (26a)
=
∑
j
e−ikj(0)(t−t0)|kj(0))(k¯j(0)|. (26b)
In the resolvent approach this approximation is equiva-
lent to neglecting all frequency dependence of the mem-
ory kernel, Πˆ(ω) ≈ i/(ω − Kˆ(0)), leaving only d2 eigen-
value poles ωj = kj(0). In contrast to case (i), we know
of no general conditions that guarantee that Kˆ(0) gener-
ates a completely positive evolution for some broad class
of nontrivial models. Even when it is known that G(∞)
has nonnegative GKSL coefficients – ensuring Eq. (25)
is completely positive – one still has to explicitly check
that the same holds for Kˆ(0). Nevertheless, both approx-
imations (25) and (26) nonperturbatively account for os-
cillation frequencies and decay rates. Indeed, it follows
from the sampling result (19) that both converge to the
exact stationary state. In Sec. V we will illustrate their
difference. Note however that G(∞) = Kˆ(0) is possible
also for an evolution that is not a semigroup [Eq. (34)
ff.].
D. Summing the memory expansion
Whereas the argument leading to Eq. (26) may be
justified in the weak coupling limit, it has been noted
that when computing Kˆ to higher order in the system-
environment coupling this becomes inconsistent [34, 35].
In terms of Eq. (8) this means that one must not only
expand the kernel K(t − s) in the memory-time s rel-
ative to the current time t, but simultaneously expand
Π(s, t0) = Π(t, t0) − (t − s)∂Π(t, t0)/∂t + . . . under the
memory integral. This way Ref. [34] obtained a station-
ary time-local QME with an approximate generator
G(∞) ≈ Kˆ(0) + ∂Kˆ
∂ω
(0) Kˆ(0). (27)
When computing Kˆ(0) to second order in, e.g., a tunnel
coupling, the first order contributions to the second term
are comparable [34] and may lead to cancellations that
are necessary to respect complete positivity [47, 48].
One may roughly understand Eq. (27) as follows: to
obtain G(∞) one linearizes the frequency dependence of
the memory kernel Kˆ(ω) ≈ Kˆ(0)+[∂Kˆ/∂ω(0)]ω and eval-
uates it at the characteristic “frequency” ω = G(∞) ≈
Kˆ(0) of the system, which in first approximation is the
low-frequency kernel itself. This tentative picture is made
rigorous by our fixed-point equation (15), where the fre-
quency is likewise replaced by a superoperator, but in a
self-consistent way. In Ref. [35] the approximation (27)
was generalized to higher orders by applying partial in-
tegrations of the time-nonlocal QME (2), which can be
shown to be equivalent to further continuing the memory
expansion of Ref. [34]. This is an instance of a gradient
/ Moyal expansion with respect to time as we discuss in
App. D.
Thus, starting from the time-nonlocal QME one is led
to a time-local QME by a memory expansion (26). An-
other key result of this paper is that this series can in
fact be summed up to all orders as we show in App. C.
One finds that the constant generator that accounts for
all memory terms of the stationary time-nonlocal QME
is the stationary time-local generator obeying G(∞) =
Kˆ(G(∞)), our stationary fixed-point equation (15). This
means that our sampling formula (21) is the nonpertur-
bative result of this memory expansion: The infinite sum
of memory terms – featuring all derivatives of Kˆ(ω) at
zero frequency – can be condensed into a finite sum of
contributions of Kˆ(ω) at just d2 finite frequencies ω = gi.
Importantly, the memory expansion can even be
summed up for the full transient dynamics, thereby re-
covering G(t, t0) = Kˆ[G](t, t0), the functional fixed point
equation (10) [App. C]. By making use of the divisor
we can give a closed formula for terms of arbitrary or-
der [Eqs. (C5), (C8)]. Altogether, this shows that equa-
tions (10) and (15) are very useful for generating gradient
expansions in time when given a memory kernel K. We
next explore a different approach where one solves for the
transient G(t− t0), giving approximate evolutions which
7are not semigroups as Eq. (25) and (26). Still, both G(∞)
and Kˆ(0) play an interesting role.
IV. ITERATIVE CONSTRUCTION OF
GENERATOR FROM MEMORY KERNEL
Our final key result is that the fixed-point equation
may be turned into a computational tool to obtain G
from a given memory kernel K computed using a method
of choice. We focus on time-translational systems – set-
ting t0 = 0 – and the ideal situation where K has been
computed exactly.
A. Iteration for stationary generator
The simplest scenario is where one iteratively
solves Eq. (15) to find G(∞) directly from K(t) or Kˆ(ω),
i.e., without considering the transient evolution Π(t) or
the transient generator G(t). Using the converged result
one may then set up the nonperturbative semigroup (25)
to approximate the full evolution Π(t).
First, consider the low-frequency kernel as an initial
approximation to the generator, G(0)(∞) = Kˆ(0), as
in Eq. (27). If the exact dynamics is a semigroup,
K(t) = Kˆ(0)δ¯(t) and G(t) = Kˆ(0), then this already is
the fixed point since G(1)(∞) = Kˆ(Kˆ(0)) = Kˆ(0). This
may also happen for non-semigroup evolutions [Eq. (34)
ff.]. In general, further approximations are obtained by
n-fold iteration, G(n)(∞) = Kˆ( . . . Kˆ(Kˆ(0))). Inspecting
the first iteration,
G(1)(∞) = Kˆ(Kˆ(0)) =
∑
j 6=0
Kˆ(kj(0))|kj(0))(k¯j(0)|, (28)
we see that the stationary state |k0(0)) remains unaf-
fected (trace-preservation), but in general all j 6= 0 con-
tributions are altered by the memory kernel evaluated at
finite frequencies, thus generating a difference between
Kˆ(0) and G(∞).
The convergence of this procedure with n is cer-
tainly not obvious, but our first applications in Sec. V
and Ref. [52] are encouraging. Indeed, one can con-
sider starting the iteration from any initial superopera-
tor G(0)(∞) = X. In this case, property (12) guarantees
that the iteration trajectory G(n)(∞) = Kˆ( . . . Kˆ(X)) is
confined to the linear space of trace-preserving superop-
erators irrespective of X. If iX is hermicity-preserving,
then the trajectory will additionally be confined to such
superoperators by property (13).
B. Functional iteration for transient generator
We next describe the more complicated iteration of the
functional equation (10). Here the aim is to construct the
full transient generator G(t) starting from the memory
kernel K(t). As a preparation we decompose the kernel
into its time-local (δ¯-singular) part and a remaining time-
nonlocal part:
K(t) = KLδ¯(t) +KN(t). (29)
In addition to the system Liouvillian L, the part KL
may contain an environment-induced contribution (as for
fermionic wide-band models [7, 8, 51] such as the reso-
nant level model [52]), but this need not be the case (as
in the model studied in Sec. V). Inserting Eq. (29) into
the functional (11) we obtain
G(n+1)(t) = KL +
∫ t
0
dsKN(t− s)T→ei
∫ t
s
dτG(n)(τ).
(30)
Iterating this equation starting from the constant func-
tion G(0)(t) = Kˆ(0) gives approximations G(n)(t) which
generate evolutions with two important properties at ev-
ery iteration:
First, each approximation is accurate at long times,
provided G(t) has a stationary limit and Eq. (10) con-
verges to Eq. (15). Our choice of starting point ensures by
Eq. (20) that G(n)(t)|ρ(∞)) = 0 holds initially for n = 0,
implying that the generated evolution goes to the exact
stationary state. Arguing as in Eq. (14) we find that this
also holds for the next iteration: G(n+1)(∞)|ρ(∞)) =
limt→∞[KL +
∫ t
0
dsKN(t − s)]|ρ(∞)) = Kˆ(0)|ρ(∞)) =
0. The same argument also applies for starting point
G(0)(t) = G(∞) [Eq. (20)] or any starting point X for
which X|ρ(∞)) = 0. However, starting from the mem-
ory kernel formalism, Kˆ(0) is already available.
Second, each generated approximation is also accurate
at short times. To see this, note that at the initial time
the generator is given by the time-local part of the kernel
G(0) = KL, (31)
which we split off from the generator,
G(t) = KL + GN(t), GN(0) = 0. (32)
The second term incorporates all effects due to the time-
nonlocal part of the kernel KN(t). For the first iteration
we have
G(1)(t) = KL +
∫ t
0
dsKN(t− s)eiKˆ(0)(t−s) (33a)
≈ KL + tKN(0) + . . . (33b)
as dictated by the short-time limit of the time-nonlocal
part of the memory kernel. This implies that in the ex-
ponential of the next iteration we similarly have at short
times
∫ t
s
dτG(1)(τ) ≈ (t − s)KL, giving the same lead-
ing behavior. Thus, each iteration n ≥ 1 coincides with
the exact initial generator (31) including the linear or-
der, G(n)(t) = KL + tKN(0) + . . .. Clearly, no semigroup
approximation can achieve this.
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eration (33a) is already exact even though the dynamics
is nontrivial. For the fermionic resonant level model the
evolution is not a semigroup at generic parameters, pre-
venting truncation at zeroth iteration for the transient
generator, G(0)(t) = Kˆ(0) 6= G(t). Although the evo-
lution is not even CP-divisible in extended parameter
regimes [37, 52], the first transient iteration always gives
the exact solution, G(1)(t) = KL +
∫ t
0
dsKN(t−s) = G(t).
This does not rely on some approximation, but instead
follows [69] from Eq. (33a) by using an algebraic property
of this model, KN(. . .)KN(. . .) = KN(. . .)Kˆ(0) = 0, where
the dots stand for arbitrary time arguments and any pa-
rameter values. This reflects that the generator and the
kernel of this model obey the special relation [37]
G(t) =
∫ t
0
dsK(t− s). (34)
It also implies that for this evolution the stationary it-
eration terminates right away since G(0)(∞) = Kˆ(0) =
G(∞). This suggests an interplay of the fixed-point iter-
ation with many-body effects in open systems, as it has
been noted that the absence of interactions in models
with k levels causes the (renormalized) coupling expan-
sions [7, 8, 37] for K(t), Π(t) and G(t) to truncate at finite
order 2k.
V. EXAMPLE: DISSIPATIVE
JAYNES-CUMMINGS MODEL
The above results are applied to the exactly solvable
fermionic resonant level model in the detailed study [52].
Here we instead illustrate our findings for the simpler dis-
sipative Jaynes-Cummings model [6, 58–60]. This exactly
solvable model describes a two-level atom with transition
frequency ε (H = εd†d) interacting with a continuous
bosonic reservoir (HR =
∫
dωωb†ωbω) initially in a vac-
uum state |0〉. The coupling is bilinear,
HT =
∫
dω
√
Γ(ω)
2pi
(
d†bω + b†ωd
)
, (35)
with real amplitudes set by a spectral density Γ(ω). The
occupation numbers of reservoir modes are either 0 or
1 due to a dynamical constraint: the coupling (35) con-
serves the total excitation number d†d +
∫
dωb†ωbω. The
Hamiltonian is very similar to the fermionic resonant
level model in Ref. [52], where we study the more compli-
cated energy-dependence due to fermion statistics with
an initial thermal state (T, µ 6= 0) setting Γ(ω) = con-
stant. Here we instead study the effects of energy-
dependent coupling Γ(ω) without initial reservoir statis-
tics (T = 0): We assume a Lorentzian profile of width
γ whose maximum value Γ ≡ Γ(ε) lies precisely at the
atomic resonance:
Γ(ω) = Γ
γ2
(ε− ω)2 + γ2 . (36)
Although this model has been studied in detail [58–60]
and features in text books [6] the remarkable relation
between its generator G and memory kernel K has not
been noted. All results below can be generalized to any
profile Γ(ω).
From the solution [6] of the total-system state |ψtot(t)〉,
with |ψtot(0)〉 = |ψ(0)〉 ⊗ |0〉, we extract the propagator
TrR{|ψtot(t)〉〈ψtot(t)|} = Π(t)|ψ(0)〉〈ψ(0)| working in the
Schro¨dinger picture and setting t0 = 0. It has the form
of an amplitude damping channel [70] with spectral de-
composition
Π(t) =|00)
[
(00|+ (11|
]
+ |pi(t)|2
[
|11)− |00)
]
(11|
+ pi(t) |01)(01|+ pi(t)∗|10)(10|, (37)
using |νν′) = |ν〉〈ν′| and (νν′| = 〈ν| • |ν′〉, where |ν〉
denotes the atomic state ν = 0, 1. The time-dependent
parameter reads
pi(t) ≡ e−iεte−γt/2
[
cosh
(
γ′t
2
)
+
γ
γ′
sinh
(
γ′t
2
)]
(38)
where γ′ :=
√
γ(γ − 2Γ). Thus, an initially excited state
evolves with probability 〈1|ρ(t)|1〉 = |pi(t)|2. In the fre-
quency domain we have
Πˆ(ω) =
i
ω
|00)
[
(00|+ (11|
]
+ |̂pi|2(ω)
[
|11)− |00)
]
(11|
+ pi(ω)|01)(01|+ pi∗(ω)|10)(10|. (39)
The Laplace transforms
|̂pi|2(ω) = 1
4
(γ/γ′ − 1)2
γ + γ′ − iω +
1
4
(γ/γ′ + 1)2
γ − γ′ − iω −
1
2
γ2/γ′2 − 1
γ − iω ,
(40a)
pi(ω) =
γ/γ′ + 1
γ − γ′ − 2i(ω − ε) −
γ/γ′ − 1
γ + γ′ − 2i(ω − ε) ,
(40b)
and pi∗(ω) = [pi(−ω∗)]∗ determine the poles of Πˆ(ω) listed
in Table I. The propagator Πˆ(ω) has only a finite number
of poles in contrast to the fermionic resonant level [52].
It is now straightforward to determine the generator
G(t) = iΠ˙(t)Π−1(t) and the kernel Kˆ(ω) = ωI − iΠˆ−1(ω)
whose relation has our interest. The spectral decompo-
sition for the generator reads
G(t) =2iRe
(
p˙i(t)
pi(t)
)[
|11)− |00)
]
(11|
+ i
p˙i(t)
pi(t)
|01)(01|+ i
(
p˙i(t)
pi(t)
)∗
|10)(10|, (41)
whereas for the kernel in the frequency domain it is
Kˆ(ω) =
(
ω − i
|̂pi|2(ω)
)[
|11)− |00)
]
(11| (42)(
ω − i
pi(ω)
)
|01)(01|+
(
ω − i
pi∗(ω)
)
|10)(10|.
The eigenvalues of Kˆ satisfying kj(ωp) = ωp for some j
correspond to the poles of Πˆ(ω) in Table I.
9Poles Πˆ(ω) Eigenvalues G(∞)
ω0 = 0 g0 = 0
ω1 = +ε− i 12 (γ − γ′) g1 = +ε− i 12 (γ − γ′)
ω2 = −ε− i 12 (γ − γ′) g2 = −ε− i 12 (γ − γ′)
ω3 = −i(γ − γ′) g3 = −i(γ − γ′)
ω4 = +ε− i 12 (γ + γ′) ←− Possibly closer to real axis
ω5 = −ε− i 12 (γ + γ′) ←− than ω3!
ω6 = −iγ
ω7 = −i(γ + γ′)
TABLE I. Poles and eigenvalues using abbreviations
γ′ =
√
γ(γ − 2Γ) for γ > 2Γ resp. −i√γ(2Γ− γ) for γ < 2Γ.
1. Overdamped dynamics (γ ≥ 2Γ)
Even with all explicit expressions in hand, it is by no
means obvious that this model obeys our sampling re-
sult (21) in the stationary limit t → ∞. We now first
verify this noting that our assumption that G(∞) exists
holds only for broad spectral densities such that γ ≥ 2Γ.
In this case the real quantity γ′ =
√
γ(γ − 2Γ) ≤ γ
represents a suppression/enhancement of the decay rates
−Imωp relative to the value γ in Table I. The dynamics
is then overdamped, ensuring that limt→∞ p˙i(t)/pi(t) =
− 12 (γ− γ′)− iε converges. Table I shows that the result-
ing four eigenvalues of G(∞) indeed coincide with four
of the eight poles of Πˆ(ω) as predicted by Eq. (18).
Interestingly, G(∞) does not always sample the “slow-
est” part of the evolution, i.e., the poles with the small-
est decay rates, even in this simple model. Whereas this
happens for sufficiently large broadening γ > 94Γ, just
before entering the underdamped regime there is a range
2Γ < γ < 94Γ, where two non-sampled poles ω4,5 have
smaller decay rates than the sampled pole ω3, see Table I.
In fact, G(∞) is completely determined by the sampling
of Kˆ(ω) as dictated by Eq. (21a), since in the present
model the right eigenvectors of Kˆ(ω) are frequency in-
dependent and thus trivially provide the right eigenvec-
tors (19) of G(∞). This is simpler than in the resonant
level model [52], where the eigenvectors do depend on
frequency, but nevertheless satisfy relation (19).
Numerical implementation of the stationary iteration
described in Sec. IV A converges in a few steps to the
exact stationary generator, which explicitly reads
−iG(∞) = − 2Γ
1 +
√
1− 2Γ/γ
[
|11)− |00)
]
(11| (43)
−
(
+ iε+
Γ
1 +
√
1− 2Γ/γ
)
|01)(01|
−
(
− iε+ Γ
1 +
√
1− 2Γ/γ
)
|10)(10|.
Importantly, we numerically observe this convergence
starting from random initial superoperatorsX. Although
other fixed points of Eq. (16) can be constructed [71], we
always find that G(∞) is the only stable one. Due to this
remarkable fact, the iterative solution allows one to infer
which of the poles are sampled by G(∞). This can be
used to assist the identification of the sampled poles in
analytical calculations, which aim to exploit Eq. (21).
Given the kernel Kˆ(ω), one can thus find G(∞) by iter-
ation directly at stationarity, avoiding the transient time-
dependence of G(t). We plot the resulting semigroup ap-
proximation (25) in Fig. 2 (b) and the different semi-
group (26), generated by the exact low-frequency kernel
−iKˆ(0) =− Γ
1 + Γ/(2γ)
[
|11)− |00)
]
(11|
−
(
+iε+
γΓ
2(γ + iε)
)
|01)(01|
−
(
−iε+ γΓ
2(γ − iε)
)
|10)(10|, (44)
in Fig. 2 (a). The Kˆ(0) semigroup crosses the exact so-
lution already at intermediate times to approach it from
above, whereas the G(∞) semigroup approaches it from
below. Indeed, in the overdamped regime the occupa-
tion decay rate of Eq. (43) is always larger than that of
Eq. (44). As expected, both semigroups have problems
with the initial nonlinear time-dependence on the scale
γ−1 set by the reservoir bandwidth (36). Only in the
wide-band limit γ → ∞ the exact evolution is a semi-
group, which in this case is generated by G(∞) = Kˆ(0).
We have also implemented the functional iteration
G(n)(t) for the transient generator explained in Sec. IV B,
using Eq. (30) with KL = −i[H, •] and H = εd†d. In
Fig. 2 (a) and (b) we additionally show the evolutions
generated by the approximate G(n)(t) starting from the
initial function G(0)(t) = Kˆ(0) and G(∞), respectively.
Like the semigroups, each approximation approaches the
exact stationary state at large times. However, contrary
to the semigroups, each iteration is also very accurate at
short times, see Eq. (33b). These two constraints enforce
rapid convergence at intermediate times throughout the
overdamped parameter regime: in Fig. 2 (a) and (b) we
did not plot the n = 2 and n = 3 approximations, respec-
tively, since they are hard to distinguish from the exact
solution. Thus, Fig. 2 (a) shows that Eq. (33a), based
solely on the time-nonlocal memory kernel, already pro-
vides a remarkably accurate representation of the time-
local generator.
2. Underdamped dynamics (γ < 2Γ)
For sufficiently narrow spectral density, γ < 2Γ, the
dynamics becomes underdamped. The function
pi(t) = e−iεte−γt/2
[
cos
(Ωt
2
)
+
γ
Ω
sin
(Ωt
2
)]
(45)
now oscillates with frequency Ω ≡ iγ′ = √γ(2Γ− γ)
with roots located at tn =
2pi
Ω
(
n − 1pi arctan Ωγ
)
. This
qualitative change of pi(t) has two consequences.
10
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
0 1 2 3 4 5 6
〈1
|ρ|
1
〉
exact
Kˆ(0)
G(1)(t)
(a)
〈1
|ρ|
1
〉
tγ
exact
G(∞)
G(1)(t)
G(2)(t)
(b)
FIG. 2. Overdamped regime Γ/γ = 0.495 (γ′/γ = 0.1): De-
cay of the probability 〈1|ρ(t)|1〉 for the excited state when it is
initially occupied, ρ(0) = |1〉〈1|. (a) Solutions obtained from
the Markovian approximation ρ˙(t) ≈ −iKˆ(0)ρ(t) (red) to-
gether with the first iteration G(1) [cyan] of the transient fixed-
point equation (30) when started from G(0) = Kˆ(0). The exact
solution is shown in black. (b) Solutions obtained from the
Markovian approximation ρ˙(t) ≈ −iG(∞)ρ(t) [blue] together
with two iterations of the transient fixed-point equation, G(1)
[cyan] and G(2) [green], when started from G(0) = G(∞). The
exact solution is shown in black.
First, the time-local generator G(t) by itself exhibits
singularities as function of time for every t = tn
[Eq. (41)]. These have been noted before [6] and are not
spurious, noting that the product G(t)Π(t) remains finite,
even at t = tn. Instead, these singularities are phys-
ically meaningful: by identifying the divergent matrix
elements of G(t) one can already infer at which times the
solution will be an entanglement breaking map [37, 72],
Π(tn) = |00)(1| = |0〉〈0|Tr •.
A second consequence is that the stationary limit of
G(t) by itself does not exist, even though the stationary
propagator does converge, limt→∞Π(t) = |00)(1|, and
the low-frequency memory kernel Kˆ(0) is well defined.
Although this invalidates the assumption underlying the
stationary iteration [Sec. IV A], it is interesting to explore
what happens. As expected, the stationary iteration for
G(n)(∞) does not converge anymore with n. Neverthe-
less, G is always block diagonal and we observe that the
iterations for the generator on the occupation subspace
|00), |11) converge to
lim
n→∞G
(n)
o (∞) = −iγ
[|11)− |00)](11|, (46)
whereas the generator G(n)c on the subspace |01), |10) of
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FIG. 3. Underdamped regime with Γ/γ = 13 (Ω/γ = 5) and
ε = 20: (a) Decay of the exited state occupation 〈1|ρ(t)|1〉
and (b) decay of the real part of the coherence 〈0|ρ(t)|1〉. The
initial state is ρ(0) = 0.1
[|00)+ |01)+ |10)]+ 0.9|11). Shown
are the solution for the Markovian approximations ρ˙(t) ≈
−iG(∞)ρ(t) [blue] with generator obtained by iteration of the
stationary fixed point equation (15), and ρ˙(t) ≈ −iKˆ(0)ρ(t)
[gray]. The exact solution is shown in black.
the coherences oscillates indefinitely with n. In the upper
panel of Fig. 3 we plot the time-evolution of occupations
obtained from the semigroup approximation constructed
from Eq. (46). In contrast to the semigroup generated by
the well-defined Kˆ(0), it gives an accurate envelope for
the exact evolution, even in the strongly underdamped
limit, γ  Γ where Ω ≈ √2Γγ  γ.
The converged part of the iteration can in fact be re-
lated to a regularization of limt→∞ G(t). Noting that
p˙i(t)
pi(t)
= −iε− 12γ − 12Ω tan
(
1
2Ωt− arctan
γ
Ω
)
(47)
we see that a principal-value time-average over one period
amounts to replacing p˙i(t)pi(t) → −iε − 12γ. This gives a
regularized stationary limit for the generator,
G(∞)reg =− iγ
[|11)− |00)](11| (48)
− (−ε+ 12 iγ)|01)(01|− (ε+ 12 iγ)|10)(10|.
which coincides with the numerically converged block
(46) of the iteration. Interestingly, it additionally defines
the value of the coherence block and thereby exposes a
key complication of the exact evolution of this model. In
Fig. 3, bottom panel, we show that the semigroup con-
structed from G(∞)reg describes the decay of the coher-
ences accurately in the center of every even time interval.
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However, it is also accurate up to the sign in every odd
interval. The intermediate pi-phase jumps occurring in
the exact solution are caused by the divergences of the
generator at times tn. All together this suggests that the
stationary fixed-point iteration may still be useful beyond
the limitations discussed in the present paper.
The findings of this section are further confirmed by
the resonant level model [52]. Unlike the dissipative
Jaynes-Cummings model, its exact generator shows no
time-domain singularities [37] and at long times con-
verges to a stationary value coinciding with the low-
frequency kernel, G(∞) = Kˆ(0) [Eq. (34) ff.]. We nu-
merically find that the stationary iteration again con-
verges to G(∞) from random starting points for all model
parameters. The transient iteration starting from Kˆ(0)
converges in a single step to the exact time-dependent
generator G(t) [Eq. (34) ff.].
VI. SUMMARY AND OUTLOOK
We have found the general connection between two
canonical approaches to the dynamics of open quantum
systems, the time-local and time-nonlocal quantum mas-
ter equation. This relation extends the response func-
tion of an open system – the frequency-domain memory
kernel Kˆ(ω) – to a functional mapping of superoperator-
functions of time of which the generator is a fixed point :
G(t, t0) = Kˆ[G](t, t0). The fixed-point property expresses
that the generator is a characteristic “frequency” of the
evolution produced by the memory kernel. This is very
similar to how pole frequencies characterize the response
of linear systems in physical sciences and engineering [73].
In our general quantum setting, we showed how the
fixed-point equation provides a self-consistent solution
of the complicated time-domain gradient expansion. In-
terestingly, this also revealed a connection of the time-
convolutionless approach to a Moyal formulation of quan-
tum theory of open systems.
We obtained several general insights into the role of
the frequency dependence of the memory kernel. We
precisely determined how the stationary generator G(∞)
samples the right eigenvectors and eigenvalues of the
memory kernel Kˆ(ω) at zero and nonzero characteris-
tic frequencies of the evolution. The sampled frequencies
form a finite subset of the exact poles of the frequency-
domain evolution as obtained by the Laplace-resolvent
method in the time-nonlocal approach. Remarkably,
knowing only the location of these poles in the complex
plane in principle suffices to completely construct the sta-
tionary generator G(∞) from the memory kernel, signif-
icantly simplifying analytical calculations. This gener-
ator may also be obtained numerically by iterating the
stationary fixed-point equation (15).
Similarly, the full transient generator may be obtained
from the memory kernel by iterating the functional fixed-
point equation (10). At each iteration the approximate
generator is both initially and asymptotically accurate.
Altogether, this provides a new starting point for combin-
ing well-developed memory-kernel formalisms to access
the advantages of a time-local description.
Since our results apply quite generally and can be tai-
lored to both numerical [20, 21] and analytical [18, 19, 22]
applications, they seem relevant to the challenging prob-
lems of strongly interacting open quantum systems dom-
inated by nonperturbative dissipation and memory ef-
fects. First results in Ref. [52] illustrate, for example,
how the fixed-point relation provides time-nonlocal un-
derstanding of the unexpected failure of approximations
formulated within the time-local formalism.
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Appendix A: Heisenberg and adjoint functional
fixed-point equation
As expected, there is a corresponding fixed-point
relation for the observable evolution A(t, t0) ≡
Π(t, t0)
HA(t0), where Π
H = Π† is given by the superad-
joint (bold dagger †), which is defined by (Π†A∣∣B) =
(A|Π|B). Here one should note one caveat [52]: the
Heisenberg generator GH(t, t0) that one infers from
the time-local QME for observables, ddtA(t, t0) =
iGH(t, t0)A(t, t0), is not the superadjoint of G(t, t0), but
GH(t, t0) = [Π(t, t0)−1G(t, t0)Π(t, t0)]† (A1)
as one readily verifies. Only for evolutions commut-
ing with their generator – as in Sec. V – we do have
GH(t, t0) = G†(t, t0) but this already fails for other very
simple models, as, for example, the fermionic resonant
level model, see Ref. [52]. For the time-nonlocal QME
for observables ddtA(t, t0) = i
∫ t
t0
dsKH(t, s)A(s, t0) the
Heisenberg memory kernel is
KH(t, s|t0) = [Π(s, t0)−1K(t, s)Π(s, t0)]†. (A2)
Since these equations have the same form as those in the
main text except for i→ −i, ddtΠH = iGHΠH, we find in
complete analogy:
GH(t, t0) =
∫ t
t0
dsKH(t, s|t0)ΠH(s, t0)ΠH(t, t0)−1 (A3)
=
∫ t
t0
dsKH(t, s|t0)T→e−i
∫ t
s
drGH(r) ≡ KˆH[−GH](t, t0)
with the same anti-time-ordering as in (10). This fixed-
point equation plays a role in the applications in Ref. [52],
see App. F of that reference. Equation (A3) is consistent
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with the fundamental unit-preserving property of the
observable evolution, ΠH(t, t0)(1) = 1, which requires
KH(t, s|t0)(1) = 0 = GH(s, t0)(1). The superadjoint of
equation (10) gives
G(t, t0)† =
∫ t
t0
dsT←e−i
∫ t
s
drG(r)†K(t− s)† (A4)
which has the opposite time ordering and the memory
kernel on the right. Also, G(t)† does not feature in the
time-local QME for observables.
Appendix B: Stationary fixed-point equation
In this appendix we discuss the convergence of the gen-
eral fixed-point relation (10) to the stationary one (15)
for time-translational systems (no driving). We derive
two sufficient conditions which are naturally suggested
by considering the rates of convergence of the memory
kernel K(t) and the generator G(t) for large times t→∞,
respectively. These conditions guarantee convergence for
all physical parameters of the Jaynes-Cummings model –
studied in the main text – and the resonant level mode,
studied in Ref. [52], see App. G there.
1. A sufficient K-convergence criterion
We first note that the Laplace transform of propagator
Πˆ(ω) = lim
t0→−∞
∫ t
t0
dtΠ(t− t0)eiω(t−t0) (B1)
is at first only defined for complex frequencies ω with
sufficiently large positive imaginary part when consider-
ing evolutions having a stationary limit, Π(t) → Π(∞).
However, one can extend the Laplace transform Πˆ(ω)
to frequencies with negative imaginary part by analytic
continuation in a way that is unique once the branch
cuts have been chosen. This is well-known from the
Laplace-frequency resolvent method [Eq. (22)] for solving
the time-nonlocal QME (1) to obtain Π(t) , see Refs. [18
and 19] for details. The decay properties of the kernel
differ from those of the propagator, a fact exploited in
numerical calculations [20]. In particular, K(t) typically
tends to zero
K(t) = O(e−kt). (B2)
The convergence rate k of the memory kernel is deter-
mined in general by its eigenvalues together with the
eigenvectors. As a result the Laplace transform Πˆ(ω)
usually has a smaller region of convergence than Kˆ(ω):
there is an intermediate region 0 ≥ Imω > −k, where
poles/branch points of Πˆ(ω) lie above those of Kˆ(ω) lo-
cated at Imω ≤ −k. When the eigenvalues of G(∞) all
lie in this intermediate region one can verify:
Sufficient criterion (K): Convergence (10) → (15) fol-
lows if the convergence rate of the kernel K(t) exceeds
the largest decay rate of the stationary generator G(∞)
given by the negative imaginary parts of its eigenvalues
k > max
i
{−Imgi} (B3)
Applied to the dissipative JC model analyzed in Sec. V,
this condition translates in the overdamped regime (γ >
2Γ) to k = γ > 12γ where in this model the convergence
rate k comes only from the eigenvalues of Kˆ. This agrees
with our explicit verification of the fixed-point relation
to this model.
Derivation of criterion (B3): Introducing the conver-
gence rate g of the generator
∆(t) ≡ G(t)− G(∞) = O(e−gt) (B4)
we find with the shorthand λ ≡ maxi6=0{−Imgi}
G(t) =
∫ t
0
dsK(t− s)T→ei
∫ t
s
dτG(τ) (B5a)
=
∫ t
0
dsK(t− s)
[
eiG(∞)(t−s) + i
∫ t
s
dτeiG(∞)(t−τ)∆(τ)eiG(∞)(τ−s) + . . .
]
(B5b)
=
∫ t
0
dsK(t− s)
[
eiG(∞(t−s) +O
(
eλ(t−s)−gs
)
+O
(
eλ(t−s)−2gs
)
+ . . .
]
(B5c)
=
∫ t
0
dsK(t− s)eiG(∞)(t−s) +
∫ t
0
dsO
(
e−(k−λ)(t−s)−gs
)
(B5d)
=
∫ t
0
dsK(t− s)eiG(∞)(t−s) +O
(
e−(k−λ)t/2
)
+O
(
e−gt/2
)
(B5e)
which converges provided condition (B3) holds. In the last step we have split up the integration
∫ t
0
=
∫ t/2
0
+
∫ t
t/2
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and noted that each of the integrals consists of a finite
term and a converging factor as shown in Eq. (B5e).
The above condition is only sufficient: it may happen
that the memory kernel K(t) generates an evolution Π(t)
whose stationary generator G(∞) has decay rates which
are too large to verify convergence using condition (B3).
For example, for the resonant level model this condition is
satisfied only for temperatures above a sharp threshold
(T > Γ/(2pi)), see App. G of Ref. [52]. Nevertheless,
convergence still holds in this model below this threshold:
this is guaranteed by another criterion discussed next.
2. A sufficient G-convergence criterion
Instead of requiring K(t) to converge sufficiently fast
one can consider the convergence rate g of G(t) to its
stationary value G(∞) [Eq. (B4)] together with the con-
vergence of the derivative of the propagator as quanti-
fied by ∆(t)Π(t) ≡ iΠ˙(t) − G(∞)Π(t). The convergence
rate p quantifies the enhancement of the convergence rate
of ∆(t) when multiplied by Π(t), projecting out the sta-
tionary state by P = I − |g0)(1|
∆(t)Π(t)P = O(e−(g+p)t) (B6)
We furthermore assume that G(∞) –which we aim to con-
struct by Eq. (21)– exists and is diagonalizable. More-
over, the memory kernel K(gi) at the frequencies sampled
in Eq. (21) is assumed to be finite. Below we will use that
this implies that the propagator residue Res Πˆ(gi) is di-
agonalizable.
Sufficient criterion (G): Convergence of (10) → (15)
follows if the generator G(t) converges sufficiently fast to
its stationary value G(∞) with eigenvalues gi,
g > max
i 6=0
{−Imgi} −min
i 6=0
{−Imgi} (B7a)
even in combination with the propagator Π(t) [Eq. (B6)]:
p + g > max
i
{−Imgi} (B7b)
As shown in Ref. [52], this sufficient condition is always
fulfilled in the resonant level model [74]. Again, this con-
dition is only sufficient: for the Jaynes-Cummings model
discussed in the main text this criterion can only guar-
antee convergence for sufficiently large broadening [75],
γ > 9Γ/4. Interestingly, this is the regime where Eq. (21)
only samples poles of Πˆ(ω) closest to the real axis [cf.
Table I]. Nevertheless, convergence is also guaranteed for
2Γ < γ < 9Γ/4 by the other criterion (B3). Note that
for γ < 2Γ the limit G(∞) ceases to exist [Eq. (45)].
Derivation of criterion (B7):
(a) First we show that Πˆ(ω) has a pole at ω = gi 6=
0. For this it is sufficient to show that the Laplace
transform
∫∞
0
dteiωt(g′i|Π(t) = (g′i|Πˆ(ω) has a pole at
ω = gi when acting on some vector |xi(s)) and there-
fore Res Πˆ(gi) 6= 0. We show that this is the case for
|xi(s)) ≡ e−igisΠ(s)−1|gi) where s is fixed (see below)
by bounding (g′i|Π(t)eigit|xi(s)) away from zero for all
t > s. By expanding in orders of ∆(t) = G(t) − G(∞)
using the shorthand λ′ ≡ mini 6=0{−Imgi}:
(g′i|Π(t)eigit|xi(s)) = (g′i|T e−i
∫ t
s
dτ [∆(τ)+G(∞)−gi]|gi)
= 1− i
∫ t
s
dt1(g
′
i|∆(t1)|gi)−
∫∫
t>t2>t1>s
dt2dt1
× (g′i|∆(t2)e−i[G(∞)−gi](t2−t1)∆(t1)|gi) + . . . (B8a)
= 1 +O(e−gs) +
∫∫
t>t2>t1>s
dt2dt1
×O(e−(g+λ′+Imgi)(t2−t1)e−2gt1) + . . . (B8b)
= 1 +O(e−gs). (B8c)
In Eq. (B8a) the term e−iG(∞)(t2−t1) was written
as |g0)(1| + O(e−λ′(t2−t1)), where the non-decaying
contribution vanishes when acting on ∆(t1) because
(1|∆(t1) = 0 by trace-preservation. Assumption (B7a)
then implies estimate (B8c). From Eq. (B8c) it then fol-
lows that one can choose s sufficiently large such that
(g′i|Π(t)eigit|xi(s)) is bounded away from zero. Thus
ω = gi is a first order pole.
(b) Next we show that |gi) is a right eigenvector of
Res Πˆ(gi) with nonzero eigenvalue. Knowing that Πˆ(ω)
has a pole at ω = gi, we can write the time-local QME
Π˙(t) = −iG(t)Π(t) in Laplace space as
ωΠˆ(ω) = G(∞)Πˆ(ω) + iL[∆(t)Π(t)](ω) + iI (B9)
were L denotes the Laplace transform. Assuming
Eq. (B7b) holds we now consider this equation for ω = gi
and let it act on the eigenvector |gi) of eigenvalue gi 6= 0
of G(∞)
gi Res Πˆ(gi)|gi) = G(∞) Res Πˆ(gi)|gi) (B10)
This implies that Res Πˆ(gi)|gi) ∝ |gi) unless the result is
zero, which we now argue cannot occur.
The assumption that Res Πˆ(gi)|gi) = 0 leads to a con-
tradiction as follows. Consider the action of Eq. (B9) on
any vector |y) biorthogonal to the left zero eigenvector
(g′0| = (1|:
gi Res Πˆ(gi)|y) = G(∞) Res Πˆ(gi)|y) (B11)
This implies Res Πˆ(gi)|y) ∝ |gi) because we assumed
G(∞) nondegenerate. Our assumption now implies
[Res Πˆ(gi)]
2|y) = 0. Therefore [Res Πˆ(gi)]2 ∝ |z)(1|
where |z) is some vector. Now use that for any ω 6= 0 we
have(1|Res Πˆ(ω) = 0 which follows from trace preser-
vation: (1|Π(t) = (1| giving (1|Πˆ(ω) = i/ω(1| which
is finite for ω 6= 0. This implies that (1|z) = 0 and
[Res Πˆ(gi)]
3 = |z)(1|[Res Πˆ(gi)]2 = 0. This is not possi-
ble since Res Πˆ(gi) is diagonalizable by our assumption
that K(gi) is finite.
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Appendix C: Exact summation of the memory
expansion of the time-nonlocal QME
In the text [Eq. (27) ff.] we mentioned that the memory
expansions of Refs. [34 and 35] are contained in our fixed-
point relation (10). Here we give an explicit formula for
all terms. Moreover, we sum the series to a self-consistent
form and recover our key results (10) and (15).
Memory-expansion. We essentially follow the approach
of Ref. [34] noting that we have verified that Ref. [35]
achieves exactly the same thing by manipulating partial
integrations. Both works start from the time-nonlocal
QME (7) and construct the time-local QME (5). Im-
portantly, no weak coupling approximation is made in
these works but they do restrict attention to the sta-
tionary limit t0 → −∞ by constructing the approximate
time-local QME ddtΠ(t − t0) ≈ −iG(∞)Π(t − t0). This
is the nonperturbative Markovian semigroup approxima-
tion discussed in Sec. III C. Ref. [34] considers only the
leading memory-correction (27). Here we make none of
the mentioned assumptions and specialize to the case of
Refs. [34 and 35] only at the end [Eq. (C9)].
Thus, the summation of the memory expansion
amounts to the construction of G(t, t0) from K(t, s) such
that we have ddtΠ(t, t0) = −i
∫ t
t0
dsK(t, s)Π(s, t0) =
−iG(t, t0)Π(t, t0). In the main text this was solved by
exploiting the divisor, G(t, t0) =
∫ t
t0
dsK(t, s)Π(s, t|t0).
In our formulation, the approach taken in Refs. [34 and
35] amounts to computing the divisor as
Π(s, t|t0) = Π(s, t0)Π(t, t0)−1 (C1a)
=
∞∑
k=0
1
k!
(−1)k(t− s)kFk(t, t0) (C1b)
by inserting the memory-expansion Π(s, t0) =∑
k
1
k! (−1)k(t − s)k∂kt Π(t, t0) of quantities in the
past time s around the present time t > s. For example,
Eq. (27) discussed in Ref. [34] corresponds to the
k = 0, 1 terms. Here the superoperator-valued Taylor
coefficients Fk(t, t0) are the time-local generators of the
k-th derivative of the propagator:
∂kt Π(t, t0) = Fk(t, t0)Π(t, t0). (C2)
Written as Fk(t, t0) := [∂kt Π(t, t0)]Π(t, t0)−1 they are
easily shown to obey the recursion relation
Fk(t, t0) = ∂tFk−1(t, t0) + Fk−1(t, t0)[−iG(t, t0)] (C3)
with starting condition F0(t, t0) = I giving, for instance,
F1(t, t0) = −iG(t, t0) (C4)
F2(t, t0) = −i∂tG(t, t0) + [−iG(t, t0)]2
F3(t, t0) = −i∂2t G(t, t0) + [−iG(t, t0)][−i∂tG(t, t0)]
+ 2[−i∂tG(t, t0)][−iG(t, t0)] + [−iG(t, t0)]3
This suggests inserting the ansatz
Fk(t, t0) =
k∑
n=1
k−n∑
p1=0
. . .
k−n∑
pn=0
δk−n,p1+...+pn
× Fnp1...pn [−i∂p1t G(t, t0)] . . . [−i∂pnt G(t, t0)]
(C5)
and deriving the recursion relations for the coefficients
Fnp1...pn =
n∑
j=1
Fnp1...(pj−1)...pn for pn ≥ 1, (C6a)
Fnp1...pn−10 =
n−1∑
j=1
Fnp1...(pj−1)...pn−10 + F
n−1
p1...pn−1 . (C6b)
Together with the starting conditions F 10 = 1 these de-
fine all the coefficients of the memory expansion. Con-
struction of the general solution of the recursion equa-
tions (C6) is very cumbersome and hides the elegant func-
tional fixed-point relation.
Fixed-point equation. We now show that the re-
sult (C1b) with (C5) equivalently follows from our fixed-
point relation (10) by inserting into Eq. (9) the memory
expansion G(si, t0) =
∑
pi
1
pi!
(−ti)pi∂pit G(t, t0) and per-
forming the nested integrations over variables ti = t− si:
Π(s, t|t0) = T→e−
∫ t
s
dτ [−iG](τ,t0) =
∞∑
n=0
(−1)n
∫
dsn . . . ds1
t>sn>...>s1>s
[−iG(s1, t0)] . . . [−iG(sn, t0)] =
∞∑
k=0
(−1)k
k!
(t− s)kFk(t, t0).
(C7)
We obtain the explicit general form of all coefficients:
Fnp1...pn =
(n+
∑
i pi)!∏
i pi!
∏n−1
i=0 [
∑i
j=0 pn−j ]
(C8a)
=
n−1∏
i=1
(
pn−i +
∑i−1
j=1(pn−j + 1)
pn−i
)
(C8b)
=
n−1∏
i=1
F 2pi−1,pi+...+pn+(n−i) (C8c)
The factorization (C8b) into binomials shows that all
coefficients are in fact integers. Using the form (C8c)
one verifies [76] that the coefficients are indeed the so-
lutions to the recursion relations (C6). With G(t, t0) =∫ t
t0
dsK(t, s)Π(s, t|t0) this establishes that the laborious
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determination of the coefficients and subsequent sum-
mation of the memory expansion (C1b) envisaged in
Refs. [34 and 35] ultimately leads to our general func-
tional fixed-point equation (10). Our derivation of this
self-consistent equation in the main text circumvents all
above complications by immediately identifying the di-
visor in Eq. (8). However, even if one is interested in
generating memory expansions, our approach (C7) via
the divisor is far simpler.
Noting the special coefficient values Fn0...0 = 1 we see
that Fk = [−iG]k+ (terms involving at least one time-
derivative of G). Thus in the stationary limit where
limt0→−∞ ∂
k
t G(t, t0) = 0 and limt0→−∞ G(t, t0) = G(∞)
we obtain:
Π(s− t| −∞) =
∞∑
k=0
(−1)k
k!
(t− s)k[−iG(∞)]k
= eiG(∞)(t−s) (C9)
Inserted into G(∞) = ∫∞
0
dsK(t−s)Π(s−t|−∞) we thus
also directly recover our stationary fixed-point equation
(15) for time-translational systems, K(t, s) = K(t− s) by
explicit summation of the stationary memory expansion.
This is the specific expansion studied in Refs. [34 and 35].
Appendix D: Relation of time-local generator and
gradient/Moyal expansion of time-nonlocal QME
Here we show that the memory expansions in App. C
are instances of Moyal brackets which provide not only an
independent fundamental [41, 42] approach to quantum
theory but also appear naturally in gradient expansions,
for example, in Green’s function techniques [43, 44].
The memory expansion (C1b) implies that the genera-
tor of the time-local QME ddtΠ(t, t0) = −iG(t, t0)Π(t, t0)
may be written as a gradient expansion
G(t, t0) =
∞∑
k=0
(−1)k
k!
[ ∫ t
t0
dsK(t, s)(t− s)k
]
Fk(t, t0)
(D1)
=
∞∑
k=0
1
k!
[ ∂k
(−i∂ω)k Kˆ(ω, t, t0)
]∣∣∣
ω=0
Fk(t, t0)
with frequency derivatives of the Laplace-like integral
transform Kˆ(ω, t, t0) :=
∫ t−t0
0
dseiωsK(t, t − s) of the
memory kernel (“finite-time Laplace transform”). Since
Fk(t, t0) := [∂kt Π(t, t0)]Π(t, t0)−1 = f(G, . . . , ∂k−1t G) has
no simple structure as function of k [Eq. (C5)] it is not
clear how the series can be summed, not even formally.
This reflects that it arises from the nontrivial anti-time-
ordered exponential (C7). If one instead considers its
action on Π(t, t0),
d
dtΠ(t, t0) (D2)
= −i
∞∑
k=0
(−1)k
k!
[ ∫ t
t0
dsK(t, s)(t− s)k
]
∂kt Π(t, t0)
= −i
∞∑
k=0
1
k!
[ ∂k
(−i∂ω)k Kˆ(ω, t, t0)
]∣∣∣
ω=0
∂kt Π(t, t0),
then the series can be formally summed to give a nonlin-
ear time-frequency-domain differential operator. Its ac-
tion on superoperator functions of t must coincide with
the linear action of G(t, t0) on the superoperator evalu-
ated at t:
Kˆ(ω, t, t0)ei
←−
∂
∂ω
−→
∂
∂t
∣∣∣
ω=0
Π(t, t0) = G(t, t0)Π(t, t0) (D3)
Thus, G(t, t0) here plays the role of a (superoperator-
valued) eigenvalue of this time-domain differential op-
erator. This differential operator is constructed as
frequency-domain differential operator acting to the left
on the memory-kernel transform Kˆ(ω, t, t0). The above
follows the well-known Moyal approach [41, 42] to quan-
tum physics of closed systems, where one enforces local-
ity at the price of introducing position- and momentum-
space differential operators acting both to the right and
to the left. Its extension to the time-nonlocal evolution
of open systems within the density-operator approach is
thus closely related to the time-convolutionless approach
based on the time-local equation (2).
Clearly, this formal relation between the generator and
the memory kernel is easily written down. However, our
functional fixed-point result (10) goes beyond this by ex-
plicitly expressing the action of time-domain differential
operator on the left hand side of Eq. (D3), evaluating
∂kt Π(t, t0) = Fk(t, t0)Π(t, t0) [Eq. (C5)], and summing
the series to an anti-time-ordered exponential in terms
of G(t, t0). This is demonstrated by Eq. (C7) read in
reverse order. As the main text shows, this makes the
fixed-point relation a powerful analytical and numerical
tool.
For time-translational systems, K(t, s) = K(t − s),
taking the stationary limit leads to the simplification
limt0→−∞ Fk(t, t0) = (−iG(∞))k, giving
G(∞) =
∞∑
k=0
(−1)k
k!
[ ∫ t
−∞
dsK(t− s)(t− s)k
]
(−iG(∞))k
=
∞∑
k=0
1
k!
[ ∂k
∂ωk
Kˆ(ω)
]∣∣∣
ω=0
G(∞)k (D4)
with frequency-derivatives of the ordinary Laplace-
transformed memory kernel Kˆ(ω) = ∫∞
0
dsK(s)eisω. In
this case, the gradient expansion can be summed to give
an alternative expression for our stationary fixed point
relation (15):
Kˆ(ω)e
←−
∂
∂ωG(∞)
∣∣
ω=0
= G(∞) (D5)
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This gives a nonlinear differential operator acting to the
left on superoperator functions of ω and is a mere formal
expression of our stationary fixed-point equation (15),
Kˆ(G(∞)) := ∫ t−∞ dsK(t − s)eiG(∞)(t−s). Equation (D5)
extends the shift property for ordinary Laplace trans-
forms, e
∂
∂ω∆fˆ(ω) = fˆ(ω + ∆), to our result (16) with
superoperator-valued frequency argument ∆ = G(∞).
To ensure that the memory kernel generates a trace-
preserving evolution [Eq. (12)] the frequency derivatives
must stand on the right and therefore needs to act to the
left to accomplish the shift.
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