Almost periodic solutions for a class of fourth-order nonlinear differential equations with a deviating argument  by Xiong, Wanmin & Yue, Guangxue
Computers and Mathematics with Applications 60 (2010) 1184–1190
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Almost periodic solutions for a class of fourth-order nonlinear
differential equations with a deviating argumentI
Wanmin Xiong a,∗, Guangxue Yue b
a Department of Mathematics, University of Arts and Science, Changde, Hunan 415000, PR China
b College of Mathematics and Information Engineering, Jiaxing University, Jiaxing, Zhejiang 314001, PR China
a r t i c l e i n f o
Article history:
Received 27 March 2009
Received in revised form 27 May 2010
Accepted 27 May 2010
Keywords:
Four-order nonlinear differential equation
Exponential stability
Almost periodic solutions
Deviating argument
a b s t r a c t
This paper considers the fourth-order nonlinear differential equations with a deviating
argument. Sufficient conditions for the existence and exponential stability of the almost
periodic solutions are established, which are new and complement previously known
results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the following third-order nonlinear differential equations with a deviating argument
x(4)(t)+ a(t)x(3)(t)+ b(t)x(2)(t)+ c(t)x(1)(t)+ g1(t, x(t))+ g2(t, x(t − τ(t))) = p(t), (1.1)
where a, b, c and p are almost periodic functions on R, R = (−∞,+∞), g1 and g2 are almost periodic functions for t
uniformly on R, τ ≥ 0 is a almost periodic function on R, and there exists a constant τ¯ such that τ¯ = supt∈R τ(t).
In applied science some practical problems are associated with higher-order nonlinear differential equations, such as
nonlinear oscillations [1–3], electronic theory [4], biological models and other models [5,6]. Just as above, in the past few
decades, the study of fourth order differential equation has been paid attention to by many scholars, and many results
relative to the existence of periodic solutions for Eq. (1.1) and its analogue equations have been obtained (see [7–17] and
references therein). However, to the best of our knowledge, few authors have considered the existence and exponential
stability of the almost periodic solutions for third-order nonlinear differential equations. Moreover, it is well known that
the existence of almost periodic solutions play a key role in characterizing the behavior of nonlinear differential equations
(see [18,19]). Thus, it is worthwhile continuing to investigate the existence and exponential stability of almost periodic
solutions of Eq. (1.1).
The main purpose of this paper is to study the problem of existence and exponential stability for the almost periodic
solutions of Eq. (1.1). We will establish some sufficient conditions for the existence and exponential stability of the almost
periodic solutions of (1.1). Our results are new and complement previously known results. In particular, an example is also
provided to illustrate the effectiveness of the new results.
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Let d1, d2 and d3 be constants. Define
y(t) = dx(t)
dt
+ d1x(t), z(t) = dy(t)dt + d2y(t), w(t) =
dz(t)
dt
+ d3z(t), (1.2)
then we can transform (1.1) into the following equivalent system
dx(t)
dt
= −d1x(t)+ y(t),
dy(t)
dt
= −d2y(t)+ z(t),
dz(t)
dt
= −d3z(t)+ w(t),
dw(t)
dt
= −(a(t)− d1 − d2 − d3)w(t)+ ((a(t)− d1 − d2)d31 + (d1d2 − b(t))d21
+ d1c(t))x(t)− g1(t, x(t))− g2(t, x(t − τ(t)))+ ((d1 + d2 − a(t))(d21 + d1d2 + d22)− (d1d2 − b(t))(d1 + d2)− c(t))y(t)
+ (−(d1 + d2 − a(t))(d1 + d2 + d3)+ (d1d2 − b(t))− d23)z(t)+ p(t).
(1.3)
It is known in [20,21] that for g1, g2, a, b, c, τ and p are continuous, given a continuous initial function ϕ ∈ C([−τ¯ , 0], R)
and a vector (y0, z0, w0) ∈ R3, then there exists a solution of (1.3) on an interval [0, T ) satisfying the initial condition and
satisfying (1.3) on [0, T ). Since we will now prove that all solutions of (1.3) remain bounded, then T = +∞. We denote
such a solution by (x(t), y(t), z(t), w(t)) = (x(t, ϕ, y0, z0, w0), y(t, ϕ, y0, z0, w0), z(t, ϕ, y0, z0, w0), w(t, ϕ, y0, z0, w0)).
Let y(s) = y(0), z(s) = z(0) and w(s) = w(0) for all s ∈ [−τ¯ , 0]. It follows that (x(t), y(t), z(t), w(t)) can be defined on
[−τ¯ ,+∞).
Definition 1 (See [18,19]). Let u(t) : R −→ Rn be continuous in t . u(t) is said to be almost periodic on R if, for any ε > 0,
the set T (u, ε) = {δ : ‖u(t + δ) − u(t)‖ < ε, ∀t ∈ R} is relatively dense in R, i.e., for ∀ε > 0, it is possible to find
a real number l = l(ε) > 0, for any interval with length l(ε), there exists a number δ = δ(ε) in this interval such that
‖u(t + δ)− u(t)‖ < ε, for any t ∈ R.
Definition 2 (See [18,19]). Let u(t, x) : R × Rn −→ Rn be continuous in t . u(t, x) is said to be called an almost periodic
function for t uniformly on Rn, if for any compact subset W ⊆ Rn, the set T (u, ε,W ) = {δ : ‖u(t + δ, x) − u(t, x)‖ <
ε, ∀(t, x) ∈ R×W } is a relatively dense set in R.
Definition 3. Let Z∗(t) = (x∗(t), y∗(t), z∗(t), w∗(t)) be an almost periodic solution of system (1.3) with initial value
(ϕ∗(t), y∗0, z
∗
0 , w
∗
0) ∈ C([−τ¯ , 0], R) × R × R × R. If there exist constants λ > 0 and M > 1 such that for every solution
Z(t) = (x(t), y(t), z(t), w(t)) of system (1.3) with any initial value (ϕ(t), y0, z0, w0) ∈ C([−τ¯ , 0], R)× R× R× R,
max{|x(t)− x∗(t)|, |y(t)− y∗(t)|, |z(t)− z∗(t)|, |w(t)− w∗(t)|}
≤ Mmax{‖ϕ(t)− ϕ∗(t)‖, |y0 − y∗0|, |z0 − z∗0 |, |w0 − w∗0 |}e−λt ,
for all t > 0, where ‖ϕ(t)− ϕ∗(t)‖ = supt∈[−τ¯ , 0] |ϕ(t)− ϕ∗(t)|. Then Z∗(t) is said to be globally exponentially stable.
We also assume that the following condition (C1) holds.
(C1) There exist constants L1 ≥ 0, L2 ≥ 0, d1 > 1, d2 > 1, d3 > 1 and d4 > 0 such that
(i) |(((a(t)− d1 − d2)d31 + (d1d2 − b(t))d21 + d1c(t))u− g(t, u))− (((a(t)− d1 − d2)d31
+ (d1d2 − b(t))d21 + d1c(t))v − g(t, v))| ≤ L1|u− v|, for all t, u, v ∈ R,
(ii) |g2(t, u)− g2(t, v)| ≤ L2|u− v|, for all t, u, v ∈ R,
(iii) d4 = inf
t∈R(a(t)− d1 − d2 − d3)−
(
sup
t∈R
|(d1 + d2 − a(t))(d21 + d1d2 + d22)
− (d1d2 − b(t))(d1 + d2)− c(t)| + sup
t∈R
| − (d1 + d2 − a(t))(d1 + d2 + d3)
+ (d1d2 − b(t))− d23|
)
> L1 + L2.
The remaining part of this paper is organized as follows. In Section 2, we shall derive some new sufficient conditions to
check the existence of almost solutions. In Section 3,wepresent somenewsufficient conditions for the existence, uniqueness
and exponential stability of the almost periodic solution of (1.3). In Section 4, we shall give some examples and remarks to
illustrate our results obtained in previous sections.
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2. Existence of almost periodic solutions
Theorem 2.1. Let condition (C1) hold. Then, there exists at least one almost periodic solution of system (1.3).
Proof. Let
X = {φ|φ = (φ1(t), φ2(t), φ3(t), φ4(t))},
where φi : R → R is an almost periodic function, i = 1, 2, 3, 4. Then, X is a Banach space with the norm defined by
‖φ‖X = supt∈R ‖φ(t)‖ = supt∈Rmax1≤i≤4 |φi(t)|.
To proceed further, we need to introduce an auxiliary equation
dx(t)
dt
= −d1x(t)+ φ2(t),
dy(t)
dt
= −d2y(t)+ φ3(t),
dz(t)
dt
= −d3z(t)+ φ4(t),
dw(t)
dt
= −(a(t)− d1 − d2 − d3)w(t)+ ((a(t)− d1 − d2)d31 + (d1d2 − b(t))d21
+ d1c(t))φ1(t)− g1(t, φ1(t))− g2(t, φ1(t − τ(t)))
+ ((d1 + d2 − a(t))(d21 + d1d2 + d22)− (d1d2 − b(t))(d1 + d2)− c(t))φ2(t)+ (−(d1 + d2 − a(t))(d1 + d2 + d3)+ (d1d2 − b(t))− d23)φ3(t)+ p(t).
(2.1)
whereφ(t) = (φ1(t), φ2(t), φ3(t), φ4(t)) ∈ X . Then, g1(t, φ1(t)) and g2(t, φ1(t−τ(t))) are almost periodic functions. Since
τ(t), a(t), b(t), c(t) and p(t) are almost periodic functions, according to [18,19], we know that the auxiliary equation (2.1)
has exactly one almost periodic solution
xφ(t) = (xφ(t), yφ(t), zφ(t), wφ(t))
=
(∫ t
−∞
e−d1(t−s)φ2(s)ds,
∫ t
−∞
e−d2(t−s)φ3(s)ds,
∫ t
−∞
e−d3(t−s)φ4(s)ds,
×
∫ t
−∞
e−
∫ t
s (a(u)−d1−d2−d3)du[((a(s)− d1 − d2)d31 + (d1d2 − b(s))d21
+ d1c(s))φ1(s)− g1(s, φ1(s))− g2(s, φ1(s− τ(s)))
+ ((d1 + d2 − a(s))(d21 + d1d2 + d22)− (d1d2 − b(t))(d1 + d2)− c(s))φ2(s)
+ (−(d1 + d2 − a(s))(d1 + d2 + d3)+ (d1d2 − b(s))− d23)φ3(t)+ p(s)]ds
)
. (2.2)
Define a mappingΦ : X −→ X by setting
Φ(φ(t)) = xφ(t), for all φ ∈ X .
Let φ,ψ ∈ X . Then, by (C1), we have
|Φ(φ(t))− Φ(ψ(t))| =
(∣∣∣∣∫ t−∞ e−d1(t−s)[φ2(s)− ψ2(s)]ds
∣∣∣∣ , ∣∣∣∣∫ t−∞ e−d2(t−s)[φ3(s)− ψ3(s)]ds
∣∣∣∣ ,
×
∣∣∣∣∫ t−∞ e−d3(t−s)[φ4(s)− ψ4(s)]ds
∣∣∣∣ , ∣∣∣∣∫ t−∞ e−
∫ t
s (a(u)−d1−d2−d3)du
×[(((a(s)− d1 − d2)d31 + (d1d2 − b(s))d21 + d1c(s))φ1(s)
− g1(s, φ1(s))− g2(s, φ1(s− τ(s)))+ ((d1 + d2 − a(s))
× (d21 + d1d2 + d22)− (d1d2 − b(t))(d1 + d2)− c(s))φ2(s)
+ (−(d1 + d2 − a(s))(d1 + d2 + d3)+ (d1d2 − b(s))− d23)φ3(t))
− (((a(s)− d1 − d2)d31 + (d1d2 − b(s))d21 + d1c(s))ψ1(s)
− g1(s, ψ1(s))− g2(s, ψ1(s− τ(s)))+ ((d1 + d2 − a(s))(d21 + d1d2 + d22)
− (d1d2 − b(t))(d1 + d2)− c(s))ψ2(s)
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+ (−(d1 + d2 − a(s))(d1 + d2 + d3)+ (d1d2 − b(s))− d23)ψ3(t))]ds
∣∣)
≤
(
d−11 sup
t∈R
max
1≤j≤4
|φj(t)− ψj(t)|, d−12 sup
t∈R
max
1≤j≤4
|φj(t)− ψj(t)|,
d−13 sup
t∈R
max
1≤j≤4
|φj(t)− ψj(t)|,
(
inf
t∈R(a(t)− d1 − d2 − d3)
)−1
×
(
(sup
t∈R
|(d1 + d2 − a(t))(d21 + d1d2 + d22)− (d1d2 − b(t))(d1 + d2)− c(t)|
+ sup
t∈R
| − (d1 + d2 − a(t))(d1 + d2 + d3)
+ (d1d2 − b(t))− d23|)+ L1 + L2
)
sup
t∈R
max
1≤j≤4
|φj(t)− ψj(t)|
)
. (2.3)
Let
r = max
d−11 , d−12 , d−13 , (inft∈R(a(t)− d1 − d2 − d3)− d4)+ L1 + L2inf
t∈R(a(t)− d1 − d2 − d3)
 .
It follows from (2.3) that
‖Φ(φ(t))− Φ(ψ(t))‖X ≤ r‖φ(t)− ψ(t)‖X . (2.4)
From (C1), it is easy to see that r < 1. This implies that the mappingΦ : X −→ X is a contraction mapping.
By the fixed point theorem of Banach space,Φ possesses a unique fixed point Z∗ in X such thatΦZ∗ = Z∗. We know from
(2.2) that Z∗ satisfies system (1.3), and therefore, it is an almost periodic solution of system (1.3). The proof of Theorem 2.1
is now complete. 
3. Uniqueness and exponential stability
In this section, we establish some results for the uniqueness and exponential stability of the almost periodic solution of
(1.3).
Theorem 3.1. Suppose that all the conditions of Theorem 2.1 hold. Then system (1.1) has exactly one almost periodic solution
Z∗(t). Moreover, Z∗(t) is globally exponentially stable.
Proof. Since min{d1 − 1, d2 − 1, d2 − 1, d4 − (L1 + L2)} > 0, it follows that there exist constants λ > 0 and γ > 0 such
that
γ = min{(d1 − 1)− λ, (d2 − 1)− λ, (d3 − 1)− λ, d4 − L1 − L2eλτ¯ − λ} > 0. (3.1)
Let Z∗(t) = (x∗(t), y∗(t), z∗(t), w∗(t)) be the positive almost periodic solution of system (1.3) with initial value
(ϕ∗(t), y∗0, z
∗
0 , w
∗
0) ∈ C([−τ¯ , 0], R) × R × R × R, and Z(t) = (x(t), y(t), z(t), w(t)) be an arbitrary solution of system
(1.3) with any initial value (ϕ(t), y0, z0, w0) ∈ C([−τ¯ , 0], R)×R×R×R. Set x¯(t) = x(t)−x∗(t), y¯(t) = y(t)−y∗(t), z¯(t) =
z(t)− z∗(t), w¯(t) = w(t)− w∗(t). Then
dx¯(t)
dt
= −d1x¯(t)+ y¯(t),
dy¯(t)
dt
= −d2y¯(t)+ z¯(t),
dz¯(t)
dt
= −d3z¯(t)+ w¯(t),
dw¯(t)
dt
= (−(a(t)− d1 − d2 − d3)w(t)+ ((a(t)− d1 − d2)d31 + (d1d2 − b(t))d21
+ d1c(t))x(t)− g1(t, x(t))− g2(t, x(t − τ(t)))+ ((d1 + d2 − a(t))(d21 + d1d2 + d22)− (d1d2 − b(t))(d1 + d2)− c(t))y(t)+ (−(d1 + d2 − a(t))(d1 + d2 + d3)
+ (d1d2 − b(t))− d23)z(t))− (−(a(t)− d1 − d2 − d3)w∗(t)+ ((a(t)− d1 − d2)d31+ (d1d2 − b(t))d21 + d1c(t))x∗(t)− g1(t, x∗(t))− g2(t, x∗(t − τ(t)))+ ((d1 + d2 − a(t))(d21 + d1d2 + d22)− (d1d2 − b(t))(d1 + d2)− c(t))y∗(t)+ (−(d1 + d2− a(t))(d1 + d2 + d3)+ (d1d2 − b(t))− d23)z∗(t)).
(3.2)
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We consider the Lyapunov functional
V1(t) = |x¯(t)|eλt , V2(t) = |y¯(t)|eλt , V3(t) = |z¯(t)|eλt , V4(t) = |w¯(t)|eλt . (3.3)
Calculating the upper left derivative of Vi(t) (i = 1, 2, 3, 4) along the solution (x¯(t), y¯(t), z¯(t), w¯(t)) of system (3.2) with
the initial value (ϕ(t)− ϕ∗(t), y0 − y∗0, z0 − z∗0 , w0 − w∗0), we have
D+(V1(t)) = λeλt |x¯(t)| + eλtsign(x¯(t)){−d1x¯(t)+ y¯(t)}
≤ eλt{(λ− d1)|x¯(t)| + |y¯(t)|}, (3.4)
D+(V2(t)) = λeλt |y¯(t)| + eλtsign(y¯(t)){−d2y¯(t)+ z¯(t)}
≤ eλt{(λ− d2)|y¯(t)| + |z¯(t)|}, (3.5)
D+(V3(t)) = λeλt |z¯(t)| + eλtsign(z¯(t)){−d3z¯(t)+ w¯(t)}
≤ eλt{(λ− d3)|z¯(t)| + |w¯(t)|}, (3.6)
and
D+(V4(t)) = λeλt |w¯(t)| + eλtsign(w¯(t)){(−(a(t)− d1 − d2 − d3)w(t)+ ((a(t)− d1 − d2)d31
+ (d1d2 − b(t))d21 + d1c(t))x(t)− g1(t, x(t))− g2(t, x(t − τ(t)))
+ ((d1 + d2 − a(t))(d21 + d1d2 + d22)− (d1d2 − b(t))(d1 + d2)− c(t))y(t)
+ (−(d1 + d2 − a(t))(d1 + d2 + d3)+ (d1d2 − b(t))− d23)z(t))
− (−(a(t)− d1 − d2 − d3)w∗(t)+ ((a(t)− d1 − d2)d31 + (d1d2 − b(t))d21
+ d1c(t))x∗(t)− g1(t, x∗(t))− g2(t, x∗(t − τ(t)))
+ ((d1 + d2 − a(t))(d21 + d1d2 + d22)− (d1d2 − b(t))(d1 + d2)− c(t))y∗(t)
+ (−(d1 + d2 − a(t))(d1 + d2 + d3)+ (d1d2 − b(t))− d23)z∗(t))}
≤ eλt
{(
λ− inf
t∈R(a(t)− d1 − d2 − d3)
)
|w¯(t)| + L1|x¯(t)| + L2|x¯(t − τ(t))|
+ sup
t∈R
|(d1 + d2 − a(t))(d21 + d1d2 + d22)− (d1d2 − b(t))(d1 + d2)− c(t)||y¯(t)|
+ sup
t∈R
| − (d1 + d2 − a(t))(d1 + d2 + d3)+ (d1d2 − b(t))− d23| |z¯(t)|
}
. (3.7)
LetM > 1 denote an arbitrary real number and set
Θ = max {‖ϕ − ϕ∗‖, |y0 − y∗0|, |z0 − z∗0 |, |w0 − w∗0 |} > 0.
It follows from (3.3) that
V1(t) < MΘ, V2(t) < MΘ, V3(t) < MΘ and V4(t) < MΘ, for all t ∈ [−τ¯ , 0].
We claim that
V1(t) < MΘ, V2(t) < MΘ, V3(t) < MΘ and V4(t) < MΘ, for all t > 0. (3.8)
Contrarily, one of the following cases must occur.
Case I. There exists T1 > 0 such that
V1(T1) = MΘ, and Vi(t) < MΘ, for all t ∈ [−τ¯ , T1), i = 1, 2, 3, 4. (3.9)
Case II. There exists T2 > 0 such that
V2(T2) = MΘ, and Vi(t) < MΘ, for all t ∈ [−τ¯ , T2), i = 1, 2, 3, 4. (3.10)
Case III. There exists T3 > 0 such that
V3(T3) = MΘ, and Vi(t) < MΘ, for all t ∈ [−τ¯ , T3), i = 1, 2, 3, 4. (3.11)
Case IV. There exists T4 > 0 such that
V4(T4) = MΘ, and Vi(t) < MΘ, for all t ∈ [−τ¯ , T3), i = 1, 2, 3, 4. (3.12)
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If Case I holds, together with (C1) and (3.4), (3.9) implies that
0 ≤ D+(V1(T1)) ≤ (λ− d1)|x¯(T1)|eλT1 + |y¯(T1)|eλT1 ≤ [λ− (d1 − 1)]MΘ. (3.13)
Thus,
0 ≤ λ− (d1 − 1),
which contradicts (3.1). Hence, (3.8) holds.
If Case II holds, together with (C1) and (3.5), (3.10) implies that
0 ≤ D+(V2(T2)) ≤ (λ− d2)|y¯(T2)|eλT2 + |z¯(T2)|eλT2 ≤ [λ− (d2 − 1)]MΘ. (3.14)
Thus,
0 ≤ λ− (d2 − 1),
which contradicts (3.1). Hence, (3.8) holds.
If Case III holds, together with (C1) and (3.6), (3.11) implies that
0 ≤ D+(V3(T3)) ≤ (λ− d3)|z¯(T3)|eλT3 + |w¯(T3)|eλT3 ≤ [λ− (d3 − 1)]MΘ. (3.15)
Thus,
0 ≤ λ− (d3 − 1),
which contradicts (3.1). Hence, (3.8) holds.
If Case IV holds, together with (C1) and (3.7), (3.12) implies that
0 ≤ D+(V4(T4))
≤ (λ− inf
t∈R(a(t)− d1 − d2 − d3))|w¯(T4)|e
λT4 + L1|x¯(T4)|eλT4 + L2|x¯(T4 − τ(T4))| · eλ(T4−τ(T4))
× eλτ(T4) + sup
t∈R
|(d1 + d2 − a(t))(d21 + d1d2 + d22)− (d1d2 − b(t))(d1 + d2)− c(t)||y¯(T4)|eλT4
+ sup
t∈R
| − (d1 + d2 − a(t))(d1 + d2 + d3)+ (d1d2 − b(t))− d23| |z¯(T4)|eλT4
≤ (λ− (d4 − L1 − L2eλτ¯ ))MΘ. (3.16)
Hence,
0 ≤ λ− (d4 − L1 − L2eλτ¯ ),
which contradicts (3.1). Hence, (3.8) holds. It follows that
max{|x(t)− x∗(t)|, |y(t)− y∗(t)|, |z(t)− z∗(t)|, |w(t)− w∗(t)|}
≤ Mmax{‖ϕ(t)− ϕ∗(t)‖, |y0 − y∗0|, |z0 − z∗0 |, |w0 − w∗0 |}e−λt , ∀t > 0. (3.17)
This completes the proof. 
4. An example
Example 4.1. The following fourth-order nonlinear differential equation
x(4)(t)+
(
11− 1
sin2
√
2t + 1
)
x(3)(t)+
(
41− 6
sin2
√
2t + 1
)
x(2)(t)+
(
63− 12
sin2
√
2t + 1
)
x(1)(t)
+ e−| cos
√
3t| sin x(t)+
(
34− 8
sin2
√
2t + 1
)
x(t)+ cos x(t − | sin t|) = sin√2t, (4.1)
has exactly one almost periodic solution.
Proof. Set
y(t) = dx(t)
dt
+ 2x(t), z(t) = dy(t)
dt
+ 2y(t), w(t) = dz(t)
dt
+ 2z(t) (4.2)
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then we can transform (4.1) into the following equivalent system
dx(t)
dt
= −2x(t)+ y(t),
dy(t)
dt
= −2y(t)+ z(t),
dz(t)
dt
= −2z(t)+ w(t),
dw(t)
dt
= −
(
5− 1
sin2
√
2t + 1
)
w(t)− e−| cos
√
3t| sin x(t)− cos x(t − | sin t|)+ y(t)+ z(t)+ sin√2t.
(4.3)
It is straightforward to check that all assumptions needed in Theorem 3.1 are satisfied. Hence, system (4.3) has exactly one
almost periodic solution. Moreover, the almost periodic solution is globally exponentially stable. It follows that Eq. (4.1) has
exactly one almost periodic solution, and all solutions of Eq. (4.1) exponentially converge to this almost periodic solution. 
Remark 4.1. Since the almost periodic solution system (4.3) is globally exponentially stable. One can observe that all the
results in [1–17] and the references cited therein cannot be applicable to system (4.3). Moreover, we propose a totally new
approach to proving the existence of almost periodic solutions of the fourth-order nonlinear differential equation, which is
different from [1–17] and the references therein. This implies that the results of this paper are essentially new.
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