A probabilistic algorithm is exhibited that calculates the gcd of many integers using gcds of pairs of integers; the expected number of pairwise gcds required is less than two.
Introduction
In many algorithms for polynomials in Z[x], e.g., computation of gcds or factorization, one is interested in making a polynomial primitive, i.e., computing and removing its content. The primitive polynomial remainder sequence needs such gcd computations but is not used in practice: Ho and Yap [7] state that "the primitive PRS has the smallest possible coefficients, but it is not efficient because content computation is relatively expensive". Geddes, Czapor and Labahn [4, Chapter 7] , write about the primitive polynomial remainder sequence: "The problem with this method, however, is that each step requires a significant number of GCD operations in the coefficient domain. . . . The extra cost is prohibitive when working over coefficient domains of multivariate polynomials. " We remedy this sorry situation for Z [x] by computing the gcd of random linear combinations of the inputs. More precisely, we solve the following problem. We stress that we are not doing an average-case analysis, as is done in [11, Note 8.2] , where the inputs a 1 , . . . , a m are randomly chosen according to some distribution, but rather a worst-case analysis: we are looking for probabilistic algorithms for which we can prove a good bound on the expected number of gcds that is true no matter what the inputs are. A different approach to solving this problem is implicit in [5, Proof of Lemma 1.2] while a brief and less precise treatment appears in [1] . We provide a refined algorithm together with a rigorous analysis and some experimental results.
The use of random linear combinations is readily suggested by the success of that method for polynomials but we do not know how to prove that the naive implementation of this idea works. Our main algorithmic contribution is a clever choice of the range for the random coefficients. There is a natural (heuristic) upper bound on the success probability of any algorithm; with our choice of the range, we can prove a lower bound that is reasonably close to that upper bound. In fact, the lower bound can be moved arbitrarily close to the upper bound, but at the expense of requiring very large coefficients, which limits the practical usefulness.
However, we believe that our method, free of any heuristic or distributional assumption, makes content computation for integer polynomials eminently practical.
Iterative gcd computation
By the associativity of the gcd
the most obvious way to solve our problem is to compute the pairwise gcds successively and to stop whenever a result is 1. This iterative computation of pairwise gcds will work well for random inputs, but there are "nasty" inputs on which this method will need m − 1 pairwise gcd computations. If the inputs are randomly chosen integers this naive algorithm usually does not need all the m − 1 steps:
Fact 1. Let two integers a and b be chosen uniformly at random from the positive integers up to N . Then for large
For a proof, see [8] , Section 4.5.2. In this case, the probability that a 1 and a 2 are already coprime is about 0.6, and for randomly chosen a 1 , . . . , a m , we can therefore expect that the naive algorithm will already stop after about two computations of a pairwise gcd.
Heuristic reasoning says that a prime p divides a random integer a with probability p −1 , and m random integers with probability p −m . Assuming the independence of these events, we have
This can be made into a rigorous argument showing that the probability that m random integers, as in We do not address the question of representing the gcd as a linear combination of the inputs. This problem is considered in [9, 6] .
Random linear combinations
In the case of polynomials over a field F , the use of random linear combinations is known to be successful. F be a field, a 1 (a 1 , g ), and
Fact 2. Let
This is based, of course, on resultant theory ( [2] , [3] ), and also works for multivariate polynomials. So for the polynomial case, we expect that with only about one calculation of a pairwise gcd of two polynomials we find the true gcd of many polynomials, provided that A is chosen large enough.
We try to solve the corresponding integer problem by using a similar approach, and consider therefore the following algorithm.
Algorithm 1. Probabilistic gcd of many integers.
Input: m positive integers a 1 , . . . , a m with a i ≤ N for all i, and a 
Return gcd(x, y).
Then g = gcd(a 1 , . . . , a m ) divides gcd(x, y), and we can easily check equality by trial divisions by gcd(x, y). This is a Monte-Carlo algorithm and we want to prove a lower bound for its success probability, i.e., for the probability that gcd(x, y) equals g.
Due to Fact 1 we cannot expect this probability to be as high as in the polynomial case, but tests show that this strategy seems to have roughly the expected success probability of 6/π 2 . For two lists we have tested (with 5000 independent tests each) whether two random linear combinations of the list elements have the same gcd as the list elements. The list "nasty" has 100 elements as described in Example 1, whose largest entry has 220 decimal digits, and "random" is a random list with 100 elements of up to 220 decimal digits. Table 1 shows that one gcd computation of two random linear combinations of the a i gives the right answer in about 60% of the cases, i.e., in most of the cases, and this seems to be somewhat independent of the size of M . (The higher success rate for the nasty list using low M is readily explained.)
Our task is to prove that the probability that gcd(x, y) = g is high.
Remembering Fact 1, the solution of our problem would be easy if x and y were random numbers, but although the results in Table 1 show that they behave approximatively as if they were uniformly distributed, this is not literally true. So we have to find another way to bound the probability that g = gcd(x, y).
A probabilistic estimate
It would, of course, be sufficient to show that our random linear combination x behaves like a random integer in its range. Then the bound ζ(s) −1 would hold for the gcd of s random linear combinations. In any case, we cannot reasonably hope to have a better success probability than this bound. However, we want a (small) bound on M , possibly in terms of the inputs. Then, if a 1 , . . . , a m 
but x is clearly not uniformly distributed in {1, . . . , B}. Even if it were, the probability that a prime p divides x would not be the exactly desired 1/p, but only close to it, since B is not necessarily a multiple of p. We circumvent this obstacle by choosing M to be the product of the first r primes. For r = 6, we have M = 2 · 3 · 5 · 7 · 11 · 13 = 30030. (In fact, for our purposes a multiple of this number suffices.) Then for all primes p up to the rth prime p r , p divides a random linear combination with probability exactly 1/p. For our probability estimate, the main contribution becomes 
In particular, prob{p i | x} = 1/p i for each i ≤ r, and since (1) holds for each subset of {1, . . . , r}, the events are independent.
Theorem 1.
With the above notation, let P be the probability that gcd(a 1 , . . . , a m ) = gcd(x, y). Then So, if M is chosen large enough, Algorithm 1 has a success probability greater than 0.51. The results in Table 1 and other experiments suggest that P is even somewhat larger and rather independent both of the size of M and of its choice as a multiple of the small primes.
Thus we have a Monte-Carlo algorithm for which the result is correct in more than 50% of the cases. Hence after two independent executions of the algorithm we expect that the smaller value of g equals gcd(a 1 , . . . , a m ).
