A self-learning optimal control algorithm for sequential manufacturing processes with time-discrete control actions is proposed and evaluated with simulated deep drawing processes. The necessary control model is built during consecutive process executions under optimal control via Reinforcement Learning, using the measured product quality as reward after each process execution. Prior model formation, which is required by state-of-the-art algorithms like Model Predictive Control and Approximate Dynamic Programming, is therefore obsolete. This avoids the difficulties in system identification and accurate modelling, which arise with processes subject to non-linear dynamics and stochastic influences. Also runtime complexity problems of these approaches are avoided, which arise when more complex models and larger control prediction horizons are employed. Instead of using pre-created processand observation-models, Reinforcement Learning algorithms build functions of expected future reward during processing, which are then used for optimal process control decisions. The learning of such expectation functions is realized online by interacting with the process. The proposed algorithm also takes stochastic variations of the process conditions into consideration and is able to cope with partial observability. A method for the adaptive optimal control of partially observable fixed-horizon manufacturing processes, based on Q-learning is developed and studied. The resulting algorithm is instantiated and then evaluated by application to a time-stochastic optimal control problem in metal sheet deep drawing, where the experiments use FEM-simulated processes. The Reinforcement Learning based control shows superior results over the modelbased Model Predictive Control and Approximate Dynamic Programming approaches.
Introduction
The optimal control of manufacturing processes can improve process performance regarding the resulting product quality and the process efficiency. Adaptive optimal control algorithms can further improve the process performance by compensating process disturbances and stochastic process behavior. Model-free adaptive algorithms furthermore work without the need of a-priori models, if no accurate process-model is available or the use of the given process-model for optimization is impractical [26] . The different approaches to optimal control and previous work is introduced in the following.
Model-Based Optimal Control
For a given process model and cost function the optimal control problem can be solved, by using methods from Dynamic Programming [4] . Such approaches are arXiv:1809.06646v1 [cs.SY] 18 Sep 2018 subject to the so called curse-of-dimensionality in highdimensional state-spaces, which is leading to difficulties in terms of sample size and computational complexity. In the case of continuous and thus infinite state-spaces the optimal control solution by Dynamic Programming requires the discretization of the state-space, leading to suboptimal solutions. These problems are tackled by combining Dynamic Programming with function approximation (Approximate Dynamic Programming) [18] .
Another family of methods for optimal control, which is often applied to industrial processes, is Model Predictive Control (MPC). In [7] an extensive overview of MPC and implementation examples of MPC for industrial processes are provided. Qin et al. [19] provides a survey of industrial grade MPC products. Like Approximate Dynamic Programming, MPC requires a process model, usually determined by linear system identification methods. While MPC with linear models is well explored, Nonlinear MPC is an active field of research [13] . Online computational costs in MPC are depending on the performance of the prediction model in use and can be reduced by offline pre-calculations as in the explicit MPC method [2] or by the use of artificial neural networks for the approximation of the prediction model [21] , [1] . The application of model-based optimal control methods is limited by the quality of the underlying process model. The process identification of highly non-linear processes from experimental data is very resource and time consuming. This is the case with forming processes due to the dynamics of plastic deformation. The experiments can alternatively be simulated by using the Finite Element Method (FEM) with a non-linear material model and be used for simulation based process identification. Published examples for the use of FEM models for model-based optimal control are [23] and [5] . In [23] various Approximate Dynamic Programming methods are applied to an optimal control problem of a FEM simulated deep drawing processes. In [5] methods from Nonlinear MPC in combination with FEM calculations are used for optimal control of a glass forming process. Accurate simulation models of nonlinear manufacturing processes however are in general very computing intensive and thus is rarely used in recent work. simulation effort is leading to high offline costs in Approximate Dynamic Programming and extensive online costs in MPC. A general process model which also represents possible process conditions like tool wear, fluctuating material properties or stochastic outer conditions and disturbances is intractable from a data-sampling point of view.
Model-Free Optimal Control
Due to the described difficulties with model based optimal control, a model-free method for adaptive optimal control of partially observable manufacturing processes is pursued. Adaptive online learning of optimal control policies without the need for a priori knowledge in form of process-or observation-models is accomplished by Reinforcement Learning (RL) [27] and Adaptive Dynamic Programming [32] .
Instead of solving the optimal control problem by using an existing process model, model-free optimal control methods are optimizing the control policy online while interacting with the process. Other than RL, Adaptive Dynamic Programming has a clear focus on control problems with continuous control parameters and continuous states and is methodically focused on actor-critic methods [28] . Due to the online learning process, model-free methods for optimal control are inherently adaptive while, according to [12] , approaches for adaptive MPC are based on robustness and tend to be conservative. The absence of a process model in RL also results in online performance advantages over MPC and in the ability to handle non-linear systems. The horizon of costs taken into account is usually unbounded with RL, while it is bounded with MPC by the chosen prediction-horizon. The advantage of MPC over RL however is the ability to handle state constraints and feasibility criteria. MPC unlike ML has a mature robustness theory and a mature stability theory. In [12] these relations between MPC and RL are studied in depth.
So far, RL algorithms are mainly applied in optimal control of reference control tasks like cart-pole and pendulum control problems. Benchmark simulations for these tasks can be found in openAI Gym [6] and the DeepMind Control Suite [29] . Also more complex online control tasks where solved by RL and Adaptive Dynamic Programming. E.g. in [17] RL is trained on a helicopter simulation model used for autonomous remote control helicopter flight. In [28] a comprehensive study of Adaptive Dynamic Programming Methods on robot trajectory optimization problems in unknown environments is presented.
The fundamental basis of many successfully applied RL algorithms is the use of an general function approximator (e.g. artificial neural networks) for Q-function approximation, which is trained with the experience data stored in a replay memory. This is used in methods like Neural Fitted Q-Iteration [20] and the more recent Deep Q-Learning [16] . While in Neural Fitted Q-Iteration artificial neural networks are retrained from scratch every n episodes, in Deep Q-Learning the ar-tificial neural networks are constantly redefined based on mini-batch samples uniformly drawn from the replay memory, enabling the computational efficient use of deep learning models in the context of Q-learning.
Partial Observability
Model Predictive Control, Approximate Dynamic Programming and Reinforcement Learning determine the optimal control-action based on the current process state. In almost all manufacturing processes the quantities measured in the current state are not unambiguously describing the state with regard to the optimization problem. Observation models are therefore used in Model Predictive Control and Approximate Dynamic Programming to reconstruct the current state from the observation and control history.
When using model-free optimal control methods on partially observable processes, surrogate state descriptions are derived during control for the current state from the history of measurement values. In simple cases state information can be restricted to the information contained in the N -step past. The state-representation used in [16] to find optimal computer game control strategies is a fixed number N of the latest state observables (computer screen images). In more complex cases, Partially Observable Markov Decision Processes (POMDPs), can be used to model partially observable environments. The solution of a POMDP involves the reconstruction of the observation probability function and the derived probability distribution over possible current states, the so called belief state, as surrogate state for solving the optimal control problem. Finding an exact solution of POMDPs is in general intractable. Therefore approximations of POMDPs e.g. point-based solver approaches [24] , are used. Alternatively, sequence-models such as Recurrent Neural Networks (RNNs) are used for deriving surrogate states from the observation-and control-history ( [14] , [3] , [24] ).
Application
The outcome of deep drawing is influenced by different process parameters, as described in [25] . Besides fixed value parameters, like initial blank shape and thickness variation, time-variation of blank holder forces are crucial for the resulting process quality. In [31] single optimal blank holder force trajectories for segmented blank holders are obtained by FEM simulation based optimization and the use of fuzzy logic rules. Other recent approaches for single blank holder force trajectory optimization are described in [30] and [34] .
In contrast, research on blank holder force optimization tasks with a focus on optimal control can be found in [22] where explicit state descriptions are reconstructed from observable values by regression analysis and dimension reduction and in [23] where Approximate Dynamic Programming is used for offline calculation of an optimal blank holder force control policy for a FEM-simulated process. In [10] Q-Learning with replay memory of the collected action-history and function approximation is applied to a deterministic and fully observable deep-drawing process.
Paper Organization
In this paper the optimal online control of partially observable, nonlinear sequential processes with discrete control variables based on Reinforcement Learning is developed and studied on a deep drawing process. The model-free optimal control approach proposed here is based on Neural Fitted Q-Iteration [20] , enhanced by some adaptations for the use in optimal control of stochastic, partially observable manufacturing processes with a fixed-horizon.
The paper is organized as follows. Chapter 2 introduces the methodical background and algorithms used throughout the paper. In chapter 3 the problem of adaptive optimal manufacturing control is described and specified formally. Chapter 4 presents the Reinforcement Learning approach proposed and evaluated. In chapter 5 the evaluation case, a stochastic and partially observable FEM deep drawing simulation, is described and chapter 6 finally discusses quantitative and qualitative results of the given approach in the selected evaluation setting.
Background

Markov Decision Processes
The framework of Markov Decision Processes (MDP) is used to model time-discrete decision optimization problems and is the formal basis of algorithms from Dynamic Programming, Adaptive Dynamic Programming and Reinforcement Learning. A MDP is described by a 5-tuple (X, U, P, R, γ), where X is the set of states x, U is the set of control-actions u, P u (x, x ) is the probability of a transition to x when applying the control action u in x, R u (x, x ) is a reward signal given for the transition from x to x due to u and finally γ is a discount factor representing the relative weight decrease of future rewards. By definition a MDP satisfies the Markov property: The probability of state x depends only on the current state x and on action u and is conditionally independent of previous states and actions.
The goal of decision optimization algorithms is to solve a given MDP by finding an optimal policy π * (X) → U , a function mapping from states to actions with the property that when following π * from state x on, the expected discounted future reward V (x) is maximized.
Optimal Control and the Bellman Equation
Consider the nonlinear time-discrete system
According to the MDP definition in 2.1, x is a vector of system state variables, u is the control vector. x denotes the system state following x under u and w, where w ∼ W is a random variable of stochastic process-conditions which are independent of previous time steps.
An optimal-control problem for the non-linear system f , for a defined cost-function C(x, u, x ), for hidden conditions w and for γ-discounted future reward, can be solved by calculating the solution V * of the Bellman equation (equation 2), also named cost-to-go function in Dynamic Programming and optimal value-function in Reinforcement Learning.
The term C is a local cost function depending on the state x and in some applications also on the control vector u that leads to the state. In fixed-horizon optimal control, the costs C t at time step t are intermediate costs if t < T and terminal costs if t = T , where T is the fixed control horizon and corresponds to the end of the process. When eq. (2) is solved, the optimal control law π * (x) can be extracted by arg min u∈U E w∼W [v * (x )] for a given process model f .
In this paper, following the standard notation of Approximate Dynamic Programming and Reinforcement Learning, the system f and the optimization problem is modeled in form of a MDP as introduced in the previous chapter. In MDPs, instead of the cost-function C a reward function R is used, leading to a maximization problem instead of the minimization in eq. (2). The bellman equation is then given by
where the probability of x is given by the transition probability function P u (x, x ), capturing Stochastic process-conditions w.
Q-Learning
The objective of Q-learning [33] is to find the optimal Q-function
Different from the optimal value-function in (3), Qfunctions are defined over state, action tuples. By taking the action into account, Q-functions are implicitly capturing the system dynamics and no additional system-model is needed for optimal control. Once the optimal Q-function is found, the optimal control policy π * is given by
In Q-learning based algorithms Q * is found by constantly updating an approximation to Q * by the update step in eq. 6 for observed (x, u, x , R) and a given learning-rate α ∈ [0, 1] while interacting with the process under explorative behavior.
Problem Description
The manufacturing processes considered in this paper sequentially process workpieces. The processing of a single workpiece thereby takes place in a fixed number of discrete optimal control steps and can be modeled as fixed-horizon Markov Decision Process (MDP), where for every policy and every given start state a terminal state is reached at time step T . Each processing may be subject to slightly different conditions (e.g. the initial workpiece, lubrication, tool wear). In Reinforcement Learning, the interaction with a finitehorizon MDP from start-to terminal-state (here a single workpiece processing) is denoted as episode and tasks with repeated execution of episodes are denoted as episodic tasks (here production process). Hereafter the term episode is used in Reinforcement Learning contexts and the phrase process execution in manufacturing contexts.
Most processes, such as forming or addititve manufacturing, are irreversible. The related control decisions are leading to disjoint sub-state-spaces X t depending on the time step t < T . The terminal state reached (x T ) is assessed and the main reward is given according to the final product quality, quantified by a cost function.
At each time step during process execution, negative reward can also be assigned according to cost related with the execution of a dedicated action in the present state. For deterministic processes, where the process dynamics is depending only on the control parameters u, the structure of the fixed-horizon processing MDP is represented by a tree graph with the starting state as root vertex and the terminal states as leaf vertices. In the online manufacturing process optimal control case considered in this paper the process dynamics during an individual process execution depend on stochastic perepisode process conditions. In this scenario, the underlying MDP equals a collection of graph-trees, each tree representing a particular process condition setting. An exemplary MDP tree is depicted on the right side of fig.  2 , for the deep-drawing blank holder force optimization problem.
Deep Drawing, Blank Holder Force Optimization
A controlled deep-drawing process is used as a proofof-concept, where the optimal variation of the blankholder force is determined at processing time. As emphasized in 1.4 the result of the deep drawing process is strongly dependent on choosing appropriate blank holder force trajectories. Therefore time-dependent blank holder force optimization is a relevant problem. In this paper the blank holder force optimization problem is modeled according to the described sequential Manufacturing Process MDP framework. Parameterizable FEM models are used to simulate the online process behavior for method development and evaluation. The simulated problem setting (environment) is depicted in fig. 1 . The current environment-state x is calculated by the FEM-model based on the given control-action u, the previous environment-state and process conditions s, which are randomly drawn according to a given distribution. Based on x, the current reward R and observable values o are derived by a reward-function and a sensor-model and is finally given to the control-agent. A detailed description of the simulation model and the environment parameters used in this work is given in chap. 5.1.
Approach
A generic version of the optimal control agent is depicted in fig. 1 . An observer derives surrogate state de-scriptionsX from the observable values o, and previous control-actions u. Control-actions are determined based on a policy π, which itself is derived from a Q-function. The Q-function is learned from the processing samples via batch-wise retraining of the respective function approximation, following the incremental variant of the neural fitted Q iteration approach ( [20] ).
For exploration, an -greedy policy is used, acting randomly in an -fraction of control actions. The current approximation of the Q * -function is used otherwise to derive the optimal action, which is executed (exploitation). The exploration fraction ∈ [0, 1] is decreased over time to improve the optimization convergence and to reduce the number of sub-optimal control trials. This is reached by an exponential decay over the episodes i according to i = 0 e −λi , with decay rate λ.
Handling Partial Observability
As described in 1.3, the partial observability of process states make the current optimal action potentially dependent on the whole history of observables and actions. In the case of fixed horizon problems, like episodes of the considered sequential manufacturing processes (see 3) , the length of the current history is limited to the current episode.
The MDP solution of a partially observable process depends on the given information. If representative data of observables and corresponding state values can be drawn from the underlying observation probability function O, like it is assumed in [23] , an explicit observation model can be learned and used to derive state values and apply regular MDP solution methods. If no prior information about the state-space and observation probabilities is available, surrogate state descriptionsx have to be derived from the history of observable values and control actions.
A necessary condition for finding the optimal control policy π * (X) for the underlying MDP based on X is, that the optimal policy is equivalent for any two states (x 1 , x 2 ), where the corresponding action-observablehistories are mapped to the same surrogate statex. The fulfillment of this condition is restricted by observation (measurement) noise. In the present stochastic fixedhorizon case, the information about the state contained in the observable-action history is small in the beginning and increasing with every control and observation step along the episode. The condition is therefore violated, especially in the beginning of an episode.
In this work the full information about observables and actions for the current episode up to the actual control-step is used by concatenating all these values inx. This approach leads to a variable dimension n of the vectorsx ∈ R n , increasing with every time step n = [dim(O) + dim(U )] * t. When using Q-function approximation, the approximation model input dimension is therefore dependent on t. If function approximation methods with fixed input dimensions (like standard artificial neural networks) are used, a dedicated model for each control-step is required. This would complicate the learning process in cases with higher numbers of control-steps, especially in re-training and hyperparameter optimization. These problems can be avoided by projection to a fixed dimension n, e.g. via Recurrent Neural Networks, as described in 1.2.
Q Function Approximation
The incorporation of function approximation into Qlearning enables the generalization of the Q-function over the (X, U )-space. This allows the transfer of information about time-local Q-values to newly observed states x. Approximation of the Q-function via regression is thus increasing the learning speed in general and enabling an approximate representation of the Qfunction in cases with a continuous state space.
In this paper, artificial neural networks are used for regression, which are retrained periodically based on data from a so-called replay memory. The replay memory consists of an increasing set of experience-tuples (x, u,x , R), gathered during processing under control with the explorative policy described at the beginning of chap. 4. The Q-function is re-trained from scratch with the complete replay memory data every n episodes. This is in contrast to standard Q-learning, where the Qfunction is re-defined after each control action u based on the current experience tuple (x, u,x , R) only. The use of standard Q-learning in combination with iteratively trained function approximation can result in a complete loss of experience (catastrophic forgetting) due to the non-stationary sampling process in Reinforcement Learning [11] . The use of a replay memory for periodic retraining of Q-function approximation models has shown to be more stable and data-efficient, is well studied and used e.g. in Neural Fitted Q-Iteration [20] .
As described in 4.1, the dimension of the used state representationx is dependent on the current control step t ∈ [0, 1, ..., T ]. Because the input dimension of feed-forward artificial neural networks is fixed, multiple artificial neural networks Q t (x, u, Θ t ), with weight parameter values Θ t , depending on the current controlstep t are used. For each data-tuple (x, u,x , R) in the replay-memory, the Q-vaules are updated before retraining according to eq. (6). The update is based on the Q-approximation of the model for the current step Q t (x, u, Θ t ) and the Q-approximation of the model for t + 1, Q t+1 (x , u ,Θ t+1 ), where Θ t are weight values for step t from the previous training iteration andΘ t are weight values resulting from the current training iteration. The per-example loss used for training is the squared error
where the training-target y for a given replay-memory entry is defined by
The proposed update mechanism works backwards in the control steps t and thereby, as shown in eq. (8), incorporates the already updated parameters for Q t+1 when updating Q t . By using the updated model for t + 1 when updating the model for t, the propagation of reward information is accelerated, leading to a faster convergence as shown in the results section (chap. 6).
At the beginning of a process, the observable values only depend on the externally determined initial state, which in our case does not reflect any process influence. The Q-function Q 0 then has to be defined over the single state x 0 = {φ} and therefore only depends on the control action u 0 . In contrast to other historystates, one transition sample (φ, u 0 ,x 1 ) involving φ is stored in the replay memory per episode. By assuming that the stored transition-samples are representative for the transition probability function p(x 1 |φ, u 0 ), the expected future reward for the first control-step u 0 (here denoted as Q 0 ) is defined in eq. (9) and can be calculated directly by using the replay memory and the approximation model for Q 1 .
Evaluation Environment
The approach presented in the previous chapters is evaluated by applying it to optimize the blank holder force during deep drawing processes. A controlled evaluation environment is implemented by using numerical simulations of the process. The digital twin of a deep drawing process is realized via FEM simulation and used for the online process control assessment. The simulation model, as depicted in Fig. 2 , simplifies the deep drawing process assuming rotational symmetry and isotropic material behavior. Due to its simplicity, the FEM model is very efficient with respect to computing time (about 60 seconds simulation-time per time step on 2 CPU cores) it therefore enables in depth methodological investigations such as comparative evaluations of different algorithms and parameter settings. To enable the study of time-discrete optimal online control of blank holder forces derived from observable values, the FEM model is solved to calculate the next state based on simulation result of the previous time step and the current blank holder force value given by the control agent.
FEM Model
The rotationally symmetric FEM model, visualized on the left side of fig. 2 , consists of three rigid parts interacting with the deformable blank. The circular blank has a thickness of 25 mm and a diameter of 400 mm. An elastic-plastic material model is used for the blank, which models the properties of Fe-28Mn-9Al-0.8C steel [35] . The punch pushes the blank with constant speed into the matrice to form a cup with a depth of 250 mm. Blank holder force values can be set at the beginning of each of five consecutive control steps, where the blank holder force changes linearly in each control step from its current value to the value given at the start of the step. Blank holder force can be chosen from the set {20 kN, 40 kN, ..., 140 kN} in each control step and the initial blank holder force is 0.0 kN.
Abaqus FEM code was used for this work. Extensive use of the Abaqus scripting interface [9] in combination with analysis restarts (compare [8] , chap. 9.1.1) has been made to enable the efficient and reusable simulation of an online optimal control setting, where the control agent sets control parameters based on current state observables.
Process Disturbances
Stochastic process disturbances and observation noise are added to the simulated deep drawing process described in 5.1 to create a more realistic process twin. Process disturbances in the deep-drawing sample process are introduced by a stochastic contact friction, which varies from process to process in the simulated production series. The friction coefficient is modeled as a beta-distributed random variable, drawn independently for each deep drawing process execution. The distribution parameters are chosen to be α = 1.75, β = 5, the distribution is rescaled to the range [0, 0.14]. The friction coefficient is discretized for a better reusability of simulation results by binning into 10 bins of equal size, resulting in a discrete distribution of 10 values in the range [0.014, 0.14] with a mode of 0.028.
Partial Observability
As depicted in fig. 1 the current process state x is dependent on the previous state, the control action u and the actual friction coefficient s. The state x and the underlying beta-distribution as well are not accessible by the agent. Instead observable values o are given in each time step. Observable values are (a) the actual stampforce, (b) the actual blank infeed in x direction and (c) the actual offset of the blank-holder in y direction. The measurement noise of these observables is assumed to be additive and to follow a normal distribution, where the standard deviation is chosen to be 1% of the stampforce-and blank holder offset value range and 0.5% of the blank infeed value range. This corresponds to common measurement noise characteristics encountered in analogue sensors.
Reward Function
As described in 2.2, the reward function can be composed of local cost (related to the state and action of each single processing step) and of global cost (assigned to the process result or final state). In the case of zero or constant local cost, the optimization is determined by the reward assigned to the terminal state, which is assessed by a quality control station. This case is considered for the evaluation of the methods presented in this paper. The process goal is to produce a cup with low internal stress, sufficient material thickness and with low material usage.
FEM elements e are ordered in a n × m blankdiscretization-grid with n columns and m rows, depicted in fig. 2 . For reward calculation, three n × m matrices (S, W y , P x ) of element-wise simulation results are used. Where S ij is the mean von Mises Stress of element e ij , W y ij is the width of element e ij in y-direction and D x ij is the x-axis displacement of element e ij between time step 0 and T . Using these matrices, the reward is composed of the following three terms based on the simulation results: (a) The L2-norm of the vectorized von Mises stress matrix C a (x T ) = ||vec(S)||, (b) the minimum C b (x T ) = −min(t i ) over a vector t of column-wise summed blank widths t i = j w y ij and (c) The summed displacement of elements in the last column C c (x T ) = j d x nj − d x nj , representing material consumption during drawing. The reward-function terms R i are scaled according to eq. 10, with C i , i ∈ {a, b, c}, resulting in approximately equally balanced R i .
The extrema C min i and C max i are empirically determined per cost-term by using 100 data tuples from terminal states, sampled in prior experiments by applying random blank holder force trajectories. The final reward is the weighted harmonic mean, if all resulting terms R i are positive and 0 otherwise.
The harmonic mean has been chosen to give preference to process results with balanced properties regarding the reward terms. The weights of the harmonic mean can be used to control the influence of cost-terms to the overall reward. Equal weighting is used for the evaluation experiments of the presented algorithms.
Q-Function Representation
The Q-function, as introduced in chap. 4.2, is represented by a set of feed forward artificial neural networks, which are adapted via the backpropagation algorithm. The optimization uses the sum-of-squared-error loss function combined with a L 2 weight regularization term. The limited-memory approximation to the Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm [15] is used for optimization as it has been shown to be very stable, fast converging and a good choice for learning neural networks when only a small amount data is available. Rectified linear unit functions (relu) are used as activation functions in the hidden layers. Two hidden layers are used for all networks, consisting of 10 units each for Q 1 and 50 neurons for Q 2 , Q 3 , Q 4 . The squared reward is used as desired output of the Q-function approximation.
Results
The approach presented in chap. 4 is investigated with a set of experiments executed with the simulated deep drawing process described in chap. 5.1. The proposed adaptive optimal control algorithm is compared to nonadaptive methods from standard Model Predictive Control and from Approximate Dynamic Programming. To make them comparable, the non-adaptive methods are based on an a priori given perfect process model which does not capture stochastic process influences. This is reflected by a static friction-coefficient of 0.028 in the respective model. The non-adaptive methods are therefore represented by this single model with static friction coefficient. The result of this optimization is used as the non-adaptive baseline in the subsequent evaluations. The baseline-trajectory was determined by full search over the trajectory-space for the given friction coefficient. The expected baseline reward is formed over the rewards (eq. 11, with all weight values equal to one) for all friction values for the determined trajectory, resulting in a value of 5.13.
The model retraining interval n was chosen to be 50 process executions (episodes) and the first training is carried out after 50 random episodes. For hyperparameter optimization, the performance over time of the Q-function approximators is evaluated by 5-fold cross-validation during each retraining phase. In fig.  3 the coefficient of determination (R 2 -Score), resulting from cross-validation, is plotted over the number of process executions (Episodes) for the hyperparameters described in chap. 5.5 and with the following Reinforcement Learning parameters: learning-rate α = 0.7, exploration-rate = 0.3 and an -decay λ of 10 −3 .
In this case, for t ∈ {2, 3, 4} the R 2 -Score is increasing over time as expected. For the first time step (t 1 ) however, a decrease of the R 2 -Score over time is observed. No hyperparameters, leading to better results for t 1 were found during optimization. Results from experiments, where the actual friction-coefficient can be accessed by the agent, visualized in fig. 7 , indicate that the decrease is related to the partial observability setting (see chap. 4.1). A deeper analysis of the data shows, that, due to the early process stage and measurement noise, for t 1 the information about the friction-coefficient in the observable values is very low. This fact leads to a Q 1 -function which mainly relies on the previous action u 0 and the planned action u 1 . In the first episodes high exploration rates and low quality are more and more dominating the replay memory. Due to the low information in the observable values, u * 0 and u * 1 are independent from the friction-coefficient. The advantage of the Q 1 -model over the simple average on the replay memory is decreasing due to this dominance, hence the R 2 -score is shrinking. In the fully observable case ( fig. 7 ), u * 0 and u * 1 are dependent on the frictioncoefficient, resulting in a increasing R 2 score for the Q 1 -model. Fig. 4 shows results of the Reinforcement Learning control for an exemplary simulated production batch of 1000 deep drawing episodes. The expected reward for a given episode and friction denotes the reward reached in the last episode of the previous optimal control, where under the given friction the agent acted optimal (without exploration) according to the current Q-function. The overall expected reward per episode (solid black line) is the expectation value calculated for the friction-distribution and the friction-dependent greedy rewards. The baseline (dashed black line) is the expected reward for non-adaptive methods, determined as described above.
In order to reveal the effect of the learning parameter variation, experiments were conducted with varying learning rate α and exploration rate to explore their influence on the quality of the online control, reflected by the distribution of the resulting reward. For each parameter combination 10 independent experimental batches were executed, each with 2500 deep-drawing episodes under control of the respectively parameterized Reinforcement Learning algorithm. The resulting reward-distribution, sampled in bins of 500 subsequent episodes, is visualized as box-plot in figure 5 for a varying learning rate α and in figure 6 for various explorationrates . In all experiments an -decay λ of 10 − 3 and the function approximation hyperparameters described above were used. It can be seen from fig. 5 that the algorithm is not sensitive to the chosen parameters but that small and large learning rates yield somewhat less optimal results. The optimization quality however decreases with increasing exploration rate as shown in fig.  6 . This is due to the negative effect of explorative behavior to the short term outcome of the process. In the deep-drawing process considered even low exploration rates (here 0.1) lead to fast overall convergence which is not necessarily the case in other manufacturing process optimal control applications.
Besides learning parameter variation, experiments were made to investigate the effect of process observability in the setting described in chap. 4.1. In figure 8 the rewards achieved by Reinforcement Learning based control of 10 independent executions each in three different observability scenarios are visualized. In the fully observable scenario (left), the agent has access to the current friction coefficient and thus perfect information about the process. The partially observable scenario (middle) is equivalent to the scenario described in chap. 4.1 and used in the other experiments. The "blind" agent (right) has no access to information regarding the process state and the optimal control is based on the knowledge about previous control actions and rewards only. In this scenario the median of the performance (Reward) is only slightly above the baseline.
In figure 9 the effect of training the approximation models backwards in control-steps, as described in chap. 4.2, is depicted. The reward information is then faster propagated to the expectation approximation models of the first control-steps, training backwards in control-steps (left) leads to a performance advantage over building the expected values based on models from the previous training iteration only (right), especially in the early process steps.
Discussion and Future Work
It has been shown how Reinforcement Learning based methods can be applied to optimal control of sequential manufacturing processes with time-discrete control actions in an adaptive way to also account for varying process conditions. A model-free Q-learning based algorithm has been proposed, which enables the adaptivity to varying process conditions through learning to modify the Q-function accordingly. A class of fixed-horizon manufacturing processes has been described in chap. 3, to which this generic method can be applied. When applied online, the approach is able to self-optimize the process control according to the cost function. Optimal control e.g. regarding the process result quality and the process efficiency can be learned by the approach. The approach is able to adapt to instance specific process conditions and non stationary outer conditions. Even in a fully blind scenario, with no additional sensory information, the new algorithm reaches or slightly surpasses the results from Model Predictive Control and Approximate Dynamic Programming in the example use case. In opposite to model-based approaches from Model Predictive Control and Approximate Dynamic programming, no prior model is needed when using RL for optimal control. It is thereby applicable in cases where accurate process models are not feasible or not fast enough for the use for online prediction in Model Predictive Control or for offline optimization in Approximate Dynamic Programming.
The disadvantage of online learning approaches, like the proposed reinforcement learning (RL) approach, is the dependence on data gathered during optimization (exploration). Exploration leads to sub-optimal behavior of the control-agent in order to learn something about the process and to improve future behavior. When used for optimal control of manufacturing processes, RL can lead to increased product reject rates, decreasing during the learning process. Hereby, optimal manufacturing process control with RL can be used in applications with high production figures but is not viable for small individual production batches. To overcome these problems, the incorporation of safe exploration methods from the field of safe reinforcement learning could directly lead to decreased reject rates. The extension of the proposed approach with methods from transfer learning or multiobjective reinforcement learning can enable information-transfer between various process instances, different e.g. in the process-conditions or the production goal, and could thereby lead to more efficient learning and consequently to decreased reject rates and a wider field of application.
The approach has been instantiated for and evaluated with the task of blank holder force optimal control of a deep-drawing process. The optimal control goal was the optimization of the internal stresses, of the wall thickness and of the material efficiency for the resulting workpiece. The deep drawing processes used to evaluate the approach were simulated via FEM. The experimental processes were executed in an automatic virtual laboratory environment, which was used to vary the process conditions stochastically and to induce measurement noise. The virtual laboratory is currently specialized to the deep drawing context, but will be generalized and published in future work for experimentation and evaluation of optimal control agents on all types of FEM simulated manufacturing processes.
