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RÉSUMÉ.Cet article étudie le problème de la recherche d’un changement d coordonnées per-
mettant de transformer un système non-linéaire en forme normale d’observabilité, qui est une
forme idéale pour l’estimation d’états. Des conditions géom triques suffisantes pour l’existence
d’un changement de coordonnées d’un un système non linéairemono sortie sont données.
ABSTRACT.This paper deals with the observer design for nonlinear dynamic l system after trans-
formation through change of coordinates into an observer normal form which supports a high
gain observer. Moreover, the sufficient geometrical conditions that guarantee the existante of
change of coordinates are given. The proposed approach is applied to estimate the states of
SEIR model.
MOTS-CLÉS :estimation d’états, forme normale d’obsrvabilité, dynamique étendue, système non-
linéaire..








Le caractère imprévisible des maladies et la mutation des viru nécessite la mise
en place doutils permettant lanalyse, la prédiction et le suivi d phénomène de pro-
pagation épidémique. Le système dynamique SEIR (Susceptible, Exposed, In- fected,
Removed) modélise la propagation dune maladie contagieuseà travers une popula-
tion. Plusieurs travaux ont été menés pour améliorer ce modèle, étudier sa stabilité et
développer des stratégies de vaccination. Cependant, peu de travaux se sont intéressés
à la conception dobservateurs pour ce modèle (Iggidret al., 2006). Par conséquent,
se basant sur le modelé SRIR, ce travail vise à construire un observateur pour estimer
l’évolution d’une épidémie. Dans cette optique, nous propos ns une approche basée
sur le concept des formes normales dobservabilité et de la dyn mique étendue.
Le concept de forme normale d’observabilité a été introduitpar (Krener, Isidori,
1983), (Bestle, Zeitz, 1983) pour une certaine classe de systèmes dynamiques non
linéaires mono-sortie, ensuite il a été étendu par (Krener,R spondek, 1985), (Xia,
Gao, 1989) aux systèmes dynamiques multi-sorties. A partirde là, plusieurs algo-
rithmes ont été proposés donnant lieu à divers approches: algébrique (Keller, 1987),
(Phelps, 1991), (Rudolph, Zeitz, 1994), géométrique (Hou,Pugh, 1999), (Marino, To-
mei, 1996), (Boutatet al., 2006), (Lynch, Bortoff, 2001) et les transformations directes
(Lopezet al., 1999).
Afin d’élargir la classe des systèmes non-linéaires transformables par diffeomor-
phisme sous forme normale d’observabilité, (Respondeket al., 2004) proposa la forme
normale dépendante de la sortie, consolidée par la suite dans (Zhenget al., 2007),
(Wang, Lynch, 2009). Toujours, dans l’optique de pouvoir transformer la plus large
classe possible de systèmes non-linéaires sous forme appropriée à l’estimation d’états,
(Jouan, 2003) développa la forme normale étendue dont le princi e consiste à ajouter
une dynamique auxiliaire au système non-linéaire de sorte que le système augmenté
resultant satisfasse les conditions de la mise sous forme normale d’observabilité éten-
due. Cette méthode a été affinée progressivement dans (Nohet al., 2004), (Backet al.,
2006), (Yanget al., 2010), (Boutat, 2007), (Boutat, Busawon, 2011).
Malgré la multitudes d’algorithmes proposées permettant la construction des formes
normales, il est nécessaire de les améliorer et de les renforcer pour plus d’efficacité
face aux non-linéarités d’ordre supérieur. Dans cette optique, la forme normale éten-
due dépendante de la sortie est mise en oeuvre
Dans ce papier nous proposons une nouvelle forme normale d’observabilité. L’idée
consiste à coupler les formes normales étendues avec les formes normales dépendantes
de la sortie. L’efficacité de cette approche est démontrée sur un modèle non-linéaire
de propagation épidémique SEIR (Susceptible, Exposed, Infected and Removed).
Le caractère imprévisible des maladies et la mutation des viru nécessitent la mise
en place d’outils permettant l’analyse, la prédiction et lesuivi du phénomène de pro-
pagation épidémique. Par conséquent, dans ce papier, un observateur est synthétisé
afin d’estimer les différentes populations concernées par l’épidémie et de prédire son
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évolution. L’approche utilisée est basée sur le concept desformes normales d’obser-
vabilité et de la dynamique étendue (immersion).
Cet article est organisé comme suit : la section(II) présente l’exemple de moti-
vation. Un rappel sur la mise sous forme normale d’observabilité est donné dans la
section(III). La section(IV ) est dédiée à la forme normale étendue dépendante de
la sortie et les conditions suffisantes pour son obtention. La mise en application de la
méthode étudiée et les résultats de simulation sont présentés dans la section(V ).
2. Modèle épidémiologique et forme normale étendue
Le modèle épidémique SEIR décrit la propagation d’une maladie contagieuse à
travers une population, il met en jeu4 variables:S(t) la population susceptible à la
maladie,E(t) la population exposée mais qui ne présente pas encore de symptômes,
I(t) la population infectée etR(t) la population traitée. Plus précisément, ce modèle
est décrit par le système non linéaire:
dS
dt
= bN − µS − β
SI
N






+ pbE + qbI − (µ + ε)E (2)
dI
dt
= εE − (r + δ + µ)I (3)
dR
dt
= rI − µR (4)
dN
dt
= (b − µ)N − δI (5)
oùN = S+E+I+R représente la population totale,b le taux de naissance naturelle,
µ le taux de fécondité,β le taux de transmission de l’épidémie,δ le taux de mortalité
épidémique,ε le taux passage des individus exposés au cas infectés,p le taux de
descendance chez la population exposée,q l taux de descendance chez la population
infectée etr le taux de guérison.
Afin de faciliter l’écriture des equations, dans la suite de l’article, des variables
normalisées sont utilisés, telles quex1 = SN , x2 =
E
N




x2 +x3 +x4 = 1. Après dérivation de ces nouvelles variables, le modèle SEIR (1)-(4)
devient:
ẋ1 = b − bx1 + γ1x1x3 − pbx2 − qbx3 (6)
ẋ2 = βx1x3 + γ2x2 + δx2x3 + qbx3 (7)
ẋ3 = εx2 + γ3x3 + δx
2
3 (8)
ẋ4 = rx3 + bx4 + δx3x4 (9)




/où γ1 = −(β − δ), γ2 = −(b + ε − pb), γ3 = −(r + δ + b). Les étatŝx1 et x̂2
seront estimés par un observateur, tandis que l’étatx̂4 sera déduit à partir de l’equation
algébriquêx4 = 1 − x̂1 − x̂2 − x3.
Dans la section (V ), il est montré que le système dynamique (6)-(8) ne satisfait
pas les conditions géométriques existantes dans la littérature (Krener, Isidori, 1983),
(Krener, Respondek, 1985), (Kazantzis, Kravaris, 1998), (Boutatet al., 2009). Pour
remédier à ce problème, une dynamique étendue est ajoutée, qi sera déterminée par
la suite, de telle sorte que le nouveau système augmenté satisfa se les conditions suffi-
santes grandissant l’existence du diffeomorphisme.En effet, si la dynamique auxiliaire
ẇ = −b + γ1x3 (11)





















transforme le système (6)-(8) augmenté de la dynamique auxili ire (11) sous la forme
normale étendue dépendante de la sortie donnée par :
ż1 = B1(w, y) (12)
ż2 = yz1 + B2(w, y) (13)
ż3 = z2 + B3(w, y) (14)
ẇ = B4(w, y) (15)
y = z3 (16)
où la variablew est considérée comme une sortie auxiliaire et les expressions desBi
seront données dans la section (5).
Ce papier établit des conditions suffisantes pour l’existence du changement de
coordonnées transformant un système non linéaire sous forme normale étendue dé-
pendante de la sortie:
ż = A(y)z + B(w, y)
.
w = Bn+1(w, y)
y = Cz
5
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Cette forme a une configuration adaptée pour l’utilisation de l’observateur à grand
gain (Busawonet al., 1998):
˙̂z = A(y)ẑ + B(w, y) − Γ−1(y)R−1ρ C
T (Cẑ − y)




0 · · · 0 0
















αi(y), · · · , αn(y), 1]
Rρ(n + 1 − i, n + 1 − j) =
(−1)i+jCj−1i+j−2
ρi+j−1
On montre que la dynamique de l’erreur d’observation est donnée par:
ė = (A(y) − Γ−1(y)R−1ρ C
T C)e
Si y et w sont bornées, la dynamique de l’erreur d’observation est exponentielle-
ment stable avec unρ bien choisi.
Remarque 1. —La dynamique ajoutée (11) ne depend que de la sortie et d’elle
même.
3. Préliminaires
Considérons un système non linéaire mono sortie:
ẋ = f(x) (18)
y = h(x) (19)
où x ∈ U ⊆ Rn sont les l’état du système ety ∈ R est la sortie du système. On




/sont suffisamment rigoureux (derivables) et que la paire(h, f) est observable, c’est à
dire, les1-formes différentielles
θ1 = dh (20)
θi = dL
i−1
f h pouri = 2 : n
sont indépendantes, avecLkf est lak
eme dérivée de Lie deh dans la direction du
champ de vecteursf . Cette hypothèse permet de construire le repère de Krener &
Isidori (Krener, Isidori, 1983)τ = [τ1, ..., τn] où le premier champ de vecteursτ1 est
donné par l’équation algébrique:
{
θi(τ1) = 0 pouri = 1 : n − 1
θn(τ1) = 1
(21)
et les autres champs de vecteurs sont obtenus par induction:
τ i = −adfτ i−1 = [τ i−1, f ] pour2 ≤ i ≤ n,
où le symbole[, ] désigne le crochet de Lie. A présent, nous allons énumérer quelques
formes normales les plus connues et les conditions garantiss leur exitance. D’après
(Krener, Isidori, 1983) si la condition de commutativité est satisfaite:
[τ i, τ j ] = 0 (22)
alors, il existe un changement de coordonnéesz = φ(x) permettant de transformer le
système (18)-(19) sous la forme normale d’observabilité
{
ż = Az + B(y)
y = Cz
(23)




0 · · · 0 0









La condition (22) assurant l’existence d’un changement de coordonnées est relative-
ment difficile à satisfaire.
Dans (Zhenget al., 2007) des conditions moins restrictives ont été proposéespour





[τ1, τn] = λ1(y)τ1
[τk, τn] = λk(y)τk modulo Eng{τ1, · · · , τk−1}
pour 2 ≤ k ≤ n − 2
(25)
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Dès lors, on considère une famille de fonctions non nulles dépendantes de la sortie




αi(y) = α2(y) × ... × αn(y). Puis, on construit un








Si le repèreτ est commutatif, c’est-à-dire :
[τ i, τ j ] = 0 (27)
alors il est prouvé dans (Respondeket al., 2004) pourα2 = .... = αn et pour des
αi différents dans (Zhenget al., 2007) que le système dynamique (18)-(19) peut être
transformé grâce à un changement de coordonnéesz = φ(x) sous la forme d’obser-
vabilité dépendante de la sortie:
ż = A(y)z + B(y)
y = Cz
oùA(y) est définie dans (17).
Dans le cas où ni la condition (22), ni la condition (27) ne sont satisfaites, alors on
passe à l’algorithme utilisant la dynamique étendue.
4. Forme normale non linéaire étendue dépendante de la sortie
Cette section met en évidence des conditions géométriques suffisantes qui garan-
tissent l’existence d’une dynamique auxiliaireẇ = η(y, w) telle que le système dyna-
mique augmenté:
ẋ = f(x) (28)
ẇ = η(y, w) (29)
y = h(x) (30)
peut être transformé par un changement de coordonnées(z, ξ) = φ(x, w) sous la
forme normale étendue dépendante de la sortie:
ż = A(y)z + B(y, w) (31)
ξ̇ = Bn+1(y, w) (32)
y = Cz (33)
oùA(y) est défini dans (17). Le cas où la matriceA(y) est constante (24) est largement




/ Pour ce qui suit, la condition (25) est supposé satisfaite, par conséquent on peut
determiner les fonctionsα2(y), ..., αn(y) ainsi que le repèreτ défini dans (26).
Maintenant, définissons un nouveau repère comme suit:





oùF = f + η(y, w) ∂
∂w
est le champ de vecteurs régissant le système étendue.
Théorème 2. — S’il existe une fonctionl(w) 6= 0 de la variable auxiliairew telle
que [σi, σj ] = 0 pour 1 ≤ i, j ≤ n, alors il existe un changement de coordonnées
(z, ξ) = φ(x, w) qui permet de transformer le système dynamique étendu (28)-(30)
sous la forme normale étendue dépendante de la sortie (31)-(33).
Preuve 3. —Supposons qu’il existel(w) 6= 0 tel que[σi, σj ] = 0 pour1 ≤ i, j ≤ n.
Soit σn+1 un champ de vecteurs indépendants deσi pour tout i = 1 : n, tel que
[σi, σn+1] = 0 pour1 ≤ i ≤ n etdw(σn+1) = 1.
Considérons la matriceΛ = (Λi,j)1≤i,j≤n+1 définie comme l’evaluation des1-formes
θi = dL
i−1
F h pour i = 1 : n et θn+1 = dw sur le repèreσ = {σ1, ..., σn, σn+1},





0 · · · 0 0 1 ∗






∗ ∗ ∗ ∗
lπ ∗ ∗ ∗ ∗ ∗
0 0 0 0 0 1


Il est facile de voir qu’elle est inversible. Par consequent, o peut définir les multi-1
formes différentielles suivantes :













i est le symbole de Kronecker.
SoitX etY deux champs de vecteurs{σ1, ..., σn, σn+1}. On a :
dωi(X, Y ) = LY ωi(X) − LXωi(Y ) − ωi [X, Y ]
commeωi(X) etωi(Y ) sont constantes alors
dωi(X, Y ) = −ωi [X, Y ]
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par conséquent[X, Y ] = 0 pour tousX, Y si et seulement sidωi = 0 pour tous






ω = Dφ := φ∗









A présent, nous verrons commentφ∗ transforme le champ de vecteursF . Pour




, φ∗ (F )
]





Alors par intégration, on ȧzi = αi(y)zi + βi(y, w).
Nous terminons cette section par quelques remarques.
Remarque 4. —
– le calcul des fonctionsαi est détaillé dans (Zhenget al., 2007);
– pour le calcul des fonctionsl(w) et η(w, y), les algorithmes de (Boutat, 2007 ;
Boutat, Busawon, 2011) peuvent être utilisés
5. Application au modèle SEIR
Dans cette section, on utilisera l’algorithme présenté ci-dessus pour le calcul du
changement de cordonnées transformant le modèle SEIR (6)-(8) sous la forme nor-
male (12)-(16).
Les1−formes (20) d’observabilité du système (6)-(8) sont données par:
θ1 = dx3
θ2 = εdx2 + (γ3 + 2δx3)dx3
θ3 = εβx3dx1 + ε(γ2 + γ3 + 3δx3)dx2 + Q1dx3
avec :Q1 = εβx1 + 3εδx2 + εqb + γ23 + 6δγ3x3 + 6δ
2x23






























/puis, on vérifie si la condition de commutativité (22) est satisf ite:
[τ1, τ2] = [τ1, τ3] = 0














Comme[τ2, τ3] 6= 0, c-a-d la condition de commutativité n’est pas satisfaite,lors
le système (6)-(8) ne peut pas être transformé, mais on utilisera lesτ i pour construire
le nouveau repèreτ donné dans (26). En se référant à (Zhengt al., 2007), on peut
utiliser l’equation:














ce qui donneα2(y) = x3. On peut toujours supposer queα3(y) = 1.
Par conséquent, on aα2 = x3, α1 = 1 et π = α2α2 = x3. Alors, à partir de (26)
on obtient:




































Un simple calcul nous donne




Comme[τ2, τ3] 6= 0, alors la condition (27) de commutativité n’est pas satisfai e. Ce-
pendant, en se référant au Lemme 3.1 dans (Boutat, Busawon, 2011), les conditions
pour l’application de l’algorithme de la dynamique étenduesont satisfaites. Alors,
nous chercherons une dynamique auxiliaireẇ = η(y, w) et une fonctionl(w) satis-
faisant les conditions du théorème (2) énoncé ci-dessus.
Remarque 5. —D’après le Lemme 3.1 de (Boutat, Busawon, 2011)[τ i, τn] −
̺(y)τ i−1 ∈ span {τ1, · · · , τ i−1} est une condition assurant l’existence deη(y, w)
et l(w), avec̺(y) est une fonction dey.

















































) + η( ε
x3
(l′H − ηl′′))σ1
et :η′ = ∂η
∂x3
. Finalement, on obtient :









[σ2, σ3] = 0 ⇐⇒ l
′l(η′x3 − η) − bl
2 = 0
La solution de l’équation précédente est donnée par :
l = ew etη = γ1x3 − b (34)





ẋ1 = b − bx1 + γ1x1x3 − pbx2 − qbx3
ẋ2 = βx1x3 + γ2x2 + δx2x3 + qbx3









Par l’application de l’algorithme précédemment décrit, eten remplaçantl etη par leur





























/Ce nouveau repèreσ vérifie la condition de commutativité, tels que :
[σ1, σ2] = [σ1, σ3] = [σ2, σ3] = 0
Étant donné que le nouveau système, augmenté, est de dimension4, alors il faut trou-
















on a [σ4, σi] = 0 pour 1 ≤ i ≤ 3. A partir de là, il devient simple de calculer la
matrice d’observabilitéθe, telle que :




puis on obtient :
Λ = θeσ =


0 0 ew x3
0 ew Λ23 Λ24
x3e
w ew (γ2 + δx3) Λ33 Λ34











x23 (δ − γ1)
)
Λ33 = e
w (γ2 + δx3) (b + γ2 + x3 (δ − γ1))
+ εew (βx1 + δx2 + bq) − bpβx3e
w
Λ34 = εx3 (βx1 + δx2 + bq)





x23 (δ − γ1)
)
+ βεx1x3
Par un simple calcul, le changement de coordonnées est donnépar sa différentielle
comme suit :








−w − (b + γ2)x3e










Finalement, la forme normale du système (1)-(5) est donnée par :
ż1 = B1(w, y)
ż2 = yz1 + B2(w, y)
ż3 = z2 + B3(w, y)
ż4 = γ1y − b
y = z3 = ye
−w
avec :





B2(y, w) = (εqb − (b + γ2)γ3 − (b + γ2)b)e
−wx3 +
(−βpb − (b + γ2)d + (b + γ2)γ1













(d + δ − 2γ1)e
−wx23
6. Résultats de simulation
Les valeurs des paramètres utilisés dans le modèle épidémique sont :N = 141, b =
0.221176/N, d = 0.002, p = 0.8, q = 0.95, β = 0.05, ε = 0.05, r = 0.003.
S(0)=140; E(0)=0.01; I(0)=0.02; N(0)=141.
Pour rendre la simulation proche de la réalité, on a ajouté unbr it blanc à la sortie du
modèle I(t) et on a pris des conditions initiales différentes entre le modèle (1)-(5)
et l’observateur. En se référant aux figures (Fig.2, Fig.4, Fig.6) la convergence des
estimations est rapide mais des oscillations apparaissentdu au choix du gain. Pour la
simulation, on a choisiρ = 0.35, ce qui satisfait le compromis entre la stabilité et la
convergence de l’estimateur.
7. Conclusion
Ce papier présente une nouvelle forme d’observabilité étendu et dépendante de
la sortie. Des condition suffisantes à l’existence du changement de coordonnées sont
établies pour une classe de systèmes non linéaires. Cette nouv lle forme permet l’uti-




























Figure 2. Estimation de la population susceptible.
Figure 1.
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