respectively, where L is the frame length, N is the switch size and M is the number of input/output sources connected t o a hierarchical TDM switch. The simple idea behind these two algorithms is t o schedule the traffic on the critical lines/trunks of a traffic matrix first. Extensive simulations reveal that the two proposed algorithms are very efficient. For non-hierarchical T D M switching systems, PF the probability that the 2-Phase algorithm failed to generate optimal TSAs is found t o be 3 x and independent of switch size. For hierarchical switching systems, the percentage increase in frame length as a result of non-optimal TSA by the 3-Phase algorithm is about 0.1%. That means on the average only one extra time slot is required for a frame of 1000 time slots.
I. Introduction
Time-division multiplex (TDM) switching has widely been employed in territial and satellite communication networks to concentrate traffic from low bandwidth sources onto high bandwidth lines. A TDM switching system can be either nonhierarchical or hierarchical. A non-hierarchical TDM switch is shown in Fig. 1 . Switching operation is made up of frames and each frame is divided into time slots. Each time slot can accommodate one packet. A switch configuration is an interconnection pattern of the switch such that at most one packet can be transmitted by an input and one packet can be received by an output. An N x N switch has a switch configuration that permits up to N packets to be transmitted conflict-free from inputs to outputs. A switching conflict occurs if two or more packets are transmitted to the same output in the same time slot.
The TDM hierarchical switching system was first proposed in [l] . It has a three-stage switching structure as shown in Fig. 5 . The first and the third stages consist of multiplexers and demultiplexers respectively. The second stage has the same structure as that of the non-hierarchical switch. If the number of the inputs and outputs for all multiplexers and demultiplexers are equal, a hierarchical T D M switching system degenerate to a non-hierarchical one.
The time slot assignment (TSA) problem in a TDM switching system is to find a conflict-free assignment of packets to slots such that the frame length, i.e. the number of time slots required for switching the traffic from switch inputs to outputs, is minimized. For a given traffic matrix (to be defined), an optimal TSA is an assignment that has the minimum frame length over all possible conflict-free assignments. For both hierarchical and non-hierarchical switching systems, many optimal algorithms with polynomial time complexity have been proposed 11, 2, 3, 4, 5, 6, 71. Most of them use a maximum cardinality algorithm known as system of distinct representatives (SDR) [2] , which alone has a time complexity of O(N4) [8] . are also reported [9] . For hierarchical TDM switching systems, the most efficient TSA algorithm [5] has a complexity
, where Lmin is the length of the optimal TSA, and M is the total number of input sources. For high-speed communications networks, the complexities of those reported optimal algorithms are too high to be run in real-time. Therefore a near-optimal algorithm with a much lower time complexity is desirable. In this paper, two efficient heuristic TSA algorithms, called the 2-Phase algorithm for the non-hierarchical and the 3-Phase algorithm for the hierarchical TDM switching systems, are proposed. Their time complexities are O(LN2) and
respectively, where L is the frame length. These two algorithms are designed based on the simple idea that the traffic on the critical lines/trunks (to be defined) of a traffic matrix should be scheduled first. Extensive simulations reveal that the 2-Phase and the 3-Phase algorithms are very efficient. When switch size N is large, we found that for nonhierarchical switching systems PF, the probability that the 2-Phase algorithm failed to generate optimal TSAs, is almost independent of N , and has a very low value of PF = 3 x low5.
For hierarchical switching systems, the percentage increase in frame length as a result of non-optimal TSAs by the 3-Phase algorithm is only about 0.1%. That means on the average only one extra time slot is required for a frame of 1000 time slots.
In the next two sections, we focus on the designs of the 2-Phase and the 3-Phase algorithms respectively. For each section, we start with a formal problem formulation and follow by a detail algorithm description. Then the performance of the proposed algorithm is studied by simulations. Finally we conclude the paper in Section IV. 
Non-hierarchical Switching Systems

a?
Lmin.
An optimal time slot assignment algorithm is an algorithm that can find an assignment with L = Lmin in all cases.
B. The %Phase TSA Algorithm
Let a line be a row or a column in a traffic matrix D. Let a critical line be a row or a column which has the maximum traffic. Let From Corollary 1, we can see that it is not necessary to focus on finding a transmission matrix with maximum cardinality -an approach that most of the existing optimal TSA algorithms follow. With this in mind, a new heuristic algorithm by concentrating on scheduling the traffic on critical lines is proposed. We call it the 2-Phase algorithm because for scheduling each transmission matrix, the algorithm consists of two phases:
0 Phase 1 only schedules the packets on critical lines of the traffic matrix.
0 Phase 2 schedules the packets on the remaining (noncritical) lines.
The two phases of the 2-Phase algorithm are both implemented using an algorithm called MRS (Maximum Remaining Sum) [SI. The MRS algorithm is for finding a matrix with maximum cardinality and the idea is to choose an entry of a traffic matrix such that the remaining nonzero entries in other rows and columns are maximum.
The detailed operations of the 2-Phase algorithm are described by the following pseudo-codes. For the sake of completeness, MRS algorithm is also summarized below.
The 2-Phase TSA Algorithm
Inputs:
3. 4. 
5.
3.
Find Ri and Ci, the number of nonzero entries for 
4.
If line p is a column, find row q s.t. R, = mini{Ri} and d,, > 0; if p is not found, choosing the 1st row with ti:' = 1 and set all entries in lines p and q of Goto step 1 until no packet can be scheduled into T~;
The number of nonzero entries of each row and column are again shown next to their respective lines. Next we call the MRS algorithm again at Step 5. Column 2 of D' is chosen since it has the minimum number of nonzero entries. Similarly Row 1 is chosen and a packet from input 1 to output 2 is scheduled. The resulting transmission matrix is 
D. Performance evaluation
In this section, the performance of the 2-Phase TSA algorithm is studied by simulations. To examine the effect of giving priority to critical lines, two simplified versions of the 2-Phase algorithm are constructed. Let d,j the number of packets from input i to output j be a random integer uniformly distributed from 0 to n. The input traffic load increases as n increases. Fig. 2 shows in logarithmic scale that P F , the probability that the heuristic algorithms failed to generate optimal TSA, versus switch size N for n = 4. Each point of simulation results in the figure is obtained by averaging over one million traffic matrices.
For Phase 1 Only algorithm, the probability of failed to generate optimal TSA PF increases almost linearly with switch size'. For Phase 2 Only algorithm, PF is the highest and it has a value between 0.22 and 0.29. For the 2-Phase algorithm, PF is the lowest and when N is large, PF is almost independent of the switch size. At N = 30, PF is found to be 0.10 for Phase 1 Only algorithm, 0.22 for Phase 2 Only algorithm, and 3 x for the 2-Phase algorithm. It can be observed that the 2-Phase algorithm gives a three orders of magnitudes improvement over Phase 1 Only and Phase 2 Only algorithms.
Next we concentrate on the quality of the time slot assignments given that the sub-optimal assignments are obtained. Let L -Lmin be the frame length difference between a frame generated by a heuristic algorithm and that by an optimal algorithm. L -Lmin = 0 if an optimal assignment is obtained.
Otherwise, L -Lmin > 0. Given that the assignments are not optimal, let us look at the distribution of the frame length difference L -Lmin. We found when the 2-Phase algorithm is used, the frame length differences are at most equal to 1. That means all non-optimal assignments are just one time slot longer than the optimal.
For Phase 1 Only algorithm, the frame length difference L -L,,, spreads out to values 1, 2 and 3. The maximum value of dij Figure 4 : Probability that the proposed algorithm failed to generate optimal TSA versus n; N = 10. Fig. 4 shows the PF versus n , the maximum value for the traffic matrix entry dij , for a switch size of 10. As n increases, the input traffic load increases. For the 2-Phase algorithm, PF decreases with n. This is because the traffic of each line spreads out more as n increases and this causes the potential number of critical lines in a traffic matrix to decrease. From Corollary 1, a TSA algorithm will fail to generate an optimal TSA if it fails to schedule a critical line. Therefore if the potential number of critical lines decreases, the chance of 
Hierarchical Switching Systems
A . Problem formulation
The TDM hierarchical switching system has a three-stage switching structure as shown in that the non-hierarchical switching system that we studied earlier is a special case of the hierarchical switching system where pi = ki and hi = qi for all i.
Let B = [bij] be the A 4 x M traffic matrix, where bij is the number of packets to be transmitted from input user i to output user j. Let S = xi Cj bij be the total number of packets in B. The rows (columns) of B are divided into f ( 9 ) sets and correspond to the f multiplexers (g demultiplexers).
Denote row (column) set An optimal TSA is the assignment which gives the minimum frame length Lmin. It was shown [l, A critical line may or may not belong to a critical trunk. In case a critical line belongs to a critical trunk, if a packet on this critical line can be successfully transmitted in Phase 1, the corresponding critical line become non-critical but the the corresponding critical trunk is not necessarily to become non-critical. This is because of the ceiling functions on the expressions U,./k, and V , / h , in Eqn. (1). In Phase 1 of the 3-Phase algorithm, the MRS algorithm is again used to schedule the traffic on critical lines. To cope with the constraints imposed by the hierarchical switching architecture, the MRS algorithm is modified by adding the following constraint to a transmission matrix: no more than hi 1's for trunk I,, and no more than hj 1's for O j . Since it is more important to transmit a packet on a critical line which belongs to a critical trunk first, we also modify the MRS algorithm to give priority to critical lines inside a critical trunk.
Phase 2 of the algorithm focuses on scheduling traffic on critical trunks. Note that some critical trunks may become non-critical after Phase 1. A running matrix consisting of only traffic on critical trunks is constructed. To maximize the cardinality of the transmission matrix, again the modified MRS algorithm is used. The highest scheduling priority is given to the line with the smallest scheduling choice.
Phase 3 of the 3-Phase algorithm uses the same modified MRS algorithm to schedule the remaining traffic in the traffic matrix. The detailed operations of the 3-Phase algorithm can be found in an extended version of this paper under preparation. The overall time complexity of the 3-phase algorithm is found to be O ( L M 2 ) .
C. Perform an ce evaluation
Consider a symmetric hierarchical TDM switching system with pi = qi = 4 and ki = hi = 2. Let bij the number of packets from input source i to output source j be a random integer uniformly distributed from 0 to 4. Fig. 6 shows PF, the probability that the 3-Phase failed to generate optimal TSA, and the percentage increase in frame length as a result of the non-optimal TSA, against the number of input sources M. We can see that P F gradually increases with M . However, the percentage increase in frame length remains at a constant value about 0.1%. That represents on the average only one extra time slot is required for a frame size of 1000 time slots. 
IV. Conclusions
Two efficient TSA algorithms, called the 2-Phase algorithm for the non-hierarchical and the 3-Phase algorithm for the hierarchical TDM switching systems, were proposed in this paper. Their time complexities are found to be O ( L N 2 ) and O ( L M 2 ) respectively, where L is the frame length, N is the switch size and M is the number of input/output sources connected to a hierarchical TDM switch. The simple idea behind these two algorithms is to schedule the traffic on the critical lines/trunks of a traffic matrix first. Extensive simulations revealed that the two proposed algorithms are very efficient.
For non-hierarchical TDM switching systems, PF the probability that the 2-Phase algorithm failed to generate optimal TSAs is found to be 3 x and independent of switch size. For hierarchical switching systems, the percentage increase in frame length as a result of non-optimal TSA by the 3-Phase algorithm is about 0.1%. That means on the average only one extra time slot is required for a frame of 1000 time slots.
In this paper we only focus on the unicast TSA problem.
The multicast TSA problem is also a very interesting topic for further study. It is also worthwhile to study the performance of the proposed algorithms in a packet switching system.
