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Abstract
Highly accurate approximation is obtained through the techniques of defect correction and domain decomposition for
second-order elliptic boundary value problems on a disc. The basic solution is computed using the Schwarz domain decom-
position procedure and bilinear Galerkin 4nite element approximation on each subdomain to get an O(h2) accurate basic
solution in higher-order discrete Sobolev norms. The defects are then computed using high-order polynomials (Lagrange
polynomials or splines) to get as many O(h2) corrections as possible. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Finite element methods have been widely used in approximating solutions of di;erential equations
modelling various physical phenomenas. The precision of the numerical solution depends essentially
on the degree of the 4nite element spaces which are used. This technique leads to a system of
algebraic equations to be solved. To get a highly accurate approximation we use high-degree 4nite
element spaces. But this generates a big and complex system which is computationally expensive.
Highly accurate approximations can, of course, be obtained through the technique of defect correction.
This was introduced by Stetter [11], Bohmer and Stetter [2] in a genaral context and by Barrett
et al. [1], Moore [7] and Chibi and Moore [5] in a 4nite element context. In this article we study
the technique of defect correction for elliptic boundary value problems in two dimensions. For
one-dimensional problems, the works of Barrett et al. [1], Moore [7] and Skeel [9] have shown
that numerical approximations of order O(h2k+2) can be obtained after k corrections starting with an
O(h2) 4nite element approximation. For two-dimensional problems Chibi [4] has shown that on a
rectangular region, an O(h2) optimal improvement can only be obtained in the 4rst correction. This
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is due to the lack of regularity of the discrete problems beyond the second-order sobolev norms.
This in turn is due to the corners of the region. This result has been justi4ed in [5] by considering
an in4nite strip on which we can perform as many O(h2) corrections as we need. On this region,
the optimality of the basic solution is obtained through a uniform mesh. This uniformity is lost on
an arbitrary region. We believe that the success of the defect-correction technique is based on the
uniformity of the mesh and the high-order regularity of the solution. One way of combining this
two ideas, for a general smooth region, is through the Schwarz domain decomposition method.
Our aim in this article is to consider the defect-correction technique for boundary value problems
on a suGciently smooth region. The 4rst region we start considering is a disc which we split into
two overlapping regions 1 and 2; where 1 is an annulus and 2 is a rectangle. In the literature
we mention the work of StariHus [10] in which he looked at how to combine di;erence methods
through the Schwarz domain decomposition procedure. In Section 2 we review, as in [5], the results
of the defect-correction technique on 2 where we can see the inIuence of the corners on the rate of
convergence of the corrections. This de4ciency is eliminated on  due to the overlapping structure
of the domain decomposition method. In Section 3 we analyse the defect-correction technique on
the annulus region 1. In Section 4, we combine the results of the previous two sections through
the Schwarz domain decomposition method to get higher-order global approxiomation using defect
corrections.
2. Defect correction on the rectangular region 2
We consider the Dirichlet problem
Lu=−(pu) + qu= f in 2; (1)
u= g on @2; (2)
where p∈W 1;∞(2); q  0 and belongs to L∞(2); f∈L2(2) and g∈H 3=2(@2), which in the
weak form can be written as: Find u∈H 1E(2) = {v∈H 1(2); v|@2 = g} such that
a2(u; v) = (f; v) ∀v∈H 10 (2); (3)
where
a2(u; v) =
∫
2
{puv+ quv} d2
and
(f; v) =
∫
2
fv d2:
We let V h(2) be the space of uniform bilinear 4nite elements over 2. Hence we have the discrete
problem: Find uh ∈V hE (2)={vh ∈V h(2); vh|@2 =ghI } (ghI is the interpolant of g in V h) such that
a2(uh; vh) = (f; vh) ∀vh ∈V h0 (2):
We introduce the following discrete Sobolev norms:
‖ w ‖2Dk =
2∑
i; j=1
‖ w ‖2D kxixj ; (4)
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where
‖ w ‖2Dkxixj =
∑
m;n∈∗
∑
l+l′6k
{@lxi@l
′
xjw(xm; xn)}2
with @lxw(:; :) = w[x; x+ h; x+ 2h; : : : ; x+ lh; :] and 
∗ is the set of points (xm; xn) in the mesh from
which we can perform di;erences inside the discrete region h. Then the following result holds [5]:
Theorem 2.1. Let u∈H 4(2) then the bilinear Galerkin solution uh of the Dirichlet problem (1)–
(2) satis5es
‖ u− uh ‖D2 6Ch2 ‖ u ‖H 4(2); (5)
where C is a generic constant independent of h and in the sequel may have di6erent values at
di6erent places.
Similar results for higher-order divided di;erence norms is not possible due to the loss of high-order
discrete regularity results.
To obtain a high-order global approximation to problem (1)–(2) through defect correction, we
introduce high-order piecewise polynomial spaces W hi;E , i an integer ¿1 (Lagrange polynomials or
splines). A defect-correction iterative procedure is de4ned by
a2(uhi ; v
h) = a2(uhi−1; v
h) + (fi; vh) ∀vh ∈V h0 (2); (6)
where the defect
(fi; vh) = (f; vh)− a2(Piuhi−1; vh) ∀vh ∈V h0 (2)
and Pi : V hE → W hi;E (space polynomials of degree 2i+1) are bijective nodal interpolatory mappings.
To analyse the error of the corrections uhi we rewrite (6) in the following form:
a2(wh; vh) = a2(w; vh) ∀vh ∈V h0 (2);
where wh = uhi − uhI and w = uhi−1 − uhI − Pi(uhi−1 − uhI ) + (u − PiuhI ), hence wh is regarded as the
Galerkin approximation to w: Therefore, we have
‖ wh − whI ‖L2(2) 6Ch2
(∑
e∈2
|w|22; e
)1=2
(7)
but whI = 0: Thus, the above inequality becomes
‖ uhi − uhI ‖L2(2) 6Ch2


(∑
e∈2
|Pi(uhi−1 − uhI )|22; e
)1=2
+
(∑
e∈2
|u− PiuhI |22; e
)1=2 :
Assuming the following D2-stability condition(∑
e∈2
|Pi(uhi−1 − uhI )|22; e
)1=2
6 ‖ uhi−1 − uhI ‖D2 ;
where  is a positive constant, we have
‖ uhi − uhI ‖L2(2) 6Ch2

‖ uhi−1 − uhI ‖D2 +
(∑
e∈2
|u− PiuhI |22; e
)1=2 : (8)
44 A.-S. Chibi / Journal of Computational and Applied Mathematics 130 (2001) 41–51
Fig. 1.
Thus, we can perform only one correction by letting W h1; E to be the space of piecewise bicubic
polynomials (Lagrange polynomials or splines) so that we have (when i=1) the only optimal result,
‖ uh1 − uhI ‖L2(2) 6Ch4 ‖ u ‖H 4(2) : (9)
3. Defect correction on the annulus region 1
In this section we consider (1) on the annulus region 1 with the following boundary conditions
(see Fig. 1):
u= g on @;
u= g1 on @1:
Similar weak formulation as in (3) holds, i.e.,∫
1
{puv+ quv} d1 =
∫
1
fv d1 ∀v∈H 10 (1) (10)
which in polar coordinates gives (by taking q= 0 to simplify the analysis)∫
ˆ1
pˆ(r; !)
{
@uˆ
@r
@v
@r
+
1
r2
@uˆ
@!
@v
@!
}
r dr d!=
∫
ˆ1
fˆvr dr d! ∀v∈H 10 (ˆ1);
where 1 is an in4nite strip in the (r; !) plane with periodic boundary conditions in !.
In what follows, we prove that high-order divided di;erence norms of uˆ h− uˆ hI are O(h2) accurate.
We shall see that this is possible due to the periodicity in the !-direction.
We know that
a1(uˆ
h − uˆ hI ; vh) = a1(uˆ− uˆ hI ; vh) ∀vh ∈V h0 (ˆ1): (11)
By setting ehI = uˆ
h − uˆ hI and eI = uˆ− uˆ hI , taking p∈W n;∞(1) and u∈H n+3(1) we obtain
a1(@n! (uˆ
h − uˆ hI ); vh) = a1(@n! ehI ; vh) ∀vh ∈V h0 (ˆ1)
=
∫
ˆ1
{
p1
@(@n! e
h
I )
@r
@v
@r
+ p2
@(@n! e
h
I )
@!
@v
@!
}
dr d!
=
∫
ˆ1
[
@n!
{
p1
@ehI
@r
}
@vh
@r
+ @n!
{
p2
@ehI
@!
}
@vh
@!
]
dr d!
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−
∫
ˆ1
n∑
m=1
[
@m! p1@
n
!
{
@ehI
@r
}]
@vh
@r
dr d!
−
∫
ˆ1
n∑
m=1
[
@m! p2@
n
!
{
@ehI
@!
}]
@vh
@!
dr d! (12)
by Leibniz’s formula and where p1=rp(r; !) and p2=p(r; !)r. Furthermore, by using the periodicity
and (12) we obtain∣∣∣∣∣
∫
ˆ1
[
@n!
{
p1
@ehI
@r
}
@vh
@r
+ @n!
{
p2
@ehI
@!
}
@vh
@!
]
dr d!
∣∣∣∣∣
=
∣∣∣∣∣
∫
ˆ1
[
@n!
{
p1
@eI
@r
}
@vh
@r
+ @n!
{
p2
@eI
@!
}
@vh
@!
]
dr d!
∣∣∣∣∣
=
∣∣∣∣∣
n∑
m=0
∫
ˆ1
[
@n! (p1)@
m
!
{
@eI
@r
}
@vh
@r
+ @n! (p2)@
m
!
{
@eI
@!
}
@vh
@!
]
dr d!
∣∣∣∣∣
6C
n∑
m=0
∫
ˆ1
[∣∣∣∣@m!
{
@eI
@r
}∣∣∣∣
∣∣∣∣∣@v
h
@r
∣∣∣∣∣+
∣∣∣∣@m!
{
@eI
@!
}∣∣∣∣
∣∣∣∣∣@v
h
@!
∣∣∣∣∣
]
dr d!
6C
n∑
m=0
‖ @m! eI ‖1; ˆ1‖ vh ‖1; ˆ1
6Ch2
n∑
m=0
‖ @m! u ‖3; ˆ1‖ vh ‖1; ˆ1 6Ch2 ‖ u ‖n+3; ˆ1‖ vh ‖1; ˆ1 :
Putting vh = @n! (uˆ
h − uˆ hI ) and using the V h-ellipticity of a1(:; :) we obtain
‖ @n! (uˆ h − uˆ hI ) ‖1; ˆ1 6Ch2
{
n∑
m=0
‖ @m! uˆ ‖3; ˆ1 +
n∑
m=0
‖ @n! (uˆ h − uˆ hI ) ‖1; ˆ1
}
:
Thus
‖ @n! (uˆ h − uˆ hI ) ‖1; ˆ1 6Ch2
{
‖ uˆ ‖n+3; ˆ1 +
n−1∑
m=0
‖ @m! (ehI ) ‖1; ˆ1
}
: (13)
Since we already know that
‖ uˆ h − uˆ hI ‖1; ˆ1 =O(h2);
it follows by induction that
‖ @n! (uˆ h − uˆ hI ) ‖1; ˆ1 =O(h2) ∀n¿1: (14)
We now prove the same result for all the remaining di;erences of order n. We let "i; j to be the
basis functions in V h(ˆ1) and ˆij their supports. Since
a1(uˆ
h − uˆ hI ; "i; j) = a1(uˆ− uˆ hI ; "i; j)
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Fig. 2.
we get
pC1
∫
ˆij
@ehI
@r
@vh
@r
dr d!=
∫
ˆij
[
(pC1 − p1)
@ehI
@r
@vh
@r
− p2 @e
h
@!
@vh
@!
]
dr d!+ a1(uˆ
h − uˆ hI ; "i; j);
(15)
pC1
∫
ˆij
@ehI
@r
@vh
@r
dr d!=
−hk
3
@2r{ehI (:; !i−1) + 4ehI (:; !i) + ehI (:; !i+1)}j−1 − 2hk@2r e hI (:; !i)j−1:
We then apply @n−2! to both sides of Eq. (15) to get
‖ @n−2! @2r (ehI ) ‖D0 6Ch2 ‖ uˆ ‖n+2; ˆ1 :
Following the same argument, it follows by induction that
‖ @i!@jr(ehI ) ‖D0 6Ch2 ‖ uˆ ‖n+2; ˆ1 (with i + j = n):
To conclude this section, we note that the above result will enable us to perform as many O(h2)
corrections as we need using (8).
4. Defect correction and domain decomposition
In this section we combine the results of the previous two sections by considering  to be a disc
split into two overlapping subregions 1 and 2, where 1 is an annulus and 2 is a rectangle (see
Fig. 2. Hence, to solve the boundary value problem (1)–(2) on the region  we only need to 4nd
the solutions of the following coupled subproblems:
Lu1 = f in 1;
u1 = g on @;
u1 = u2 on @1;
(16)
Lu2 = f in 2;
u2 = u1 on @2:
(17)
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The convergence of this iterative process is treated in Lions [6]. We cover 1 (which is a rectangular
region in polar coordinates) and 2 with two di;erent meshes of bilinear 4nite elements, i.e.,
1 =
M⋃
i=1
Ki1; 2 =
M ′⋃
i=1
Ki2
and (Kij)j=1;2 are rectangles. We let V
h(i) to be the space of uniform bilinear 4nite elements on
i i;=1; 2. The discrete Schwarz alternating method is written in the following form:
(Luh1 ; v
h) = (f; vh) ∀vh ∈V h0 (1);
uh1 = g
h
I on @;
uh1 = Pku
h
2 on @1
(18)
(Luh2 ; w
h) = (f;wh) ∀wh ∈V h0 (2);
uh2 = Pku
h
1 on @2;
(19)
where Pk is an interpolation operator of order k to be chosen so that we can get as many O(h2)
di;erences of the basic bilinear Galerkin solution as possible. They are necessary for the computation
of the corrections. ghI is the interpolant of g in V
h(1). We note that these coupled discrete problems
are solved iteratively starting with an initial boundary condition on @1:
4.1. Convergence of the discrete Schwarz method
To be able to study the convergence of the Galerkin solution in ‖ : ‖Dk ; k¿0, we formulate the
alternative as two independent variational problems as in [3]. We then use interior results and the
results of Section 2 for the 4rst problem and the periodicity for the second problem (see Section 3)
to get optimal convergence results in ‖ : ‖Dk for the bilinear Galerkin solution. This result enable
us to perform as many optimal O(h2) corrections as we need. We introduce the following auxiliary
problems:
ai(yi; v) = 0 ∀v∈H 10 (i);
y1|@ = g; yi|@i = wi; ∀(w1; w2)∈H 1=2(@1)× H 1=2(@2);
(20)
ai(y˜ i; v) = (f; v) ∀v∈H 10 (i);
y˜ 1|@∪@1 = y˜ 2|@2 = 0
(21)
and the trace mappings
T i :H 1=2(@j)→ H 1=2(@i);
vj → yj|@i ∀i = j:
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We let Ei = H 1=2(@i); i = 1; 2 and
T :E1 × E2 → E1 × E2;
(v1; v2) = (T 1(v2) + t1; T 2(v1) + t2)
= (T1(v2); T2(v1))
with ti = y˜ j|@i : The approximate analogs of (20) and (21) are
ai(yhi ; v
h) = 0 ∀vh ∈V h0 (i);
y h1 |@ = ghI ; y hi |@i = Pkwhi ;
(22)
ai(y˜
h
i ; v
h) = (f; vh) ∀vh ∈V h0 (i);
y˜h1|@∪@1 = 0; y˜ 2|@2 = 0:
(23)
We let t hi = Pk(y˜
h
j |@i); i; j = 1; 2; i = j with Pk are interpolation operators over
E hi = {vh|@i ;∀vh ∈V h0 (i)}:
We consider the approximate mappings
T h :E h1 × E h2 → E h1 × E h2 ;
(vh1 ; v
h
2 ) = ( OT
h
1 (v
h
2 ) + t
h
1 ; OT
h
2 (v
h
1 ) + t
h
2 )
= (T h1 (v
h
2 ); T
h
2 (v
h
1 )):
Systems (20), (21) are equivalent to the 4xed-point problem
zi = Ti(zj) = Ti(zj) + ti (24)
and the discrete analog is
z hi = T
h
i (z
h
j ) = T
h
i (z
h
j ) + t
h
i : (25)
Lemma 4.1. T and T h are contraction mappings over E = E1 × E2 and E h; respectively.
This result guarantees the existence of 4xed points for problems (24) and (25): We remark that
ui = yi + y˜ i and u
h
i = y
h
i + y˜
h
i :
We prove the H 1-convergence of the basic Galerkin solution in i (i= 1; 2) in the next theorem.
First we have the preliminary result
Lemma 4.2. If u∈H 2(); then
‖ zi − z hi ‖1=2; @i 6Ch{|u|2;1 + |u|2;2}
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Proof. We have
‖ zi − z hi ‖1=2; @i6 {‖ zi − T hi (zj) ‖1=2; @i + ‖ T hi (zj)− z hi ‖1=2; @i}
6 {‖ Ti(zj)− T hi (zj) ‖1=2; @i + ‖ T hi (zj)− T hi (z hj ) ‖1=2; @i}
6Ch|u|2;j+ ‖ T hi ‖‖ zj − z hj ‖1=2; @j
6Ch|u|2;j+ ‖ T hi ‖ {Ch|u|2;i+ ‖ T hj ‖‖ zi − z hi ‖1=2; @i}:
The last inequality implies
‖ zi − z hi ‖1=2; @i 6Ch{|u|2;1 + |u|2;2}:
We now consider the problems
ai(uhi ; v
h) = (f; vh) ∀vh ∈V h0 (i);
uhi |@i = Pkz hi ; uh1 |@ = ghI ; (26)
ai(uˆ
h
i ; v
h) = (f; vh) ∀vh ∈V h0 (i);
uˆ hi |@i = z hi; I; uˆ h1|@ = ghI : (27)
Theorem 4.3. If u∈H 2(); then
‖ ui − uhi ‖1;i 6Ch{|u|2;1 + |u|2;2}:
Proof. By the triangle inequality we have
‖ ui − uhi ‖1;i6 ‖ ui − uˆ hi ‖1;i + ‖ uˆ hi − uhi ‖1;i :
6C{h|u|2;i+ ‖ z hi − z hi; I ‖1=2; @i}
6C{h|u|2;i+ ‖ )i(z hi − zi) ‖1=2; @i}
6Ch{|u|2;1 + |u|2;2}
using Lemma 4.2. and where )i is the bilinear interpolation operator over V h0 (i):
To prove the O(h2) covergence of uh in ‖ : ‖Dk k¿0 we observe that
uh =
{
uh1 in 
h
1 ;
uh2 in 
h
2 :
We therefore write for ||6k
‖ @(u− uh) ‖20; = ‖ @(u− uh1 ) ‖20;1 + ‖ @(u− uh2 ) ‖20;\1 :
The second term is estimated using interior results of Nitsche and Schatz [8, Theorem 6:1] which
gives the following result:
‖ @(u− uh2 ) ‖0;\1 6C{h2 ‖ u ‖2+||;2 + ‖ u− uh2 ‖0;2}: (28)
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Table 1
The dependence of the convergence of the di;erence norms of the bilinear Galerkin approximation on the degree of the
interpolation polynomials computed on the annulus, r stands for ratio
Norms P1 P2 P3 P4
0:491(−1) 0:493(−1) 0:504(−1) 0:501(−1)
D0 0:127(−1) r = 3:86 0:127(−1) r = 3:85 0:129(−1) r = 3:89 0:129(−1) r = 3:87
0:321(−2) r = 3:95 0:327(−2) r = 3:90 0:329(−2) r = 3:92 0:330(−2) r = 3:92
0.365 0.363 0.359 0:359
D1 0:951(−1) r = 3:83 0:949(−1) r = 3:82 0:944(−1) r = 3:80 0:944(−1) r = 3:81
0:242(−1) r = 3:92 0:240(−1) r = 3:95 0:239(−1) r = 3:94 0:239(−1) r = 3:94
0.282(1) 0.281(1) 0.277(1) 0.282(1)
D2 0:594 r = 4:74 0:785 r = 3:75 0:762 r = 3:55 0:763 r = 3:69
0:204 r = 2:90 0:199 r = 3:94 0:198 r = 3:85 0:198 r = 3:85
0.176(2) 0.178(2)
D3 0:453(1) r = 3:89 0:464(1) r = 3:81
0:123(1) r = 3:66 0:123(1) r = 3:75
0.701(2)
D4 0:307(2) r = 2:28
0:871(1) r = 3:52
To obtain similar results on the annulus as in Section 3 we need certain regularity results on the
discrete Dirichlet condition on the interior boundary of the annulus. We get this by interpolating
the discrete results computed in 2 on this boundary by polynomials of higher degree depending on
how many corrections we wish to compute (see Table 1). Thus we get
‖ @(u− uh1 ) ‖20;1 6Ch2 ‖ u ‖2+||; : (29)
4.2. The defect-correction formulation
Because we formulated, using the Schwarz method, the basic discrete problem as two independent
subproblems, the defect-correction procedure will also be written in the same way,
a1(uhn;1 − uhn−1;1; vh) = (fn;1; vh) ∀vh ∈V h0 (1);
a2(uhn;2 − uhn−1;2; vh) = (fn;2; vh) ∀vh ∈V h0 (2);
where
(fn;1; vh) = (f; vh)− a1(Pnuhn−1;1; vh) ∀vh ∈V h0 (1)
and
(fn;2; vh) = (f; vh)− a2(Pnuhn−1;2; vh) ∀vh ∈V h0 (2)
with uh0;1 = u
h
1 , u
h
0;2 = u
h
2 : Using (8), (28) and (29) we can perform as many O(h
2) corrections as we
need.
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4.3. Numerical results
We list below numerical results for the model problem −Qu= f (f is chosen so that u(x; y) =
sin(2(x+y)=3)). It is solved on the unit disc by the Schwarz procedure and bilinear 4nite elements.
These results show the dependence of the number of di;erence norms of the bilinear Galerkin
approximation which remain O(h2) on the degree of the interpolation operators used in Schwarz
method.
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