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Abstract
Designing social robots with the aim to increase
their acceptance is crucial for the success of their
implementation. However, even though increasing
anthropomorphism is often seen as a promising
way to achieve this goal, the uncanny valley effect
proposes that anthropomorphism can be detrimental to
acceptance unless robots are almost indistinguishable
from humans. Against this background, we use a
dual processing theory approach to investigate whether
an uncanny valley of perceived trustworthiness (PT)
can be observed for social robots and how this effect
differs between the intuitive and deliberate reasoning
system.
The results of an experiment with four
conditions and 227 participants provide support for
the uncanny valley effect. Furthermore, mediation
analyses suggested that use intention decreases through
both reduced intuitive and deliberate PT for medium
levels of anthropomorphism.
However, for high
levels of anthropomorphism (indistinguishable from real
human), only intuitive PT determined use intention.
Consequently, our results indicate both advantages and
pitfalls of anthropomorphic design.

1.

Introduction

In almost all situations of our lives, first impressions
are made in the blink of an eye [1, 2] and often already
predict our further attitude and behavior. The reason
for this can be found in first impressions, especially
of visual beauty, leading to a halo effect due to
which further assumptions about the trustworthiness,
warmth, and competence of a robot are made [1, 2].
Further, as social robots are designed increasingly
similar to actual humans, anthropomorphism has shown
to significantly correlate with evaluations of perceived
trustworthiness (PT) [3, 4], a crucial predictor for use
intentions [5, 6]. Moreover, positive affect towards
robots, such as warmth and PT, are pivotal for humans
to accept and adopt social robots in their life [7],
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which is a necessary step to enable comfortable, social
human-robot interactions. Especially for the interaction
with robots, adding emotional and social interactions
tends to reduce the perceived stress and thus, increase
PT in the robot with which the interaction took place
[8]. However, while these aspects are also factors
for increased human-likeness of robots, the correlation
between anthropomorphism and positive affect towards
robots does not follow a linear line but enters at a
specific level an uncanny valley [9]. In the uncanny
valley, human actors have increased negative attitudes
towards robots, which become positive again when
anthropomorphism is almost indistinguishable from a
real human [9]. Even though the first introduction of the
uncanny valley effect happened a century ago and the
levels of anthropomorphism in robots have significantly
increased since then (see i.e. the robot Erica), the
uncanny valley effect seems to still hold true for higher
anthropomorphic robots [10, 11].
While increased anthropomorphism has several
positive effects, it might also facilitate humans to apply
social reasoning towards robots (such as theory of
mind). As a consequence, human users may cease to
distinguish between humans and robots even though
it would be necessary [12]. In this respect, the
differentiation between two systems of social processing
is crucial: (1) an intuitive, affective system, and
(2) a cognitive, reflective system [13, 14]. Given
the increasing levels of anthropomorphism in robots,
the intuitive system might not be able anymore to
make a distinction between human and robot, while
i.e.
the cognitive system might then detect the
processing error [15, 16]. Given that PT is a complex
construct which also consists of emotional and cognitive
reasoning [17, 5], the dual-processing theory might
therefore be transferable when considering PT as
pivotal impact factor for social human-robot interactions
[18]. However, to the best of our knowledge, this
perspective has not yet been taken to investigate the
mediating effects of anthropomorphism level, intuitive
and deliberate PT on further use intentions.
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Consequently, this paper aims to investigate, a)
if and how the uncanny valley of PT for human-like
robots differs between intuitive and deliberate PT and
b) how these PT types influence the use intentions
of the robot. To address this research goal, we
first review literature regarding PT as a construct and
how it can be understood in correspondence to a
dual-processing theory. After that, we focus on PT
specifically in human-robot interactions by taking robot
anthropomorphism as one major influence factor on
pre-interaction PT evaluations. Next, we design a study
focusing on intuitive and deliberate pre-interaction PT
evaluations of social robots on four different levels
of anthropomorphism and investigate their mediating
effects on use in form of interaction intentions. From
the results of this study, we are able to sketch uncanny
valleys for the intuitive and deliberate evaluations each,
and identify the impact of both reasoning systems.

2.

Related Literature

The construction and introduction of social robots
receives more and more attention in various application
fields such as education, support for decision makers,
healthcare, therapy, at the workplace, or at home
[19, 20, 21, 22]. In all of these application fields,
the cooperation and collaboration with social robots is
crucial for their successful implementation. Therefore,
when designing robots for social interactions, there are
several (unwritten) rules and norms which robots need
to adhere to when they should be accepted in everyday
life [23, 21]. For instance, robots require human
spatial skills for moving naturally between humans
[24], or they need the ability to recognize and express
emotions and empathy [25]. While the degree of
fulfilling social requirements is also severely influenced
by how the robot behaves, its visual appearance already
gives first cues which lead to expectations about its
behavior [19]. That is, solely depending on the first
impression of a robot’s visual appearance, assumptions
about its capabilities and roles in social contexts are
automatically made [26, 27, 20]. However, designing for
high visual anthropomorphism might not always have
the desired effect, since it might lead to expectations
about the robot which cannot be met during interaction
[28]. Therefore, a focused investigation of the especially
relevant construct of PT for high anthropomorphic
robots seems reasonable.

2.1.

Dual-Processing Theory and Perceived
Trustworthiness

In social interactions, trust and PT are crucial
and complex constructs which can be subdivided into

different types.
One approach from Information
Systems research is the distinction between (1) trust
beliefs, (2) trusting intention, and (3) disposition to trust
[17, 5]. In this paper, we further focus on (1) trusting
beliefs which are elicited by a robot’s visual design
features (in means of anthropomorphism) and which
are in this paper referred to as PT. PT can be further
subdivided i.e. into emotional vs. cognitive PT [18],
which might also be integrated with one another [29].
Since PT is a social construct, this integration
might be similar to the dual-processing theory of
social reasoning, in which system 1 is characterized
as affective, automatic, and intuitive processing, while
system 2 is thought to be cognitive, rational, and
deliberate processing [13]. Consequently, the often
conceptualized emotional and cognitive component of
PT might also be seen as system 1 and system 2
reasoning [18]. System 1, or in this paper further
referred to as ”intuitive PT” evaluates stimuli fast and
is more prone to erroneous decisions than system 2
[30]. The processing in system 2, further referred to as
”deliberate PT” can either support or contradict to what
has already been evaluated in system 1 [13]; however, it
can not completely inhibit system 1 [14].
By taking this dual-processing perspective, we make
the implicit assumption that human-robot interactions
require social reasoning and cognition. Apparently,
while robots become more human-like, there is the
belief that the social processing of robots will also
become closer to that of a human [13]. Research stating
that humans do not differentiate much between robots
and humans when both are perceived as trustworthy
[31] further supports this assumption.
However,
when it comes to how PT is evaluated, there are
general differences between how we evaluate the PT
of a human and how that of a technology [32].
This further implies the question, with which criteria
the PT of a robot might be evaluated. Do users
assess criteria closer to human-related factors, such as
competence or benevolence, or are they more concerned
about technological factors, such as reliability and
helpfulness? Especially in relation to different levels of
anthropomorphism and a possible uncanny valley, these
questions might further help to gain deeper insights
into how humans perceive and evaluate social robots.
Thus, we take these factors into account for measuring
deliberate PT, but will not discuss them further.

2.2.

Anthropomorphism and the Uncanny
Valley

Studies investigating the antecedents of human PT
in robots have identified that both human characteristics
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and ability, as well as robotic attributes and performance
impact how trustworthy a robot is perceived [3,
7]. For instance, the personality traits of humans
can significantly impact their attitudes towards the
robot [33]. Among robot characteristics or attributes,
anthropomorphism has also shown to significantly
correlate with PT ratings [3] and generally can be
represented through visual cues, auditory, or behavioral
characteristics of robots [34]. In the frame of this work,
however, we focus on the visual cues only, as this is
about the first cue we perceive and evaluate from a
robot, which may lead to starting a conversation and
subsequently evaluating its speech and behavior.
When talking about anthropomorphism of robots,
however, the uncanny valley effect also needs to be
addressed [9]. This effect is one of the most relevant
approaches to explain how individuals differentiate
between humans and robots, or more precisely, between
different levels of anthropomorphism [9, 6]. This
effect proposes that if anthropomorphism reaches a
certain level between high and low human-likeness,
the uncanny valley is entered [35], which results in
more negative reactions against this entity. Only
when anthropomorphism is high and becomes almost
indistinguishable from a human, the impression
becomes more positive again. While changes in the
evaluation of robots between first impression and first
interaction are likely [36], we will further focus on
first impression and its uncanny valley, only. Further,
since Marthur et al. [37] have already shown for a
variety of robot faces that the uncanny valley effect
generally holds true when affect and PT are evaluated
in first impressions, we further explicitly consider PT
as dual-process and investigate the differences between
intuitive and deliberate PT evaluations not only in regard
to an uncanny valley, but also regarding their mediating
effects on use/interaction intentions.

3.
3.1.

to be working in the services sector (17.62%), followed
by the IT sector (13.22%) and business administration
sector (9.69%) The remaining participants (59.47%)
worked in a diverse set of other sectors or were currently
unemployed.

3.2.

In order to investigate possible uncanny valleys
existing for intuitive and deliberate PT, we included
robots at four different anthropomorphism levels in our
study. Since women tend to be perceived as being
more trustworthy [38], we decided to include mainly
female robots. More precisely, we included Nao as
representative control group for low anthropomorphism
which is at the same time the only gender-less robot
condition. For higher degrees of anthropomorphism,
we used Sophia for medium-low anthropomorphism,
Mark1 for medium-high anthropomorphism, and finally,
a human for the high anthropomorphism (Figure 1). At
this point, it needs to be noted that participants were
told that all photographs illustrated robots, including the
human.

Figure 1. Stimuli Used in the Survey

Method
Sample

We used the online platform clickworker to recruit
participants for the survey. 253 participants completed
the questionnaire.
After excluding participants
who were faster than 90% of the sample, to
remove participants who merely clicked through the
questionnaire without answering the questions seriously,
227 participants remained. 60.79% of participants were
male and 38.76% were female and one participant was
non-binary/diverse (0.44%). Additionally, participants
were between 18 and 69 years old (M = 37.83,
SD = 11.74). The majority of participants indicated

Stimuli

3.3.

Study Design

To investigate how intuitive and deliberate PT
are evaluated based on a robot’s visual appearance,
we created an online survey designed as follows.
First, participants had to rate their general attitude
towards technology and their PT perceptions regarding
technology, innovations, and humans. After that,
pictures of the robots were shown and intuitive PT was
measured with time restrictions for the decision to make.
This was followed by demographic questions, in which
a control question was included to filter out inattentive
participants. In case the control question was answered
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Integrity
Benevolence
Competence
Reliability
Helpfulness
Functionality

Trust Intention
0.79
0.80
0.76
0.78
0.80
0.80

Integrity

Benevolence

Competence

Reliability

Helpfulness

0.83
0.79
0.82
0.83
0.82

0.79
0.75
0.84
0.82

0.80
0.90
0.88

0.84
0.82

0.90

Table 1. Correlations between PT Scales

wrong, the questionnaire was closed and participants
could not continue.
If the control question was
answered correctly, participants proceeded to rate the
robot conditions for deliberate PT for which the pictorial
stimuli were shown and had to imagine they had the
opportunity to use the robot in a shopping situation
before the scales appeared.
Finally, participants
answered the humanness manipulation check, after
which they were thanked, debriefed and received their
clickworker code. This study design is justified by the
visual robot appearance having a significant impact on
trust evaluations, which is already formed at the first
impression of the robot and significantly impacts further
evaluations of the robot [1, 2]. Therefore, we use images
of robots as stimuli which provide us a first indication of
how PT of the robots is evaluated.

3.4.

Measurements

We included a single item scale for intuitive PT that
had to be rated on a 5-point Likert scale (”To which
degree would you trust this robot”, from 5=completely
to 1=not at all). To avoid biases due to the single
item, we repeated this question three times for each
included robot (i.e., participants completed 12 trials in
total) in randomized order and averaged the answers
across the three trials for each robot for further analyses.
Deliberate PT was measured primarily with the three
items for trusting intentions scale from McKnight et
al. [39] used by [32] (e.g., “I can always rely on
this robot for buying new products”). Since this
construct might not fully capture deliberate PT, we
additionally included the PT scales [32] of human-PT
being integrity, competence, and benevolence [39] and
of technology-PT being functionality, helpfulness, and
reliability [40]. All of these scales, however, were
only shown for one randomly selected robot (leading
to 53 data points for low, 56 for medium-low, and
59 each for medium-high and high condition), while
the perceived trusting intentions scale was shown for
every robot so that the questionnaire did not get too
tiring. Finally, we included a use intention scale for
every robot, which was adapted from Davis et al.
[41] (e.g., “I would use this robot to assist me in my

buying decision”) to further interpret how intuitive and
deliberate PT influence use intentions and thus, further
HRI. Cronbach’s Alpha indicated sufficient reliability
for all three scales (intuitive PT: .87, between .94 and .97
for individual robots; deliberate PT: .94, between .91 to
.93 for individual robots; use intention: .95, between .93
and .94 for individual robots) [42]. The manipulation
check for humanness (“Please indicate to which degree
the robots pictured below look like a machine or a
person to you”) consisted of rating the humanness of
each stimuli on a scale from 0% (= machine-like) to
100% (= person-like).
To ensure that intuitive and deliberate processing
were primarily measured, we used two means: (1) a
time pressure/time delay component and (2) one-item
question for intuitive trustworthiness, and a multi-item
questionnaire for the deliberate trustworthiness. Using
a time component in a questionnaire to distinguish
between intuitive and reflective system has shown to
be a common method in other studies [43, 44, 30].
Therefore, image and scale for the intuitive PT scale
was shown for merely 4 seconds in which participants
had to make a decision. In case they did not make
an input within the 4 seconds, the system remained at
the question and robot. For the deliberate PT, first,
the image of the robot was shown alone and after 5
seconds the scales appeared in addition to the image and
were then clickable. Through this, we tried to ensure
that participants looked at the stimuli for a certain time
before evaluating the deliberate PT scales taken from
McKnight et al. [39, 40].

4.

Results

Means and standard deviations are given in Table
2. Because the assumption of sphericity was violated
for intuitive and deliberate PT, we analyzed the
data using oneway repeated measures ANOVAs with
Greenhouse-Geisser correction. Additionally, we used
Tukey-corrected post-hoc tests for follow-up analyses.
Because we measured only PT intention in a within
design, we chose to use it as our main outcome for
overall PT. To validate that it covers different facets of
PT, we looked at bivariate correlations. All PT scales
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Anthropomorphism
Intuitive PT
Deliberate PT
Use Intention

Low
M (SD)
2.94 (1.08)
3.86 (1.51)
4.02 (1.60)

Medium-Low
M (SD)
2.27 (0.91)
3.13 (1.47)
3.25 (1.59)

Medium-High
M (SD)
2.53 (1.03)
3.34 (1.51)
3.51 (1.54)

High/Human
M (SD)
3.70 (1.03)
4.30 (1.53)
4.48 (1.56)

Table 2. Means and Standard Deviations for Intuitive and Deliberate PT

were significantly correlated, with a minimum value of
.75 and the minimum value for PT intention was at .76.
Therefore, the measures were highly correlated which
lets us assume that the trust intention scale sufficiently
represents the different PT facets as a measure.

4.1.

Manipulation Checks

on the detected uncanny valley effects is given in Figure
2 which shows that both valleys seem to be mostly
parallel for the anthropomorphism levels. Further, since
PT is a crucial impact factor for robot acceptance and
further use intentions, we investigate the impact of
anthropomorphism levels, intuitive PT, and deliberate
PT on use intention in the following model (Figure 3).

The ANOVA for the manipulation check of
anthropomorphism was significant (F (2.52, 559.74) =
1106.98, p < .001, ηG = .735). Post-hoc tests showed
that the high condition was seen as most human-like
(94.97%), followed by the medium-high condition
(54.15%), the medium-low condition (30.43%), and
then the low condition (7.62%) (all with p < .001,
on a scale from 0% being machine-like and 100%
being person-like). Therefore, the anthropomorphism
manipulation was successful.

4.2.

Experimental Results

Intuitive PT: The repeated measures ANOVA
revealed a significant main effect (F (2.64, 597.27) =
123.56, p < .001) pointing to an uncanny valley effect.
That is, post-hoc tests showed that this was due to
higher PT ratings for the high condition than for any
other condition, followed by the low anthropomorphism
condition,
the medium-high anthropomorphism
condition, and, finally, the medium-low condition. All
ps were < .001 except for the difference between the
medium-low and medium-high conditions, which was
at .007. Consequently, these results support the uncanny
valley effect for the intuitive PT for which current high
anthropomorphism levels still do not seem to be high
enough.
Deliberate PT: For deliberate PT, a similar pattern
emerged. Post-hoc tests after the significant ANOVA
((F (2.73, 616.99) = 63.95, p < .001) showed that the
high anthropomorphism condition had again the highest
PT ratings, followed by the low anthropomorphism
condition (all ps < .001). However, in contrast to
intuitive PT, no significant difference could be found
between the medium-low and medium-high condition
(p = .120). These results support the uncanny valley
effect also exists for deliberate PT ratings, albeit rated
generally higher than intuitive PT. A graphical overview

Figure 2. Uncanny Valleys of Intuitive and
Deliberate PT

4.3.

Mediation Analysis

We used multilevel mediation analyses in a 1-1-1
mediation [45] with the R package mediation [46] and
lme4 to check to which degree deliberate and intuitive
PT contribute to explain the effects of the robots’
anthropomorphism on reuse intention. The intraclass
correlation (ICC) indicated that using a multilevel
approach is necessary for both deliberate PT (ICC = .49)
and intuitive PT (ICC = .15). The anthropomorphism
conditions were dummy coded, with the low condition
coded as 0 and the other three robots coded as 1. We
used a model with random intercepts and fixed slopes.
The overall results of the mediation model are displayed
in Figure 3.
Deliberate PT. For deliberate PT, a multilevel
model with PT as dependent variable and the
anthropomorphism conditions as well as intuitive PT
as predictors revealed that the medium-low condition
(beta = −.17, p = .001) and the medium-high
condition (beta = −.15, p < .003) were perceived less
trustworthy than the low condition, whereas the high
condition did not show a significant difference from the
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Figure 3. Results of the Mediation Model

low condition (beta = −.05, p < .32). Additionally,
higher intuitive PT also lead to a higher degree of
deliberate PT (beta = −.50, p < .001). A regression on
intention to use showed that both deliberate PT (beta =
.75, p < .001) and intuitive PT (beta = .14, p < .001)
were positively and significantly related to intention to
use, whereas none of the anthropomorphism conditions
reached significance (all ps > .19). After 5000
iterations, the confidence interval for the average causal
mediation effects (ACME) did not include zero for the
medium-low condition (beta = −.13, CI[−.21; −.05],
p = .002) and the medium-high condition (beta =
−.11, CI[−.20; −..04], p < .001) but did include zero
for the high condition (beta = −.04, CI[−.12; .04],
p = .32).
Therefore, our results support that
increasing anthropomorphism of a robot to a medium
level decreases use intention through deliberate PT,
whereas there is no direct effect on deliberate PT of
increasing the anthropomorphism to a high level.
Intuitive PT. For intuitive PT we proceeded in three
steps. In step 1, we checked the anthropomorphism
level → intuitive PT → deliberate PT mediation, in step
2 the intuitive PT → deliberate PT → use intentions
relationship and finally, in step 3, the anthropomorphism
level → intuitive PT → intention to use mediation.
For step 1, the mediation analysis showed a
significant mediation effect as well as a confidence
interval excluding zero for all three anthropomorphism
levels. Specifically, the ACME indicated that seeing the
medium-low condition (beta = −.29,CI[−.37; −.22],

p < .001) and the medium-high condition (beta =
−.18,CI[−.25; −.11], p < .001) lead to reduced
deliberate PT because of reduced intuitive PT for these
robots. On the other hand, the high condition increased
deliberate PT through intuitive trustworthiness (beta =
.33,CI[.26; .41], p < .001). For the medium-low
condition (beta = −.17,CI[−.28; −.07], p =
.002) and the medium-high condition (beta =
−.16,CI[−.26; −.05], p = .004), a direct effect
remained, whereas no direct effect could be detected
for the high condition (p = .31). Therefore, especially
medium anthropomorphism levels lying in the uncanny
valley seem to negatively mediate PT perceptions.
2. For step 2, the mediation analysis revealed
that deliberate PT mediated the positive relationship
between intuitive PT and use intentions (β =
.38, CI[.34; .42], p < .001), while maintaining a direct
effect (β = .14, CI[.10; .18], p < .001). Thus,
deliberate PT seems to have a higher effect on intention
to use, while there is still an effect of intuitive PT on use
intentions which is not mediated by deliberate PT.
3.
For step 3, there were mediation
effects for the medium-low condition (β
=
−.08, CI[−.11; −.05], p < .001), the medium-high
condition (β = −.05, CI[−.07; −.03], p < .001), and
the high condition (β = .09, CI[.06; .13], p < .001),
while none of the direct effects were significant (all ps
> .190).
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5.

Discussion

The following discussion of our results will be
divided into two main aspects. First, we discuss
the influence of anthropomorphism on intuitive and
deliberate first impression PT and its consequences on
further human-robot interactions. Second, we focus on
our dual-processing perspective on PT for human-robot
interactions and derive a resulting process model of PT
evaluations and their impact on use intentions.

5.1.

The Power of Anthropomorphism, or
Not?

Despite social robots showing increasingly higher
levels of anthropomorphic appearance in recent years,
our results indicate that these levels may still
be insufficient.
That is, although we included
highly anthropomorphic robots such as Sophia and
Mark1 and participants could see them merely
as images (therefore avoiding the possibility that
insufficient speech production or behavior reduces
anthropomorphism), the uncanny valley was still entered
both for intuitive and deliberate PT, and, consequently,
use intention. For PT ratings, we could observe
that intuitive ratings were consistently lower than
deliberate PT ratings, which might point to the reflective
system consistently re-processing prior perceptions but
positively toward use intentions. This assumption is
also supported by our mediation model investigating
the mediating effects of intuitive PT on deliberate PT,
and both PT variants on use intentions. Whereas
both the medium-low and medium-high conditions
reduced use intentions through both deliberate and
intuitive PT compared to the low anthropomorphism
condition, a different picture emerged for the high
anthropomorphism condition.
Specifically, when
comparing the high anthropomorphism condition with
the low anthropomorphism condition, we could find no
support that deliberate PT was able to explain relevant
variance in addition to the intuitive PT. Consequently,
our results indicate that deliberate PT entered the
”same” uncanny valley as intuitive PT which might be
due to intuitive PT itself.
Further following this argument, when considering
only the low and high anthropomorphism conditions,
an increase in PT could be found for the high
anthropomorphism condition. Since this increase is
significant for intuitive PT, and further the mediation
effect of deliberate PT was not significant for the high
condition, the intuitive PT evaluation already seemed to
dictate how trustworthiness is to be perceived. Thus, it
is assumed that not much re-processing in the deliberate
system was necessary. That is, the first impression and

thus, the first intuitive evaluation seem to be consistent
with the further evaluation for both the obvious, low
anthropomorphic robot, and the real human, while
this seems not necessarily to be the case for robots
imitating humans. A result which challenges our prior
assumptions that the intuitive PT evaluation might not
be able to directly detect the medium-high robot as
robot. An explanation as to why this effect can be
observed can be given by neuroscientific studies which
show that the neural processing of robots having human
or human-like faces requires more cognitive effort than
processing real humans or obvious robot faces [15].
This phenomenon further supports our application of a
dual-processing perspective as it reflects (unconscious)
decision conflicts and errors within the perception and
evaluation process of social robots which might occur
primarily in deliberate PT.
When further applying this finding to the design
of social robots, it may need to be questioned
whether we should design robots like humans. This
thought has already been addressed by prior literature,
suggesting that the closer the design of a robot
gets to a human, the more we constrain the robot’s
capabilities to those of humans [28]. Furthermore,
designing robots like humans also elicits increased
social processing and categorizing of these robots
similar to human agents, which might lead to severe
disturbances in human-robot relationships and further
result in increased decision conflicts within the human
brain. Consequently, it can be argued that designing
robots more machine-like, but still in a way that they are
perceived as trustworthy seems to be more reasonable
than the aim for high anthropomorphism and creating
robots indistinguishable from humans. This thought
is further supported by literature stating that robots
should be designed according to the tasks they will
fulfill and the context in which they will interact with
humans [20, 27]. Consequently, it might be reasonable
to establish design guidelines focusing on social robots
within a specific role each - for instance, social robots
applied in elderly care might need to meet different
requirements than robots which act as language teachers
[47].

5.2.

The Dual-Processing Perspective on
Perceived Trustworthiness

The application of a dual-processing perspective of
first impression PT has given us several insights into
the formation and influence of PT evaluations on further
use intentions. During our mediation analysis, we
have shown that intuitive PT acts as mediator between
the perceived anthropomorphism level of the robot and
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the formed deliberate PT. Further, deliberate PT has
significant mediating effects between first intuitive PT
evaluations and use intentions. Nevertheless, it has been
shown that a part of use intentions is also explainable
with intuitive PT only. As a result, both evaluation
systems might be crucial to consider when conclusions
about robot acceptance and use intentions are to be
drawn. These use intentions further significantly impact
whether humans will actually be interacting with the
robot (again) or not. The described procedure represents
the main finding of our paper regarding a dual-process
approach of trustworthiness perceptions in human-robot
interactions and is depicted in the following Figure 4.
Therefore, applying the dual process theory of
social reasoning to PT evaluations of robots allows
to receive deeper insights into PT formation; and
how these mediate the process from the perceived
anthropomorphic level of the robot to the use or
interaction intentions. For instance, we detected that
the impact of anthropomorphism in the real human
condition on intuitive PT is especially high and thus,
we assume that there is not much re-processing in
the deliberate system necessary. In line with this,
we showed that deliberate PT seems to more severely
impact use intention than intuitive PT. While only the
first impression and appearance of robots was tested in
this work, this aspect might increase in meaningfulness
if actual interaction is investigated. For instance, in case
the actual behavior of the robot would be worse than
expected, evaluations in the deliberate system might
significantly decrease which will further decrease the
intention to use and interact with the robot.

6.
6.1.

Conclusion
Summary and Main Findings

In this research work, we have taken a
dual-processing theory of PT and investigated
its uncanny valley and mediating effects in first
impressions of social robots. Since some robots are
already designed close to humans, we have focused
mostly on robots with high anthropomorphism which
are already operating in practice. To gain first insights
into how anthropomorphism influences PT ratings, we
have focused on the robots’ appearance only as a first
crucial perception humans get of social robots before
interacting with them. Our results show that designing
robots in the image of humans does not (or not yet)
seem reasonable and that their design should be much
more focused and concerned with the tasks the robot
will fulfill in society. This might further require specific
design guidelines or requirements to be satisfied which

should be matched to the role and tasks of the robot.
That being said, the application of a dual-processing
perspective on PT has shown us that intuitive
PT has significant mediating effects between
anthropomorphism level of robots, which were
significantly decreased for the human-looking robots
than for the machine-like robot. Further, deliberate PT
has shown to have the main mediating effect on use
intentions, although a part of use intentions are also
explainable by intuitive PT alone. To visualize this, we
have derived an abstract process model which may help
future studies in this area to consider both processes of
PT in human-robot interactions.

6.2.

Limitations and Future Work

As every study, this research work does not come
without limitations. As its main weakness, it needs to
be stated that only first impressions about the visual
appearance of robots were investigated in relation to
PT. PT itself is, of course, a much more complex
construct which might ultimately alter in case of actual
human-robot interaction. Since the aim of our study was
to make a first step towards investigating the uncanny
valley from a dual-processing perspective, we have
derived a first model. Future research could therefore
investigate this in actual human-robot interactions to
further validate our results. In line with this, and
as already pointed out in our discussion, it might be
reasonable to conduct neuroscientific or NeuroIS studies
in this field to receive neural activity as further data
input. The application of neuroimaging methods could
also help to overcome another limitation of this paper.
That is, we distinguished intuitive and deliberate PT
mainly by giving time constraints and delays, and
by constructing the questions for deliberate PT more
complex. While this is proposed as an appropriate
method to trigger the two reasoning systems in other
studies [43, 44, 30], it cannot be ensured completely
that we actually triggered one of the systems at a
time. Therefore, by applying neuroimaging methods,
further insights into the processing in the human brain
can be gained which could help to overcome this
potential weakness. Moreover, investigating the neural
processing and potential decision conflicts related to
the uncanny valley might provide further insights into
humans’ unconscious perceptions of social robots.
Finally, in our study we only included four different
levels of anthropomorphism and female robots (except
for the low anthropomorphism condition). Future work
might therefore include both male and female robots, as
well as more levels of anthropomorphism which might
allow to identify design aspects or criteria which provide
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Figure 4. A Dual-Processing Model of PT

”thresholds” for when the uncanny valley is entered and
when it is left. This would also provide guidance for
developing design guidelines for social robots. Given
this work, PT seems to be a major predictor for
the uncanny valley and should therefore act as one
indicator for defining these thresholds. Therewith, a
dual-processing perspective on PT is recommendable to
receive deeper insights into human-robot interactions.
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