Introduction
Let {X t , t ∈ Z} be a real-valued stationary process with spectral density f X (w) = f u (w) 1 − e −iw −2d , w ∈ R,
where f u (w) is a short-memory spectrum and d ∈ (−1/2, 1/2). A process satisfying (1) is long-memory persistent if d ∈ (0, 1/2), short-memory if d = 0 and anti-persistent if d ∈ (−1/2, 0). In the special case where f u (w) is the spectral density of a stationary and invertible ARMA(p, q) process, X t is an ARFIMA (p, d, q) process.
The present set-up allows for more general models in which f u (w)
is required to satisfy some regularity conditions which are stated below in Assumption 1. The strongest of these is a smoothness requirement that enables an infinite order asymptotic expansion of the autocorrelation function. Since Hurst's (1951) original article, which was written in a hydrological context, processes satisfying (1) have been studied extensively in a number of disciplines. Early overviews were given in Beran (1994) , Robinson (1994) and Baillie (1996) , the latter two papers discussing the relevance of these processes in economics and finance. Sowell (1992) derived an expression * Corresponding author.
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for the autocovariance function of a stationary and invertible ARFIMA (p, d, q) process which involves hypergeometric functions. One of the applications of this formula is in Gaussian maximum likelihood estimation. Since this early work, many new aspects of the model have been considered and the range of applications have widened considerably in recent years. Of particular interest in finance, is the applied work with financial datasets involving the memory characteristics of interest rates and the nature of the Fisher equation (Phillips, 2005; Sun and Phillips, 2005) , studies of volatility and squared returns (Giraitis et al., 2003 (Giraitis et al., , 2007 Robinson and Henry, 1999) , and long-range dependence in realized volatility measurements with high frequency data (Lieberman and Phillips, 2008) .
The present paper derives a complete (infinite-order) asymptotic expansion of the autocovariance function, γ X (k), corresponding to the long memory spectrum (1). The expansion formula is valid for all d ∈ (−1/2, 1/2), except for d = 0, where it is zero, to reflect on the fact that γ X (k) decays faster than any power law when f u (w) is a short memory spectrum. The leading term of the expansion is of order O k 
= (2 sin(w/2)) −2d . When d > 0, the latter integral has critical points (singularities in the integrand) at both boundaries 0 and 2π . For Fourier integrals of this type asymptotic expansions for large k were originally developed by Erdélyi (1956) and are described in detail by, among others, Bleistein and Handelsman (1986) . Numerical evaluations across different models and parameter values reveal that asymptotic expansions developed in this way provide approximations which are straightforward to compute in the present case and have good accuracy for large values of k and in some cases even for small k, particularly when the autocovariogram is positive and monotonically decreasing. There are a number of possible applications of the general approximation formula, including standard time series diagnostic plots of theoretical autocovariance functions of long memory processes other than ARFIMA (p, d, q) , against sample correlograms, as well as in Gaussian maximum likelihood estimation. The expansion also provides an alternative to Sowell's (1992) formula, in the ARFIMA(p, d, q) framework. One immediate implication of the result is that to O k 2d−2 the autocovariance function of X t is equivalent to that of the simple ARFIMA(0, d, 0) model, as noted in Lieberman and Phillips (2008) .
The plan for the remainder of the paper is as follows. Section 2 sets up assumptions and presents the main result. Analysis follows in Section 3. Numerical accuracy and a real data application are considered in Section 4. Section 5 concludes and proofs are in the Appendix.
Assumptions and main results
We impose the following conditions on the function f X (w)
given in (1).
Assumption A1. The periodic function f u (w), defined on (−∞, ∞), satisfies the following:
Parts (i)-(iii) of Assumption A1 are necessary and sufficient for f u (w) to be the spectral density of a real-valued stationary process (e.g., see Brockwell and Davis (1991, p. 122) ). A1(iv) is a standard 2π periodic condition on f u (w). A1(v) and (vi) ensure that f u (w) is infinitely smooth, bounded, and bounded above the origin at the zero frequency, thereby eliminating the possibility of any antipersistent or long memory components or spectral poles away from the zero frequency (as might be caused by integrated seasonal effects, for instance). The smoothness requirement is essential for the development of a complete asymptotic series for γ X (k). Under A2, of course, X t is stationary. The expansion for γ X (k) requires A1(iv)-A1(vi) and A2. Both A1 and A2 hold for stationary and invertible ARFIMA(p, d, q) processes.
Define
and denote by F (n) (w) the n'th order derivative of F (w). Note that under Assumption A1(vi), F (w) is infinitely differentiable at the two critical points {0, 2π }.
n , x → x 0 , we mean that the right-hand side is an asymptotic expansion for f (x), allowing for the possibility of divergence of the series, see Bleistein and Handelsman (1986, pp. 10-11) . The main result of the paper follows.
Theorem 1. Under Assumptions
The expansion gives the following explicit two term approximation for the autocovariance function
The proof, given in the Appendix, uses a standard integration by parts technique for Fourier-type integrals, allowing for the presence of singularities at the limits of integration -here the frequencies {0, 2π }. The technique is originally due to Erdélyi (1956) and is commonly used in applied mathematics. Bleistein and Handelsman (1986, Ch. 3) provide a thorough treatment.
Features of the expansion
This section provides some analysis of the expansion and some discussion of its implications.
1. As apparent from (5), the leading term of (4) has the very simple form
which was given earlier in Lieberman and Phillips (2008) with an error of O k 2d−2 . The implications of (6) are: (i) The autocovariance of X t decays according to the power law O k 2d−1 , which is well known, but the explicit result (6) in the case of a general short memory component f u (ω) seems not to have appeared before; (ii) To order O k 2d−3 , the autocovariance of order-k of an ARFIMA(0, d, 0) model with an error variance equal to 2π f u (0) is equivalent to the order-k autocovariance of a the more general process X t ; the latter property justifies the use of the simpler ARFIMA(0, d, 0) framework for approximate analysis in some more general cases, as discussed in Lieberman and Phillips (2008) .
2. The two term expansion (5) involves terms n = 0 and n = 2 of the series (4). The term of order O k −(2−2d) is zero since G (n) (0) = 0 for all odd n. Thus, the leading term (6) has accuracy to an error of O k
3. The behavior of the series expansion (4) for a given value of k clearly depends on the properties of the sequence of derivatives G (n) (0). The series is majorized by
which converges by the ratio test if, for even n,
4. The expansion is valid for all d ∈ (−1/2, 1/2), except for d = 0,
where it collapses to Bleistein and Handelsman (1986) . This corresponds to the property that γ X (k) decays faster than any power law when f u (w) is a short memory spectrum.
5. For the stationary and invertible ARFIMA(p, d, q) case, the expansion (4) provides an alternative to the formula given in Sowell (1992, pp. 173-174 6. The expansion (4) can be applied as a diagnostic tool, in plotting theoretical autocovariance functions against sample correlograms, as well as in Gaussian maximum likelihood estimation when the approximations are good. The formula may also be useful for processes involving spectra besides those for rational ARFIMA(p, d, q) models.
Numerical evaluation and illustration
In Tables 1 and 2 we report numerical values of truncated versions of (4) -one consisting of the leading term (6) only, designated app0, and the other consisting of the two-term expansion (5), designated app2. Higher order expansions can easily be computed but are unnecessary in the parameter configurations shown in Tables 1 and 2 . The approximations were evaluated for the ARFIMA(1, d, 1) and ARFIMA(1, d, 2) models. The order of the autocovariance, as well as the values of the ARMA and d parameters were chosen at random, with d taking both positive and negative values in (−1/2, 1/2). The benchmark for comparison was taken to be Sowell's (1992) formula, which we verified by numerical integration. All computations were carried out with MATHEMATICA. Tables 1 and 2 reveal that, across the parameter values considered, the leading term of the approximation is extremely accurate when k is large. The two-term expansion is practically exact for k exceeding 45. In particular, for k > 60, app2 is accurate to 9 decimal places. Whether d is positive or negative does not appear to affect the accuracy of the expansions. The same holds for the range of ARMA parameters. In terms of computation time, both Sowell's and our formula are extremely quick to evaluate.
Further evidence on the adequacy of the approximations is given in Figs. 1-3 , where plots of app0, app2 and Sowell's (1992) formula are shown against k, in two ARFIMA (1, d, 1 ) models. The case on which Figs. 1 and 2 are based reveals that the approximations become indistinguishable from Sowell's (1992) formula for k ≥ 20, but for k < 10 the leading term approximation completely fails to reflect the oscillatory behavior of the covariogram and the next correction term only provides a minor adjustment. The failure arises because the leading term always has the sign of d and dominates the approximations. In (1 − B) 0.146 X t = (1 − 0.71B) ε t . 
Fig. 2. Autocovariogram for
the second case, shown in Fig. 3 , the correlogram is non-negative and monotonic in k and the approximations seem reliable for all k ≥ 3. Fig. 4 provides an empirical illustration of the approximation in the case of a realized daily volatility series computed for the S&P 500 cash index series over the period 1993-2004. This realized volatility series was studied in Huang et al. (2007) . The figure shows the autocorrelogram of the data plotted against the approximation (5) which is computed under the assumption that the short memory spectrum f u (ω) is flat and with the long memory parameter value d = 0.36, which corresponds to the log periodogram and local Whittle estimates of the long memory parameter for this series using a band of frequencies of width Sowell: Sowell's (1992) formula, verified with a numerical integration of the spectral density. app0: The one-term approximation. app2: The two-terms expansion.
Table 2
Autocovariances of the model (1 Sowell's (1992) formula, verified with a numerical integration of the spectral density. app0: The one-term approximation. app2: The two-terms expansion. 
Conclusions
This note provides an explicit expression of the autocovariance function of a general long-memory process in terms of a complete asymptotic series. Outside the ARFIMA (p, d, q) framework, there appears to be no such known formula for the autocovariance sequence, and it seems that there is scope for the use of this formula in autocovariance-based time series applications. Calculations performed in a number of special cases indicate that the first two terms of the expansion provide reliable accuracy for large k in all cases and for small to moderate k when the true autocovariogram is positive and monotonically decreasing.
has the following complete asymptotic series representation as k
where
(n−β)+ikb .
Proof of Theorem 1. In view of (2)
Setting a = 0, b = 2π , and α = β = 1 − 2d, it now follows 1 from Theorem 2 that
We obtain
and noting that
we deduce that
(n−1+2d) ), which reduces to (4), because G (n) (0) = 0 for all odd n, by virtue of the symmetry of G around the origin. We next proceed to calculate the explicit form of the expansion to the first three terms of (8). As G (0) = f u (0), the first term is 2f u (0) Γ (1 − 2d)
sin {π d} .
The second term (n = 2) in the expansion is 
Some further calculations lead to
Combining (9)- (11) gives the following two term approximation to order O k
giving the stated result.
