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Abstract
We prove a new type of Poincare´ inequality on abstract Wiener spaces for a
family of probability measures which are absolutely continuous with respect to the
reference Gaussian measure. This class of probability measures is characterized
by the strong positivity (a notion introduced by Nualart and Zakai in [17]) of
their Radon-Nikodym densities. Measures of this type do not belong in general
to the class of log-concave measures, which are a wide class of measures satisfying
the Poincare´ inequality (Brascamp and Lieb [2]). Our approach is based on a
point-wise identity relating Wick and ordinary products and on the notion of
strong positivity which is connected to the non negativity of Wick powers. Our
technique leads also to a partial generalization of the Houdre´ and Kagan [8] and
Houdre´ and Pe´rez-Abreu [9] Poincare´-type inequalities.
Keywords: Poincare´ inequality, abstract Wiener space, Wick product, stochastic ex-
ponentials.
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1 Introduction
The Poincare´ or spectral gap inequality for the standard n-dimensional Gaussian
measure states that∫
Rn
f 2(x)dµ(x)−
( ∫
Rn
f(x)dµ(x)
)2
≤
∫
Rn
|∇f(x)|2dµ(x) (1.1)
where f is a smooth function, dµ(x) = (2pi)−
n
2 exp{− |x|2
2
}dx and ∇ denotes the gradient
operator. Inequality (1.1) was first proved by Nash in [15] and later on rediscovered by
Chernoff in [3].
The literature concerning extensions, refinements and applications of the Poincare´ in-
equality is very rich. One of the key features of inequality (1.1) is that it is dimension
1
independent and in fact one can prove (see Gross [7] also for the connection with loga-
rithmic Sobolev inequalities) its validity on abstract Wiener spaces (see Section 2 below).
An important refinement to inequality (1.1) was proposed by Houdre´ and Kagan in [8]
where they proved the following inequalities
2k∑
l=1
(−1)l+1
l!
∫
Rn
|∇lf(x)|2dµ(x) ≤
∫
Rn
f 2(x)dµ(x)−
(∫
Rn
f(x)dµ(x)
)2
≤
2k−1∑
l=1
(−1)l+1
l!
∫
Rn
|∇lf(x)|2dµ(x). (1.2)
Here ∇l stands for iterated gradients and | · | are the Euclidean norms on the corre-
sponding Rn
l
spaces. Later on this result was extended to the classical Wiener space by
Houdre´ and Pe´rez-Abreu in [9].
One of the most celebrated generalizations of the Poincare´ inequality (1.1) is due to
Brascamp and Lieb [2] which extended the validity of (1.1) to the class of log-concave
measures. More precisely they proved that if ν is a probability measure on Rn of the
form dν(x) = e−V (x)dx, for some smooth strictly convex function V , then
∫
Rn
f 2(x)dν(x)−
(∫
Rn
f(x)dν(x)
)2
≤
∫
Rn
〈(HV (x))−1∇f(x),∇f(x)〉dν(x), (1.3)
where HV is the Hessian matrix of V . The previous inequality was adapted to the
context of abstract Wiener spaces by Feyel and U¨stu¨nel in [6].
The aim of the present paper is to prove a new type of Poincare´ inequality for a class of
probability measures on an abstract Wiener space which is not included in the family of
log-concave measures. We are concerned with probability measures that are absolutely
continuous with respect to the reference Gaussian measure and with Radon-Nikodym
densities that satisfy a strong positivity requirement (see Section 3 below). This strong
positivity condition is the crucial ingredient of our approach; the notion was introduced
in Nualart and Zakai [17] and it is connected to the non negativity of Wick powers (see
Theorem 3.4 below). It is in fact a formula involving the Wick product to be the source
of inspiration for this paper; the formula in its simplest appearance reads
(f ⋄ f)(x) = f(x)2 +
∑
l≥1
(−1)l
l!
[f (l)(x)]2. (1.4)
(Here f (l) denotes the l-th derivative of f). Identity (1.4) appeared for the first time in
Nualart and Zakai [17] and independently in Hu and Øksendal [11], both times without
proof; see Hu and Yan [12] and Lanconelli [14] for proofs in different settings.
Taking the integral of both sides of (1.4) with respect to the one dimensional Gaussian
measure and using the identity∫
R
(f ⋄ f)(x)dµ(x) =
(∫
R
f(x)dµ(x)
)2
one gets
(∫
R
f(x)dµ(x)
)2
=
∫
R
f(x)2dµ(x) +
∑
l≥1
(−1)l
l!
∫
R
[f (l)(x)]2dµ(x),
2
which coincides with (1.2) if one formally let k going to infinity.
The paper is organized as follows: In Section 2 we introduce the notation and back-
ground material needed to develop our approach to the Poincare´ inequality ; Section 3 is
devoted to the key notion of strong positivity with several illustrating examples; finally
in Section 4 we state and prove the main result of the paper (Theorem 4.1) together
with a refinement (Theorem 4.5) in the spirit of inequality (1.2)
2 Framework
The aim of this section is to collect the necessary background material and fix the
notation. For the sake of clarity the topics will not be treated in their greatest generality
but they will be developed in relation to the application we have in mind, the Poincare´
inequality. For more details the interested reader is referred to the books of Nualart
[16], Janson [13] and to the paper by Potthoff and Timpel [18] (the latter reference is
suggested, among other things, for the theory of the spaces Gλ and the notion of Wick
product).
2.1 The spaces Dk,p and Gλ
Let (H,W, µ) be an abstract Wiener space, that means (H, 〈·, ·〉H) is a separable
Hilbert space which is continuously and densely embedded in the Banach space (W, ‖·‖W )
and µ is a Gaussian probability measure on the Borel sets B(W ) of W such that
∫
W
ei〈w,w
∗〉dµ(w) = e−
1
2
‖w∗‖2
H , for all w∗ ∈ W ∗. (2.1)
HereW ∗ ⊂ H denotes the dual space ofW (which in turn is dense in H) and 〈·, ·〉 stands
for the dual pairing between W and W ∗. We will refer to H as the Cameron-Martin
space of W . Set for p ≥ 1
Lp(W,µ) :=
{
F : W → R such that ‖F‖p :=
(∫
W
|F (w)|pdµ(w)
) 1
p
< +∞
}
.
To ease the notation we will write E[F ] for
∫
W
F (w)dµ(w) and call it the expectation of
F . It follows from (2.1) that the map
W ∗ → L2(W,µ)
w∗ 7→ 〈w,w∗〉
is an isometry; we can therefore define for µ-almost all w ∈ W the quantity 〈w, h〉 for
h ∈ H as an element of L2(W,µ). This element will be denoted by δ(h).
We now introduce the gradient operator and the class of functions for which our Poincare´
inequality will hold true. On the set
S := {F = ϕ(δ(h1), ..., δ(hn)) where n ∈ N, h1, ..., hn ∈ H and ϕ ∈ C∞0 (Rn)}
define
D(ϕ(δ(h1), ..., δ(hn))) :=
n∑
k=0
∂ϕ
∂xj
(δ(h1), ..., δ(hn))hj.
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The operator D maps S into Lp(W,µ;H); moreover by means of the integration by parts
formula
E[〈DF, h〉H ] = E[Fδ(h)], F ∈ S, h ∈ H
one can prove that D is closable in Lp(W,µ); we therefore define the space D1,p to be
closure of S under the norm
‖F‖1,p :=
(
E[|F |p] + E[‖DF‖pH ]
) 1
p .
In a similar way, iterating the definition of D and introducing for any k ∈ N the norms
‖F‖k,p :=
(
E[|F |p] +
k∑
j=1
E[‖DjF‖p
H⊗j ]
) 1
p .
one constructs the spaces Dk,p.
In order to prove our main results we need to introduce an additional class of functions.
This will be related to the family of probability measures with respect to which the
Poincare´ inequality will be proved. To this aim recall that by the Wiener-Itoˆ chaos
decomposition theorem any element F in L2(W,µ) has an infinite orthogonal expansion
F =
∑
n≥0
δn(fn),
where fn ∈ H⊗ˆn, the space of symmetric elements of H⊗n, and δn(fn) stands for the
multiple Wiener-Itoˆ integral of fn. We remark that δ
1(f1) coincides with the element
δ(f1) mentioned above. Moreover one has
‖F‖22 =
∑
n≥0
n!‖fn‖2H⊗n.
It is useful to observe that if F happens to be in D1,2 then
E[‖DF‖2H] =
∑
n≥1
nn!‖fn‖2H⊗n.
For any λ ≥ 0 define the operator Γ(λ) acting on L2(W,µ) as
Γ(λ)
(∑
n≥0
δn(fn)
)
:=
∑
n≥0
λnδn(fn).
If λ ≤ 1 then Γ(λ) coincides with the Ornstein-Uhlenbeck semigroup
(Ptf)(w) :=
∫
W
f(e−tw +
√
1− e−2tw˜)dµ(w˜), w ∈ W, t ≥ 0
(take λ = e−t) which is a bounded operator. Otherwise Γ(λ) is an unbounded operator
with domain
Gλ :=
{
F =
∑
n≥0
δn(fn) ∈ L2(W,µ) such that ‖F‖2Gλ :=
∑
n≥0
n!λ2n‖fn‖2H⊗n < +∞
}
.
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The family {Gλ}λ≥1 is a collection of Hilbert spaces with the property that
Gλ2 ⊂ Gλ1 ⊂ L2(W,µ)
for 1 < λ1 < λ2. Define G :=
⋂
λ≥1 Gλ endowed with the projective limit topology; the
space G turns out to be a reflexive Fre´chet space. Its dual G∗ is a space of generalized
functions that can be represented as G∗ = ⋃λ>0 Gλ. We remark that for F ∈ L2(W,µ)
and G ∈ G one has
〈〈F,G〉〉 = E[F ·G].
where 〈〈·, ·〉〉 stands for the dual pairing between G∗ and G. It also follows from our
construction that for 1 < λ1 < λ2,
G ⊂ Gλ2 ⊂ Gλ1 ⊂ L2(W,µ) ⊂ G 1
λ1
⊂ G 1
λ2
⊂ G∗.
Here G 1
λi
represents the dual space of Gλi , i = 1, 2, respectively.
Remark 2.1 It is not difficult to see that for λ > 1 we have Gλ ⊂
⋂
k≥1D
k,2. Now, in
the context of the classical Wiener space (i.e. H is the space of absolutely continuous
functions on [0, 1] with square integrable derivative and which are zero at zero and W
is the space of continuous functions on [0, 1] which are also zero at zero) the Stroock
formula (see [19]) tells that if F ∈ ⋂k≥1Dk,2 then the elements fn appearing in its chaos
decomposition are explicitly given by
fn(t1, ..., tn) =
1
n!
∫ t1
0
· · ·
∫ tn
0
E[Ds1,...,snF ]ds1 · · · dsn
where Ds1,...,snF stands for the n-th Malliavin derivative of F . Using this representation
together with the Jensen inequality we get a sufficient condition for F to be in Gλ:
Let F ∈ ⋂k≥1Dk,2 be such that the series
∑
n≥0
λ2n
n!
E[‖DnF‖2H⊗n]
converges. Then F ∈ Gλ.
One of the most representative elements of G is the so called stochastic exponential
E(h) := exp
{
δ(h)− 1
2
‖h‖2H
}
, h ∈ H.
(We recall that stochastic exponentials correspond among other things to Radon-Nikodym
derivatives, with respect to the underlying Gaussian measure µ, of probability measures
on (W,B(W )) obtained through shifted copies of µ along Cameron-Martin directions).
Its membership to G can be easily verified since the Wiener-Itoˆ chaos decomposition of
E(h) is obtained with fn = h⊗nn! .
Moreover the linear span of the stochastic exponentials, that we denote with E , is dense
in Lp(W,µ), Dk,p, for any p ≥ 1 and k ∈ N, and G.
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2.2 The Wick product
For h, k ∈ H define
E(h) ⋄ E(k) := E(h+ k).
This is called the Wick product of E(h) and E(k). Extend this operation by linearity
to E , the linear span of stochastic exponentials, to get a commutative, associative and
distributive (with respect to the sum) multiplication.
Now let F,G ∈ L2(W,µ) and Fn, Gn ∈ E such that
lim
n→+∞
‖Fn − F‖2 = 0 and lim
n→+∞
‖Gn −G‖2 = 0.
Set
F ⋄G := lim
n→+∞
Fn ⋄Gn.
The limit above can not be interpreted in the L2(W,µ)-norm since the Wick product
is easily seen to be an unbounded bilinear operator on that space. The Wick product
F ⋄ G of the two square integrable elements F and G lives in the distributional space
G∗; more precisely,
F,G ∈ L2(W,µ) ⇒ F ⋄G ∈ G 1√
2
. (2.2)
One can also prove that the Wick product is a continuous bilinear operator on G × G
and on G∗ × G∗.
We mention that for any F ∈ D1,2 and h ∈ H one has F ⋄ δ(h) ∈ L2(W,µ); moreover
the following identity holds
F ⋄ δ(h) = F · δ(h)− 〈DF, h〉H
= D∗hF
where D∗h is the formal adjoint of 〈D·, h〉H in L2(W,µ).
A characterizing property of the Wick product is the following: for any F,G ∈ L2(W,µ)
and h ∈ H ,
〈〈F ⋄G, E(h)〉〉 = 〈〈F, E(h)〉〉 · 〈〈G, E(h)〉〉
= E[FE(h)] · E[GE(h)] (2.3)
In particular for h = 0 one gets
〈〈F ⋄G, 1〉〉 = E[F ] ·E[G]. (2.4)
We refer the reader to the papers of Da Pelo et al. [4] and [5] for other properties and
deeper results on the Wick product.
3 Strongly positive functions
We now introduce a concept that will play a crucial role in our approach to the
Poincare´ inequality.
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Definition 3.1 A generalized function Φ ∈ G∗ is said to be positive if for any ϕ ∈ G
one has 〈〈Φ, ϕ〉〉 ≥ 0.
A generalized function Φ ∈ G∗ is said to be strongly positive if for any λ ≥ 1, the
generalized function Γ(λ)Φ is positive.
The notion of strong positivity was introduced by Nualart and Zakai in [17] and it
is related to the positivity improving property of the Ornstein-Uhlenbeck semigroup.
Observe that if F is strongly positive then it is also positive (according to Definition
3.1). Moreover F ∈ Lp(W,µ) ⊂ G∗ for some p > 1 is positive according to Definition 3.1
if and only if F is non negative in the usual sense, i.e. µ(F ≥ 0) = 1.
Example 3.2 Any element of the form E(h), h ∈ H is strongly positive; in fact
Γ(λ)E(h) = E(λh)
and therefore Γ(λ)E(h) is non negative with probability one for all λ ≥ 1. In particular,
taking h = 0 we get that non negative constants are strongly positive.
It is also straightforward to note that convex combinations of stochastic exponentials are
strongly positive (this is actually a particular case of Theorem 5.1 in [17]).
We now consider a more interesting example
Example 3.3 Let {Wt,x}0≤t≤T,x∈R be a space-time white noise and consider the following
stochastic partial differential equation
∂tu(t, x) =
1
2
∂xxu(t, x) + u(t, x) ⋄Wtx, t ∈]0, T ], x ∈ R
u(0, x) = 1, x ∈ R.
Then the unique square integrable mild solution to the previous Cauchy problem is a
strongly positive element of G.
To see this, we proceed at a quite formal level since a rigorous proof of the previous
statement is beyond the scope of this paper (but can be deduced easily from the results of
Hu [10]).
For any λ ∈ R denote with {uλ(t, x)}0≤t≤T,x∈R the unique square integrable mild solution
of the Cauchy problem
∂tu
λ(t, x) =
1
2
∂xxu
λ(t, x) + λuλ(t, x) ⋄Wtx, t ∈ [0, T [, x ∈ R
uλ(0, x) = 1, x ∈ R.
It is easy to see that uλ(t, x) = Γ(λ)u(t, x) and that this last equality implies that for any
λ ∈ R, Γ(λ)u(t, x) ∈ L2(W,µ) which is equivalent to say that u(t, x) belongs to G.
Moreover, since it is known (see Bertini and Cancrini [1]) that for any λ ∈ R the random
variable uλ(t, x) is strictly positive with probability one, from uλ(t, x) = Γ(λ)u(t, x) we
also get the strong positivity of u(t, x).
The next result is a slight modification of Proposition 5.1 in [17]. It becomes a
characterization of strong positivity when we replace stochastic exponentials with their
complex counterparts
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Theorem 3.4 If Φ ∈ G∗ is strongly positive then
〈〈Φ, ϕ ⋄ ϕ〉〉 ≥ 0 for all ϕ ∈ E . (3.1)
Since E is dense in G and the Wick product is a continuous bilinear operator on that
space, condition (3.1) is equivalent to
〈〈Φ, ϕ ⋄ ϕ〉〉 ≥ 0 for all ϕ ∈ G.
In the sequel, strongly positive functions will play the role of Radon-Nikodym densities
of probability measures on (W,B(W )) with respect to the reference Gaussian measure
µ. We now want to show that measures of this type do not belong in general to the class
of log-concave measures.
To this aim consider the finite dimensional abstract Wiener space given byH =W = Rn,
n ∈ N and
µ(A) :=
∫
A
(2pi)−
n
2 e−
|w|2
2 dw, A ∈ B(Rn), (3.2)
where | · | denotes the n-th dimensional Euclidean norm.
In this framework the class of stochastic exponentials is represented by the functions
E(x) := e〈x,w〉− |x|
2
2 , w ∈ Rn
where x is arbitrarily chosen in Rn and 〈·, ·〉 denotes, only for this particular example,
the scalar product on Rn.
As we mentioned before in Example 3.2 convex combinations of stochastic exponentials
are strongly positive. Therefore if we define
ϕ(w) =
E(a) + E(b)
2
for some a, b ∈ Rn then ϕ is a strongly positive function. Now, look at ϕ as a Radon-
Nicodym density of a probability measure on (Rn,B(Rn)) with respect to the Gaussian
measure µ defined in (3.2); multiplying ϕ by the Gaussian density appearing in the
integral (3.2) we will obtain the density of the above mentioned measure with respect
to the n-dimensional Lebesgue measure, i.e.
ϕ(w) · (2pi)−n2 e− |w|
2
2 =
E(a) + E(b)
2
· (2pi)−n2 e− |w|
2
2
=
e〈a,w〉−
|a|2
2 + e〈b,w〉−
|b|2
2
2
· (2pi)−n2 e− |w|
2
2
= (2pi)−
n
2
e−
|w−a|2
2 + e−
|w−b|2
2
2
(3.3)
If a 6= b then the function appearing in the last term of the above chain of equality is
not log-concave, i.e. it is not the exponential of a concave function.
This shows that probability measures with strongly positive densities with respect to
the standard Gaussian measure do not belong in general to the class of log-concave
measures.
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4 Main results
We are now ready to state and prove the first main result of the present paper. In
the sequel the symbol Eν [·] will denote the expectation with respect to the measure νdµ.
Theorem 4.1 Let ν ∈ G√2 be strongly positive. Then for any F ∈ D1,3 we have
0 ≤ Eν [|F |2]− 〈〈F ⋄ F, ν〉〉 ≤ Eν [‖DF‖2H]. (4.1)
Before proving the theorem above we would like to justify through a simple example the
appearance of the quantity 〈〈F ⋄ F, ν〉〉 in (4.1).
Consider the function in (3.3) which was shown to be an admissible candidate for our
Poincare´ inequality but not fitting in the framework of the Brascamp-Lieb inequality
(1.3) since it not log-cancave. The function in (3.3) is a convex combination of the two
log-concave densities
p(w − a) = (2pi)−n2 e− |w−a|
2
2 and p(w − b) = (2pi)−n2 e− |w−b|
2
2 ,
where we set p(w) := (2pi)−
n
2 e−
|w−b|2
2 . Therefore the measures
dνa(w) := p(w − a)dw and dνb(w) := p(w − b)dw
satisfy
∫
Rn
f 2(w)dνa(w)−
(∫
Rn
f(w)dνa(w)
)2
≤
∫
Rn
|∇f(w)|2dνa(w)
and ∫
Rn
f 2(w)dνb(w)−
(∫
Rn
f(w)dνb(w)
)2
≤
∫
Rn
|∇f(w)|2dνb(w)
respectively. Now sum the two inequalities above and divide by two to obtain
∫
Rn
f 2(w)dν(w)−
( ∫
Rn
f(w)dνa(w)
)2
+
( ∫
Rn
f(w)dνb(w)
)2
2
≤
∫
Rn
|∇f(w)|2dν(w)(4.2)
where ν = νa+νb
2
. Moreover
(∫
Rn
f(w)dνa(w)
)2
=
(∫
Rn
f(w)p(w − a)dw
)2
=
(∫
Rn
f(w)e〈w,a〉−
|a|2
2 p(w)dw
)2
=
∫
Rn
(f ⋄ f)(w)e〈w,a〉− |a|
2
2 p(w)dw
=
∫
Rn
(f ⋄ f)(w)dνa(w).
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Here we used the characterizing property of the Wick product (2.3) and the fact that
the function e〈w,a〉−
|a|2
2 plays the role of the stochastic exponential in this framework. If
we do the same for the term
( ∫
Rn
f(w)dνb(w)
)2
, we can rewrite inequality (4.2) as
∫
Rn
f 2(w)dν(w)−
∫
Rn
(f ⋄ f)(w)dν(w) ≤
∫
Rn
|∇f(w)|2dν(w),
which is a particular case of (4.1).
Proof. First of all we observe that since F ∈ D1,3 ⊂ L2(W,µ) the Wick product
F ⋄F appearing in (4.1) belongs to G 1√
2
(see (2.2)) and hence the dual pairing 〈〈F ⋄F, ν〉〉
is well defined (according to the assumptions on ν).
We divide the proof in two parts.
Second inequality
Define the map
T : E → E
F 7→ T (F ) := F ⋄ F − F 2 + ‖DF‖2H. (4.3)
Since F ∈ E we can write F =∑nk=1 λkE(hk) for some λ1, ..., λn ∈ R and h1, ..., hn ∈ H .
Now substitute this expression into (4.3) to obtain
T (F ) =
n∑
j,k=1
λjλkE(hj) ⋄ E(hk)−
n∑
j,k=1
λjλkE(hj) · E(hk)
+
n∑
j,k=1
λjλkE(hj) · E(hk)〈hj , hk〉H
=
n∑
j,k=1
λjλkE(hj) ⋄ E(hk)−
n∑
j,k=1
λjλkE(hj) ⋄ E(hk)e〈hj ,hk〉H
+
n∑
j,k=1
λjλkE(hj) ⋄ E(hk)e〈hj ,hk〉H 〈hj, hk〉H
=
n∑
j,k=1
λjλkE(hj) ⋄ E(hk)
(
1− e〈hj ,hk〉H + e〈hj ,hk〉H 〈hj , hk〉H
)
.
Take the expectation with respect to the measure νdµ of the first and last terms of the
previous chain of equalities to obtain
Eν [T (F )] =
n∑
j,k=1
λjλkEν [E(hj) ⋄ E(hk)]
(
1− e〈hj ,hk〉H + e〈hj ,hk〉H 〈hj , hk〉H
)
=
n∑
j,k=1
λjλkajkbjk, (4.4)
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where for j, k ∈ {1, ..., n} we set
ajk := Eν [E(hj) ⋄ E(hk)]
and
bjk := 1− e〈hj ,hk〉H + e〈hj ,hk〉H 〈hj, hk〉H .
Observe that the matrix B = {bjk}1≤j,k≤n is positive semi-definite; in fact, if in the
classical Poincare´ inequality
E[F 2]−E[F ]2 ≤ E[‖DF‖2H ],
we take F to be
∑n
k=1 λkE(hk) one gets
n∑
j,k=1
λjλk(e
〈hj ,hk〉H − 1) ≤
n∑
j,k=1
λjλke
〈hj ,hk〉H 〈hj, hk〉H ,
which corresponds exactly to what we are claiming. On the other hand, the matrix
A = {ajk}1≤j,k≥n is positive semi-definite since we are assuming ν to be strongly positive
(see (3.1)).
Therefore the matrix A ◦ B := {ajk · bjk}1≤j,k≤n (which corresponds to the Hadamard
product of the matrix A with the matrix B) is also positive semi-definite (see for instance
Styan [20]), that means
n∑
j,k=1
λjλkajkbjk ≥ 0,
for any λ1, ..., λn ∈ R. From (4.4) this corresponds to
Eν [T (F )] ≥ 0 for all F ∈ E .
From the definition of T this is equivalent to
Eν [F ⋄ F ]− Eν [F 2] + Eν [‖DF‖2H] ≥ 0. (4.5)
Therefore we have proved the second inequality in (4.1) for F ∈ E (recall that 〈〈F ⋄
F, ν〉〉 = Eν [F ⋄ F ] since F ⋄ F ∈ L2(W,µ) for F ∈ E).
The next step is to extend the validity of (4.5) to the whole D1,3. Since the expectations
in (4.5) are taken with respect to the measure νdµ, we need to control the norms in
L2(W, νdµ) with the norms in L3(W,µ) (to exploit the density of E in D1,3). By the
Nelson’s hyper-contractivity theorem and the assumptions on ν we have that
E[|ν|3] 13 = E[|Γ(1/
√
2)Γ(
√
2)ν|3] 13
≤ E[|Γ(
√
2)ν|2] 12
< +∞
showing that ν ∈ L3(W,µ). Hence by the Ho¨lder inequality we deduce
Eν [|F |2] 12 = E[|F |2 · ν] 12
≤ (E[|F |3] 23 ·E[|ν|3] 13 ) 12
= CE[|F |3] 13
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This shows that if Fn ∈ E converges to F in D1,3 then Eν [F 2n ] and Eν [‖DFn‖2H ] converge
respectively to Eν [F
2] and Eν [‖DF‖2H ]. Moreover since Eν [Fn ⋄Fn] = 〈〈Fn ⋄Fn, ν〉〉 and
convergence in D1,3 implies convergence in G∗ (where the Wick product is continuous)
we can conclude that Eν [Fn ⋄ Fn] converges to 〈〈F ⋄ F, ν〉〉.
We can therefore extend the validity of (4.5) to the whole D1,3.
First inequality
Let F be of the form p(δ(h1), ..., δ(hn)) where p : R
n → R is a polynomial and h1, ..., hn ∈
H . Functions of this type belong to G and they are dense in Lp(W,µ) and Dk,p for any
p ≥ 1 and k ∈ N. Then we can write
F · F = F ⋄ F +
∑
j≥1
1
j!
∑
k≥1
〈DjF, e(j)k 〉H⊗j ⋄ 〈DjF, e(j)k 〉H⊗j , (4.6)
where for any j ≥ 1, {e(j)k }k≥1 is an orthonormal basis of H⊗j.
Formula (4.6) is the dual of (1.4); it also appeared for the first time in [17] and indepen-
dently in [11] without proof; see [12] and [14] for the proof.
Observe that the sum over j is finite since p is a polynomial; moreover rewriting
p(δ(h1), ..., δ(hn)) as p˜(δ(h˜1), ..., δ(h˜k)) with k ≤ n, p˜ a polynomial and {h˜1, ..., h˜k} an
orthonormal basis for span{h1, ..., hn} one can make also the sum over k to be finite
(choosing proper basis {e(j)k }k≥1). Hence
Eν [F
2] = Eν [F ⋄ F ] +
∑
j≥1
1
j!
∑
k≥1
Eν [(〈DjF, e(j)k 〉H⊗j )⋄2]
≥ Eν [F ⋄ F ],
since all the terms inside the last sum are non negative (due to the strong positivity of
ν (see 3.1)). This shows that
Eν [F
2]−Eν [F ⋄ F ] ≥ 0
or equivalently
Eν [F
2]− 〈〈F ⋄ F, ν〉〉 ≥ 0.
for any F of polynomial type. The density of these functions in D1,3, the continuity of
the Wick product in G∗ and the assumptions on ν complete the proof.
Remark 4.2 Theorem 4.1 is a generalization of the classical Poincare´ inequality on an
abstract Wiener space, i.e.
E[F 2]− E[F ]2 ≤ E[‖DF‖2H ], F ∈ D1,2. (4.7)
In fact, choosing ν = 1 in (4.1), which clearly is strongly positive and belongs to G√2, one
gets precisely (4.7) (recall equality (2.4) and the fact for ν = 1 we can replace D1,3 with
D
1,2). Moreover, the family of probability measures for which our Poincare´ inequality
is proved, namely measures of the type νdµ with ν strongly positive, is in general not
included in the class of log-concave measures, which is the class of probability measure
considered by Brascamp and Lieb [2] (see the example at the end of Section 3) and Feyel
and U¨stu¨nel [6] (in the abstract Wiener space setting).
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Remark 4.3 If F ∈ D1,3 and ν is a strongly positive element of G√2 then we have
(Eν [F ])
2 ≤ 〈〈F ⋄ F, ν〉〉 ≤ Eν [F 2].
The second inequality is part of Theorem 4.1. The first inequality is easily obtained as
follows:
0 ≤ Eν [(ϕ−Eν [ϕ]) ⋄ (ϕ−Eν [ϕ])]
= Eν [ϕ ⋄ ϕ]− (Eν [ϕ])2.
Here ϕ ∈ E and we utilized the property that ϕ⋄ψ = ϕ·ψ if ϕ or ψ is constant. Therefore
Eν [F
2]− 〈〈F ⋄ F, ν〉〉 ≤ Eν [F 2]− (Eν [F ])2
= V arν(F )
where V arν(F ) stands for the variance of F under the measure νdµ.
Remark 4.4 Theorem 4.1 has been proved for functions in D1,3; the natural space would
be D1,2ν where we mean the Sobolev space with respect to the measure νdµ. This space is
well defined through the closability of the gradient operator with respect to the norm in
L2(W, νdµ) which is however not known in the general case. This is why for instance
the Poincare´ inequality for log-concave measures on abstract Wiener spaces obtained in
[6] is proved only for cilindrical smooth functions.
4.1 A refinement on the classical Wiener space
In this section we are going to generalize Theorem 4.1 in the spirit of the Poincare´
type inequality obtained by Houdre´ and Kagan in [8] for the finite dimensional case and
later on by Houdre´ and Pe´rez-Abreu in [9] for the classical Wiener space. More precisely,
in the paper [9] it is proved that on the classical Wiener space the following inequality
holds for any F ∈ D2k,2 with k ∈ N:
2k∑
l=1
(−1)l+1
l!
E[‖DlF‖2H⊗l] ≤ E[|F |2]−E[F ]2 ≤
2k−1∑
l=1
(−1)l+1
l!
E[‖DlF‖2H⊗l]. (4.8)
Its proof relies on iterations of the Clark-Ocone formula (see [16]) and we do not know
whether inequality (4.8) is valid in the abstract Wiener space setting; since the proof of
our next theorem will rely on the validity of inequality (4.8) we are forced to work in
the framework of the classical Wiener space.
We will generalize the second inequality in (4.8) replacing the expectations E[·] with
Eν [·], where ν is a strongly positive element of G√2, and the term E[F ]2 with 〈〈F ⋄F, ν〉〉.
As before, these two last expressions coincide for ν = 1.
Theorem 4.5 Let (H,W, µ) be the classical Wiener space and let ν ∈ G√2 be strongly
positive. Then for any k ∈ N and F ∈ D2k−1,3 we have
0 ≤ Eν [|F |2]− 〈〈F ⋄ F, ν〉〉 ≤
2k−1∑
l=1
(−1)l+1
l!
Eν [‖DlF‖2H⊗l]. (4.9)
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Proof. The proof is similar to one of Theorem 4.1; one has to start with the map
T : E → E
F 7→ T (F ) := F ⋄ F − F 2 +
2k−1∑
l=1
(−1)l+1
l!
‖DlF‖2H⊗l (4.10)
and observe that for F =
∑n
k=1 λkE(hk) one gets
T (F ) =
n∑
j,k=1
λjλkE(hj) ⋄ E(hk)
(
1− e〈hj ,hk〉H +
2k−1∑
l=1
(−1)l+1
l!
e〈hj ,hk〉H 〈hj, hk〉lH
)
.
Now the matrix A = {ai,j}1≤i,j≤n defined by
aij := 1− e〈hj ,hk〉H +
2k−1∑
l=1
(−1)l+1
l!
e〈hj ,hk〉H 〈hj , hk〉lH
is positive semi-definite by the second inequality in (4.8) applied to F =
∑n
k=1 λkE(hk).
The proof then follows as before.
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