The stochastic equation dX t = dS t + a(t, X t )dt, t ≥ 0, is considered where S is a one-dimensional Levy process with the characteristic exponent ψ(ξ), ξ ∈ IR. We prove the existence of (weak) solutions for a bounded, measurable coefficient a and any initial value X 0 = x 0 ∈ IR when (Reψ(ξ)) −1 = o(|ξ| −1 ) as |ξ| → ∞. These conditions coincide with those found by Tanaka-Tsuchiya-Watanabe (1974) in the case of a(t, x) = a(x). Our approach is based on Krylov's estimates for Levy processes with time-dependent drift. Some variants of those estimates are derived in this note.
Introduction and preliminaries
The goal of this note is to construct a (weak) solution of the following stochastic differential equation dX t = dS t + a(t, X t )dt, t ≥ 0, X 0 = x 0 ∈ IR, (1.1) where a : [0, ∞) × IR → IR is a measurable drift coefficient and S is a onedimensional Levy process with S 0 = 0 and the characteristic exponent ψ(ξ), ξ ∈ IR.
We shall prove the existence of solutions of the equation (1.1) for any measurable, bounded coefficient a(t, x) and any Levy process S satisfying the assumption 1 (Reψ(ξ)) = o(|ξ| −1 ) as |ξ| → ∞.
(1.2)
These conditions coincide exactly with those found by H. Tanaka, M. Tsuchiya, and S. Watanabe [10] who considered the time-independent equation (1.1), the case when a(t, x) = a(x).
In particular, the condition (1.2) is satisfied when S is a symmetric stable process of index α ∈ (1, 2] . That is, when ψ(ξ) = |ξ| α .
In contrary to analytic techniques used in [10] , our approach to studying the equation (1.1) is probabilistic and relies on using of so-called Krylov's estimates. More precisely, let f : IR 2 → [0, ∞) be a measurable function and X be a stochastic process of the form where f 2 := ( IR 2 f 2 (y)dy) 1/2 and φ, Φ are some predictable nonnegative processes.
The L 2 -estimates of the form (1.4) are known as Krylov's estimates because N. V. Krylov was first who proved them for processes X of diffusion type [6] , the case when S is a Brownian motion. They are important in the theory of stochastic differential equations as well as in their applications such as control theory, nonlinear filtering etc. Some generalizations of Krylov's estimates for diffusion processes with jumps were obtained by S. Anulova and H. Pragarauskas [2] . A. Melnikov [8] derived the estimates of the form (1.4) for some classes of semimartingales X. H. Pragarauskas studied the L 2 -estimates for Levy processes S being symmetric stable processes of index α ∈ (1, 2) when a s = 0 [9] . We refer also to [7] where the case of symmetric stable processes with index α ∈ (1, 2) and a s = 0 is discussed.
We shall prove here various L 2 -estimates for processes of the form (1.3) when b = 1.
We begin with some definitions. By ID [0,∞) (IR) we denote the Skorokhod space, i.e. the set of all real-valued functions x(·) : [0, ∞) → IR with rightcontinuous trajectories and with finite left limits. For simplicity, we shall write ID instead of ID [0,∞) (IR). We will equip ID with the σ-algebra D generated by the Skorokhod topology. Under ID n we will understand the n-dimensional Skorokhod space defined as ID n = ID×. . .×ID with the corresponding σ-algebra D n being the direct product of n one-dimensional σ-algebras D.
Let S be a process with S 0 = 0 defined on a complete probability space (Ω, F , P) and let IF = (F t ) be a filtration on (Ω, F , P). We use the notation (S, IF) to express that S is adapted to the filtration IF. A process (S, IF) is said to be a Levy process if trajectories of S belong to ID and
for all t > s ≥ 0, ξ ∈ IR and a continuous function ψ : IR → C. The function ψ is called the characteristic exponent of the process S.
It is known (cf. [3] , page 13) that
where c ∈ IR, Q ≥ 0, and
We shall use the representation ψ(ξ) = Reψ(ξ) + iImψ(ξ) where the real valued functions Reψ(ξ) and Imψ(ξ) denote the real and imaginary part of ψ(ξ), respectively. We remark also that ψ(−ξ) is the characteristic exponent of the dual process −S which coincides with the complex conjugate of the characteristic exponent ψ(ξ) of the given process S. That is, ψ(−ξ) = ψ(ξ) = Reψ(ξ) − iImψ(ξ).
The measure ν in the formula (1.5) is called the Levy measure and describes the intensity of jumps of S. In particular, if ν = 0 and c = 0, then the Levy process S is a (standard) Brownian motion process. If Q = 0, then S is a purely jump Levy process. Because the equation (1.1) is well-studied in the case of Brownian motion, we shall restrict ourselves in this note to the case of purely discontinuous Levy processes (Q = 0). It follows then from (1.5) that
A stochastic process (X, IF) with trajectories in ID , defined on a probability space (Ω, F , P) with a filtration IF = (F t ) t≥0 , is called a (weak) solution of the equation (1.1) with initial value x 0 ∈ IR if there exists a Levy process (S, IF) with a given characteristic exponent ψ such that
Obviously, S is a Markov process as a process having independent increaments. Hence it can be characterized in terms of its infinitesimal generator L defined as
, where C 2 is the set of all bounded and twice continuously differentiable functions g : IR → IR (cf. [3] , page 24).
Notice finally that the use of Fourier transform can simplify calculations when working with infinitesimal operator L. Let g ∈ L 1 (IR 2 ) and
be the Fourier transform of g. Clearly, the functionĝ(ξ 1 , ξ 2 ) can be seen as the result of taking the Fourier transform from the function g(z 1 , z 2 ) first in one variable and then in another (in any order). The following facts will be used later (cf. Proposition 2.1 in [7] ).
Proposition 1.1 Let L be the infinitesimal generator of the Levy process S
with the characteristic exponent ψ. We have:
(ii) Let g be absolutely continuous on every compact subset of IR and
Krylov's estimates
Here we shall first derive an L 2 -estimate for solutions of a given class of quasilinear partial differential equtions. This estimate is then used to derive some Krylov's estimates for Levy processes with time-dependent drift.
Let K > 0 be a constant and f be a nonnegative, measurable function such
denotes the class of all infinitely many times differentiable real valued functions with compact support defined on IR 2 . Suppose further that S is a Levy process with characteristic exponent ψ on a probability space (Ω, F , P) with filtration IF. By I we denote the class of all IF-predictable one-dimensional processes (δ t ) such that |δ t | ≤ K.
For any (t, x) ∈ IR 2 and λ > 0, define the value function v(t, x) as
where X δ is a controlled process given by
Then, for the value function v and the process X δ , the Bellman principle of optimality can be formulated as follows (cf. [6] ): for any IF-stopping time τ it holds
Using standard arguments, one can derive from the principle above the corresponding Bellman equation (δ is a deterministic)
which holds a.e. in IR 2 . Here v t and v x denote the partial derivatives of the function v(t, x) in t and x, respectively. It is not hard to see that the Bellman equation is equivalent to the equation
where the constant N depends on K and ψ only.
Proof . We use here the similar approach as in the proof of Lemma 3.1 in [7] . For any function h : IR 2 → IR such that h ∈ L 1 (IR 2 ) and any ε > 0 we define
to be the ε-convolution of h with a smooth function q such that q ∈ C ∞ 0 (IR 2 ) and IR 2 q(t, x)dtdx = 1.
For any ε > 0, let
Obviously, f (ε) is square integrable and (2.1) implies that f (ε) → f as ε ↓ 0 a.s. in IR 2 .
It follows that
Now, applying Proposition 1.1, the Parseval identity and integration by parts to the last inequality yields
Taking into account (1.2) and (1.6), we conclude that there exists a constant λ 0 > 0 such that
for all ζ, ξ ∈ IR.
Combining the inequalities (2.4) and (2.5), we obtain for all λ ≥ λ 0 1 2
The constant N 1 depends on K and ψ only and is finite. Indeed,
the last inequality being true because of the assumption (1.2) and condition (1.6).
Using the estimate (2.6) and the inverse Fourier transform yields for all t, x ∈ IR and λ ≥ λ 0
The result follows then by taking the limit ε → 0 in the above inequality and using the Lebesgue dominated convergence theorem.2
Now, let X be a solution of the equation (1.1) so that the assumption
is satisfied. We are interested in L 2 -estimates of the form 
Proof . Assume first that f ∈ C ∞ 0 (IR 2 ) so that there is a solution v of equation (2.1) satisfying the inequality (2.2). By taking the ε-convolution on both sides of (2.1), we obtain
Then, for all t 0 , x 0 ∈ IR, applying the Itô's formula to the expression
By Lemma 2.1
It remains to pass to the limit in the above inequality letting ε → 0 and s → ∞ and to use the Fatou's lemma.
The inequality (2.9) can be extended in a standard way first to any function f ∈ L 2 (IR) and then to any non-negative, measurable function using the monotone class theorem arguments (see, for example, [4] , Theorem 20 
where the constant N depends on K, t, and ψ only.
Now, for arbitrary but fixed
, we obtain the following local version of Krylov's estimates Proof . Because of a being bounded, we can find a sequence of functions a n (t, x), n ≥ 1, such that they are globally Lipshitz continuous and uniformly bounded by the constant K. Then, for any n = 1, 2, . . ., the equation (1.1) has a unique strong solution (see, for example, Theorem 9.1 in [5] ). That is, for any fixed Levy process S with the characteristic exponent ψ defined on a probability space (Ω, F , P), there exists a sequence of processes X n , n = 1, 2 . . . , such that
Now we claim that the sequence of 3-dimensional processes Z n := (X n , Y n , S), n ≥ 1, is tight in the sense of weak convergence in (ID for all t ≥ 0, ε > 0, every sequence of IF-stopping times τ n , and every sequence of real numbers r n such that r n ↓ 0. We use · to denote the Euclidean norm of a vector.
It is obvious that both conditions are satisfied because of the uniform boundness of the coefficients a n , n ≥ 1.
Since the sequence {Z n } is tight, there exists a subsequence {n k }, k = 1, 2, . . ., a probability space (Ω,F,P) and the processZ on it with values in (ID 3 , D 3 ) such that Z n k converges weakly (in distribution) to the processZ as k → ∞. For simplicity, let {n k } = {n}.
According to the embedding principle of Skorokhod (see, e.g. Theorem 2.7 in [5] ), there exists a probability space (Ω,F,P) and the processesZ = (X,Ỹ ,S),Z n = (X n ,Ỹ n ,S n ), n = 1, 2, . . . , on it such that i)Z n →Z as n → ∞P-a.s.
ii)Z n = Z n in distribution for all n = 1, 2, . . . .
Using standard measurability arguments ( [6] , chapter 2), one can prove that the processesS n andS are Levy processes with the characteristic exponent ψ with respect to the augmented filtrationsĨ F n andĨ F generated by processesZ n andZ, respectively.
Using the properties i), ii), and the equation (3.1), one can show (cf. [6] , chapter 2) thatX
On the other hand, the same properties and the quasi-left continuity of the the processesX n yield lim n→∞X n t =X t , t ≥ 0,P-a.s. The following fact can be proven similar as Lemma 4.2 in [7] . 
where the constant N depends on K, ψ, t and m k only.
Without loss of generality, we can assume in the lemma above that {m k } = {m}. Now, to prove (3.4), it is enough to verify that for all t ≥ 0 and ε > 0 we have
In order to prove (3.5) we estimate for a fixed k ∈ IÑ where the constant N depends on K, m, t, and ψ only. Obviously, a n −a 2,m,t → 0 as n → ∞ implying that the right-hand sides in (3.6) and (3.7) converge to 0 by letting first n → ∞ and then k → ∞.
Because of the property τ m (X n ) → τ m (X) as n → ∞P-a.s., P τ m (X n ) < t →P τ m (X) < t as n → ∞ for all m ∈ IN, t > 0. Therefore, the last two terms can be made arbitrarly small by choosing large enough m for all n due to the fact that the sequence of processesX n satisfies the property (3.2). This proves (3.5) . HenceX is a solution of the equation (1.1). 2
If S is a symmetric stable process of index α, then ψ(ξ) = |ξ| α so that the assumption (1.2) is satisfied for all α ∈ (1, 2). It amounts us to state the following Corollary 3.3 Let S be a symmetric stable process of index α ∈ (1, 2) and a(t, x) be mesurable and bounded. Then, for any initial value x 0 ∈ IR, there exists a solution of the equation (1.1) .
