Abstract: A vision sensor calibration method based on flexible three-dimensional (3d) target and invariance of cross ratio is proposed. Flexible 3d target is obtained by moving planar target to different positions. According to the relative position relationship of planar targets in the different positions, unify target points to the base coordinate frame of the flexible 3d target. Using the invariance of cross ratio, the coordinates of the points in the light plane are obtained, then converted to sensor measurement coordinate system. Finally, vision sensor calibration parameters are obtained by the nonlinear optimization algorithm. The experimental results demonstrate that the proposed method can obtain higher calibration accuracy, reduce the calibration cost. In addition, the proposed method can adapt to field calibration for vision system.
Model of vision sensor
shows the line structured light model. Os-XsYsZs is the measuring-coordinate of vision sensor. The Origin Os, the axis OsXs and OsYs are on the laser plane, OsZs is normal to the laser plane. We set that the point P is on the laser stripe, Oc-XcYcZc is camera coordinate. O-xy is the image plane. po is the principal point of the camera. The point pu is the ideal mapping point of P. pd is the undistorted mapping point. [ 
where
The relationship between P and p u is as follows:
where λ is a scale factor, u p is the homogeneous coordinate of y p , R is unitary orthogonal matrix, T is the translation vector, K c is the internal matrix of the camera.
By developing the formula (2), the following formula is obtained: where λ is a scale factor, H is the parameter of the line structured-light. In order to determine the structure light plane, a flexible planar target method is given. Flexible 3d target is formed by moving planar calibration board to different orientations, and the light stripe is projected onto the planar calibration board. We assume that the first target plane is the reference coordinate frame, then establish local coordinate system in every position of the target plane. The point Pi is the intersection of the co-line point and the stripe line in target plane. Then, the point Pi coordinate in local coordinate system is solved based on the invariance of cross ratio [9] .
At different position of the target plane, we can resolve the relationship between the camera coordinate frame and the local coordinate frame of the target plane by the world to image co-ordinates, i.e. the camera external parameters. At the ith position of the target plane, the camera external parameters is rotation 
The control point coordinates in local coordinate system are switched to reference coordinate frame via equation (4) . So the established process of flexible 3d target is done.
As can be seen above, the established process of flexible 3d target is flexibility, reduces the cost of the calibration equipment and simplifies the calibrating procedure.
Uniqueness sorting
As shown in Figure 3 (a), we use a specifically designed calibration board. In which, the center of every circle is the landmark point. In addition, there are five bigger circles to ensure the uniqueness of landmark order. According to the following principles, the fivcontrol pointe big control points are determined. The first one is that the distance of landmark point between number 2 and number 3 is the minimum, while the distance of control point between number 4 and number 5 is maximal. The second one is that the distance of control point between number 1 and number 3 is greater than that between number 1 and number 2. The last one is the distance of control point between number 3 and number 4 is less than that between number 3 and number 5.
After determining the order of the five control points, we can compute the homography matrix between pixel coordinate system and world coordinate system of calibration board. Then, the centers of other circles are detected using edge detection and ellipse fitting. The homography matrix is used to compute the image coordinate of control point. Finally, the real mapping points are calculated by minimizing the distance between the projective points and the ellipse center coordinates. Figure 3(b) shows the result of coded target points under an arbitrary position of the calibration board.
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Transformation matrix among coordinate frames
The mapping matrix H of the structure light is the transformation matrix from measuring coordinate to image plane. The transformation relation between the reference coordinate frame and the measuring coordinate frame is as follows: Where I is an unit matrix, I a × is the antisymmetric matrix.
Optimizing the mapping matrix
According to the control points in the light plane and image coordinates, the mapping matrix H is solved by formula (3).
The mapping matrix H is optimized by the nonlinear optimization method. Optimizing the object function is defined as follows:
Where num is the number of control point, mi is image point. Then, a nonlinear optimization function is established when the radial distortions are taken into consideration. Finally, the calibration is finished by using the Leveneberg-Marquardt (LM) algorithm. Figure 5 Vision sensor equipment As shown in Fig 5, the vision sensor experiment equipment consists of a camera with an 8mm lens and a projector.
Experiment

Vision sensor calibration
Firstly, camera calibration parameter, i.e. intrinsic matrix KC and distortion matrix kc are obtained by Zhang [10] method. The result shows that the reprojection error is 0.1522 pixel, with higher accuracy. Figure 6 shows image set for vision sensor calibration.
Then, we set the first image of the image set as a benchmark, then unify target landmark to the base coordinate frame of the flexible 3D target according to the relative position relationship of planar targets in the different positions. Figure 6 Image set for vision sensor calibration Fig.7(a) shows the target points in reference coordinate, Fig.7(b) shows the Target points in measuring coordinate, Fig.7(a) shows the normalized image coordinate. 
Accuracy assessment
The absolute and relative error between the reference values and measured values are employed to evaluate vision sensor calibration accuracy. As is shown in Figure 1 , normalized image coordinate, target coordinate and measuring coordinate are given. The absolute and relative errors of distance between the reference values and measured values are shown in Table 2 , Sequence pairs represent the first target point and other target point. 
Conclusions
A new calibration approach of vision system based on flexible 3d target and invariance of cross ratio is proposed. In the method, flexible 3d target is established. The point coordinates in the light planar are obtained by using the invariance of cross ratio, then converted to sensor measuring coordinate. Finally, vision system calibration parameters are obtained by the nonlinear optimization function. The method generated large number of control points for vision sensor. The experimental results demonstrate that the proposed method can obtain higher calibration accuracy and reduce the calibration cost to adapt to field calibration.
