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Abstract
The theorems of Kozlov and Sullivan characterize Gibbs measures as measures with positive
continuous specifications. More precisely, Kozlov showed that every positive continuous speci-
fication on symbolic configurations of the lattice is generated by a norm-summable interaction.
Sullivan showed that every shift-invariant positive continuous specification is generated by a shift-
invariant interaction satisfying the weaker condition of variation-summability. These results were
proven in the 1970s. An open question since that time is whether Kozlov’s theorem holds in the
shift-invariant setting, equivalently whether Sullivan’s conclusion can be improved from variation-
summability to norm-summability. We show that the answer is no: there exist shift-invariant
positive continuous specifications that are not generated by any shift-invariant norm-summable
interaction. On the other hand, we give a complete proof of an extension, suggested by Kozlov, of
Kozlov’s theorem to a characterization of positive continuous specifications on configuration spaces
with arbitrary hard constraints. We also present an extended version of Sullivan’s theorem. Aside
from simplifying some of the arguments in the original proof, our new version of Sullivan’s theorem
applies in various settings not covered by the original proof. In particular, it applies when the
support of the specification is the hard-core shift or the two-dimensional q-coloring shift for q ≥ 6.
Keywords: Gibbs measures, specifications, interactions, hard constraints, thermodynamic formal-
ism.
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1 Introduction
A (nearest-neighbour) Markov random field on the d-dimensional integer lattice Zd is a probability
measure µ on a space Ω ⊆ ΣZd of configurations of symbols from a finite alphabet Σ on Zd that satisfies
the following Markovian condition: for every finite subset Λ of sites, the probability distribution on
events of Λ, conditioned on the complement of Λ is a function of only the restriction of the configuration
on the external boundary of Λ. In the case where all configurations are allowed, i.e., Ω = ΣZ
d
and µ
is fully supported, it follows from the Hammersley–Clifford Theorem [14, 24, 1] that the random field
can be expressed in a Gibbsian form by a nearest-neighbour interaction.
An almost-Markovian random field on Zd is defined by the following weaker condition: for every
finite subset Λ of sites, the probability distribution on events of Λ, conditioned on the complement of
Λ is merely continuous as a function of the restriction of the configuration to the complement of Λ.
Assuming again that Ω = ΣZ
d
and µ is fully supported, can the random field be given in a Gibbsian
form by an interaction, and in particular by a highly regular interaction? More than forty years ago,
first Sullivan [25, Theorem 1] and then Kozlov [16, Theorem 1] answered this question positively, with
Kozlov obtaining a stronger result: namely, the random field can be expressed in a Gibbsian form by
a so-called norm-summable (also called absolutely-summable) interaction. This is a remarkable result:
mere continuity is sufficient to represent the random field in a Gibbsian form with an interaction of
very high regularity.
These results have more to do with the so-called specification of a random field rather than the joint
distributions of the random field itself: the specification is the collection of all conditional probabilities
K(x|y) on events on a finite set of lattice sites conditioned on the complement. This viewpoint goes back
to Dobrushin [6], who referred to specifications as “consistent systems of conditional probabilities.” It
is the specification that is represented in Gibbsian form
K(x|y) = 1
Z
exp
(− EΦ(x ∨ y)) (1)
where EΦ is the energy function corresponding to an interaction Φ, x is a configuration on a finite set
of sites A, y is a configuration on Ac, and Z is a normalizing factor. Our main interest is in finding
conditions on the conditional probabilities that guarantee a representation (1) with an interaction Φ
of a high degree of regularity.
Now, consider a shift-invariant almost-Markovian random field µ, again assuming Ω , ΣZd and
µ is fully supported. It is natural to ask if, in this case, the norm-summable interaction given by
Kozlov’s theorem can always be chosen to be shift-invariant. Both Kozlov and Sullivan addressed
this problem in the 1970’s, but obtained weaker results. Kozlov [16, Theorem 3] showed that if one
imposes positivity and a stronger form of continuity, in terms of decay of modulus of continuity, on
a shift-invariant specification, then in fact one can obtain a Gibbsian representation with a shift-
invariant norm-summable interaction. On the other hand, Sullivan [25, Corollary to Theorem 2]
showed that mere positivity and continuity of a shift-invariant specification is sufficient to obtain a
Gibbsian representation with a shift-invariant interaction that satisfies a weaker form of regularity,
which he called absolute convergence. In fact, Sullivan’s interaction satisfies what we call variation-
summability, which is somewhere in between absolute convergence and norm-summability.
The question of whether every positive shift-invariant almost-Markovian specification can be repre-
sented by a shift-invariant norm-summable interaction has been considered by several authors, includ-
ing van Enter, Ferna´ndez, and Sokal [8] (see the remark at the end of Section 2.4.9) and Ferna´ndez [9]
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(Section 4.3.3), but was left open up until now. The main result of our paper, Theorem 1.1, gives a
negative answer to this question. The proof is somewhat nonconstructive, works already in dimension
d = 1 and uses elementary ideas from Banach space theory, combinatorics and probabilistic inequalities.
Theorem 1.1. There exists a shift-invariant, positive, almost-Markovian specification on Ω , {0, 1}Z
which does not admit a Gibbsian representation in terms of a shift-invariant norm-summable interac-
tion.
In other words, there exists a shift-invariant, full-support, almost-Markovian measure on Ω ,
{0, 1}Z which is not a Gibbs measure for any shift-invariant norm-summable interaction.
One might ask why norm-summability is the most desirable level of regularity, other than the fact
that it has become the standard form of regularity for interactions in Gibbs theory. One answer is that
it is needed for the DLR theory (equivalence of shift-invariant Gibbs states and equilibrium states,
see [18, 7]) to work. However, variation-summability seems to be sufficient for the “LR” part of the
theory (equilibrium implies Gibbs) but we do not know if it is sufficient for the “D” part of the theory
(Gibbs implies equilibrium).
Section 2 of this paper contains preliminary definitions and results. In Section 2.2.1, the notion of a
specification is defined in its own right, without mention of an underlying random field, by a simple set
of axioms. Each positive specification is associated with an abstract notion of “energy” expressed by a
cocycle on the asymptotic relation. The cocycle assigns to each pair of asymptotic configurations a real
number interpreted as the energy difference between the two configurations. Cocycles are equivalent
representations of positive specifications. The notion of cocycles is introduced in Section 2.2.2, and
their correspondence with positive specifications is discussed in Section 2.2.3. For the remainder of the
paper, we work in the framework of cocyles rather than specifications. The classes of interactions that
we use in this paper are defined in Sections 2.3.1 and 2.3.2. The Banach space theory that we need is
based on the open mapping theorem and is described in Sections 2.4 and 2.5.
The proof of Theorem 1.1 is given in Section 3.3. It uses a criterion for a linear operator to be
non-surjective, Proposition 2.24. In Sections 3.1 and 3.2, we also give two explicit examples of shift-
invariant specifications which fail to be represented by a shift-invariant norm-summable interaction,
but in the case where Ω is a proper subset of ΣZ
d
, i.e., certain configurations may be forbidden. These
are two-dimensional examples, taken from Chandgotia and Meyerovitch [5], that violate a linear growth
condition (9) necessary for the existence of a shift-invariant norm-summable interaction. However, in
Proposition 3.5 we show that this approach cannot possibly work in the case Ω = ΣZ
d
.
In Section 4, we give a complete proof of an extension of Kozlov’s theorem to the case where some
configurations may be forbidden, in particular, our result holds for any compact subset Ω of ΣZ
d
. This
extension was already suggested by Kozlov (see the paragraphs preceding Theorem 3 in [17]), who
did not give a proof. In our proof, we first show that Markovian specifications can be represented by
finite range interactions and then we proceed by approximating almost-Markovian specifications by
Markovian specifications. Our proof does not rely on any aspect of Zd besides the fact that it is a
countable set, as again suggested by Kozlov [17].
Theorem 1.2. Let Ω be a symbolic configuration space over a countable set of sites S. Every positive
almost-Markovian specification on Ω admits a Gibbsian representation in terms of a norm-summable
interaction.
In Section 5, we generalize Sullivan’s theorem to configuration spaces Ω that satisfy a certain kind of
constraint on allowed configurations. Moreover, our proof employs a simplification in the construction
of Sullivan’s interaction. In particular, this allows our result to be extended to other lattices and the
class of symbolic actions of countable amenable groups.
Theorem 1.3. Let Ω ⊆ ΣZd be a shift of finite type which is single-site fillable and has the pivot
property. Every shift-invariant, positive almost-Markovian specification on Ω admits a Gibbsian rep-
resentation in terms of a shift-invariant variation-summable interaction.
Theorems 1.1, 1.2, and 1.3 are stated in the equivalent language of continuous cocycles in Theo-
rems 3.4, 4.5, and 5.4 respectively. See Section 2.2.3 for the correspondence between specifications and
cocycles.
Sections 3, 4, and 5 are independent of one another and so can be read separately once the reader
has read the preliminary Section 2.
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2 Preliminaries
2.1 Spaces of configurations
The focus of this paper is on models in which the state of a physical system is represented by a
configuration of symbols. A (symbolic) configuration on a countable set S is an array x , (xk)k∈S of
symbols from a finite alphabet Σ indexed by the elements of S. We refer to the elements of S as sites.
A pattern (or a partial configuration) is an array w ∈ ΣA where A ⊆ S. We call A the shape of pattern
w ∈ ΣA. A finite pattern is a pattern whose shape is finite. The restriction of a pattern p ∈ ΣA to a
shape B ⊆ A is denoted by pB . Consistently with this notation, we sometimes denote a pattern p ∈ ΣA
by pA to emphasize its shape. Given two patterns u ∈ ΣA and v ∈ ΣB satisfying uA∩B = vA∩B , we
write u ∨ v for the pattern with shape A ∪B, for which (u ∨ v)A = u and (u ∨ v)B = v. We will write
A b B to indicate that A is a finite subset of B.
The set ΣS of all symbolic configurations on S with symbols from Σ is endowed with the product
topology, which is compact and metrizable. A cylinder set in ΣS is a set of the form [wA] , {x ∈
ΣS : xA = wA} where wA ∈ ΣA is a finite pattern with shape A b S. The set A is called the base
of the cylinder set [wA]. The cylinder sets are both open and closed and form a basis for the product
topology on ΣS .
By a (symbolic) configuration space we shall mean a non-empty compact set Ω ⊆ ΣS for some
countably infinite set of sites S and finite Σ. The configuration space ΣS is said to be full. We refer
to the elements of Ω as the configurations of ΣS that are admissible for Ω.
For most of the current paper, S will be the d-dimensional square lattice Zd for some d ∈ Z+, and
we will be interested in configuration spaces on Zd which respect the translation symmetry. We denote
by σ the action of Zd on the full configuration space ΣZd by shifts. More specifically, σkx denotes the
translation (or shift) of a configuration x by k ∈ Zd, that is, (σkx)i , xi+k for i ∈ Zd. A shift space
(or subshift) is a configuration space Ω ⊆ ΣZd that is shift-invariant, meaning that σkx ∈ Ω for each
x ∈ Ω and k ∈ Zd.
We say that a pattern w ∈ ΣA is admissible for a configuration space Ω ⊆ ΣS if w = xA for some
x ∈ Ω. We denote the set of admissible patterns of Ω with shape A by LA(Ω), and the set of all finite
admissible patterns by L(Ω) , ⋃AbS LA(Ω). Given a pattern q with shape B ⊆ S and another shape
A ⊆ S, we denote by LA|q(Ω) the set of all patterns p with shape A such that p∨ q is well defined and
is admissible for Ω.
The shift acts on patterns as well as entire configurations: for w ∈ ΣA and k ∈ Zd, σkw ∈ ΣA−k
and for i ∈ A− k, (σkw)i = wi+k.
Definition 2.1 (Topological Markov property; TMP). Let Ω ⊆ ΣS be a configuration space and
A ⊆ B ⊆ S two subsets of the sites. We say that B is a memory set for A in Ω if whenever x and y
are two configurations admissible for Ω and satisfying xB\A = yB\A, the configuration xB ∨ yS\A is
also admissible for Ω. A configuration space Ω ⊆ ΣS is said to have the topological Markov property
(TMP for short) if every finite set A b S has a finite memory set B b S in Ω.
Example 2.2 (Markov property w.r.t. a graph). A special case of the TMP is the Markov property
inherited from a locally-finite graph. Let G = (S, E) be a locally-finite graph with vertex set S and
edge set E ⊆ (S2). Let N(s) , {s′ ∈ S : {s, s′} ∈ E} denote the set of neighbours of site s ∈ S, and
for A ⊆ S, let N(A) , ⋃s∈AN(s) \ A. Being locally-finite means that N(s) is finite for every s ∈ S.
In [4, 5], the notion of a topological Markov field was introduced. In our terminology, a topological
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Markov field on the graph G = (S, E) is a configuration space Ω ⊆ ΣS in which for each A b S,
A ∪N(A) is a memory set for A.
A shift space which has the TMP but not with respect to any locally-finite graph is provided in
Example 2.4 of [2]. #
Example 2.3 (Sunny side up shift). Perhaps the simplest example of a shift space which does not have
the TMP is the so-called sunny side up shift Ω≤1, which is defined as the collection of all configurations
x : Zd → {0, 1} with at most one occurrence of 1. Indeed, suppose there is a finite memory set B b Zd
for A = {0}, then for any k ∈ Zd \B, we have that the indicator functions 1{k} of {k} and 1{0} of {0}
are in Ω≤1 and coincide in B \ {0}. This would imply that 1{0,k} belongs to Ω≤1. #
A shift space Ω ⊆ ΣZd is a shift of finite type (SFT for short) if there exists a finite set of finite
patterns F defining Ω in the sense that x ∈ Ω if and only if (σkx)A /∈ F for all k ∈ Zd and A b Zd.
The set F in this case is called a set of forbidden patterns defining Ω. A nearest-neighbour SFT is one
which has a defining set of forbidden patterns whose shapes are nearest-neighbour pairs in Zd, i.e.,
pairs {i, j} ⊆ Zd with ‖i − j‖1 = 1. A pattern q ∈ ΣB is said to be locally admissible with respect
to a defining set F of forbidden patterns for Ω if (σkq)A /∈ F for all k ∈ Zd and A b Zd such that
A ⊆ B − k. Observe that every SFT has the TMP. Namely, if F denotes the union of the shapes of a
finite set of forbidden patterns defining Ω, then each finite set A b Zd has A+F −F as a memory set
in Ω. However, the class of shift spaces with the TMP is much larger than those which are of finite
type. The reader can find many examples in [4, 2].
A symbol  ∈ Σ is said to be a safe symbol for a configuration space Ω ⊆ ΣS if for every x ∈ Ω
and k ∈ S, the configuration obtained from x by replacing the symbol at site k with  is admissible
for Ω. Clearly, every symbol of a full configuration space is safe. Observe that 0 is a safe symbol for
the sunny side up shift of Example 2.3.
Example 2.4 (Hard-core shift). A non-trivial example of a shift space with a safe symbol is the
hard-core shift
Ωhc ,
{
x ∈ {0, 1}Zd : xi = xj = 1 implies ‖i− j‖1 6= 1
}
for which 0 is safe. #
Although the class of shift spaces with the TMP is much larger than the class of SFTs, in presence
of a safe symbol, the TMP reduces to the finite type property. Namely, every shift space with the
TMP that has a safe symbol is of finite type (see Proposition A.1).
Definition 2.5 (Asymptotic relation). Two configurations x, y ∈ ΣS are said to be asymptotic (or
homoclinic) if they disagree in no more than finitely many sites. Namely, there is A b S so that
xS\A = yS\A. The set of all asymptotic pairs of configurations from a configuration space Ω is an
equivalence relation which we call the asymptotic (or homoclinic) relation and denote by T (Ω).
The equivalence classes of T (Ω) will be referred to as asymptotic classes of Ω. Given a finite set
A b S, we write TA(Ω) for the subset of T (Ω) consisting of all pairs of configurations from Ω that
agree outside A. Observe that TA(Ω) is itself an equivalence relation and is topologically closed in
Ω× Ω. Furthermore, T (Ω) = ⋃AbS TA(Ω).
Remark 2.6 (A topology on the asymptotic relation). Throughout the text we will implicitly use the
following topology on the asymptotic relation T (Ω) of a configuration space Ω. In this topology, a
sequence of pairs (xn, yn) ∈ T (Ω) converges to a pair (x, y) ∈ T (Ω) if and only if there exists a finite
set A b S such that (xn, yn) ∈ TA(Ω) for all sufficiently large n and xn → x and yn → y with respect
to the topology on Ω.
An equivalent way to define the topology on T (Ω), is by declaring that for any A b S the set
TA(Ω) is an open subset and that the induced topology on TA(Ω) coincides with the topology induced
by Ω × Ω. It follows that for any A b S, TA(Ω) is also compact. Note that the topology on T (Ω)
itself is not compact, and does not always coincide with the relative product topology. The important
feature of this topology is that for each finite set A, TA(Ω) is open as well as compact. 3
Remark 2.7. Whenever Ω has the TMP, T (Ω) is an e´tale equivalence relation with respect to the
topology described above (in fact, an AF-equivalence relation). Interested readers can read [22] and
references within for more on e´tale equivalence relations, approximately finite equivalence relations
and their significance in the theory of topological orbit equivalence of Cantor minimal systems. 3
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A configuration space Ω ⊆ ΣS is said to have the pivot property if for all asymptotic configurations
x, y ∈ Ω, there is a finite sequence of admissible configurations x = z(0), z(1), . . . , z(n) = y such that
for each i = 1, 2, . . . , n, the configurations z(i−1) and z(i) differ on a single site. We call z(i−1) → z(i)
an (admissible) pivot move at site ki, where ki is the unique site at which z
(i−1) and z(i) differ. We
say that Ω has the uniform pivot property if for every A b S, there exists B b S such that for each
(x, y) ∈ TA(Ω), there is a sequence of admissible pivot moves transforming x to y in which all moves are
inside B. It follows from the compactness of the sets TA(Ω) that if a configuration space has both the
pivot property and the TMP, then it also satisfies the uniform pivot property (see Proposition A.2).
Note that every configuration space with a safe symbol has the uniform pivot property. Namely, if
 is a safe symbol for Ω, for every (x, y) ∈ T (Ω), we can replace, one-by-one, each of the symbols of
x at sites that differ from y by , and then revert, again one-by-one, to the symbols of y at sites that
differ from x.
Example 2.8 (q-coloring shift). Given an integer q ≥ 2, the d-dimensional q-coloring shift is defined
as
Ωdcol(q) ,
{
x ∈ {0, . . . , q − 1}Zd : xi 6= xj whenever ‖i− j‖1 = 1
}
.
The q-coloring shift Ωdcol(q) clearly does not have a safe symbol. But it has the pivot property when
q ≥ 2d+ 2 (Proposition 3.4 of [5]). The shift space Ωdcol(q) also has the pivot property when d = 2 and
q ∈ {2, 3} (Proposition 4.4 of [5]). In contrast, Ωdcol(q) does not have the pivot property when d = 2
and q ∈ {4, 5}. Let us illustrate this for q = 4. Consider the configuration x ∈ {0, 1, 2, 3}Z2 defined by
xn,m , (n+ 2m) mod 4 ,
and note that for every (i, j) ∈ Z2, we have xi+1,j = xi,j + 1 (mod 4), xi,j+1 = xi,j−1 = xi,j + 2
(mod 4), and xi−1,j = xi,j +3 (mod 4). This shows that x ∈ Ω2col(4). Furthermore, since under x every
site (i, j) ∈ Z2 has three distinct colors in its neighbourhood, no other configuration in Ω2col(4) differs
from x at a single site. Nevertheless, there are configurations in Ω2col(4) that are asymptotic to x but
distinct from it. For instance, the configuration y ∈ {0, 1, 2, 3}Z2 defined by
yn,m ,

1 if (n,m) = (0, 0) ,
0 if (n,m) = (1, 0) ,
xn,m otherwise
is in Ω2col(4) and disagrees from x in exactly two positions. In these two configurations the symbols for
each site are fixed and cannot be independently pivoted, one site at a time. However, we may pivot
patterns, changing two sites at a time, as follows:
1 2 3 0
3 0 1 2
1 2 3 0
←→
1 2 3 0
3 1 0 2
1 2 3 0
.
A similar trick works for q = 5. The symbols on the configuration x given by xn,m , (n+ 3m) mod 5
are fixed but there are exchangeable patterns as above. #
A function f : Ω→ R on a compact metric space Ω will be referred to as an observable. The Banach
space of continuous observables with the uniform norm ‖·‖ will be denoted by C (Ω). An observable
f : Ω→ R on a configuration space Ω ⊆ ΣS is said to be local if there exists a finite set A b S, called
the base of f , such that f(x) is uniquely determined by the restriction xA. The local observables
form a dense linear subspace of C (Ω). Given a set A ⊆ S, we denote by FA(Ω) the σ-algebra on Ω
generated by cylinder sets whose bases are included in A. The Borel σ-algebra on Ω is denoted by
F (Ω) = FS(Ω). The set of Borel probability measures on Ω is denoted by P(Ω). With the weak-*
topology, P(Ω) is a compact metric space.
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2.2 Cocycles and specifications
The original problem motivating this paper and its predecessors is the problem of existence of Gibbsian
representations for almost-Markovian specifications. The proofs of our main results invoke T (Ω)-
cocycles, which are a certain convenient parametrization of specifications on Ω. A T (Ω)-cocycle assigns
to each pair of asymptotic configurations a real number which can be thought of as the “energy
difference” between the two configurations. In this section, we provide definitions and basic properties
of specifications and cocycles and discuss the sense in which they are equivalent. For the rest of the
paper, we will mostly work with cocycles.
2.2.1 Specifications
In models coming from equilibrium statistical mechanics, the macroscopic states of the system are
represented by probability measures on the configuration space (i.e., distributions of random fields).
However, the microscopic description coming from physics prescribes not the measure itself but its
conditional probabilities given the configuration outside each finite set of sites. A specification refers
to a consistent family of such prescribed conditional probabilities.
Definition 2.9 (Specification). Let Ω ⊆ ΣS be a configuration space. A specification on Ω is a family
K , (KA)AbS of functions KA : Ω×F (Ω)→ [0, 1] such that
(i) For each x ∈ Ω, KA(x, ·) is a probability measure on (Ω,F (Ω)).
(ii) For each E ∈ F (Ω), the function x 7→ KA(x,E) is measurable with respect to FS\A(Ω).
(iii) KA(x, [xB ]) = 1 whenever B b S \A and x ∈ Ω.
(iv) For every x ∈ Ω and A ⊆ B b S,
KB(x, [xB ]) = KB(x, [xB\A])KA(x, [xA]) .
In the older literature (for instance [6]), specifications have been called “a consistent system of
conditional probabilities”. Following the formulation by Preston [20] and Georgii [11], conditions (i)–
(iii) state that each KA is a proper probability kernel from (Ω,FS\A(Ω)) to (Ω,F (Ω)). Condition (ii)
means that KA(x, ·) only depends on the restriction of x to S \ A. Condition (iii) means that the
measure KA(x, ·) is concentrated at the configurations y ∈ Ω with yS\A = xS\A. Condition (iv) is a
consistency condition.
Example 2.10 (Uniform specification). An example of a specification on an arbitrary configuration
space Ω is the uniform specification K◦ , (K◦A)AbS defined by
K◦A(x, [vB ] ∩ [uA]) ,

1∣∣LA|xS\A(Ω)∣∣ if x ∈ [vB ] and uA ∈ LA|xS\A(Ω),
0 otherwise,
for u ∈ LA(Ω) and v ∈ LB(Ω) with A ∩B = ∅. #
A probability measure µ is said to be consistent with a specification K , (KA)AbS (or specified by
K) if µ
(
[pA]
∣∣FS\A(Ω))(x) = KA(x, [pA]) for every p ∈ LA(Ω) and µ-almost every x. Every probability
measure on a configuration space ΣS is consistent with some specification on ΣS [12, 21], but one is
often interested in specifications that satisfy symmetry/continuity conditions.
If Ω is a shift space, we say that a specificationK , (KA)AbS on Ω is shift-invariant ifKk+A(x,E) =
KA(σ
kx, σkE) for every A b S and k ∈ S.
A specification K , (KA)AbS is local (or Markovian) if for every A b S, there exists B b S
with B ⊇ A such that for each cylinder set [wA] with base A, the function KA(·, [wA]) is FB\A(Ω)-
measurable. In this case, we refer to B as a memory set for A with respect to K. A specification is
continuous (or almost-Markovian) if all its kernels KA are continuous with respect to the first variable.
Compactness of P(Ω) ensures that every continuous specification on Ω has at least one consistent
measure. This is shown by picking an arbitrary measure µ (a boundary condition) and taking an
accumulation point of the sequence of measures µKA defined by µKA(W ) ,
∫
KA(·,W ) dµ as A →
S along a cofinal chain of finite subsets of S (i.e., taking a thermodynamic limit). A continuous
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specification may have more than one consistent measure (e.g., the specification of the Ising model
at low temperature [10, Chapter 3]). In general, without assuming continuity of the specification,
probability measures consistent with a specification K , (KA)AbS may or may not exist. The set of
measures consistent with a continuous specification is a closed and convex subset of P(Ω). It follows
(via averaging, and again using compactness) that on a shift space, every shift-invariant continuous
specification has a shift-invariant consistent measure.
A specification K , (KA)AbS on a configuration space Ω is said to be positive (or uniformly non-
null) if KA(x, [xA]) > 0 for every A b S and x ∈ Ω. The uniform specification K◦ on Ω is clearly
positive.
We recall the following result, stated and proven in a very similar setting in [2, Proposition 2.5].
For completeness, we provide a proof in the appendix (Section A.2)
Proposition 2.11 (Support of a positive continuous specification). There exists a positive continuous
specification K , (KA)AbS on a configuration space Ω if and only if Ω has the TMP.
2.2.2 Cocycles on the asymptotic equivalence relation
Let R ⊆ X ×X be an equivalence relation on a set X. A (real-valued) cocycle on R (or R-cocycle)
is a function ∆: R → R satisfying ∆(a, b) + ∆(b, c) = ∆(a, c) whenever (a, b), (b, c) ∈ R. Given any
R-cocycle ∆: R → R one can find a “potential” function F : A→ R such that ∆(a, b) = F (b)− F (a)
for every (a, b) ∈ R. Moreover, F as above is uniquely determined up to a constant on each equivalence
class of R.
On the intuitive level, a cocycle ψ : T (Ω)→ R on the asymptotic equivalence relation of a configu-
ration space Ω ⊆ ΣS can be thought of as a notion of “energy” on configurations, with ψ(x, y) being
the “energy required to modify x into y”. Although as stated above we can always find a “potential”
function F : Ω → R so that ψ(x, y) = F (y) − F (x) for every (x, y) ∈ T (Ω), even under suitable as-
sumptions on the cocycle ψ one can rarely find such F as above with “nice” proprieties such as shift
invariance and continuity or even Borel measurability. A cocycle on the asymptotic relation T (Ω) will
sometimes be referred to as a cocycle on Ω.
We call a cocycle ψ : T (Ω)→ R continuous (or almost-Markovian) if for each A b S, the restriction
of ψ to TA(Ω) is continuous with respect to the induced topology from Ω × Ω. This terminology is
justified by the fact that continuous cocycles are precisely the cocycles that are continuous with respect
to the topology introduced in Remark 2.6. By compactness, the restriction of a continuous cocycle to
each TA(Ω) is bounded and uniformly continuous.
We say a cocycle ψ : T (Ω)→ R is said to be local (or Markvovian) if for every A b S, there exists
B b S with B ⊇ A such that ψ(x′, y′) = ψ(x, y) whenever (x, y), (x′, y′) ∈ TA(Ω), x′B\A = xB\A and
y′B\A = yB\A. The set B will then be referred to as the memory set associated to A for the cocycle ψ.
Clearly, any Markovian cocycle is continuous.
Given a shift space Ω ∈ ΣZd , a cocycle ψ : T (Ω) → R is called shift-invariant if ψ(σkx, σky) =
ψ(x, y) for each (x, y) ∈ T (Ω) and k ∈ Zd.
2.2.3 T (Ω)-cocycles as parametrization of positive specifications
Our goal now is to explain why T (Ω)-cocycles can be thought of as convenient way to parametrize
positive specifications on Ω. To explain this idea, note that given a non-empty finite set X, there is a
simple one-to-one correspondence between the cocycles ∆: X×X → R on the full equivalence relation
X ×X and the positive probability distributions p : X → (0, 1) on X. The correspondence is given by
the equality
p(b)
p(a)
= e−∆(a,b)
for a, b ∈ X. The probability distribution p satisfying this equality is the Boltzmann distribution
associated to ∆.
On a configuration space Ω ⊆ ΣS , there is a similar one-to-one correspondence between measurable
cocycles ψ : T (Ω)→ R on the asymptotic relation T (Ω) and the positive specifications K , (KA)AbS
on Ω. The correspondence is given by the equality
KA(y, [yA])
KA(x, [xA])
= e−ψ(x,y). (2)
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for each A b S and (x, y) ∈ TA(Ω). The correspondence in the reverse direction is given by
ψ(x, y) = − log
[
KA(y, [yA])
KA(x, [xA])
]
. (3)
We record this correspondence in the following proposition:
Proposition 2.12 (Positive specifications ≡ measurable cocycles). Let Ω be a configuration space.
The equalities (2) and (3) define a one-to-one correspondence between measurable cocycles ψ on T (Ω)
and positive specifications K , (KA)AbS on Ω.
The proof of this proposition amounts to a direct calculation. The conditions (i)–(iv) for (KA)AbS
are all together equivalent to the cocycle equation
ψ(z, x) = ψ(y, x) + ψ(z, y) for every (x, y) ∈ T (Ω).
For completeness, we include a proof of this proposition in Appendix A.2. The parametrization of
positive specifications via cocycles provides a convenient formalism in which to state our results. As
an example, the uniform specification on a configuration space Ω (Example 2.10) corresponds to the
zero cocycle ψ ≡ 0 on T (Ω).
The cocycle associated to a positive continuous (resp., Markovian) specification is clearly continuous
(resp., Markovian). The converse is however not true: according to Proposition 2.11, a positive specifi-
cation on a configuration space Ω cannot be continuous unless Ω has the TMP, whereas the zero cocycle
on every configuration space is continuous (even Markovian). From the proof of Proposition 2.12 (in
particular, Equation (34)), it follows that the specification associated to a continuous cocycle on Ω
is continuous if and only if for every finite pattern pA ∈ LA(Ω), the function x 7→ 1Ω(xS\A ∨ pA) is
continuous (hence, local). The latter condition is equivalent to Ω having the TMP.
Proposition 2.13 (Positive continuous specification ≡ continuous cocycle). Let Ω be a configuration
space satisfying the TMP. Let K be a positive specification on Ω and ψ its corresponding cocycle on
T (Ω). Then, K is continuous (resp., Markovian) if and only if ψ is continuous (resp., Markovian).
2.3 Interactions
The cocycles and specifications arising in statistical mechanics are usually generated by interaction
potentials.
An interaction potential (an interaction, for short) on a configuration space Ω ⊆ ΣS is a function
Φ: L(Ω) → R assigning a real value Φ(w) to each admissible pattern w ∈ L(Ω). The “physical
interpretation” of the value Φ(w) is “the energy contribution of the pattern w”. Given C b S, we
also define a local function ΦC : Ω → R by ΦC(x) , Φ(xC), so that an interaction can equivalently
be described by the family (ΦC)CbS . An interaction Φ on a shift space Ω ⊆ ΣZd is shift-invariant if
Φ(σkw) = Φ(w) for each w ∈ L(Ω) and k ∈ Zd, or equivalently, if Φk+C(x) = ΦC(σkx) for all x ∈ Ω,
C b Zd and x ∈ Ω.
Given an interaction Φ: L(Ω)→ R, we formally define for every (x, y) ∈ T (Ω)
ψΦ(x, y) ,
∑
CbS
[
Φ(yC)− Φ(xC)
]
(4)
To make sense of the infinite sum in (4), certain assumptions on the interaction Φ are required. The
simplest case in which the sum is meaningful is when Φ has finite range, that is, for every A b S,
ΦC ≡ 0 for all but finitely many C b S with A ∩ C 6= ∅. In this case ψΦ : T (Ω) → R is clearly a
Markovian cocycle. We say that Φ is uniformly convergent if for every A b S, the sum in (4) converges
uniformly over TA(Ω), where the convergence of the series is interpreted in the net sense, along the
directed family of finite subsets of S. In other words, Φ is uniformly convergent if for every ε > 0,
there exists J0 b S such that ∣∣∣∣∣ψΦ(x, y)−∑
C⊆J
[
ΦC(y)− ΦC(x)
]∣∣∣∣∣ < ε
9
for every J b S satisfying J ⊇ J0 and each (x, y) ∈ TA(Ω). It follows that ψΦ : T (Ω) → R is a
continuous cocycle whenever Φ is a uniformly convergent interaction, because its restriction to TA(Ω)
is the uniform limit of a net of continuous functions.
Whenever we can express a cocycle ψ : T (Ω)→ R in the form ψ = ψΦ given by (4), we call this a
Gibbsian representation for the cocycle ψ.
For certain applications, it is desirable to have a “better” Gibbsian representation with stronger
regularity properties, beyond uniform convergence. In particular, the well known theorems of Do-
brushin, Lanford and Ruelle [7, 18] relate shift-invariant Gibbs measures and equilibrium measures
for the class of norm-summable interactions, which we introduce later. The purpose of the current
paper is to follow up on the question of the existence of Gibbsian representations for continuous (or
Markovian) cocycles in terms of “nice” families of interactions.
Remark 2.14 (Gibbsian representations of Markovian cocycles). The Markovian case was first ad-
dressed independently by Hammersley and Clifford [14], Averintsev [1] and Spitzer [24]. They showed
that on a full configuration space, every cocycle (equivalently, positive specification) that has the
Markov property with respect to a locally-finite graph on the set of sites is generated by a unique
finite-range interaction satisfying a certain “canonical” property (see also [13]). This interaction is
“canonical” in that it assigns non-zero values only to patterns whose shapes are cliques of the graph,
and which do not have an occurrence of a fixed “vacuum” symbol.
For further references and state-of-the-art results on existence or non-existence of Gibbsian repre-
sentations for Markovian specifications on configurations spaces with constraints see [5, 3].
While the focus of this paper is on Gibbsian representations of continuous cocycles, in Section 4.1
we show that every Markov cocycle on a configuration space with the TMP is generated by a (“non-
canonical”) finite-range interaction. 3
2.3.1 Variation-summable interactions.
Let Ω ⊆ ΣS be a configuration space. The variation of a continuous observable f : Ω→ R on a finite
set A b S is defined as
VarA(f) , sup
(x,y)∈TA(Ω)
∣∣f(y)− f(x)∣∣ .
We use the shorthand Vars(·) , Var{s}(·) for s ∈ S. Note that VarA(f) = 0 whenever f is a local
observable whose base does not intersect A.
An interaction Φ: L(Ω)→ R is called variation-summable if for every A b Zd,∑
CbS
C∩A6=∅
VarA(ΦC) <∞ . (5)
Observe that (5) implies that the sum (4) converges absolutely, uniformly over each TA(Ω). In partic-
ular, every variation-summable interaction is uniformly convergent.
Proposition 2.15 (Variation-summability under uniform pivot property). Let Ω ⊆ ΣS be a configu-
ration space satisfying the uniform pivot property. Then, an interaction Φ on Ω is variation-summable
if and only if ∑
CbS
C3s
Vars(ΦC) <∞
for every s ∈ S.
The proof of the above proposition can be found in Appendix A.3.
Let now Ω ⊆ ΣZd be a shift space with the uniform pivot property. From the above proposition, it
follows that a shift-invariant interaction Φ on Ω is variation-summable if and only if
‖Φ‖VS ,
∑
CbZd
C30
Var0(ΦC)
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is finite. The function ‖·‖VS is a seminorm, because it clearly satisfies the subadditivity and homo-
geneity conditions. It is however not a norm because, for instance, ‖c + Φ‖VS = ‖Φ‖VS for every
c ∈ R.
Define an equivalence relation
Ω∼ on L(Ω) by declaring w,w′ ∈ L(Ω) to be equivalent if and only if
they have the same shape C b Zd and there exist (x, x′) ∈ T (Ω) such that xC = w and x′C = w′.
Lemma 2.16. Let Ω be a shift space with the pivot property and let Φ: L(Ω)→ R be a shift-invariant
variation-summable interaction. Then, for every A b Zd and w,w′ ∈ LA(Ω) with w Ω∼ w′ we have∣∣Φ(w)− Φ(w′)∣∣ ≤ |LA(Ω)| ‖Φ‖VS .
Lemma 2.16 can be used to obtain the following.
Proposition 2.17. Let Ω be a shift space satisfying the uniform pivot property and let Φ: L(Ω)→ R
be a shift-invariant variation-summable interaction. Then ‖Φ‖VS = 0 if and only if for every C b Zd
the function ΦC is constant on each asymptotic class of Ω.
See Appendix A.3 for the proof of Lemma 2.16 and Proposition 2.17.
If we identify two interactions Φ(1) and Φ(2) whenever ‖Φ(2) − Φ(1)‖VS = 0, then we get a normed
linear space. This space together with the norm ‖·‖VS actually forms a Banach space which we denote
by BVS(Ω). In the specific case where Ω is a shift space that admits a safe symbol , we can identify
BVS(Ω) with the space of interactions Φ satisfying ‖Φ‖VS < ∞ and Φ(C) = 0 for every C b Zd,
because for any interaction Φ satisfying ‖Φ‖VS < ∞, there exists a unique interaction Φ′ satisfying
‖Φ − Φ′‖VS = 0 and Φ′(C) = 0 for every C b Zd. This basic idea extends to the more general case
where Ω is a shift space with the pivot property. Namely, choose a set L0 ⊆ L(Ω) which includes
precisely one representative from each equivalence class of
Ω∼. Now for any interaction Φ satisfying
‖Φ‖VS < ∞, there exists a unique interaction Φ′ satisfying ‖Φ − Φ′‖VS = 0 such that Φ′(w) = 0 for
every w ∈ L0.
For completeness, we give a proof of completeness of ‖·‖VS.
Proposition 2.18 (Completeness of the VS-norm). Let Ω be a shift space with the uniform pivot
property. Then, the norm ‖·‖VS on BVS(Ω) is complete.
Proof. Let Φ(1),Φ(2), . . . be a Cauchy sequence in BVS(Ω). We need to show that the sequence con-
verges with respect to the norm ‖·‖VS. Let L0 ⊆ L(Ω) be a set containing precisely one representative
from each equivalence class of
Ω∼. By the remark above the proposition, it is no loss of generality to
assume that Φ(n)(w) = 0 for each w ∈ L0 and n ∈ N.
Take w ∈ L(Ω), and let w′ be the unique element of L0 such that w Ω∼ w′. Then, Φ(n)(w) =
Φ(n)(w) − Φ(n)(w′). Using Lemma 2.16, it follows that (Φ(n)(w))∞n=1 is a Cauchy sequence of real
numbers, and thus converges to a real number which we denote by Φ(w). This defines an interaction
Φ: L(Ω) → R which is the pointwise limit of (Φ(n))∞n=1. Clearly, Φ is shift-invariant and satisfies
Φ(w′) = 0 for each w′ ∈ L0.
From pointwise convergence, it directly follows that Var0(ΦC) = limn→∞Var0(Φ
(n)
C ) for every
C b Zd. Since (Φ(n))∞n=1 is a Cauchy sequence in BVS(Ω), the series
∑
CbZd
C30
Var0(Φ
(n)
C ) converges
uniformly in n, in the sense that for any ε > 0, there exists a finite set B b Zd such that
sup
n
∑
CbZd
C30, C 6⊆B
Var0(Φ
(n)
C ) < ε ,
This shows that
‖Φ‖VS ≤
∑
CbZd
C30, C⊆B
Var0(ΦC) + ε ,
and in particular Φ ∈ BVS(Ω). It also follows that
lim sup
n→∞
‖Φ− Φ(n)‖VS ≤ limn→∞
∑
CbZd
C30, C⊆B
Var0(ΦC − Φ(n)C ) + ε = ε .
Since ε > 0 was arbitrary, this shows that the sequence (Φ(n))∞n=1 converges in norm to Φ.
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Sullivan showed that every shift-invariant continuous cocycle (equivalently, shift-invariant positive
continuous specification) on a full shift space is generated by a shift-invariant variation-summable
interaction (see Corollary of Theorem 2 in [25]). To be precise, the statement in [25] only mentions a
slightly weaker property called “absolute convergence”, but an inspection of the proof reveals that it
yields a variation-summable interaction. In Theorem 5.4 below, we extend Sullivan’s result to more
general families of shift spaces.
2.3.2 Norm-summable interactions.
An interaction Φ on a configuration space Ω ⊆ ΣS is norm-summable (also called absolutely summable)
if for every A b S, ∑
CbS
C∩A6=∅
‖ΦC‖ <∞ ,
where ‖·‖ denotes the uniform norm. Clearly, every norm-summable interaction is also variation-
summable. In particular, norm-summable interactions are uniformly convergent.
Observe that for every interaction Φ,∑
CbS
C∩A6=∅
‖ΦC‖ =
∑
a∈A
∑
CbS
C3a
1
|A ∩ C| ‖ΦC‖ ≤
∑
s∈A
∑
CbS
C3s
‖ΦC‖ .
Thus, Φ is norm-summable if and only if ∑
CbS
C3s
‖ΦC‖ <∞
for every s ∈ S.
Of special interest is the case in which Ω is a shift space and Φ is a shift-invariant interaction. In
this case, Φ is norm-summable if and only if
‖Φ‖NS ,
∑
CbS
C30
‖ΦC‖ <∞ .
It is well known that the space of shift-invariant norm-summable interactions on a shift space Ω with
the norm ‖·‖NS is a Banach space (see Section 4.1 of [23]). We denote this Banach space by BNS(Ω) .
Once again, for completeness, we give a proof of completeness.
Proposition 2.19 (Completeness of the NS-norm). Let Ω be a shift space. Then, the norm ‖·‖NS on
BNS(Ω) is complete.
Proof. Suppose that
∑∞
n=1‖Φ(n)‖NS <∞. It suffices to show that there is a norm-summable interac-
tion Φ such that
∥∥∑N
n=1 Φ
(n) − Φ∥∥
NS
converges to zero as N →∞.
For this, first observe that
∑∞
n=1
∥∥Φ(n)C ∥∥ < ∞ for every C b Zd such that C 3 0. Since RLC(Ω) is
a finite dimensional Banach space with the uniform norm, ΦC ,
∑∞
n=1 Φ
(n)
C exists uniformly. Clearly,
this defines a shift-invariant interaction Φ. Furthermore, Φ is norm-summable because
‖Φ‖NS =
∑
CbZd
C30
‖ΦC‖ ≤
∑
CbZd
C30
∞∑
n=1
∥∥Φ(n)C ∥∥ = ∞∑
n=1
∑
CbZd
C30
∥∥Φ(n)C ∥∥ = ∞∑
n=1
‖Φ(n)‖NS <∞ .
It remains to show that
∥∥∑N
n=1 Φ
(n) − Φ∥∥
NS
→ 0 as N →∞.
Enumerate the finite subsets of Zd that contain 0 as C1, C2, . . .. Since
∞∑
m=1
∞∑
n=1
‖Φ(n)Cm‖ =
∞∑
n=1
‖Φ(n)‖NS <∞ ,
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given ε > 0, there exists M > 0 such that
∞∑
m=M+1
∞∑
n=1
∥∥Φ(n)Cm∥∥ < ε.
Moreover, since Φ is norm-summable, we may also assume that
∞∑
m=M+1
‖ΦCm‖ < ε.
It follows that for every N ≥ 1,∥∥∥∥ N∑
n=1
Φ(n) − Φ
∥∥∥∥
NS
=
∞∑
m=1
∥∥∥∥ N∑
n=1
Φ
(n)
Cm
− ΦCm
∥∥∥∥
≤
M∑
m=1
∥∥∥∥ N∑
n=1
Φ
(n)
Cm
− ΦCm
∥∥∥∥+ ∞∑
m=M+1
∥∥∥∥ N∑
n=1
Φ
(n)
Cm
− ΦCm
∥∥∥∥
≤
M∑
m=1
∥∥∥∥ N∑
n=1
Φ
(n)
Cm
− ΦCm
∥∥∥∥+ ∞∑
m=M+1
N∑
n=1
∥∥Φ(n)Cm∥∥+ ∞∑
m=M+1
‖ΦCm‖
≤
M∑
m=1
∥∥∥∥ N∑
n=1
Φ
(n)
Cm
− ΦCm
∥∥∥∥+ 2ε .
Now choose N0 so large that for each m = 1, 2, . . . ,M and N ≥ N0,∥∥∥∥ N∑
n=1
Φ
(n)
Cm
− ΦCm
∥∥∥∥ < ε/M
Then, for N ≥ N0, ∥∥∥∥ N∑
n=1
Φ(n) − Φ
∥∥∥∥
NS
< 3ε ,
concluding the proof.
Let us remark that the set of shift-invariant finite-range interactions on a shift space Ω is dense
in BNS(Ω).
Kozlov [16] showed that every continuous cocycle (equivalently, positive continuous specification)
on a full configuration space is generated by a norm-summable interaction. However, when the cocycle
is shift-invariant, Kozlov’s construction does not provide a shift-invariant norm-summable interaction.
This raises the question of whether every shift-invariant continuous cocycle on a full shift is generated
by a shift-invariant norm-summable interaction. The main result of the current paper (Theorem 3.4)
answers this question in the negative: there exists a continuous shift-invariant cocycle on the one-
dimensional binary full shift which is not generated by any shift-invariant norm-summable interaction.
On the other hand, we extend Kozlov’s non-shift-invariant result to continuous cocycles on any con-
figuration space satisfying the TMP (Theorem 4.5).
2.4 A Banach space of cocycles
In this section we show that the space of all continuous shift-invariant cocycles on a shift space that
has the TMP and the pivot property is in fact a Banach space with an appropriately defined norm.
This result, which is crucial for the proof of Theorem 5.4, is essentially due to Sullivan [25], at least
for cocycles on the full-shift.
Let Ω ⊆ ΣZd be a shift space. For a site k ∈ Zd, define ζk : Ω→ Ω by
(ζkx)s ,
{
xs if s 6= k,
a(x, k) if x = k,
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for all s ∈ Zd, where a(x, k) is the smallest symbol a ∈ Σ, according to some fixed total order on Σ,
such that xZd\{k} ∨ a{k} is admissible in Ω. Observe that if Ω has the TMP, then a(x, k) is a function
of xk+B for some B b Zd. In particular, the maps ζk are continuous. When the shift space Ω has a
safe symbol , it is convenient to assume that  is the minimum element of Σ. This will make sure
that a(x, k) =  for every x ∈ Ω and k ∈ Zd, and the definition of ζk becomes
(ζkx)s ,
{
xs if s 6= k,
 if s = k.
Given a shift-invariant cocycle ψ on T (Ω), define
‖ψ‖Sull , sup
x∈Ω
∣∣ψ(x, ζ0x)∣∣ .
When Ω has the pivot property, ‖·‖Sull is a norm, which we call the Sullivan norm. If Ω also has the
TMP, Proposition 2.21 below shows that the Sullivan norm is complete and hence turns the space of
shift-invariant continuous cocycles on T (Ω) into a Banach space, which we denote by BSull(Ω).
In order to prove the completeness of the Sullivan norm, we use the following lemma.
Lemma 2.20. Let Ω be a shift space with the TMP and the pivot property. Consider the map
F : BSull(Ω)→ C (Ω) given by
F (ψ)(x) , ψ(x, ζ0x)
for each ψ ∈ BSull(Ω) and x ∈ Ω. Then F is an injective linear map. Furthermore, the image
F
(
BSull(Ω)
)
is a closed linear subspace of C (Ω) with respect to the topology of the uniform norm.
Proof. Continuity of F (ψ) follows from continuity of ψ and continuity of the map ζ0. It is easy to see
that F is linear.
To prove that F is injective, we need to use the pivot property of Ω. Suppose that F (ψ) = 0.
We will show that ψ is the zero cocycle, meaning that ψ(x, y) = 0 for every (x, y) ∈ T (Ω). By
the pivot property, there exists a sequence of sites k1, . . . , kn ∈ Zd and a sequence of configurations
x = z(0), z(1), . . . , z(n) = y such that (z(i−1), z(i)) ∈ Tki(Ω) for i = 1, . . . , n. By the cocycle property
and shift-invariance,
ψ(x, y) =
n∑
i=1
ψ
(
z(i−1), z(i)
)
=
n∑
i=1
ψ
(
σkiz(i−1), σkiz(i)
)
.
Since
(
σkiz(i−1), σkiz(i)
) ∈ T0(Ω) for every i = 1, . . . , n, it suffices to show that ψ(x, y) = 0 for every
(x, y) ∈ T0(Ω). Note that for (x, y) ∈ T0(Ω), we have ζ0x = ζ0y. Hence, the cocycle equation gives
ψ(x, y) = ψ(x, ζ0x) + ψ(ζ0y, y) = F (ψ)(x)− F (ψ)(y) = 0 (6)
whenever (x, y) ∈ T0(Ω). This completes the proof of injectivity of F .
It remains to show that F
(
BSull(Ω)
)
is closed in C (Ω) with respect to the uniform norm ‖·‖.
Suppose f is in the closure of F
(
BSull(Ω)
)
. Thus, there exists a sequence (ψt)
∞
t=1 in BSull(Ω) such that
f is the uniform limit of F (ψt). We show that the limit
ψ , lim
t→∞ψt
exists and that it is uniform on TA(Ω) for every A b Zd. So, let A b Zd. Then, for every (x, y) ∈
TA(Ω), as above, we can find a sequence of sites k1, . . . , kn ∈ Zd and a sequence of configurations
x = z(0), z(1), . . . , z(n) = y such that (z(i−1), z(i)) ∈ Tki(Ω) for i = 1, . . . , n. Hence,
ψt(x, y) =
n∑
i=1
ψt
(
z(i−1), z(i)
)
=
n∑
i=1
[
F (ψt)
(
σkiz(i−1)
)− F (ψt)(σkiz(i))] ,
where the second equality is obtained similarly to (6) with ψt replacing ψ. Because Ω has the TMP and
the pivot property, it also has the uniform pivot property, so the number n can be chosen independently
of the pair (x, y) ∈ TA(Ω), thus only depending on A. Furthermore, the TMP implies that the sites
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k1, . . . , kn and the configurations z
(0), z(1), . . . , z(n) can be chosen to be continuous in (x, y) ∈ TA(Ω),
meaning that there exists a finite set B ⊇ A such that the sites ki and the symbols z(i)ki depend only
on xB and yB . We see that as t→∞, the right-hand side converges to
n∑
i=1
[
f
(
σkiz(i−1)
)− f(σkiz(i))] .
Furthermore, the convergence is uniform over (x, y) ∈ TA(Ω) because the convergence of F (ψt) to
f is uniform. Since a pointwise limit of cocycles is also a cocycle, ψ is a cocycle on T (Ω). Since
for each A b Zd, the convergence is uniform over TA(Ω), it follows that ψ is a continuous cocycle.
Shift-invariance of ψ follows from shift-invariance of ψt and taking limits. Lastly, for every x ∈ Ω,
F (ψ)(x) = ψ(x, ζ0x) = lim
t→∞ψt(x, ζ0x) = limt→∞F (ψt)(x) = f(x) .
Thus, F (ψ) = f .
Proposition 2.21 (Completeness of the Sullivan norm). Let Ω be a shift space with the TMP and the
pivot property. Then ‖·‖Sull is a complete norm on BSull(Ω).
Proof. The function F in the statement of Lemma 2.20 is an embedding of the linear space BSull(Ω)
onto a closed linear subspace of C (Ω), thus F (BSull(Ω)) together with the uniform norm ‖·‖ is a Banach
space. By definition, the norm ‖·‖Sull is simply the pullback of the uniform norm ‖·‖ via F , and thus
it is a complete norm.
Remark 2.22 (Completeness of the Sullivan norm: another sufficient condition). If Ω is a shift space
with a safe symbol, then it satisfies the pivot property, in fact the uniform pivot property, but not
necessarily the TMP. Nevertheless, we claim that the conclusion of Proposition 2.21 still holds. To
see this, first observe that the TMP was used only to show continuity of certain quantities within the
proof of Lemma 2.20, namely, continuity of (a) ζ0x as a function of x, and (b) the sites ki, and (c) the
symbols z
(i)
ki
, as functions of (x, y) ∈ TA(Ω). But the safe symbol assumption guarantees continuity of
these quantities, even without the TMP assumption:
For (a), continuity amounts to continuity of (ζ0x)0, which in this case is the constant .
For (b) and (c), the sequence of sites ki is the concatenation of two enumerations of the sites of
A at which x and y differ, and the sequence of symbols z
(i)
ki
is the concatenation of a sequence of the
constants  followed by the sequence of symbols yki . 3
2.5 Surjective maps between Banach spaces
We are interested in the question of whether every cocycle of a given type has a Gibbsian representation
of the form (4) in terms of a “well-behaved” interaction. Specifically, for a shift space Ω, we would
like to know if every shift-invariant continuous cocycle on Ω can be represented by a shift-invariant
norm-summable interaction and, failing that, if it can be represented by a shift-invariant variation-
summable interaction. These questions can be reformulated as the question of surjectivity of certain
bounded linear transformations between Banach spaces.
Proposition 2.23 (Continuity of Φ 7→ ψΦ). Let Ω be a shift space with the TMP and the pivot
property. The map Φ 7→ ψΦ defines a bounded linear transformation from the Banach space BNS(Ω)
to the Banach space BSull(Ω) and also from the Banach space BVS(Ω) to the Banach space BSull(Ω).
Proof. Since
‖ψΦ‖Sull = sup
x∈Ω
∣∣ψΦ(x, ζ0x)∣∣ ≤ sup
x∈Ω
∑
AbZd
∣∣ΦA(x)− ΦA(ζ0x)∣∣ = sup
x∈Ω
∑
A30
∣∣ΦA(x)− ΦA(ζ0x)∣∣ , (7)
we deduce that
‖ψΦ‖Sull ≤
∑
A30
sup
x∈Ω
|ΦA(x)|+
∑
A30
sup
x∈Ω
|ΦA(ζ0x)| ≤ 2‖Φ‖NS
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and thus Φ 7→ ψΦ, viewed as a linear operator from BNS(Ω) to BSull(Ω) has operator norm at most 2.
Similarly, again from (7), we deduce that
‖ψΦ‖Sull ≤
∑
A30
sup
x∈Ω
∣∣ΦA(x)− ΦA(ζ0x)∣∣ ≤∑
A30
Var0(ΦA) = ‖Φ‖VS
In particular ψΦ = 0 whenever ‖Φ‖VS = 0 and thus Φ 7→ ψΦ gives a well defined operator from BVS(Ω)
to BSull(Ω) of norm at most 1.
Let BZ(R) denote the open ball of radius R ≥ 0 centered at the origin of a Banach space Z.
Proposition 2.24 (Surjectivity of bounded linear maps). Let (X, ‖·‖X) and (Y, ‖·‖Y ) be Banach
spaces and T : X → Y be a bounded linear transformation. The following are equivalent:
(a) T is surjective.
(b) For some R > 0, T
(
BX(R)
)
contains BY (1).
(c) For some R > 0, T
(
BX(R)
)
is dense in BY (1).
This proposition is an exercise in functional analysis based on the open mapping theorem. We give
a proof in Appendix A.4.
So, in order to show that a bounded linear transformation from one Banach space to another is not
surjective, we only need to show that condition (b) above does not hold, which essentially says that
the map is not open.
The real dual of a Banach space Z will be denoted by Z∗. In accordance with this, we write ‖·‖∗Z
for the dual norm on Z∗. Let us also write for a real-valued function f : N → R that f(n) = o(n) if
limn→∞
f(n)
n = 0 and f(n) = Ω(n) if f(n) ≥ Kn for some positive K > 0 and all large enough n.
Corollary 2.25 (Sufficient condition for non-surjectivity). Let X and Y be Banach spaces. Let
T : X → Y be a bounded linear transformation. Suppose that there exist a sequence of vectors yn ∈ Y
and a sequence of bounded linear functionals fn : Y → R in Y ∗ such that
(i)
∥∥fn ◦ T∥∥∗X = o(n) as n→∞,
(ii) supn‖yn‖Y <∞,
(iii)
∣∣fn(yn)∣∣ = Ω(n) as n→∞.
Then, T is not surjective.
Proof. Without loss of generality, we can assume that supn‖yn‖Y < 1. Let f ∈ Y ∗. If y = T (x) for
some x ∈ X, then
|f(y)| = |f ◦ T (x)| ≤ ‖f ◦ T‖∗X‖x‖X
Thus, for all y ∈ Y ,
|f(y)|
‖f ◦ T‖∗X
≤ inf
x∈T−1(y)
‖x‖X . (8)
The left-hand side of (8) tends to infinity by setting f = fn and y = yn and so there is no ball centered
at the origin in X whose image contains the ball BY (1) of radius 1 centered at 0 in Y . This fact
contradicts condition (b) in Proposition 2.24 and so T is not surjective.
We will apply this result in section 3 to show that there exists a shift-invariant continuous cocycle
on a full shift that cannot be represented by a shift-invariant norm-summable interaction. We will also
apply Proposition 2.24 in section 5 to show that, for a large collection of SFTs Ω, every shift-invariant
continuous cocycle on Ω can be represented by a shift-invariant variation-summable interaction.
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3 Shift-invariant norm-summable representations may not ex-
ist!
The purpose of this section is to prove that the map Φ 7→ ψΦ which assigns to every norm-summable
shift-invariant interaction a continuous shift-invariant cocycle on a full shift is not surjective. Before
we proceed to the main result, we describe simpler and more explicit examples on proper subshifts.
These results are based on the “linear growth condition”.
Let Ω ⊆ ΣS be a configuration space. We say that a cocycle ψ on T (Ω) satisfies the linear growth
condition if there exists a constant C ≥ 0 such that
|ψ(x, y)| ≤ C|A| (9)
for every A b S and (x, y) ∈ TA(Ω).
Proposition 3.1 (Linear growth of ψΦ). Let Ω be a shift space. Any shift-invariant continuous cocycle
on T (Ω) that is represented by a shift-invariant norm-summable interaction satisfies the linear growth
condition.
Proof. For A b Zd and (x, y) ∈ TA(Ω),
ψΦ(x, y) =
∑
FbZd
F∩A6=∅
[
ΦF (x)− ΦF (y)
]
=
∑
k∈A
∑
FbZd
F3k
1
|A ∩ F |
[
ΦF (x)− ΦF (y)
]
.
By the triangle inequality,
|ψΦ(x, y)| ≤
∑
k∈A
∑
FbZd
F3k
1
|A ∩ F |
(|ΦF (x)|+ |ΦF (y)|) ≤ 2∑
k∈A
∑
FbZd
F3k
‖ΦF ‖ .
Since ψ is shift-invariant, for any k ∈ Zd,∑
FbZd
F3k
‖ΦF ‖ =
∑
FbZd
F30
‖ΦF ‖ = ‖Φ‖NS .
Thus, |ψΦ(x, y)| ≤ 2‖Φ‖NS |A|, which means ψΦ satisfies the linear growth condition.
3.1 The “height difference” cocycle on 3-colorings
The following is a simple example of a shift-invariant continuous (in fact, Markov) cocycle on a two-
dimensional SFT, which is not given by a shift-invariant norm-summable interaction. The example
appears in [5], providing a Markovian specification which does not come from a nearest-neighbour
interaction.
Example 3.2 (3-colorings: absence of linear growth). Let Ω = Ω2col(3) denote the two-dimensional
3-coloring shift as in Example 2.8, namely, the shift space consisting of all proper colorings of the
standard Cayley graph of Z2,
Ω2col(3) ,
{
x ∈ {0, 1, 2}Z2 : xn 6= xn+ei for every n ∈ Z2 and i = 1, 2
}
,
where e1 , (1, 0) and e2 , (0, 1). As discussed in [5], every x ∈ Ω2col(3), can be “lifted” to a height
function xˆ ∈ ZZ2 , where
(i) xˆn = xn (mod 3) for every n ∈ Z2,
(ii) |xˆn − xn+ei | = 1 for every n ∈ Z2 and i = 1, 2.
Such a “lift” is unique up to addition by an integer multiple of 3. Furthermore, for any (x, y) ∈ T (Ω)
there is a pair of lifts (xˆ, yˆ) ∈ ZZ2 × ZZ2 as above such that xˆ and yˆ are asymptotic, and this pair of
lifts is unique up to addition by a common integer multiple of 3. For (x, y) ∈ T (Ω) we can define
ψ(x, y) ,
∑
n∈Z2
[xˆn − yˆn],
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where (xˆ, yˆ) is an asymptotic pair of lifts. This is a well defined shift-invariant continuous cocycle (in
fact Markov), as shown in Section 4 of [5].
We claim that ψ is not generated by any shift-invariant norm-summable interaction. To show this,
we show that it violates the linear growth condition (see Proposition 3.1). Indeed, for i ∈ N, define
xˆ(i), yˆ(i) ∈ ZZ2 by
xˆ(i)n ,
{
i− ‖n‖1 if ‖n‖1 ≤ i,
(i− ‖n‖1) mod 2 otherwise,
and
yˆ(i)n ,
{
−i+ ‖n‖1 if ‖n‖1 ≤ i,
(i− ‖n‖1) mod 2 otherwise.
Let x(i), y(i) ∈ Ω be given by x(i)n , xˆ(i)n mod 3 and y(i)n = yˆ(i)n mod 3. Then (x(i), y(i)) ∈ TB(2)i (Ω) where
B
(2)
i , {n ∈ Z2 : ‖n‖1 ≤ i}. Also, a simple calculation shows that ψ(x(i), y(i)) =
∑
n∈Z2 [xˆ
(i)
n − yˆ(i)n ] is
precisely equal to the cardinality of the set B
(3)
i , {n ∈ Z3 : ‖n‖1 ≤ i}. Thus
lim
i→∞
∣∣ψ(xˆ(i), yˆ(i))∣∣
|B(2)i |
=∞ ,
and so (9) cannot hold for any constant C ≥ 0. #
The cocycle ψ : T (Ω) → R in the above example is indeed a very explicit example of of shift-
invariant continuous cocycle which is not given by a norm-summable interaction. However, as shown
in [5, Proposition 6.2], every shift-invariant probability measure on Ω2col(3) that is consistent with the
specification associated to ψ is “frozen”, meaning that the asymptotic relation restricted to the support
of the measure is equal to the diagonal relation. Note that a frozen measure on a configuration space Ω
is consistent with any specification on Ω. Thus, the specification associated to ψ should be considered
as a pathological example which does not “genuinely” specify any shift-invariant almost-Markovian
random field.
3.2 Almost Markovian random fields on the “square-islands shift”
The next example, again taken from [5], provides another shift-invariant continuous cocycle that is not
generated by any shift-invariant norm-summable interaction. As in Example 3.2, the cocycle in the
following example is defined on a two-dimensional SFT. However, unlike in Example 3.2, the specifi-
cation associated to the cocycle presented below admits consistent measures that have full support on
the underlying SFT.
Example 3.3 (Square-islands shift: absence of linear growth). Section 9 of [5] describes a certain
infinite family (µp)p∈(0,1)N of two-dimensional shift-invariant Markov random fields. This family is
parametrized by sequences p = (pj)
∞
j=1 ∈ (0, 1)N. The support of these Markov random fields is
a certain SFT called “the square-island shift”, whose admissible configurations consist of “square
islands” in a “sea” of blank tiles. Each “square island” has one of two colors (say red and blue), is
square shaped (hence the name), and has positive integer “radius” j ∈ N. All the probability measures
µp collapse to the same probability measure µ once the colors of the islands are “forgotten”. This
projection µ is consistent with the uniform specification K◦ (see Example 2.10). According to µp,
given the locations and sizes of the islands, the colors of the islands are independent, and each island
of size j is blue with probability pj . The cocycle Mp associated to the specification of µp (which is a
Markov cocycle, hence continuous) is described explicitly in Section 9 of [5]. We claim that Mp is not
generated by any shift-invariant norm-summable interaction, again due to the fact that Mp does not
satisfy the linear growth condition (see Proposition 3.1).
Let x(j) and y(j) be two asymptotic configurations each corresponding to a unique island of size j
centered at the origin, surrounded by an infinite sea, one colored blue and the other red. Then,∣∣Mp(x(j), y(j))∣∣ = log(pj)− log(1− pj).
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Thus, if pj tends rapidly enough to 0 or to 1 (say if, pj , e−j
3
), then
lim
j→∞
∣∣Mp(xˆ(j), yˆ(j))∣∣
j2
=∞ ,
and so Mp is not representable by a shift-invariant norm-summable interaction. #
3.3 Non-surjectivity of the map Φ 7→ ψΦ restricted to BNS(Ω) on a full shift
This section is devoted to the proof of Theorem 1.1, which is our main result. In consequence of
the identification between positive, almost-Markovian specifications and continuous cocycles (Propo-
sition 2.13), it suffices to prove the following equivalent statement.
Theorem 3.4 (No general shift-invariant norm-summable representation). There exists a continuous
shift-invariant cocycle ψ on the asymptotic relation of Ω , {0, 1}Z for which there is no shift-invariant
norm-summable interaction Φ such that ψ = ψΦ.
In the examples presented in the previous subsections, the absence of shift-invariant norm-summable
interactions was due to the failure of the linear growth condition. On a full shift, every shift-invariant
continuous cocycle satisfies the linear growth condition, and hence this approach would not work.
Proposition 3.5 (Linear growth on full shifts). Every shift-invariant continuous cocycle on a shift
space with a safe symbol (in particular, a full shift) satisfies the linear growth condition.
Proof. Let Ω be a shift space that has a safe symbol . Let A b Zd be arbitrary and take x, y ∈ TA(Ω).
By pivoting the sites in A one by one from x to the safe symbol and then pivoting them back to y, we
find a sequence of pivots of length at most 2|A| from x to y. This shows that for any shift-invariant
continuous cocycle ψ, we have |ψ(x, y)| ≤ 2|A|‖ψ‖Sull.
More specifically, let ψ be an arbitrary shift-invariant continuous cocycle. Let k1, k2, . . . , kn be an
enumeration of the elements of A. Set x(0) , x and recursively define x(i) , ζkix(i−1), that is, x(i) is
obtained from x(i−1) by turning the symbol at site ki to . By the cocycle equation and the triangle
inequality,
∣∣ψ(x, xZ\A ∨ A)∣∣ = ∣∣∣∣ n∑
i=1
ψ
(
x(i−1), x(i)
)∣∣∣∣ ≤ n∑
i=1
∣∣ψ(x(i−1), x(i))∣∣ ≤ |A|‖ψ‖Sull .
Similarly,
∣∣ψ(y, yZ\A ∨A)∣∣ ≤ |A|‖ψ‖Sull. Observe that xZ\A ∨A = yZ\A ∨A. Putting these together
and using again the cocycle equation and the triangle inequality, we get∣∣ψ(x, y)∣∣ = ∣∣ψ(y, yZ\A ∨ A)− ψ(x, xZ\A ∨ A)∣∣
≤ ∣∣ψ(x, xZ\A ∨ A)∣∣+ ∣∣ψ(y, yZ\A ∨ A)∣∣ ≤ 2|A|‖ψ‖Sull ,
which proves the claim.
3.3.1 Proof strategy
For the rest of this section, we set Σ , {0, 1} and the configuration space will be the one-dimensional
binary full shift Ω , ΣZ = {0, 1}Z. Let T : BNS(Ω)→ BSull(Ω) denote the map defined by
T (Φ) , ψΦ ,
where ψΦ is the cocycle given in (4).
Every asymptotic pair (x, y) ∈ T (Ω) defines a bounded linear functional 〈x, y〉 ∈ B∗Sull given by the
evaluation map
〈x, y〉(ψ) , ψ(x, y) for ψ ∈ BSull.
By Corollary 2.25, in order to prove Theorem 3.4, it suffices to show the existence of a sequence of
asymptotic pairs {(x(k), y(k))}k∈N ∈ T (Ω), a sequence {ψk}k∈N of shift-invariant continuous cocycles,
and a strictly increasing function n : N→ N such that:
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Conditions 3.6 (Sufficient for non-surjectivity of T ).
(i)
∥∥〈x(k), y(k)〉 ◦ T∥∥∗
NS
= o(n(k)) as k →∞,
(ii) supk‖ψk‖Sull <∞,
(iii)
∣∣ψk(x(k), y(k))∣∣ = Ω(n(k)) as k →∞.
It will be useful to establish a concrete formula for ‖〈x, y〉 ◦ T‖∗NS. Given an asymptotic pair
(x, y) ∈ T (Ω) and a finite pattern w ∈ {0, 1}A with shape A b Z, let
∆w(x, y) ,
∑
i∈Z
[
1w((σ
iy)A)− 1w((σix)A)
]
(10)
denote the difference in the number of occurrences of w in x and y. Note that ∆w is a cocycle on T (Ω),
in fact a cocycle generated by a finite-range interaction.
Proposition 3.7 (Formula for the dual NS-norm). Let (x, y) ∈ T (Ω) be an asymptotic pair. Then,
for η , 〈x, y〉 ◦ T ∈ B∗NS, we have
‖η‖∗NS = sup
AbZ
1
|A|
∑
w∈ΣA
|∆w(x, y)| .
To prove this proposition, we use the following lemma.
Lemma 3.8 (Countable linear decomposition). For every Φ ∈ BNS(Ω) and (x, y) ∈ T (Ω), we have
ψΦ(x, y) =
∑
A mod Z
∑
w∈ΣA
Φ(w)∆w(x, y) ,
where A mod Z is a shorthand to indicate summing over finite subsets of Z modulo shift.
Proof.
ψΦ(x, y) =
∑
AbZ
[
Φ(yA)− Φ(xA)
]
=
∑
A mod Z
∑
i∈Z
[
Φ((σiy)A)− Φ((σix)A)
]
=
∑
A mod Z
∑
i∈Z
[ ∑
w∈ΣA
Φ(w)1w((σ
iy)A)−
∑
w∈ΣA
Φ(w)1w((σ
ix)A)
]
=
∑
A mod Z
∑
w∈ΣA
Φ(w)
∑
i∈Z
[
1w((σ
iy)A)− 1w((σix)A)
]
=
∑
A mod Z
∑
w∈ΣA
Φ(w)∆w(x, y) .
Proof of Proposition 3.7. Applying Lemma 3.8, for every interaction Φ ∈ BNS(Ω), we have
|η(Φ)| = |ψΦ(x, y)|
≤
∑
A mod Z
∑
w∈ΣA
∣∣Φ(w)∆w(x, y)∣∣
≤
∑
A mod Z
(|A| sup
v∈ΣA
|Φ(v)|)(1/|A|) ∑
w∈ΣA
|∆w(x, y)|
≤ ‖Φ‖NS sup
AbZ
1
|A|
∑
w∈ΣA
|∆w(x, y)| .
Taking supremum over Φ with ‖Φ‖NS = 1, we get
‖η‖∗NS ≤ sup
AbZd
1
|A|
∑
w∈ΣA
|∆w(x, y)| .
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For the reversed inequality, given a fixed A b Zd, define a shift-invariant interaction Φ by
Φ(w) ,
{
1
|A| sign
(
∆w(x, y)
)
if w ∈ ΣA+i for some i ∈ Z,
0 otherwise.
Then Lemma 3.8 implies that
η(Φ) = ψΦ(x, y) =
1
|A|
∑
w∈ΣA
|∆w(x, y)| .
Note that ‖Φ‖NS = 1. Thus,
‖η‖∗NS ≥
1
|A|
∑
w∈ΣA
|∆w(x, y)| .
Taking supremum over A b Z, we obtain
‖η‖∗NS ≥ sup
AbZd
1
|A|
∑
w∈ΣA
|∆w(x, y)| .
Let us give an informal explanation on how we shall construct sequences {(x(k), y(k))}k∈N ∈ T (Ω)
and {ψk}k∈N satisfying Conditions 3.6(i)–(iii). Recall that the Hamming distance of a pair of words
u, v ∈ {0, 1}n is the number of positions i such that ui 6= vi. The Hamming distance of two asymptotic
configurations x, y ∈ Ω is defined similarly.
First, we shall show that for every k ∈ N and sufficiently large n = n(k), there exist two words
u(k), v(k) ∈ {0, 1}n such that the configurations x(k), y(k) ∈ Ω obtained by padding u(k) and v(k) with 0s
on both sides satisfy the following properties:
(a) No shift of x(k) or y(k) is close to either x(k) or y(k) in the Hamming distance.
(b) For every pattern w whose shape has no more than k elements, the number of occurrences of w
in x(k) and in y(k) are close.
The proof is via a probabilistic argument. Namely, we show that for n large enough, the probability
that two words u and v chosen independently uniformly at random from {0, 1}n satisfy both of the
above properties is positive.
Next, we shall define a shift-invariant interaction Φ(k) with the following properties:
(c) Φ(k) assigns non-zero values only to (translations of) words of length n(k).
(d) Φ(k)(w) > 0 if (a translation of) w is close to u(k) in the Hamming distance.
(e) Φ(k)(w) < 0 if (a translation of) w is close to v(k) in the Hamming distance.
We shall use Φ(k) to define a shift-invariant continuous cocycle ψk.
As we shall see, Property (b) will imply that ‖(x(k), y(k))‖∗NS = o(n(k)) as k → ∞. Using Proper-
ties (a) and (c)–(e), we will show that ‖ψk‖Sull is uniformly bounded and that
∣∣ψk(x(k), y(k))∣∣ = Ω(n(k))
as k →∞.
Let us now proceed with the detailed proof.
3.3.2 The probabilistic argument
In this section, we establish the existence of words u(k), v(k) with Properties (a) and (b). We will use
the following two well-known probabilistic inequalities.
Proposition 3.9 (Chernoff–Hoeffding bound [15]). Let X1, . . . , Xn be i.i.d. random variables with
mean µ, and let X ,
∑n
i=1Xi. Then, for every δ ∈ (0, 1),
P
(
X ≤ (1− δ)nµ) ≤ exp(−δ2nµ
2
)
.
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The variation of a function f : Rn → R on its ith variable is defined as
sup
x1,...,xn
sup
y1,...,yn
xj = yj for j 6= i
∣∣f(y1, . . . , yn)− f(x1, . . . , xn)∣∣ .
Proposition 3.10 (McDiarmid’s bounded differences inequality [19]). Let X1, . . . , Xn be independent
random variables, and let f : Rn → R be a measurable function whose variation on the ith variable is
bounded by ci. Then, for every ε > 0,
P
(∣∣f(X1, . . . , Xn)− E[f(X1, . . . , Xn)]∣∣ ≥ ε) ≤ 2 exp( −2ε2∑n
i=1 c
2
i
)
.
We will denote the Hamming distance between two words u, v ∈ {0, 1}n by Ham(u, v). Given a
finite pattern w ∈ {0, 1}D, a set I ⊆ Z and an asymptotic pair (x, y) ∈ T (Ω), define
∆Iw(x, y) ,
∑
i∈I
[
1w((σ
iy)D)− 1w((σix)D)
]
.
This is consistent with the notation ∆w(x, y) introduced in (10), with ∆
Z
w(x, y) = ∆w(x, y).
Lemma 3.11 (Existence of marker words). For every ε > 0, δ ∈ (0, 1) and k ∈ N, there exists
n(ε, δ, k) ∈ N such that for all n ≥ n(ε, δ, k), there exist two words u, v ∈ {0, 1}n such that if we let
x, y ∈ {0, 1}Z be the configurations defined by
xj ,
{
uj if 0 ≤ j < n,
0 otherwise,
and yj ,
{
vj if 0 ≤ j < n,
0 otherwise,
(11)
then the following properties hold:
(a) We have
Ham(u, v) > (1− δ) n
2
, (12)
and for every j ∈ Z \ {0},
Ham
(
(σjx)[0,n−1], u
)
> (1− δ) n
2
, Ham
(
(σjx)[0,n−1], v
)
> (1− δ) n
2
,
Ham
(
(σjy)[0,n−1], u
)
> (1− δ) n
2
, Ham
(
(σjy)[0,n−1], v
)
> (1− δ) n
2
. (13)
(b) For every pattern w ∈ {0, 1}D whose shape satisfies |D| ≤ k and D ⊆ κ + [0, n − 1] for some
κ ∈ Z, and every interval I ⊆ Z, we have∣∣∆Iw(x, y)∣∣ < εn . (14)
Proof. Let n ∈ N be a positive integer whose value we shall specify later. Let x and y be two random
configurations from Ω in which, the symbols xi and yi for i ∈ [0, n− 1] are independent with (1/2, 1/2)-
Bernoulli distribution, whereas xi , yi , 0 for i ∈ Z \ [0, n − 1]. Let u , x[0,n−1] and v , x[0,n−1].
Note that if we define
1xi=yi ,
{
1 if xi 6= yi,
0 if xi = yi,
then the random variables 1xi=yi for i ∈ [0, n − 1] are also independent with (1/2, 1/2)-Bernoulli dis-
tribution. By definition, Ham(u,v) =
∑
i∈[0,n−1] 1xi=yi . Noting that E[1xi=yi ] = 1/2 and using the
Chernoff–Hoeffding bound yields
P
(
Ham(u,v) ≤ (1− δ)n
2
)
≤ exp
(−δ2n
4
)
.
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Similarly, for any fixed j ∈ Z \ {0} each of the n-tuples (1xi+j=xi)i∈[0,n−1], (1xi+j=yi)i∈[0,n−1],
(1yi+j=xi)i∈[0,n−1] and (1yi+j=yi)i∈[0,n−1] consists of independent (1/2, 1/2)-Bernoulli random variables.
Thus, using the Chernoff–Hoeffding bound as before we get
P
(
Ham((σjx)[0,n−1],u) ≤ (1− δ)n
2
)
≤ exp
(−δ2n
4
)
, (15)
P
(
Ham((σjx)[0,n−1],v) ≤ (1− δ)n
2
)
≤ exp
(−δ2n
4
)
, (16)
P
(
Ham((σjy)[0,n−1],u) ≤ (1− δ)n
2
)
≤ exp
(−δ2n
4
)
, (17)
P
(
Ham((σjy)[0,n−1],v) ≤ (1− δ)n
2
)
≤ exp
(−δ2n
4
)
. (18)
By definition of x and y, whenever |j| ≥ n,
Ham((σjx)[0,n−1],u) = Ham((σjy)[0,n−1],u) =
∑
i∈[0,n−1]
1ui=1,
Ham((σjx)[0,n−1],v) = Ham((σjy)[0,n−1],v) =
∑
i∈[0,n−1]
1vi=1.
Therefore, in order to satisfy conditions (15), (16), (17) and (18) for all j ∈ Z \ {0}, it suffices to
satisfy them for j ∈ [−n, n] \ {0}. Consequently, applying the union bound, we obtain that
P(Ea) ≤ (8n+ 1) exp
(−δ2n
4
)
, (19)
where Ea is the event that u = u and v = v for some u, v ∈ {0, 1}n that fail at least one of the
conditions (12)–(13).
Next, let I ⊆ Z be an interval and w ∈ {0, 1}D where D b Z is a shape so that |D| ≤ k and
there is κ ∈ Z such that D ⊆ κ + [0, n − 1]. Notice that if i /∈ [−κ − n + 1,−κ + n − 1] then
1w((σ
ix)D) = 1w((σ
iy)D) because (σ
ix, σiy) ∈ T−i+[0,n−1](Ω) and −i+ [0, n− 1]∩ κ+ [0, n− 1] = ∅.
Hence if we let I ′ = I ∩ [−κ− n+ 1,−κ+ n− 1] we get that
∆Iw(x,y) = ∆
I′
w (x,y).
Let us consider a partition P of I ′ into k parts such that whenever i, j are two distinct elements of
some P ∈ P, i + D is disjoint from j + D. (As |D| ≤ k, a greedy algorithm yields such a partition.)
For i ∈ I ′, define a random variable Wxi by
Wxi , 1w
(
(σix)D
)
=
{
1 if xi+a = wa for every a ∈ D,
0 otherwise.
Define Wyi analogously and note that W
y
i and W
x
i are identically distributed. Note also that whenever
i, j are distinct elements of some P ∈ P, the random variables Wxi and Wxj are independent, and the
same holds if we replace x by y.
Let i1 < i2 < · · · < i` be the elements of I ′ ordered from left to right. For P ∈ P, define
fP : {0, 1}` → N by fP (x1, x2, . . . , x`) =
∑
s:is∈P xs and note that changing the value of (x1, x2, . . . , x`)
at one coordinate modifies fP (x1, x2, . . . , x`) by at most 1. Let f : {0, 1}` → N be defined by
f(x1, x2, . . . , x`) ,
∑
P∈P fP (x1, x2, . . . , x`) =
∑`
i=1 xi. Observe that
∆Iw(x,y) =
∑
i∈I′
[
1w((σ
ix)D)− 1w((σiy)D)
]
=
∑
i∈I′
[
Wxi −Wyi
]
= f
(
Wxi1 , . . . ,W
x
i`
)− f(Wyi1 , . . . ,Wyi`)
=
∑
P∈P
[
fP
(
Wxi1 , . . . ,W
x
i`
)− fP (Wyi1 , . . . ,Wyi`)].
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Note that |P | ≤ |I ′| ≤ 2n− 1 ≤ 2n for every P ∈ P. Using McDiarmid’s inequality we have
P
(∣∣∣fP (Wxi1 , . . . ,Wxi`)− E [fP (Wxi1 , . . . ,Wxi`)]∣∣∣ ≥ εn2k) ≤ 2 exp
(
− 2|P |
(εn
2k
)2)
≤ 2 exp
(
−ε
2n
4k2
)
.
Similarly,
P
(∣∣∣fP (Wyi1 , . . . ,Wyi`)− E [fP (Wyi1 , . . . ,Wyi`)]∣∣∣ ≥ εn2k) ≤ 2 exp
(
−ε
2n
4k2
)
.
Since E
[
fP
(
Wxi1 , . . . ,W
x
i`
)]
= E
[
fP
(
Wyi1 , . . . ,W
y
i`
)]
, we obtain, by applying the pigeonhole principle
and the union bound, that
P
(∣∣∣fP (Wxi1 , . . . ,Wxi`)− fP (Wyi1 , . . . ,Wyi`)∣∣∣ ≥ εnk ) ≤ 4 exp
(−ε2n
4k2
)
.
Using the fact that f =
∑
P∈P fP and applying the pigeonhole principle and the union bound once
more yields
P
(∣∣∣f(Wxi1 , . . . ,Wxi`)− f(Wyi1 , . . . ,Wyi`)∣∣∣ ≥ εn) ≤ 4k exp(−ε2n4k2
)
.
Therefore
P
(∣∣∆Iw(x,y)∣∣ ≥ εn) ≤ 4k exp(−ε2n4k2
)
.
At this point, we would like to use the latter bound to argue that the probability that condition (14)
fails for some choices of D, w and I is small. To this end, notice that if D = κ + D′ for some κ ∈ Z,
then, for any I ⊆ Z, w ∈ {0, 1}D and w′ ∈ {0, 1}D′ so that w(d) = w′(d− κ), we have∣∣∆Iw(x, y)∣∣ = ∣∣∆I+κw′ (x, y)∣∣ for every x, y ∈ {0, 1}Z such that (x, 0Z), (y, 0Z) ∈ T[0,n−1](Ω).
Therefore the conditions for D,D′ that are the same modulo a shift are redundant and we may assume
that D ⊆ [0, n− 1].
Fix some D ⊆ [0, n − 1] of cardinality |D| = m ≤ k. There are 2m choices for w ∈ {0, 1}D and
we already argued that we may assume that I ⊆ [−n + 1, n − 1], therefore, there are (2n − 1)(n − 1)
choices for I. We get the following upper bound on the number F (n, k) of conditions of the form∣∣∆Iw(x,y)∣∣ ≥ εn to impose:
F (n, k) ≤
k∑
m=1
(2n− 1)(n− 1)2m
(
n
m
)
≤ 2n22k
k∑
m=1
(
n
m
)
≤ k2k+1nk+2.
Therefore, applying the union bound, we obtain
P(Eb) ≤ F (n, k) 4k exp
(−ε2n
4k2
)
(20)
≤ 2k+3k2nk+2 exp
(−ε2n
4k2
)
,
where Eb is the event that x = x and y = y for some x, y ∈ {0, 1}Z that fail (a) for at least one choice
of I b Z, D with |D| ≤ k so that there is κ ∈ Z such that D ⊆ κ+ [0, n− 1] and w ∈ {0, 1}D.
Let us now choose n = n(ε, δ, k) sufficiently large so that
(8n+ 1) exp
(−δ2n
4
)
+ 2k+3k2nk+2 exp
(−ε2n
4k2
)
< 1 .
Then, combining (19) and (20), we find that P(Ea ∪ Eb) < 1. In particular, with positive probability,
u = u and v = v for some u, v ∈ {0, 1}n that satisfy both conditions (b) and (a).
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3.3.3 Proof of Theorem 3.4
We shall now define the objects that will satisfy Conditions 3.6(i)–(iii).
Fix δ , 1/2 and K , 16. Given k ∈ N, set εk , 1k22k , and pick an increasing function n : N → N
such that n(k) ≥ n(εk, δ, k), where n(εk, δ, k) is as in Lemma 3.11. Let u(k), v(k) ∈ {0, 1}n(k) be
two words satisfying conditions (12)–(13) and (14) as in Lemma 3.11. Let x(k), y(k) ∈ {0, 1}Z be the
configurations corresponding to u(k), v(k) via (11).
For k ∈ N, let Φ(k) : {0, 1}Z → R be given by
Φ(k)(x) , max
{
0, n(k)−K ·Ham (x[0,n(k)−1], u(k))}
−max
{
0, n(k)−K ·Ham (x[0,n(k)−1], v(k))} .
Note that Φ(k)(x) depends only on x[0,n(k)−1]. Therefore, the function ψk : T (Ω)→ R defined by
ψk(x, y) ,
∑
j∈Z
[
Φ(k)(σjy)− Φ(k)(σjx)],
is a cocycle on T (Ω) which is continuous (in fact, local) and shift-invariant.
Claim 1 (Verification of Condition 3.6(i)).
∥∥(x(k), y(k))∥∥∗
NS
= o
(
n(k)
)
.
Proof. By Proposition 3.7, it suffices to show that for every A b Z,
1
|A|
∑
w∈ΣA
∣∣∆w(x(k), y(k))∣∣ ≤ 6n(k)
k
. (21)
Indeed, if the above holds then,
lim
k→∞
1
n(k)
∥∥(x(k), y(k))∥∥∗
NS
= lim
k→∞
1
n(k)
sup
AbZ
1
|A|
∑
w∈ΣA
∣∣∆w(x(k), y(k))∣∣ ≤ lim
k→∞
6
k
= 0.
For simplicity of notation, for the remainder of the proof of this claim, we shall denote x , x(k),
y , y(k), n , n(k) and ε , εk. Fix A = {a1 < a2 < · · · < a|A|} b Z. Let us define,
R =
{
j ∈ Z : (j +A) ∩ [0, n− 1] 6= ∅}
R≤k =
{
j ∈ Z : 1 ≤ ∣∣(j +A) ∩ [0, n− 1]∣∣ ≤ k}
R>k =
{
j ∈ Z : ∣∣(j +A) ∩ [0, n− 1]∣∣ > k}.
Note that R is the disjoint union of R≤k and R>k and that for every j /∈ R and w ∈ {0, 1}A, we have
1w((σ
jx)A)− 1w((σjy)A) = 0. We may thus write
1
|A|
∑
w∈ΣA
|∆w(x, y)| = 1|A|
∑
w∈ΣA
∣∣∣∣∣∑
j∈Z
1w((σ
jx)A)− 1w((σjy)A)
∣∣∣∣∣
=
1
|A|
∑
w∈ΣA
∣∣∣∣∣∑
j∈R
1w((σ
jx)A)− 1w((σjy)A)
∣∣∣∣∣
≤ 1|A|
∑
w∈ΣA
∣∣∣∣∣ ∑
j∈R≤k
1w((σ
jx)A)− 1w((σjy)A)
∣∣∣∣∣ (22)
+
1
|A|
∑
w∈ΣA
∣∣∣∣∣ ∑
j∈R>k
1w((σ
jx)A)− 1w((σjy)A)
∣∣∣∣∣ . (23)
It suffices to bound both terms (22) and (23). In order to bound (23), note that there is an injective
function ϕ : [1, . . . , k] × R>k → [0, n − 1] × A defined by ϕ(i, j) ,
(
`(i, j), a(i, j)
)
where `(i, j) is the
i-th element from left to right of (A+ j) ∩ [0, n− 1] (there are at least k + 1 elements by definition of
R>k) and a(i, j) is `(i, j)− j. In particular, it follows by taking the cardinality of these sets that
k|R>k| ≤ |A|n.
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Using this inequality, we obtain the following bound for (23):
(23) ≤ 1|A|
∑
w∈ΣA
∑
j∈R>k
∣∣1w((σjx)A)− 1w((σjy)A)∣∣
=
1
|A|
∑
j∈R>k
∑
w∈ΣA
∣∣1w((σjx)A)− 1w((σjy)A)∣∣
≤ 1|A|
∑
j∈R>k
2 =
|R>k|
|A| ≤
2n
k
.
In order to bound (22), we shall further divide it into three sums. For w ∈ {0, 1}A let B(w) be the
intersection of A with the convex hull of w−1(1) in Z, that is B(w) = [minw−1(1),maxw−1(1)] ∩ A.
Noting that B(w) = ∅ if and only if w = 0A, we can write,
(22) =
1
|A|
∣∣∣∣∣ ∑
j∈R≤k
[
10A((σ
jx)A)− 10A((σjy)A)
]∣∣∣∣∣ (24)
+
1
|A|
∑
w∈ΣA
0<|B(w)|≤k
∣∣∣∣∣ ∑
j∈R≤k
[
1w((σ
jx)A)− 1w((σjy)A)
]∣∣∣∣∣ (25)
+
1
|A|
∑
w∈ΣA
|B(w)|>k
∣∣∣∣∣ ∑
j∈R≤k
[
1w((σ
jx)A)− 1w((σjy)A)
]∣∣∣∣∣ . (26)
Note that (26) is equal to 0. Indeed, whenever (B(w) + j) ∩ (Z \ [0, n − 1]) 6= ∅ we have that
1w((σ
jx)A) = 1w((σ
jy)A) = 0. In particular, if |B(w)| > k we have that 1w((σjx)A)−1w((σjy)A) = 0
whenever j ∈ R≤k.
Let us now give a bound for (25). By the same argument as in the case of (26), we may write,
(25) =
1
|A|
∑
w∈ΣA
0<|B(w)|≤k
∣∣∣∣∣∣∣∣
∑
j∈R≤k
(B(w)+j)⊆[0,n−1]
[
1w((σ
jx)A)− 1w((σjy)A)
]∣∣∣∣∣∣∣∣ .
For j ∈ R, let A(j) = A ∩ ([0, n − 1] − j) and note that it is an induced non-empty convex subset
of A (the intersection of A with an interval). Let us denote j 'A j′ whenever A(j) = A(j′). It is
easy to see that each equivalence class [j]'A is an interval. We claim that the set of all j ∈ R≤k
such that (B(w) + j) ⊆ [0, n − 1] 6= ∅ can be covered by 2k − 1 disjoint intervals [j]'A . Indeed, as
∅ 6= B(w) ⊆ [0, n−1]−j, we have that B(w)∩A(j) 6= ∅. As j ∈ R≤k we know that |A(j)| ≤ k. Finally,
as A(j) is an induced convex subset and |B(w)| ≤ k, there are at most 2k − |B(w)| possible choices
for A(j) and hence 2k − 1 disjoint equivalence classes which cover R≤k ∩ {j : B(w) + j ⊆ [0, n − 1]}.
Thus, we may write
R≤k ∩
{
j ∈ Z : (B(w) + j) ⊆ [0, n− 1]} = [j1]'A unionmulti [j2]'A unionmulti · · · unionmulti [jm]'A
with m ≤ 2k−1. Note that for each i ∈ {1, 2, . . . ,m}, the restriction wA(j) is the same for all j ∈ [ji]'A
and |A(j)| ≤ k. Therefore,
(25) =
1
|A|
∑
w∈ΣA
0<|B(w)|≤k
∣∣∣∣∣
m∑
i=1
∑
j∈[ji]'A
[
1w((σ
jx)A)− 1w((σjy)A)
]∣∣∣∣∣
≤ 1|A|
∑
w∈ΣA
0<|B(w)|≤k
m∑
i=1
∣∣∣∣∣ ∑
j∈[ji]'A
[
1wA(ji)
((σjx)A(ji))− 1wA(ji)((σjy)A(ji))
]∣∣∣∣∣ .
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Applying Item (b) of Lemma 3.11 with D , A(ji) and I , [ji]'A we obtain that for every i ∈
{1, . . . ,m},
∣∣∆IwD (x, y)∣∣ =
∣∣∣∣∣ ∑
j∈[ji]'A
1wA(ji)
((σjx)A(ji))− 1wA(ji)((σjy)A(ji))
∣∣∣∣∣ ≤ εn.
Also note that in order to describe a word in {0, 1}A for which |B(w)| ≤ k, it suffices to select the left-
most element of B(w) from |A| possible values and then the potentially non-zero values from among
2k−2 possibilities. It follows that∣∣{w ∈ {0, 1}A : |B(w)| ≤ k}∣∣ ≤ |A|2k−2 ≤ |A|2k.
Putting the two equations above together, we get
(25) ≤ 1|A|
∑
w∈ΣA
0<|B(w)|≤k
m∑
i=1
εn
≤ 1|A|2
k|A|(2k − 1)εn
≤ 2k(2k − 1)εn = (2k − 1)n
k2
≤ 2n
k
It only remains to bound (24). In this case, as at most k consecutive elements of A can intersect
[0, n − 1] at the same time, we can cover R≤k by at most 2k|A| different intervals [j]'A . Therefore,
applying part (b) of Lemma 3.11 as before, we obtain the bound,
(24) ≤ 1|A|2k|A|εn = 2kεn ≤
2n
k
.
As the choice of A was arbitrary, we obtain (21), which completes the proof of the claim.
Next, we shall prove two technical propositions which will aid us in settling Conditions 3.6(ii)
and 3.6(iii).
Proposition 3.12. Let k ∈ N and w ∈ {0, 1}n(k). Then either
max
{
0, n(k)−K ·Ham (w, u(k))} = 0 or max{0, n(k)−K ·Ham (w, v(k))} = 0 .
Proof. This will follow from Item (a) of Lemma 3.11. Indeed, suppose that both quantities above are
simultaneously positive. Then we would have,
n(k)
K
> max
{
Ham
(
w, u(k)
)
,Ham
(
w, v(k)
)}
which implies
2n(k)
K
> Ham
(
w, u(k)
)
+ Ham
(
w, v(k)
) ≥ Ham (u(k), v(k)) > (1− δ)n(k)
2
=
n(k)
4
,
which implies that 8 > K. Since K = 16, this yields a contradiction.
Proposition 3.13. Let z ∈ {0, 1}Z be a configuration and suppose that Φ(k)(z) 6= 0. Then there exists
a “safe interval” ISAFE ,
[
−n(k)8 , n(k)8
]
such that
Φ(k)(σjz) = 0 for every j ∈ ISAFE \ {0}.
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Proof. For brevity, let us set n , n(k). If Φ(k)(z) 6= 0, then we either have
max
{
0, n−K ·Ham (z[0,n−1], u(k))} > 0 (27)
or
max
{
0, n−K ·Ham (z[0,n−1], v(k))} > 0 .
The two cases are analogous, so without loss of generality, let us assume (27). This means
n
K
> Ham
(
z[0,n−1], u(k)
)
= Ham
(
z[0,n−1], x
(k)
[0,n−1]
)
.
It follows that for every j ∈ Z,
Ham
(
(σjz)[0,n−1], (σjx(k))[0,n−1]
)
<
n
K
+ |j| .
By the triangle inequality,
Ham
(
(σjz)[0,n−1], x
(k)
[0,n−1]
)
≥ Ham ((σjx(k))[0,n−1], x(k)[0,n−1])−Ham ((σjz)[0,n−1], (σjx(k))[0,n−1]) ,
Ham
(
(σjz)[0,n−1], y
(k)
[0,n−1]
)
≥ Ham ((σjx(k))[0,n−1], y(k)[0,n−1])−Ham ((σjz)[0,n−1], (σjx(k))[0,n−1]) .
By Item (a) of Lemma 3.11 we know that for every non-zero j ∈ Z,
Ham
(
(σjx(k))[0,n−1], x
(k)
[0,n−1]
) ≥ (1− δ)n
2
,
Ham
(
(σjx(k))[0,n−1], y
(k)
[0,n−1]
) ≥ (1− δ)n
2
.
Putting these bounds together and recalling that u(k) = x
(k)
[0,n−1] and v
(k) = y
(k)
[0,n−1], we obtain
Ham
(
(σjz)[0,n−1], u(k)
) ≥ (1− δ)n
2
− n
K
− |j| ,
Ham
(
(σjz)[0,n−1], v(k)
) ≥ (1− δ)n
2
− n
K
− |j| .
Note that max
{
0, n−K ·Ham ((σjz)[0,n−1], u(k))} = 0 if and only if Ham ((σjz)[0,n−1], u(k)) ≥ n/K
and that the same holds if we replace u(k) by v(k). It follows that Φ(k)(σjz) = 0 for all non-zero j ∈ Z
for which
(1− δ)n
2
− n
K
− |j| ≥ n
K
.
Plugging in δ = 1/2 and K = 16 and solving for |j| we get Φ(k)(σjz) = 0 for all non-zero j with
|j| ≤ n
8
,
concluding the proof.
Claim 2 (Verification of Condition 3.6(ii)). supk‖ψk‖Sull <∞.
Proof. For brevity, let us write n , n(k). Let (x, y) ∈ T0(Ω). By the definition of ψk, we have
ψk(x, y) =
∑
j∈Z
[
Φ(k)(σjy)− Φ(k)(σjx)] = ∑
j∈[−n,n]
[Φ(k)(σjy)− Φ(k)(σjx)].
Since (x, y) ∈ T0(Ω), for every j ∈ Z, Ham
(
(σjx)[0,n−1], (σjy)[0,n−1]
) ≤ 1. Consequently,∣∣∣Ham ((σjx)[0,n−1], u(k))−Ham ((σjy)[0,n−1], u(k))∣∣∣ ≤ 1 ,∣∣∣Ham ((σjx)[0,n−1], v(k))−Ham ((σjy)[0,n−1], v(k))∣∣∣ ≤ 1 .
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Therefore,∣∣∣max{0, n−K ·Ham ((σjx)[0,n−1], u(k))}−max{0, n−K ·Ham ((σjy)[0,n−1], u(k))}∣∣∣ ≤ K ,∣∣∣max{0, n−K ·Ham ((σjx)[0,n−1], v(k))}−max{0, n−K ·Ham ((σjy)[0,n−1], v(k))}∣∣∣ ≤ K ,
which yields
∣∣Φ(k)(σjy)− Φ(k)(σjx)∣∣ ≤ 2K for every j ∈ Z.
By Proposition 3.13, if for some j ∈ [−n, n] we have Φ(k)(σjx) 6= 0, then for every j′ ∈ (j +
[−n/8, n/8]) \{j} we have that Φ(k)(σj′x) = 0. Consequently, if we let Ix , {` ∈ [−n, n] : Φ(k)(σ`(x)) 6=
0}, then |Ix| ≤ 17. Similarly, if we let Iy , {` ∈ [−n, n] : Φ(k)(σ`(y)) 6= 0}, then |Iy| ≤ 17.
Consequently, we obtain
ψk(x, y) ≤
∑
j∈Ix∪Iy
∣∣Φk(σjy)− Φk(σjx)∣∣ ≤ 2K(|Ix|+ |Iy|) ≤ 68K = 544,
which proves the claim.
Claim 3 (Verification of Condition 3.6(iii)).
∣∣ψk(x(k), y(k))∣∣ = Ω(n(k)).
Proof. We shall in fact show that ψk(x
(k), y(k)) = −2n(k). As before, let us set n , n(k) for simplicity.
We have
ψk(x
(k), y(k)) =
∑
j∈Z
[
Φ(k)(σjy(k))− Φ(k)(σjx(k))]
= Φ(k)(y(k))− Φ(k)(x(k)) +
∑
j∈Z\{0}
[
Φ(k)(σjy(k))− Φ(k)(σjx(k))]
= −2n(k) +
∑
j∈Z\{0}
[
Φ(k)(σjy(k))− Φ(k)(σjx(k))] .
The last equality follows by Proposition 3.12 and the definition of x(k) and y(k). Using Item (a) of
Lemma 3.11, we can deduce that for j ∈ Z \ {0},
n−K ·Ham ((σjx(k))[0,n−1], u(k)) < n(1− K
2
(1− δ)
)
,
n−K ·Ham ((σjx(k))[0,n−1], v(k)) < n(1− K
2
(1− δ)
)
,
n−K ·Ham ((σjy(k))[0,n−1], u(k)) < n(1− K
2
(1− δ)
)
,
n−K ·Ham ((σjy(k))[0,n−1], v(k)) < n(1− K
2
(1− δ)
)
.
Recalling K = 16 and δ = 1/2, note that 1− K2 (1− δ) < 0. Therefore,
Φ(k)(σjx(k)) = max
{
0, n−K ·Ham ((σjx(k))[0,n−1], u(k))}
−max
{
0, n−K ·Ham ((σjx(k))[0,n−1], v(k))}
= 0 ,
Φ(k)(σjy(k)) = max
{
0, n−K ·Ham ((σjy(k))[0,n−1], u(k))}
−max
{
0, n−K ·Ham ((σjy(k))[0,n−1], v(k))}
= 0 ,
for each j ∈ Z \ {0}, from which it follows that∑
j∈Z\{0}
[
Φ(k)(σjy(k))− Φ(k)(σjx(k))] = 0.
Hence ψk(x
(k), y(k)) = −2n.
It follows that Conditions 3.6(i)–(iii) are satisfied, and therefore the map T : BNS(Ω)→ BSull(Ω) is
not surjective. This completes the proof of Theorem 3.4.
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4 Non-shift-invariant norm-summable representations (Kozlov’s
theorem)
In this section we present two extended versions of Kozlov’s theorem, the first is for Markovian cocycles
(Theorem 4.1) and the second for continuous cocycles (Theorem 4.5). The latter is equivalent to
Theorem 1.2 but stated in the formalism of continuous cocycles. The proof of the latter is similar
to that of the former but uses approximations. As mentioned in the introduction, Kozlov [17, two
paragraphs before Theorem 3] stated a similar result, but without proof.
4.1 Finite-range interactions for Markov cocycles
The famous Hammersley–Clifford Theorem [14, 24, 1] deals with Markovian specifications compatible
with a given locally-finite graph whose vertices are S. Assuming the specification is strictly positive,
it implies the existence of a compatible finite-range interaction, which is furthermore supported on
cliques of the corresponding graph. It is known that the positivity assumption in the Hammersley–
Clifford Theorem cannot be completely removed, although it can be somewhat relaxed (see for instance
[5, 3] and the references therein). However, by forgetting about the graph structure, we can prove a
completely general statement about the existence of finite-range interactions for Markov cocycles on
any configuration space satisfying the TMP.
Theorem 4.1 (Finite-range interactions for Markov cocycles). Let Ω ⊆ ΣS be a configuration space
over a countable set of sites S and assume that Ω satisfies the TMP. Then, every Markov cocycle on
T (Ω) is generated by a finite-range interaction.
The proof of Theorem 4.1 will be based on the following lemma.
Lemma 4.2 (Partial extension). Let Ω ⊆ ΣS be a configuration space with the TMP. Let A b S
be a finite set of sites and ψ∗ : T (Ω) → R a Markov cocycle on Ω such that ψ∗(x, y) = 0 for every
(x, y) ∈ TA(Ω). Then, for every B b S, there exists a finite-range interaction Φ such that
(i) ψΦ(x, y) = ψ∗(x, y) for every (x, y) ∈ TB(Ω), and
(ii) ΦC = 0 whenever C ∩A 6= ∅.
Proof. Let D ⊇ A ∪B be a large enough finite set such that
(a) D is a memory set for A with respect to Ω, witnessing the TMP of Ω,
(b) D is a memory set for B with respect to ψ∗, witnessing the Markov property of ψ∗.
Let us first argue that for (x, y) ∈ TB(Ω), the value of ψ∗(x, y) is uniquely determined by the restrictions
of x and y to D \ A. Indeed, let (x′, y′) ∈ TB(Ω) be any other pair such that x′D\A = xD\A and
y′D\A = yD\A. Define
x• , xAc ∨ x′D and y• , yAc ∨ y′D ,
and note that x•, y• ∈ Ω by property (a). Then,
ψ∗(x′, y′) = ψ∗(x•, y•)
= ψ∗(x•, x) + ψ∗(x, y) + ψ∗(y, y•)
= ψ∗(x, y) ,
where the first equality is by property (b), the second is the cocycle equation, and the thirds is by
assumption and the fact that (x•, x), (y, y•) ∈ TA(Ω).
Consider now the equivalence relation ∼ on LD\A(Ω) defined by declaring p ∼ q whenever there
exists a pair (x, y) ∈ TB(Ω) such that xD\A = p and yD\A = q. By the above discussion, ψ∗ induces a
cocycle ∆ on ∼, where
∆(p, q) , ψ∗(x, y)
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for some (and hence every) choice of (x, y) ∈ TB(Ω) with xD\A = p and yD\A = q. Since ∆ is a cocycle
on an equivalence relation on a finite set, it is generated by a potential F : LD\A(Ω)→ R in the sense
that
∆(p, q) = F (q)− F (p) (28)
for every p, q ∈ LD\A(Ω) with p ∼ q. Define an interaction Φ : L(Ω)→ R by
Φ(w) ,
{
F (w) if w ∈ LD\A(Ω),
0 otherwise.
By definition, ΦC = 0 whenever C 6= D \A, hence condition (ii) is satisfied. Furthermore, ψΦ(x, y) =
∆(xD\A, yD\A) = ψ∗(x, y) for every (x, y) ∈ TB(Ω), thus condition (i) is also satisfied.
Proof of Theorem 4.1. Let ψ be a Markov cocycle on T (Ω). Pick an arbitrary co-final chain A1 (
A2 ( · · · of finite subsets of S. We will inductively construct a sequence of finite-range interactions
(Φ(n))∞n=1 such that
(a) ψΦ(n)(x, y) = ψ(x, y) for every (x, y) ∈ TAn(Ω), and
(b) Φ
(m)
C = Φ
(n)
C for all m ≥ n and C b S such that C ∩An 6= ∅.
To construct Φ(1), apply Lemma 4.2 to ψ∗ , ψ with A , ∅ and B , A1. For n > 1, assume that Φ(n−1)
has already been constructed as above. Apply Lemma 4.2 to ψ∗ , ψ − ψΦ(n−1) with A , An−1 and
B , An. Note that by the induction hypothesis ψΦ(n−1)(x, y) = ψ(x, y) for every (x, y) ∈ TAn−1(Ω), so
indeed ψ∗(x, y) = 0 for every (x, y) ∈ TAn−1(Ω). We thus obtain a finite-range interaction δΦ(n) so that
ψδΦ(n)(x, y) = ψ(x, y)−ψΦ(n−1)(x, y) for every (x, y) ∈ TAn(Ω) and δΦ(n)C = 0 whenever C∩An−1 6= ∅.
Now let
Φ(n) , Φ(n−1) + δΦ(n) .
This completes the inductive construction of the sequence (Φ(n))∞n=1. We now show that this sequence
converges (pointswise) to a finite-range interaction Φ that generates ψ.
Let C b S be arbitrary. Since A1 ( A2 ( · · · is co-final, C ∩ An 6= ∅ for all sufficiently large n.
Hence, by property (b) above, the sequence (Φ
(n)
C )
∞
n=1 eventually stabilizes. We define ΦC as the
eventual value of this sequence. In this fashion, we obtain an interaction Φ , (ΦC)CbS . Let us verify
that Φ is finite-range. Indeed, let A b S be arbitrary. Choose n such that A ⊆ An. Then, by
property (b), ΦC = Φ
(n)
C for all C b S such that C ∩ A 6= ∅. Since Φ(n) is finite-range, Φ(n)C 6= 0 for
no more than finitely many C b S with C ∩A 6= ∅. It follows that Φ is finite-range.
Lastly, let (x, y) ∈ T (Ω). Choose n large enough such that (x, y) ∈ TAn(Ω). Then, by (a),
ψΦ(n)(x, y) = ψ(x, y) and by (b), ψΦ(x, y) = ψΦ(n)(x, y). We conclude that ψΦ = ψ.
Recall that on a configuration space with the TMP, there is a simple bijective correspondence
between strictly positive Markovian specifications and Markovian cocycles on the asymptotic relation
(Section 2.2.3). Furthermore, only a configuration space that has the TMP admits positive Markovian
specifications (Proposition 2.11). In general, every (not necessarily positive) Markovian specification
has a well-defined “support”, which carries all the information about the specification, and supports
all the measures consistent with that specification. Namely, given a specification K on a configuration
space Ω, define
supp(K) ,
{
z ∈ Ω : KA(z, [zA]) > 0 for every A b S
}
, (29)
and call it the support of K. The support of a specification K has measure 1 with respect to every prob-
ability measure consistent with K. In particular, supp(K) is non-empty when K is continuous. When
K is Markovian, supp(K) is a closed subset of Ω that satisfies the TMP, and K induces a strictly pos-
itive (Markovian) specification on supp(K). Theorem 4.1 thus leads to the following characterization
of Markovian specifications.
Corollary 4.3 (Gibbsian representation of arbitrary Markov specifications). A specification K on a
configuration space Ω is Markovian if and only if supp(K) is a non-empty closed subset of Ω which
has the TMP and the restriction of K to supp(K) is given by a finite range interaction.
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Remark 4.4 (Restatement of Corollary 4.3). The non-trivial direction of Corollary 4.3 can be rephrased
as follows: every Markovian specification on a configuration space Ω is generated by a generalized in-
teraction Φ = Φ∞+Φf on Ω where Φ∞ takes only values 0 and +∞, and Φf is a finite-range interaction.
Here, “generalized” simply means that Φ is allowed to take value +∞. 3
4.2 Norm-summable interactions for continuous cocycles
Our next goal is to prove the main result of this section.
Theorem 4.5 (Norm-summable interactions for continuous cocycles). Let Ω ⊆ ΣS be a configuration
space over a countable set of sites S and assume that Ω satisfies the TMP. Then, every continuous
cocycle on T (Ω) is generated by a norm-summable interaction.
Our proof of Theorem 4.5 will be based on the following analog of Lemma 4.2:
Lemma 4.6 (Approximate partial extension). Let Ω ⊆ ΣS be a configuration space with the TMP.
Let A b S a finite set of sites and ε > 0, and let ψ∗ : T (Ω)→ R be a continuous cocycle on Ω such that
|ψ(x, y)| < ε for every (x, y) ∈ TA(Ω). Then, for every B b S and δ > 0, there exists a finite-range
interaction Φ such that
(i)
∣∣ψΦ(x, y)− ψ∗(x, y)∣∣ < δ for every (x, y) ∈ TB(Ω), and
(ii)
∑
C:C∩A6=∅‖ΦC‖ < 3ε.
Proof. We construct the desired interaction in two steps. First, we construct an interaction Φ1 that
(3ε)-approximates ψ on TB(Ω) and satisfies Φ1C = 0 whenever C ∩ A = ∅. Then, we enhance the
approximation to find an interaction of the form Φ = Φ1 + Φ2 satisfying conditions (i) and (ii).
For the proof, we choose a canonical element z ∈ [r] for each r ∈ L(Ω). Without loss of generality,
we assume that A ⊆ B.
For the first step, let D1 ⊇ B be a large enough finite set such that
(1-a) D1 is a memory set for B with respect to Ω, witnessing the TMP of Ω,
(1-b)
∣∣ψ∗(x′, y′)− ψ∗(x, y)∣∣ < ε for every (x, y), (x′, y′) ∈ TB(Ω) satisfying x′D1 = xD1 and y′D1 = yD1 .
As in the proof of Lemma 4.2, consider the equivalence relation 1∼ on LD1\A(Ω) where p 1∼ q if and
only if p = xD1\A and q = yD1\A for some (x, y) ∈ TB(Ω). We shall construct a cocycle ∆1 on 1∼ such
that ∣∣∆1(xD1\A, yD1\A)− ψ∗(x, y)∣∣ < 3ε
for every (x, y) ∈ TB(Ω). Since ∆1 is a cocycle on an equivalence relation on a finite set, it is generated
by a potential F1 : LD1\A(Ω)→ R in the sense of (28). Define Φ1 : L(Ω)→ R by
Φ1(w) ,
{
F1(w) if w ∈ LD1\A(Ω),
0 otherwise.
Clearly, Φ1C = 0 unless C = D1 \A, and∣∣ψΦ1(x, y)− ψ∗(x, y)∣∣ = ∣∣∆1(xD1\A, yD1\A)− ψ∗(x, y)∣∣ < 3ε
for every (x, y) ∈ TB(Ω).
Let us now construct ∆1. Given p, q ∈ LD1\A(Ω), define
∆1(p, q) , ψ∗(zDc1 ∨ p ∨ uA, zDc1 ∨ q ∨ vA)
where z is the canonical element of [pD1\B ] = [qD1\B ], and u and v are respectively the canonical
elements of [pD1\A] and [qD1\A]. That zDc1 ∨ p ∨ uA and rDc1 ∨ q ∨ vA belong to Ω is guaranteed by
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property (1-a). Now, let (x, y) ∈ T (Ω) be such that xD1\A = p and yD1\A = q. From the cocycle
equation and the triangle inequality, we get∣∣∆1(p, q)− ψ∗(x, y)∣∣ = ∣∣ψ∗(zDc1 ∨ p ∨ uA, zDc1 ∨ q ∨ vA)− ψ∗(x, y)∣∣
≤ ∣∣ψ∗(zDc1 ∨ xD1 , zDc1 ∨ yD1)− ψ∗(x, y)∣∣
+
∣∣ψ∗(zDc1 ∨ xD1 , zDc1 ∨ p ∨ uA)∣∣+ ∣∣ψ∗(zDc1 ∨ yD1 , zDc1 ∨ q ∨ v)∣∣
< 3ε .
The last inequality is by property (1-b) and the hypothesis of the lemma. The fact that zDc1∨xD1 , zDc1∨
yD1 ∈ Ω is again by property (1-a).
For the second step, let D2 ⊇ B be a large enough finite set such that
(2-a) D2 is a memory set for B with respect to Ω, witnessing the TMP of Ω,
(2-b) for every (x, y), (x′, y′) ∈ TB(Ω) satisfying x′D2 = xD2 and y′D2 = yD2 , we have∣∣(ψ∗ − ψΦ1)(x′, y′)− (ψ∗ − ψΦ1)(x, y)∣∣ < δ .
This time consider the equivalence relation 2∼ on LD2(Ω) where p 2∼ q if and only if p = xD2 and
q = yD2 for some (x, y) ∈ TB(Ω). For p, q ∈ LD2(Ω) satisfying p 2∼ q, define
∆2(p, q) , (ψ∗ − ψΦ1)(zDc2 ∨ p, zDc2 ∨ q) ,
where z is the canonical element of [pD2\B ] = [qD2\B ]. That zDc2 ∨ p, zDc2 ∨ q ∈ Ω is by property (2-a).
Clearly, ∆2 is a cocycle on
2∼, and for every (x, y) ∈ TB(Ω),∣∣∆2(xD2 , yD2)− (ψ∗ − ψΦ1)(x, y)∣∣ < δ
by property (2-b). Let F2 : LD2(Ω)→ R be a potential generating ∆2 in the sense of (28). Note that
we can choose F2 in such a way that
sup
p
|F2(p)| ≤ sup
(p,q)
|∆2(p, q)| < 3ε .
Define Φ2 : L(Ω)→ R by
Φ2(w) ,
{
F2(w) if w ∈ LD2(Ω),
0 otherwise,
Clearly, ‖Φ2C‖ < 3ε when C = D2 and ‖Φ2C‖ = 0 otherwise. Furthermore,∣∣ψΦ2(x, y)− (ψ∗ − ψΦ1)(x, y)∣∣ = ∣∣∆2(xD1 , yD1)− (ψ∗ − ψΦ1)(x, y)∣∣ < δ
for every (x, y) ∈ TB(Ω).
The interaction Φ , Φ1 + Φ2 satisfies conditions (i) and (ii).
The next proof is analogous to that of Theorem 4.1, with Lemma 4.6 replacing Lemma 4.2.
Proof of Theorem 4.5. Let ψ be a continuous cocycle on T (Ω). Pick an arbitrary co-final chain A1 (
A2 ( · · · of finite subsets of S, and a decreasing sequence (εn)∞n=1 of positive real numbers such that∑
n εn <∞. We will inductively construct a sequence of finite-range interactions (Φ(n))∞n=1 such that
(a)
∣∣ψΦ(n)(x, y)− ψ(x, y)∣∣ < εn for every (x, y) ∈ TAn(Ω), and
(b)
∑
C:C∩An−1‖Φ
(n)
C − Φ(n−1)C ‖ ≤ 3εn.
To construct Φ(1), apply Lemma 4.6 to ψ∗ , ψ with A , ∅, B , A1, ε arbitrary and δ , ε1.
For n > 1, assume that Φ(n−1) has already been constructed as above. Apply Lemma 4.6 to ψ∗ ,
ψ − ψΦ(n−1) with A , An−1, B , An, ε , εn−1 and δ , εn. Note that by the induction hypothesis∣∣ψ∗(x, y)∣∣ = ∣∣ψΦ(n−1)(x, y)−ψ(x, y)∣∣ < εn−1 for every (x, y) ∈ TAn−1(Ω), We thus obtain a finite-range
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interaction δΦ(n) so that
∣∣ψδΦ(n)(x, y) − (ψ(x, y) − ψΦ(n−1))(x, y)∣∣ < εn for every (x, y) ∈ TAn(Ω) and∑
C:C∩An−1‖δΦ
(n)
C ‖ ≤ 3εn−1. Now let
Φ(n) , Φ(n−1) + δΦ(n) .
This completes the inductive construction of the sequence (Φ(n))∞n=1. We now verify that this sequence
converges (pointswise) to a norm-summable interaction Φ that generates ψ.
Let C b S be arbitrary. Since A1 ( A2 ( · · · is co-final, C ∩ An 6= ∅ for all sufficiently large n.
Hence, by property (b) above, the sequence (Φ
(n)
C )
∞
n=1 is Cauchy and thus converges. We define ΦC
as the limit of this sequence. In this fashion, we obtain an interaction Φ , (ΦC)CbS . Let us verify
that Φ is norm-summable. Indeed, let A b S be arbitrary. Choose n such that A ⊆ An. Then, by
property (b), ∑
C:C∩A6=∅
‖ΦC‖ ≤
∑
C:C∩A6=∅
(∥∥Φ(1)C ∥∥+∑
n>1
∥∥Φ(n)C − Φ(n−1)C ∥∥)
≤
∑
C:C∩A6=∅
∥∥Φ(1)C ∥∥+ 3∑
n>1
εn <∞ .
Lastly, let (x, y) ∈ T (Ω). Choose n large enough such that (x, y) ∈ TAn(Ω). Then, by (a), ψΦ(n)(x, y)
converges to ψ(x, y) and by (b), ψΦ(n)(x, y) converges to ψΦ(x, y). We conclude that ψΦ = ψ.
Remark 4.7. Unlike the Markovian case, we do not get a complete characterization of (not necessarily
positive) continuous specifications similar to Corollary 4.3. This is is because when K is merely a
continuous specification on a configuration space Ω, the set supp(K) given by (29) might not be
closed. 3
5 Shift-invariant variation-summable representations (Sullivan’s
theorem)
In this section we provide a proof of Theorem 1.3, that is, of Sullivan’s theorem on the existence
of shift-invariant, variation-summable interactions which represent shift-invariant almost-Markovian
specifications. As in previous sections we shall prove the equivalent statement in terms of continuous
cocycles (Theorem 5.4). We need the following definition to state the result:
Definition 5.1 (Single-site fillability). An SFT Ω ⊆ ΣZd is called single-site fillable (SSF) if there
exists a finite set of forbidden finite patterns F defining Ω such that for every A b Zd and k ∈ Zd \A,
and every pattern p with shape A that is locally admissible with respect to F , there exists pattern q
with shape A ∪ {k} which is locally admissible with respect to F and such that qA = p.
An SFT is single-site fillable if and only if it has a defining finite set of forbidden finite patterns
with respect to which every locally-admissible finite pattern is (globally) admissible. Obviously, the
full-shift is single-site fillable. Here are some less trivial examples:
Example 5.2 (Hard-core shift). The hard-core shift Ωhc is single-site fillable. In fact, every SFT with
a safe symbol is single-site fillable. #
Example 5.3 (q-coloring shift). The shift Ωdcol(q) consisting of all q-colorings of Z
d is single-site fillable
when q ≥ 2d+ 1. Note that this shift does not have a safe symbol. #
Theorem 5.4 (Shift-invariant variation-summable representation). Let Ω ⊆ ΣZd be an SFT which is
single-site fillable and has the pivot property. Then, every continuous and shift-invariant cocycle on
T (Ω) is generated by a shift-invariant variation-summable interaction.
By Examples 2.4 and 5.2, the hard-core shift Ωhc has the pivot property and is single-site fillable.
Similarly, by Examples 2.8 and 5.3, the shift Ωdcol(q) of q-colorings of Z
d has the pivot property and is
single-site fillable provided that q ≥ 2d+ 2. Therefore, Theorem 5.4 applies to both these examples.
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An equivalent way to state Theorem 5.4 is to say that whenever Ω is single-site fillable and satisfies
the pivot property, then the map Φ 7→ ψΦ from BVS(Ω) to BSull(Ω) is surjective. Recall from Proposi-
tion 2.23 that this map is a bounded linear transformation. By Proposition 2.24, in order to show The-
orem 5.4 it suffices to prove that for some finite radius R, the image of the ball of radius R in BVS(Ω)
is dense in the unit ball of BSull(Ω). Thus, in order to prove Theorem 5.4, it will suffice to prove the
following:
Proposition 5.5 (Approximation). Let Ω be an SFT which is single-site fillable and satisfies the pivot
property. Given ε > 0 and ψ ∈ BSull(Ω), there is a shift-invariant finite-range interaction Φε such
that:
(i) ‖Φε‖VS ≤ 3‖ψ‖Sull.
(ii) ‖ψΦε − ψ‖Sull < ε.
In particular, the image of the ball of radius 3 inBVS under Φ 7→ ψΦ is dense in the unit ball ofBSull(Ω).
Remark 5.6 (Comparison with Sullivan’s proof). Strictly speaking, Sullivan’s original proof of Theo-
rem 5.4 deals only with the case where Ω is the full-shift. The basic approach of using Proposition 5.5
to prove Theorem 5.4 is implicit in [25]. However, Sullivan’s original proof of Theorem 5.4 seems to
use some additional and very special properties of the group Zd in addition to amenability, such as
the existence of a left-invariant total order and residual finiteness. Our proof below relies only on the
amenability of Zd and can be easily adapted to show that the same result holds when Zd is replaced
by an arbitrary countable amenable group. 3
Remark 5.7 (Shift-invariant variation-summable representation: alternative hypothesis). Recall from
Remark 2.22 that for a shift space Ω with a safe symbol, BSull(Ω) is a Banach space. Since such an
Ω satisfies the uniform pivot property, by Proposition 2.18, BVS(Ω) is also a Banach space. We claim
that in this case the conclusion of Theorem 5.4 still holds, even though Ω need not be of finite type.
This already recovers Sullivan’s original result.
The proof of this follows along the same lines as Proposition 5.5 below, but is much simpler. Here,
for a continuous cocycle ψ : T (Ω)→ R and n ∈ N one defines a finite range interaction Φ(n) : L(Ω)→ R
which is nonzero only on translates of Fn , [−n, n]d ∩ Zd, namely
Φnk+Fn(x) ,
1
|Fn|ψ(xk+Fn ∨ 
Zd\(Fn+k), Zd) .
Then, for every ε > 0 and n sufficiently large, Φε , Φ(n) will satisfy the conclusion of Proposition 5.5.
This interaction appears simpler than the one used by Sullivan [25]. 3
Our proof of Proposition 5.5 requires two technical lemmas. For a finite set K b Zd, we say that
D b Zd is K-separated if for any distinct u, v ∈ D we have (u+K)∩(v+K) = ∅ and that D K-covers
a set F if for every f ∈ F there is u ∈ D such that f ∈ u+K.
Lemma 5.8. Let K b Zd be a symmetric set (K = −K) which contains 0. For every F b Zd, there
is a partition of F of size at most |K|2 such that each element of the partition is K-separated.
Proof. We claim that there is a subset D ⊆ F which is both K-separated and that it (K + K)-
covers F . Indeed, let D be a maximal K-separated subset of F and suppose it does not (K+K)-cover
F . Then there is f ∈ F \D such that f /∈ u + K + K for every u ∈ D. As K is symmetric, we have
(f +K) ∩ (u+K) = ∅ for every u ∈ D, consequently D ∪ {f} is also K-separated, contradicting the
choice of D.
Since D ⊆ F is K-separated, for every u ∈ Zd we have that (u + D) ∩ F is also K-separated. As
D is (K + K)-covering the union of the sets in the collection U = {(u + D) ∩ F : u ∈ K + K} is F .
Making this cover disjoint yields a partition of F into K-separated sets with at most |K +K| ≤ |K|2
elements.
For the remainder of this section, we set Fn , [−n, n]d ∩ Zd.
Lemma 5.9. Let Ω ⊆ ΣZd be a single-site fillable SFT and w ∈ Ω. There exist a constant N ∈ N, a
finite set Λ b Zd and a continuous function z : Ω× {n ∈ N : n > N} → Ω such that for every n > N
the following hold:
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(a) For every x ∈ Ω, z(x, n)Fn = xFn .
(b) For every x ∈ Ω, z(x, n)Zd\Fn+N = wZd\Fn+N .
(c) For every j ∈ Fn−N and (x, y) ∈ Tj(Ω), we have
(
z(x, n), z(y, n)
) ∈ Tj(Ω).
(d) For every j ∈ Fn \ Fn−N and (x, y) ∈ Tj(Ω), then
(
z(x, n), z(y, n)
) ∈ Tj+Λ(Ω).
Proof. Let F be a finite set of forbidden finite patterns defining Ω with respect to which Ω is single-site
fillable. Let K ′ b Zd be the union of the shapes of every pattern in F . Let N ′ be an integer such that
K ′ ⊆ FN ′ , and let K , FN ′ and N , 2N ′. Note that K is a symmetric finite subset which contains 0
and the support of every pattern in F .
We claim that any K-separated set D has the property that any two distinct a1, a2 ∈ D may not
belong to the shift of a shape of some q ∈ F . Indeed, suppose there is b ∈ Zd and s1, s2 in the shape
of q such that a1 = b + s1 and a2 = b + s2. We get that a1 − s1 = a2 − s2. Since K is symmetric, it
follows that (a1 +K) ∩ (a2 +K) 6= ∅, contradicting the fact that D is K-separated.
Consider x ∈ Ω and n > N , and let us construct z(x, n) (see Figure 1 for an illustration).
By Lemma 5.8, there is a partition {A1, A2, . . . A`} of Fn+N \ Fn such that ` ≤ |K|2 and each Ai
is K-separated. Let us define a finite sequence of locally-admissible patterns p0, p1, . . . p` such that:
(i) p0 = xFn ∨ wZd\Fn+N .
(ii) The shape of pk is Zd \⋃i>k Ai.
(iii) For every 1 ≤ k ≤ `, the restriction of pk to Zd \⋃i>k−1Ai is pk−1.
As N = 2N ′, for every pair of sites a ∈ Fn and b ∈ Zd \ Fn+N is K-separated and thus p0 is locally
admissible. We only need to describe the values of pi on Ai for i ≥ 1. Let us fix an arbitrary total
ordering of Σ. For a ∈ Ai, let us define pia as the smallest symbol of Σ such that pi−1 ∨ pia is a
locally-admissible pattern. The existence of such symbol is guaranteed by the single-site fillability of
Ω. Note that the value pia only depends upon the values of p
i−1 in a+K (see Figure 2).
Let us show that pi is locally admissible. By definition, for each a ∈ Ai we have that pi−1 ∨ pia is
locally admissible. Therefore, if some q ∈ F appears in pi, then its shape must contain at least two
coordinates from Ai. This is impossible because Ai is K-separated.
By property (ii), the shape of p` is Zd. Let us define z = z(x, n) = p`. Combining properties (i)
and (iii), we have zFn = xFn and zZd\Fn+N = wZd\Fn+N . It remains to verify conditions (c) and (d).
Let j ∈ Fn−N . Note that {j} ∪ Ai is K-separated, hence no forbidden pattern can contain j and
some a ∈ Ai simultaneously in its support. This shows that the values of z at the sites in Fn+N \ Fn
do not depend upon xj . Therefore,
(
z(x, n), z(y, n)
) ∈ Tj(Ω) whenever (x, y) ∈ Tj(Ω).
Let j ∈ Fn \ Fn−N . Set Λ0 , {j}, and for i ≥ 1 let
Λi , Λi−1 ∪ {a ∈ Ai : there is b ∈ Λi−1 and c ∈ Zd such that {a, b} ⊆ c+K} .
Fix b ∈ Λi−1. If {a, b} ⊆ c+K, then there are s1, s2 ∈ K such that a = c+ s1 and b = c+ s2 and thus
a = b− s2 + s1. We get Λi+1 ⊆ Λi +K −K ⊆ Λi +FN . Thus, letting Λ = F`N , we obtain Λ` ⊆ j + Λ.
Note that Λ` contains the set of sites in Fn+N \ Fn at which the value of z depends upon xj . We find
that whenever (x, y) ∈ Tj(Ω), we have
(
z(x, n), z(y, n)
) ∈ Tj+Λ(Ω).
Proof of Proposition 5.5. If ψ = 0, then the result is trivial. Thus, let us assume ψ 6= 0.
Fix some w ∈ Ω. By Lemma 5.9, there is N ∈ N and Λ b Zd such that for every x ∈ Ω and n > N
we have a configuration z(x, n) ∈ Ω satisfying the conditions of the lemma. For n > N , let
fn(x) = ψ(z(x, n), w) ,
and define the interaction Φn, supported only on translates of Fn, by
Φnk+Fn(x) ,
1
|Fn|fn(σ
kx) .
We show that for n sufficiently large, Φε , Φn satisfies the required conditions.
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Figure 1: An illustration for the construction of z(x, n) with n = 2 in Lemma 5.9. Here, Ω is assumed
to be a nearest-neighbour single-site fillable SFT. On the left, we start with the pattern which coincides
with x in Fn and with w outside Fn+1. In the middle picture, we fill every odd site in Fn+1\Fn with the
smallest symbol that does not generate a forbidden pattern. (This can be done because of single-site
fillability). Finally, in the right, we fill every even site in Fn+1 \Fn with the smallest symbol that does
not generate a forbidden pattern.
w
x
w
x
w
x
Figure 2: In Lemma 5.9, a modification of x in the boundary of Fn only affects the value of z(x, n) in
a bounded region.
We start by arguing that for k ∈ Fn, the variation Vark(fn) is bounded by a constant independent
of n. First, assume that k ∈ Fn−N . By Lemma 5.9,
(
z(x, n), z(y, n)
) ∈ Tk(Ω) whenever (x, y) ∈ Tk(Ω).
Recall the notation ζkx from Section 2.4, and note that if (x, y) ∈ Tk(Ω), then ζkx = ζky. From these
two facts, we deduce
Vark(fn) = sup
(x,y)∈Tk(Ω)
∣∣fn(y)− fn(x)∣∣
= sup
(x,y)∈Tk(Ω)
∣∣ψ(z(y, n), w)− ψ(z(x, n), w)∣∣
= sup
(x,y)∈Tk(Ω)
∣∣ψ(z(x, n), z(y, n))∣∣
≤ sup
(x,y)∈Tk(Ω)
|ψ(x, y)|
≤ sup
x∈Ω
∣∣ψ(x, ζkx)∣∣+ sup
y∈Ω
∣∣ψ(y, ζky)∣∣ ≤ 2‖ψ‖Sull. (30)
Next, we claim there is a constant K > 0 such that |Vark(fn)| ≤ K for all k ∈ Fn \ Fn−N . Indeed, if
(x, y) ∈ Tk(Ω) by the lemma we have
(
z(x, n), z(y, n)
) ∈ Tk+Λ(Ω). As ψ is continuous and TΛ(Ω) is
compact, there is a K ∈ R such that sup(x,y)∈TΛ(Ω)|ψ(x, y)| ≤ K. Therefore,
Vark(fn) = sup
(x,y)∈Tk(Ω)
|fn(y)− fn(x)|
= sup
(x,y)∈Tk(Ω)
∣∣ψ(z(x, n), z(y, n))∣∣ (31)
≤ sup
(x,y)∈Tk+Λ(Ω)
|ψ(x, y)| = sup
(x,y)∈TΛ(Ω)
|ψ(x, y)| ≤ K . (32)
Now, observe that
‖Φn‖VS =
∑
k∈Zd
0∈k+Fn
Var0(Φ
n
k+Fn) =
∑
k∈Fn
Var0(Φ
n
k+Fn)
=
1
|Fn|
∑
k∈Fn
Var0(fn ◦ σk) = 1|Fn|
∑
k∈Fn
Vark(fn) .
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Using (30) and (32), we find that
‖Φn‖VS =
1
|Fn|
∑
k∈Fn−N
Vark(fn) +
1
|Fn|
∑
k∈Fn\Fn−N
Vark(fn)
≤ |Fn−N ||Fn| 2‖ψ‖Sull +
|Fn \ Fn−N |
|Fn| K .
Since ψ 6= 0, letting n be sufficiently large, we obtain
‖Φn‖VS ≤ 3‖ψ‖Sull ,
and thus condition (i) is satisfied.
To verify condition (ii), observe that
ψΦn(x, ζ0x) =
∑
k∈Zd
[
Φnk+Fn(ζ0x)− Φnk+Fn(x)
]
=
∑
k∈Zd
[
ΦnFn(σ
kζ0x)− ΦnFn(σkx)
]
=
1
|Fn|
∑
k∈Fn
[
fn(σ
kζ0x)− fn(σkx)
]
=
1
|Fn|
∑
k∈Fn
ψ
(
z(σkx, n), z(σkζ0x, n)
)
. (33)
By continuity of ψ, there exists M ∈ N such that for every m ≥ M and every (x′, y′), (x, y) ∈ T0(Ω)
such that xFm = x
′
Fm
and yFm = y
′
Fm
, we have
|ψ(x′, y′)− ψ(x, y)| ≤ ε
2
.
In particular, if we let N ′ = max{N,M}, then by shift-invariance of the cocycle, we have∣∣ψ(z(σkx, n), z(σkζ0x, n))− ψ(x, ζ0x)∣∣
=
∣∣ψ(z(σkx, n), z(σkζ0x, n))− ψ(σkx, σkζ0x)∣∣ ≤ ε
2
.
for every k ∈ Fn−N ′ . For k ∈ Fn \ Fn−N ′ , on the other hand, by (31) and (32), we have∣∣ψ(z(σkx, n), z(σkζ0x, n))∣∣ ≤ K ,
and so for such k, ∣∣ψ(z(σkx, n), z(σkζ0x, n))− ψ(x, ζ0x)∣∣ ≤ K + ‖ψ‖Sull .
Combining these two bounds with (33), we obtain that for any n ≥ N ′,
∣∣ψΦn(x, ζ0x)− ψ(x, ζ0x)∣∣ ≤ |Fn−N ′ ||Fn| ε2 + |Fn \ Fn−N ′ ||Fn| (K + ‖ψ‖Sull) .
Therefore, choosing n ≥ N ′ large enough, we have
‖ψΦn − ψ‖Sull = sup
x∈Ω
∣∣ψΦn(x, ζ0x)− ψ(x, ζ0x)∣∣ < ε .
Hence, condition (ii) is also satisfied.
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A Appendix
A.1 Some symbolic dynamics facts
The following proposition generalizes a remark made in [5], at the end of Section 3.1.
Proposition A.1 (TMP + safe symbol ⇒ SFT). Every shift space with the TMP that has a safe
symbol is of finite type.
Proof. Let Ω ⊆ ΣZd be a shift space which has the TMP and a safe symbol . Let B b Zd be a
memory set for the singleton {0} witnessing the TMP of Ω. Let F ⊆ ΣB denote the set of patterns
with shape B which are not (globally) admissible in Ω. We claim that Ω coincides with the SFT Ω′
defined by forbidding the patterns in F .
Every configuration in Ω clearly avoids the patterns in F , hence Ω ⊆ Ω′. Conversely, let Ω′0 denote
the set of configurations in Ω′ that have no more than finitely many non-safe symbols. We show that
Ω′0 ⊆ Ω. Since Ω′0 is dense in Ω′, this would imply that Ω′ ⊆ Ω.
To show that every x ∈ Ω′0 is in Ω, we use induction on the number of non-safe symbols of x. If x
has no non-safe symbol, it is clearly in Ω. Suppose that every element of Ω′0 with at most k non-safe
symbols is in Ω. Let x ∈ Ω′0 be a configuration with k + 1 non-safe symbols. Pick an arbitrary k ∈ Zd
with xk 6= . On the one hand, the configuration y , xZd\{k} ∨ k obtained from x by replacing the
symbol at site k with  has k non-safe symbols and thus, by the induction hypothesis, is in Ω. On the
other hand, by definition, xB+k is admissible in Ω and thus occurs in a configuration z ∈ Ω. Since Ω
has the TMP, it follows that x = yZd\{k} ∨ zB+k is also in Ω.
Proposition A.2 (TMP + pivot ⇒ uniform pivot). If a configuration space with the TMP has the
pivot property, then it also has the uniform pivot property.
Proof. Let Ω ⊆ ΣS be a configuration space which has the TMP and the pivot property. Let A b S
be fixed. For each (x, y) ∈ TA(Ω), fix a sequence x = x(0) → x(1) → · · · → x(n) = y of single-site pivots
at sites v0, v1 . . . , vn, transforming x to y. Let Bx,y be a memory set for Ax,y , A ∪ {v1, . . . , vn}.
Observe that if (x¯, y¯) ∈ TA(Ω) is any asymptotic pair such that x¯Bx,y = xBx,y and y¯Bx,y = yBx,y ,
then one can construct a sequence x¯ = x¯(0) → x¯(1) → · · · → x¯(n) = y¯ of single-site pivot moves at the
same sites v0, v1 . . . , vn, transforming x¯ to y¯, by defining
x¯(i) , x¯S\Ax,y ∨ x(i)Bx,y ,
for i = 0, 1, . . . , n. Since Bx,y is a memory set for Ax,y and x¯Bx,y\Ax,y = x
(i)
Bx,y\Ax,y , the configurations
x¯(i) are admissible in Ω. The set of all such pairs (x¯, y¯) is an open neighbourhood of (x, y) in TA(Ω)
which we denote by NA,x,y.
The open sets NA,x,y for (x, y) ∈ TA(Ω) cover TA(Ω). By compactness, we can choose a finite set
F ⊆ TA(Ω) such that {NA,x,y : (x, y) ∈ F} still covers TA(Ω). Let C ,
⋃
(x,y)∈F Bx,y. Then, for every
(u, v) ∈ TA(Ω), there is a sequence of single-site pivots from u to v which stays within C. Since this
holds for every A b S, we find that Ω has the bounded pivot property.
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A.2 Specifications and cocycles
Proof of Proposition 2.11. Suppose Ω has the TMP, then the uniform specification defined on Exam-
ple 2.10 is local and hence continuous. Furthermore, by definition this specification is positive.
Conversely, fix A b Zd. As the specification is continuous and positive, by compactness of Ω it
follows that ε , 12 infx∈ΩKA(x, [xA]) > 0. Also, by continuity of the specification, we can find a finite
B ⊇ A such that for all p ∈ ΣA and x, y ∈ Ω so that xB\A = yB\A, we have
|KA(x, [p])−KA(y, [p])| < ε.
In particular, we obtain that if x, y ∈ Ω so that xB\A = yB\A, then
|KA(x, [xA])−KA(y, [xA])| < ε ≤ 1
2
KA(x, [xA])
and so KA(y, [xA]) > 0. This shows that xA ∨ yZd\A ∈ Ω. As the choice of B does not depend upon
x, y ∈ Ω we deduce that B is a memory set for A. Since A was arbitrary, we conclude that Ω has
the TMP.
Proof of Proposition 2.12. First, let K be a positive specification on Ω, and for (x, y) ∈ T (Ω), define
ψ(x, y) , − log
[
KA(y, [yA])
KA(x, [xA])
]
where A b S is the set of sites at which x and y disagree. Note that if B ⊇ A is another finite set
containing A, then by the consistency of the kernels KA and KB ,
KB(y, [yB ])
KB(x, [xB ])
=
KB(y, [yB\A])KA(y, [yA])
KB(x, [xB\A])KA(x, [xA])
=
KA(y, [yA])
KA(x, [xA])
.
Now, let (x, y), (y, z) ∈ T (Ω). Define B as the union of the disagreement positions of (x, y) and (y, z).
Then,
ψ(x, y) + ψ(y, z) = − log
[
KB(y, [yB ])
KB(x, [xB ])
]
− log
[
KB(z, [zB ])
KB(y, [yB ])
]
= − log
[
KB(z, [zB ])
KB(x, [xB ])
]
= ψ(x, z) ,
which means ψ is a cocycle on T (Ω). Clearly ψ is measurable with respect to the σ-algebra induced
from Ω× Ω.
Conversely, let ψ be a measurable cocycle on T (Ω). For x ∈ Ω and A b S, define
KA
(
x, [qB ] ∩ [pA]
)
,
{
1
ZA|xS\A
e−ψ(x,xS\A∨pA) if x ∈ [qB ] and xS\A ∨ pA ∈ Ω,
0 otherwise,
(34)
for each two patterns p ∈ LA(Ω) and q ∈ LB(Ω) with B b S \A, where
ZA|xS\A ,
∑
p′A∈LA|xS\A (Ω)
e−ψ(x,xS\A∨p
′
A) .
This extends to a unique probability measure KA(x, ·) on Ω. The function KA : Ω×F (Ω)→ [0, 1] is a
proper kernel from FS\A(Ω) to F (Ω). Clearly, KA(x, [xA]) > 0 for each x ∈ Ω and A b S. It remains
to show that these kernels are consistent.
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To this end, take A ⊆ B b S. Then, for every x ∈ Ω,
KB(x, [xB\A])KA(x, [xA]) =
( ∑
rA∈LA|xS\A (Ω)
1
ZB|xS\B
e−ψ(x,xS\A∨rA)
)
· 1
ZA|xS\A
e−ψ(x,x)
=
1
ZB|xS\B
( ∑
rA∈LA|xS\A (Ω)
1
ZA|xS\A
e−ψ(x,xS\A∨rA)
︸ ︷︷ ︸
1
)
e−ψ(x,x)
=
1
ZB|xS\B
e−ψ(x,x)
= KB(x, [xB ]) ,
which means KA and KB are consistent. We conclude that K is a positive specification.
A.3 Background on the VS-norm
Proof of Proposition 2.15. Let A b Zd. By the uniform pivot property, there exists a finite set B ⊇ A
such that for every (x, y) ∈ TA(Ω), there is a sequence x = z(0) → z(1) → z(2) → · · · → z(n) = y
of admissible pivot moves at sites s1, s2, . . . , sn ∈ B, transforming x to y. Clearly, by removing the
repetitions if necessary, this sequence can be chosen such that the number of visits to each site in B is
bounded by ` , |LB(Ω)|. Thus, for every continuous observable f ∈ C (Ω),
∣∣f(y)− f(x)∣∣ ≤ n∑
i=1
∣∣f(z(i))− f(z(i−1))∣∣ ≤ n∑
i=1
Varsi(f) ≤ `
∑
s∈B
Vars(f) .
Since this is true for every (x, y) ∈ TA(Ω), we find that VarA(f) ≤ `
∑
s∈B Vars(f). It follows that∑
CbS
C∩A6=∅
VarA(ΦC) ≤
∑
CbS
C∩A6=∅
`
∑
s∈B
Vars(ΦC)
= `
∑
s∈B
∑
CbS
C∩A6=∅
Vars(ΦC) ≤ `
∑
s∈B
<∞︷ ︸︸ ︷∑
CbS
C3s
Vars(ΦC) ,
which is finite. Hence, Φ is variation-summable.
Proof of Lemma 2.16. Let A b Zd be arbitrary. Define a graph GA(Ω) as follows. The vertices of
GA(Ω) are the patterns in LA(Ω). Two patterns w,w′ ∈ LA(Ω) are connected by an edge in GA(Ω) if
and only if there exists a sequence of configurations x(0), x(1), . . . , x(N) ∈ Ω with x(0)A = w, x(N)A = w′
such that each x(i−1) → x(i) is a pivot move and precisely one of these moves is in A. By the pivot
property of Ω, the equivalence classes of
Ω∼ in LA(Ω) are precisely the connected components of the
graph GA(Ω). Observe that if w,w
′ ∈ LA(Ω) are adjacent in GA(Ω), then∣∣Φ(w)− Φ(w′)∣∣ ≤ Vark(ΦA) = Var0(ΦA−k)
for some k ∈ A. It follows by induction that for any w,w′ ∈ LA(Ω),∣∣Φ(w)− Φ(w′)∣∣ ≤ max
k∈A
Var0(ΦA−k) dGA(Ω)(w,w
′) ,
where dGA(Ω) denotes the graph distance of w and w
′ in GA(Ω). If w,w′ ∈ LA(Ω) are in the same
equivalence class, then clearly dGA(Ω)(w,w
′) < |LA(Ω)|. On the other hand, maxk∈A Var0(ΦA−k) ≤∑
CbZd
C30
Var0(ΦC) = ‖Φ‖VS. The claim follows.
Proof of Proposition 2.17. Clearly, if for every C b Zd the function ΦC is constant on each asymptotic
class of Ω, then Var0(ΦC) = 0 whenever 0 ∈ C, and thus ‖Φ‖VS = 0. Conversely, if ‖Φ‖VS = 0, then
by Lemma 2.16, for every C b Zd the function ΦC is constant on each asymptotic class of Ω.
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A.4 Surjectivity of linear maps on Banach spaces
Proof of Proposition 2.24.
(a) =⇒ (b) By the open mapping theorem, the image of any ball centered at the origin in X contains
a ball centered at the origin. Now scale up. Then the image of some ball centered at the origin
in X contains the unit ball.
(b) =⇒ (a) The image of the map is the union of images of balls centered at the origin. By linearity,
these images are all scalar multiples of one another. So, if the image of some ball centered at the
origin contains the unit ball, then each ball centered at the origin is contained in the image of
some ball and so the map is surjective.
(b) =⇒ (c) Trivial.
(c) =⇒ (b) Let y be in the unit ball in Y . We show that y has a pre-image in the ball of radius 2R
in X. Namely, the pre-image will be of the form x ,
∑∞
i=1 ui, where ui ∈ BX(R/2i−1), and the
image of the partial sum xn ,
∑n
i=1 ui will approximate y with accuracy
1/2n.
It follows from (c) that for all δ > 0, T
(
BX(δR)
)
is dense in BY (δ). Set v1 , y. Choose
u1 ∈ BX(R) such that ‖v1 − T (u1)‖ < 1/2. Inductively, suppose that u1, u2, . . . , un ∈ X are
such that ui ∈ BX(R/2i−1) and ‖y − T (
∑n
i=1 ui)‖ < 1/2n. Set vn+1 , y − T (
∑n
i=1 ui) and choose
un+1 ∈ BX(R/2n) such that ‖vn+1 − T (un+1)‖ < 1/2n. It follows that∥∥∥y − T( n+1∑
i=1
ui
)∥∥∥ = ∥∥∥y − T( n∑
i=1
ui
)
− T (un+1)
∥∥∥ = ∥∥∥vn+1 − T (un+1)∥∥∥ < 1
2n
.
By construction, the sequence xn =
∑n
i=1 ui is Cauchy and thus has a limit x in X. Furthermore,
‖xn‖ ≤
∑n
i=1‖ui‖ <
∑n
i=1
R/2i−1. Thus, ‖x‖ < ∑∞i=1 R/2i−1 = 2R. Lastly, since T (xn) → y as
n→∞ and T is continuous, we have T (x) = y.
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