Item response theory (IRT) 
Item response theory (IRT) Item response theory (IRT) provides a score scale that is more useful for many purposes (e.g., for the construction of developmental scales or for the calibration of tests comprising different types of items or exercises) than the summed score, percentage correct, or percentile scales. With the exception of the Rasch family of models for which the summed score is a sufficient statistic for the characterization of the latent variable (0) (Masters & Wright, 1984; Rasch, 1960) , under IRT models each response pattern is usually associated with a unique estimate of 0. These estimates of 0 may be used as scaled response pattern scores; they have the advantage that they extract all information available in the item responses, if the model is appropriate for the data. In addition, the IRT model produces estimates of the probability that each response pattern will be observed in a sample from a specified population.
In applied measurement contexts, however, it is often desirable to consider the implications of IRT analysis for summed scores, rather than response patterns, even if the IRT model used is not part of the Rasch family. For example, in a large-scale testing program it may be desirable to tabulate the IRT scaled scores associated with each summed score on operational forms, using item parameter estimates obtained from item tryout data, before the operational forms are administered. In addition, it may be useful to compute model-based estimates of the summed score distribution (e.g., to create percentile tables for use as an interpretive aid for score reporting). Model Therefore, the probability of each score j is P~ = j L, (e) d9 , (Bock & Mislevy, 1982) associated with each score,
and the corresponding standard deviation (sD), SD(Olj _ , fffe-EAP(e~-=~J1B(e)~ ' Walsh (1963) , to compute the likelihood of a summed score for binary items as a function of 0. For n items, this Taylor-series expansion has n terms; however, in practice the first two terms suffice for acceptable accuracy. The two-term version of the approximation is: Yen (1984) , the error of approximation was usually less than .001 for EAP(0) j = Ekr~, and SD~9~ j = £k) (Thissen et al., 1993 The problem of the computational burden is solved by an alternative procedure briefly described by Lord & Wingersky (1984) . Abandoning the contention of Lord & Novick (1968) '(0) = T&dquo;,(6), for j = 0, 1, ..., Kn. Repeat:
For item n* + 1 and scores j = 0, 1,..., 5l~*(K,) ,
kin*+1
Set n* = n*+1
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For a sample from a population with distribution <))(6), the likelihood for score j is
and EAP(9~ j = Ek,), SD(0)y = 1:kJ, and P~ (9) can be computed by integrating L~(9).
No particular parametric form for the CRFs is assumed in the formulation of the recursive algorithm. In the North Carolina testing program, for which some of this system was developed, the three-parameter logistic model is used with binary-scored multiple-choice items and Samejima's (1969) graded model is used for multiple-category rated items. However, in principle, any CRFs could be used, such as the nonparametric kernel smooths described by Ramsay (1991 (Tierney, 1990 ) is available from the author.] For simplicity of programming, it uses rectangular quadrature, or the &dquo;repeated midpoint formula&dquo; (Stroud, 1974, p. to the open-ended items were rated on a 4-point scale-item scores ranged from 0-3 and summed scores ranged from 0-9. The parameter estimates for these items were obtained using Samejima's (1969) graded model and the computer program MULTILOG (Thissen, 1991 ) (see Table 2 ). Figure 1 shows the posterior density for the three response patterns that had a summed score of 1: 100, 010, and 001. Of these response patterns, 001 was the most frequently observed in the data (2,830 examinees), followed by 010 (2,008 examinees), and then 100 (811 examinees). This pattern reflected the differential difficulty of the items (see Table 2 ): Item 3 had the lowest threshold (b) for Category 1 (bl = .08), so it was most likely that if an examinee received a single 1 and two Os, the 1 would be for Item 3. It was not much more difficult to obtain a score of 1 on Item 2 (b, _ .12), but obtaining a 1 on Item 1 was substantially more difficult (bl = .65). Table 2 shows that Item 2 was the most discriminating (a), followed by Item 1, and then Item 3. Thus, the posterior distributions for the three response patterns shown in Figure 1 had Figure 1 also shows the posterior distribution for all examinees who obtained a summed score of 1, which is the total of the three posterior distributions for response patterns 100, 010, and 001, computed using the item parameters in Table 3 shows the range of response pattern EAPs and the associated SDs for each summed score on this three-item test, as well as the EAPs and SDs for the most common and least common response patterns, with the summed-score EAPs and SDs. For items that differ in discrimination as these did, the response pattern EAPs may be highly variable (as much as a standard unit) within any particular summed score; however, the variation was mostly accounted for by the few examinees who produced unusual response patterns. Most of the responses were in a few common response patterns, and the summed-score EAPs and SDs were very similar to those for the most common response patterns within each score.
In general, the increase in the SDs from the smallest values for the response-pattern EAPs to the summedscore EAPs was approximately 10%. This is similar to the values that Birnbaum (1968, p. 477) reported in his study of the difference between summed scores and response-pattern scores, and is also approximately the same value observed in most applications of this procedure. The 10% loss of precision (on the scale of the SDs, which are reported as the standard errors of EAP scaled scores) represents the cost of assigning scores at the summed-score level rather than at the more precise response-pattern level.
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Figure 2 shows those two distributions. The modeled distribution is very close to the observed distribution. The distribution is very skewed, because this test was extraordinarily difficult. Nevertheless, the modeled proportions obtaining each score were computed using a Gaussian distribution as <I>(e), illustrating Lord's ( 1953) argument that the summed-score distribution does not directly reflect the shape of the population distribution for the trait. multiple-choice items. Form 301 was administered to 1,053 examinees, and Form 303 was administered to 1,071 examinees. Three-parameter logistic item parameter estimates were computed using MULTILOG (Thissen, 1991 ) , with the population distribution specified as N(0,1 ). Figure 3 shows plots of the empirical percentiles for each observed summed score plotted against the (Figure 3a ) and 303 ( Figure 3b ).
The maximum absolute difference between the observed and model-based percentiles was less than 3.0 for both plots; that is approximately twice the maximum pointwise standard error of the empirical percentiles, which for N = 1,000 was approximately 1.5 near the middle of the distribution. Because Figure 3 shows the data from which the item parameters were estimated, they show an aspect of the goodness of fit of the IRT model (including the underlying normal population distribution) to the data: The model reproduced the observed score distribution fairly accurately. In addition, when the population distribution is included in the IRT model, computation of the observed score distribution itself is straightforward. The expected distribution can be used to provide smoothed percentile tables for the current form of the test, or preoperational percentile tables for tests assembled based on IRT, using the item parameters and the parameters of the population distribution.
If the population distribution assumed in the IRT model does not represent the distribution of 0 well for the examinees, then the inferred score distribution will depart from the observed score distribution, which has both positive and negative implications. A positive implication is that such a departure should be useful as a diagnostic suggesting misspecification of the population distribution. On the negative side, the inferred score distribution will not be accurate as a source of preoperational percentile tables or for other similar uses. The extent to which the inferred score distribution might be sensitive to misspecification of the population distribution has not yet been examined. In all cases in which it has been used thus far with the North Carolina testing program, the assumption of a normal population distribution for 0 has produced score distributions very much like the observed score distributions.
In principle, the recursive algorithm used here for the computation of EAP (0) 
