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Abstract-In this paper we present acomputationally efficient technique for determining the optimal design of 
an urban road network. The procedure involves the assignment of network flows and the determination f 
improved link parameter values so that congestion is minimized subject to a budget constraint. The 
resulting problem is a very large nonconvex minimization program. It is shown that by dualizing with 
respect o a single constraint the resulting dual objective function can be evaluated by solving a traffic 
assignment problem. Since the dual objective function is a concave function of one variable, effective 
one-dimensional search techniques based on subgradients can be utilized to solve the dual (and thus the 
primal network design) problem. Since this network design problem reduces to solving several traffic 
assignment problems, it should be efficient for realistically large networks. Computational results for 
several problems with up to 553 constraints and 1,862 variables are reported. 
INTRODUCTION 
We discuss a dual solution technique for determining optimal improvements oa road network. 
The model involves the system optimal assignment of flows on the road network and 
determination of optimal link parameters so that congestion i  the network is minimized subject 
to a budget constraint. 
In recent years, several authors have discussed techniques for the design of urban networks. 
A major portion of this work consists of integer programming models and branching strategies. 
Branch-and-bound and branch-and-backtrack algorithms for O-l network design problems are 
reported in[l-31, [5], [7], [I 11, and [15]. In the models presented in 111, 151, and [ill, travel time 
is assumed to be a linear function of the flows. Thus, congestion is not considered and the 
models would be limited to studies of nonpeak hours of the day. Other variations in these 
models are whether expenditures for improving the network are considered in a budget 
constraint, or are included along with congestion in the objective function. In the latter case, a 
monetary equivalent to travel time must be assigned. 
Because practical network design problems often have hundreds of proposed link im- 
provements, computational difficulties have been experienced with integer programming al- 
gorithms for network design problems. Therefore, continuous network design problems[l2,13], 
and [16] have been proposed. In the linear programming model in[l2], a piecewise linear 
approximation to the total travel time function is used. Then, decision variables corresponding 
to added capacities for each arc are introduced. When capacity is added to an arc, its travel 
time function is changed from the solid curve to the dashed one shown in Fig. 1. This linear 
program has more than n* constraints, where n is the number of nodes in the network, and thus 
may be impractical for large networks. 
Because of the computational difficulties with exact models, heuristic techniques have been 
studied. Steenbrink[l6] proposed a technique which involves temporarily fixing values of 
capacity decision variables, finding the system optimal flows and then repeating the process 
iteratively. The iterative process uses the relationship between traffic flows and capacity for 
each link which Steenbrink develops. 
In a similar paper[l3], a cost benefit approach is proposed in which link capacity parameters 
are fixed, equilibrium flows are calculated, and the process is repeated. The procedure selects 
links for improvement based on the greatest decrease in congestion per dollar invested. 
In a recent report by the Control Analysis Corporation[l8], a solution technique for a 
continuous network design problem using a Lagrangean approach is described. Unaware of this 
tPresented at the TIMS/ORSA meeting, May 1977. 
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Fig. 1. Linearized total travel time function before and after capacity increase. 
report, we have taken a similar approach. Both our technique and that in[18] use a procedure 
similar to Steenbrink’s [ 161, namely, developing optimality criteria relating capacity variables to 
link flows. Our approach differs from that in[18] in our assumption regarding the form of the 
budget function. Furthermore, we report fairly extensive computational results and discuss 
considerations for implementing the algorithm. 
PROBLEM FORMULATION 
We assume that the existing network of streets and intersections i specified; we label the 
nodes of this network j = 1,2,. . . , n. Furthermore, let nodes j = 1,2,. . . , p (p 5 n) be origins 
and/or destinations. The set of arcs ij in the network-will be denoted by A and the required 
numbers of trips (thousands of vehicles/day) from origin node j to destination ode s will be 
denoted by Dis. We let xi be the flow along arc ij with destination s; thus the total flow on arc ij 
is given by Xii = ): x$. The total travel time for all units of flow along arc ij when xii units travel 
along the arc is given by 
zj(Xij) = Uij.Xij + [0.15U~/(Ci~)4](Xij)5 = UijXij + bij(Xij)5. (1) 
Here aij is the travel time on arc ij at mean free speed and Cij is the design or practical capacity 
of the arc. Because of traffic congestion, the functions Tij(xij) are taken to be nonlinear, 
nondecreasing functions of the flows X+ The functional form in (1) is that used by the U.S. 
Bureau of Public Roads. One form of the traffic assignment problem is thus given by 
min i,zA &j&j +  bijtxij)’ (2) 
subject o 
j=1,2 n ,..., 
qXik-TX$=Djs ~Y~I,~,*-+,P (3) 
xij=zxxtall ij E A 
s 
(4) 
xi20 
all ij E A 
s=1,2 (5) ,..*, P’ 
It should be noted that problem (2)-(S) is a system optimal traflic assignment problem. Thus 
flows are assigned to arcs so that total congestion is minimized rather than so that an 
equilibrium is achieved. The reader is referred to [7] or [8] for a discussion of the differences. 
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In[8], a comparison of system optimal flows and equilibrium flows is given for one network 
which suggests that the difference between the two flows may not be great. 
The network design problem we address is that of optimally utilizing an existing road 
transportation network. We wish to determine improvements in this network so that congestion 
on the resulting network is minimized subject o a limitation on expenditures for improvement. 
In practice, possible improvements usually consist of small increments of practical capacity to 
some or all existing roads. In some cases the construction of new roads or expressways may 
also be possible. In the latter case, investment costs would tend to be concave[l9]. In the 
former case, investment costs could exhibit decreasing marginal returns, i.e., could be convex. 
For example, consider the following means of increasing practical capacity: 
1. Signalization 
2. Resurfacing 
3. Slight widening 
4. More extensive widening requiring removal of signs and telephone poles. 
In this case, there would tend to be diseconomies of scale for capacity increase. Furthermore, 
the environmental impact of increased noise and air pollution would be a convex function of 
increased practical capacity since small increases in pollution may be acceptable but larger 
levels would be much more costly to society. Nevertheless, because of the fixed cost of getting 
equipment to a site and the decreasing marginal costs of actual construction, the total cost 
could be concave. The nature of investment cost functions has been addressed previously by 
Steenbrink[20]. He concludes that investment costs are concave for a practical capacity range 
from 0 up to a certain point, but convex over a large range of higher practical capacity. The 
actual form of the investment cost function would depend on the cost of land, proximity to 
obstructions, road width, etc. 
For notational convenience, let J denote the set of arcs which can be improved and let I 
denote arcs which cannot be. Note that I U J = A and I rl J = 4. For each arc ij E J, we must 
determine the practical capacity cii or equivalently, the parameter bii in (1). Therefore, we must 
determine the travel time function of the arcs ij E .I. 
As noted above, there are various forms of the investment function for changing an arc’s 
travel time function from 
UijXij + kij(Xij)’ 
to 
UijXij + bij(Xij)5 
(bij I &, the existing parameter of arc ij). A wide range of these cost structures can be written 
in the form 
where bit is the chosen value of the congestion parameter. In (6), the exponent l/n could be 
different for different arcs. For notational ease, we write l/n rather than l/nib Thus each bij has 
an exponent in the denominator f 1, l/2, l/3, etc. Note that a smaller value of bii (giving rise to 
a lesser travel time on the arc) involves a higher investment level. 
Reference to the travel time function (1) shows that an exponent of l/4 for bij in (6) 
corresponds to an investment cost function which is proportional ( inear) to practical capacity. 
Exponents 1, l/2, l/3 correspond to investment cost functions which are convex functions of 
practical capacity, while exponents of 115, l/6, l/7, etc., correspond to concave functions of 
practical capacity. 
We will use the general form (6) to study a variety of investment cost structures. The 
advantage of the form shown in (6) is that investment cost functions which are concave 
functions of practical capacity become convex functions in bij (convexity is proven in 
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Proposition 1). For example, the convex function Bjj/(bjj)“’ corresponds to the concave 
investment function 
‘B$[O.l5oij/(Cij)‘]“*=~~~~. 
* 1 
Now if the total budget available for investment is B then we must have 
which is the budget constraint. 
For simplicity, we denote the set of all feasible solutions to the assignment problem (2)-(5) 
by S: S is the set of flow vectors x (with components Xjj and x&) satisfying the conservation of 
flow constraints (3)-(5). Therefore, the network design problem is given by 
NDP 
subject o 
M,T,N C ai+ij + bij(Xij)’ +z Uifiij + bij(xij)j 
, ijEI ijE J 
izJ Bjj/(bjj)“” 5 B 
(7) 
(8) 
x E S; bij 2 0, all ij E J. (9) 
In problem (NDP), the decision variables are the flows x and the bij, ij E J; the bij are 
constants for ij E I. 
Since the network design problem is to determine improvements o an existing network, 
constraints bij 5 & are appropriate-we can only improve the link by selecting a value of b, 
smaller than Kjb However, in real problems, omitting th,ese constraints is not a serious problem 
for the following reasons. Any link ij which is a candidate for improvement would certainly be 
heavily utilized in any realistic problem. In a typical problem where flow is measured in units of 
thousands of vehicles/day, flow on a link proposed for improvement would normally be at least 
5 or 10 units. Thus, in (7), (Xjj)j would be large. Reference to Fig. 2 shows that increasing b
beyond 6 would decrease xpenditures only slightly, while reference to (7) shows that such an 
increase in b would greatly increase congestion in the realistic case where (Xii)’ is large. Thus 
the very nature of the design model tends to prevent unrealistic values for bij > I&. 
Although a value of bij > & may be feasible or even optimal in an unrealistic problem, 
reference to Fig. 2 shows that if this occurs one could simply choose bij = 6ij resulting in greater 
improvement and lesser congestion at practically the same cost. Furthermore, avalue of bij > 6ij 
can be given the interpretation that link ij has excessive capacity and should not have been 
proposed for improvement. 
For these reasons, and more importantly because the network design problem simplifies 
enormously if the constraints bij 5 6ij are omitted, we demonstrate how (7)-(9) can be easily 
solved optimally using recently developed efficient strategies for traffic assignment 
problems [ 10,14,21]. 
THEORETICAL DEVELOPMENT 
We will solve problem NDP via a Generalized Lagrange Multiplier approach. If we dualize 
with respect o the budget constraint, we obtain the dual function 
where p 2 0. Here b is the vector of decision variables b, ij E J and 
H(X, b, /J) = 7 ai+ij + bij(Xij)5 + 7 ai+ij + bij(xij15 + CL (7 Bijlthj)“” - B)* (11) 
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Fig. 2. Possible arc improvement costs as a function of b, (hi is the parameter for the existing arc) and 
corresponding function of practical capacity, q. 
Proposition 1 
For every fixed x E S and p 2 0, and for every positive integer II, H(x, b, p.) is a convex 
function in b on the region where bij or 0. 
Proof. For any ij E J, let 
Hij( bij) = ai+ij + bij(Xij)5 + pBij/( bij)““. 
Then 
and 
a*Hi,labi = ((n + l)/n)(CLBij/n)(bij)-‘2”+1”n. 
Since n, p, Bij and bij are all non-negative, 8*Hij/d(bij)* 2 0. Thus each term in H is convex and, 
since the sum of convex functions is convex, we have that H is convex. Observe that this 
proposition holds even for the case when different arcs have different exponents l/nib 
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Now the only constraints on the bir are non-negativity. Ignoring these constraints and setting 
aH/abij = 0, we see by (12) that 
b, = (~gij/n)“““+“(Xij)-Jnl(n+‘). (13) 
Obviously, the bij in (13) satisfy the non-negativity constraints. Thus, (13) will hold at 
optimality, so they can be added to the network design problem. This allows us to substitute for 
the bir in the dual objective function (lo), resulting in 
H(X, b, /A) = 7 Ui+Xij + 6ijX: + 7 aij.Yij + (CLBij/n)n’(n+‘)(Xij)-5nl(n+‘)X: 
+cL 2 C Bij J (~Bij/~)1”“+1’(Xij)-5”“+~ UijXij + biix~ 
+ x aijxij + (~.Bij/n)nl(n+‘)x~(n+‘) + 2 CLBij(CLBi~n)-‘j(n+l)X~(n+l) _ pB 
J J 
= ~ aiixii + biix~ + ~ UijXij + [n-nl(n+l)  n 
I 
l~(n+‘)](CLBij)~(n+‘)x~(n+‘) - CLB = H(x, p). 
J 
(14) 
Thus for any fixed value of the dual variable CL, we have eliminated the variables bir from the 
problem which must be solved to evaluate the dual function (recall that the bij, ij E I, are 
constants, not variables). Note that H(x, cc) in (14) is convex in x for exponents of 1, l/2, l/3, 
l/4, since x has exponents 5/(n + 1) 2 1 for n = 1, 2, 3, 4. As noted above, these exponents 
correspond to investment cost functions which are strictly convex or linear in practical 
capacity. For these cases, H(x, CL) in (14) can be minimized optimally. However, if n = 5, 6, 
etc., which correspond to investment functions which are concave in practical capacity, then 
solving (14) could result in a local minimum. 
To summarize, the dual function is 
(15) 
where H(x, p) is given by (14), and the dual problem is 
Proposition 2 
h(p) is a concave function of I_L. (Lasdon[6], p. 412). 
Proposition 2 holds for any cost functions (6), even those corresponding to investment 
functions which are concave functions of practical capacity. Thus in this case, the difficulty caused 
by concavity is lessened; using the technique described below, good solutions, but not necessarily 
optimal, can be obtained. 
SOLUTIONTECHNIQUE 
We will solve the non-convex primal NDP (7)-(9) by solving the dual problem (16). Since h(p) is 
concave, it has no local maximum points, only global ones. Thus the optimum p* can be found 
(unless the minimization in (15) cannot be performed globally). Then x* obtained from solving (15) 
with p = CL* is used with CL* in (13) to determine the optimal bri. To evaluate h(p), we must 
IfI,N 7 Ui$ij + big: + 2 aisij + [n -‘(“+l) + n l”n+‘)](~Bij)lJ(n+l)~~‘““) - @. (17) 
J 
We will call this problem the dual evaluation problem. Obviously, the dual evaluation problem 
(17) differs from the traffic assignment problem (2)-(5) only in the objective function (recall that 
S is the set of feasible solutions to the traIGc assignment problem). Thus h(p) can be evaluated 
using the same efficient techniques as for the traffic assignment problem; seer101 and [14]. 
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An important aspect of the dual evaluation problem (17) is that a subgradient (or derivative) 
to h at p is readily available, as shown by the following: 
Proposition 3 
If x is the optimal solution in (17) for any CL, then a subgradient to h at p is 
7 Bij/(bij)"" - B 
where 
bij = [CLBij/n]“““+“(xij)-snl(“+‘). 
This proposition is a direct application of Theorem 3, p. 423 in[6]. 
Now the dual problem (16) is a concave maximization problem with a single decision 
variable p 2 0. To solve this dual problem, we first employ a subgradient method to bracket he 
optimal solution, l.~* between two values, pL and ,.&R. We then use a bisecting search of the 
interval (using subgradients) to find ~1 *. We determine Jo. and ,.LR so that their respective 
subgradients satisfy SG&.) > 0 and SG&) < 0; then by concavity of h, we are assured that 
CL* E bL,~RI* 
Thus for any p 2 0, h(p) is evaluated by solving (17), and /z(p) and SG(p) are retained. By 
experimenting, it was determined that the most efficient method for finding the initial interval 
[PL, /LR] was the following. Suppose (temporarily) that h(~*) were known. Then, starting at any 
CL (see Fig. 3), & would be calculated from triangle ABC as 
c; = P + bb*) - h(c~)l/SG(c~). 
Observe that fi lies to the right of p if SG(p) > 0; otherwise, C; will be to the left of CL. 
But since h(~*) is not known, we use an upper bound UB on h(~*), getting 
fi = CL + [UB - hb)l/SG(j~). 
If p and 6 are determined to bracket p *, then the bisecting search is begun. Otherwise, the 
procedure above is repeated using @. 
CALCULATING THE UPPER BOUND, UB 
To calculate UB, we use the fact that any feasible value of the primal NDP (7H9) is an upper 
I I 
” G c U* 
Fig. 3. 
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bound on h(p*). One set of feasible bij, ii E J, for NDP is given by 
bii = I;r( Bjj c I ’ B 
where IJI is the number of arcs which can be improved. These b, are budget feasible since 
7 Bij(bij)“” = 7 B/JJI = B. 
Using these fixed values of the b,, we then solve NDP for the optimal values of the Xii. This 
objective function value was the required upper bound. Generally, this bound turned out to be 
quite good. 
COMPUTATIONAL RESULTS 
The network design problem solved consisted of the 24 node, 76 arc aggregated Sioux Falls 
network used in[7] and [IO]. Since the network has 24 nodes, there were 24(23) = 552 
conservation of flow constraints (3) in the network design problem. Also, there were 76 X 24 = 
1824 variables (every node was considered to be a destination) plus the arc parameter variables. 
The Lagrangean problem (17) is easiest o solve when n = 4 for each arc ii E J, since then 
each of these arcs has linear costs. If n = 1, then flow on each of these arcs has exponents of 
2.5 in the Lagrangean problem. Since solving the Lagrangean problem (17) is hardest for the 
case n = 1, we have tested the computational requirements for this case. Ten different network 
design problems were run with various numbers of arcs which were candidates for improve- 
ment. In the first set of problems run, 14 of the 76 arcs were improvement candidates. The 
second and third problem sets considered 28 and 76 of the arcs for being improved, respec- 
tively. 
The results are shown in Table 1. For example, in the first problem the maximum value of 
the dual was 523.6. Using the x* obtained from evaluating h(p) and using (13) to calculate the 
corresponding bij, a primal objective function value of 528.5 was calculated. Thus (x*, b*) was 
known to be a 0.92% optimal solution to the network design problem. CPU time averaged 126.8 
seconds for the first problem set (with 14 candidates for improvements). 
The second set of problems had 28 arcs proposed for improvement. Computing time for 
these problems averaged 153.0 seconds-an increase of only 20%. In problem 10, all of the 76 
arcs in the network were considered for improvement. For this problem, the computing time 
actually decreased to 105.6 seconds. This is because the components of the gradient and the 
terms in the objective function are easier to compute for the proposed arcs, and thus 
considerable savings occur when many arcs can be improved. This is to be contrasted with the 
well known fact that if the improvement decisions are discrete, an exponential growth of CPU 
time results as the number of arcs proposed for improvements increases. 
Table 1. 
No. of arcs Total No. of 
proposed for Problem Best dual Corresponding No. dual Frank-Wolfe 
improvement No. value found primal value Deviationt, % CPU time, s evaluations iterations 
1 ^ 
f 
14 4 
5 
6 
Average 
I 
28 8 
9 
Average 
76 IO 
523.6 528.5 
488.3 489.5 
403.5 418.1 
370.1 376.2 
476.7 490.0 
451.4 494.0 
2362.6 2467.9 
2857.9 2866.7 
3098.6 3256.9 
52530.9 52772.4 
0.92 134.1 9 360 
0.24 148.0 9 400 
3.49 125.5 9 350 
I .62 145.3 IO 400 
2.71 98.3 7 270 
8.62 109.3 7 290 
2.93 126.8 8.5 345 
4.26 165.7 11 430 
0.30 145.5 10 390 
4.86 147.8 IO 390 
3.14 153.0 10.3 403.3 
0.45 105.6 I2 250 
tApparent discrepancy due to rounding primal and dual values. 
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CONCLUSIONS 
19 
An efficient technique for determining optimal improvements for an urban road network is 
introduced. Simplifying assumptions, which result in a problem formulation which can be 
solved extremely efficiently and optimally, are as follows: 
1. The investment cost function is a convex or linear function. 
2. Investment decision variables are continuous. 
3. A system optimal assignment is used rather than a user optimal assignment. 
4. Link investment variables are assumed to change practical capacity, but not free flow 
travel time. 
Since the procedure requires only the solution of several traffic assignment problems, it 
should be possible to solve problems as large as the traffic assignment techniques can handle. 
These techniques have been proven to efficiently solve realistically sized problems. For 
example, it is reported in1221 that a traffic assignment problem for a network consisting of 1035 
nodes and 2789 links for the city of Winnipeg took about 15-18 Frank-Wolfe iterations, 
requiring about 700 CPU seconds on a CDC Cyber 74. The average cost/run was approximately 
$300. In view of this, the network design problem presented here should be efficient for large 
networks. 
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