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The effect of the laser ray incidence angle on the mass ablation rate and ablation pressure of planar inertial
confinement fusion (ICF) targets is explored using an idealized model. Polar direct drive (PDD) on the
National Ignition Facility (NIF) requires the repointing of its 192 beams clustered within 50 degrees of the
poles to minimize the imparted polar varying payload kinetic energy of the target. Due to this repointing,
non-normal incidence angles of the beam centerlines are encountered in any PDD design. The formulation
of a PDD scheme that minimizes non-uniformity is a significant challenge that requires an understanding of
the induced differences in ablation including those of incidence angle. In this work, a modified version of the
textbook model of laser ablation [Manheimer et al. Phys. Fluids 25, 1644 (1982)] is used to demonstrate
that the mass ablation rate and ablation pressure scale with the 4/3 and 2/3 power of the cosine of the
laser ray incidence angle for the planar case during the beginning portion of the laser ablation. This result
is considered with an idealized 1-D two segment planar model using rays at different incidence angles for
each segment. Within the model, the segments cannot have equal mass and velocity simultaneously without
tailoring the ray’s time-dependent intensity for each segment. However, with the correct segment-to-segment
time-independent ray intensities, equal velocity and dynamic pressure can be achieved approximately without
tailoring. Additionally, an analytic prediction for the conduction zone width as a function of incidence angle
is provided. It is predicted that this width increases with incidence angle, resulting in a decrease in laser
imprint, an effect which has been previously observed in experiments. These results, when generalized to
spherical geometry, may provide insight into the implosion dynamics encountered in PDD.
I. INTRODUCTION
Polar direct drive (PDD) is the only near-term viable
method for driving a variety of proposed direct drive ig-
nition target designs (see Refs. 1–4) on the National Ig-
nition Facility (NIF). In its current indirect drive config-
uration, NIF’s 192 laser beams emanate from laser ports
at angles of 23.5, 30, 44.5, and 50 degrees from the poles
of its spherical target chamber. In PDD, the pointing of
the beam centerlines or beam axes5 on the target surface
are redistributed towards the equator in an attempt to
provide energy to the target’s payload mass with mini-
mal variation in polar angle6,7. An example of a PDD
beam pointing scheme is depicted in Fig. 1A8. The re-
pointed beams ablate a fraction of the target shell thick-
ness resulting in a rocket-effect-like inward motion that
compresses the interior fuel, eventually converting the
dynamic pressure of the shell into internal pressure of the
stagnated fuel. Designing an implosion which avoids im-
parting asymmetry due to the fixed distribution of beam
polar angles is a nontrivial task and has been the subject
of experimental testing at both the Omega laser facility
and NIF9,10 and of many computational studies11,12.
In PDD and symmetric direct drive, polar and az-
imuthal variations in drive conditions due to the pro-
jection of the beam spots on the capsule seed Rayleigh-
Taylor growth, particularly at spherical harmonic modes
synergistic with the number of beam polar cone angles
(` modes) and the number of beams in each cone (m
modes). Nonuniformity seeded by low frequency varia-
tions in drive conditions is not attenuated to the same
extent as high frequency variations. Theoretical mod-
els suggest that the attenuation factor is proportional to
exp(−xczk), where k is the spatial wavenumber of the
induced variation and xcz is the length of the conduc-
tion zone13. As a result, high frequency drive variations
are attenuated as soon as the conduction zone forms,
typically a few hundred picoseconds14. The same is not
true for low-to-mid ` spherical harmonic modes. When
the induced variations have wavelength greater than the
conduction zone length the attenuation becomes less sig-
nificant. Hence, variations in drive conditions with polar
angle can result in low-to-mid mode imprint and growth
throughout the implosion. The growth of modes in this
range increase the fuel-shell interfacial area and atomic
level mix across the interface which results in cooling and
a reduction in neutron yield.
A successful application of PDD will require address-
ing several technical issues that inhibit the reduction of
laser-port-distribution-induced asymmetry in this config-
uration. Of considerable interest in this genre is cross
beam energy transfer (CBET), a laser plasma instabil-
ity that tends to scatter light away from the equatorial
regions of the target. The primary interest in CBET is
the reduction of energy available to the target, although
a secondary concern is the scattering of light away from
the equatorial regions which results in increased polar
non-uniformity. Mitigating these effects has been a ma-
jor focus in PDD design15,16. Another issue for PDD
is the larger projection of the beam spot for beams re-
pointed to illuminate the equator. This decreases the
intensity that can be provided to the target surface by a
single equatorial beam and makes the determination of
an optimal beam pattern non-trivial.
Although the illumination of PDD capsules results in
beams with different centerline angles of incidence over-
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FIG. 1. A) An OMEGA PDD design modeled with
VISRAD17. The blue, cyan, and purple beams originate from
port angles of 21.4, 42.0, and 58.8 degrees from the pole. B)
The idealized segmented planar system from this study.
lapping at any point on the target surface, it is impor-
tant to first understand differences in how a single beam
deposits its energy. In this paper, the role of the ray
incidence angle in the scaling of the ablation pressure,
mass ablation rate, and electron conduction zone width is
explored for an idealized planar target configuration, ig-
noring multi-dimension effects (see Fig. 1B). For the pla-
nar configuration, it is found that the mass ablation rate
and ablation pressure responsible for accelerating the two
disparate portions of the plane scale differently with inci-
dence angle due to the different plasma conditions at the
ray’s turning point. As a result, if two portions of a seg-
mented plane with uniform material thickness are driven
by rays with different incidence angles, strictly equal ve-
locity and mass remaining cannot be obtained by using
time-dependent ray intensities that are a scalar multiple
of each other. In addition, the conduction zone is also
found to scale with incidence angle, becoming wider as
the off-normal incidence angle increases and implying a
reduction in laser imprint for beams with centerlines at
large incidence angles, a result which has been previously
observed in experiments14. These results, when general-
ized to the laser ablation of a spherical target, may in-
form the design of PDD beam pointings and laser pulse
intensity profiles needed for a spherical implosion that
minimizes polar beam distribution effects.
This paper is organized as follows. In Sec. II A a re-
view of the textbook model for ablation formulated by
Manheimer et al.18 is given. Sec. II B evaluates the va-
lidity of the model’s assumptions through the use of ra-
diation hydrodynamic simulations. The flux balance of
this model is modified in Sec. III to include the differ-
ence in plasma conditions resulting from the change in
density at the laser turning point. Section III A revisits
the assumptions made in Sec. II B, demonstrating that lo-
cal energy deposition is a better assumption for oblique
incidence. Sec. III B illustrates implications of this mod-
ification through the formulation of a toy model for the
ablation of a segmented semi-infinite plane by two rays at
different incidence angles. The scaling of the conduction
zone width with incidence angle is presented in Sec. III C.
A discussion of the implication of the toy model for the
implosion of spherical targets is presented in Sec. IV A
and Sec. IV B discusses prior experiments which mea-
sured the effects of incidence angle on imprint. Conclud-
ing remarks are given in Sec. V.
II. NORMAL INCIDENCE
The textbook model19 for the scaling of ablation pres-
sure, mass ablation rate, and conduction zone length
with laser intensity, wavelength, and material properties
is due to the steady state planar ablative flow model of
Manheimer et al.18 (hereafter referred to as the Man-
heimer model). This section reviews the formulation of
the model and evaluates its validity when applied to the
laser ablation of spherical targets. Radiation hydrody-
namic simulations are used to indicate the duration of
validity of the model as the coronal plasma expands and
to evaluate the ablative properties for large spherical tar-
gets. It is found that the planar model can be appropri-
ately applied to a 3.1 mm radius capsule, similar to the
one encountered in the Revolver target baseline design3,
early in the laser pulse. The recovery of planar ablation
scaling early in time is attributed to the length scale of
the rarefied coronal plasma being small compared to the
target radius.
A. Textbook Planar Ablation Model
In the Manheimer model, normally incident laser en-
ergy is assumed to be absorbed at the critical surface, the
classical turning point of the laser beam rays where the
plasma frequency matches the laser radiation frequency.
The model specifies a relation between the laser inten-
sity and coronal plasma properties by considering the
expected physical behavior inward and outward of the
laser turning point, enforcing a power balance relation
between these regions. The main features of the model
are depicted in Fig. 2 and are described in this section.
In the region outward of the critical density the ex-
panding plasma is expected to be well modeled by a self-
similar rarefaction. Since the plasma in this region has
a high conductivity, the rarefaction is treated as isother-
mal and has a density and velocity profile given by the
self-similar solution
ρ = ρc exp(−x/cT t) (1)
v = −cT + x/t, (2)
where ρc is the critical density and cT is the ion sound
speed.
In the region inward of the turning point is the ab-
lation front or conduction zone, which is modeled as a
steady state flow20. In the model, any energy conducted
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FIG. 2. An illustration of the electron density and tempera-
ture in the planar ablative flow model with the laser turning
point at the critical density ρc.
inward ends up in the outward flow energy, and there-
fore in the rarefaction. However, in reality a few percent
of the energy conducted inward goes into the kinetic en-
ergy of the shell. At the boundary between the steady
state region and the rarefaction wave the flow becomes
supersonic and the steady state momentum and conti-
nuity equation solutions become singular. At this point
the power balance is considered, including that of the
flow and incoming laser radiation. The energy flux in
the flow is given by (v2/2 + h)ρv, where h is the spe-
cific enthalpy. Making use of the condition v = cT at
the turning point, and h = 5cT /2, the power being input
into the rarefaction from the flow is Pflow = 3ρcc
3
T . On
the other hand, the total energy in the rarefaction wave
can be determined by integrating the kinetic and inter-
nal energy over its extent from 0 to −∞. This results in
Er = 4ρcc
3
T t, which implies that a power per unit area
of Pin = 4ρcc
3
T is needed to keep the rarefaction wave
isothermal. This power is provided by the laser radiation
at the deposition point. The power balance condition at
the turning point must be
IL = 4ρcc
3
T , (3)
where IL is the laser intensity. This equation is respon-
sible for the well known scalings of ablation pressure
Pa = 2ρcc
2
T =
(
ρc
2
)1/3
I
2/3
L , (4)
mass ablation rate
m˙a = ρccT =
(
ρc
2
)2/3
I
1/3
L , (5)
and temperature
ΓTc = c
2
T =
(
IL
4ρc
)2/3
, (6)
where, Γ = (1 +Z)kB/(Amp), A is the number of nucle-
ons per atom in the target material, Z is the ionization
state, ρc is the critical density, and Tc is the isothermal
temperature at the critical density.
The steady state flow inward of the laser turning point
is modeled using the steady state momentum and conti-
nuity equations along with the energy equation
d
dx
[(
v2
2
+ h
)
ρv − χ0T 5/2 dT
dx
]
= 0, (7)
where χ0 is the conductivity. In the energy equation,
the Manheimer model neglects the v2 term so that a
simple analytic solution can be obtained. This results
in a 20 percent error at the critical surface where this
term is largest. Enforcing the continuity of mass flux
ρv = ρc(ΓTc)
1/2, the solution for temperature in the ab-
lation front takes the form
T (x) = Tc
(
1− 25
4
ρc(ΓTc)
3/2
χ0T
7/2
c
x
)2/5
, (8)
which is valid for x < xcz where
xcz =
4χ0
25ρcΓ3/2
T 2c . (9)
This is the width of the conduction zone.
B. Validity of the model
The Manheimer model presents a picture where the
laser energy has a delta function deposition at the crit-
ical surface with no interaction between the incoming
laser radiation and the expanding rarefied plasma. In
more realistic computational models of ICF experiments
this is hardly the case. Although the absorption rate is
strongest at the critical surface due to the resonance be-
tween the radiation frequency and the plasma frequency,
significant laser absorption can occur along the laser’s
path length well before the critical surface is reached.
In particular, the amount of laser absorption away from
the critical surface increases the longer the rarefaction
is driven. One can easily verify from the WKB solution
of laser absorption that this is indeed the case21. The
increasing value of cst in Eq. 1 means that more plasma
near but less than the critical density, with plasma fre-
quency near but less than the resonance condition, is
participating in the inverse bremsstrahlung absorption
of the laser energy.
This fact raises the question of whether or not the
delta function absorption is a sufficient treatment of the
system. Several experiments have attempted to mea-
sure the ablation pressure or mass ablation rate either
directly or through derived quantities22–25. Although
there is an abundance of experimental results, most of
the measurements utilized short pulse times and there-
fore the results are valid where cst is small. Additionally,
4the intensities that have been explored in these experi-
ments is a few times 1013W cm−2, an order of magnitude
lower than that encountered in direct drive ignition con-
cepts. At such low intensities, there is the possibility that
the ablation would be best described by strong inverse
bremsstrahlung (SIB), which has the ablation pressure
scaling of
Pa ∝ I7/9L (10)
with absorbed intensity in spherical geometry26. In this
section, simulations are employed to determine the range
of validity of the Manheimer model of ablation.
Simulations of the normal incidence laser ablation of
a 3mm radius 300µm thick Be target were carried out
using the arbitrary Eulerian Lagrangian radiation hy-
drodynamic code HYDRA27. The outer dimension of
the target being chosen to resemble the Revolver tar-
get design3,28 which will be shown to have 1-D ablation
characteristics early in the ablation. The primary consid-
eration of the simulation design was to resolve the laser
ablation region at all times. This was achieved by con-
siderations in the shell thickness and mesh. First, the
target was made sufficiently thick so that little motion of
the shell would occur during the laser pulse. The exces-
sive thickness of the shell extended the shock transit time
compared to that of typical ICF designs, preventing ex-
cessive motion of the shell. In addition, a semi-Eulerian
mesh with fixed spacing was implemented in the ablation
region as well as the outer portion of the shell by set-
ting the initial zoning to the desired resolution and then
backing up the grid nodes to their original position each
timestep. The semi-eulerian mesh was required to main-
tain resolution in the ablation region where Lagrangian
zones tend to rapidly expand while conserving mass. The
other parts of the problem utilized a Lagrangian mesh. A
quasi-1D mesh was implemented in spherical coordinates
by simulating a one square degree wedge with appropri-
ate boundary conditions at the wedge faces to ensure the
proper symmetry. The mesh dimensions and spacing are
given in Fig. 3.
A flat-top laser pulse of duration equal to the length of
the simulation was used for each of the simulations pre-
sented in this section. The simulations had variable dura-
tion, with the extent determined by the required time to
demonstrate the desired features discussed below. While
many ICF designs utilize a foot or pickets, or combina-
tions thereof, such features are transient and obscure the
physics of laser ablation by making time dependence in-
herent to the system. The case of primary interest was
that with intensity characteristic of the Revolver capsule
design Io = 2.65 × 1014W cm−2. Simulations were car-
ried out at intensities of Io as well as multiples of 0.2,
0.4, 0.6, 1.2, 1.4, 1.6, 1.8, 3.0 and 4.0 Io.
The behavior of the simulations, as characterized by
the time dependent ablation pressure, generally falls
within either Manheimer or SIB ablation, traversing both
regimes for all intensities explored given a long enough
pulse length. A distinction between Manheimer and SIB
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FIG. 3. The setup of the 1-D spherical coordinate simulation
domain indicating the location of the Eulerian grid used to
resolve the ablation region.
ablation can be made by evaluating the time dependent
profiles of the ablation pressure shown in Fig. 4. As seen
in the figure, each profile exhibits an initial peak in ab-
lation pressure before a decay to a nearly constant value
which persists until the end of the laser pulse. The con-
stancy of the ablation pressure is a feature of models for
Manheimer ablation in a planar expansion as well as SIB
ablation for a spherical expansion, however, it will be
shown that the former only occurs as a transient state
while the latter can occur as a steady state.
To distinguish the two regimes of laser ablation, fea-
tures in the time dependent ablation pressure profile are
identified and plotted as a function of intensity. The first
is the peak ablation pressure max(PA) and the second
is the ablation pressure at the end of the simulation run
PA(tmax). The maximum ablation pressure is a well de-
fined quantity while PA(tmax) is not. However, once a
steady value of ablation pressure is reached, PA(tmax)
changes little in time. Fig. 4B shows the scaling of each
max(PA) and PA(tmax) as a function of laser intensity.
The figure also includes the curves representing the quan-
tities
max(PA(t, Io))×
(
I
Io
)2/3
(11)
and
PA(tmax, Io)×
(
I
Io
)7/9
(12)
5which indicate that the values of max(PA) and PA(tmax)
have the scaling given by Eqs. 4 and 10, for Man-
heimer and SIB ablation, respectively. The agreement
with the data indicates that planar-like Manheimer ab-
lation is present early in the laser pulse only as a tran-
sient phase while SIB ensues given a long enough pulse
duration. Even then, the Manheimer-like ablation never
reaches a steady ablation pressure, even for shorter high
intensity pulses similar to those that dominate the pa-
rameter space for ignition scale direct drive implosions.
Such behavior illustrates the difficulty of using a single
intensity scaling law for the entire pulse duration.
It is worthwhile to note that the transition to SIB abla-
tion scaling only occurs once the laser energy deposition
rate is no longer strongly peaked near the critical surface
as shown in Fig. 5. Once a large enough value of cst is
achieved, nearly all of the laser energy is deposited in
the plasma volume away from the critical surface (indi-
cated by the purple line in Fig. 5). Once the transition
occurs, there is no discernible significance of the sonic
point (indicated by the green line in Fig. 5) in the laser
deposition profile. The coincidence of the critical surface
and sonic point is a key feature in Manheimer ablation.
The separation of the location of the sonic point and crit-
ical density is therefore a marker of the transition to SIB
ablation. Although simulations indicate that it is an ini-
tial transient phase, it will be assumed that Manheimer
ablation is an accurate description of the laser pulse in
the initial 1.5 ns for the intensity of 2.65× 1014W cm−2
studied in the following section. Additionally, the result
that a large spherical target can reproduce the planar ab-
lation pressure scaling will play a role in the discussion
of Sec. IV A.
III. EFFECT OF INCIDENCE ANGLE ON PLANAR
ABLATION
In PDD on OMEGA or NIF, centerlines of laser beams
from either three or four different cone angles intercept
the target at a range of incidence angles as shown in
Fig. 1A. It is also important to note that there is also a
second incidence effect for beam spots which are similar
in size compared to the target radius. In this case, the
laser rays will intercept the target at different incidence
angles due to the finite width of each beam and the cap-
sule curvature. However, these effects of curvature are
not studied in this paper.
In this section, an idealized planar system is employed
to understand the difference in drive conditions for re-
gions illuminated by rays at different incidence angles,
see Fig. 1B. The model utilized here will be valid early in
time when the assumption of localized energy deposition
is valid. Understanding drive induced non-uniformity at
such times is particularly important since imprint from
unattenuated modes will have a longer duration to grow.
Furthermore, once the assumption of localized energy de-
position is no longer valid, greater attenuation of these
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modes occurs.
In the idealized system, the two rays, one normal and
one at incidence angle θ, are assumed to independently
illuminate two different segments of a plane, with no
overlap between the illuminated areas. Ray 1 and ray
2 provide surface intensities I1 and I2 to segments 1 and
2, respectively. The intensity of each ray is assumed to
be constant in time. In addition to this setup, the sys-
tem is considered to be 1D and semi-infinite under each
segment, with no cross-conduction smoothing the en-
ergy drive between the regions and no distributed inverse
bremsstrahlung absorption. Ray 1, which is normally in-
cident on the plane, provides an ablation pressure and
mass ablation rate given by Eqs. 4 and 5. For ray 2 the
scaling relation needs to be examined more carefully. The
turning point for a laser ray with oblique incidence angle
is given by (z)−sin2 θ = 0, where (z) = 1−ω2pe(z)/ω2 is
the high frequency plasma dielectric assuming a station-
ary ion background, and ωpe(z) is the plasma frequency
which is spatially dependent on the electron density pro-
file. This implies the well known result that the den-
sity at the turning point for an obliquely incident ray is
ρtp = ρc cos
2 θ. The significance of the critical density in
60 0.5 1 1.5 2 2.5 3 3.5
0.3
0.31
0.32
0.33
0.34
0.35
Po
sit
ion
 (c
m
)
0.5 1 1.5 2 2.5 3
0 0.5 1 1.5 2 2.5 3 3.5
0.3
0.31
0.32
0.33
0.34
0.35
Po
sit
ion
 (c
m
)
0 0.5 1 1.5 2 2.5 3 3.5
time (ns)
0.3
0.31
0.32
0.33
0.34
0.35
Po
sit
ion
 (c
m
)
FIG. 5. The spatial dependence of laser deposition rate in the
corona as a function of time for intensities of Io (top), 1.8Io
(middle), and 3.0Io (bottom). The green and purple lines
indicate the locations of the sonic point and critical surface,
respectively. The deposition becomes distributed across the
corona much faster at lower intensity
the Manheimer model is that it represented the density
at which all of the laser energy is deposited and, there-
fore, sets the power balance. The dependence of coronal
plasma conditions on the ray incidence angle can be eas-
ily obtained by writing the turning point density in terms
of the critical density for the model in Sec. II A. There-
fore, the condition of Eq. 3 can be replaced with one at
the oblique ray’s turning point,
IL = 4ρc cos
2 θ c3T,2, (13)
where cT,2 is the sound speed based on the temperature
at the turning point of the obliquely incident ray 2. As-
suming complete absorption of the laser intensity at the
rays turning point, the result is that the same amount of
ray energy per unit area is deposited into a lower den-
sity plasma. See the Appendix for more details on the
assumption of complete absorption.
A. Validity of the Manheimer model for oblique incidence
The 1-D spherical geometry simulations presented in
section II B demonstrated that the ablation pressure scal-
ing of the Manheimer ablation model given in Eq. 4 is re-
alized early in time when the corona length scale is such
that the absorption of laser energy occurs near the criti-
cal surface. One concern is that at oblique incidence the
absorption of laser radiation will not be as localized as
in the normal incidence case. In this section we digress
temporarily to demonstrate that for oblique incidence the
absorption is more localized in the direction normal to
the target surface than the case of normal incidence.
The amount of laser absorption due to inverse
bremsstrahlung from ∞, where the density goes to zero,
to some point x in the density profile is given by29
AL(x) = 1− exp
(
− 2
∫ ∞
x
Im
(
k(x)
)
dx
)
(14)
where Im(k) is the spatial absorption rate given by the
imaginary part of the dispersion relation k(w) with w
being a function of x through the density profile. The
spatial absorption rate for oblique incidence is
Im(k) =
(
ρ
ρtp
)2
νec cos
3 θ
c
1√
1− ρ/ρtp
, (15)
where νec/c is the collision frequency at the critical den-
sity given by Eq. A.3. Inserting the density profile
ρ = ρtp exp(−x/cT t), assuming an isothermal rarefac-
tion from the turning point outward, and evaluating the
integral in Eq. 14 leads to
AL(x) = 1− exp
(
− 4L cos
3 θ
3
νec
c
×[
2−
√
1− e−x/L(2 + e−x/L)
])
, (16)
where L = cT t is the plasma scale length.
Calculations of the profile of absorption fraction at
1 ns, 1.5 ns, and 2 ns are shown in Fig. 6 for both
cases of normal and 33 degree incidence in a fully ion-
ized Be plasma, assuming that Te = 2keV . For these
parameters, the collision frequency at the critical den-
sity is νec/c = 287 cm
−1 and the plasma length scale is
L = 146× (t/ns) µm. The figure indicates that the ma-
jority of absorption is within 50 µm of the turning point
for the first nanosecond. An even more striking feature of
the figure is that the absorption at oblique incidence oc-
curs closer to the ray turning point density than for the
normally incident case. This effect results from the ray
spending more time near its turning point density due
to its prolonged propagation in the transverse direction
to the density gradient. As a result, localized deposi-
tion near the turning point is a better approximation for
obliquely incident rays than for normal rays.
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FIG. 6. The calculated absorbed light fraction for the region
of the corona extending from a distance from the turning point
to infinity. Results for times of 1, 1.5, and 2 ns at incidence
angles of 0 and 33 degrees.
B. Conditions for minimizing drive non-uniformity
With the modified relation given in Eq. 13, the mass
ablation rate and ablation pressure for oblique incidence
can be expressed as
m˙a = 0.61
g
cm2µs
(
A cos2 θ
2Z
nc
n351
)2/3(
IL
I14
)1/3
(17)
and
Pa = 24.7Mbar
(
A
2Z
nc
n351
)1/3(
IL
I14
cos θ
)2/3
, (18)
where nc is the critical number density, n351 is the critical
number density for 351 nm light, and I14 = 10
14W/cm2.
While this may seem like a trivial modification to the
Manheimer model, the result that the ablation pressure
and mass ablation rate vary with different powers of cos θ
has important implications for controlling laser ablation
when rays from multiple incidence angles are utilized.
This can be seen easily by considering the mass ablation
and acceleration of the two segments of the plane, i.e.
segment 1 and segment 2, illuminated by rays 1 and 2,
depicted in Fig. 1B.
The equations for mass ablation and acceleration of
each of the planar segments are
dM
dt
= −L2m˙a (19)
and
dv
dt
= −PaL
2
M
, (20)
where L2 is the illuminated area. The solutions to these
equations are
M(t)
L2
=
M(0)
L2
− 0.61 g
cm2
(
A
2Z
nc
n351
)2/3
cos4/3 θ (21)
and
v(t) = 40.5
cm
µs
(
IL
I14
2Z
A
n351
nc
)1/3
1
cos2/3 θ
ln
(
M(t)
M(0)
)
,
(22)
where M(0)/L2 is the t=0 areal mass of the segment.
These equations can be used to determine a prescription
for the laser intensity needed to drive the two adjacent
planar regions of the plate with specific constraints. Sev-
eral constraints can be specified, however, the three con-
sidered in this subsection are: (i) The masses of segments
1 and 2 are equal, i.e. M1(t) = M2(t). (ii) The velocities
of segments 1 and 2 are equal (v1(t) = v2(t)). (iii) The
dynamic pressures of both segments are equal, assuming
constant density, such that M1(t)v
2
1(t) = M2(t)v
2
2(t).
First consider case (i) of equal masses. Setting the
solutions for the time dependent mass of each segment
equal results in the time-independent result
I2 =
I1
cos4 θ2
, (23)
where θ2 is the incidence angle of ray 2. Solutions of
Eqs. 21 and 22 with condition Eq. 23 are shown in Fig. 7
for segments which are composed of a fully ionized, 15µm
thick by 1 cm by 1cm beryllium plate, with I1 = 2 ×
1014W/cm2, and θ2 = 33
o. The solutions (solid blue line
for segment 1 and red squares for segment 2) have equal
masses as expected, although the velocities of the two
regions differ by more than 25 percent after 1.5 ns. A
solution for I1 = I2 is also shown (blue line for segment
1 and red circles with dashed line for segment 2).
In case (ii) the same procedure can be followed for
equal velocities. By requiring equality of the velocities
of each segment, it is apparent from Eq. 22 that the
required value of I2 is a function of not only θ and I1
but also of t. Nevertheless, an approximate solution for
this situation can be obtained in the limit that the frac-
tional mass remaining is close to unity. Expanding the
logarithm in Eq. 22 around M(t)/M(0) = 1, keeping
only the first two terms, results in the time independent
solution
I2 ≈ I1
cos θ2
. (24)
Figure 7 shows a solution for segment 2 using the inten-
sity specification of Eq. 24 (red line). In the first 1.5 ns,
the velocities match one another within a few percent
while the difference in mass is ∼10 percent. This solu-
tion provides a significant improvement over that where
I2 = I1.
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FIG. 7. Solutions for the mass remaining from Eq. 21 (top)
and velocity from Eq. 22 (bottom) for different solutions in
the text.
It is important to note that the incidence angle scalings
of the intensities given by Eq.23 and 24 are not due to
geometrical (cos θ)−1 reduction in intensity from the pro-
jection of the beam spot of an obliquely incident beam.
Such effects do not occur in our 1D single ray model,
but would need to be included in a spherical laser drive
model. However, the effects of projection could be in-
cluded in I1 and I2, but here it is assumed that I1 and
I2 are the surface intensities on the target due to rays 1
and 2 .
While a solution in which the velocity of the two re-
gions may provide the most spatially uniform motion of
the plate, a solution with equal dynamic pressure is also
of interest. During deceleration of an imploding spheri-
cal shell by compressed fuel, the dynamic pressure of the
shell is converted to internal pressure of the fuel, hence
minimizing the variations in dynamic pressure improves
the uniformity of the hot spot. Therefore, driving the
spherical shell with dynamic pressure and velocity as uni-
formly as possible is desirable for obtaining better sym-
metry when the shell stagnates. Case (iii) evaluates the
requirements for equal dynamic pressure in the planar
system. The solutions for each segment given by Eqs. 21
and 22 reveal that there is no time independent rela-
tion between I2 and I1 that will provide equal dynamic
pressure across the plate unless both rays are normally
incident.
Although exact equality between dynamic pressure of
the two segments is not possible, under certain circum-
stances approximate equality is possible. In cases where
the ablated mass is small, the difference in dynamic
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FIG. 8. Calculation of the areal dynamic pressure of two
segments being driven with the intensity specified by Eq. 24
for equal velocity in the limit of large mass remaining. The
red and blue lines correspond to the mass fraction remaining
and velocity indicated by the red and blue lines in each panel
of Fig. 7.
pressure will be dominated by the velocity due to its
quadratic scaling. In this limit Eq. 24 holds and an ap-
proximately equal dynamic pressure will be provided by
this solution. Figure 8 shows the areal dynamic pres-
sure for the solution given by Eq. 24, corresponding to
the solutions shown in Fig. 7. Figure 7 shows that the
equal velocity solution is approximately valid for the first
1.5 ns. Correspondingly, the areal dynamic pressures in
the two segments differ by approximately 1 percent at 1.5
ns. For comparison, a case with equal surface intensity to
the normal incidence case on segment 2 is shown, which
demonstrates that uniform surface intensity is an insuf-
ficient condition to drive a target uniformly within the
model and that a surface intensity scaling of 1/ cos(θ) is
needed mitigate velocity variations for a given ray angle
θ. In addition, targets with smaller ablated mass frac-
tion can have less variation in dynamic pressure imparted
during early time when the Manheimer model is valid.
C. Conduction zone length and coronal temperature
The incidence angle modification to the flux balance of
Eq. 13 not only changes the ablation pressure and mass
ablation rate, but also the coronal temperature and the
width of the conduction zone. The temperature resulting
directly from Eq. 13 is
ΓTtp = c
2
s =
(
IL
4ρc cos2 θ
)2/3
, (25)
which shows that the temperature increases with the -4/3
power of the incidence angle cosine. The larger tempera-
ture can be interpreted as a result of the same power be-
ing input into a lower density plasma. On NIF, 50 degree
beams crossing the equator would have θ = 40 degrees
resulting in a 43 percent increase in coronal temperature
for the same surface intensity. Obviously, such estimates
9neglect the effects of CBET. Likewise, the modified ver-
sion of Eq. 13 results in the width of the conduction zone
being modified to
xcz =
xcz0
cos14/3 θ
, (26)
where xcz0 is the conduction zone width at normal inci-
dence given by Eq. 9.
IV. DISCUSSION
A. Implications for drive symmetry and symmetry
evaluation
In the example of Sec. III, it was shown that two seg-
ments of a plane, each driven by rays at different inci-
dence angles, could not be driven with strictly equal ve-
locity or dynamic pressure between regions without spec-
ifying a time dependent relation between the intensities
of each ray. Furthermore, without having all rays inter-
cept the plane at the same incidence angle it was not
possible to simultaneously provide equal dynamic pres-
sure and velocity for each region even when utilizing a
time dependent relation between I1 and I2. In this sub-
section, the implications for spherical PDD targets are
explored, making the conjecture that ablation pressure
and mass ablation rate will scale with different powers of
cos θ in the spherical case. Such an expectation is based
on the analysis of the large spherical targets such as those
shown in simulations of Sec. II B. These results demon-
strate that planar ablation scaling can be recovered when
the length of the rarefaction is small compared to the tar-
get radius early in the ablation, provided that the laser
deposition is localized. Given the arguments in Sec. III A,
it is reasonable to expect the same for oblique incidence.
PDD targets are much more complex than the situ-
ation presented for the planar model, with several ef-
fects taking place simultaneously, obscuring the individ-
ual physics issues. Such effects may include, but are not
limited to, the illumination by rays at several incidence
angles within a single beam, different depths of absorp-
tion for beams overlapping on the target, isotropization
of coronal temperatures due to electron conduction be-
tween illumination regions, refraction of rays, and laser
plasma instabilities such as CBET. Such effects are dif-
ficult to model analytically and typically require treat-
ment by radiation hydrodynamic simulations, especially
in the case of the implosion of small spherical targets
where the analogous equations of Sec. II A are difficult
to solve. Simulations and experiments may provide ap-
propriate scalings for the mass ablation rate and ablation
pressure of spherical targets driven by beams with center-
lines at a single oblique incidence angle, even when the
planar ablation limit is not recovered. One such beam
configuration that may prove useful for such a study is
the clocked beam configuration shown in Fig. 9. The
clocked beam configuration repoints each of the 60 beams
P
P
P
P
FIG. 9. The clocked beam configuration on the 60 beam
Omega Laser. Each beam is pointed to the projection of its
neighboring beam port on the target surface, indicated by the
red arrows.
on the Omega Laser to the projection of its counterclock-
wise neighboring beam port (within the same pent) on
the sphere. Such configurations had been used in the
first few years of PDD experiments to validate laser ray
absorption at glancing incidence in simulations6,11. How-
ever, detailed analysis of the underlying physics has not
been presented.
If a significant difference in incidence angle scaling of
the mass ablation rate and ablation pressure persist when
these combined effects are considered, it would have im-
portant implications for the evaluation of PDD symmetry
in present day experiments and for the design of future
PDD schemes. For example, the degree of in-flight low
Legendre mode (` <∼ 10) spatial uniformity is often used
as a metric for implosion non-uniformity. However, a cer-
tain degree of uniformity in velocity does not imply the
same degree of uniformity in dynamic pressure. The pla-
nar model presented in this paper provides a qualitative
description of how the degree of uniformity in velocity
and dynamic pressure can differ when beams at different
incidence angles are present.
The results of Sec. III also suggest that if the mass
remaining is large, a drive scheme without a time depen-
dent variation between beams may be possible. While
this will require further work to determine, this would be
fortuitous for the design of PDD pulse shapes at Omega,
where the options for well controlled time dependent vari-
ation between beams is limited. In many cases, however,
the amount of fractional mass remaining in the shell dif-
fers significantly from unity. When this is the case, the
initial mass of the shell can be contoured with polar an-
gle, tailoring a more uniform stagnation radius, albeit
only for known very low mode variations. Although
this will not guarantee better in flight symmetry, such
methods have been recently demonstrated to reduce low
mode asymmetry at stagnation in PDD experiments at
Omega9.
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B. Incidence angle and imprint in experiment
In Sec. III C, the width of the conduction zone was
shown to have a -14/3 power law scaling with the cosine
of the incidence angle. As the width of the conduction
zone increases so does the smoothing of the pressure ap-
plied to the shell, owing to conduction and fluid motion
in the transverse direction to the target normal. As a re-
sult, the amplitude of the mass modulation due to laser
imprint is expected to decrease with increasing incidence
angle. The only study known to the authors that demon-
strates any of the effects of incidence angle presented in
this paper is that of Smalyuk et al.14. Therefore, this sub-
section is dedicated to a qualitative comparison of their
experimental measurements with the predictions for the
conduction zone in this paper.
In their experiment, a planar CH target was illumi-
nated to 1 × 1014W/cm2 using 6 beams of the Omega
laser. Five of the beams (drive beams) utilized stan-
dard distributed phase plates (DPPs), while one probe
beam utilized a special DPP that produced a spatial si-
nusoidal 60µm wavelength intensity variation in one di-
rection. The laser pulse of the drive beams was offset to
lag the probe beam by up to 220 ps, i.e. starting at t=-
220ps, allowing the probe beam to imprint the sinusoidal
modulation onto the target. Since the initial modulation
on the target is too small to be detected, a second 60µm
wavelength modulation of know amplitude was machined
into the target, perpendicular to the imprinted laser in-
tensity modulation. As the drive beams turned on, both
modulations grew linearly due to Rayleigh-Taylor growth
at the unstable ablation surface. Once at large enough
amplitude, the machined and laser imprinted modula-
tion were measured via backlighter and were observ-
able due to their modulation of the material’s optical
depth. Hence, the initial modulations from the probe
beam could be calculated from the drive-beam-enhanced
modulations using by ηlas(k, t = 0) = ηmac(k, t =
0)δODlas(k, t)/δODmac(k, t), where ηlas and ηmac are
the modulation amplitudes imprinted by the laser at the
beginning of the drive beam pulse at t = 0 and those pre-
machined into the target, respectively. The correspond-
ing optical depth modulations are denoted by δOD(k, t).
The imprint efficiency (defined as the imprint modulation
amplitude normalized to the relative intensity variation
of the probe beam E(k) = ηlas(k, t = 0)/(δI(k)/I)) was
measured for three different probe beam incidence angles
of 23o, 48o, and 58o, with a factor of 3 decrease in imprint
efficiency measured over the incidence range. In their pa-
per, they concluded from their radiation hydrodynamic
simulation analysis that the decrease in imprint resulted
from a greater distance between the laser absorption re-
gion and the ablation surface. The measured decrease in
imprint efficiency and the increase in distance between
the ablation surface and laser absorption region are both
qualitatively consistent with the analytical prediction of
a widening of the conduction zone with incidence angle
in Eq. 26.
V. CONCLUSION
This paper demonstrates the effect of laser incidence
angle on the ablation pressure and mass ablation rate
in the planar Manheimer model of laser ablation. For
oblique incidence, calculations demonstrated that laser
energy deposition occurs closer to the ray turning point
than in the normal incidence case, suggesting that the
local energy deposition is appropriate in the first few
nanoseconds of the laser pulse. With the effect of in-
cidence angle included, it was found that the ablation
pressure and mass ablation rate scale with the 4/3 and
2/3 power of cosine of the incidence angle. A simpli-
fied segmented planar system driven by rays at differ-
ent angles was used to demonstrate the need for varying
intensities, and in some cases time dependent intensity
profiles, to achieve equivalent velocities of the two seg-
ments. Such considerations were needed to provide equal
dynamic pressure in the model as well.
In addition to the ablation pressure and mass abla-
tion rate, an analytic prediction for the width of the con-
duction zone as a function of incidence angle was pro-
vided. The prediction of the widening of the conduction
zone with increasing incidence angle is consistent with
prior experimental measurements of imprint efficiency at
oblique incidence.
While only the planar system was studied in detail
here, the implications for spherical targets were discussed
assuming that similar scalings of ablation pressure and
mass ablation rate hold. Such assumptions are not un-
founded. The evaluation of 1-D simulations of the normal
ablation of a spherical 3.1 mm radius target indicate that
planar Manheimer ablation is recovered in the first∼ 1−2
ns of the laser pulse when the target is most susceptible
to imprint from drive variations. In these situations, ac-
counting for differences in drive from oblique beams may
decrease the amplitude of spherical harmonic modes syn-
ergistic with the number of cone angles. Further work
will be required to determine the exact incidence angle
scaling of ablation pressure, mass ablation rate, and con-
duction zone length in the ablation of spherical targets
when multiple effects such as beams with centerlines at
multiple angles, ray refraction, coronal heat conduction,
and CBET are included.
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Appendix: Absorption Fraction
The absorption fraction for an electromagnetic wave
initially propagating at incidence angle θ in the isother-
mal rarefaction density profile given by Eq. 1 is
AL = 1− exp
(− 8
3
νec
c
L cos3 θ
)
, (A.1)
This is the x = 0 result of Eq. 14. Equation A.1 is a
well known formula, variations of which can be found in
textbooks19,21 and the literature30. The absorbed light
fraction can be determined as a function of incidence an-
gle, intensity I, and length scale L can be determined
by using the power balance relation of Eq. 13 with the
absorbed light fraction
ALIL = 4ρc cos
2 θ(ΓTe)
3/2 (A.2)
and inserting the obtained temperature relation into
νec
c
≈ 25Z
λ2LT
3/2
e
cm−1, (A.3)
where Z is the ionization state and λL is the laser wave-
length in µm19. The resultant relation is
AL = 1− exp
(− I∗L
ALIL
)
(A.4)
where
I∗L = 1.4× 1011
ZL
λ4L
cos5 θ W/cm2 (A.5)
is a reference intensity. Equation A.4 can be solved nu-
merically for AL. This method was originally used by
Mora30 for the case of normal incidence. Typically when
I∗L/IL  1 the absorption is described by strong inverse
bremsstrahlung, while when I∗L/IL  1 the absorption
is described by the Manheimer model30. The scaling of
Manheimer ablation can still be exhibited with an inten-
sity at the transition between Manheimer and SIB abla-
tion if the laser deposition is strongly peaked at the laser
turning point.
In this paper, the example considered was at an in-
tensity of 2.65 × 1014 W/cm2, however, intensities up
to ∼ 1015 W/cm2 are often encountered in direct drive
ignition designs. To cover the range of intensities encoun-
tered, the absorbed light fraction is calculated for inten-
sities of 2×1014 W/cm2 and 9×1014 W/cm2 assuming
a fully ionized Be plasma with a electron temperature of
2keV, and a 351 nm laser radiation wavelength. With
such considerations, the length scale at 1ns is L = 73 µm
and the reference intensity at the corresponding time is
I∗L = 2.70 × 1015 cos5 θ W/cm2. The calculated absorp-
tion coefficients as a function of incidence angle at 0.5 ns,
1 ns, and 2 ns are shown for both intensities in Fig. 10.
For the intensities presented, there is little change in AL
over the first 30 degrees. In this paper it will be assumed
that the absorbed energy fraction varies little with inci-
dence angle. This assumption is valid for low intensity
such as the example considered in Sec. III B, however,
the absorbed light fraction should be included for higher
intensity.
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FIG. 10. The calculated absorbed light fraction as a function
of incidence angle at t=0.5, 1, and 2 ns for intensities of 2×
1014 and 9× 1014 W cm−2.
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