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Qué es el aprendizaje automático
• aprender (Del lat. apprehendĕre).
1. tr. Adquirir el conocimiento de algo por 
medio del estudio o de la experiencia.
3. tr. Tomar algo en la memoria.
» Real Academia Española © Todos los derechos reservados
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Qué es el aprendizaje automático
• Aprender automáticamente
1. tr. Adquirir ¿automáticamente? el 
conocimiento de algo por medio del estudio o 
de la experiencia.
3. tr. Tomar ¿automáticamente? algo en la 
memoria.
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Hacer que un ordenador adquiera cierto 
conocimiento de un dominio particular
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Qué es el aprendizaje automático
• Hacer que un ordenador adquiera 
cierto conocimiento de un dominio 
particular
– El alumno es el ordenador
– Nosotros le decimos cómo aprender
– Nosotros le proporcionamos los datos de los que aprender
– … y él aprende sólo (la mayoría de las veces)
• … ¿y vosotros?
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Qué es el aprendizaje automático
• Aprendizaje automático
es una rama de la Inteligencia Artificial cuyo objetivo es 
desarrollar técnicas que permitan a las computadoras aprender. 
De forma más concreta, se trata de crear programas capaces de 
generalizar comportamientos a partir de una información no 
estructurada suministrada en forma de ejemplos. Es por lo tanto, 
un proceso de inducción del conocimiento.
» Wikipedia
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Un ejemplo
• La buena música
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La guitarra es un instrumento musical
La batería es un instrumento musical
La bicicleta es un vehículo
La motocicleta es un vehículo
Los vehículos aceleran
Los instrumentos musicales suenan
Juan aceleró su guitarra hasta los cien km/h
La batería de Pepe suena fatal
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Otro ejemplo
• El médico en casa
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
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Estornudar = catarro
Fiebre = gripe
Estornudar = alergia
Polen = alergia
Dolor muscular = gripe
Antonio no estornuda, tiene fiebre y dolor muscular 
María estornuda, no tiene fiebre, y estamos en mayo
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Por qué aprendizaje automático
• porqué no una máquina especialmente 
diseñada para la tarea
• algunas tareas no pueden ser bien definidas si no 
es por ejemplos
• relaciones y correlaciones importantes pueden 
estar ocultas dentro de una gran cantidad de 
datos
• la cantidad de conocimiento disponible puede ser, 
simplemente, excesiva para un humano
• adaptabilidad a los cambios, no rediseño
• constante descubrimiento de nuevos 
conocimientos
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Por qué ahora
• Antes
– Inabordable en la mayor parte de los casos
• El AA usa grandes cantidades de datos
• Los algoritmos necesitan gran cantidad de recursos 
(memoria, procesador …) para ser eficientes
• Después
– El conocimiento lo suministra el “experto”
• Ahora
– El AA ya es “abordable”
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Por qué ahora
• Basado en el conocimiento
– Las personas, cuando están despiertas, no roncan
» pepe, despierto = NO RONCA
» juan, dormido = ?
• Basado en ejemplos
» pepe, dormido
» juan, dormido, ronca
» maría, despierta
» antonia, dormida, ronca
» manuel, dormido, ronca
» francisco, despierto
» josefa, dormida
» patricia, despierta
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las personas, cuando están
despiertas, no roncan
las personas, cuando están
despiertas, no roncan
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Por qué ahora
• El resurgimiento del AA
– Ingentes cantidades de información disponible 
electrónicamente
– Máquinas muy potentes
– Cada vez más importante la automatización 
de las tareas, por ejemplo, del lenguaje 
humano
• Los idiomas de la Unión Europea: ¿cuánto
cuesta, en tiempo y personal, traducir TODOS los 
documentos a TODOS los idiomas de la UE?
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Aplicaciones
• Control de procesos industriales
• Cómo debe comportarse un sistema ante un conjunto de 
eventos concurrentes
• Control del tráfico
• Establecer las modificaciones a las frecuencias de los 
semáforos para hacer más fluido el tráfico
• Diagnósticos médicos
• Ayuda al diagnóstico por los síntomas y pruebas realizadas
• Robots
• Contestadores automáticos
• ¿Qué información desea? Carreteras cortadas en Huesca Lo 
siento no tengo información sobre muescas en jarreteras
holgadas
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Aplicaciones
• El AA tiene muchas áreas de aplicación, 
centrémonos en el Lenguaje Natural
– Prácticamente todas
• Análisis sintáctico y morfológico
• Recuperación de información
• Extracción de información
• Búsqueda de respuestas
• Traducción automática
• Reconocimiento y generación de voz
• Creación de resúmenes
• Minería de textos
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El caso particular del Lenguaje 
Natural
• Los problemas de clasificación son uno de 
los casos particulares del AA 
– Las TLH son, en general, problemas de 
clasificación
• clasificar = ordenar en clases
– cama = nombre
– dormir = verbo
– bonito = ¿nombre o adjetivo?
» Quiero dormir en la cama con un bonito pijama
• clase = una de las opciones de anotación
• contexto = información que nos permite decidir
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Lo que veremos
• El aprendizaje automático en general
• La importancia de la información de 
aprendizaje
– qué seleccionar, cómo usarlo
• algunos métodos de AA
– ejemplos, descripciones de tareas
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Clasificación de métodos de 
Aprendizaje Automático
» aprendizaje y clasificación
» representación de ejemplos de aprendizaje
» el problema de la dispersión de datos en TLH 
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AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Clasificación de Métodos
• Según la naturaleza del conocimiento
• simbólico 
• subsimbólico
• Por la forma del aprendizaje
• supervisado
• no supervisado
• Por las técnicas empleadas
• aprendizaje estadístico
• razonamiento inductivo
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Clasificación de Métodos
• Según la naturaleza del conocimiento
• simbólico 
» Representación explícita (se reconoce lo que 
“dice” el ejemplo)
• Subsimbólico
» representación no directamente 
interpretable por un humano, “codificada”
• Por la forma del aprendizaje
• Por las técnicas empleadas
Introducción 
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Clasificación de Métodos
• Según la naturaleza del conocimiento
• Por la forma del aprendizaje
• Supervisado
» Los ejemplos están previamente anotados, 
se conoce la clase a la que pertenece cada 
uno
• no supervisado
» No hay anotación, se agrupan 
automáticamente los ejemplos en categorías 
(preestablecidas o no)
• Por las técnicas empleadas
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Clasificación de Métodos
• Según la naturaleza del conocimiento
• Por la forma del aprendizaje
• Por las técnicas empleadas
• aprendizaje estadístico
» Obtención de un modelo de probabilidad a partir de 
un conjunto de observaciones
• razonamiento inductivo
» Modalidad de razonamiento no deductivo que 
consiste en obtener conclusiones generales a partir 
de premisas que contienen datos particulares.
cuervo1: negro, cuervo2: negro … cuervo1000: negro →
todos los cuervos son negros
(Wikipedia)
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Otra clasificación de métodos
• Aprendizaje estadístico
• HMM, Bayesian Networks, Maximum Entropy
• Tradicionales de la IA
• Decision trees/lists, Exemplar-based learning, Rule induction, 
Neural Networks, etc.
• Del área Computational Learning Theory (CoLT)
• Winnow, AdaBoost, SVM’s, etc.
• Combinación de clasificadores
• cómo hacer la combinación
• Aprendizaje semi-supervisado
• bootstrapping, superar el cuello de botella de la adquisición 
de conocimiento
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Interesados en …
• Aprendizaje estadístico
• HMM, Bayesian Networks, Maximum Entropy
• Tradicionales de la IA
• Decision trees/lists, Exemplar-based learning, Rule induction, 
Neural Networks, etc.
• Del área Computational Learning Theory (CoLT)
• Winnow, AdaBoost, Support Vector Machines, etc.
• Combinación de clasificadores
• cómo hacer la combinación
• Aprendizaje semi-supervisado
• bootstrapping, superar el cuello de botella de la adquisición 
de conocimiento
Introducción 
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Aprendizaje automático basado en 
corpus textuales
Introducción
Clasificación de métodos de AA 
AA basado en corpus textuales
Aproximaciones a las tareas de las TLH 
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corpus textuales
• Para aprender necesitamos datos, 
ejemplos …
• El AA para las TLH se basa en corpus 
textuales
• documentos
• artículos de prensa
• transcripciones de conversaciones
• …
– Depende de la tarea, contienen más o menos anotación
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Qué es un corpus
• Un conjunto de ejemplos
– Anotado, si están marcadas las categorías que 
nos interesan
– No anotado
• Algunos y famosos
• Noticias: EFE, WSJ, AA …
• Heterogéneos: Brown, BNC, LexEsp
– Todos ellos son la base para obtener nuevos 
corpus anotados con información morfológica, 
sintáctica, semántica …
• DSO, SemCor, Senseval, Penn Treebank …
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Qué es un corpus
• Por ejemplo, LexEsp
CLiC dispone actualmente de un corpus de 6 
millones de ocurrencias anotado morfológica 
y sintácticamente mediante sus propias 
herramientas. Este corpus es el resultado de 
los proyectos de investigación Lexesp-I (APC 
93-0122) y Lexesp-II (APC 96-0125) y se 
compone de textos de diversos géneros: 
prensa, ensayo, novela, revistas, artículos de 
divulgación científica, etc. 
» http://clic.fil.ub.es/
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Problemas de clasificación
• Generalmente, el AA ve las TLH como 
problemas de clasificación
• Ejemplo: un filtro contra el correo basura
– el problema: hay correos que quiero leer 
(deseados) y correos que no (no_deseados)
• ¿hay alguna forma de conseguir clasificarlos 
automáticamente?
– la solución: entrenar a un clasificador basado 
en AA que asigne la etiqueta apropiada a los 
mensajes nuevos 
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AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
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Problemas de clasificación
Un filtro anti-spam
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antiguos
y clasifi-
cados
Aprendiz Clasificador
Correos 
nuevosdatos
del 
clasificador
Correos 
clasificados
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From - Wed Nov 07 16:22:29 2001
Received: from aitana.cpd.ua.es (aitana.cpd.ua.es [193.145.233.5])
by aitana.cpd.ua.es (8.9.3/8.9.3) with ESMTP id OAA25794;
Wed, 7 Nov 2001 14:51:59 +0100
Received: from altea.dlsi.ua.es (altea.dlsi.ua.es [193.145.232.97])
by aitana.cpd.ua.es (8.9.3/8.9.3) with ESMTP id OAA54870;
Wed, 7 Nov 2001 14:51:58 +0100
Received: from aitana.cpd.ua.es (aitana.cpd.ua.es [193.145.233.5])
by altea.dlsi.ua.es (8.9.3/8.9.3/Debian 8.9.3-21) with ESMTP id 
OAA29856
for <gplsi@dlsi.ua.es>; Wed, 7 Nov 2001 14:51:56 +0100
Received: from aitana.cpd.ua.es (aitana.cpd.ua.es [193.145.233.5])
by aitana.cpd.ua.es (8.9.3/8.9.3) with ESMTP id OAA54766
for <gplsi@dlsi.ua.es>; Wed, 7 Nov 2001 14:51:58 +0100
Received: from ua.es ([172.16.242.69])
by aitana.cpd.ua.es (8.9.3/8.9.3) with ESMTP id OAA54764
for <gplsi@dlsi.ua.es>; Wed, 7 Nov 2001 14:51:57 +0100
Message-ID: <3BE93CAA.D469473F@ua.es>
Date: Wed, 07 Nov 2001 14:52:42 +0100
From: Sergio =?iso-8859-1?Q?Luj=E1n?= Mora <sergio.lujan@ua.es>
Organization: DLSI - Universidad de Alicante
X-Mailer: Mozilla 4.78 [en] (Windows NT 5.0; U)
X-Accept-Language: es-ES,en,pdf
MIME-Version: 1.0
To: gplsi@dlsi.ua.es
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Subject: [Fwd: (DBWORLD) NLIS 2002 - Call for Papers]
Content-Type: multipart/mixed;
boundary="------------7095D3B8C13D3939F5F1329D"
Content-Transfer-Encoding: 8bit
Status:  O
X-Mozilla-Status: 8001
X-Mozilla-Status2: 00000000
X-UIDL: 3be9357a00000005
This is a multi-part message in MIME format.
--------------7095D3B8C13D3939F5F1329D
Content-Type: text/plain; charset=iso-8859-1
Content-Transfer-Encoding: 8bit
Hola.
Os reenvío un CFP sobre lenguaje natural. Supongo que ya lo 
tendréis...
pero por si las moscas.
--
Sergio Luján Mora
Dpto. Lenguajes y Sistemas Informáticos
Universidad de Alicante
Apdo. de correos 99
E-03080 Alicante
Spain
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Subject: [Fwd: (DBWORLD) NLIS 2002 - Call for Papers]
Content-Type: multipart/mixed;
boundary="------------7095D3B8C13D3939F5F1329D"
Content-Transfer-Encoding: 8bit
Status:  O
X-Mozilla-Status: 8001
X-Mozilla-Status2: 00000000
X-UIDL: 3be9357a00000005
This is a multi-part message in MIME format.
--------------7095D3B8C13D3939F5F1329D
Content-Type: text/plain; charset=iso-8859-1
Content-Transfer-Encoding: 8bit
Hola.
Os reenvío un CFP sobre lenguaje natural. Supongo que ya lo 
tendréis...
pero por si las moscas.
--
Sergio Luján Mora
Dpto. Lenguajes y Sistemas Informáticos
Universidad de Alicante
Apdo. de correos 99
E-03080 Alicante
Spain
cómo introduzco esta información en el 
“aprendiz”
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Organization: DLSI - Universidad de Alicante
X-Mailer: Mozilla 4.78 [en] (Windows NT 5.0; U)
X-Accept-Language: es-ES,en,pdf
MIME-Version: 1.0
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--------------7095D3B8C13D3939F5F1329D
Content-Type: text/plain; charset=iso-8859-1
Content-Transfer-Encoding: 8bit
Hola.
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From - Wed Nov 07 16:22:29 2001
Received: from aitana.cpd.ua.es (aitana.cpd.ua.es [193.145.233.5])
by aitana.cpd.ua.es (8.9.3/8.9.3) with ESMTP id OAA25794;
Wed, 7 Nov 2001 14:51:59 +0100
Received: from altea.dlsi.ua.es (altea.dlsi.ua.es [193.145.232.97])
by aitana.cpd.ua.es (8.9.3/8.9.3) with ESMTP id OAA54870;
Wed, 7 Nov 2001 14:51:58 +0100
Received: from aitana.cpd.ua.es (aitana.cpd.ua.es [193.145.233.5])
by altea.dlsi.ua.es (8.9.3/8.9.3/Debian 8.9.3-21) with ESMTP id OAA29856
for <gplsi@dlsi.ua.es>; Wed, 7 Nov 2001 14:51:56 +0100
Received: from aitana.cpd.ua.es (aitana.cpd.ua.es [193.145.233.5])
by aitana.cpd.ua.es (8.9.3/8.9.3) with ESMTP id OAA54766
for <gplsi@dlsi.ua.es>; Wed, 7 Nov 2001 14:51:58 +0100
Received: from ua.es ([172.16.242.69])
by aitana.cpd.ua.es (8.9.3/8.9.3) with ESMTP id OAA54764
for <gplsi@dlsi.ua.es>; Wed, 7 Nov 2001 14:51:57 +0100
Message-ID: <3BE93CAA.D469473F@ua.es>
Date: Wed, 07 Nov 2001 14:52:42 +0100
From: Sergio =?iso-8859-1?Q?Luj=E1n?= Mora<sergio.lujan@ua.es>
Organization: DLSI - Universidad de Alicante
X-Mailer: Mozilla 4.78 [en] (Windows NT 5.0; U)
X-Accept-Language: es-ES,en,pdf
MIME-Version: 1.0
To: gplsi@dlsi.ua.es
Subject: [Fwd: (DBWORLD) NLIS 2002 - Call for Papers]
Content-Type: multipart/mixed;
boundary="------------7095D3B8C13D3939F5F1329D"
Content-Transfer-Encoding: 8bit
Status:  O
X-Mozilla-Status: 8001
X-Mozilla-Status2: 00000000
X-UIDL: 3be9357a00000005
This is a multi-part message in MIME format.
--------------7095D3B8C13D3939F5F1329D
Content-Type: text/plain; charset=iso-8859-1
Content-Transfer-Encoding: 8bit
Hola.
Os reenvío un CFP sobre lenguaje natural. Supongo que ya lo tendréis...
pero por si las moscas.
--
Sergio Luján Mora
Dpto. Lenguajes y Sistemas Informáticos
Universidad de Alicante
Apdo. de correos 99
E-03080 Alicante
Spain
dir= sergio.lujan@ua.es
subject= Fwd;DBWORLD;NLIS;C ll;for;Papers
to= gplsi@dlsi.ua.es
cc= 0
reply_to= 
receivedFrom= ua.es ([ 72.16.242.69])
receivedBy= aitana.cpd.ua.es
dir= sergio.lujan@ua.es
subject= Fwd;DBWORLD;NLIS; all;for;Papers
to= gplsi@dlsi.ua.es
cc= 0
reply_to= 
receivedFrom= ua.es ([172.16.242.69])
receivedBy= aitana.cpd.ua.es
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<c dir=montoyo@dlsi.ua.es subject=Fwd;CICLing;conf;Notification;of;acceptance 
to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mecemsa.dlsi.ua.es [192.168.5.34])
receivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox1</c>
<c dir=moreda@dlsi.ua.es subject=Ausencia;de;la;profesora;de;BDA to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.71]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox2</c>
<c dir=sergio.lujan@ua.es subject=Fwd;DBWORLD;NLIS;Call;for;Papers to=gplsi@dlsi.ua.es cc=0 reply_to= receivedFrom=ua.es ([172.16.242.69]) receivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox3</c>
<c dir=cc.oo@ua.es subject=Movilizaciones;contra;la;LOU to=8001 cc=0 reply_to= recivedFrom=ua.es ([192.168.147.216]) recivedBy=aitana.cpd.ua.es clase=DESEADO>Inbox4</c>
<c dir=eva@dlsi.ua.es subject=Re;iso;Q;BFQuien;tiene;las;listas;de;FBD to=jtrujillo@dlsi.ua.es cc=1 reply_to= recivedFrom=dlsi.ua.es (emp.dlsi.ua.es [192.168.5.57]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox5</c>
<c dir=oncina@dlsi.ua.es subject=Fwd;open;faculty;position;at;UCL to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (jose.dlsi.ua.es [192.168.5.2]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox6</c>
<c dir=fmoratel@dlsi.ua.es subject=Cierre;del;ejercicio;y;apertura;del;ejercicio to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (munera.dlsi.ua.es [192.168.5.101]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox7</c>
<c dir=fmoratel@dlsi.ua.es subject=Fwd;iso;Q;INFORMACI;D;N;XEROX to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (munera.dlsi.ua.es [192.168.5.101]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox8</c>
<c dir=rafael@dlsi.ua.es subject=Pr;xima;Cena to=gplsi@dlsi.ua.es cc=0 reply_to=rafael@dlsi.ua.es recivedFrom=193.145.232.100 (www1.webmail.ua.es [193.145.233.58]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox9</c>
<c dir=fmoratel@dlsi.ua.es subject=Fwd;Fw;Examenes;de;Diciembre to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (munera.dlsi.ua.es [192.168.5.101]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox10</c>
<c dir=ciberdrola@iberdrola.es subject=ISO;Q;Bolet;EDn;de;Ciberdrola;n;BA to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=inettr3prod (inettr3prod.iberdrola.es [172.20.22.25]) by o-bilarr2.iberdrola.es with 
SMTP (Microsoft Exchange Internet Mail Service Version 5.5.2655.15) recivedBy=o-bilarr2.iberdrola.es clase=DESEADO>Inbox11</c>
<c dir=dimitri@stack.nl subject=Doxygen;announce;Doxygen;released to=doxygen-announce@lists.sourceforge.net cc=0 reply_to= recivedFrom= recivedBy= clase=DESEADO>Inbox12</c>
<c dir=borja@dlsi.ua.es subject=iso;Q;extensi;F;n to=gplsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.79]) recivedBy=aitana.cpd.ua.es clase=DESEADO>Inbox13</c>
<c dir=borja@dlsi.ua.es subject=Re;acerca;de;la;iso;Q;introducci;F;n;de;iso;Q;t;E;rminos to=euroterm@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.79]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox14</c>
<c dir=jperal@dlsi.ua.es subject=Registration;al;CICLing to=llopis@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (pjperal.dlsi.ua.es [192.168.5.99]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox15</c>
<c dir=mpalomar@dlsi.ua.es subject=sin;asunto to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mpalomar.dlsi.ua.es [192.168.5.12]) recivedBy=altea.dlsi.ua.es clase=SPAM>Inbox16</c>
<c dir=rafael@dlsi.ua.es subject=Re;lo;que;yo;tengo to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.74]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox17</c>
<c dir=cgarcia@eps.ua.es subject=RV;Para;reservar to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=Cande ([193.145.234.204]) by origin.eps.ua.es (8.9.3/8.11.1) with SMTP id LAA11547 for 
<armando.suarez@ua.es recivedBy=origin.eps.ua.es clase=DESEADO>Inbox18</c>
<c dir=rafael@dlsi.ua.es subject=Re;De;lo;que;me;pediste to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (nat-c.ua.es [193.145.234.60]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox19</c>
<c dir=aparraga@dlsi.ua.es subject=As;era;antes to=dlsi@dlsi.ua.es cc=0 reply_to=aparraga@dlsi.ua.es recivedFrom=65.90.98.72 (www1.webmail.ua.es [193.145.233.58]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox20</c>
<c dir=antonio@dlsi.ua.es subject=Re;no;subject to=armando.suarez@ua.es cc=1 reply_to= recivedFrom=dlsi.ua.es (ferrandez.dlsi.ua.es [192.168.5.11]) recivedBy=altea.dlsi.ua.es clase=SPAM>Inbox21</c>
<c dir=rafael@dlsi.ua.es subject=Re;no;subject to=antonio@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (nat-a.ua.es [193.145.234.62]) recivedBy=aitana.cpd.ua.es clase=DESEADO>Inbox22</c>
<c dir=rafael@dlsi.ua.es subject=Alignment;LREC;submission to=mpalomar@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (nat-d.ua.es [193.145.234.59]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox23</c>
<c dir=montoyo@dlsi.ua.es subject=Fwd;Programa;WEI to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mecemsa.dlsi.ua.es [192.168.5.34]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox24</c>
<c dir=montoyo@dlsi.ua.es subject=Fwd;Programa;WEI to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (me emsa.dlsi.ua.es [192.168.5.34]) recivedBy=altea.dlsi.ua.es clase=SPAM>Inbox25</c>
<c dir=montoyo@dlsi.ua.es subject=Fwd;CICLing;conf;Notification;of;acceptance 
to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mecemsa.dlsi.ua.es [192.168.5.34])
receivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox1</c>
<c dir=moreda@dlsi.ua.es subject=Ausencia;de;la;profesora;de;BDA to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.71]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox2</c>
<c dir=sergio.lujan@ua.es subject=Fwd;DBWORLD;NLIS;Call;for;Papers to=gplsi@dlsi.ua.es cc=0 reply_to= receivedFrom=ua.es ([172.16.242.69]) receivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox3</c>
<c dir=cc.oo@ua.es subject=Movilizaciones;contra;la;LOU to=8001 cc=0 reply_to= recivedFrom=ua.es ([192.168.147.216]) recivedBy=aitana.cpd.ua.es clase=DESEADO>Inbox4</c>
<c dir=eva@dlsi.ua.es subject=Re;iso;Q;BFQuien;tiene;las;listas;de;FBD to=jtrujillo@dlsi.ua.es cc=1 reply_to= recivedFrom=dlsi.ua.es (emp.dlsi.ua.es [192.168.5.57]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox5</c>
<c dir=oncina dlsi.ua.es subject=Fwd;open;faculty;position;at;UCL to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (jose.dlsi.ua.es [192.168.5.2]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox6</c>
<c dir=fmoratel@dlsi.ua.es subject=Cierre;del;ejercicio;y;apertura;del;ejercicio to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (munera.dlsi.ua.es [192.168.5.101]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox7</c>
<c dir=fmoratel@dlsi.ua.es subject=Fwd;iso;Q;INFORMACI;D;N;XEROX to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (munera.dlsi.ua.es [192.168.5.101]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox8</c>
<c dir=rafael@dlsi.ua.es subject=Pr;xima;Cena to=gplsi@dlsi.ua.es cc=0 reply_to=rafael@dlsi.ua.es recivedFrom=193.145.232.100 (www1.webmail.ua.es [193.145.233.58]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox9</c>
<c dir=fmoratel@dlsi.ua.es subject=Fwd;Fw;Examenes;de;Diciembre to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (munera.dlsi.ua.es [192.168.5.101]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox10</c>
<c dir=ciberdrola@iberdrola.es subject=ISO;Q;Bolet;EDn;de;Ciberdrola;n;BA to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=inettr3prod (inettr3prod.iberdrola.es [172.20.22.25]) by o-bilarr2.iberdrola.es with 
SMTP (Microsoft Exchange Internet Mail Service Version 5.5.2655.15) recivedBy=o-bilarr2.iberdrola.es clase=DESEADO>Inbox11</c>
<c dir=dimitri@stack.nl subject=Doxygen;announce;Doxygen;released to=doxygen-announce@lists.sourceforge.net cc=0 reply_to= recivedFrom= recivedBy= clase=DESEADO>Inbox12</c>
<c dir=borja@dlsi.ua.es subject=iso;Q;extensi;F;n to=gplsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.79]) recivedBy=aitana.cpd.ua.es clase=DESEADO>Inbox13</c>
<c dir=borja@dlsi.ua.es subject=Re;acerca;de;la;iso;Q;introducci;F;n;de;iso;Q;t;E;rminos to=euroterm@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.79]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox14</c>
<c dir=jperal@dlsi.ua.es subject=Registration;al;CICLing to=llopis@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (pjperal.dlsi.ua.es [192.168.5.99]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox15</c>
<c dir=mpalomar@dlsi.ua.es subject=sin;asunto to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mpalomar.dlsi.ua.es [192.168.5.12]) recivedBy=altea.dlsi.ua.es clase=SPAM>Inbox16</c>
<c dir=rafael dlsi.ua.es subject= e;lo;que;yo;tengo to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.74]) recivedBy=altea.dlsi.ua.es clase=DE EADO>Inbox17</c>
<c dir=cgarcia@eps.ua.es subject=RV;Para;reservar to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=Cande ([193.145.234.204]) by origin.eps.ua.es (8.9.3/8.11.1) with SMTP id LAA11547 for 
<armando.suarez@ua.es recivedBy=origin.eps.ua.es clase=DESEADO>Inbox18</c>
<c dir=rafael@dlsi.ua.es subject=Re;De;lo;que;me;pediste to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (nat-c.ua.es [193.145.234.60]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox19</c>
<c dir=aparraga@dlsi.ua.es subject=As;era;antes to=dlsi@dlsi.ua.es cc=0 reply_to=aparraga@dlsi.ua.es recivedFrom=65.90.98.72 (www1.webmail.ua.es [193.145.233.58]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox20</c>
<c dir=antonio@dlsi.ua.es subject=Re;no;subject to=armando.suarez@ua.es cc=1 reply_to= recivedFrom=dlsi.ua.es (ferrandez.dlsi.ua.es [192.168.5.11]) recivedBy=altea.dlsi.ua.es clase=SPAM>Inbox21</c>
<c dir=rafael@dlsi.ua.es subject=Re;no;subject to=antonio@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (nat-a.ua.es [193.145.234.62]) recivedBy=aitana.cpd.ua.es clase=DESEADO>Inbox22</c>
<c dir=rafael@dlsi.ua.es subject=Alignment;LREC;submission to=mpalomar@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (nat-d.ua.es [193.145.234.59]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox23</c>
<c dir=montoyo@dlsi.ua.es subject=Fwd;Programa;WEI to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mecemsa.dlsi.ua.es [192.168.5.34]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox24</c>
<c dir=montoyo@dlsi.ua.es subject=Fwd;Programa;WEI to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mecemsa.dlsi.ua.es [192.168.5.34]) recivedBy=altea.dlsi.ua.es clase=SPAM>Inbox25</c>
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<c dir=montoyo@dlsi.ua.es subject=Fwd;CICLing;conf;Notification;of;acceptance to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mecemsa.dlsi.ua.es [192.168.5.34]) 
recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox1</c>
<c dir=moreda@dlsi.ua.es subject=Ausencia;de;la;profesora;de;BDA to=dlsi@dlsi.ua.es cc=0 
reply_to= receivedFrom=dlsi.ua.es ([172.16.242.71]) recivedBy=altea.dlsi.ua.es
clase=DESEADO>Inbox2</c>
<c dir=sergio.lujan@ua.es subject=Fwd;DBWORLD;NLIS;Call;for;Papers to=gplsi@dlsi.ua.es cc=0 reply_to= receivedFrom=ua.es ([172.16.242.69]) receivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox3</c>
<c dir=cc.oo@ua.es subject=Movilizaciones;contra;la;LOU to=8001 cc=0 reply_to= recivedFrom=ua.es ([192.168.147.216]) recivedBy=aitana.cpd.ua.es clase=DESEADO>Inbox4</c>
<c dir=eva@dlsi.ua.es subject=Re;iso;Q;BFQuien;tiene;las;listas;de;FBD to=jtrujillo@dlsi.ua.es cc=1 reply_to= recivedFrom=dlsi.ua.es (emp.dlsi.ua.es [192.168.5.57]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox5</c>
<c dir=oncina@dlsi.ua.es subject=Fwd;open;faculty;position;at;UCL to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (jose.dlsi.ua.es [192.168.5.2]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox6</c>
<c dir=fmoratel@dlsi.ua.es subject=Cierre;del;ejercicio;y;apertura;del;ejercicio to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (munera.dlsi.ua.es [192.168.5.101]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox7</c>
<c dir=fmoratel@dlsi.ua.es subject=Fwd;iso;Q;INFORMACI;D;N;XEROX to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (munera.dlsi.ua.es [192.168.5.101]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox8</c>
<c dir=rafael@dlsi.ua.es subject=Pr;xima;Cena to=gplsi@dlsi.ua.es cc=0 reply_to=rafael@dlsi.ua.es recivedFrom=193.145.232.100 (www1.webmail.ua.es [193.145.233.58]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox9</c>
<c dir=fmoratel@dlsi.ua.es subject=Fwd;Fw;Examenes;de;Diciembre to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (munera.dlsi.ua.es [192.168.5.101]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox10</c>
<c dir=ciberdrola@iberdrola.es subject=ISO;Q;Bolet;EDn;de;Ciberdrola;n;BA to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=inettr3prod (inettr3prod.iberdrola.es [172.20.22.25]) by o-bilarr2.iberdrola.es with 
SMTP (Microsoft Exchange Internet Mail Service Version 5.5.2655.15) recivedBy=o-bilarr2.iberdrola.es clase=DESEADO>Inbox11</c>
<c dir=dimitri@stack.nl subject=Doxygen;announce;Doxygen;released to=doxygen-announce@l sts.sourceforge.net cc=0 reply_to= recivedFrom= recivedBy= clase=DESEADO>Inbox12</c>
<c dir=borja@dlsi.ua.es subject=iso;Q;extensi;F;n to=gplsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.79]) recivedBy=aitana.cpd.ua.es clase=DESEADO>Inbox13</c>
<c dir=borja@dlsi.ua.es subject=Re;acerca;de;la;iso;Q;introducci;F;n;de;iso;Q;t;E;rminos to=euroterm@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.79]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox14</c>
<c dir=jperal@dlsi.ua.es subject=Registration;al;CICLing to=llopis@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (pjperal.dlsi.ua.es [192.168.5.99]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox15</c>
<c dir=mpalomar@dlsi.ua.es subject=sin;asunto to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mpalomar.dlsi.ua.es [192.168.5.12]) recivedBy=altea.dlsi.ua.es clase=SPAM>Inbox16</c>
<c dir=rafael@dlsi.ua.es subject=Re;lo;que;yo;tengo to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.74]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox17</c>
<c dir=cgarcia@eps.ua.es subject=RV;Para;reservar to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=Cande ([193.145.234.204]) by origin.eps.ua.es (8.9.3/8.11.1) with SMTP id LAA11547 for 
<armando.suarez@ua.es recivedBy=origin.eps.ua.es clase=DESEADO>Inbox18</c>
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<c dir=aparraga@dlsi.ua.es subject=As;era;antes to=dlsi@dlsi.ua.es cc=0 reply_to=aparraga@dlsi.ua.es recivedFrom=65.90.98.72 (www1.webmail.ua.es [193.145.233.58]) recivedBy=aitana.cpd.ua.es 
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<c dir=antonio@dlsi.ua.es subject=Re;no;subject to=armando.suarez@ua.es cc=1 reply_to= recivedFrom=dlsi.ua.es (ferrandez.dlsi.ua.es [192.168.5.11]) recivedBy=altea.dlsi.ua.es clase=SPAM>Inbox21</c>
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reply_to= receivedFrom=dlsi.ua.es ([172.16.242.71]) recivedBy=altea.dlsi.ua.es
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<c dir=fmoratel@dlsi.ua.es subject=Cierre;del;ejercicio;y;apertura;del;ejercicio to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (munera.dlsi.ua.es [192.168.5.101]) recivedBy=altea.dlsi.ua.es 
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clase=DESEADO>Inbox9</c>
<c dir=fmoratel@dlsi.ua.es subject=Fwd;Fw;Examenes;de;Diciembre to=dlsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (munera.dlsi.ua.es [192.168.5.101]) recivedBy=altea.dlsi.ua.es 
clase=DESEADO>Inbox10</c>
<c dir=ciberdrola@iberdrola.es subject=ISO;Q;Bolet;EDn;de;Ciberdrola;n;BA to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=inettr3prod (inettr3prod.iberdrola.es [172.20.22.25]) by o-bilarr2.iberdrola.es with 
SMTP (Microsoft Exchange Internet Mail Service Version 5.5.2655.15) recivedBy=o-bilarr2.iberdrola.es clase=DESEADO>Inbox11</c>
<c dir=dimitri@stack.nl subject=Doxygen;announce;Doxygen;released to=doxygen-announce@lists.sourceforge.net cc=0 reply_to= recivedFrom= recivedBy= clase=DESEADO>Inbox12</c>
<c dir=borja@dlsi.ua.es subject=iso;Q;extensi;F;n to=gplsi@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.79]) recivedBy=aitana.cpd.ua.es clase=DESEADO>Inbox13</c>
<c dir=borja@dlsi.ua.es subject=Re;acerca;de;la;iso;Q;introducci;F;n;de;iso;Q;t;E;rminos to=euroterm@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.79]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox14</c>
<c dir=jperal@dlsi.ua.es subject=Registration;al;CICLing to=llopis@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (pjperal.dlsi.ua.es [192.168.5.99]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox15</c>
<c dir=mpalomar@dlsi.ua.es subject=sin;asunto to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mpalomar.dlsi.ua.es [192.168.5.12]) recivedBy=altea.dlsi.ua.es clase=SPAM>Inbox16</c>
<c dir=rafael@dlsi.ua.es subject=Re;lo;que;yo;tengo to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es ([172.16.242.74]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox17</c>
<c dir=cgarcia@eps.ua.es subject=RV;Para;reservar to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=Cande ([193.145.234.204]) by origin.eps.ua.es (8.9.3/8.11.1) with SMTP id LAA11547 for 
<armando.suarez@ua.es recivedBy=origin.eps.ua.es clase=DESEADO>Inbox18</c>
<c dir=rafael@dlsi.ua.es subject=Re;De;lo;que;me;pediste to=armando.suarez@ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (nat-c.ua.es [193.145.234.60]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox19</c>
<c dir=aparraga@dlsi.ua.es subject=As;era;antes to=dlsi@dlsi.ua.es cc=0 reply_to=aparraga@dlsi.ua.es recivedFrom=65.90.98.72 (www1.webmail.ua.es [193.145.233.58]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox20</c>
<c dir=antonio@dlsi.ua.es subject=Re;no;subject to=armando.suarez@ua.es cc=1 reply_to= recivedFrom=dlsi.ua.es (ferrandez.dlsi.ua.es [192.168.5.11]) recivedBy=altea.dlsi.ua.es clase=SPAM>Inbox21</c>
<c dir=rafael@dlsi.ua.es subject=Re;no;subject to=antonio@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (nat-a.ua.es [193.145.234.62]) recivedBy=aitana.cpd.ua.es clase=DESEADO>Inbox22</c>
<c dir=rafael@dlsi.ua.es subject=Alignment;LREC;submission to=mpalomar@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (nat-d.ua.es [193.145.234.59]) recivedBy=aitana.cpd.ua.es 
clase=DESEADO>Inbox23</c>
<c dir=montoyo@dlsi.ua.es subject=Fwd;Programa;WEI to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mecemsa.dlsi.ua.es [192.168.5.34]) recivedBy=altea.dlsi.ua.es clase=DESEADO>Inbox24</c>
<c dir=montoyo@dlsi.ua.es subject=Fwd;Programa;WEI to=armando@dlsi.ua.es cc=0 reply_to= recivedFrom=dlsi.ua.es (mecemsa.dlsi.ua.es [192.168.5.34]) recivedBy=altea.dlsi.ua.es clase=SPAM>Inbox25</c>
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Problemas de clasificación
Un filtro anti-spam
Correos 
antiguos
y clasifi-
cados
Aprendiz Clasificador
Correos 
nuevos
Abstracción
datos
del 
clasificador
Correos 
clasificados
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
Correos antiguos y 
clasificados, “resumidos”
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Representación de la información
• El AA como problemas de clasificación de 
vectores de rasgos o atributos
– Representar el conocimiento con vectores de 
valores heterogéneos
– Establecer las categorías, las clases
– Obtener funciones de predicción de la clase 
para casos nuevos
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Representación de la información
• Rasgos o atributos (features)
– Extraer la información esencial del contexto
• Xi = {xi1,xi2,…,xin}
– valores discretos o reales
– el método de ML determina la forma de representar 
estos datos (reglas, árboles de decisión, funciones 
booleanas...)
– Vectores de atributos
• aprendizaje (Xi ,Cj ) y clasificación (Xk ,?)
¡se conoce la 
clase!
¡se conoce la 
clase!
nuestro problema: clasificar Xknuestro problema: clasificar Xk
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
ILN 2005-06Aprendizaje Automático 43
Problemas de clasificación
• Espacio de hechos
• X = {x1,x2,…,xm}
• Conjunto de clases
• C = {c1, c2, …, cn}
• Objetivo: función de clasificación 
(clasificador)
• f : X → C ¡desconocida!...¡desconocida!...
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
• Conjunto de entrenamiento
• D ⊂ X
• ∀d∈ D, f(d) es conocido
• Conjunto de clases
• C = {c1, c2, …, cn}
• Objetivo: función de clasificación 
• h ∈ H : X → C
• ∀d∈ D, h(d) = f(d)
–el resto de X se tratarán como predicciones
mi limitado 
conocimiento 
del problema
i li itado 
conoci iento 
del proble a
no es tan fácilno es tan fácil
si no, ¿por qué
íbamos a estar aquí?
si no, ¿por qué
íbamos a estar aquí?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
¿utopía?¿utopía?
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Problemas de clasificación
Ejemplo
• Ejemplo: clasificador anti-spam
– clasificación de documentos
• clases: DESEADO, SPAM
• todos los correos del mundo, pasados presentes 
y… futuros = X
• los que yo tengo en mi cuenta y que he clasificado 
a mano =D
– codificación de ejemplos: atributos
– palabras en el asunto, dirección del remitente, dominio 
del remitente …
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
ILN 2005-06Aprendizaje Automático 46
Problemas de clasificación
Ejemplo
¿Cuánta información necesito?
<docencia> : DESEADO
<viagra> : SPAM
<problemas docencia curso 2003> : ?
<viagra estados febriles dosis> : ?
APRENDIENDO:
CLASIFICANDO:
corpus de aprendizajecorpus de aprendizaje
correos nuevoscorreos nuevos
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Ejemplo
¿Cuánta información necesito?
<docencia> : DESEADO
<docencia> : SPAM
<viagra> : SPAM
<problemas docencia curso 2003> : ?
<viagra estados febriles dosis> : ?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
APRENDIENDO:
CLASIFICANDO:
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Problemas de clasificación
Ejemplo
¿Cuánta información necesito?
<docencia> : DESEADO
<docencia> : SPAM
<docencia> : SPAM
<viagra> : SPAM
<problemas docencia curso 2003> : ?
<viagra estados febriles dosis> : ?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
APRENDIENDO:
CLASIFICANDO:
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Problemas de clasificación
Ejemplo
¿Cuánta información necesito?
<docencia problemas> : DESEADO
<docencia gratis> : SPAM
<docencia academia> : SPAM
<viagra barata> : SPAM
<problemas docencia curso 2003> : ?
<viagra estados febriles dosis> : ?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
APRENDIENDO:
CLASIFICANDO:
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Problemas de clasificación
Ejemplo
¿Cuánta información necesito?
<docencia problemas> : DESEADO
<docencia gratis> : SPAM
<docencia academia> : SPAM
<viagra barata> : SPAM
<estudio viagra> : DESEADO
<problemas docencia curso 2003> : ?
<viagra estados febriles dosis> : ?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
APRENDIENDO:
CLASIFICANDO:
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Problemas de clasificación
Ejemplo
¿Cuánta información necesito?
<docencia problemas 2003> : DESEADO
<docencia gratis curso> : SPAM
<2003 docencia academia> : SPAM
<viagra barata ciudad> : SPAM
<estudio dosis viagra> : DESEADO
<problemas docencia curso 2003> : ?
<viagra estados febriles dosis> : ?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
APRENDIENDO:
CLASIFICANDO:
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Problemas de clasificación
Ejemplo
¿Cuánta información necesito?
<A B E> : DESEADO
<A C D> : SPAM
<E A F> : SPAM
<G H I> : SPAM
<J K G> : DESEADO
<B A D E> : ?
<G Z W K> : ?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
APRENDIENDO:
CLASIFICANDO:
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Problemas de clasificación
Ejemplo
¿Cuánta información necesito?
<AABEBEJEEFFFAJJAJEEEJJJDGS> : DESEADO
<AABBEEJEEFFFQAJJAJEEEJAJAJD> : SPAM
<AABBEEJHKKIAJJAJEEEJJJAAJJR> : SPAM
<ABEBEEJEEAJJEEJAEJJJAAJAW> : SPAM
<BTXEEJEEFFFQAJJAJEEJJLPMM> : DESEADO
…
<AABEEJEEFFFQAJJAJEEEJJJAAJTD> : ?
<AABBEEJEEFFEAJJAJEEEJJJAAJJD> : ?
APRENDIENDO:
CLASIFICANDO:
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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APRENDIENDO:
CLASIFICANDO:
Problemas de clasificación
Ejemplo
¿Cuánta información necesito?
<AABEBEJEEFFFAJJAJEEEJJJAJJD> : DESEADO
<AABBEEJEEFFFQAJJAJEEEJAJAJD> : SPAM
<AABBEEJEEFFFAJJAJEEEJJJAAJJD> : SPAM
<ABEBEEJEEFFFAJJAJEEEJJJAAJJD> : SPAM
<AABBEEJEEFFFQAJJAJEEJJJAAJJD> : DESEADO
<AABEEJEEFFFQAJJAJEEEJJJAAJTD> : ?
<AABBEEJEEFFEAJJAJEEEJJJAAJJD> : ?
¿cómo…
adquiero el conocimiento, encuentro 
relaciones entre atributos …
consigo la función de clasificación?
(no basta con la frecuencia de aparición ☺)
¿có o
adquiero el conoci iento, encuentro 
relaciones entre atributos 
consigo la función de clasificación?
(no basta con la frecuencia de aparición ☺)
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Objetivos
• Sesgo inductivo (inductive bias)
– las elecciones que se realizan al diseñar, 
implementar y configurar un sistema de 
aprendizaje que conducen al sistema a 
aprender una generalización en lugar de otra 
(Mitchell,1980)
• Un método sin sesgo es únicamente memorístico, 
no puede hacer predicciones sobre casos no 
aprendidos
• Un método sin sesgo no puede adaptarse a 
situaciones (datos) nuevos
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Dispersión de datos 
• Tamaño de la muestra
– El problema de la dispersión de datos
»Data sparseness
e1 = Juan está esperándonos en el banco#2 de abajo
e2 = El banco#1 devolvió los recibos
e3 = Bancos#1 hay muchos, elige el menos caro
e4 = El pescador conoce la posición de los bancos#3 peligrosos
x1 = #2 (Juan, estar, esperar, abajo)
x2 = #1 (devolver, recibo)
x3 = #1 (haber, elegir, menos, caro)
x4 = #3 (pescador, conocer, posición, peligroso)
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Dispersión de datos 
• Tamaño de la muestra
– El problema de la dispersión de datos
»Data sparseness
e1 = Juan está esperándonos en el banco#2 de abajo
e2 = El banco#1 devolvió los recibos
e3 = Bancos#1 hay muchos, elige el menos caro
e4 = El pescador conoce la posición de los bancos#3 peligrosos
x1 = #2 (Juan, estar, esperar, abajo)
x2 = #1 (devolver, recibo)
x3 = #1 (haber, elegir, menos, caro)
x4 = #3 (pescador, conocer, posición, peligroso)
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
f1=IN(e,”Juan”)=cierto
f2=IN(e,”estar”)=cierto
f3=IN(e,”esperar”)=cierto
f4=IN(e,”abajo”)=cierto
f5=IN(e,”devolver”)=cierto
f6=IN(e,”recibo”)=cierto
f7=IN(e,”haber”)=cierto
f8=IN(e,”elegir”)=cierto
…
f1=IN(e,”Juan”)=cierto
f2=IN(e,”estar”)=cierto
f3=IN(e,”esperar”)=cierto
f4=IN(e,”abajo”)=cierto
f5=IN(e,”devolver”)=cierto
f6=IN(e,”recibo”)=cierto
f7=IN(e,”haber”)=cierto
f8=IN(e,”elegir”)=cierto
…
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Problemas de clasificación
Dispersión de datos 
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
x1=100000000000000000000000000000000000000000...
x2=000000010000000000000010000000000000000000...
x3=000000000001000000000000000000000000000000...
x4=000000000000001000000100000000000000000000...
x5=010000000000000000000000100000000000000000...
x6=000000010000000000000000000000000000000000...
x7=000000000000000000000000000100000000001000...
x8=000000000000000100000000000000000000000000...
x9=100000000000000000000000000000000000000000...
x10=000000000000000000000000000000000000000000...
x11=000000000000000000000000000000000100000000...
x12=000000000000000000000000000000000000000001...
x13=010000000000000000000000000000000000000000...
x14=000000000000000001000000000000000000010000...
...
x1=100000000000000000000000000000000000000000...
x2=000000010000000000000010000000000000000000...
x3=000000000001000000000000000000000000000000...
x4=000000000000001000000100000000000000000000...
x5=010000000000000000000000100000000000000000...
x6=000000010000000000000000000000000000000000...
x7=000000000000000000000000000100000000001000...
x8=000000000000000100000000000000000000000000...
x9=100000000000000000000000000000000000000000...
x10=000000000000000000000000000000000000000000...
x11=000000000000000000000000000000000100000000...
x12=000000000000000000000000000000000000000001...
x13=010000000000000000000000000000000000000000...
x14=000000000000000001000000000000000000010000...
...
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Problemas de clasificación
Dispersión de datos
• Minimizar el error esperado
– estamos trabajando con un subconjunto del 
espacio de hechos (potencialmente infinito)
– buscamos una función que “se parezca” a la 
real
–no tenemos datos suficientes para saber cuál es, el 
método determina las condiciones para determinar ese 
“parecido”
– son frecuentes los problemas de 
sobreentrenamiento (sobreajuste, overfitting)
–ajuste excesivo a los datos de entrenamiento
–técnicas de alisado (smoothing), selección de atributos, ...
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Sobre-sub ajuste 
• Muestra
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Sobre-sub ajuste 
• ¿Error de entrenamiento = error real?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Sobre-sub ajuste 
• Subajuste (underfitting)
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Sobre-sub ajuste 
• muestra
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Sobre-sub ajuste 
• ¿Error de entrenamiento = error real?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Sobre-sub ajuste 
• Sobreajuste (overfitting)
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Métodos 
• Descripción de algunos métodos
– Naïve Bayes
– Máxima entropía
»Maximum entropy
– Árboles de decisión
»Decision trees
– Máquinas de vector soporte
»Support vector machines
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Métodos
métodos bayesianos
• Métodos bayesianos
– (Mitchell 1997)
• Método práctico para realizar inferencias a partir 
de los datos, induciendo modelos probabilísticos
que después serán usados para razonar (formular 
hipótesis) sobre nuevos valores observados.
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Métodos
métodos bayesianos
• Métodos bayesianos
– ventajas
• asignan una probabilidad a cada hipótesis
» ordenador es nombre (sí 0,75)
» ordenador es verbo (sí 0,01)
» ordenador es adjetivo (sí 0,24)
• permiten elegir entre varias opciones positivas
• sólido enfoque teórico
– Desventajas
• coste computacional alto
– reducir la complejidad de los modelos
» Naïve Bayes, Redes Bayesianas
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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• Redes bayesianas
– En realidad, es habitual que haya 
dependencias entre las variables
– NB es muy sensible a variables irrelevantes o 
redundantes
– aportaciones de la teoría de toma de 
decisiones, estadística e inteligencia artificial
Problemas de clasificación
Métodos
redes bayesianas
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
estornudaestornudacatarrocatarro
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• Conocimiento cualitativo
– grafo dirigido acíclico
– relaciones de independencia / dependencia
• Conocimiento cuantitativo
– distribuciones de probabilidad
• “fuerza” de las relaciones entre las variables
Problemas de clasificación
Métodos
redes bayesianas
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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• ¿Está enfermo?
– Probabilidades sin evidencia
Problemas de clasificación
Métodos
redes bayesianas
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
estornudaestornuda
catarrocatarro p(cat)
sí = 0,06
no = 0,94
p(est)
sí = 0,15
no = 0,85
6 de cada 100 
pacientes tienen 
catarro
6 de cada 100 
pacientes tienen 
catarro
15 de cada 100 
pacientes estornudan
15 de cada 100 
pacientes estornudan
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• Aprender y clasificar
– Estimación de las probabilidades condicionales
Problemas de clasificación
Métodos
redes bayesianas
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
estornudaestornuda
catarrocatarro p(cat)
sí = 1,00
no = 0,00
p(est)
sí = 0,92
no = 0,08
éste tiene catarroéste tiene catarro
¿es posible que tenga 
catarro y estornude?
¿es posible que tenga 
catarro y estornude?
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• Redes bayesianas para clasificación
– Naïve Bayes es la RB más simple 
– sin dependencia entre variables
– TAN, BAN
» Tree Augmented Naïve Bayes, Bayesian Network Augmented
Naïve Bayes
– la clase se trata de forma separada a los atributos
– Otros
– todas las variables se tratan igual
• existen varios algoritmos para hacer la estimación 
en todos ellos
– B, BIC, K2, EM, PC 
Problemas de clasificación
Métodos
redes bayesianas
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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• Software
– Elvira (http://leo.ugr.es/elvira/)
– WEKA (http://www.cs.waikato.ac.nz/ml/weka/)
– Listas de software
– http://www.cs.ubc.ca/~murphyk/Bayes/bnsoft.html
– http://directory.google.com/Top/Computers/Artificial_Int
elligence/Belief_Networks/Software/
Problemas de clasificación
Métodos
redes bayesianas
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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• Modelos de probabilidad de máxima 
entropía (ME)
• Cuando no tenemos información suficiente para distinguir entre 
dos eventos la mejor estrategia es considerarlos equiprobables
(Laplace)
– Maximizar la entropía a partir de información 
incompleta
• Estar de acuerdo con todo aquello que es conocido
• Evitar asumir nada que sea desconocido 
Problemas de clasificación
Métodos
máxima entropía 
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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• Modelos de probabilidad de máxima 
entropía (ME)
– (Lau et al. 1993)
» Reconocimiento del habla (speech recognition)
– (Berger et al. 1996)
» Clasificación de documentos 
– (Ratnaparkhi, 1998)
» POS-tagging
» Análisis sintáctico (parsing)
» Detección oraciones (sentence boundary detection)
Problemas de clasificación
Métodos
máxima entropía 
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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• Modelos de probabilidad de ME
– Basado en rasgos o atributos (features)
⎩⎨
⎧ =∧=
casootroen  0
')(si1
),(
ccxcp
cxf
contexto
clase
Característica a 
observar
Clase 
asociada
Problemas de clasificación
Métodos
máxima entropía 
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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•Clasificación de contextos no anotados
f1(x,c) = 1 si w-1=“el” y c= s1
f2(x,c) = 1 si w-1=“el” y c= s2
f3(x,c) = 1 si w-2=“es” y c= s1
f4(x,c) = 1 si w+1=“de” y c= s2
x = Ese es el banco#? que mejor interés da.
p(s1|x)
p(s2|x)
• El contexto x se clasificaría como s2
= p(1010)
= p(0100)
= 0.4
= 0.6
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
∏
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Problemas de clasificación
Métodos
máxima entropía 
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• Ventajas
• combina atributos (features) heterogéneos
• aproximación general al PLN, reusabilidad
• buen comportamiento general
• Desventajas
• El proceso de estimación de los coeficientes es 
costoso computacionalmente
• Sufre de sobreentrenamiento en algunos casos
• Necesita suavizado, selección de atributos, ... 
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
Problemas de clasificación
Métodos
máxima entropía
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• Árboles de decisión (decision trees)
– Una manera de representar reglas implícitas 
en los datos de aprendizaje, con estructuras 
jerárquicas que particionan esos datos 
recursivamente
– Utilizados en reconocimiento de patrones, 
estadística, aprendizaje automático, …
• descripción, clasificación, generalización
– Perspectiva del aprendizaje automático
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
Problemas de clasificación
Métodos
árboles de decisión
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• Ejemplo: ¿debo operarme?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
Problemas de clasificación
Métodos
árboles de decisión
¿edad?¿edad?
¿astigmatismo?¿astigmatismo?
¿miopía?¿miopía?
¿miopía?¿miopía?
SÍSÍ
SÍSÍNO
NO
NONO
NONO
NONO
NONO
no
sí
<=25 >25
<=50
>50
<=6 >6
<=1,5 >1,5
<=10
>10
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• Ejemplo: reglas derivables
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
Problemas de clasificación
Métodos
árboles de decisión
¿edad?
¿edad?
¿astigmatismo?
¿astigmatismo?
¿miopía?
¿miopía?
¿miopía?
¿miopía?
SÍ
SÍ
SÍ
SÍNO
NO
NO
NO
NO
NO NO
NO
NO
NO
no
sí
<=25
>25
<=50
>50
<=6 >6
<=1,5 >1,5
<=10
>10
¿operación?
SI astigmatismo=NO Y 25<Edad<=50 Y 1,6<miopía<=10
ENTONCES SÍ
SI astigmatismo=SÍ Y miopía<=6
ENTONCES SÍ
EN OTRO CASO NO
¿operación?
SI astigmatismo=NO Y 25<Edad<=50 Y 1,6<miopía<=10
ENTONCES SÍ
SI astigmatismo=SÍ Y miopía<=6
ENTONCES SÍ
EN OTRO CASO NO
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• Ventajas
– Representación comprensible del 
conocimiento
– Algoritmos y variantes muy estudiados
– Fácil traducción a reglas
– Software disponible 
»CART (Breiman et al. 84),
»ID3, C4.5, C5.0 (Quinlan 86,93,98),
»ASSISTANT, ASSISTANT-R  (Cestnik et al. 87) 
(Kononenko et al. 95)
– Integración fácil en sistemas multi-clasificador
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
Problemas de clasificación
Métodos
árboles de decisión
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• Desventajas
– Coste computacional cuando la cantidad de 
datos es grande (ejemplos, atributos, …)
– Dispersión de datos
– AA.DD. es un modelo con gran variabilidad
– Tendencia al sobreajuste, necesidad de poda 
y reestructuración
– Mucho esfuerzo para afinar el proceso
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
Problemas de clasificación
Métodos
árboles de decisión
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• Máquinas vector soporte (SVM, support vector 
machines)
– sistemas de entrenamiento que usan un 
espacio de hipótesis de funciones lineales en 
un espacio de atributos de alta 
dimensionalidad, entrenados con un algoritmo 
de aprendizaje de la teoría de la optimización 
que implementa un sesgo de aprendizaje 
derivado de la teoría del aprendizaje 
estadístico
»Cristianini & Shawe-Taylor, 2000
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
Problemas de clasificación
Métodos
máquinas vector soporte
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Problemas de clasificación
Métodos
máquinas vector soporte
• Descripción
– SVM pertenecen a la 
familia de los 
clasificadores lineales
• inducen separadores 
lineales (hiperplanos) en 
espacios de muy alta 
dimensionalidad (funciones 
núcleo, kernels) con un 
sesgo inductivo muy 
particular (maximización 
del margen)
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Métodos
máquinas vector soporte
• Clasificación en espacio bidimensional
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Métodos
máquinas vector soporte
• Objetivo (sesgo inductivo)
– maximizar el margen geométrico
• hiperplano en la posición más neutra respecto de 
los conjuntos de clases
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
ILN 2005-06Aprendizaje Automático 89
Problemas de clasificación
Métodos
máquinas vector soporte
• Objetivo (sesgo inductivo)
– maximizar el margen geométrico
• hiperplano en la posición más neutra respecto de 
los conjuntos de clases
– sólo tiene en cuenta los puntos en la frontera (los más 
dudosos), no se “arrima” a la clase mas poblada
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
γ
γγ
hiperplano con el 
margen máximo
vectores soporte
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Problemas de clasificación
Métodos
máquinas vector soporte
• Diferentes problemas, diferentes objetivos
– no todos son linealmente separables
»lo normal
• funciones núcleo
– mapean el espacio de atributos de entrada a un espacio 
de dimensión mucho mayor y que sí es separable
– a veces no interesa obtener el “mejor”
separador
• algunos ejemplos de aprendizaje pueden no ser 
correctos
– SVM con margen blando (soft margin)
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Métodos
máquinas vector soporte
• Ventajas
• eficiencia en espacios de alta dimensionalidad
• reduce el peligro de sobreentrenamiento
• se basa en algoritmos de optimización cuadrática
• no sólo para clasificación: regresión, clustering …
• utilizado con éxito en muchas aplicaciones: OCR, 
visión, bioinformática, reconocimiento del habla, categorización de 
textos, análisis morfológico, sintáctico y semántico, …
• Inconvenientes
• es difícil encontrar los parámetros adecuados para 
el aprendizaje (convergencia a la solución óptima, 
dispersión de datos, …)
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
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Problemas de clasificación
Métodos
máquinas vector soporte
• Más ventajas
– información disponible
• www.kernel-machines.org
– bastantes implementaciones de libre 
distribución
• LIBSVM (www.csie.ntu.edu.tw/~cjlin/libsvm)
• SVMlight (svmlight.joachims.org)
• SVMTorch (www.idiap.ch/learnings/SVMTorch.html)
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
Aprendizaje Automático ILN 2005-06
Aprendizaje Automático (y 2)
Armando Suárez
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Aproximaciones a las tareas de las 
Tecnologías del Lenguaje Humano
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
• Tratamiento de la ambigüedad del LN 
mediante técnicas de aprendizaje 
automático
• Acercamiento a unos cuantas tareas de las TLH
– básicamente, casos simples de representación de 
ejemplos de aprendizaje
• Las soluciones aportadas no son las más eficaces, 
sólo ilustrativas
• Distintas aproximaciones según el problema a 
tratar
• Iniciación en la descripción de los contextos por la 
extracción de la información relevante (?)
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
• Tratamiento de la ambigüedad del LN 
mediante técnicas de aprendizaje 
automático
• Segmentador de frases
• Reconocimiento de entidades
• Clasificación de preguntas (QA)
• Análisis morfológico
• Desambiguación del sentido de las palabras
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
Definición de la tarea
• Segmentador en frases
– Determinar los límites de la frase 
»Inicio = mayúscula, final = punto
O1-La Reina visitó a su nuera en la clínica Ruber.
O2-Ambas dos se quieren mucho.
La Reina visitó a su nuera en la clínica 
Ruber. Ambas dos se quieren mucho.
La eina visitó a su nuera en la clínica 
uber. bas dos se quieren ucho.
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
Definición de la tarea
• Segmentador en frases
– Determinar los límites de la frase 
»Inicio = mayúscula, final = punto
O1-S.
O2-M.
O3-Ambas dos se quieren mucho.
S.M. la Reina visitó a su nuera en la clínica 
Ruber. Ambas dos se quieren mucho.
S. . la eina visitó a su nuera en la clínica 
uber. bas dos se quieren ucho.
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
Definición de la tarea
• Segmentador en frases
– Determinar los límites de la frase 
»Inicio = mayúscula, final = punto
O1-S.
O2-M.
S.M. la Reina visitó a su nuera en la clínica 
Ruber. Ambas dos, ¿se quieren mucho?
S. . la eina visitó a su nuera en la clínica 
uber. bas dos, ¿se quieren ucho?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
Definición de la tarea
• Hipótesis de trabajo
– Suponemos corrección ortográfica
»y los signos de puntuación no están separados.
– Clasificación de tokens
– Buscamos sólo el final de la frase
– Sólo interesa clasificar:  x.  x!  x?  x)
– Clases: { sí | no }
– Es final de frase o no lo es
»No necesariamente es el mejor modelo
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
Definición de la tarea
• Clasificación de tokens relevantes
S.M. la Reina visitó a su nuera en la clínica 
Ruber. Ambas dos, ¿se quieren mucho?
Síí Sí
í
Noo
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
Elección de rasgos
• Rasgos
• Prefijo
• Sufijo
• Si el candidato es un tratamiento o dato 
corporativo
– Sr.  Dr.  Sña.  D. S.A. S.L. Co.
• Si la palabra anterior empieza por mayúscula
• Si la palabra posterior empieza por mayúscula
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
Elección de rasgos
• Rasgos
• Candidato
• Si el candidato es un 
tratamiento o dato 
corporativo
– Sr.  Dr.  Sña.  D. S.A. 
S.L. Co.
• Si la palabra anterior 
empieza por mayúscula
• Si la palabra posterior 
empieza por mayúscula
S.M
0
No aplicable
0
S.M. la Reina visitó a su nuera en la clínica 
Ruber. Ambas dos, ¿se quieren mucho?
Tened en cuenta que esto 
no es lo habitual, habrá
muchas, muchas
oraciones
Tened en cuenta que esto 
no es lo habitual, habrá
muchas, muchas
oraciones
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
Porque no hay espacio 
detrás del punto
Porque no hay espacio 
detrás del punto
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Tratamiento de la ambigüedad
Segmentación en frases
Elección de rasgos
• Rasgos
• Candidato
• Si el candidato es un 
tratamiento o dato 
corporativo
– Sr.  Dr.  Sña.  D. S.A. 
S.L. Co.
• Si la palabra anterior 
empieza por mayúscula
• Si la palabra posterior 
empieza por mayúscula
Ruber
0
0
1
S.M. la Reina visitó a su nuera en la clínica 
Ruber. Ambas dos, ¿se quieren mucho?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
Elección de rasgos
• Rasgos
• Candidato
• Si el candidato es un 
tratamiento o dato 
corporativo
– Sr.  Dr.  Sña.  D. S.A. 
S.L. Co.
• Si la palabra anterior 
empieza por mayúscula
• Si la palabra posterior 
empieza por mayúscula
mucho
0
0
No aplicable
S.M. la Reina visitó a su nuera en la clínica 
Ruber. Ambas dos, ¿se quieren mucho?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
Elección de rasgos
• Rasgos
– Resumiendo 
• ejemplos de aprendizaje
e1(S.M,0,-,0: NO)
e2(Ruber,0,0,1: SÍ)
e3(mucho,0,0,-: SÍ)
S.M. la Reina visitó a su nuera en la clínica 
Ruber. Ambas dos, ¿se quieren mucho?
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
Elección de rasgos
• No siempre se cumple la corrección 
ortográfica
• Candidato
• Si el candidato es un tratamiento o dato 
corporativo
– Sr.  Dr.  Sña.  D. S.A. S.L. Co.
• Si la palabra anterior empieza por mayúscula
• Si la palabra posterior empieza por mayúscula
• Prefijo  S.M.
• Sufijo   S.M.
»y toda la información que se pueda añadir
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
Elección de rasgos
•No siempre se cumple la corrección 
ortográfica
– O no siempre es tan sencillo
Actuará en L.A. S. M. “La Reina”
del cabaret  .  . 
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
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Tratamiento de la ambigüedad
Segmentación en frases
más difícil
• Teletipos
G00D EVENING GIANNI VERSACE ONE OF THE 
WORLDS LEADING FASHION DESIGNERS HAS BEEN 
MURDERED IN MIAMI POLICE SAY IT WAS A PLANNED 
KILLING CARRIED OUT LIKE AN EXECUTION SCHOOLS 
INSPECTIONS ARE GOING TO BE TOUGHER TO FORCE 
BAD TEACHERS OUT AND THE FOUR THOUSAND 
COUPLES WH0 SHARED THE QUEENS GOLDEN DAY
Good evening. Gianni Versace, one of the world's 
leading fashion designers, has been murdered in 
Miami. Police say it was a planned killing carried out 
like an execution. Schools inspections are going to be 
tougher to force bad teachers out. And the four 
thousand couples who shared the Queen's golden day.
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
Un caso práctico: resolución de la ambigüedad léxica
ILN 2005-06Aprendizaje Automático 110
Tratamiento de la ambigüedad
reconocimiento de entidades
• Reconocimiento y clasificación de 
entidades
– Porciones de texto que representan entidades, 
nombres propios
• dos problemas:
– reconocer qué es una entidad
»dónde empieza, dónde termina
– clasificar la entidad
»clases: persona, lugar, organización
El estadio Santiago Bernabeu será cerrado por...
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Tratamiento de la ambigüedad
reconocimiento de entidades
modelo BIO
• Reconocimiento de entidades
– modelo BIO (Begin Inside Outside)
– Clasificación estándar
– Clasificación secuencial
• la decisión de etiquetar un cierto ejemplo 
depende, también, de las etiquetas anteriores
Introducción 
Clasificación de métodos de AA 
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Tratamiento de la ambigüedad
reconocimiento de entidades
modelo BIO
• BIO
– Clasificar tokens
– Clases: { b | i | o }
El estadio Santiago Bernabeu será cerrado por...
o     b           i           i        o o         o
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Tratamiento de la ambigüedad
reconocimiento de entidades
elección de rasgos
• BIO
»w-2 w-1 t w+1 w+2
– Palabra objetivo
–t
–¿t empieza por mayúscula?
– Palabras del contexto
–w-2, w-1, w+1, w+2
– ¿Empiezan por mayúscula?
–mw-2, mw-1, mw+1, mw+2
– “colocaciones” (bigramas)
–w-2w-1, w-2w+1, w-2w+2, w-1w+1, w-1w+2, w+1w+2
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Tratamiento de la ambigüedad
reconocimiento de entidades
elección de rasgos
• Representación
»El Doctor Palomar inauguró la exposición de relojes 
antiguos.
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
t
¿t empieza por mayúscula?
w-2, w-1, w+1, w+2
mw-2, mw-1, mw+1, mw+2
w-2w-1, w-2w+1,w-2w+2,
w-1w+1,w-1w+2,w+1w+2
el
sí
∅ ∅ doctor palomar
∅ ∅ 1 1
∅ ∅ ∅ ∅ ∅ doctor_palomar
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Tratamiento de la ambigüedad
reconocimiento de entidades
elección de rasgos
• Representación
»El Doctor Palomar inauguró la exposición de relojes 
antiguos.
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
t
¿t empieza por mayúscula?
w-2, w-1, w+1, w+2
mw-2, mw-1, mw+1, mw+2
w-2w-1, w-2w+1,w-2w+2,
w-1w+1,w-1w+2,w+1w+2
doctor
sí
∅ El palomar inauguró
∅ 1 1 0
∅ ∅ ∅ el_palomar el_inauguró
palomar_inauguró
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Tratamiento de la ambigüedad
reconocimiento de entidades
elección de rasgos
– t 
– ¿t empieza por 
mayúscula?
– w-2, w-1, w+1, w+2
– mw-2, mw-1, mw+1, 
mw+2
– w-2w-1, w-2w+1,w-2w+2, 
w-1w+1,w-1w+2,w+1w+2
• Representación
»El Doctor Palomar inauguró la exposición de relojes 
antiguos.
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica
el 1 ∅ ∅ doctor palomar ∅ ∅ 1 1 ∅ ∅ ∅ ∅ ∅
doctor_palomar <o>
doctor 1 ∅ El palomar inauguró ∅ 1 1 0 ∅ ∅ ∅
el_palomar el_inauguró palomar_inauguró <b>
palomar 1 el doctor inauguró la 1 1 0 0 el_doctor
el_inauguró el_la doctor_inauguró doctor_la
inauguró_la <i>
inauguró 0 doctor palomar la exposición 1 1 0 0
doctor_palomar doctor_la doctor_exposición
palomar_la palomar_exposición la_exposición <o>
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Tratamiento de la ambigüedad
reconocimiento de entidades
elección de rasgos
• Clasificación
»El Doctor Manuel Palomar inauguró la …
o     i b          i            o        o
– Qué hacemos con las combinaciones 
imposibles
• Post-proceso: reglas para sustituir las 
combinaciones erroneas
• BIO secuencial
–El proceso de clasificación exige “esperar” a la etiqueta 
anterior
–Tampoco es que lo garantice al 100% pero…
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AA basado en corpus textuales 
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Tratamiento de la ambigüedad
reconocimiento de entidades
elección de rasgos
• BIO secuencial
– Palabra objetivo
– Palabras del contexto
– ¿Empiezan por mayúscula?
– “colocaciones”
– Etiquetas del contexto
– “colocaciones” de las etiquetas
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
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Tratamiento de la ambigüedad
reconocimiento de entidades
elección de rasgos
– t 
– ¿t empieza por 
mayúscula?
– w-2, w-1, w+1, w+2
– mw-2, mw-1, mw+1, 
mw+2
– w-2w-1, w-2w+1,w-2w+2, 
w-1w+1,w-1w+2,w+1w+2
– ew-2, ew-1
– ew-2ew-1
• Representación
»El Doctor Palomar inauguró la exposición de relojes 
antiguos.
el 1 ∅ ∅ doctor palomar ∅ ∅ 1 1 ∅ ∅ ∅ ∅ ∅
doctor_palomar ∅ ∅ ∅ <o>
doctor 1 ∅ El palomar inauguró ∅ 1 1 0 ∅ ∅ ∅
el_palomar el_inauguró palomar_inauguró ∅ o ∅
<b>
palomar 1 el doctor inauguró la 1 1 0 0 el_doctor
el_inauguró el_la doctor_inauguró doctor_la
inauguró_la o b ob <i>
inauguró 0 doctor palomar la exposición 1 1 0 0 
doctor_palomar doctor_la doctor_exposición
palomar_la palomar_exposición la_exposición b i bi
<o>
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Tratamiento de la ambigüedad
reconocimiento de entidades
elección de rasgos
• Otras fuentes de información
– Análisis morfo-sintáctico
• POS-tagger, parser, stemmer…
– Listas de palabras
• Stop-words, gazetteers, …
– Conocimiento externo
• dominios (tema o fuente de los documentos)
• …
– …
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Tratamiento de la ambigüedad
Clasificación de preguntas (QA)
• Búsqueda de respuestas
– Fase preliminar: clasificación de preguntas
• El tipo de pregunta permite restringir las 
respuestas posibles
• clases: tiempo, lugar, personas, …
–¿Quién mató a Kennedy?
–¿Cuándo vendrá la ola de frío?
–¿Dónde se fabrica el mejor aceite de oliva?
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Tratamiento de la ambigüedad
Clasificación de preguntas (QA) 
atributos
• Depende de cuánta información quiera 
procesar
– palabras
– lemas o stems
– categorías gramaticales
– sintagmas nominales y adverbiales
– entidades (personas, lugares, organizaciones)
Introducción 
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Tratamiento de la ambigüedad
Clasificación de preguntas (QA) 
atributos
• Lo fácil
– partícula interrogativa
• Quién, Qué, Cómo, Cuándo, Dónde
– el problema es identificarla
– bolsa de palabras
• es la aparición o no de las palabras en los 
contextos
• se pierde información estructural
– qué palabras van delante de cuáles
– si se repite
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH
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Tratamiento de la ambigüedad
Clasificación de preguntas (QA)
atributos
• La partícula interrogativa
– Parece, a priori, fuertemente relacionada con 
las clases posibles
–Cuantas más clases, más difícil será el aprendizaje dada la 
dispersión de datos del lenguaje
• Supongamos
»Definiciones
»Personas
»Lugares
»Temporales (fechas, principalmente)
»Organizaciones
»Procesos
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¿quién?
¿dónde?
¿cuándo?
…
• La partícula interrogativa
»¿Quién mató a Kennedy?
»¿Cuándo vendrá la ola de frío?
»¿Dónde se fabrica el mejor aceite de oliva?
»¿Qué es la fotosíntesis?
• pero…
»¿Qué lugar produce el mejor aceite de oliva?
»Dime quién mató a Kennedy
»Kennedy fue asesinado por alguien, dime su nombre
»En qué fecha vendrá la ola de frío
»Provincia con el mejor aceite de oliva
Definiciones
Personas
Lugares
Temporales
Organizaciones
Procesos
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Tratamiento de la ambigüedad
Clasificación de preguntas (QA)
atributos
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• Bolsa de palabras
– eliminar stop-words (palabras sin carga 
semántica)
»¿Quién mató a Kennedy?              mató Kennedy
»¿Cuándo vendrá la ola de frío?    vendrá ola frío
»¿Dónde se fabrica el mejor aceite de oliva? 
fabrica mejor aceite oliva
»¿Qué es la fotosíntesis?                      fotosíntesis
• ¿pasar a minúsculas?
• ¿lemas o prefijos (stems)?
– necesitaríamos un lematizador o un stemmer
• ¿información sintáctica?
Introducción 
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Clasificación de preguntas (QA)
atributos
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Tratamiento de la ambigüedad
análisis morfológico
• Análisis morfológico
– POS-tagging
– clasificar cada palabra dentro de una frase en una de sus 
etiquetas posibles
• ejemplos: palabras dentro de frases 
– la ambigüedad es más alta de lo que parece 
El ama de llaves ama al portero de “aquí no hay quién viva”
NN         NN NN NN V                V
NP         NP NP NP VA              VA
V                     V                       
VA                   VA
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Tratamiento de la ambigüedad
análisis morfológico
clases
• Etiquetas posibles
– Depende de la cantidad de información que se 
quiera manejar (género, número, tiempo 
verbal,…)
– Supongamos que sólo la categoría gramatical
» nombres nombres propios
» verbos verbos auxiliares
» determinantes
» adverbios
» pronombres
– El conjunto de clases puede ser más o menos extenso
Introducción 
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Tratamiento de la ambigüedad
análisis morfológico
atributos
• La estructura de la secuencia de etiquetas
• Det + Det no
• Det + Nombre  sí
– Sería interesante disponer de las etiquetas 
anteriores y posteriores 
– por ejemplo de las 3 palabras anteriores y de las 3 
posteriores
– pero… ¡en la clasificación no vamos a 
disponer de las etiquetas posteriores!
• sólo las anteriores
Introducción 
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Tratamiento de la ambigüedad
análisis morfológico
atributos
• Una posibilidad
– w0 la palabra objetivo
– e-1 etiqueta de la palabra anterior
– e-2e-1 secuencia de las etiquetas de las 2 pal. ants.
– w-2 palabras en posición -2 respecto del objetivo
– w-1
– w+1
– w+2
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Tratamiento de la ambigüedad
análisis morfológico
atributos
• Ejemplos de aprendizaje
el (DET) 0 0 0 0 ama de
ama (N) DET 0 0 el de llaves
de (C) N DET_N el ama llaves ama
llaves (N) C N_C ama de ama al
ama (V) N C_N de llaves al portero
…
w0
e-1
e-2e-1
w-2
w-1
w+1
w+2
El ama de llaves ama al portero de “aquí no hay quién viva”
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Tratamiento de la ambigüedad
análisis morfológico
atributos
• Más rasgos
– Ratnaparkhi (1998) introduce el concepto de 
palabra “rara”
• que aparece menos de 5 veces en el corpus
– 2 tipos de caracterización
• si la palabra objetivo es rara
– todos los prefijos de 4 o menos caracteres
– todos los sufijos de 4 o menos caracteres
– si contiene números
– si contiene letras mayúsculas
– si contiene símbolos _  -
w0
e-1
e-2e-1
w-2
w-1
w+1
w+2
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Desambiguación del sentido de 
las palabras
» definición de la tarea
» definición de clases
corpus, idiomas, diccionarios, ...
» aproximaciones tradicionales
» combinaciones de clasificadores
» aprendizaje semi-supervisado 
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El problema
• Qué significa, qué sentido tiene
<<Bienvenido al sitio web del Grupo de Investigación en Procesamiento 
del Lenguaje Natural y Sistemas de Información.
Somos un grupo de investigación de la Universidad de Alicante cuya temática de 
investigación está centrada en el procesamiento del lenguaje natural. Este grupo 
nace en 1993 como iniciativa de un pequeño número de profesores del 
Departamento de Lenguajes y Sistemas Informáticos. Desde entonces ha ido 
creciendo paulatinamente gracias al empeño y motivación de todos sus 
componentes. Actualmente el grupo está formado por más de veinte personas. 
En el seno del grupo se han leído un total de diez tesis doctorales relacionadas con 
las temáticas de la resolución de ambigüedades léxica, referencial, estructural, 
sistemas de recuperación de información y búsqueda de respuestas. >>
aún sabiéndolo, 
¿cómo lo represento de una forma simbólica?
algo que “entienda” un orden dor:
COMPRENSIÓN DEL TEXTO
aún sabiéndolo, 
¿cómo lo represento de una forma simbólica?
algo que “entienda” un ordenador:
COMPRENSIÓN DEL TEXTO
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<<Bienvenido al sitio web del Grupo de Investigación en Procesamiento 
del Lenguaje Natural y Sistemas de Información.
Somos un grupo de investigación de la Universidad de Alicante cuya 
temática de investigación está centrada en el procesamiento del lenguaje 
natural. Este grupo nace en 1993 como iniciativa de un pequeño número de 
profesores del Departamento de Lenguajes y Sistemas Informáticos. Desde entonces 
ha ido creciendo paulatinamente gracias al empeño y motivación de todos sus 
componentes. Actualmente el grupo está formado por más de veinte personas. 
En el seno del grupo se han leído un total de diez tesis doctorales relacionadas con 
las temáticas de la resolución de ambigüedades léxica, referencial, estructural, 
sistemas de recuperación de información y búsqueda de respuestas. >>
El problema
• Más fácil, dividamos el problema
Insisto, 
¿cómo lo represento de una forma simbólica?
COMPRENSIÓN DE LA FRASE
Insisto, 
¿cómo lo represento de una forma simbólica?
COMPRENSIÓN DE LA FRASE
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El problema
• Más fácil todavía
<< Somos un grupo de investigación de la Universidad de Alicante cuya
temática de investigación está centrada en el procesamiento del 
lenguaje natural. >>
temático, ca. 
(Del gr. θεματικός). 
1. adj. Perteneciente o relativo al tema, especialmente el gramatical. 
2. adj. Que se arregla, ejecuta o dispone según el tema o asunto de cualquier materia. 
3. adj. En filatelia, perteneciente o relativo a una serie, a una emisión o a una colección de sellos, en los que se 
utiliza únicamente un tema o motivo, como la fauna, los deportes, etc. 
4. adj. Gram. Dicho de un elemento: Que, para la flexión, modifica la raíz de un vocablo.
5. adj. desus. temoso. 
6. f. Conjunto de los temas parciales contenidos en un asunto general.
□ V.  
parque temático
Real Academia Española © Todos los derechos reservados 
emático, ca. 
( l r. τι ). 
. j. t i t   l ti  l t , s i l t  l ti l. 
. j.  s  l , j t   is  s  l t   s t   l i  t i . 
. j.  fil t li , t i t   l ti    s i ,   isi     l i   s ll s,  l s  s  
tili  i t   t   ti ,  l  f , l s t s, t . 
. j. r . i    l t : ,  l  fl i , ifi  l  í    l .
. j. s s. t s . 
6. f. Conjunto de los temas parciales contenidos en un asunto general.
□ V.  
parque temático
Real Academia Española © Todos los derechos reservados 
Esto sí tiene una representación fácil
RESOLUCIÓN DE LA AMBIGÜEDAD 
SEMÁNTICA DE LAS PALABRAS
Aún así...
Esto sí tiene una representación fácil
RESOLUCIÓN DE LA AMBIGÜEDAD 
SEMÁNTICA DE LAS PALABRAS
Aún así...
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La dificultad del problema
<<Juan está esperándonos en el banco de abajo>>
AsientoAsiento
“… de peces”“ de peces”
“… de datos”“ de datos”
“… de órganos”“ de órganos” “… de arena”“ de arena”
<<El préstamo está preparado para la firma>>
Institución 
Financiera
Institución 
Financiera
Pero nos hace falta más información, 
más contexto …
Pero nos hace falta más información, 
más contexto …
Algunos sentidos “parece” que ya los
podemos descartar ….
Algunos sentidos “parece” que ya los 
podemos descartar ….
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La dificultad de la tarea
• Estado de la tecnología
– Senseval (International Workshop on Evaluating Word 
Sense Disambiguation Systems)
– máximas tasas de acierto:
2001 2003
Muestra léxica inglés 64% 73-79%
Muestra léxica español 71% 84%
Texto completo inglés 69% 65%
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La importancia de la tarea
• Tarea “intermedia”
– Análisis morfo-sintáctico-semántico
– Apoyo a
• Recuperación de información
• Traducción automática
• Búsqueda de respuestas
• Extracción de información
• Resolución de la anáfora
• Web semántica
• …
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Soluciones a la tarea
• Métodos no supervisados
• Modelado del lenguaje por expertos que aportan 
su conocimiento
• Tasas de acierto relativamente bajas
• Métodos supervisados
• Actualmente, los más eficaces
• Aprendizaje automático a partir de ejemplos
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Métodos supervisados
• Dependencia de los ejemplos de 
aprendizaje
– La anotación manual por expertos es 
dificultosa, por lo que
– Son escasos y cubren pocas palabras
– No para todos los idiomas
– Son… ¿pequeños? 
» Las precisiones no son aceptables
– Son… ¿fiables?
» No basta con tener muchos ejemplos
– Son… ¿completos?
» El cambio de dominio (y anotación) afecta mucho
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Los recursos
• Antes de aprender
– Corpus
• cuáles son los textos, párrafos, frases objetivo de 
la desambiguación
• cuáles son los que voy a utilizar para aprender
– Análisis
• si conozco la categoría (nombre, verbo, adjetivo, 
adverbio) va a ser más fácil
• puedo utilizar datos sintácticos “profundos” como 
atributos (¿es nombre propio?, ¿es sujeto?)
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Los recursos
• Corpus anotados semánticamente
– Semcor (inglés)
– line, serve, hard (inglés)
– interest (inglés)
– DSO (inglés)
– Senseval (inglés, español, …)
– 3LB (CESS-ECE) (español, catalá, euskera)
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Los recursos
• Corpus anotado semánticamente
– Semcor
• Inglés
• Extracto del Brown Corpus anotado con WordNet
– Brown1 (103 arts. no ficción)
– Brown2 (83 arts. ficción)
– BrownV (166 arts. verbos)
• Categorizados por dominio
A. PRESS: REPORTAGE (44 texts) 
B. PRESS: EDITORIAL (27 texts) 
C. PRESS: REVIEWS (17 texts) 
D. RELIGION (17 texts) 
E. SKILL AND HOBBIES (36 texts) 
F. POPULAR LORE (48 texts) 
G. BELLES-LETTRES (75 texts) 
H. MISCELLANEOUS: GOVERNMENT 
& HOUSE ORGANS (30 texts) 
A. PRESS: REPORTAGE (44 texts) 
B. PRESS: EDITORIAL (27 texts) 
C. PRESS: REVIEWS (17 texts) 
D. RELIGION (17 texts) 
E. SKILL AND HOBBIES (36 texts) 
F. POPULAR LORE (48 texts) 
G. BELLES-LETTRES (75 texts) 
H. MISCELLANEOUS: GOVERNMENT 
& HOUSE ORGANS (30 texts) 
J. LEARNED (80 texts) 
K: FICTION: GENERAL (29 texts) 
L: FICTION: MYSTERY (24 texts) 
M: FICTION: SCIENCE (6 texts) 
N: FICTION: ADVENTURE (29 texts) 
P.FICTION: ROMANCE (29 texts) 
R. HUMOR (9 texts)
J. LEARNED (80 texts) 
K: FICTION: GENERAL (29 texts) 
L: FICTION: MYSTERY (24 texts) 
M: FICTION: SCIENCE (6 texts) 
N: FICTION: ADVENTURE (29 texts) 
P.FICTION: ROMANCE (29 texts) 
R. HUMOR (9 texts)
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Los recursos
• Corpora anotada semánticamente
– DSO
• Inglés
• Frases extraídas del Brown Corpus y del Wall
Street Journal
• Anotado con WN1.5 (versión “no oficial”)
– cada archivo contiene ejemplos (oraciones) de una 
palabra concreta (artN, churchN, beV…)
– sólo está anotada una palabra por frase
– nombres y verbos
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Los recursos
• Corpora anotada semánticamente
– Senseval
• Inglés, español, catalán, euskera, italiano, checo... 
• Conjuntos de entrenamiento y test
• Fuentes diversas (depende del idioma)
• Anotación también diversa (WN, Minidir)
• Múltiples formatos, con y sin análisis, ...
• Problemas variados de desambiguación léxica
– Muestra léxica (lexical-sample): estilo DSO
– Texto completo (all-words): estilo Semcor
– otros
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Los recursos
• Preparar los datos
– Por qué es necesario analizar
The noun plant has 4 senses (first 3 from tagged texts) ( WordNet )
1. (338) plant, works, industrial plant -- (buildings for carrying on industrial labor; "they built a large plant to manufacture automobiles")
2. (207) plant, flora, plant life -- (a living organism lacking the power of locomotion)
3. (2) plant -- (something planted secretly for discovery by another; "the police used a plant to trick the thieves"; "he claimed that the evidence 
against him was a plant")
4. plant -- (an actor situated in the audience whose acting is rehearsed but seems spontaneous to the audience)
The verb plant has 6 senses (first 3 from tagged texts)
1. (8) plant, set -- (put or set (seeds or seedlings) into the ground; "Let's plant flowers in the garden")
2. (2) implant, engraft, embed, imbed, plant -- (fix or set securely or deeply; "He planted a knee in the back of his opponent"; "The dentist 
implanted a tooth in the gum")
3. (1) establish, found, plant, constitute, institute -- (set up or lay the groundwork for; "establish a new department")
4. plant -- (place into a river; "plant fish")
5. plant -- (place something or someone in a certain position in order to secretly observe or deceive; "Plant a spy in Moscow"; "plant bugs in the 
dissident's apartment")
6. plant, implant -- (put firmly in the mind; "Plant a thought in the students' minds")
¡es más fácil diferenciar entre 
4 que entre 10!
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Los recursos
• Preparar los datos
– Por qué es necesario analizar
We we PRP 
need need VBP 
seeds seed NNS 
if if IN 
we we PRP 
want want VBP 
to to IN 
get get VBP 
plants plant NNS
We need seeds if we want to get plants
lema
categoría (nombre)
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Los recursos
• Preparar los datos
– Por qué es necesario analizar
ca05.db #063 He explained that by law the council must establish procedures for a vote on the issue within 60 days 
after the board of canvassers completes its >> work 1 << .
ca07.db #031 Graft in the construction of highways and other public >> works 5 << has brought on state and 
Federal investigations .
ca10.db #017 Private business is more effective than government aid , he explained , because individuals are able to 
>> work 2 << with the people themselves .
ca10.db #019 Martin said the government has been >> working 18 << to establish firmer prices on primary 
products which may involve the total income of one country .
ca11.db #017 Whitey Herzog , performing in right as the Orioles fielded possibly their strongest team of the spring , 
>> worked 7 << Keegan for a base on balls .
ca14.db #006 Gauer >> works 2 << with the ends .
¿4 clasificadores?
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Los recursos
• Preparar los datos
– Por qué es necesario analizar
ca05.db #063 He explained that by law the council must establish procedures for a vote on the issue within 60 days after the board of 
canvassers completes its >> work:workN 1 << .
ca07.db #031 Graft in the construction of highways and other public >> works:workN 5 << has brought on state and Federal 
investigations .
ca10.db #017 Private business is more effective than government aid , he explained , because individuals are able to >> 
work:workV 2 << with the people themselves .
ca10.db #019 Martin said the government has been >> working:workV 18 << to establish firmer prices on primary products 
which may involve the total income of one country .
ca11.db #017 Whitey Herzog , performing in right as the Orioles fielded possibly their strongest team of the spring , >> 
worked:workV 7 << Keegan for a base on balls .
ca14.db #006 Gauer >> works:workV 2 << with the ends .
2 clasificadores (mejor que 1)
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Los recursos
Preparar los datos
• Por qué es necesario analizar
• palabras compuestas
1. (49) art, fine art -- (the products of human creativity; works of art 
collectively; "an art exhibition"; "a fine collection of art")
2. (15) art, artistic creation, artistic production -- (the creation of beautiful 
or significant things; "art does not need to be innovative to be good"; "I was 
never any good at art"; "he said that architecture is the art of wasting space 
beautifully")
3. (7) art, artistry, prowess -- (a superior skill that you can learn by study 
and practice and observation; "the art of conversation"; "it's quite an art")
4. (3) artwork, art, graphics, nontextual matter -- (photographs or other 
visual representations in a printed publication; "the publisher was 
responsible for all the artwork in the book")
1. (49) art, fine art -- (the products of human creativity; works of art 
collectively; "an art exhibition"; "a fine collection of art")
2. (15) art, artistic creation, artistic production -- (the creation of beautiful 
or significant things; "art does not need to be innovative to be good"; "I was 
never any good at art"; "he said that architecture is the art of wasting space 
beautifully")
3. (7) art, artistry, prowess -- (a superior skill that you can learn by study 
and practice and observation; "the art of conversation"; "it's quite an art")
4. (3) artwork, art, graphics, nontextual matter -- (photographs or other 
visual representations in a printed publication; "the publisher was 
responsible for all the artwork in the book")
1. gallery, art gall ry, picture gall ry -- (a room or series of 
rooms where works of art are exhibited)
1. gallery, art gallery, picture gallery -- (a room or series of 
rooms where works of art are exhibited)
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Los recursos
Preparar los datos
• Por qué es necesario analizar
• entidades con nombre
The Fulton County Grand Jury said Friday...
The Fulton_County_Grand_Jury said Friday...<<orga izació >>
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Métodos mixtos
• La conjunción de varios sistemas y 
métodos
• Supervisados y no supervisados
• Mediante votación, preferencias, secuencias, meta-
aprendizaje …
• Se busca favorecer las virtudes de cada método, y 
disminuir el efecto de sus defectos o carencias
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x,s2
Métodos mixtos
esquemas
• Votación por mayoría
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clasificador1
x
ejemplos clasificador2
clasificador3 x,s2
x,s2
x,s1
votación
mA
mB
mC
a1
a2
a3
mÉTODO
aTRIBUTOS
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x,s1
Métodos mixtos
esquemas
• Votación ponderada
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clasificador1
x
ejemplos clasificador2
clasificador3 x,s2
x,s2
x,s1
votación
mA
mB
mC
a1
a2
a3
0,15
mÉTODO
aTRIBUTOS
0,75
0,10
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z,s1
Métodos mixtos
esquemas
• Metaaprendizaje
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clasificador1
x,s1
y,s2
ejemplos clasificador2
clasificador3 (x,s2)mal
(y,s1)mal
(x,s2)mal
(y,s2)bien
(x,s1)bien
(y,s1)mal
m
etaclasificador
z
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cla (s1,s2)
cla-(s2,s3)
cla-(s1,s3)
Métodos mixtos
esquemas
• Liga (aprendizaje)
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e1-s1
e2-s1
e3-s2
e4-s3
e5-s3
e6-s3
clases: s1 s2 s3 
e1-s1
e2-s1
e3-s2
e3-s2
e4-s3
e5-s3
e6-s3
e1-s1
e2-s1
e4-s3
e5-s3
e6-s3
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x,s1
x,s1
Métodos mixtos
esquemas
• Liga
Introducción 
Clasificación de métodos de AA 
AA basado en corpus textuales 
Aproximaciones a las tareas de las TLH 
Un caso práctico: resolución de la ambigüedad léxica 
cla (s1,s2)
x
nuevos cla-(s2,s3)
cla-(s1,s3)
x,s2
x,s1
clases: s1 s2 s3 
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x,s5
x,s1
x
x,s8
x,s5
x,s5
Métodos mixtos
esquemas
• Eliminatorias
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cla (s1,s2)
x
nuevos
cla-(s3,s4)
cla-(s5,s6)
x,s4
x,s1
clases: s1 s2 s3 
s4 s5 s6 s7 s8
cla-(s7,s8)
cla (s1,s4)
cla-(s5,s8)
x
cla-(s1,s5)
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Semisupervisados
• Metodos iterativo-incrementales (bootstrapping)
– Cuello de botella en la adquisición de 
conocimiento
• Pocos corpus, pequeños, no para todos los idiomas
• Dificultad en la anotación manual
– Etiquetar un pequeño conjunto de ejemplos 
de forma manual
– El resto de forma automática e iterativa
– Empíricamente, mayor precisión
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no 
anotado
Futuros
• Bootstrapping
ejemplos no 
anotado
clasificar
aprender
no 
anotado
no 
anotadoejemplosejemplosejemplos
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Reentrenamiento
• co-training (Blum&Mitchell,1998)
• 2 clasificadores (dos “vistas”) binarios
– 2 clases: positivo y negativo
• Semilla de ejemplos anotados
• Cada iteración alimenta a la siguiente con un 
número preestablecido de nuevos ejemplos 
negativos y positivos 
• Mayor precisión en la clasificación, pero
• degradación creciente a medida que el proceso 
itera
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X1#pos
X2#neg
X3#pos
X4#neg
E1#pos
E2#neg
X1#pos
X2#neg
X3#pos
X4#neg
Co-training
Aprendizaje-
Clasificación1
E1#pos
E2#neg
Aprendizaje-
Clasificación2
X1#?
X2#?
X3#?
X4#?
X5#?
X6#?
…
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Co-training
Aprendizaje-
Clasificación1
E1#pos
E2#neg
X1#pos
X2#neg
X3#pos
X4#neg
Aprendizaje-
Clasificación2
X5#?
X6#?
…
… …
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Futuros
• Aprendizaje activo
•No cantidad de ejemplos sino calidad
• Clases semánticas
•Agrupación de los sentidos de las palabras en 
conceptos más generales (medicina, deporte, 
finanzas …)
• Aplicación
•búsqueda de respuestas, recuperación de 
información, web semántica …
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Conclusiones
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Conclusiones
• Aprendizaje automático y PLN
– la disponibilidad creciente de recursos, las 
necesidades actuales y previsibles, hacen casi 
imprescindible este enfoque
– el cuello de botella está, realmente, en la 
disponibilidad de conjuntos de ejemplos lo 
suficientemente grandes y correctamente 
etiquetados
– Hay métodos más o menos adecuados para 
cada tarea pero no es lo más importante
•definir bien la tarea, ejemplos, compromiso 
eficiencia-eficiacia
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Conclusiones
• Ventajas
– aplicación general
– fundamentación matemática
– modelos comprensibles
– reusabilidad
– disponibilidad de software y datos
– interés general exponencialmente creciente
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