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The High Dynamic Range (HDR) technique involves capturing the same scene multiple times with different exposure 
values and produces an output image with more dynamic range. Instead of doing all processing in RGB color space, we 
proposed to do it in Luminance Chrominance Gradient colour space, which results the output images to be more natural and 
pleasant to perceive with less noise. This experiment was evaluated and analysed with BAR and AEE1 methods and the 
results are compared. We showed that, our LCGHDR method is computationally efficient and able to remove any colour 
distortions originated from the RGB color channel. 
Keywords: Exposure, Exposure Fusion, High Dynamic Range, Luminance-Chrominance-Gradient HDR 
Introduction 
In this paper, a Luminance-Chrominance-Gradient 
High Dynamic Range (LCGHDR) is used for the 
effective HDR imaging technique and to reduce noise 
in the image. It extracts the Luminance, chrominance 
and gradient value from the images from the different 
exposure image and gives the image a proper 
exposure. The proposed HDR method is compared 
with other state-of-art technique for the evaluation 
purpose in the manner of efficiency and SNR.  
The proposed method showed higher performance 
compared to the other methods. 
 
Proposed Method 
Luminance, chrominance and gradient features of 
images are taken as an input for this paper. Exposure 
fusion technique is developed based on these features 
and it provides the image with the proper luminance. 
This technique requires only two input images of 
higher and lower exposure. The real-world scene has 
the dynamic range of the eight orders of magnitude, 
whereas conventional digital imaging system has two 
orders in common
2
. The multiple image of the same 
scene with the different exposure can provide the 
needed information about the image, because different 
exposure of the image gives the different data
3
. 
Images with different exposures are captured to cover 
the dark and bright details of the scene
4,5
. The basic 
method is to capture simultaneously with the different 
exposures of the same scene
6,7
. The exposure time of 
the camera depends on the lens aperture, shutter 
speed, and ISO levels; the exposure time controls the 
intensity of the light incident on the image sensor 
8,9
. 
The long exposure time capture the dim details, 
whereas the bright area details captured using the 
short exposure time
10
. The performance is measured 
and is compared with other existing systems, this is 
discussed in the results and discussion section. The 
illustration of the dataset and algorithm of this method 
is given below. 
 
Algorithm: LCGHDRInput: series of differently 
exposed images of same scene 
 
output: High dynamic Range image  
i. Start 
ii. Capture the image with high exposure 
iii. Calculate the mean value of the highly exposed 
image 
iv. Capture the image with low exposure 
v. Calculate the mean value of the lower exposed 
image 
vi. Check whether the scenario is under exposure, 
over exposure or proper exposure using the 
mean luminance value of the image. The mean 
luminance value of the image is 0 to 100 is 
under exposed, 100 to 150 is properly exposed 
and 150 above is over exposed. 
a. If the scenario is under or over exposed, apply 
LCGHDR method to calculate the proper 
illuminated value and go to step 6. 
————— 
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The luminance, the two chrominance components 
and gradient are denoted as 𝑌,𝑈,𝑉 𝑎𝑛𝑑 𝐺, 
respectively. Let 𝑧 = [𝑧𝑅 , 𝑧𝐺 , 𝑧𝐵] be an image in the 
RGB space and 𝜁 = [𝜁𝑌 , 𝜁𝑈 , 𝜁𝑉 , 𝜁𝐺] is the same images 
in the luminance, chrominance and gradient space. 
The Roman letters to images in RGB and 
corresponding Greek letters to denote images in the 
luminance, chrominance and gradient manner). The 
transformation of the image from the RGB to the 
manner of luminance, chrominance and gradient is 
defined in the matrix form as 𝜁 = 𝑧𝐴, where A is the 
matrix normalized in such a way that if 𝑧 − ∈
[0,1]3, then 𝜁 − ∈  0,1 × [−0.5, 0.5]2. The hue and 




𝑆 =  (𝜁𝑈)2 + (𝜁𝑉)2, respectively.Consider a set of 




𝐺], 𝑖 = 1,… ,𝑁 in the 
luminance-chrominance-gradient space, captured with 
different exposure time ∆𝑡𝑖  and with LDR, assuming 
𝜁 𝑥 ∈  0,1 × [−0.5, 0.5]2, where 𝑋 = [𝑥1 ,𝑥2] is a 
pixel coordinate. The aim is to obtain the single HDR 
image 𝜁 = [𝜁 𝑌 , 𝜁 𝑈 , 𝜁 𝑉 , 𝜁 𝐺] in the same color space.  
In our setting, the luminance, chrominance and 
gradient channels measured and processed separately. 
 
Luminance component composition 
The multiple images captured from the same scene 
with the different exposure times used to calculate the 
luminance channel. The sufficient number of pixels is 
taken with increasing monotonically values between 
under and over-exposure images. Using these pixels, 
the camera response function is fitted and applied an 
SVD solver. In this research, 100 pixels considered as 
sufficient for most cases. The camera response 
measured only once and used for the input values as 
linearization in all HDR compositions of the same 
device. The HDR luminance component calculated by 
a pixel wise weighted average of input luminance and 
as a weighting function, Gaussian function 𝜔𝑌 with a 
mean of 0.5 and a standard deviation of 0.2 thus 
ensuring a smaller impact of the under or over-
exposed pixels. The calculation of the logarithmic 
HDR luminance obtained as: 
 
ln 𝜁 𝑌 𝑥 =
 𝜔𝑌 (𝜁𝑖
𝑌  𝑋 )(𝑔 𝜁𝑖




𝑌  𝑥 )𝑁𝑖=1
 … (1) 
 
From the Eq. (1), 𝑔 is the camera response function 
and the value of the HDR luminance is measured in 
the logarithmic scale. After applying the natural 
exponential, the resulting values are positive, 
normally spanning [10−4104] thus being truly HDR. 
There is no camera response required for the 
chrominance components and the color saturation is 
taken for the weight the chrominance. If the value of 
the color saturation is high in the image, then the 
more pixel contains valuable chromatic information 
and the weight is also higher. The chromium feature 
is chosen for the reason of its values is saturated when 
a pixel is over- or under-exposed than value of pixel 
is correctly exposed. More specifically, 𝜔𝑈𝑉 𝑆 =
𝑆𝛼 , where 𝛼 > 1. In this method, we found that 
𝛼 = 1.5 is a good choice. To guarantee the color 
preservation, the same weight is used for the both 
chromatic components and compose any chromatic 
component 𝐶 ∈ {𝑈,𝑉} as 
 
𝜁 𝐶 𝑥 =
 𝜔𝑈𝑉 (𝑆𝑖 𝑥 )𝜁𝑖
𝐶(𝑥)𝑁𝑖=1
 𝜔𝑈𝑉 (𝑆𝑖 𝑥 )
𝑁
𝑖=1
, … (2) 
 
Where 𝑆𝑖  denotes the saturation of 𝜁𝑖 . Bearing a 
convex combination of the input chrominances, the 
range of 𝜁 𝐶(𝑥) is again in [−0.5, 0.5]. The distinct 
pixel value possible number is higher than in the 
original source sequence. 
 
Gradient value of the image 
The weighted map of the gradient information is 
generated for static and dynamic scenes and similarly 
to Canny detection, the first derivatives of 2-D 
Gaussian filter 𝑔(𝑥,𝑦;𝜎𝑑) in the x- and y- directions 
to extract the gradient information is given by 
the 𝐼𝑥
𝑖 (𝑥,𝑦)11and 𝐼𝑦
𝑖 (𝑥,𝑦)11 which are the partial 
derivatives of image 𝐼𝑖(𝑥,𝑦) along the x- and  
y- directions, respectively. Standard deviation 𝜎𝑑  is 
set to two pixels in the experiments and the gradient 
magnitude reflects the maximum change in pixel 
values, whereas the angle points out the direction 
corresponding to the maximum change. These two 
components calculated in the following equations: 
 
𝜁 𝐺(𝑥,𝑦) =  |𝐼𝑦
𝑖  𝑥,𝑦 |2 + |𝐼𝑥
𝑖  𝑥,𝑦 |2 … (3) 
 
The illuminance, chrominance and the gradient values 
used to develop the tone mapping and this provide the 
image with proper illumination. The brief description 




A luminance range reduction operator as 𝑇 and 
define its output, the reduced-range luminance image, 
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as 𝜁  𝑥 ∈  0,1 . This is the most effective approach in 
term of the chromatic channels. The sRGB gamut 
does not allow the rendering of the very dark or very 
bright and saturated colours, which is present in the 
real scenes and captured in the HDR images. 
Therefore, there is a need for a chromatic feature and 
hue intact while sacrificing saturation in order to fit 
into the sRGB gamut. Introducing a scaling factor 𝛿 
for the two chrominances will scale down the 
saturation and not change the hue. The scheme uses to 
guarantee legal sRGB values embedded in the color 
space transformation itself and described as follows. 
Let 𝐵 = 𝐴−1 be the luminance, chrominance and
gradient to RGB transformation matrix and 
define the gray (achromatic) image and its 
chromatic complement image in RGB space 
by𝑍 𝑔𝑟𝑎𝑦  𝑥 ,𝑍𝑐𝑕𝑟𝑜𝑚  𝑥 ,𝑍 𝑔𝑟𝑎𝑑 (𝑥)
11 
Remark that
𝑍 𝑔𝑟𝑎𝑦 (𝑥) is truly a gray image because in RGB to
luminance, chrominance and gradient transforms 
𝑏1,1 = 𝑏1,2 = 𝑏1,3. Look for a map 𝛿 ≥ 0 such that
𝑍  𝑥 = 𝑍 𝑔𝑟𝑎𝑦  𝑥 + 𝛿 𝑥 𝑍𝑐𝑕𝑟𝑜𝑚  𝑥  0,1 
3 + 𝑍 𝑔𝑟𝑎𝑑  𝑥 












𝑅  𝑥 < 0





𝑅  𝑥 > 0
1 𝑖𝑓 𝑧𝑐𝑕𝑟𝑜𝑚
𝑅  𝑥 = 0
… (4) 
Where 𝛿𝑔  𝑎𝑛𝑑 𝛿𝐵  are defined analogously. Thus, 𝛿 is
the largest one, which allows the condition (1) to 
hold. It is easy to realize that the hue of 𝑍 (𝑥) is not 
influenced by 𝛿, whereas the saturation is measured 
proportionally to it. The low dynamic range image 
𝑍 (𝑥) has colours which consists of same hue as those 
in the HDR image 𝜁  and which are desaturated a little, 
as it needed to fit within the sRGB gamut. 
The fused image can be defined in luminance, 
chrominance, and gradient space as 𝜁  𝑥 11 The
luminance, chrominance and gradient image 𝜁  can be 
compressed and stored directly with an arbitrary method 
and for display transformed into RGB using the matrix 
B. This method evaluated and its performance presented
in the experimental result section.
Results & Discussion 
The experiment is conducted in the software of 
MATLAB (R2017b) with the system specification of 
4GB of RAM and 3.0 GHz processor. Efficiency 
analysis is done in the same environment for all the 
methods. The input images are collected from 
database available in HDR photographic survey 
website
2
. The value of iteration was set at 50 and 
average time taken for each method is calculated. The 
output obtained is a properly illuminated image and 
that image took for the evaluation. This method was 
evaluated in terms of efficiency and Signal to Noise 
ratio (SNR). The other existing methods were also 
processed in the same dataset and compared it with 
the proposed method. The database has the same 
images with different illumination and it consists of 
the few sets of images. Each set of images have the 
fifteen similar images captured with different 
exposures. The HDR techniques used for the 10 set of 
images and obtain the image with proper illumination. 
The input images obtained from the dataset and there 
are 106 images used as an input image for evaluation. 
The feature values such as luminance, chrominance 
and gradient values extracted from the images. The 
tone map was constructed based on the feature value 
and it provided the proper illumination measure.  
Performance evaluation in HDR Photographic Survey 
database 
The BAR and AEE
1
 were compared with the 
LCGHDR to show the performance in a number of 
shots, percentage of lost and Time efficiency 
(Table 1). The proposed method showed higher 
Table 1 — Comparison of BAR, AEE and LCGHDR 
Number of 
scene 






1 BAR 3 1.61 0.301 
AEE 2 1.61 0.025 
LCGHDR 2 1.61 0.014 
2 BAR 3 0 0.301 
AEE 2 0 0.101 
LCGHDR 2 0 0.85 
3 BAR 3 0 0.301 
AEE 2 0 0.04 
LCGHDR 2 0 0.021 
4 BAR 3 0 0.301 
AEE 2 0 0.05 
LCGHDR 2 0 0.032 
5 BAR 3 0 0.301 
AEE 2 0 0.034 
LCGHDR 2 0 0.015 
6 BAR 3 0 0.301 
AEE 2 0 0.025 
LCGHDR 2 0 0.012 
7 BAR 3 0 30.282 
AEE 2 0 13.067 
Proposed 
LCGHDR 
2 0 11.042 




performance in terms of the time compared to the 
other two methods (BAR and AEE). The BAR 
method requires three shots of the picture and, AEE, 
LCGHDR consider the two numbers of shots. Some 
of the capture have the lost values that are equal to 
zero. The LCGHDR method requires only a two 
capture of images and less time for the HDR imaging. 
The ten scenes were captured in total and there are  
15 images with different illumination used for HDR 
imaging. The BAR method needs 218.734 seconds for 
the 96 images and AEE method took total 81 images 
in 139.869 seconds. The proposed method requires 
124.594 seconds for the 81 images. 
 
Conclusion 
Now a day's HDR techniques are highly used in the 
Smartphone cameras. The HDR imaging generally has 
the problem of low efficiency due to the process of 
capturing multiple images and analyse for better 
illumination. The aim of this paper is to propose the 
technique for the HDR imaging with more efficiency. 
LCGHDR techniques require less captures for the 
function of HDR, which helps in reduction of the 
performance time. The proposed method outperformed 
the existing methods in the terms of efficiency and SNR.  
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