Abstract. Let Γ be the group GL N (O D ), where O D is the ring of integers in the imaginary quadratic field with discriminant D < 0. In this paper we investigate the cohomology of Γ for N = 3, 4 and for a selection of discriminants: D ≥ −24 when N = 3, and D = −3, −4 when N = 4. In particular we compute the integral cohomology of Γ up to p-power torsion for small primes p. Our main tool is the polyhedral reduction theory for Γ developed by Ash [4, Ch. II] and Koecher [18] . Our results extend work of Staffeldt [29] , who treated the case n = 3, D = −4. In a sequel [11] to this paper, we will apply some of these results to the computations with the K-groups K 4 (O D ), when D = −3, −4.
1. Introduction 1.1. Let F be an imaginary quadratic field of discriminant D < 0, let O = O D be its ring of integers, and let Γ be the group GL N (O). The homology and cohomology of Γ when N = 2 -or rather its close cousin the Bianchi group PSL 2 (O) -have been well studied in the literature. For an (incomplete) selection of results we refer to [21, 22, 5, 23, 31, 24, 10] . Today we have a good understanding of a wide range of examples, and one can even compute them for very large discriminants (cf. [33] ). For N > 2, on the other hand, the group Γ has not received the same attention. The first example known to us is the work of Staffeldt [29] . He treated the case N = 3, D = −4 with the goal of understanding the 3-torsion in
The second example is [8] , which investigates the case of the groups GL(L) for L an O-lattice that is not necessarily a free O-module. This allows the authors to compute the Hermite constants of those rings in case D ≥ −10 and rank(L) ≤ 3. Our methods apply as well to the non-free case, and the corresponding cohomology computations would be useful when investigating automorphic forms over number fields that are not principal ideal domains (cf. [30, Appendix] for more about the connection between cohomology of arithmetic groups and automorphic forms).
In this paper we rectify this situation somewhat by beginning the first systematic computations for higher rank linear groups over O. In particular investigate the cohomology of Γ for N = 3, 4 and for a selection of discriminants: D ≥ −24 when N = 3, and D = −3, −4 when N = 4. We explicitly compute the polyhedral reduction domains arising from Voronoi's theory of perfect forms, as generalized by Ash [4, Ch. II] and Koecher [18] . This allows us to compute the integral cohomology of Γ up to p-power torsion for small primes p. In a sequel [11] to this paper, we will apply some of these results to computations with the K-groups K 4 (O D ), when D = −3, −4.
1.2.
Here is a guide to the paper (which closely follows the structure of the first five sections of [14] ). In Section 2 we recall the explicit reduction theory we need to build our chain complexes to compute cohomology. In Section 3 we define the complexes, and explain the relation between what we compute and the cohomology of Γ. In Section 4 we describe a "mass formula" for the cells in our tessellations that provides a strong computational check on the correctness of our constructions. In Section 5 we give an explicit representative for the nontrivial class in the top cohomological degree; this construction is motivated by a similar construction in [14, 13] . Finally, in Section 6 we give the results of our computations.
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The polyhedral cone
Fix an imaginary quadratic field F of discriminant D < 0 with ring of integers O = O D and define the element
. Throughout we fix a complex embedding F ֒→ C and consistently identify F with its image in C. We also extend this identification to vectors and matrices with coefficients in F .
2.1. Hermitian forms. Let H N (C) denote the N 2 -dimensional real vector space of N × N Hermitian matrices with complex coefficients. Using the chosen complex embedding of F we can view H N (F ), the Hermitian matrices with coefficients in F , as a subset of H N (C). Moreover this embedding allows us to view H N (C) as a Q-vector space such that the rational points of H N (C) are exactly H N (F ). Define a map q : O N → H N (F ) by the outer product q(x) = xx * , where * denotes conjugate transpose (with conjugation being the nontrivial complex conjugation automorphism of
Define the non-degenerate bilinear pairing
by A, B := Tr(AB). For x ∈ O N (identified with its image in C N ) one can easily verify that (2) A[x] = Tr(Aq(x)) = A, q(x) . It should be emphasized that these notions depend on the fixed choice of the imaginary quadratic field F . Since q(O N ) is discrete in H N (C) and the level sets q(x) = C are compact, the minimum for each A is attained by only finitely many minimal vectors.
From (2), we see that each vector v ∈ O N gives rise to a linear functional on H N (C) defined by q(v). Definition 2.2. We say a Hermitian form A ∈ C N is a perfect Hermitian form over F if
From Definition 2.2 it is clear that a form is perfect if and only if it is uniquely determined by its minimum and its minimal vectors. Equivalently, a form A is perfect when M (A) determines A up to a positive real scalar. It is convenient to normalize a perfect form by requiring that m(A) = 1, and we will do so throughout this paper. A priori there is no reason to expect that every perfect form (up to rescaling) can be realized as an F -rational point in H n (C); indeed, when one generalizes these concepts to general number fields this is too much to expect (cf. [15] ). However for imaginary quadratic fields this rationality property does hold: Let G be the reductive group over Q given by the restriction of scalars Res F/Q (GL N ).
where g ∈ GL N (C) and A ∈ C * N ; one can easily verify that this action preserves C N . Let
0 be the identity component of the group of real points of the split radical of G. Then H ≃ R + , and as a subgroup of G(R) acts on C * N by positive real homotheties. Voronoi's work [32] , generalized by Ash [4, Ch. II] and Koecher [18] shows that there are only finitely many perfect Hermitian forms over F modulo the action of GL N (O) and H. 
Endow X * N with the CW-topology [17, Appendix] . If τ is a closed cell in X * N and A is a perfect form with τ ⊂ σ(A), we let M (τ ) denote the set of vectors v ∈ M (A) such that q(v) ∈ τ . The set M (τ ) is independent of the (possible) choice of A. Then τ is the image in X * N of the cone C τ generated by {q(v) | v ∈ M (τ )}. For any two closed cells τ and
N be the (infinite) union of all cones C σ such that σ ∈ X * N has nontrivial intersection with X N . One can verify that the stabilizer of C σ in GL N (O) is equal to the stabilizer of σ. By abuse of notation, we write M (C σ ) as M (σ).
The collection of conesΣ was used by Ash [1, 2] to construct the well-rounded retract, a contractible N 2 − N dimensional cell complex W on which GL N (O) acts cellularly with finite stabilizers of cells. More precisely, a nonzero finite set M ⊂ O N is called well-rounded if the C-span of M is C N . For a well-rounded subset M , let σ(M ) denote the set of forms A ∈ C N with M (A) = M and m(A) = 1. It is easy to prove that if σ(M ) is non-empty then it is convex and thus topologically a cell. The well-rounded retract is then defined to be
The space W is dual to the decomposition of X N in a sense made precise in Theorem 2.7 below. For instance when N = 2 and F = Q, X can be identified with the upper half-plane H = {x+iy | y > 0}. The Voronoi tessellation is the tiling of H by with the SL 2 (Z)-translates of the ideal geodesic triangle with vertices {0, 1, ∞}. The well-rounded retract is the dual infinite trivalent tree (see Figure 1) .
Proof. This is proved by McConnell in [19, Theorem 2.11] when F = Q, and we mimic his proof to yield the analogous result for imaginary quadratic fields. Let M = M (C σ ) denote the spanning vectors of C σ . Suppose M is not well-rounded. Then M does not span C N , and so there exists a non-zero vector w ∈ C N such that vw * = 0 for all v ∈ M . Then each θ ∈ C σ can be written as a non-zero Hermitian form θ = v∈M a v q(v), where a v ≥ 0. It follows that
where | · | is the usual norm on C N . In particular, θ is not positive definite, contradicting the assumption that C σ ∈Σ.
that is inclusion-reversing on the face relations.
Proof. It suffices to prove that a well-rounded subset
Thus it remains to show that σ(M ) is non-empty. We do so by constructing a form B ∈ σ(M ) with M (B) = M (C σ ). Since C σ ∈Σ, there is a perfect form A such that C σ is a face of the cone S A = π −1 (σ(A)). Furthermore, C σ can be described as the intersection of S A with some supporting hyperplane {θ | H, θ = 0} for some H ∈ H N (C). It follows that
, a standard argument for Hermitian forms shows that for sufficiently small positive ρ, B is positive definite,
and we are done. Otherwise, we can use the generalization of an algorithm of Voronoi [12] to find a perfect form A such that
Thus the hyperplane {θ | H, θ = 0} is a supporting hyperplane for the subset of 
is an isomorphism of groups, so the duality between W mod Γ and Σ * in Theorem 2.7 allows us to work with Σ * and its stabilizer subgroups as if we were working with a proper, contractible GL N (O)-complex. This fact will be used later to compute the mass formula ( §4).
The cohomology and homology
The material in this section follows [14, §3] , [28, §2] , and [3] , all of which rely on [9] . Recall that Γ = GL N (O). In this section, we introduce a complex Vor N,D = (V * (Γ), d * ) of Z[Γ]-modules whose homology is isomorphic to the group cohomology of Γ modulo small primes. More precisely, for any positive integer n let S n be the Serre class of finite abelian groups with orders only divisible by primes less than or equal to n [25] . Then the main result of this section (Theorem 3.7) is that, if n = n(N, D) is larger than all the primes dividing the orders of finite subgroups of Γ, then modulo S n the homology of Vor N,D is isomorphic to the group cohomology of Γ.
As above let Σ * n = Σ * n (Γ) denote a finite set of representatives, modulo the action of Γ, of n-dimensional cells of X * N which meet X N . A cell σ is called orientable if every element in Stab(σ) preserves the orientation of σ. By Σ n = Σ n (Γ) we denote the set of orientable cells in Σ * n (Γ) Let Σ * = ∪ n Σ * n and let Σ = ∪ n Σ n . 
that implies that we can understand the group cohomology by understanding the Steinberg homology and the Farrell cohomology. In particular, if the Farrell cohomology vanishes, (which is the case when the torsion primes in Γ are invertible in M , see [9, IX.9 et seq.]), then the Steinberg homology is exactly the group cohomology
. We now specialize to the case M = Z with trivial Γ-action, and in the remainder of this section omit the coefficients from homology and cohomology groups. Note that the well-rounded retract W is an (N 2 − N )-dimensional proper and contractible Γ-complex. 
3.2. The Voronoi complex. Let V n (Γ) denote the free abelian group generated by Σ n (Γ). 
where Z σ is the orientation module for σ. When σ is not orientable the homology H 0 (Stab(σ), Z σ ) is killed by 2. Otherwise, Proof. Let A be a perfect Hermitian form over F . Then σ(A) ∩ X(V ) is the perfect cone of the intersection M (A) ∩ V ⊥ , where V ⊥ is the orthogonal complement to V in F N . It follows that X(V ) is a sub-CW-complex of X * N . Now we show that X(V ) is contractible. Since X(V ) has the same homotopy type as X(V ), it is enough to prove that X(V ) is contractible. For this it suffices to prove that the CW-topology on X(V ) coincides with its usual topology, since X(V ) in this topology is clearly contractible (because it is convex). To prove this, we argue that the covering of X(V ) by the closed sets of the form σ(A) ∩ X(V ), where A is perfect, is locally finite.
Given any positive definite Hermitian form A, let A ⊥ be its restriction to the real space V ⊥ R = V ⊥ ⊗ Q R. Then X(V ) is isomorphic to the symmetric space for the group Aut(V ⊥ R ) via the map A → A ⊥ . If γ ∈ Γ satisfies γ · X(V ) ∩ X(V ) = ∅, then in fact γ stabilizes V . Let P ⊂ Γ be the stabilizer of V and let α :
be the projection map. Then the set of cells σ(A) ∩ X(V ), as A ranges over the perfect Hermitian forms, is finite modulo
To conclude the argument one uses Siegel sets; we refer to [7] for their definition and to [4, Ch. II] for their properties in our setting. Given any point x ∈ X(V ), one can find an open set U ∋ x and a Siegel set S such that S ⊃ U . Furthermore, any cell of the form σ(A) ∩ X(V ) is itself contained in another Siegel set S ′ . Thus if U meets γ(σ(A) ∩ X(V )) for γ ∈ Γ ′ , we must have that γ · S ′ meets S. But this is only possible for finitely many γ by the standard properties of Siegel sets. Thus the covering of X(V ) by the closed sets of the form σ(A) ∩ X(V ) (A perfect) is locally finite, which completes the proof. 
Proof. Since X * N is contractible, the long exact sequence for the pair (X * by X(V ) as V ranges over non-zero, proper subspaces of F N is the spherical Tits building T F,N . Since each X(V ) in U is contractible by Lemma 3.4, the cover U is a good cover (i.e., non-empty finite intersections are diffeomorphic to R d for some d). It follows that the relative homology groups are isomorphic, i.e.H n (∂X * N ) ≃H n (T F,N ). By the Solomon-Tits theorem [26] , the latter is isomorphic to St Γ if n = N − 2 and is trivial otherwise. Proposition 3.6. For all n, we have
Proof. There is a spectral sequence [28, equation (2)] computing the relative equivariant homology
. Proposition 3.5 implies the E 2 page of the spectral sequence is concentrated in the q = N − 1 column. Then 
3.4. Torsion elements in Γ. To finish this section we discuss the possible torsion that can arise in the stabilizer subgroups of cells in our complexes. This allows us to make the bound in Theorem 3.7 effective.
Lemma 3.8. Let p be an odd prime, and let F/Q be a quadratic field. Let 
, then F is the unique quadratic subfield of Q(ζ p ). It follows that Φ p factors over F as a product of irreducible polynomials of degree
Lemma 3.9. Let p be an odd prime, and let F/Q be a imaginary quadratic field. If g ∈ GL N (F ) has order p, then
Proof. If p ≡ 1 mod 4, then p * > 0. In particular, F = Q( √ p * ) and so by Lemma 3.8, Φ p is irreducible over F . Then the minimal polynomial of g is Φ p . By the Cayley-Hamilton Theorem, Φ p divides the characteristic polynomial of g.
Lemmas 3.8 and 3.9 immediately imply the following: Proposition 3.10. If g ∈ GL 3 (O F ) has prime order q, then q ∈ {2, 3, 7} for F = Q( √ −7) and q ∈ {2, 3} otherwise. If g ∈ GL 4 (O F ) has prime order q, then q ∈ {2, 3, 5, 7} for F = Q( √ −7) and q ∈ {2, 3, 5} otherwise.
In Tables 1-12 we give the factorizations of the orders of the stabilizers of the cells in Σ * .
A mass formula for the Voronoi complex
The computation of the cell complex is a relatively difficult task and there are many ways that small mistakes in the computation could cause the final answer to be incorrect. Hence it is very important to have checks that allow us to give strong evidence for the correctness of our computations. One is that the complexes we construct actually are chain complexes, namely that their differentials square to zero. Another is the mass formula, stated in Theorem 4.6. According to this formula, the alternating sum over the cells of Σ * of the inverse orders of the stabilizer subgroups must vanish. A good reference for this section is [9, Ch. IX, § §6-7], and we follow it closely. The main theorem underlying this computation is due to Harder [16] .
Euler characteristics.
We begin by recalling some definitions. The cohomological dimension cd Γ of a group Γ is the largest n ∈ Z ∪ {∞} such that there exists a ZΓ-module M with H n (Γ; M ) = 0. The virtual cohomological dimension vcd Γ of Γ is defined to be the cohomological dimension of any torsion-free finite index subgroup of Γ (one can show that this is well-defined). We recall that Γ is said to be of finite homological type if (i) vcd Γ < ∞ and (ii) for every ZΓ-module M that is finitely generated as an abelian group, the homology group H i (Γ; M ) is finitely generated for all i. 
One can use Proposition 4.2 to extend the notion of Euler characteristic to groups with torsion. Namely, if Γ is an arbitrary group of finite homological type with a torsion-free subgroup Γ ′ of finite index, one sets
By Proposition 4.2, this is independent of the choice of Γ ′ .
Proposition 4.3. If Γ is a finite group, then χ(Γ) = 1/|Γ|.
Proof. Take Γ ′ to be the trivial subgroup in (5).
Theorem 4.4. [16]
Let F be a number field with ring of integers O, and let ζ F (s) be the Dedekind zeta function of F . Then
In particular, since for imaginary quadratic F the Dedekind zeta function ζ F (m) vanishes for all m ∈ Z < 0, we have that χ(SL N (O)) = 0 when N ≥ 2. Now we turn to a different concept, the equivariant Euler characteristic χ Γ (X) of Γ. Here X is any cell complex with Γ action such that (i) X has finitely many cells mod Γ, and (ii) for each σ ∈ X, the stabilizer subgroup Stab Γ (σ) is finite. One defines
where S is a set of representatives of cells of X mod Γ.
4.2.
The mass formula. The well-rounded retract W defined in §2.2 is a proper, contractible Γ-complex and so its equivariant Euler characteristic is defined. We compute its equivariant Euler characteristic, phrased in terms of cells in Σ * using Remark 2.8, to get a mass formula. The other groups have been checked similarly.
Explicit homology classes
By Theorem 3.7 we have
, which in turn is isomorphic to Q. This suggests that there should be a canonical generator for this homology group, a fact already explored in [14, Section 5] . An obvious choice is the analogue of the chain presented there, namely
where σ runs through the cells in Σ N 2 −1 (GL N (O)). In this section we verify that this is true for our examples. We should point out that all the cells in Σ N 2 −1 (GL N (O)) are orientable. The reason is that the group GL n (C) is connected and so the determinant of its action on H N (C) is positive. Since the stabilizers are included in GL N (O) and the faces in Σ N 2 −1 (GL N (O)) are full-dimensional the orientation has to be preserved. 
Results and tables
We conclude by presenting the results of our computations. First we summarize the most interesting numerical results from the tables, namely those involving the homology computations for GL * (O D ). 
Syl 2 3(Z 2 ), 4(Z . Then H n (V 4 ) has non-trivial rank only for n = 6, 7, 9, 10, 12, and 15. More precisely,
For n = 10 we have rank H n (V 4 ) = 1 . Moreover, the only torsion primes appearing are 2, 3 and 5.
Invoking Theorem 3.7, we also get information on the cohomology:
) has non-trivial rank only for n = 0, 3, 5, 6, 8, and 9. More precisely,
(1) For n = 3k we have rank
The remainder of the text is devoted to presenting details about the Voronoi complexes and full information about their homology. The notation is as follows:
• The first three columns concern the cell decomposition of X * N mod Γ: -n is dimension of the cells in the (partially) compactified symmetric space X * N .
-|Σ * n | is the number of Γ-orbits in the cells that meet X N ⊂ X * N .
-| Stab | gives the sizes of the stabilizer subgroups in factored form. The notation A(k) means that, of the |Σ * n | cells of dimension n, k of them have a stabilizer subgroup of order A.
• The next four columns concern the differentials d n of the Voronoi complex Vor N,D :
-|Σ n | is the number of orientable Γ-orbits in Σ * n .
-Ω is the number of nonzero entries in the differential d n : V n (Γ) → V n−1 (Γ).
-rank is the rank of d n . Table 4 . Invariants for the cell complex, differentials, and homology for Table 6 . Invariants for the cell complex, differentials, and homology for 
