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ABSTRACT 
 
Authorship                    :  Nirmala 
 
Nim       : 60600112023 
 
Title                                : On Logistic regression Nonparametric Kernel 
Estimator with Gaussian Kernel Approach 
(Case study: Results Percentage of Women Age 15-49 
Who Was Married By Birth Attendant Recently in 
South Sulawesi) 
 
 
By using the data to model a state (variable) in the statistical analysis usually 
requires certain assumptions in order to use the analysis results in accordance with the 
actual situation. This study uses a nonparametric procedure to estimate a function in 
which the function does not lead to a certain model of a particular function. The main 
problem of regression analysis is to determine the shape estimation 𝑓. 
 
One approach that can be used to determine 𝑓 is a kernel estimator with a 
Gaussian kernel approach. The data used is data that the percentage of women aged 
15-49 who have been married according to the last birth attendants in South Sulawesi 
with the gynecologist predictor variables (𝑥1), general practitioners (𝑥2), midwives 
(𝑥3), and the response variable (𝑦) the number of women who have been married 
according to the last birth attendants. Methods GCV (Generalized Cross Validation) 
is used to obtain optimal bandwidth that is at ℎ1 = 15, ℎ2 = 20 and ℎ3= 25 withm 
GCV value is 719.6441. The optimum value is the maximum value of the percentage 
of women aged 15 − 49 who have been married according to the last birth attendants 
in South Sulawesi. 
 
Keywords: nonparametric regression, Gaussian kernel approach, GCV (Generalized 
Cross Validation), the selection of bandwidth. 
ABSTRAK 
 
Nama Penyusun            :  Nirmala 
Nim       : 60600112023 
Judul : Estimator Kernel Pada FungsiRegresi Nonparametrik 
dengan Pendekatan Kernel Gaussian  
 ( Studi kasus : Hasil Persentase Wanita Usia 15-49 
Tahun Yang Telah Menikah Menurut Penolong 
Kelahiran Terakhir di Daerah Sulawesi Selatan ) 
 
  Dengan menggunakan data untuk memodelkan suatu keadaan (variabel) 
dalam analisis statistic biasanya membutuhkan asumsi-asumsi tertentu agar 
penggunaan hasil analisis sesuai dengan keadaan yang sebenarnya. Penelitian ini 
menggunakan prosedur nonparametrik untuk mengestimasi suatu fungsi dimana 
bentuk fungsi tersebut tidak mengarah kesuatu model fungsi tertentu. Persoalan 
utama analisis regresi adalah menentukan bentuk estimasi 𝑓.  
  Salah satu pendekatan yang dapat digunakan untuk menentukan 𝑓 adalah 
estimator kernel dengan pendekatan kernel Gaussian. Data yang digunakan yaitu data 
hasil persentase wanita usia 15-49 tahun yang telah menikah menurut penolong 
kelahiran terakhir di daerah Sulawesi Selatan dengan variabel prediktor dokter 
kandungan (𝑥1), dokter umum (𝑥2), bidan (𝑥3), dan variabel respon (𝑦) jumlah dari 
wanita yang telah menikah menurut penolong kelahiran terakhir. Metode GCV 
(Generalized Cross Validation) digunakan untuk mendapatkan bandwidth yang 
optimal yaitu pada ℎ1 = 15, ℎ2 = 20 dan ℎ3= 25 dengan nilai GCV yaitu 719.6441. 
Nilai optimum yang diperoleh adalah nilai yang maximum hasil persentase wanita 
usia 15-49 tahun yang telah menikah menurut penolong kelahiran terkahir di daerah 
Sulawesi Selatan. 
Kata Kunci :Regresi nonparametrik, pendekatan kernel Gaussian, GCV (Generalized 
Cross Validation), pemilihan bandwidth.   
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BAB I 
PENDAHULUAN 
A. Latar Belakang 
Regresi atau peramalan adalah suatu proses memperkirakan secara sistematis 
tentang apa yang paling mungkin terjadi dimasa yang akan datang berdasarkan 
informasi masa lalu dan sekarang yang dimiliki agar kesalahannya dapat diperkecil. 
Regresi dapat juga diartikan sebagai usaha memperkirakan perubahan. Agar tidak 
salah paham bahwa peramalan tidak memberikan jawaban pasti tentang apa yang 
akan terjadi, melainkan berusaha mencari pendekatan apa yang akan terjadi. Jadi, 
regresi mengemukakan tentang keingintahuan apa yang akan terjadi dimasa depan 
untuk memberikan kontribusi menentukan keputusan yang baik.
1
 
Dalam hal menggunakan data untuk memodelkan suatu keadaan (variabel) 
dalam analisis statistik atau model statistik biasanya membutuhkan asumsi-asumsi 
tertentu agar penggunaan hasil analisi sesuai dengan keadaan yang sebenarnya. 
Demikian halnya dengan jumlah data yang dibutuhkan agar dapat diperoleh model 
yang sesuai dan smoothing. Hal-hal tersebut, pada regresi parametrik biasanya 
membutuhkan asumsi-asumsi yang kuat seperti normalitas, linearitas, homogenitas, 
dll. Serta membutuhkan jumlah data yang signifikan agar dapat memenuhi asumsi-
asumsi tersebut.  
                                                 
1
 Buchari Alma,“Pengantar Statistika untuk penelitian: Pendidikan, social, komunikasi, 
Ekonami, dan Bisnis”Alfabeta. April 2011, hal,96. 
1 
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Pertanyaannya adalah, bagaimana jika suatu keadaan atau fenomena dunia 
nyata tidak atau sulit memenuhi asumsi-asumsi sebagaimana yang dimaksud pada 
bagian sebelumnya. Keadaan tersebut dapat ditanggulangi dengan menggunakan 
analisis regresi nonparametrik karena prosedur-prosedur inferensialnya tidak 
bergantung pada asumsi-asumsi. Misalnya syarat kenormalan suatu data, ragam yang 
sama, dan lain-lain. Tetapi cukup pada asumsi yang umum. Dalam penelitian ini 
menggunakan metode pendekatan kernel, karena pendekatan kernel memiliki bentuk 
yang lebih fleksibel dan perhitungan matematisnya mudah di sesuaikan.  
Dalam al-Qur’an juga ada ayat yang membahas tentang parameter yang 
membedakan antara yang haq dan batil. Dalam hal ini yang dimaksud yaitu Al-
Furqan. Pembeda juga mencakup pengertian sebagai parameter karena parameter 
adalah pengukuran yang membedakan antara satu pengukuran dengan pengukuran 
yang lainnya.  
Seperti dalam ayat berikut ini (QS. Ali-Imran/4:) 
                   
   
Terjemahnya: 
“Sebelum (al-Qur’an), menjadi petunjuk bagi manusia, dan dia menurunkan 
Al Furqan. Sesungguhnya orang-orang yang kafir terhadap ayat-ayat Allah 
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akan memperoleh siksa yang berat dan Allah Maha Perkasa lagi mempunyai 
balasan (siksa).”2 
Menurut Hamka dalam tafsir al-Azhar, ayat diatas menjelaskan bahwa “Dan 
Dia turunkan al-Furqan.” al-Furqan diambil dari kataal-farq, artinya pembatas, 
pembeda, penyisihan diantara yang benar dengan yang salah, yang hak dan yang 
batil, jalan yang lurus dengan jalan yang bengkok berbelit-belit. Oleh sebab itu maka 
al-Qur’an sendiripun disebut juga al-Furqan, bahkan Tauratpun disebut juga al-
Furqan. Maka menurut tafsir Ibnu Jarir, yang dimaksud dengan al-Furqan disini ialah 
akal manusia sendiri. Artinya Rasul-rasul diutus, kitab-kitab diturunkan dan buat 
menampung wahyu Ilahi itu manusiapun diberi akal buat membedakan yang benar 
dari yang salah. Oleh sebab itu maka dengan adanya al-Furqan, akal itu, jika manusia 
menganut suatu kepercayaan, hendaklah yang benar-benar sesuai dengan akal mereka 
sendiri.
3
 
Dari ayat diatas dapat diketahui al-Furqan dikenal sebagai nama lain dari al-
Qur’an. Kata ini dihubungkan dengan fungsi al-Qur’an yang membedakan antara 
yang haq dan batil. Kata pembeda juga mencakup pengertian sebagai parameter, 
karena membedakan bisa dilakukan setelah ada pengukuran. Maka al- Qur’an sebagai 
furqan diterapkan dalam berbagai hal. Dalam pengertiannya yang sangat dalam, kata 
furqan meliputi semua pemilahan antara haq dan batil. Tidak sebatas dalam koridor 
hukum formal saja, tetapi hingga tingkat kesejatian dan kesemuan realitas. 
                                                 
2
Departemen Agama RI, al-Qur’an dan terjemahnya, (Bogor:Syaamil Quran,2007)h.50.  
3
 Hamka, Tafsir Al-Azhar Juzu’ 1-2-3(Jakarta:Pustaka Panjimas, 1982),hal,102 
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Peneliti Hengky Rizky Widiardi dengan metode yang digunakan yaitu metode 
regresi dengan pendekatan kernel, diperoleh bandwidth optimal dengan menggunakan 
fungsi kernel triangel adalah sebesar9.2229.4 Peneliti Mifta Luthfin dkk 2014 yang 
mengkaji mengenai model regresi nonparametrik berdasarkan estimasi polinomial 
lokal kernel pada pertumbuhan balita,mempunyai nilai 𝑀𝑆𝐸 =  1,487844.5Peneliti 
Anna Fitriani, dkk 2015 yang mengkaji mengenai estimasi model regresi 
semiparametrik menggunakan estimator kernel uniform pada pasienDBD di RS Puri 
Raharja, dari hasil penelitian tersebut nilai 𝑀𝑆𝐸 yang dihasilkan regresi 
semiparametrik sebesar 0,00437119 sedangkan nilai 𝑀𝑆𝐸 yang dihasilkan dengan 
analisis regresi linear berganda sebesar 0,031. PenelitiSaraswati 2009 yang mengkaji 
tentang estimasi dentitas kernel epanechnikov rata-rata resampel bootstrap untuk 
penentuan waktu panen optimal tanaman rami, dan hasil penelitiannya adalah 
optimalnyayaitu ℎ𝑜𝑝𝑡 ≈ 0,367.
6
 
Dalam laporan peneliti ini fokus pada fungsi kernel, oleh karena itu peniliti 
perlu untuk mengkaji lebih dalam tentang fungsi-fungsi kernel salah satunya 
yaitufungsi kernelgaussian dengan menggunakan model regresi nonparametrik Pada 
Kasus hasil persentase wanita usia 15-49 tahun yang telah menikah menurut 
                                                 
4Hengky Rizky Widiardi, “Model Regresi Nonparametrik Menggunakan Fungsi Kernel”, 
Jurusan Matematika, F.MIPA, Universitas Brawijaya, hal.129. 
5Mifta Luthfin, dkk,”Model Regresi Nonparametrik Berdasarkan Estimator Polinomial Lokal 
Kernel Pada kasus Pertumbuhan Balita”, Program studi Statistika Fakultas Matematika dan Ilmu 
Pengetahuan Alam Universitas Muhammadiyah semarang, Vol.2,No.1,mei 2007,h.34. 
6Saraswati,”Estimasi dentitas kernel epanechnikov rata-rata resampel bootstrap untuk 
penentuan waktu panen optimal tanaman rami”,Skripsi (Fak. Matematika dan Ilmu Pengetahuan Alam 
Universitas Sebelas Maret Surakarta,2009, h.46. 
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penolong kelahiran terakhir daerah Sulawesi Selatan, pada penelitian ini, peneliti 
mengambil kasus yang berbeda dengan kasus yang diambil dari penelitian-penelitian 
sebelumnya. 
B. Rumusan Masalah 
Adapun rumusan masalah dalam penelitian ini yaitu bagaimana nilai dari 
estimasi data persentase wanita yang pernah menikah menurut penolong kelahiran 
terakhir di daerah Sulawesi Selatan menggunakan estimasi kernel gaussian untuk 
model regresi nonparametrik ? 
C. Tujuan  
             Adapun tujuan penelitian ini adalah untuk  mendapatkannilai dari estimasi 
data persentase wanita yang telah  menikah menurut penolong kelahiran terakhir di 
daerah Sulawesi Selatan menggunakan estimasi kernel gaussian untuk model regresi 
nonparametrik. 
D. Manfaat   
       Adapun manfaat dalam penelitian ini adalah sebagai berikut : 
1. Manfaat bagi diri sendiri adalah agar bisa mengetahui tingkat persentase 
wanita yang telah menikah menurut penolong kelahiran terakhir dan untuk 
mendapatkan hasil fungsi MSE terkecil dengan menggunakan bandwidth 
untuk model regresi nonparametrik.  
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2. Manfaat bagi orang lain adalah sebagai acuan pembelajaran dan menambah  
wawasan tentang tingkat  persentase wanita yang telah menikah menurut 
penolong kelahiran terakhir. 
E. Batasan Masalah 
Adapun batasan masalah pada penelitian ini yaitu data yang digunakan adalah 
data dari BPS (Badan Pusat Statistik) daerah Sulawesi Selatan dari pada tahun 2015. 
Dan materi yang di bahas hanya yang berkaitan dengan fungsi kernel Gaussian dan 
regresi nonparametrik, kelahiran bayi. 
F. Sistematika Pembahasan 
Untuk memperoleh gambaran menyeluruh mengenai rancangan isi penelitian 
ini, secara umum dapat dilihat dari sistematika penulisan di bawah ini : 
I. PENDAHULUAN 
Bagian ini merupakan pendahuluan yang berisi Latar Belakang, Rumusan 
Masalah, Tujuan Penelitian, Manfaat Penelitian, Batasan Masalah, dan 
Sistematika Penulisan. 
II. TINJAUAN PUSTAKA 
Bagian merupakan kajian pustaka berisi konsep-konsep yang menjadi 
landasan pembahasan masalah ya 
ng memuat pembahasan teori-teori mengenai analisis regresi, regresi 
parametrik, regresi nonparametrik, Estimator kernel, Kelahiran bayi. 
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III. METODOLOGI PENELITIAN 
Bagian ini merupakan metodologi penelitian berisi jenis penelitian, jenis dan 
sumber data, Waktu dan lokasi Penelitian, Jenis dan Sumber Data, Defenisi 
Operasional variabel, dan Prosedur Penelitian. 
IV. HASIL DAN PEMBAHASAN  
Bagian ini merupakan hasil dan pembahasan tentang pemilihan bandwidth, dan 
pemilihan bandwidth yang optimal. 
V.  PENUTUP  
Bagian ini merupakan penutup yang berisi tentang kesimpulan dan saran. 
DAFTAR PUSTAKA 
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BAB II 
TINJAUAN PUSTAKA 
 
A. Analisis Regresi  
1. Model Populasi Regresi 
Regresi pada dasarnya adalah menjelaskan dan mengevaluasi hubungan antara 
suatu variabel dependen dengan satu atau lebih variabel independen. Diberi model 
populasi dengan persamaan regresi sebagai berikut : 
        𝑌𝑖 =  𝛽0 +  𝛽1𝑋1 + ⋯ + 𝛽𝑋𝑛                                                                             (2.1) 
Keterangan : 
𝑌𝑖  =  variabel tidak bebas pada pengamatan ke-i 
𝑋1 =  variabel bebas pada pengamatan ke-1 
𝑋𝑛                  = variabel bebas pada pengamatan ke-n 
𝛽0dan𝛽1      =  parameter-parameter yang tidak diketahui.
7
 
2. Model Sampel Regresi 
Regresi populasi dapat diestimasi dengan menggunakan data sampel regresi 
dengan sampel yang teramati dan melandaskan kesimpulan-kesimpulan yang 
menyangkut parameter-parameter populasi pada asumsi-asumsi yang harus dipenuhi. 
                                                 
7
 Hengky Rizky Widiardi, “Model Regresi Nonparametrik Menggunakan Fungsi Kernel “, 
Jurusan Matematika FMIPA Universitas Brawijaya, hal.129. 
 
8 
9 
 
Salah satu asumsi yang harus dipenuhi adalah kenormalan galat, yaitu bahwa galat 
berdistribusi normal dengan rata-rata nol dan simpangan baku tertentu.8 
Dalam pendekatan parametrik terdapat asumsi mengenai model yaitu kurva 
regresi yang dapat diwakili oleh suatu model parametrik, misal kurva berbentuk 
linier, kuadratik, kubik dan polinomial derajat p.  
Bentuk hubungan antara satu peubah respon dengan satu peubah prediktor 
secara matematis dituliskan dalam model regresi: 
𝑌𝑖 =  𝛽0 +  𝛽1𝑋𝑖 + 𝜀𝑖(2.2)                                                                     
dengan: 
𝑌𝑖  =  variabel tidak bebas pada pengamatan ke-i 
𝑋𝑖  =  variabel bebas pada pengamatan ke-i 
𝛽0dan𝛽1      =  parameter-parameter yang tidak diketahui 
𝜀𝑖                    = error (kesalahan).
9
 
B. Regresi Nonparametrik 
Regresi nonparametrik adalah salah satu metode yang digunakan untuk 
mengestimasi pola hubungan antara variabel respon dan variabel prediktor dimana 
bentuk kurva regresinya tidak diketahui. Ada sebanyak 𝑞 =  𝑝 +  1 variabel random 
(X,Y) dimana Y adalah variabel dependen dan X adalah vektor 𝑝 𝑥 1 merupakan 
                                                 
8Hengky Rizky Widiardi, “Model Regresi Nonparametrik Menggunakan Fungsi Kernel “, 
Jurusan Matematika FMIPA Universitas Brawijaya, hal.129. 
9
 Erwin Andrianto, “Pendugaan Regresi Nonparametrik dengan Fungsi Kernel Gaussian”, 
Jurusan Matematika FMIPA Universitas Brawijaya, hal.466. 
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variabel prediktor. Jika E(|Y|) berhingga, maka model regresi nonparametrik dapat 
dinyatakan sebagai berikut : 
𝑌 = 𝑓 𝑥 +  𝜀                                                                                                         (2.3)                                                                     
dengan : 
𝑌          = variabel respon 
𝑓 𝑥     = parameter  
𝜀 = error                                                                      
1. Nadaraya-Watson 
Pendekatan konseptual sederhana untuk representasiadalah untuk 
menggambarkan bentuk  𝑊𝑛𝑖 (𝑥) 
𝑛
𝑖=1denganfungsi kepadatan peluang 𝑊𝑛𝑖 (𝑥) 
dengan parameter skala yang menyesuaikan ukuran dan bentuk bobot 𝑋. Sangat 
umum untuk merujuk pada fungsi bentuk ini sebagai kernel 𝐾. Jika kernel kontinu, 
dibatasi dan simetris, fungsi sebenarnya 𝐾 yang mengintegrasikan satu, 
 𝐾 𝑢 𝑑𝑢 = 1                                                                                              (2.4) 
urutan untuk kernel penghalus (satu dimensi 𝑥) didefinisikan sebagai berikut : 
𝑊𝑛𝑖 𝑥 =
𝐾ℎ𝑛 (𝑥−𝑋𝑖)
𝑓 ℎ𝑛 (𝑥)
                                                                                      (2.5) 
dimana, 
𝑓 ℎ𝑛 𝑥 =
1
𝑛
 𝐾ℎ𝑛(𝑥 − 𝑋𝑖)
𝑛
𝑖=1                                                                   (2.6)                                                       
Kernel dengan faktor skalaℎ𝑛 , harusbergantung padaℎ = ℎ𝑛  ukuran sampel 𝑛, 
kerneldengan pembobot  𝑊𝑛𝑖 (𝑥) 
𝑛
𝑖=1. Fungsi 𝑓ℎ
  .  adalah densitas kernel 
11 
 
Rosenblatt-Parzen. Dan kernel telah diusulkan oleh Nadaraya (1964) dan Watson 
(1964). 
𝑓 ℎ =
1
𝑛
 𝐾ℎ(𝑥 − 𝑋𝑖)𝑌𝑖
𝑛
𝑖=1
1
𝑛
 𝐾ℎ(𝑥 − 𝑋𝑖)
𝑛
𝑖=1
 
Olehkarena itusering disebut dengan estimator Nadaraya-Watson. Bentuk 
kernel ditentukan oleh 𝐾, sedangkan ukuran parameter dengan ℎ, yangdisebut 
𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ. Normalisasi bobot 𝑓 ℎ .  dengan intensitas lokal dari variabel 𝑋 dandi 
samping itu, diketahui bahwa jumlah bobot yaitu satu. Secaraumum ada berbagai 
fungsi kernel. Fungsi kernel yang mengambil nilai-nilai yang sangat kecil dapat 
menyebabkan underflow numerik pada komputer.  
2. Estimasi Kernel Gaussian 
Diberikan kernel Gaussian yang diberikan adalah : 
Misalkan diberikan sampel data dari 𝑥1 sampai 𝑥𝑛  
𝐾ℎ𝑖 𝑥1 − 𝑋𝑖 =
1
ℎ𝑖 2𝜋
exp  −
1
2
 
𝑥−𝑥𝑖
ℎ𝑖
 
2
 ,sehingga: 
𝑓 ℎ =
1
𝑛
 
1
ℎ𝑖 2𝜋
exp ⁡(−
1
2
(
𝑥−𝑥𝑖
ℎ𝑖
)2𝑛𝑖=1 )𝑌𝑖  
1
𝑛
 
1
ℎ𝑖 2𝜋
exp ⁡(−
1
2
 
𝑥−𝑥𝑖
ℎ𝑖
 
2
)𝑛𝑖=1
                                                              (2.7) 
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C. Pemilihan Bandwidth Optimal 
Bandwidth hadalah parameter pemulus (smoothing) yang berfungsi untuk 
mengontrol kemulusan dari kurva yang diestimasi. Bandwidth yang terlalu kecil akan 
menghasilkan kurva yang under-smoothing yaitu sangat kasar dan sangat fluktuatif, 
dan sebaliknya bandwidth yang terlalu lebar akan menghasilkan kurva yang over-
smoothing yaitu sangat mulus, tetapi tidak sesuai dengan pola data. Oleh karena itu 
perlu dipilih bandwidth yang optimal. Salah satu metode untuk mendapatkan h 
optimal adalah dengan menggunakan kriteria GCV dengan rumus : 
𝐺𝐶𝑉 ℎ =
1
𝑛
 (𝑦𝑖 − 𝑓ℎ (𝑥))
2𝑛
𝑖=1
(1 −
1
𝑛
 
𝐾ℎ  𝑥−𝑋𝑖 
1
𝑛
 𝐾ℎ  𝑥−𝑋𝑖 
𝑛
𝑗=1
𝑛
𝑖=1 )
2
 
1. Mean Square Error (MSE) 
Dalam estimasi pasti tidak lepas dari Mean Square Error (MSE) dan dua 
komponennya yaitu bias dan standar error atau varians. Kreteria rror yang digunakan 
dalam regresi nonparametrik ini yaitu dengan mencari nilai Mean Square error 
(MSE) yang terkecil. Penggunaan bandwidth yang optimal akan menghasilkan 
estimasi dengan MSE yang terkecil. Adapun rumus MSE yaitu sebagai berikut : 
   𝑀𝑆𝐸  𝑓  𝑥  = 𝐸(𝑓  𝑥 − 𝑓(𝑥))2 
                              =  (𝐸𝑓  𝑥  − 𝑓 𝑥 )2 + 𝐸(𝑓  𝑥 − 𝐸𝑓  𝑥 )2 
                                  
= 2𝐸 𝑓 𝑥 − 𝐸𝑓 𝑥   𝐸𝑓 𝑥 − 𝑓  𝑥  + 𝐸(𝐸𝑓 𝑥 − 𝑓  𝑥 )2
+                                           𝐸(𝑓 𝑥 − 𝐸𝑓 𝑥 )2 
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                  = 𝑏𝑖𝑎𝑠2 +  𝑣𝑎𝑟𝑖𝑎𝑛𝑠𝑖  𝑓  𝑥  10(2.8) 
a. Mencari Bias 𝑓  𝑥  
Untuk memperoleh bias 𝑓  𝑥  akan dijabarkan yaitu sebagai berikut : 
 𝐸𝑓  𝑥  =
1
𝑛
 
1
ℎ
 𝐾  
𝑥 − 𝑡
ℎ
 𝑓 𝑡 𝑑𝑡
∞
−∞
𝑛
𝑖=1
 
                 = 
1
ℎ
 𝐾  
𝑥−𝑡
ℎ
 𝑓 𝑡 𝑑𝑡
∞
−∞
                                                           (2.9) 
transformasi, 
                          𝑧 =
𝑥−𝑡
ℎ
                                                                                         (2.10) 
dimana,  
 𝑡 = 𝑥 − ℎ𝑧  
𝑑𝑧
𝑑𝑡
 =
1
ℎ
                                                                                    (2.11) 
sehingga persamaan (2.8) menjadi 
  𝐸  𝑓  𝑥  =  𝐾 𝑧 𝑓 𝑥 − ℎ𝑧 𝑑𝑧
∞
−∞
                                                         (2.12) 
            Penjabaran 𝑓 𝑥 − ℎ𝑧  dengan menggunakan deret Taylor 
𝑓 𝑥 − ℎ𝑧 = 𝑓 𝑥 − ℎ′𝑧′𝑓 ′ 𝑥 +
1
2
(ℎ𝑧)2𝑓"(𝑥) + O(ℎ2) 
            Akan menjadi, 
                                                 
10
 Dedeh Kurniasih,”Efisiensi Relatif Estimator Fungsi Kernel Gaussian terhadap Estimator 
Polinomial dalamPeramalan USD Terhadap JPY”,Skripsi (Fak. Matematika dan Ilmu Pengetahuan 
Alam Universitas Negeri Semarang,2013, h.28. 
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𝐸  𝑓  𝑥  =  𝐾 𝑧 𝑓 𝑥 𝑑𝑧
∞
−∞
−  𝐾 𝑧 ℎ𝑧𝑓 ′ 𝑥 𝑑𝑧
∞
−∞
+  𝐾 𝑧 
(ℎ𝑧)2
2
𝑓"(𝑧)𝑑𝑥 +                                             O(ℎ2)
∞
−∞
 
                             = 𝑓(𝑥)  𝐾 𝑧 𝑑𝑧 − ℎ𝑓 ′(𝑥)
∞
−∞
 𝐾 𝑧 𝑧𝑑𝑧 +
ℎ2
2
𝑓"(𝑥)  𝑍2
∞
−∞
𝐾(𝑧)(𝑧)𝑑𝑧
∞
−∞
+ O(ℎ2) 
                            = 𝑓 𝑥 +
ℎ2
2
𝑘2𝑓"(𝑥) + O(ℎ
2) 
Sehingga diperoleh bias 𝑓 (𝑥) 
𝐸  𝑓  𝑥  − 𝑓 𝑥 =
ℎ2
2
𝑘2𝑓"(𝑥) 
𝐵𝑖𝑎𝑠  𝑓  𝑥  ≈
ℎ2
2
𝑘2𝑓"(𝑥) 
Persamaan di atas, tergantung dari ℎ karena bias 𝑓  𝑥 mendekati nol 
maka semakin kecil, 𝑘2 yang berupa varians kernel dan tergantung 𝑓"(𝑥) 
lekukan kepadatan titik 𝑥. 
b. Mencari Varians 𝑓  𝑥  
Untuk menperoleh varians 𝑓  𝑥  akan dijabarkan sebagai berikut : 
𝑉𝑎𝑟  𝑓  𝑥  = 𝑣𝑎𝑟(
1
𝑛ℎ
 𝐾(
𝑥 − 𝑥𝑖
ℎ
𝑛
𝑖=1
)) 
                      =
1
𝑛ℎ2
 𝑉𝑎𝑟(𝐾(
𝑥 − 𝑥𝑖
ℎ
)
𝑛
𝑖=1
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Karena 𝑥𝑖 = 1,2,3, … , 𝑛 distribusi bebas maka, 
𝑉𝑎𝑟  𝐾  
𝑥 − 𝑥𝑖
ℎ
  = 𝐸(𝐾  
𝑥 − 𝑥𝑖
ℎ
)2 − (𝐸𝐾(𝐾  
𝑥 − 𝑥𝑖
ℎ
 )2 
                                            =  𝐾  
𝑥 − 𝑡
ℎ
 𝑓 𝑡 𝑑𝑡 − (𝐾  
𝑥 − 𝑡
ℎ
 𝑓 𝑡 𝑑𝑡)2 
Maka, 
𝑉𝑎𝑟  𝑓  𝑥  =
1
𝑛
 
1
ℎ2
𝐾(
𝑥 − 𝑡
ℎ
)2𝑓𝑡𝑑𝑡
1
𝑛
−  
1
ℎ
 𝐾(
𝑥 − 𝑡
ℎ
 𝑓(𝑡)𝑑𝑡)2 
                =   
1
𝑛
 
1
ℎ2
𝐾(
𝑥−𝑡
ℎ
)2𝑓 𝑡 𝑑𝑡 −  
1
𝑛
(𝑓 𝑥 + 𝑏𝑖𝑎𝑠  𝑓  𝑥  )2             (2.13) 
 subsitusi persamaan (2.10) ke dalam persamaan (2.13), maka diperoleh,     
 𝑉𝑎𝑟  𝑓  𝑥  =
1
𝑛ℎ
 𝐾(𝑧)2𝑓 𝑥 − ℎ𝑧 𝑑𝑧 −
1
𝑛
(𝑓 𝑥 + O(ℎ2))2 
𝑉𝑎𝑟  𝑓  𝑥  =
1
𝑛ℎ
 𝐾(𝑧)2𝑓 𝑥 − ℎ𝑧𝑓 ′ 𝑥 + O ℎ )𝑑𝑧 −
1
𝑛
(𝑓 𝑥 + O(ℎ2))2(2.14) 
Catatan: 
 𝑉𝑎𝑟  𝑓  𝑥  ≈
1
𝑛ℎ
𝑓(𝑥)  𝐾(𝑧)2𝑑𝑧 
Kebaikan suatu penduga dapat dilihat dari tingkat kesalahannya. Semakin 
kecil tingkat kesalahan suatu penduga maka semakin baik estimasinya. Kreteria untuk 
menentukan estimator terbaik dalam model regresi yaitu MSE dan nilai koefisien 
determinasi R-Square (𝑅2), dengan rumus sebagai berikut : 
𝑅2 =  
𝐽𝐾𝑅
𝐽𝐾𝑇
 
         =  
 (𝑌𝑖 − 𝑌 )
2𝑛
𝑖=1
 (𝑌𝑖 − 𝑌 )2
𝑛
𝑖=1
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Keterangan : 
𝑅2    = Koefisien determinasi 
𝐽𝐾𝑅  = Jumlah kuadrat residu atau variasi yang tidak bisa dijelaskan 
𝐽𝐾𝑇   = Jumlah total kuadrat atau total variasi 
 Nilai 𝑅2 terletak antara 0-1. Model dikatakan lebih baik jika 𝑅2semakin 
mendekati nilai 1.
11
 
MSE didefenisikan sebagai berikut : 
𝑀𝑆𝐸 =   𝑓  𝑥  = 𝐸(𝑓  𝑥 − 𝑓(𝑥))2(2.15) 
Keterangan:  
𝑓  𝑥 = 𝑦 taksir 
𝐸    = Spektasi 
2. Generalized Cross Validation (GCV)  
Defenisi dari MSE mengandung fungsi yang tidak diketahui yaitu 𝑓 (𝑥𝑖). 
Sehingga untuk mengatasi hal ini digunakan metode cross validationdengan leave 
one at estimate 𝑓 ℎ ,𝑖 (𝑥𝑖) didefenisikan sebagai berikut : 
𝐶𝑉(ℎ) =
1
𝑛
 (𝑦𝑖 − 𝑓ℎ ,𝑖 (𝑥𝑖))
2
𝑛
𝑖=1
 
di peroleh, 
𝐶𝑉(ℎ) =
1
𝑛
 (
𝑦𝑖 − 𝑓ℎ ,𝑖  𝑥𝑖 
1 − 𝐻 ℎ 
)2
𝑛
𝑖=1
 
                                                 
11
 Erwin Andrianto, “Pendugaan Regresi Nonparametrik dengan Fungsi Kernel Gaussian”, 
Jurusan Matematika FMIPA Universitas Brawijaya, hal.467. 
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dengan, 
 
𝐻(ℎ) =
𝐾ℎ(𝑥 − 𝑋𝑖)
1
𝑛
 𝐾ℎ(𝑥 − 𝑋𝑖)
𝑛
𝑗=1
 
Namun metode CV mempunyai kelemahan. Jika nilai 𝑦𝑖  mempunyai 
pengaruh yang kuat terhadap taksir 𝑓ℎ (𝑥), maka nilai 𝑦𝑖  akan besar pengaruhnya 
terhadap nilai CV(h). Cara mengatasi hal ini maka persamaan CV(h) diberi bobot. 
Persamaan CV(h) yang diberi bobot disebut sebagai GCV (Generalized Cross 
Validation). 
Metode GCV didefenisikan sebagai berikut : 
𝐺𝐶𝑉 ℎ =
1
𝑛
 (𝑦𝑖−𝑓ℎ (𝑥))
2𝑛
𝑖=1
(1−
1
𝑛
 
𝐾ℎ 𝑥−𝑋𝑖 
1
𝑛
 𝐾ℎ  𝑥−𝑋𝑖 
𝑛
𝑗=1
𝑛
𝑖=1 )
2
                                                   (2.16)  
Bandwidth optimal diperoleh dari bandwidth yang menghasilkan nilai GCV 
yang terkecil. 
ℎ𝑜𝑝𝑡 = arg min 𝐺𝐶𝑉  ℎ  
h 
 
Arg min h adalah notasi yang mengindikasikan bahwa memilih argumen h 
yang meminimumkan kriteria.
12
 
 
 
                                                 
12I Komang  Gede Sukarsa, I Gusti Ayu Made Srinadi “Estimator Kernel Dalam Regresi 
Nonparametrik”.Jurusan Matematika FMIPA Universitas Udayana Kampus Bukit Jimbaran 
Bandung,Bali.Vol.2,No.1,Juni 2012,h.22. 
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D. Kelahiran Bayi 
Kelahiran prematur yaitu bayi lahir hidup kurang dari 37 minggu kehamilan, 
menjadi penyebab morbiditas dan mortalitas perinatal. Bayi yang lahir prematur 
memiliki resiko kematian yang lebih tinggi, resiko penyakit, disabilitas dalam hal 
motorik jangka panjang, kognitif, visual, pendengaran, sikap, emosi sosial, kesehatan, 
dan masalah pertumbuhan jika dibandingkan dengan bayi normal. 
Ibu hamil yang mengalami anemia berpeluang 2,375 kali mengalami 
kelahiran prematur dibandingkan ibu yang tidak anemia.
13
 
Persalinan prematur merupakan persalinan yang terjadi pada kehamilan 
kurang dari 37 minggu (antara 20-37) atau dengan berat janin kurang dari 2500 
gram. Paritas ibu, riwayat prematur sebelumnya dan trauma ibu diduga merupakan 
penyebab terjadinya persalinan prematur. 
Persalinan prematur merupakan penyebab utama yaitu 60-80% morbiditas dan 
mortalitas diseluruh dunia. Indonesia memiliki angka kejadian prematur sekitar 19% 
dan merupakan penyebab utama kematian perintal.
14
 
Dalam Al-Qur’an juga menjelaskan tentang proses kelahiran manusia seperti 
dalam ayat berikut ini (Q.S Al-Insan/2:) 
               
                                                 
13
 Paembonan Novhita,dkk, “Faktor-faktor kejadian kelahiran prematur di rumah sakit ibu 
dan anak Sitti Fatimah Kota Makassar”, Bagian Epidemiologi Fakultas Kesehatan Masyarakat 
Universitas Hasanuddin, h.2 
14Novi Dhina Ariana,dkk,”Faktor Risiko Kejadian Persalinan Prematur”,Fakultas Ilmu 
Keperawatan dan Kesehatan Universitas Muhammadiyah, Semarang,2011,h.2 
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Terjemahnya : 
“Sesungguhnya Kami telah menciptakan manusia dari setetes mani yang 
bercampur yang Kami hendak mengujinya (dengan perintah dan larangan), 
karena itu Kami jadikan Dia mendengar dan melihat.”15 
 
Menurut Ibnu Katsir dalam tafsirnya, ayat diatas menjelaskan bahwa Allah 
mengabarkan tentang manusia, bahwa dia telah menciptakannya setelah sebelumnya 
tidak pernah menjadi sesuatu yang disebut karena kerendahan dan kelemahannya. 
Kemudian Allah Swt telah menciptakan manusia dari setetes mani yang bercampur, 
yakni yang bercampur adalah sperma laki-laki dan ovum perempuan jika telah 
bersatu dan bercampur, lalu beralih dari satu fase ke fase berikutnya, dari satu 
keadaan ke keadaan berikutnya, dan dari satu warna ke warna berikutnya.
16
 
Dalam Al-Qur’an yang membahas tentang penciptaanmanusiajuga terdapat 
dalam (Q.S Al-Mu’minun/13-14:) 
                             
                   
 
Terjemahnya : 
“ kemudian Kami jadikan saripati itu air mani (yang disimpan) dalam tempat 
yang kokoh (rahim). kemudian air mani itu Kami jadikan segumpal darah, 
lalu segumpal darah itu Kami jadikan segumpal daging, dan segumpal daging 
itu Kami jadikan tulang belulang, lalu tulang belulang itu Kami bungkus 
                                                 
15
Departemen Agama RI, al-Qur’an dan terjemahnya, (Bogor:Syaamil Quran,2007)h.76  
16
Abdullah Bin Muhammad, Bin Abdurrahman Bin Ishaq Al-Sheikh, Tafsir Ibnu Katsir Jilid 
8, (Bogor: Putaka Imam Asy-Syafi’i), h.7  
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dengan daging. kemudian Kami jadikan Dia makhluk yang (berbentuk) lain. 
Maka Maha sucilah Allah, Pencipta yang paling baik.”17 
 
Adapun penjelasan ayat di atas yaitu Allah swt. menciptakan manusia dari 
saripati tanah, artinya Allah swt menciptakan manusia berasal dari seorang laki-laki 
dan perempuan, keduanya mengonsumsi makanan yang berasal dari tumbuhan dan 
hewan yang juga memperoleh makanan dari tanah. Sari pati makanan yang dimakan 
oleh kedua orang tua kita mejadi sperma dan sel telur. 
Pembuahan menjadi segumpal darah dan yang selanjutnya menjadi segumpal 
daging hingga tulang belulang yang dibungkus daging. sesudah itu, Allah 
menciptakan anggota-anggota badan dan menyusun menjadi makhluk yang berbentuk 
seorang bayi manusia. 
Air mani yang berasal dari saripati tanah, juga mengandung makna bahwa 
manusia pada akhirnnya akan kembali pada tempatnya semula, yaitu tanah. Tanah 
yang dimaksud adalah liang lahat. Artinya manusia berasal dari tanah, dan akan 
kembali tinggal meyatu dengan tanah. 
 
 
 
 
 
 
                                                 
17
Departemen Agama RI, al-Qur’an dan terjemahnya, (Bogor:Syaamil Quran,2007)h.41   
21 
 
BAB III 
METODOLOGI PENELITIAN 
A. Jenis Penelitian. 
Jenis penelitian yang digunakan dalam penelitian ini adalah penelitian terapan 
(applied research).  
B. Waktu dan Lokasi Penelitian 
1. Waktu 
Waktu yang digunakan dalam pelaksanaan penelitian ini adalah data 
pada tahun 2015. 
2. Lokasi Penelitian 
Lokasi Penelitian adalah BPS (Badan Pusat Statistik) Provinsi 
Sulawesi Selatan.  
C. Jenis dan Sumber Data 
1. Jenis data 
Jenis data yang digunakan adalah jenis data sekunder berupa data 
persentase wanita usia 15-49 tahun yang telah menikah menurut penolong 
kelahiran terakhir.  
2. Sumber data 
Sumber data pada penelitian ini adalah BPS (Badan Pusat Statistik) 
Provinsi Sulawesi Selatan. 
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D. Definisi Operasional Variabel  
1. Variabel  
Variabel yang digunakan dalam penelitian ini adalah sebagai berikut: 
𝒙𝟏=Persentase jumlah wanitayang telah menikah dengan dokter kandungan 
sebagai penolong kelahiran terakhir di daerah Sulawesi Selatan 
𝒙𝟐= Persentase jumlah wanitayang telah menikah dengan dokter umum sebagai 
penolong kelahiran terakhir di daerah Sulawesi Selatan 
𝒙𝟑= Persentase jumlah wanita yang telah menikah dengan bidan sebagai penolong 
kelahiran terakhir di daerah Sulawesi Selatan 
𝑦 = Jumlah dari wanita yang telah menikah menurut penolong kelahiran terakhir. 
 
2. Definisi operasional variabel 
Adapun definisi operasional variabel yaitu sebagai berikut : 
1. Dokter kandungan (𝑥1) adalah yang membantu pasien khusus persalinan 
disetiap daerah yang ada di provinsi Sulawesi Selatan di 24 kabupaten 
2. Dokter umum (𝑥2) adalah yang membantu pasien ada di Rumah sakit/ 
Praktek untuk persalinan disetiap daerah di Selawesi Selatan di 24 
kabupaten. 
3. Bidan (𝑥3) khusus untuk membantu persalinan bayi yang ada disetiap 
daerah di Selawesi Selatan di 24 kabupaten. 
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4. Jumlah dari wanita yang telah menikah menurut penolong kelahiran 
terakhir (𝑦) setiap daerah di Sulawesi Selatan di 24 kabupaten. 
E. Prosedur Penelitian 
Adapun prosedur pada penelitian ini adalah sebagai berikut:  
Untuk mengetahui estimasi regresi nonparametrik dengan estimator kernel 
gaussian pada kasus wanita yang telah menikah menurut penolong kelahiran di 
daerah Sulawesi Selatan yaitu : 
1. Pengumpulan data  
2. Membuat scattler plot data. 
3. Mendefenisikan fungsi kernel gaussian : 
𝐾ℎ𝑖 𝑥 − 𝑋𝑖 =  
1
ℎ𝑖 2𝜋
𝑒𝑥𝑝  −
1
2
 
𝑥 − 𝑥𝑖
ℎ𝑖
 
2
  
4. Pemilihan bandwidth ℎ1, ℎ2, dan ℎ3dilakukan dengan mencoba semua nilai-
nilai bandwidth ℎ1, ℎ2, dan ℎ3 yang mungkin. 
5. MenentukannilaiGCV, dimana pendekatan kernel yang digunakan adalah 
kernel Gaussian dengan rumus : 
𝐺𝐶𝑉 ℎ =
1
𝑛
 (𝑦𝑖 − 𝑓ℎ (𝑥))
2𝑛
𝑖=1
(1 −
1
𝑛
 
𝐾ℎ  𝑥−𝑋𝑖 
1
𝑛
 𝐾ℎ  𝑥−𝑋𝑖 
𝑛
𝑗=1
𝑛
𝑖=1 )
2
 
berdasarkannilai bandwidth ℎ yang telah ditentukan sebelumnya. 
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6. Menentukan ℎ optimal yang meminimumkan 𝐺𝐶𝑉untuk kernel gaussian , 
dengan rumus : 
ℎ𝑜𝑝𝑡 = arg min 𝐺𝐶𝑉  ℎ  
     h 
7. Diperoleh nilai𝑓 (𝑥) 
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BAB IV 
HASIL DAN PEMBAHASAN 
A. Hasil penelitian 
1. Data 
Data dalam penelitian ini di peroleh dari data hasil persentase wanita 
usia 15-49 tahun yang pernah menikah menurut penolong kelahiran 
terakhir. 
Tabel 4.1 Data persentase wanita usia 15-49 tahun yang pernah menikah    
menurut penolong kelahiran terakhir: 
Penolong persalianan terakhir 
Kab/Kota DK (𝒙𝟏) DU (𝒙𝟐) B (𝒙𝟑) (𝒀) 
Selayar 11,51 1,94 72,26 28,57 
Bulukumba 1,71 5,74 74,30 27,25 
Bantaeng 11,06 0 52,67 21,24 
Jeneponto 14,94 1,35 71,22 29,17 
Takalar 14,96 1,47 74,15 30,19 
Gowa 20,96 2,75 68,18 30,63 
Sinjai 12,65 0 82,83 31,82 
Maros 9,55 4,12 79,41 31,02 
Pangkep 22,70 4,00 67,07 31,25 
Barru 19,29 0 71,12 30,13 
Bone 14,23 0,77 70,61 28,53 
Soppeng 14,26 2,32 83,42 33,33 
Wajo 4,94 1,95 91,76 32,88 
Sidrap 19,82 2,02 76,86 32,9 
Pinrang 15,86 1,20 77,75 31,60 
Enrekang 24,22 2,53 55,37 27,37 
Luwu 11,26 0,84 69,47 27,19 
25 
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Kab/Kota DK (𝒙𝟏) DU (𝒙𝟐) B (𝒙𝟑) (𝒀) 
Luwu Utara 22,51 4,60 69,41 32,17 
Luwu Timur 25,12 0 70,85 31,99 
Toraja Utara 18,20 2,34 60,95 27,16 
Makassar 42,53 6,04 46,55 31,70 
Pare-pare 34,72 0 65,28 33,33 
Palopo 13,86 0 84,04 32,63 
Sumber : BPS (badan pusat statistik) Sulawesi selatan  
Berdasarkan Tabel 4.1 di Kabupaten/Kota Selayar dokter kandungan 
(𝑥1)menolong pasien yang melahirkansebanyak 11,51%, dokter kandungan (𝑥2) 
menolong pasien sebanyak 1,94 %, bidan (𝑥3) menolong pasien sebanyak  72,26%. 
Jumlah wanita yang telah menikah menurut kelahiran terakhir (𝑦) sebanyak 28,57%. 
Di Kabupaten/Kota Bulukumba dokter kandungan (𝑥1)menolong pasien yang 
melahirkansebanyak 1,71%, dokter kandungan (𝑥2) menolong pasien sebanyak 
5,74%, bidan (𝑥3)menolong pasien sebanyak 74,30%. Jumlah wanita yang telah 
menikah menurut kelahiran terakhir (𝑦) sebanyak 27,25%. 
Selanjutnya akan diselidiki pola hubungan antara variabel variabel (𝑦) dengan 
variabel prediktor dokter kandungan (𝑥1). 
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Gambar 4.1 Plot hubungan variabel (𝑦) dengan variabel prediktor dokter kandungan 
(𝑥1) 
 
Pada Gambar diatas dapat dilihat bahwa dokter kandungan (𝑥1) belum 
diketahui hubungannya dengan jumlah wanita yang telah menikah menurut kelahiran 
terakhir (𝑦). 
 
 
 
 
 
 
 
 
 
 
 
Gambar 4.2 Plot hubungan variabel (𝑦) dengan variabel prediktor dokter umum (𝑥2) 
 
 
Pada Gambar diatas dapat dilihat bahwa dokter kandungan (𝑥2) belum 
diketahui hubungannya dengan jumlah wanita yang telah menikah menurut kelahiran 
terakhir (𝑦). 
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Gambar 4.3 Plot hubungan variabel (𝑦) dengan variabel prediktor bidan (𝑥3) 
 
 
Pada Gambar diatas dapat dilihat bahwa dokter kandungan (𝑥3) belum 
diketahui hubungannya dengan jumlah wanita yang telah menikah menurut kelahiran 
terakhir (𝑦). 
Berdasarkan Gambar 4.1 Plot hubungan variabel (𝑦) dengan variabel 
prediktor dokter kandungan (𝑥1), Gambar 4.2 Plot hubungan variabel (𝑦) dengan 
variabel prediktor dokter umum (𝑥2), Gambar 4.3 Plot hubungan variabel (𝑦) dengan 
variabel prediktor bidan (𝑥3) diketahui bahwa dari ketiga variabel prediktor (𝑥1), 
(𝑥2), dan (𝑥3) belum diketahui hubungannya dengan variabel respon (𝑦). Untuk 
mengetahui hubungan dari ketiga variabel prediktor dengan variabel respon perlu 
digunakan estimator kernel pada fungsi regresi nonparametrik dengan pendekatan 
kernel Gaussian.  
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2. Pemilihan Nilai Bandwidth 𝒉𝟏, 𝒉𝟐, dan 𝒉𝟑 
Untuk pemilihan bandwidth ℎ1, ℎ2, dan ℎ3 dilakukan dengan mencoba semua 
nilai nilai bandwidth ℎ1, ℎ2, dan ℎ3 yang mungkin. Jika nilai bandwidth h yang 
diambil adalah yang besar maka akan terlihat plot yang sangat kasar, sedangkan nilai 
bandwidth h yang diambil adalah yang kecil maka akan terlihat plot yang sangat 
halus. 
3. Pemilihan bandwidth optimal 
Memilih bandwidth berdasarkan nilai GCV diberikan dengan menggunakan 
rumus sebagai berikut : 
𝐺𝐶𝑉 ℎ =
1
𝑛
 (𝑦𝑖 − 𝑓ℎ (𝑥))
2𝑛
𝑖=1
(1 −
1
𝑛
 
𝐾ℎ (𝑥−𝑋𝑖)
1
𝑛
 𝐾ℎ (𝑥−𝑋𝑖)
𝑛
𝑖=1
)𝑛𝑖=1
2 
Hasil perhitungan GCV diperoleh hasil sebagai berikut: 
Tabel 4.2 Bandwidth ℎ1, ℎ2 , dan ℎ3 dengan GCV 
𝒉𝟏 𝒉𝟐 𝒉𝟑 GCV 
5 10 15 3.0823000 
10 15 20 1.28193000 
15 20 25 719.6441 
30 35 40 841.7207 
45 50 55 1.46523000 
60 65 70 2.11713000 
75 80 85 2.62173000 
 
Jikabandwidth ℎ1 = 1,ℎ2 = 2,ℎ3 = 3 maka nilai GCV menghasilkan nilai 
yang tidak terdefenisikan dan juga akan menghasilkan kurva yang over-
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smoothingyaitu sangat mulus. Salah satu metode untuk mendapatkan h optimal 
adalah dengan menggunakan kriteria GCV.  
Pemilihan bandwidthℎ1,ℎ2,ℎ3 pada tabel diatas dilakukan dengan mencoba 
memasukkan semua nilai-nilai bandwidthℎ1,ℎ2,danℎ3 karena bandwidth yang 
dimulai dari ℎ1 = 5,ℎ2 = 10,ℎ3 = 15 dapat menghasilkan nilai GCV. 
Adapunrentang nilai pada pemilihan bandwidth yaitu 5, karena jika rentangnya 
kurang dari 5 maka plot kurvanya mendekati sama. Sehingga diperoleh GCV yang 
terkecil sebesar 719,6441. Oleh karena itu perlu dipilih bandwidth yang optimal Pada 
ℎ1=15, ℎ2 =20, dan ℎ3=25 yang merupakan bandwidth yang optimal. 
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Tabel 4.3 Nilai bandwidth dan hasil plot: 
 
Bandwidth  Plot  
a. Bandwidth ℎ1=5 ℎ2=10 dan 
ℎ3=15 
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b. Bandwidth ℎ1=10 ℎ2=15 dan 
ℎ3=20 
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Bandwidth Plot  
c. Bandwidth ℎ1=15 ℎ2=20 dan 
ℎ3=25 
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d. Bandwidth ℎ1=30 ℎ2=35 dan 
ℎ3=40 
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e. Bandwidth ℎ1=45 ℎ2=50 dan 
ℎ3=55 
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Bandwidth Plot  
f. Bandwidth ℎ1=60 ℎ2=65 dan 
ℎ3=70 
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g. Bandwidth ℎ1=75 ℎ2=80 dan 
ℎ3=85 
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4 Menghitung Estimasi 𝒇  Berdasarkan Bandwidth Optimal 
Berdasarkan Tabel 4.3 untuk nilai bandwidth  ℎ1=15, ℎ2=20 dan ℎ3=25 untuk 
nilai mencari estimasi 𝑓  dengan menggunakan rumus sebagai berikut : 
𝑓 ℎ =
1
𝑛
 
1
ℎ𝑖 2𝜋
exp⁡(−
1
2
(
𝑥−𝑥𝑖
ℎ𝑖
)2𝑛𝑖=1 )𝑌𝑖  
1
𝑛
 
1
ℎ𝑖 2𝜋
exp⁡(−
1
2
 
𝑥−𝑥𝑖
ℎ𝑖
 
2
)𝑛𝑖=1
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Berdasarkan hasil perhitungan pada Lampiran 3 diperoleh : 
         Tabel 4.3 Nilai Estimasi 𝑓  untuk 𝑛 = 24 pada ℎ1=15, ℎ2=20, ℎ3=25 
(𝑥1)  (𝑥2) (𝑥3) 𝑌 =𝑓 (𝑥1, 𝑥2, 𝑥3) 
11,51 1,94 72,26 1,3707 
1,71 5,74 74,30 0,9463 
11,06 0 52,67 1,0261 
14,94 1,35 71,22 1,4385 
14,96 1,47 74,15 1,4384 
20,96 2,75 68,18 1,4335 
12,65 0 82,83 1,2971 
9,55 4,12 79,41 1,2668 
22,70 4,00 67,07 1,3974 
19,29 0 71,12 1,4488 
14,23 0,77 70,61 1,4251 
14,26 2,32 83,42 1,3110 
19,82 2,02 76,86 1,4127 
15,86 1,20 77,75 1,4140 
24,22 2,53 55,37 1,2224 
11,26 0,84 69,47 1,3513 
22,51 4,60 69,41 1,4012 
18,20 2,34 60,95 1,3618 
42,53 6,04 46,55 0,6278 
4,72 0 65,28 1,0072 
13,86 0 84,04 1,2904 
    
Pada Tabel 4.3 terlihat bahwa nilai maximum dari estimasi tingkat wanita 
yang telah menurut penolong kelahiran terakhir 𝑓  (𝑥1, 𝑥2,𝑥3) diperoleh sebesar 
1,4488%. Kondisi maximum dicapai yaitu dokter kandungan (𝑥1)= 19,29% dokter 
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umum (𝑥2) = 0%, bidan (𝑥3) = 71,12%, yaitu pada daerah Kabupaten/Kota Barru 
yang mencapai nilai maximum dari 24 kabupaten yang ada di daerah Sulawesi 
Selatan.  
B. Pembahasan  
Pada Tabel 4.1 merupakan data dari hasil persentase wanita usia 15-49 tahun 
yang pernah menikah menurut penolong kelahiran terakhir yang bersumber dari BPS 
Provinsi Sulawesi Selatan yang berjumlah 24 kabupaten.  
Berdasarkan hasil analisis data yang dilakukan dengan menggunakan 
pendekatan nonparametrik dan fungsi kernel Gaussian, maka interpretasi untuk setiap 
nilai optimum diperoleh kondisi yang paling terbaik dari estimasi tingkat wanita yang 
telah menikah menurut penolong kelahiran terakhir dan pemilihan bandwidth 
berdasarkan kriteria nilai GCV yang minimum atau kriteria nilai GCV yang terkecil. 
Pada tabel 4.3 terlihat bahwa nilai estimasi dari bandwidthℎ1=15, ℎ2=20, 
ℎ3=25 diperoleh sebesar 1,4488%. Nilai estimasi yang ini merupakan nilai maximum 
dari estimasi tingkat wanita yang telah menikah menurut penolong kelahiran terakhir 
pada kondisi maximum yang di capai (𝑥1) = 19,29 (𝑥2) = 0  (𝑥3) = 71,12. Kondisi 
optimum yang pertama oleh dokter kandungan (𝑥1) sebesar 19,29 %. Kondisi 
optimum yang kedua  oleh dokter umum (𝑥2) sebesar  0%. Dan kondisi optimum 
yang terakhir oleh bidan (𝑥3) sebesar 71,12%.  
Pada tabel 4.4 terlihat bahwa dari ketujuh hasil estimasi dari bandwidth 
diketahui bahwa kondisi yang paling maximum terletak pada ℎ1=15, ℎ2=20, ℎ3=25 
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sebesar 1,4488%. Dengan nilai GCV sebesar 719,6441. Jika nilai bandwidth ℎ yang 
di ambil adalah yang terkecil maka akan terlihat plot data yang sangat kasar, jika nilai 
bandwidth ℎ yang diambil adalah yang optimal maka plot data tidak sangat kasar dan 
tidak juga sangat halus (𝑠𝑚𝑜𝑜𝑡ℎ), dan jika nilai bandwidth ℎ yang diambil adalah 
yang besar maka akan terlihat plot tidak sangat berpotongan. 
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BAB V 
KESIMPULAN DAN SARAN 
 
A. Kesimpulan   
Adapun kesimpulan yang dapat diambil berdasarkan hasil dan pembahasan 
yaitu nilai maximum dari estimasi tingkat wanita yang telah menikah menurut 
penolong kelahiran terakhir 𝑓 = (𝑥1, 𝑥2, 𝑥3) diperoleh sebesar 1,4488%. Dalam 
regresi kernel yang terpenting adalah pemilihan nilai bandwidth optimal, bukan 
pemilihan fungsi kernel, karena penggunaan fungsi kernel yang berbeda dengan nilai 
bandwidth optimal menghasilkan estimasi kurva regresi yang hampir sama. 
B. Saran 
Adapun saran yang dapat dijadikan pertimbangan adalah penelitian ini  
menggunakan data  kuantitatif yang bersifat nominal. Taksiran yang digunakan yaitu 
kepadatan kernel Gaussian dengan pemilihan bandwidthh dengan metode 
Generalized cross validation (GCV) dengan pemilihan bandwidth h secara acak, pada 
penelitian ini diperoleh nilai bandwidth yang optimal di mana nilai bandwidth yang 
optimal di lihat dari nilai GCV dan 𝑓  terkecil. Untuk penelitian selanjutnya pemilihan 
nilai bandwidthh sebaiknya dipilih nilai yang lebih kecil dassri penelitian ini agar 
kurvanya tidak terlalu kasar dan tidak terlalu halus dan bisa menggunakan data 
primer yang sifatnya uptodate melalui observasi wawancara, diskusi terfokus dan 
penyebaran questioner.  
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Lampiran 1: Program MSE untuk memilih bandwidth𝒉𝟏, 𝒉𝟐, 𝒉𝟑 yang optimal 
clc 
 
% X:data dari x 
% x:rata-rata dari x 
 
X11=[11.51 1.71 11.06 14.94 14.96 20.96 12.65 9.55 22.70 19.29 14.23 
14.26 4.94 19.82 15.86 24.22 11.26 33.40 22.51 25.12 18.20 42.53 
34.72 13.86]; 
X21=[1.94 5.74 0 1.35 1.47 2.75 0 4.12 4.0 0 0 0.77 2.32 1.95 2.02 
1.20 2.53 0.84 0 4.60 0 2.34 6.04 0 0]; 
X31=[72.26 74.30 52.67 71.22 74.15 68.18 82.83 79.41 67.07 71.12 
70.61 83.42 91.76 76.86 77.75 55.37 69.47 49.39 69.41 70.85 60.95 
46.55 65.28 84.04]; 
Y11=[28.57 27.25 21.24 29.17 30.19 30.63 31.82 31.02 31.25 30.13 
28.53 33.33 32.88 32.9 31.60 27.37 27.19 27.59 32.17 31.99 27.16 
31.70 33.33 32.63]; 
X1=X11' 
X2=X21' 
X3=X31' 
Y1=Y11' 
n=length(Y1); 
x1=mean(X11') 
x2=mean(X21') 
x3=mean(X31') 
h1=5; 
h2=10; 
h3=15; 
% hitung f topi 
for i=1:n 
  Khx1=1/(h1*sqrt(2*pi))*exp(-1/2*((x1-X1(i))/h1)^2) 
  Khx2=1/(h2*sqrt(2*pi))*exp(-1/2*((x2-X2(i))/h2)^2) 
  Khx3=1/(h3*sqrt(2*pi))*exp(-1/2*((x3-X3(i))/h3)^2) 
    % hitung Qt 
for j=1:n 
        % hitung K 
        KhX1=1/(h1*sqrt(2*pi))*exp(-1/2*((X1(j)-X1(i))/h1)^2) 
        KhX2=1/(h2*sqrt(2*pi))*exp(-1/2*((X2(j)-X2(i))/h2)^2) 
        KhX3=1/(h3*sqrt(2*pi))*exp(-1/2*((X3(j)-X3(i))/h3)^2); 
        tmp1(j)=KhX1*KhX2*KhX3; 
 end 
    Qt=1/n*sum(tmp1); 
    tmp2(i)=(Y1(i)*(1/n)*Khx1*Khx2*Khx3)/Qt; 
    ft=1/n*sum(tmp2) 
end 
 ft=1/n*sum(tmp2); 
% hitung GCV 
    % - hitung GCV1 (pembilang) 
for i=1:n 
       tmp3(i)=(Y11(i)-ft)^2; 
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end 
   GCV1=1/n*sum(tmp3); 
% - hitung GCV2 (penyebut) 
for i=1:n 
for j=1:n 
           Khx1(j)=1/(h1*sqrt(2*pi))*exp(-1/2*((x1-X1(i))/h1^2)); 
           Khx2(j)=1/(h2*sqrt(2*pi))*exp(-1/2*((x2-X2(i))/h2^2)); 
           Khx3(j)=1/(h3*sqrt(2*pi))*exp(-1/2*((x3-X1(i))/h3^2)); 
           Khx(j)=Khx1(j)*Khx2(j)*Khx3(j); 
       end 
       tmpx=sum(Khx); 
% - hitung sigma K (penyebut) 
 for j=1:n 
           KhX1=1/(h1*sqrt(2*pi))*exp(-1/2*((X1(j)-X1(i))/h1^2)); 
           KhX2=1/(h2*sqrt(2*pi))*exp(-1/2*((X2(j)-X2(i))/h2^2)); 
           KhX3=1/(h3*sqrt(2*pi))*exp(-1/2*((X3(j)-X3(i))/h3^2)); 
           tmp4(j)=KhX1*KhX2*KhX3; 
 end 
       tmp5=1/n*sum(tmp4); 
       tmp6(i)=tmpx/tmp5; 
end 
   tmp7=sum(tmp6); 
   GCV2=(1-1/n*tmp7)^2; 
%GCV 
   GCV=GCV1/GCV2 
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Lampiran 2: Program GCV untuk memilih bandwidth𝒉𝟏, 𝒉𝟐, 𝒉𝟑 yang optimal 
clc 
 
% X:data dari x 
% x:rata-rata dari x 
 
X11=[11.51 1.71 11.06 14.94 14.96 20.96 12.65 9.55 22.70 19.29 14.23 
14.26 4.94 19.82 15.86 24.22 11.26 33.40 22.51 25.12 18.20 42.53 
34.72 13.86]; 
X21=[1.94 5.74 0 1.35 1.47 2.75 0 4.12 4.0 0 0 0.77 2.32 1.95 2.02 
1.20 2.53 0.84 0 4.60 0 2.34 6.04 0 0]; 
X31=[72.26 74.30 52.67 71.22 74.15 68.18 82.83 79.41 67.07 71.12 
70.61 83.42 91.76 76.86 77.75 55.37 69.47 49.39 69.41 70.85 60.95 
46.55 65.28 84.04]; 
Y11=[28.57 27.25 21.24 29.17 30.19 30.63 31.82 31.02 31.25 30.13 
28.53 33.33 32.88 32.9 31.60 27.37 27.19 27.59 32.17 31.99 27.16 
31.70 33.33 32.63]; 
X1=X11' 
X2=X21' 
X3=X31' 
Y1=Y11' 
n=length(Y1); 
x1=mean(X11') 
x2=mean(X21') 
x3=mean(X31') 
h1=5; 
h2=10; 
h3=15; 
% hitung f topi 
for i=1:n 
  Khx1=1/(h1*sqrt(2*pi))*exp(-1/2*((x1-X1(i))/h1)^2) 
  Khx2=1/(h2*sqrt(2*pi))*exp(-1/2*((x2-X2(i))/h2)^2) 
  Khx3=1/(h3*sqrt(2*pi))*exp(-1/2*((x3-X3(i))/h3)^2) 
    % hitung Qt 
 for j=1:n 
% hitung K 
        KhX1=1/(h1*sqrt(2*pi))*exp(-1/2*((X1(j)-X1(i))/h1)^2) 
        KhX2=1/(h2*sqrt(2*pi))*exp(-1/2*((X2(j)-X2(i))/h2)^2) 
        KhX3=1/(h3*sqrt(2*pi))*exp(-1/2*((X3(j)-X3(i))/h3)^2); 
        tmp1(j)=KhX1*KhX2*KhX3; 
 end 
    Qt=1/n*sum(tmp1); 
    tmp2(i)=(Y1(i)*(1/n)*Khx1*Khx2*Khx3)/Qt; 
    ft=1/n*sum(tmp2) 
end 
 ft=1/n*sum(tmp2); 
% hitung GCV 
    % - hitung GCV1 (pembilang) 
 for i=1:n 
       tmp3(i)=(Y11(i)-ft)^2; 
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 end 
   GCV1=1/n*sum(tmp3); 
   MSE=GCV1 
  end 
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Lampiran 3: Program mencari 𝒇  𝒙𝟏, 𝒙𝟐, 𝒙𝟑  pada bandwidth 𝒉𝟏, 𝒉𝟐, 𝒉𝟑 
 
% X:data dari x 
% x:rata-rata dari x 
 
X11=[11.51 1.71 11.06 14.94 14.96 20.96 12.65 9.55 22.70 19.29 14.23 
14.26 4.94 19.82 15.86 24.22 11.26 33.40 22.51 25.12 18.20 42.53 
34.72 13.86]; 
X21=[1.94 5.74 0 1.35 1.47 2.75 0 4.12 4.00 0 0.77 2.32 1.95 2.02 
1.20 2.53 0.84 0 4.60 0 2.34 6.04 0 0]; 
X31=[72.26 74.30 52.67 71.22 74.15 68.18 82.83 79.41 67.07 71.12 
70.61 83.42 91.76 76.86 77.75 55.37 69.47 49.39 69.41 70.85 60.95 
46.55 65.28 84.04]; 
Y11=[28.57 27.25 21.24 29.17 30.19 30.63 31.82 31.02 31.25 30.13 
28.53 33.33 32.88 32.9 31.60 27.37 27.19 27.59 32.17 31.99 27.16 
31.70 33.33 32.63]; 
X1=X11' 
X2=X21' 
X3=X31' 
Y1=Y11' 
n=length(Y1); 
x1=11.51 
x2=1.94   
x3=72.26 
h1=10; 
h2=15; 
h3=20; 
% hitung f topi 
for i=1:n 
  Khx1=1/(h1*sqrt(2*pi))*exp(-1/2*((x1-X1(i))/h1)^2) 
  Khx2=1/(h2*sqrt(2*pi))*exp(-1/2*((x2-X2(i))/h2)^2) 
  Khx3=1/(h3*sqrt(2*pi))*exp(-1/2*((x3-X3(i))/h3)^2) 
    % hitung Qt 
for j=1:n 
        % hitung K 
        KhX1=1/(h1*sqrt(2*pi))*exp(-1/2*((X1(j)-X1(i))/h1)^2) 
        KhX2=1/(h2*sqrt(2*pi))*exp(-1/2*((X2(j)-X2(i))/h2)^2) 
        KhX3=1/(h3*sqrt(2*pi))*exp(-1/2*((X3(j)-X3(i))/h3)^2); 
        tmp1(j)=KhX1*KhX2*KhX3; 
end 
    Qt=1/n*sum(tmp1); 
    tmp2(i)=(Y1(i)*(1/n)*Khx1*Khx2*Khx3)/Qt; 
    ft=1/n*sum(tmp2) 
end 
 Qt=Qt 
ft=1/n*sum(tmp2) 
end  
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