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Abstract 
Purchases of major long-life assets such as rolling stock, planes, wind turbines etc. represent a substantial investment by companies or 
governments, from which the owner needs to ensure maximum return over the asset's life.  A big question facing industry is: “What tools and 
techniques could be used when planning to introduce a major long life (40+ years) asset, to extend the design life and could this be cost 
effective?”  This paper discusses one particular example of how a customer explored the potential to extend the life of their asset purchase by 
approximately 50% and the methods they were using to achieve this. 
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1. Introduction 
This case study explores the tools and techniques used to 
consider the potential for extending the life of new rolling 
stock for London Underground, designed to deliver a 40 year 
life, to 60 or 65 years. This follows a visit to the Hong Kong 
metro to see how that organisation had been able to achieve 
this with their current rolling stock. 
1.1. Objectives 
x To provide an insight into how an organisation lays a long 
term plan that will obtain and maintain Senior 
Management approval in order to maximize the earning 
potential of the new asset over the longest financially 
viable life. 
x To provide supporting evidence to present to a Senior 
Management team to discuss a long term planning strategy 
for new or existing major assets. 
x To show how Lifecycle Reliability Engineering and Asset 
Management come together to ensure value for money 
throughout the asset’s life. 
1.2. Lifecycle Reliability Engineering 
Lifecycle Reliability Engineering (LRE) is closely related 
to Asset Management. It looks at all aspects of the Asset 
Lifecycle from design specification to commissioning, 
maintenance & disposal – in this case it considers both Fleet 
& Infrastructure due to multiple interfaces between the two. 
LRE assess the costs of maintaining assets in order to 
determine when to refurbish & replace them, i.e. when they 
are no longer economically viable, considering performance 
recovery for maintenance & refurbishment/ replacement of 
major systems.  Through the use of LRE the aim is to stretch 
the design life of a major asset purchase (new metro rolling 
stock) from 40 to >60years. 
2. Asset Management Planning 
The design life of the new “09TS” Victoria Line trains is 
40 years [Metronet contractual requirement], however, 
Metronet studied other Metro systems and determined it 
would be possible to extend the life considerably if it were 
planned early and applied from first introduction. 
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This is Asset Management Planning, which Metronet took 
very seriously whilst aware that there were few resources 
available with the correct skills set. 
In 2007 Metronet recruited Reliability Engineers as Fleet 
Asset Managers knowing they would have a core technical 
understanding of the methods to be applied, requiring little 
time to acquire the financial planning skills. 
The planning cycle began in 2007 with a view to 
increasing the supplier’s proposed fleet life of 40 to >60 yrs. 
To support this, a range of Decision Support Tools (DST) 
were developed, the key one being a Whole Life Cost Model 
(WLCM). 
Each year, Metronet were required to present TfL with an 
Annual Asset Management Plan (AAMP). The AAMP put 
forward in 2008 was the first one to be accepted by TfL 
thanks to the Reliability Engineering skills set which 
introduced Reliability Growth Plans and Reliability Centred 
Maintenance to all eight Metronet fleets, with a WLCM to 
stretch the life of the new 09TS, maximising the return on this 
substantial investment. 
2.1. Data Gathering 
The Six Sigma Team were engaged to carry out the initial 
study and gather data.  Initially in 2007, Lessons Learnt were 
investigated that could be applied to the new design. The 
67TS in use on the Victoria line was 40 years old at this point 
and clearly life expired, although it should be noted that the 
Fleet Asset Manager and Fleet Manager worked closely with 
the Fleet Reliability Engineer from 2007 to 2009 to improve 
reliability to ~20% above the level achieved when new, whilst 
simultaneously reducing costs [67TS MTBF data]. 
Failure data was gathered from the eight Metronet fleets in 
order to identify common failures, which would allow each 
fleet to learn from improvements made on other fleets as well 
as provide feedback into the design process. 
Although much of the data collected is commercially 
sensitive and hence cannot be discussed here, certain findings 
are generic and recognisable to other industries. One such 
common issue was the breakdown of wiring insulation as it 
hardened, becoming impossible to service, as any movement 
would result in the insulation crumbling away. 
2.2. Data Analysis 
The case study initially examined the Doors as this system 
failed most frequently at the highest cost, closely followed by 
traction and brakes which accounted for over 40% of failures 
by both frequency and cost [Six Sigma study] see Fig.1a & b. 
An investigation was initiated into the differences between 
the door system maintenance regimes on the different fleets to 
identify and then roll out best practice. This investigation 
showed that the Bakerloo and Victoria line trains had the 
fewest number of incidents per 28 day period, approximately 
30% of the incidents on the District Line, as shown in Figure 
2a [fleet maintenance data].  
Furthermore, the investigation showed that maintenance 
effort in service time during the 38 week door service on each 
fleet varied significantly, with the Victoria line spending 
300% of the time taken by the District line and 150% of the 
time taken by the Bakerloo line, see Fig.2b below. This 
warranted further investigation. 
By investigating the measurement techniques, differences 
were found, i.e. time taken to retrieve parts wasn’t included 
by the Bakerloo or District line, which distorted the figures 
but highlighted an issue across the fleets, as shown in Fig.2b. 
Previous experience in manufacturing suggested the use of 
Six Sigma techniques. One such technique is 5S, which, in 
very simple terms, is a place for everything and everything in 
its place. This was successfully implemented on Door Service 
Teams and Trolleys which carried a kit of tools and parts, 
everything required to carry out a full service of the doors, 
with the store man tasked with replenishing the trolleys in 
between Door services. This reduced the time taken and 
improved the quality of servicing as the Doors Team took 
ownership of the Door System performance and pride in 
making improvements. 
In parallel an investigation was carried out into the location 
of failures on the network, as shown in Figure 3. Some were 
understandable, e.g. at Oxford Circus the line is on a bend and 
a crest with a twist, so the carriages at the rear lean into the 
platform and away from it at the front. With three lines 
meeting at the busy station, issues with successfully closing 
doors can be understood, particularly those resulting in No 
Defect Found when checked in the depot. Meanwhile, there 
were an unusually high number of failures at Seven Sisters in 
Zone 3. 
  
Fig. 1. (a) Number of Failures; (b) Cost of Failure 
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Fig. 2. (a) Door Incidents per Period; (b) Maintenance Time per Door. 
2.3. A3 Problem Solving Process 
An excellent problem solving process is the A3 Problem 
Solving Process, one element of which is Genchi Genbutsu, 
“Go and see,” so the asset manager and fleet reliability 
engineer went to find out what was unusual about Seven 
Sisters. The station could not have been more benign, straight 
and level, so the remaining stations were reviewed to the end 
of the line, where the drivers were found sitting on a platform 
bench having their lunch. When asked why they were having 
lunch there, they explained that their mess room, coffee and 
snack machines had been removed so that the room could be 
used for storing rubbish – the result of the distribution of free 
newspaper, magazines etc. at station entrances. This 
highlighted that Seven Sisters was not only a station, it was 
the point where the track divided between the Victoria line 
and Northumberland depot. If a train suffered a door failure 
here, it would be taken out of service immediately and then 
checked whilst the driver went to the depot staff canteen. The 
mess room at the end of the line was reinstated and door 
failures fell by 30%. This is one of the drivers behind 
investigations into the influence of human factors on product 
reliability. 
2.4. Causes 
Subsequently, the Six Sigma Team were engaged to lead a 
light weight Root Cause Analysis brainstorming session using 
a Cause and Effect (Ishikawa) Diagram – not to be confused 
with a robust RCA process such as Fault Tree Analysis – 
developed in order to provide a, “quick and dirty,” overview 
of issues at the world’s largest ship yard in Japan. 
The attendees, (the fleet maintenance and reliability teams) 
were then asked to vote on their top 3 most likely causes 
(Fig.3). Of the 12 selected, 3 were technical, the remainder 
related to training and behaviour (human factors), such as. 
poor ability to find faults or inadequate training - related to a 
decision taken to rotate maintenance technicians every 6 
months in an attempt to keep their work interesting, so that 
they would continue learning. Following implementation of 
the Doors Team, subsequent surveys discovered that some of 
the team members were quite happy to perform the same task 
daily, so the process was altered to ask team members if they 
would like an opportunity to change. Those in the Doors 
Team took pride in the improvements they were able to 
achieve, with monthly Kaizen workshops held to determine 
what improvements could be made. 
 
Fig. 3. Primary Failure Cause Vote. 
2.5. Reliability Growth Plan (RGP) 
Two routes for reliability growth were introduced, one for 
procedural changes to maintenance, the other for physical 
changes to the rolling stock, as procedural changes would not 
incur the significant cost of a physical change required on 
every car on each train (8 x 85 = 680 changes). 
In both cases the process began with investigation, data 
collection and root cause identification. From this, the need 
for a modification could be established. 
A procedural change would be trialled to see if it were 
effective and adjusted as necessary after assessing the 
effectiveness of the trial.  If a physical modification was 
required, the cost for the materials and labour time to 
implement were assessed in order to determine whether or not 
the Lost Customer Hours (LCH) would be reduced. 
If a reduction in failures over time could be shown to be 
profitable prior to decommissioning, a Business Case was 
created and presented to the Metronet board in order to gain 
approval to implement the improvement. 
The proposed modifications were then overlayed on a chart 
showing the previous 13 periods’ data to indicate when they 
would begin and end (Fig.5). This also shows the expected 
improvement, which was reported each week on the senior 
leadership team’s visualisation board, cascaded down to the 
fleet visualisation board, from the fleet reliability engineer. 
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2.6. Asset Management Planning 
A benchmarking exercise was carried out by the Six Sigma 
Team in order to ensure Metronet understood what best 
practice should be by visiting other organisations involved in 
fleet maintenance, such as Bombardier and Thales. 
In addition, the Fleet VP and Fleet Managers went on a 
fact-finding trip to tour Hong Kong Metro who had 
successfully extended the life of their rolling stock to 65years. 
One of the key drivers behind HK Metro’s success was a 
very stable management structure with the CEO having been 
in place for over 20 years. 
It was this stability that Metronet wished to replicate by 
implementing a set of decision support tools that would 
withstand changes in leadership, (political and within 
Metronet) allowing a 65 year plan to be laid. 
2.7. Reliability Centred Maintenance (RCM) 
RCM is a common sense approach to maintenance. Rather 
than blindly follow generic maintenance intervals, the timing 
is tailored to the application. Rather than planning RCM for a 
new untried fleet, which would have been a challenge, the 
focus was instead put onto existing fleets. This would 
improve reliability whilst reducing costs, putting the tools and 
processes in place, ready to apply to the new fleets when 
introduced from 2009 onwards. 
Predicting the level of unplanned maintenance provided a 
significant challenge for the new fleets. The eight existing 
Metronet fleets were assessed to provide guidance on the 
probable unplanned maintenance loading as provisions 
needed to be made in terms of maintenance equipment, staff, 
training, tooling etc. 
As the intention was to push out the end of life for the new 
fleet, the RCM policy needed to extend maintenance intervals 
to ensure such life extension would be cost effective. The 
condition of 8 x 8 car trains at 50%, 100% and 150% of the 
proposed maintenance volume was investigated, without 
carrying out maintenance, to see if such stretch targets were 
achievable without reducing reliability. It also allowed the 
trend (linear, progressive, or regressive) of degradation to be 
established, ideally prior to instantaneous failure. 
2.8. Asset Management Planning 
Following the employment of reliability engineers as Fleet 
Asset Managers, Metronet began planning the life extension 
of the fleets. Metronet required a tool to assist in decision 
making, particularly with the supplier of the new rolling 
stock. If Metronet could articulate their requirements and the 
potential impact of missing the targets created, a better design 
could be achieved and an understanding of the impact of 
drifting away from targets. 
The model itself would be built in Excel to match business 
requirements, rather than attempting to adapt generic software 
to those requirements. A mathematician and computer 
scientist began creating the spreadsheet which would have 
multiple degrees of freedom, creating a large matrix for each 
year of operation with data flowing from the year one sheet 
through to year 65. 
This allowed Metronet to build a base model, making 
adjustments to maintenance intervals, performance recovery, 
residual life, refurbishment intervals, replacement intervals, 
resource levels, material and labour costs etc. 
3. Whole Life Cost Model (WLCM) Methodology 
The initial stage of development was to define the inputs 
and outputs for the WLCM. The purpose of the model is to 
compute material, labour, Opex and Capex costs based on 
forecast; planned maintenance volumes, corrective 
maintenance volumes, enhancements & renewals, headcount, 
labour rates. 
Here the model parameters to achieve this are reviewed The 
majority were time based: 
x Input TB (Time Based): ○ Opex costs per intervention, i.e. Unit Labour hours, 
rates of pay, material costs entered in current prices. ○ Corrective volumes for the base year ○ Planned Volumes (annual volumes by planned activity) 
 
Fig. 5. 67TS Reliability Growth Plan. 
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○ Corrective Hours (annual hours by corrective activity) ○ Deterioration Rates for Corrective activities (assuming 
no intervention). ○ Capex cost per annum by project with a single date for 
recognising the improvement benefit 
x Input NTB (Non-Time Based): ○ Corrective intervention improvement percentages 
entered manually 
The Corrective Intervention Improvement as a percentage 
are an estimation and one of the many parameters whose 
impact is assessed by trial and error, experimenting with the 
level of degradation and recovery that can be tolerated as cost 
effective. 
3.1. Asset Definition 
The asset needs to be broken down into systems and sub 
systems. Here, some guidance is provided on how the rolling 
stock was broken down for the purpose of the model as an 
example for others to carry out the same exercise on their 
company’s major assets. 
x Consider ways to describe the asset and the sub systems. 
x Does it make sense to break the system down too far? 
x How would these systems be replaced? ○ As a unit? As sub systems? 
x Ensure there are sufficient degrees of freedom to create a 
representative model but not so that it becomes unwieldy. 
x By leaving spare capacity (blank lines) in the model it 
allows for the option of adding subsystems if required. 
x Even though this simplified the systems, the basic 
unpopulated Excel model was nearly 200Mb. 
3.2. WLCM Asset Definition 92TS Example 
Figure 6 shows an example of the breakdown of the train 
systems by zone and items – the zone information has been 
included to show the complexity beneath each of the sub 
system titles. Note the additional blanks built in to the model, 
which were intended to allow the model to be used on any and 
all fleets where future developments could increase 
complexity. In the case of Metro rolling stock, Doors, 
Traction and Brake Systems are the highest failure rates.  
Additionally there is a generic lead item where NDF (No 
Defect Found) can be attributed.  It is also an unavoidable fact 
that on Metro Rolling Stock some failures are the result of 
passenger action, not defects. 
3.3. Maintenance Costs 
Next to gain an understanding of the Opex costs required 
to populate the model, preventative and corrective costs were 
examined by task (Figs. 7 & 8 respectively). 
It should be noted that although the highest failure rates are 
Doors, Traction and Brakes, the repairs required to the doors 
are quick and cheap, whilst the traction, car-body (graffiti) 
and suspension are far more time consuming and expensive.  
This underlines the importance of looking at the overall cost 
and not just the frequency of failure.  Likewise, door 
maintenance is relatively quick and easy but takes up another 
5% showing the level of attention paid during annual door 
maintenance, interlock checks and bond circuit testing.  It is 
also important to note that the majority of the cost (85%) is 
incurred carrying out regulatory safety checks and tests. 
 
 
Fig. 6. Example of Asset Definition for 92TS Traction & Propulsion. 
 
Fig. 7. Depot Opex – Corrective Maintenance Costs. 
 
Fig. 8. Depot Opex – Preventative Maintenance Costs. 
3.4. Whole Life Cost Model - Input Data 
The 92TS input data is shown in Figure 9, although this is 
not a definitive list for Metro or any other Major Asset. 
This is intended to prompt organisations into thinking 
about what is important for their assets, as supplier or owner. 
Each organisation must determine what is important for the 
212   Mark Norris /  Procedia CIRP  11 ( 2013 )  207 – 212 
application of their Major Asset.  Some guidelines include: 
x Consider the degrees of freedom for the Asset – Systems, 
Subsystems, components, infrastructure etc. 
x Understand the cost drivers – labour, parts, upgrades etc. 
x Review maintenance activities, equipment & spare parts 
x Take account of unplanned activities/ maintenance/ repairs 
x Create a plan to monitor degradation in order to create/ 
update/ modify lookup tables 
The lookup tables contain details of our variables, where each 
variable represents a different level of risk, e.g. 
x Performance – this will grow and improve after initial 
introduction, then deteriorate with wear. 
x Residual Life – allows the assessment of the impact of 
refurbishments to extend life. 
x Duty performance – allowed the assessment of the impact 
of increased duty during Olympics 
x Condition assessment performance refers to earnings 
through Ambience measurement. 
x Life Safety Risk – is there an increased risk over time? 
x Duty Safety Risk – is the risk higher for increased duty 
during Olympics? 
x Condition Assessment Safety – refers to potential for 
tripping hazards etc. over time 
x Performance failures per year – assessed from ave for other 
current fleets, to be updated with data from new trains 
x Cost of failure – assessed from ave LCH, current vs. future 
x Assess frequency and cost of safety risk failures. 
x Assess Opex repair and Capex maintenance costs. 
x Enhancement and renewal costs – these occur at irregular 
intervals - the model accounts for cost & workload peaks. 
x Availability – calculated from time required to maintain 
and impact of longer duration renewals or enhancements. 
x Residual Life – between enhancements or renewals, e.g. 
Bogies will be replaced every 20 years. 
x Average Duty – allows for increased duty cycle if 
enhanced signaling (DTG) equipment is installed. 
x Condition – allows for cosmetic enhancements. 
x Population – allows for an increase in number of trains if 
DTG and enhanced duty cycle indicates too high a wear 
rate, or reduction during major refurbishment/ 
enhancement. 
3.5. Whole Life Cost Model - Output Data 
The output runs for 65 years.  The model’s complexity is 
still only adequate for a modest number of reports: 
x Overheads Cost 
x Preventative (Planned) Maintenance Cost 
x Corrective (Unplanned) Maintenance Cost 
x Enhancements and Renewals Cost 
x Availability Cost 
x LCH Abatements Cost 
x Safety Risk Cost 
Which combine into a Cumulative Net Cost of Operation. 
Each iteration of the WLCM provides additional guidance 
from the user and repeated application with different 
parameters to understand the different influences rates of 
degradation and improvements bring. 
4. Conclusions 
 The case study has shown an example of Lifecycle 
Reliability Engineering & Asset Management Planning using 
a Whole Life Cost Model.  This has provided an insight into 
how an organisation can lay a long term plan that will obtain 
and maintain Senior Management approval. 
Lessons Learnt from existing assets such as Door 
Maintenance were shown to highlight the usefulness of this 
methodology.  Furthermore the use of the Early Intervention 
Planning method was shown to assist in the prediction of 
degeneration and help revise the WLCM.  Here the WLCM 
was used to determine whether or not to purchase a new fleet 
vs. a mid-life refurbishment. 
Finally both RCM and RGP were used as a Continuous 
Improvement aids for the new fleet based on current 
knowledge, developed as the new fleet entered service. The 
methodology also highlights the importance of looking at the 
overall cost of maintenance, not just the frequency of failure. 
 
Fig. 9. WLCM Input data example. 
