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I. INTRODUCTION
T O SATISFY the exponentially increasing demand for wireless data, massive multiple-input multipleoutput (MIMO) systems operating in the millimeter (mm)-wave band will be an important component of the fifth-generation (5G) cellular systems: employing very large arrays at the base station (BS) can provide significant increase of spectral efficiency [1] , [2] , while potentially large bandwidth is available in the mm-wave bands [3] . However, implementation of such systems in a cost-and energy-effective way is nontrivial [4] .
The performance advantages of massive MIMO systems have been established under the assumption of perfect full channel state information (CSI) at the BS, which can be retrieved from uplink training according to channel reciprocity [5] in time division duplexing (TDD) systems. Nevertheless, full CSI is difficult to obtain in mm-wave systems. Furthermore, while most of the massive MIMO literature considers a large number of antenna elements at the BS and single-antenna user equipments (UEs), we consider in this paper large arrays at the UE as well. Since the pathloss is approximately proportional to the frequency [5] , i.e., 20 log 10 ( f ), operating at 60 GHz generates additional 30 dB loss compared with that at 2 GHz, which needs the array gain at both link ends to compensate. Furthermore, the short wavelength at mm-wave frequencies enables a compact size for an array with a large number of antenna elements. For example, with antenna spacing being half a wavelength, the size of a uniform rectangular array with 100 antenna elements is just 2.5×2.5 cm 2 , which can be fit on the usual size of an UE. With UEs having many antennas, the tremendous overhead required by orthogonal uplink training may hinder the implementation, especially since coherence times decrease with increasing carrier frequency. Furthermore, conventional uplink training is incapable of utilizing array gain, since it does not yet have knowledge of the CSI, which leads to a small signal-to-noise ratio (SNR).
Consequently, large training blocks should be implemented for channel estimation, but cannot be realized due to the fast variation of the mm-wave channel. Moreover, high cost and power consumption of analog signal components makes it impractical to build a complete radio frequency (RF) chain for each antenna element, which imposes hardware constraints.
To address the challenge of limited number of RF chains, hybrid digital/analog (HDA) beamforming structures, first proposed in [6] and [7] , can be employed where a reduceddimensional baseband digital beamforming is concatenated with a phase-shifter network to reduce the necessary number of RF chains. A number of papers considered HDA where both the analog and the digital part are adapted to the instantaneous CSI [6] , [8] - [13] . While this reduces the hardware effort, it does not solve the problem of training overhead. An approach more naturally fitting to two-stage HDA structures is one where the analog beamforming is based on the slowly-varying second order channel statistics, which reduces the dimension of the effective channel that needs to be trained for instantaneous CSI. Considering the single-UE (SU) MIMO scenario, [7] and [14] devise the hybrid beamforming algorithms requiring partial knowledge of the CSI. Dealing with the mulit-user case, [15] proposes the JSDM (joint spatial diversity and multiplexing) algorithm. If the channel covariance of different UE groups are approximately orthogonal to each other, further reduction of training overhead can be realized by "virtual sectorization" [16] . Suppressing intercell interference by covariance-based analog beamformer, [17] also considers the multi-layer precoding with different time scales. However, all of these papers deal only with singleantenna UEs.
In this paper, we consider the practically relevant situation that both link ends are equipped with an HDA structure, and focus on investigating the joint optimization of the channelstatistics-based transmit and receive analog beamformers for mm-wave massive MIMO. Given the analog beamformers, existing typical precoders/combiners designed for traditional multiuser (MU)-MIMO systems can be employed as the transmit and receive digital beamformers [18] - [20] , which operate on the analog-beamformers-projected effective channel.
To the best of our knowledge, there is little consideration for exploring the optimality of jointly designing analog beamformers at both ends with HDA structure based on the channel statistics and we are trying to close this gap in this paper. Assuming UEs equipped with a single RF chain, [12] , [15] and [16] do not explore the potential spatial multiplexing gain at the UE-level. Concerning HDA structures with many RF chains at both ends, [11] is able to let the UE receive multiple symbols simultaneously, but it heuristically designs the analog combiner by dominant eigenbeams of the transfer channel. In [9] , by simply fixing the digital beamformers to be identity matrices, the transmit and receive analog beamformers are optimized alternatively, but it neglects the coupling effect between them. The scheme proposed by [21] utilizes a covariance-based precoder, similar to [15] and optimizes the combiner by maximizing a sum-rate upper bound also based on the long-term CSI. However, it assumes the Kronecker channel model which does not well reflect the directional characteristics of the mm-wave channel, moreover it considers only analog beamformers at both ends rather than the HDA structure with both analog and digital beamformers.
To develop efficient algorithms to jointly optimize the analog precoder/combiner by exploiting the highly directional property of the mm-wave channel, we need to deal with two major challenges. First, the coupling between the analog and digital beamformers needs to be incorporated in the analog beamformer optimization. The other difficulty lies in the design over different time scales for analog and digital beamformers, where the former is based on the long-term CSI, while the latter depends on the instantaneous effective channel. With beamformers on different time scales, the expectation and the optimizations are interlaced, greatly increasing the mathematical difficulty: an outer optimization over the long-term CSI can be easily performed only if the inner optimization on the channel snapshot basis and expectation would provide a closed-form solution, which is not the case. The main contributions of the paper can be summarized as follows:
• We develop an optimization framework for the joint design of transmit and receive analog beamformers based on long-term CSI for the downlink multiuser massive MIMO system, where the digital and analog beamformers are based on the CSI on different scales. We also account for the fact that each UE can receive multiple data streams but the numbers of streams for different users are not prespecified but rather requires joint optimization with the analog beamformers. The channel model we considered is a non-kronecker model that is relevant for mm-wave systems.
• We derive an approximate upper bound of the ergodic sum capacity of the considered HDA system, which is used as the objective function for the optimization of transmit and receive analog beamformers. We show that existing upper bounds of the ergodic sum capacity, which are widely used for the design of analog beamformers for single-end HDA systems, are not applicable for the system with HDA structures at both ends. In contrast, our developed approximate upper bound is able to capture the essential constraint of the HDA structure at both ends on the numbers of data streams assigned to different users.
• We propose a low-complexity algorithm to maximize the approximate upper bound by properly decoupling the design of analog and digital beamformers. We prove the optimality of the algorithm when multipath components (MPCs) exhibit distinct direction of departure (DOD) and direction of arrival (DOA). Simulations demonstrate the advantages of the proposed beamformers over state-of-the-art methods, and show the significance of the common scatterer effect for the beamforming design. The rest of the paper is organized as follows. In Section II, the system and spatial channel model are presented. In Section III, we first formulate the original downlink problem in Section III-A and then visit its uplink dual problem to facilitate the optimization in Section III-B. A reducedcomplexity formulation by semi-decoupling the design of analog and digital beamformers is exhibited in Section III-C.
In Section IV, we analyze the shortcomings of existing upper bounds of ergodic sum capacity for the optimization of bothend analog beamformers, and then develop a new approximate upper bound, based on which an analog beamformer design algorithm is developed in Section V. Simulations results are presented in Section VI before the conclusion of the paper in Section VII.
Notations: X is a matrix, x is a column vector, x is a scalar, and X is a set. (·) † , (·) T and (·) * stand for Hermitian transpose, transpose, and conjugate, respectively. tr (·) and | · | denote matrix trace and determinant, respectively. · F denotes the Frobenius norm. diag(x 1 , . . . , x n ) represents a diagonal matrix, while diag(X 1 , . . . , X n ) indicates a block diagonal matrix. diag(X) indicates a diagonal matrix with elements of X's diagonal line. X 
II. SYSTEM AND SPATIAL CHANNEL MODEL
We consider the downlink transmission of a single-cell massive MIMO system at mm-wave carrier frequency, with the BS equipped with M antenna elements and l BS RF chains serving K UEs, while each UE has N antenna elements and l UE RF chains. The HDA structure is used at both link ends as shown in Fig. 1a . Consequently, the spatial multiplexing gain s of the proposed system is limited by min (l BS , K l UE ). Not restricting each UE to receive just a single stream, we investigate the scenario where the BS is able to communicate with a UE via multiple streams simultaneously, i.e., s = K i=1 s i with s i ≥ 0 indicating the number of data streams dedicated to the i -th UE (UE i ). The considered model can be easily generalized to the case where the users have different antennas and RF chains.
In the downlink, the BS broadcasts the beamformed data streams to UEs, where the precoder consists of two-stage concatenated beamformers at RF and baseband domain separately. Specifically, the BS first applies an l BS × s digital precoder F d followed by an M × l BS analog precoder F a . Similarly, the UE i , ∀i first projects the received signal through the analog combiner W ai ∈ C N×l UE before the frequency down-conversion and then applies the digital combiner W di ∈ C l UE ×s i . Assuming the block fading channel, the precoder-combiner-projected received signal is expressed byx
where x ∈ C s×1 is the sampled symbol vector following the distribution of CN (0, I s ), n i ∼ CN (0, δ 2 I N ) denotes the white additive Gaussian noise at UE i , which is independent of the symbol vector x, and H i ∈ C N×M indicates the transfer matrix of channel between the BS and UE i . x i ∈ C s i ×1 denotes the symbol vector to UE i , ∀i , and
At mm-wave frequencies, quasi-optical propagation dominates; the MPCs suffering multiple-diffraction become negligible due to the high propagation loss, which not only significantly reduces the number of dominant MPCs but also enhances the correlation between DOD and DOA, e.g., an MPC with line of sight (LOS) or single-reflection has a deterministic geometric relation between DOD and DOA [8] . Therefore, unlike the traditional Kronecker channel model, we consider the following double directional channel description:
where P i is the number of MPCs connecting the BS and the UE i , L i denotes the overall large scale loss, including path loss plus shadowing, and a(·) and b(·) are steering vectors of the antenna array with respect to DOA θ and DOD φ, respectively. A i and B i consist of stacked steering vectors of DOA and DOD, respectively, i.e., 
If a uniform linear array (ULA) is assumed, a(θ ) will be
where λ is the wavelength and d denotes the antenna spacing. b(φ) can be written in a similar fashion. For an infinite number of antenna elements, the steering vectors corresponding to distinct angles are asymptotically orthogonal to each other [2] : 
where i aligns the normalized average path amplitude on its diagonal, i.e., i = diag(σ i1 , . . . , σ i P i ), 1 Note that the assumption of zero mean might not be full compatible with the assumption of infinitely resolving massive MIMO antennas in a mathematical sense. However, in practice multipath components occur in clusters, and if the MIMO array can resolve between the clusters, but not within, the effective channel could fulfill the conditions described above. Irrespective of these considerations, the model we use is widely used in the mm-wave literature [8] , [13] . [22] . Averaging over the small scale fading, we are able to evaluate the channel covariance at both ends respectively as
Note that the number of eigenmodes of the covariance matrix is upper bounded by the number of MPCs P i , i.e., rank(K BSi ) ≤ P i and rank(K UEi ) ≤ P i . If the BS is able to resolve P i distinct DODs, B i asymptotically becomes semi-unitary as M goes to infinity and rank(K BSi ) = P i . In contrary, with all DODs dropped in the same angular resolvable bin that the BS cannot distinguish, K BSi tends to be highly singular and rank(K BSi ) = 1. Similar arguments can also be applied to K UEi .
Since it is not practical to access the full instantaneous CSI for a mm-wave system, we intend to design the analog beamformers based on the long-term or average CSI, including
The training cost for the longterm CSI acquisition is negligible when normalized by the size of the stationarity region of channel statistics [15] . Subsequently, the baseband system only needs to train the reduced-dimensional effective channel and the design of digital beamformers becomes a typical MU-MIMO problem [19] , [20] .
The proposed geometric channel model (5) is generic, and can be reduced to some typical ones in existing work with additional constraints on the distribution of DOD and DOA. A "one-ring" cluster model to analyze the system with singleantenna UEs is considered in [15] , where the DODs toward to the UEs barely vary in a small support range, while ominidirectional DOAs from neighboring scatterers of the UEs are independently generated. However, it does not consider the correlation between DOD and DOA of far-clusters [23] , which restricts the applicability for the joint precoder-combiner design. Taking the far-cluster into consideration, [12] proposes a channel model with a similar structure as (5). However during the simulation, for each UE, it independently drops single-bounce scatterer in a large area, generating MPCs being spatially orthogonal to each other, i.e. [A i ] and [B i ] tend to be semi-unitary and B † i B j converges to 0 for i = j in the probability sense, which neglects the impact from the common scatterer/cluster [24] shown in Fig. 1b , leading to optimistic results generally.
Limited scattering at mm-wave frequencies leads to the high dependence between DOD and DOA. Meanwhile, the UEs communicating with the BS through a similar propagation environment shall "see" one or more common scatterers, which is quite common in reality [24] , e.g., dense UE deployment in the cafeteria. In Section V, we will elaborate more on the impact of these channel characteristics on the system design. We intend to explore a practical massive MIMO system under a more realistic mm-wave channel model, incorporating these critical channel factors.
III. PROBLEM FORMULATION
The short coherence time creates a fundamental information theoretical bottleneck for the implementation of massive MIMO at mm-wave bandwidth [15] . Without prior knowledge of the channel's directional characteristics, the system has to treat the block fading channel isotropically at both ends and assign orthogonal resource for training at the antenna-level to estimate N M entries of the transfer channel, which leads to a tremendous reduction of multiplexing gain.
Nevertheless, considering the channel model (5), with the knowledge of the angular power spectrum, i.e.,
, the system only needs to perform the training at the beam-level to estimate the small scale fading [G i ]. Due to the sparsity of the mm-wave channel, the dimension of G i , i.e., P i , is much less than N M, which significantly reduces the burden of the training phase. For example, if the channel has just a single MPC [12] , by forming the transmit and receive beams pointing toward the direction of the MPC at both ends, we only need K channel uses for uplink training of K UEs. The cost of obtaining the channel statistics is negligible as long as the stationarity region of the channel statistics is much larger than a coherence block, which is usually fulfilled: with pedestrians mobility, the coherence time of the small scale fading is on the order of milliseconds, while channel statistics vary within a few seconds or even longer.
Therefore, the implementation of massive MIMO at mm-wave frequencies necessitates the exploration of the channel statistics to first reduce the dimension of the effective channel. To be specific, within the stationarity of channel statistics, the BS physically forms an analog precoder illuminating particular DODs to serve multiple UEs, while the UE forms an analog combiner to strengthen receive signal energy at certain DOAs and null out other directions, which generates the l UE × l BS effective channel that the system observes at the baseband:
Although the dimension of effective channel is reduced to the number of RF chains, the large array gain at the order of number of antenna elements is reaped by the analog beamformers. Given the effective channel [H i ], it follows that the digital beamforming design becomes a typical MU-MIMO problem, where suitable schemes currently considered can be applied on the effective channel, e.g., block diagonalization [19] and dirty paper coding [20] , which motivates us to find the capacityoptimal analog beamforming. Also from the perspective of the hardware constraint, since the analog beamformer is implemented in the RF domain with less flexibility than the baseband processing, it is reasonable to adjust it to the variation of channel statistics rather than the instantaneous CSI.
A. Downlink Problem Formulation
The general problem of finding the capacity-optimal analog beamforming based on the channel statistics, including the path steering matrix
, has not been explored yet, to the best of our knowledge. Heuristically utilizing a covariance-based downlink precoder for the single-cell with single-antenna UEs, [15] and [16] form the analog precoder to stack eigenvectors of [K BSi ], whose optimality holds only under two strict conditions [15] : (1) the UEs exhibiting different transmit channel covariance shall lie in spatially orthogonal subspaces, i.e., if
(2) the number of the BS RF chains is no less than the number of eigenmodes
Extending to the scenario where each UE is also equipped with multiple antennas, [21] forms an analog combiner towards the strongest eigenmodes of the channel covariance at the UE and investigates its optimality under the Kronecker channel model. Since the Kronecker channel couples all transmit and receive eigenmodes together, it is intuitively optimal to select the strongest receive eigenmodes in the sense of maximizing the SNR. However, in a sparse mm-wave channel model with high dependence between DOD and DOA as given in (5), the optimality does not hold. For example, one receive eigenmode with dominant desired signal energy may be heavily contaminated by interference, so that in fact it is the one the UE prefers to null out for interference suppression.
In summary, with spatially correlated UEs and limited number of BS RF chains, for a generic mm-wave channel, the optimization of joint analog precoder-combiner-design based on the channel statistics has not been addressed and we are trying to close this gap. Given the analog beamforming and implied effective channel exhibited in (6), the achievable rate of UE π(i) by using the dirty paper coding scheme in the digital baseband is given by [20] 
where
is the ordered index set of UEs, and S π(i) is the input covariance of UE π(i) . The dirty paper coding scheme optimizes S π(i) in a sequential manner so that UE π(i) will not be interfered by the streams for prior UEs, i.e., [UE π( j ) ], j < i . Therefore, the sum rate of the UEs is
, which can be maximized by solving the problem
where P t is the downlink transmit power. The maximal sum rate of the UEs is achieved over the variable space, including all possible permutations of index set and input covariance,
Note that the power constraint of (8) is the outputs of antennas averaged over sample symbols within the coherence block.
Aiming to jointly optimize the analog precoder-andcombiner by using channel statistics, we formulate the following general problem
where the expectation operator averages out the small scale fading, i.e., [G i ] in (5). However, problem (9) is extremely difficult to solve. The main challenge lies in two aspects: a) with the variables of interest lying in both nominator and denominator, the inner maximization problem (8) is generally non-convex; b) different variables optimized over different time scales are coupled together, e.g., F a and [S i ] jointly determine the transmit power, while [S i ] varies with the block fading channel but F a remains the same for a relatively long period of time.
We consider the fully-connected hybrid beamforming structure as Fig. 1a exhibits. To develop covariance-based analog beamformers with reduced-complexity HDA structures, e.g. subarray structure in [25] , while interesting for further investigations, is out of the scope of this paper. Aiming to maximize the ergodic downlink capacity, problem (9) does not incorporate the constant modulus constraint over the analog beamforming matrix, so that our solution can be viewed as an upper bound of the covariance-based analog beamformers formed by the phase-shifter-network. Simulation results in Section VI investigate the impact of the constant modulus constraint numerically.
B. Uplink Dual Problem Formulation
Representing the original formulation (9) in a more tractable manner, we resort to the uplink-downlink duality theory [26] and try to develop its equivalent problem for the uplink.
One important theorem proposed by [26] is that for a downlink capacity maximization problem under the transmit power constraint with structure K i=1 tr(S i Q 1 ) ≤ P t and noise distribution following CN (0, Q 2i ) at UE i , the uplink dual problem is under the power constraint (8) and (7) that
Therefore, the dual problem of (8) to maximize the uplink multiple-access (MAC) channel capacity can be expressed as
When optimizing analog beamformers, we consider the capacity-achievable digital beamformers at both ends instead of linear beamformers F d and [W di ], and thus obtain the expressions of downlink and dual uplink capacity. Therefore, W di does not appear in Q 2i . For every instantaneous channel realization, problem (11) and (8) are equivalent, which leads us to replace the inner optimization of (9) by its uplink dual. Substituting (10), we develop an equivalent uplink problem with simpler objective function:
C. Semi-Decoupled Analog Beamforming Design
Either the downlink problem formulation (9) or its dual (12) introduces a two-tier joint optimization, where the inner and outer maximization are based on the instantaneous and average CSI, respectively. Although (12) exhibits a simplified structure, the coupling effect of variables F a , [W ai ] and S i hinders the closed-form solution to develop efficient algorithms.
Decoupling the impact of the instantaneous [S i ] from the long-term F a and [W ai ] can significantly reduce the complexity of the problem. For example, [9] directly fixes the input covariance being an identity matrix, i.e., S i = γ 2 I l UE , ∀i where γ is a constant factor to ensure the power budget constraint is satisfied. However, this assumption implicitly enforces that all UE RF chains are used for spatial multiplexing, i.e., ∀i, s i = l UE , which may be far away from the optimal solution, e.g., full spatial multiplexing does not perform well in the low SNR regime. Without considering the stream assignment [s i ] involved in the optimization for [S i ] may lead to an undesired system design.
Instead of a fully decoupled design, we assume that the input covariance in the dual uplink is also time-invariant to the block fading channel within the stationarity region of channel statistics. Therefore, (12) can be reduced to max
where the auxiliary variables [S i ] are introduced to represent the time-invariant input covariance to the dual uplink channel.
i ) † and substituting (6) into (13), the function inside the expectation becomes
where we define ∀i,W i W aiS 1 2 i , and equality (a) and (c) follow the identity log |XY + I| = log |YX + I|. For (b), the projection matrix
Based on the last line of (14), with the only assumption of the time-invariant input covariance [S i ], we derive a more compact formulation to optimize the analog beamforming:
(15) integrates the two-tier of (12) into one-tier by letting the auxiliary input covariance [S i ] be invariant to the block fading channel. Note that this is only an auxiliary assumption made for the design of the analog beamformer, while in actual operation the real input covariance is designed based on the instantaneous CSI.
IV. UPPER BOUND OF ACHIEVABLE SUM RATE
Despite the simplifications, it is still difficult to obtain a closed-form expression of the achievable ergodic rate in (15) . Therefore, Monte-Carlo simulations are generally needed to find the maximal achievable rate and optimize the analog beamforming, which is computationally prohibitive. Instead, we aim to derive a closed-form upper bound, based on which an efficient algorithm for the design of analog beamformers will be developed. Following the Jensen's inequality, different bounding strategies are investigated. In Section IV-A, we will show that a traditional bounding technique by simply taking the expectation inside the determinant does not reflect the rank constraint brought by HDA structure, which leads to the approximation error growing unbounded with the difference between number of RF chains and rank of channel covariance. Therefore, in Section IV-B, we resort to derive a tighter bound by taking the expectation outside the determinant that incorporates this concern, which will be utilized to formulate an approximate problem of (15) in Section V.
A. Take Expectation Inside the Determinant
Since the logarithm of determinant is a concave function, we first apply Jensen's inequality, i.e., E[log |X|] ≤ log |E[X]|, to obtain the following upper bound:
where equality (d) is generated by substituting the channel model (5) and assuming that MPCs exhibit independent small scale fading, i.e., the diagonal entries of G i , ∀i are independent of each other. However, maximizing the upper bound (16) may be far away from the optimal solution. Comparing the objective function of (15) and (16), we can observe that the covariance of the effective channel of UE i from the view of the BS becomes
Specifically, the rank of Q inst,i is no larger than the number of RF chains at UE i , while the rank of Q avg,i does not reflect the constraint on the number of UE RF chains. For example, a single-antenna UE can only be served by up to one stream, i.e., ∀i, rank(Q inst,i ) ≤ 1. Nevertheless, the rank of Q avg,i = K BSi can be up to P i . Thus, optimizing over the upper bound (16) implicitly assumes that UE i is able to receive rank(K BSi ) ≤ P i symbols simultaneously ∀i , which is not realistic. Consider a system with 10 UEs, each of which has a single RF chain, a BS with 10 RF chains, and P i = 10, ∀i . Each UE is only capable of sending one symbol per channel use in the uplink. However, the optimization over (16) may schedule UEs with better channel conditions to send more symbols, which is far away from optimal.
Applying the identity log |XY + I| = log |YX + I|, a different upper bound can also be developed in a similar fashion (detailed derivation is omitted due to lack of space): [27] , and thus not appropriate for the optimization in massive MIMO systems. Therefore, our problem necessitates the development of a new bound.
B. Take Expectation Outside the Determinant
Following the concavity of the logarithm function, alternatively we can take the expectation outside the determinant to get a tighter upper bound, i.e., E[log |X|] ≤ log E|X|. The expression of the new upper bound of (15) is defined as
which maintains the rank of the effective channel either from the point of view of the BS or the UEs.
denote the determinant of a sub-matrix of X obtained by selecting the row and column subset from X indexed byα Remark 1:
where the sum over the index setα j means to consider all possible subsets with cardinality j from [1, 2, 3 , . . . , k].
To prove Remark 1, we use the following sub-determinant expansions [28] : 
SinceQ is diagonal as we discussed above, equality (m)
, and equality (n) and (o) follow the reversion of (20) and (19) , respectively. We substitute the expression for B, andQ back into (21) to derive a compact upper bound that can be evaluated conveniently:
where we define the average effective channel of UE i as
i , which is different from the previously defined instantaneous effective channelH i .
In general, (22) is not an exact upper bound, but its approximation can be justified in various scenarios of massive MIMO system at the mm-wave bandwidth. One important assumption we made to hold the validity of approximating (18) by (21) is that [A i ] is a semi-unitary matrix. This is often a reasonable assumption in light of the following considerations: 1) with the large antenna array also available at UE, e.g., N = 16 or 32, the UE is able to distinguish MPCs distributed in different resolvable angular bins; 2) the local scattering effect is apparent at the UE side, which disperses DOAs of MPCs with similar DODs viewed by the BS, thus the angular spread is much larger at UEs than that at the BS, e.g., 10 degree DOD spread vs. 50 degree DOA spread [29] ; 3) with very few dominant MPCs distributed in a large DOA support range, highly correlated DOAs occur rarely. Consequently, we argue that the MPCs' DOA steering vectors tend to be approximately orthogonal to each other. The other assumption we have made in proving Lemma 1 is thatQ i ∈ C P i ×P i is a full rank matrix ∀i , which requires the number of MPCs to be no larger than the number of UE RF chains, i.e., P i ≤ l UE . For high performance UEs with relative large arrays and large number of RF chains, such as mounted on mobile relay stations and laptops, the assumption is valid. In fact, later in Section VI, our simulation results demonstrate that the approximation performs well, even with a small number of UE RF chains.
In summary, we reveal the shortcoming of existing bounds and develop a new closed-form upper bound (18) that approximately represents the achievable rate calculation (15) . Following Jensen's inequality, the bound by taking the expectation outside the determinant is not only tighter but also maintains the rank of the effective channel at both ends. With the assumption of [A i ] being semi-unitary and [Q i ] being full rank, we can avoid the computational complexity of (18) to calculate determinants of all possible sub-matrices and get a much simplified form (22) .
V. DUAL UPLINK TRANSMISSION WITH THE APPROXIMATE RATE UPPER BOUND
We now optimize the analog beamformer for the dual uplink transmission based on the maximization of the upper bound approximation. Because of the tightness of log E[| · |] to E[log | · |] and the characteristics of the mm-wave channel, maximizing the approximate upper bound (22) 
where we introduce an auxiliary digital precoderW di so that
. s i denotes the number of streams assigned to UE i , which is bounded by l UE , ∀i . Therefore, the impact of the data stream assignment is also considered in the optimization for the analog beamforming.
Although problem (23) seems much simpler, the objective function is still not concave. Moreover, the optimization of [W i ] inherently contains the stream assignment, i.e., optimizing
which results in a mixed integer programming. In this section, we mainly focus on the development of efficient algorithm design to approximate the optimal solution of problem (23) . In fact, the following part will show that the global optimal solution to (23) can be achieved efficiently under a so-called one-to-one mapping channel model.
A. Optimal Transmission Under the One-to-One Mapping Channel Model
A link end with an infinite number of antenna elements is able to resolve infinitesimal angular differences. A simplified mm-wave channel model is proposed by [12] , where the probability that different MPCs' DODs/DOAs in the downlink coincide converges to zero almost surely. Based on this assumption, with both link ends equipped with a very large array, steering vectors corresponding to different angles become orthogonal to each other, i.e., ∀i, A i and B i in (5) ] become the eigenmodes of the channel at the UEs and BS, respectively. We call this type of channel "one-to-one" mapping (O2O) channel, because each eigenmode of the channel covariance at the BS/UE is coupled with a single eigenmode at the UE/BS. The O2O channel is the opposite to the Kronecker model, where eigenmodes at both ends are fully coupled to each other. In the framework of the "virtual channel model" [30] or the Weichselberger model [31] , it can be interpreted as a channel with a diagonal mode coupling matrix.
With infinite number of antenna elements at the BS, the eigenmodes of channel covariance from the view of the BS, i.e., [B i ], tend to be columns of the discrete-Fouriertransform (DFT) matrix [15] . Thus, we can represent , q i2 , . . . , q i P i ) with the diagonal elements denoting the power allocation, e.g., ∀i,W i = A iQ 1 2 i . Therefore, problem (23) reduces to max
i is diagonal. Thus, the optimization ofF a is to select steering vectors corresponding to the largest diagonal entries of
Meanwhile, the rank constraint overQ i implies that the optimization ofW i = A iQ 1 2 i is to select steering vectors from A i , ∀i . The selection matrix T i reorders the diagonal entries of the diagonal matrix iQi † i to align the power allocation, average power of beam pair with the eigenmodes in , with which the determinant in (24) can be represented as Proposition 1: It is optimal to let a single eigenmode b m , ∀m at the BS side only send a single stream to a UE under the O2O channel model for the massive MIMO regime, i.e., jointly transmitting one stream by using multiple eigenmodes is not necessary.
Proof:
denote the set of optimal selected eigenmodes at the BS side, andQ i = diag(q i1 , . . . , q i P i ), ∀i , denote the optimal power allocation. Thus, (25) can be represented as
However, for each diagonal entry, we can derive an upper bound as:
where P t,m n indicates the optimal power allocated to the eigenmode b m n . The equality in (27) holds only if we assign all allocated power of a selected eigenmode to its strongest transmit-receive pair. This completes the proof. A simple greedy eigenmode pair selection (GEPS) algorithm is proposed to achieve the optimal eigenmode selection. Define T and R as sets consisting of all eigenmodes from the perspective of the BS and UEs, respectively, we iterate the following procedure until the RF chains of BS or UEs are exhausted: add the strongest eigenmode pair between T and R and remove the eigenmodes at both ends corresponding to the selected pair from T and R , respectively. Then, the waterfilling power allocation can be performed to determine the power of different pairs.
We can see the optimality of the GEPS algorithm as follows. Assume that we have found the optimal l < l BS eigenmode pairs. According to the Proposition 1, the new added pair should not have a common eigenmode with those selected at the BS. Meanwhile, since under the O2O channel each eigenmode at the UE side is only connected to one eigenmode at the BS side, the new pair will contain a new eigenmode from the BS and the UE side, respectively. Consequently, it is orthogonal to selected pairs and the strongest available one will be optimal.
Given the optimal beam selection, we substitute (27) back to (26) and develop the following power allocation problem:
P t,n m ≤ P t δ 2 , which can be solved simply by the water-filling algorithm.
The GEPS algorithm plus the water-filling power allocation (28) can achieve the global optimum to the problem (23) under an O2O channel model. With the optimal beam selection under the limited number of RF chains by using the GEPS algorithm, the water-filling algorithm based on the long-term CSI can further strike those selected beam pairs with very weak average channel gains, which is helpful to reduce the training overhead.
With low computational complexity, the GEPS is practical for implementation in the real world. In fact, the cost of the algorithm involves two parts: 1) to sort the MPCs by their average power weights, 2) the execution of GEPS itself. The complexity of the typical merge sort is O(P log P), where P K i=1 P i is the total number of ensemble MPCs from all UEs. During the execution, the worst scenario is that every added b n m is connected to all UEs, meanwhile, the path weights of beam pairs with common end b m are larger than remaining unscheduled ones. Therefore, we have to remove K − 1 pairs after adding a new eigenmode, which leads to a complexity order O(K l BS ). Combining these two phases, the worst-case complexity of our proposed algorithm is O(P log P + K l BS ), irrespective of M and N.
B. Extension to a More Generic Channel Model
Exploring the special O2O channel model, we can find the algorithmic optimal beam selection. However, problem (23), without assuming unitary [A i ], is generally non-convex, involving mixed integer programming, whose solution may be computationally prohibitive, especially with dense UE deployment. Thus, we intend to develop a greedy algorithm to approach a suboptimal solution with reasonable complexity.
If we fixF a , the remaining problem involves not only optimizing [W ai ] but also the stream assignment reflected in [W di ]. We propose Algorithm 1 named optPrecoder, to decide the analog precoder at the UEs with given analog combiner at the BS for the dual uplink transmission. 1) Initially, the entries of the stream assign vector d are all zeros. Let W ai consist of the l UE strongest right singular vectors ofF † aH † i , ∀i , whereF a is the left singular matrix of F a as defined in (14) . WithW di being the strongest right singular vector ofF † aH † i W ai , we can find the user with the index i , denoted by UE i , with the strongest effective channel gain, i.e., H e F where H e =F † aH † i W ai W di , and assign the first stream to it, i.e., d(i ) = 1. 2) Then, we add the next stream that has the strongest effective channel after projection on the null space of scheduled streams. To be specific, for a candidate UE j , we update W a j consisting of l UE strongest right singular
. . , K , compute the sum rate by substitutingW j = W a jWd j into (22) . Let j denote the index of the user leading to the largest data rate. Then, we add the new stream to UE j . 3) Repeat step 2 until adding new stream will not enhance the sum rate or
The detailed procedure of the optPrecoder algorithm is given in the Algorithm 1.
Integrating the optPrecoder as an inner optimization for the analog precoders, we can develop an outer-layer algorithm greedily adding steering vectors from [B i ] to construct the analog combiner F a for the dual uplink transmission. The implementation procedure of the overall greedy ana- + , where each entry labels the number of assigned streams to a UE. 3: Initialize H e to be empty, which will store scheduled UEs' effective channels. 4 : while
if UE i 's RF chain is not used up then 9: Let Following the equal power allocation among streams, calculate the sum-rate of UEs based on (23). 15: end if 16 : end for 17: Add the new stream to UE i , i.e.,
can enhance the rate most. If the sum-rate is no larger than the previous iteration, then stop adding streams. 18 : end while log beamforming design (GABD) algorithm is exhibited below:
where K is the number of UEs, and F a is empty.
and the "sum-rate capacity" denoted byR i based on (23) for F a . 3) Repeat step 2) for i ranging from 1 to |T | and find the steering vector v i enhancing the rate most, i.e., i = arg max iRi . 4) Let F a = [F a , v i ] and remove v i from T , i.e., T ← T \ {v i }. 5) Repeat step 2) to 4) until the RF chains at the BS are used up. The GABD algorithm implictly assumes that the optimal F a shall be made up by MPC steering vectors, whose optimality has been demonstrated under the O2O channel model in Section V-A. In fact, GABD adds the new stream on the orthogonal channel of the existed streams, whose outcome is exactly the same as that of the GEPS under the O2O channel model. In conclusion, we propose a general GABD algorithm for the situations where the steering matrices are not ideally semi-unitary. For the ideal O2O channel, the implementation of GABD can be reduced to a more efficient way, i.e., GEPS.
C. Common Scatterer Effect: Toy Example
Concerning the scenario where every UE is also equipped with many antennas, both [12] and [21] let the UE form beamformers pointing toward the strongest eigenmodes individually. In particular, [12] selects the strongest eigenmodes of the instantaneous CSI, while [21] uses the dominant eigenmodes of the channel covariance. However, this strategy may lead to significant reduction of the multiplexing gain when a common cluster occurs in the propagation environment. Let us consider the following toy example. Fig. 1b shows two UEs with approximately the same angular power spectrum at the BS, including a LOS component and a common cluster. All DODs at the downlink can be resolved by three orthogonal beams, where b 1 serves the LOS component, while b 2 and b 3 stand for the common cluster. Assuming l UE = 1 and N 1, the UE is able to resolve DOAs from the LOS component and the common cluster. If we force both UEs steering at the LOS direction, the degree of freedom (DoF) of the network is reduced from 2 to 1, i.e., only 1 UE can be served. On the other hand, when using our proposed algorithm GEPS/GABD, once b 1 is occupied by either UE 1 or UE 2 , the remaining UE will form beam steering at the common cluster, which generates the optimal analog beamformer design for the toy example exhibited in Fig. 1b .
In the following toy example simulation for an ideal O2O channel, both link ends are equipped with ULAs, where M = 256, N = 64, l BS = 16 and l UE = 1. Assuming each of K = 16 UEs communicates with the BS through P i = 16, ∀i MPCs, we let the channel covariance at the BS be the same for all UEs. Therefore, all UEs exhibit the same eigendirections from the perspective of the BS, which can be interpreted as that all 16 scatterers are common for all UEs. Reflecting the asymptotical behavior of large array at both ends, we directly select columns of the DFT matrix to construct [B i ] and [A i ]. Meanwhile, to maintain the same large scale loss for all UEs, we simply let L i = 1, ∀i and the sum of the normalized average path power to be 1, i.e.,
The MU-MIMO capacity of the broadcast channel with the analog precoder-combiner-projected channel can be achieved by the sum power iterative waterfilling [32] . Resorting to Monte Carlo simulations, we evaluate the ergodic capacity with different beamforming strategies as shown in Fig. 2 .
Extending the implementation of JSDM to the scenario with multiple antennas at UEs, the beam division multiple access scheme (BDMA) [21] directly projects the channel on the strongest eigenmode of the channel covariance at the UE, denoted by JSDM/BDMA in the legend, which leads to highly correlated MISO channels among UEs, similar to the dilemma we described in Fig. 1b above. With the increase of the SNR, a tremendous reduction of the DoF can be observed compared with our proposed scheme GEPS/GABD. On the other hand, with the knowledge of the full instantaneous CSI, [12] selects the strongest transmit-receive eigenmode pair, i.e., SEG-inst. in the legend, for all UEs. Assuming that σ 2 i1 is the largest Fig. 2 . Ergodic capacity of analog precoder-combiner-projected channel.
average path power of UE i , the real channel gain σ i1 g i1 , combined with the small scale fading, may not be the strongest among all paths of UE i , which leads to the BS serving different UEs by various eigendirections rather than just one direction as that in BDMA. However, there is still a large chance that the projected instantaneous channels of different UEs end up being originated from the same eigendirection at the BS, because of which the SEG-inst. cannot realize the full spatial multiplexing of the system in the high SNR regime as shown in Fig. 2 .
In conclusion, following the uplink-downlink duality theory, the original downlink problem (9) is equivalent to a simplified uplink problem (12) . To further reduce the complexity of treating the coupling effects between optimization layers with different time scales, we introduce a time invariant input covariance, and reduce problem (12) to (13) , which has a single layer purely based on the long-term CSI. With an appropriate bounding technique and the validity of Lemma 1, we obtain a closed-form expression (22) to well approximate the objective function of (13) , which leads to problem (23) . Under a particular O2O channel model, we develop the GEPS algorithm to obtain the global optimal analog beamformers of problem (23) . For generalized mm-wave channel models, a heuristic GABD scheme is proposed, whose performance will be demonstrated in Section VI.
VI. SIMULATION RESULTS
In this section, we evaluate the performance of our proposed analog beamforming algorithm, i.e., GABD, via simulations. Similar to Fig. 2 , all simulation results exhibit the comparison of the ergodic capacity with the state-of-the-art methods [12] , [15] , [21] . With the assumptions of block fading channel and ideal effective CSI acquisition, we calculate the instantaneous downlink capacity according to (9) by using the iterative waterfilling power allocation method [32] , while the ergodic capacity is obtained through the ensemble average of the Monte Carlo realizations.
In Section VI-A, we consider a one-ring cluster channel model, where the DODs of the MPCs concentrate around a dominant direction with a certain angular spread. Since the UEs moving in the visibility region (VR) [23] of the same cluster tend to share the common local scatterers [24] as Fig. 3a shows, we build up the geometric stochastic propagation environment by fixing the set of randomly generated scatterers corresponding to each cluster. Then, each scatterer provides a single MPC originated from the BS and ended at the UE.
To further investigate the impact of common scatterers on the performance of the proposed and existing beamforming methods, we generalize the 2-path channel model in Section VI-B, which is used in Fig. 6a and Fig. 6b . Specifically, besides independently generating a single MPC for each UE [12] , we introduce another scatterer which generates the second MPC to all UEs as shown in Fig. 3b .
A. One-Ring Channel
Multiple UEs are dropped in three sectors with disjoint DOD support intervals, i.e., −60 • ∼ −30 • , −15 • ∼ 15 • , and 30 • ∼ 60 • as Fig. 3a shows. The dashed ring covers the VR of the cluster, whose radius is maintained to be 8 m in our simulations. Scatterers are independently generated around the ring and shared by all UEs within the same VR. Subsuming the impact from the large scale loss, including pathloss plus shadowing, into the average SNR, we generate path power [σ 2 ip ] following a uniform distribution and normalize them to satisfy
For every UE within the same VR, we assign power weights to common scatterers in an ordered manner, which reasonably reflects the correlation of the propagation environment across UEs: significant common scatterers probably contribute dominant power weight to all UEs in the same VR. Unless otherwise specified, the detailed parameter settings are the ones exhibited in Table I . Assuming both ends are equipped with ULAs, we generate the synthetic transfer channel according to (2) . To evaluate the system performance on average, we simulate over 100 independent UE drops, while 100 independent fading realizations are generated per drop.
First, we investigate the performance of the ergodic capacity as a function of the SNR by fixing the number of UEs per group to be 6, l BS = 18, and l UE = 1 in Fig. 4a . The "SU bound" is generated by assuming that all UEs have full collaboration with each other, so that the whole system is reduced to the single-UE MIMO scenario whose capacity is well-known and can be efficiently evaluated [5] . Without the constraint of the HDA structure, the SU bound is achieved based on the full digital system with full CSI at both ends. Comparing the JSDM/BDMA [15] , [21] and SEG-inst. [12] with the SU bound, we can observe that the performance gap tends to be larger with increasing SNR, which reflects the reduction of the DoF caused by the biased analog combiner projection at UEs, i.e., each UE distributively selects its own strongest receive eigenmodes based on the channel covariance (BDMA) or instant CSI (SEG-inst.). Nevertheless, exhibiting a constant performance gap from the SU bound, our proposed GABD scheme is able to fully explore the DoF of the network, which outperforms not only the JSDM/BDMA but also the instantaneous-CSI-based SEG-inst. method. Fig. 4a also includes the scheme of GABD with constant modulus constraint, namely GABD_CM, where we normalize the amplitude of proposed beamformers' entry to be unity. With negligible performance gap between GABD and GABD_CM, our proposed scheme is robust to the additional hardware constraint brought by the phase-shifter-network to form the analog beamformer.
Comparing Fig. 2 and Fig. 4a , the performance loss of the JSDM/BDMA under a more realistic mmwave channel model is not as significant as the one shown in the toy example. Since we only have finite number of antenna elements at both ends, the steering matrices [A i ] and [B i ] are not ideally unitary, which results in the coupling of the strongest receive eigenmode with more than one transmit eigenmodes. However, with larger antenna arrays at both ends, the steering matrices tend to be more unitary, generating even larger performance gaps between GABD and JSDM/BDMA. On the other hand, SEG-inst. outperforms our scheme at low SNR regime in both plots, which is reasonable since at this regime the system will benefit more from the beamforming gain provided by the knowledge of instantaneous CSI rather than the multiplexing gain.
The simulation scenario exhibited in Fig. 3a naturally partitions UEs into different groups according to the DOD support range or, in other words, eigenspace of the channel covariance. Then, to investigate the impact of the number of UEs per group, we vary it from 1 to 6, while keeping the other simulation settings the same in Fig. 4b . Two sets of curves for different schemes are plotted for SNR = −10 and 10 dB, respectively. In the low SNR regime, neither scheme can significantly benefit from adding UEs because they are acting as noise-limited systems. With the knowledge of instant CSI, the SEG-inst. provides slightly better beamforming gain than GABD. However, when SNR = 10 dB, thanks to the ability of exploring DoFs, our proposed scheme outperforms both JSDM/BDMA and SEG-inst. with the increase of the number of UEs per groups.
Finally, Fig. 5a and Fig. 5b depict the impact of the number of RF chains at the BS and the UEs, respectively. For SNR = −10 dB and 10 dB, we acquire two sets of curves for different schemes. 2 Meanwhile, the SU bound is also exhibited as a benchmark.
In Fig. 5a , by fixing l UE to be 1 and increasing l BS from 1 to 18, we can observe that the gain of GABD over the JSDM/BDMA is small when SNR = −10 dB. In fact, both of them saturate with the increase of l BS , since the system is noise limited. When SNR = 10 dB, we can observe that once l BS > 8, JSDM/BDMA starts to saturate, while our proposed scheme can still benefit from the increase of DoFs.
In Fig. 5b , we fix l BS = 18 and let l UE range from 1 to 6. Since min(l BS , K l UE ) = 18 and the synthetic channel 2 Since the SEG-inst. [12] requires a strict constraint that the number of BS RF chain equals the ensemble of UE RF chains, i.e., l BS = K l UE , which is not applicable for flexible adjusting of RF chains here. Thus, we do not show its curve in Fig. 5a and Fig. 5b . Ergodic capacity of analog precoder-combiner-projected channel vs. Number of RF chains.
contains 18 independent DODs in total, the maximum DoF of the overall system is still 18. Therefore, the SU bound is independent of the number of UE RF chains. When l UE ≥ rank (K UEi ) = 6 ∀i, BDMA selecting l UE strongest receive eigenmodes at UE maintains the whole eigenspace of the channel covariance, which leads to the global optimum covariance-based analog beamformers at both ends. In this case, our proposed scheme starts to align with JSDM/BDMA. However, for a practical system with a smaller number of RF chains at UEs, say l UE = 1 [12] , [21] , the ergodic capacity of GABD is 40% more than that of JSDM/BDMA at SNR = 10 dB.
B. Two-Path Channel
To illustrate the impact of the common scatterer, we consider the scenario exhibited in Fig. 3b . Within the interval of [30 • , 60 • ], besides an independently generated scatterer for each UE, we also have a shared common scatterer. With 6 BS RF chains, the BS serves 6 single-RF-chain UEs, while other parameter settings are maintained the same as before. In contrast to the random power weights for MPCs in Section VI-A, we now vary the power weight of the common scatterer σ c between 0 and 1.
First, Fig. 6a compares the performance of different schemes under σ 2 c = 0.4 and 0.95. With σ 2 c = 0.4, the power weight of the common scatterer is smaller than that of the unique scatterer for each UE. Consequently, selecting the strongest eigenmode of the receive covariance under the JSDM/BDMA scheme coincides with the optimal solution, whose curve is also aligning with our proposed scheme and close to the SU bound. However, SEG-inst. may let some UEs point toward the common scatterer, since the instantaneous power weight from the common scatterer may be the strongest one. Reduction of the DoF generated by the biased analog combining at the UE leads to the performance degradation compared with JSDM/BDMA and our scheme. With σ 2 c = 0.95, the JSDM/BDMA will always form a beam pointing toward the common scatterer, which exhibits the strongest average power weight. Meanwhile, SEG-inst. also tends to select the common scatterer since its instantaneous power will be the strongest one with very high probability. In this case, both schemes lead to a low-rank channel [5] tremendously reducing the system performance by ignoring other DoFs to be explored. Nevertheless, the GABD scheme is capable of utilizing other MPCs for beamforming, whose performance is still close to the SU bound.
Then, Fig. 6b shows the ergodic capacity varying as a function of σ 2 c for SNR = −10 and 10 dB. First consider two extreme situations with σ 2 c = 0 and 1. When there is no power weight on the common scatterer, our channel is reduced to the single-path model considered in [12] . The ergodic capacity of different schemes coincides with the SU bound, since the channels of the UEs tend to be orthogonal to each other without the common scatterer effect. On the contrary, when σ 2 c = 1, the multiuser channel is reduced to a low-rank model where there only exists a single DOD from the perspective of the BS. Since the DoF of the system we can explore is just 1, all schemes, including the SU bound, end up being the same.
However, when σ 2 c ranges from 0 to 1, with the GABD scheme, the system is able to jointly optimize the analog beamformers at both ends. Its ergodic capacity, close to the SU bound, is much more robust against the variation of the power weight on the common scatterer compared with other schemes. When σ 2 c < 0.5, the performance of the JSDM/BDMA is the same as our proposed scheme, as explained in Fig. 6a for the case with σ 2 c = 0.4. Once σ 2 c surpasses 0.5, JSDM/BDMA will let each UE form analog beamformers pointing toward the common scatterer, which significantly reduces the DoF. Meanwhile, SEG-inst. is more robust than JSDM/BDMA when σ 2 c > 0.5 since the instantaneous strongest eigenbeam pair is not necessarily the one corresponding to the common scatterer, although it contributes the larger average power weight.
VII. CONCLUSION
In this paper, we studied the design of analog beamforming for massive MIMO downlink of a multi-user mm-wave system with HDA structure at both link ends. Based on the high directionality of the mm-wave channel, an approximate upper bound of the ergodic sum capacity is developed. Then, a GABD algorithm is proposed to maximize this upper bound. Simulation results demonstrate the necessity of joint precode/combiner design to combat the common scatterer effect. Compared with existing schemes, our algorithm reveals better and more robust performance in a variety of scenarios. 
