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Abstract
Markov processes are widely used in modeling random phenomena/problems.
However, they may not be adequate in some cases where more general processes
are needed. The conditionally Markov (CM) process is a generalization of the
Markov process based on conditioning. There are several classes of CM processes
(one of them is the class of reciprocal processes), which provide more capability
(than Markov) for modeling random phenomena. Reciprocal processes have been
used in many different applications (e.g., image processing, intent inference, in-
telligent systems). In this paper, nonsingular Gaussian (NG) CM sequences are
studied, characterized, and their dynamic models are presented. The presented re-
sults provide effective tools for studying reciprocal sequences from the CM view-
point, which is different from that of the literature. Also, the presented models and
characterizations serve as a basis for application of CM sequences, e.g., in motion
trajectory modeling with destination information.
Keywords: Conditionally Markov (CM) sequence, Gaussian sequence, dynamic model, characteri-
zation.
1 Introduction
For modeling a random phenomenon/problem, usually the following order should be considered [1].
First, if the phenomenon is time-invariant, a random variable might be good enough. Otherwise, a
stochastic process seems necessary. An independent process can be considered first for simplicity. If
such a simple process is not good enough, the next choice is usually a Markov process. The Markov
process has two elements (i.e., an initial density and an evolution law). Even the Markov process
is not good enough for some cases. Sometimes a higher order (e.g., second order) Markov process
does not fit some phenomena well, for example, a time-varying phenomenonwith some information
available about its future (e.g., destination). More specifically, consider an example of trajectory
prediction with destination information [2]–[3]. Such a problem has three main elements: an origin,
an evolution law, and a destination, for which the Markov process does not fit since it can not model
information about the destination. In other words, the destination density of a Markov process is
completely determined by its initial density and evolution law. One class of CM processes called
CML has the followingmain elements: a joint endpoint density and an evolution law (in other words,
an initial density, an evolution law, and a destination density conditioned on the initial). This process
can model destination information while it has a Markov-like evolution law, which is desirable for
simplicity. Therefore, the CML process is more suitable than the Markov process for problems with
information about the destination. Generally speaking, CM processes, including the Markov process
as a special case, provide a systematic approach and a wide variety of choices for modeling random
phenomena. Conditioning is a very powerful concept/tool in probability theory. The notion of CM
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processes combines the conditioning concept and the Markov property. Different ways of combining
the two lead to different classes of CM processes, which are more powerful than the Markov process
for modeling random phenomena. In addition, as a special CM process, the reciprocal process has
been used in many different areas of science and engineering, including stochastic mechanics, image
processing, trajectory modeling and intent inference, intelligent systems, and acausal systems (e.g.,
[4]–[10]). CM processes provide a fruitful viewpoint for studying the reciprocal process from the
CM viewpoint [11]. Therefore, it is desired to study, model, and characterize different classes of
CM processes.
Consider stochastic sequences defined over [0, N ] = {0, 1, . . . , N}. For convenience, let the index
be time. A sequence is Markov if and only if (iff) conditioned on the state at any time k, the
subsequences before and after k are independent. A sequence is reciprocal iff conditioned on the
states at any two times k1 and k2, the subsequences inside and outside the interval [k1, k2] are
independent. In other words, inside and outside are independent given the boundaries. A sequence
is CMF (CML) iff conditioned on the state at time 0 (N ), the sequence is Markov over [1, N ]
([0, N − 1]). The subscript “F " (“L") is used because the conditioning is at the first (last) time of
the interval. There are other classes that are CM over a subinterval [k1, k2] ⊂ [0, N ]. But in this
paper we do not consider them. TheMarkov sequence and the reciprocal sequence are two important
classes of the CM sequence.
The notion of CM processes was introduced in [12] for Gaussian processes based on mean and
covariance functions. Stationary Gaussian CM processes were studied and characterized, and con-
struction of some non-stationary Gaussian CM processes was discussed. [13] extended the defi-
nition of Gaussian CM processes (presented in [12]) to the general (Gaussian/non-Gaussian) case.
Furthermore, [13] and [14] commented on the relation of Gaussian CM [12] and Gaussian recip-
rocal processes. Reciprocal processes were introduced in [15], and later studied in [16]–[38]. A
characterization and a dynamic model of NG reciprocal sequences, and a characterization of NG
Markov sequences were presented in [37] and [39], respectively. The relationship between the
(Gaussian/non-Gaussian) CM process and the (Gaussian/non-Gaussian) reciprocal process was stud-
ied in [11], where a dynamic model governing the NG reciprocal sequence was presneted from the
CM viewpoint.
From system theory, it is well known that the state concept is equivalent to the Markov property,
that is, conditioned on the state at any time, the states before and after are independent. That is
why there exists a recursive model for the evolution of a Markov sequence. However, for a general
sequence there is no simple recursive model for evolution. The CM sequence is more general than
the Markov sequence. Consequently, a CM sequence may not have the above concept of state, in
general. Instead, it has a similar concept if it is conditioned on the states at two instead of one time.
That is why a simple recursive model also exists for the evolution of Gaussian CM sequences. In
this paper, we start from a formal definition of CM sequences and obtain a simpler yet equivalent
description of CM sequences, particularly for the Gaussian case. Then, the corresponding dynamic
models and characterizations are obtained.
The main contributions of this paper are as follows. (stationary/non-stationary) NG CM sequences
are studied and their dynamic models and characterizations are presented. These models and
characterizations make CM sequences easily applicable. The presented dynamic models (called
CML/CMF models) are recursive. We prove that every CML (CMF ) sequence obeys a CML
(CMF ) model and every sequence governed by a CML (CMF ) model is a CML (CMF ) sequence.
In other words, the model is a complete description of the CML (CMF ) sequence (the same is true
for the characterizations). This paper provides useful tools for application of NG CM sequences in
different problems, e.g., motion trajectory modeling with destination information. Also, it provides
a foundation for studying and modeling reciprocal sequences from the CM viewpoint, which is a
very fruitful angle and leads to easily applicable results.
In this paper, in Section 2, definitions of two main classes of CM sequences (CML and CMF ) are
presented for the general (Gaussian/non-Gaussian) case. In Section 3, dynamic models of NG CML
and NG CMF sequences are presented. Characterizations of NG CML and NG CMF sequences
are given in Section 4. Finally, Section 5 contains conclusions and discusses applications of the
obtained results.
2
2 Definitions and Preliminaries
2.1 Conventions
We consider stochastic sequences defined over the interval [0, N ], which is a general discrete index
interval, but for convenience it is called time. Also, we define
[i, j] , {i, i+ 1, . . . , j − 1, j}
[xk]
j
i , {xk, k ∈ [i, j]}
[xk] , [xk]
N
0
[xk]J , {xk, k ∈ J}, J ⊂ [0, N ]
i, j, k1, k2 ∈ [0, N ], i < j
σ([xk]
j
i ) , σ-field generated by [xk]
j
i
Ck1,k2 is a covariance function, and Ck , Ck,k . C is the covariance matrix of the whole sequence
[xk]. Also, 0 may denote a zero scalar, vector, or matrix, as is clear from the context. The symbol
"\" is used for set subtraction. F (·|·) denotes a conditional cumulative distribution function (CDF).
We assume the stochastic sequences are defined with respect to an underlying probability triple
(Ω,A, P ). The abbreviations ZMNG and NG are used for “zero-mean nonsingular Gaussian" and
“nonsingular Gaussian", respectively.
2.2 CM Definitions and Notations
Definition 2.1. [xk] is CMc, c ∈ {0, N}, if for every j ∈ [0, N ],
P{AB|xj , xc} = P{A|xj , xc}P{B|xj, xc} (1)
where A ∈ σ([xk]
N
j+1 \ {xc})
1 and B ∈ σ([xk]
j−1
0 \ {xc}).
In other words, a sequence [xk] is CMc, c ∈ {0, N}, iff conditioned on the state at time 0 (N ), the
sequence is Markov over [1, N ] ([0, N − 1]).
To build the foundation, we need a formal definition of CM sequences (Definition 2.1). However, to
provide the results in a simple language for application, later we present Corollary 2.4 below which
is equivalent to Definition 2.1.
Remark 2.2. It is convenient to consider the following notation
CMc =
{
CMF if c = 0
CML if c = N
There are other CM classes. But in this paper we only consider CML and CMF .
2.3 Preliminaries (For Gaussian CM Sequences)
We present some equations which are equivalent to the above definitions of CM sequences, particu-
larly in the Gaussian case. Due to space limitation, we skip some proofs.
Lemma 2.3. [xk] is CMc, c ∈ {0, N}, iff for every Borel measurable function f
E[f(xk)|[xi]
j
0, xc] = E[f(xk)|xj , xc] (2)
for every j, k ∈ [0, N ], j < k.
Then, equivalent to Lemma 2.3, we have the following corollary.
Corollary 2.4. [xk] is CMc, c ∈ {0, N}, iff
F (ξk|[xi]
j
0, xc) = F (ξk|xj , xc) (3)
for every j, k ∈ [0, N ], j < k, and every ξk ∈ R
d, where d is the dimension of xk, and F (·|·) is the
conditional CDF.
1Note: [xk]
N
j+1 \ {xN} = [xk]
N−1
j+1 and [xk]
N
j+1 \ {x0} = [xk]
N
j+1.
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For the Gaussian sequence, the above results for the CM sequence are equivalent to the following.
Lemma 2.5. A Gaussian [xk] is CMc, c ∈ {0, N}, iff
E[xk|[xi]
j
0, xc] = E[xk|xj , xc] (4)
for every j, k ∈ [0, N ], j < k.
Proof. Necessity: By Lemma 2.3, for a CMc sequence [xk], (4) holds.
Sufficiency: Let [xk] be a Gaussian sequence for which (4) holds. The conditional covariance can
be calculated as
Cov(xk|[xi]
j
0, xc) = E
[(
xk − E[xk|[xi]
j
0, xc]
)(
·
)′∣∣∣[xi]j0, xc
]
On the other hand, for conditional expectation we have
E[(xk − E[xk|[xi]
j
0, xc])g([xi]
j
0, xc)] = 0
for every Borel measurable function g. Thus, xk − E[xk|[xi]
j
0, xc] is orthogonal to (and due to
Gaussianity independent of) [xi]
j
0 and xc. Therefore, noting (4), we have
Cov(xk|[xi]
j
0, xc) = E
[(
xk − E[xk|xj , xc]
)(
·
)′]
= E
[(
xk − E[xk|xj , xc]
)(
·
)′
|xj , xc
]
= Cov(xk|xj , xc) (5)
Due to Gaussianity, (4) and (5) lead to the equality of the corresponding conditional density. In other
words, the Gaussian conditional density is completely determined by its conditional expectation [40].
Therefore, (2) holds and the sequence [xk] is CMc.
3 Dynamic Models of CM
c
Sequences
3.1 Forward Model
A dynamic model for the ZMNG reciprocal sequence was presented in [33]. Inspired by it, a model
for evolution of the ZMNG CMc sequence, called a CMc model, is presented next. Lemma 3.1
demonstrates construction of a CMc model.
Lemma 3.1. Let [xk] be a ZMNG CMc sequence with covariance function Ck1,k2 . Then, it is
governed by
xk = Gk,k−1xk−1 +Gk,cxc + ek, k ∈ [1, N ] \ {c} (6)
xc = ec, x0 = G0,cxc + e0 (for c = N) (7)
where [ek] is a zero-mean white NG sequence with covariancesGk .
Proof. We prove the following: (i) model construction, (ii) boundary conditions and the whiteness
of [ek]. Nonsingularity of Gk, k ∈ [0, N ] can be easily proved (we skip it).
(i) Model construction:
Since [xk] is CMc, by Lemma 2.5 for every k ∈ [1, N ] \ {c} we have
E[xk|[xi]
k−1
0 , xc] = E[xk|xk−1, xc] (8)
Since [xk] is Gaussian, for c = 0 and k = 1 we have E[xk|xk−1, xc] = C1,0C
−1
0 x0. Let G1,0 ,
1
2C1,0C
−1
0 . For other c and k values (i.e., c = 0 and k ∈ [2, N ], and c = N and k ∈ [1, N − 1]),
E[xk|xk−1, xc] = [Ck,k−1 Ck,c]
[
Ck−1 Ck−1,c
Cc,k−1 Cc
]−1 [
xk−1
xc
]
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Let
[Gk,k−1 Gk,c] , [Ck,k−1 Ck,c]
[
Ck−1 Ck−1,c
Cc,k−1 Cc
]−1
So, for every k ∈ [1, N ] \ {c} and c ∈ {0, N},
E[xk|xk−1, xc] = Gk,k−1xk−1 +Gk,cxc (9)
Define ek, k ∈ [1, N ] \ {c}, as
ek = xk − E[xk|xk−1, xc] (10)
= xk −Gk,k−1xk−1 −Gk,cxc
Then, for c = 0 and k = 1, G1 , Cov(e1) = C1 − C1,0C
−1
0 C
′
1,0. For other c and k values,
Gk , Cov(ek) = Ck − [Ck,k−1 Ck,c]
[
Ck−1 Ck−1,c
Cc,k−1 Cc
]−1
[Ck,k−1 Ck,c]
′
[ek][1,N ]\{c} is a zero-mean white Gaussian sequence uncorrelated with x0 and xc. It can be verified
as follows. By the definition of conditional expectation and based on (8) we have
E[(xk − E[xk|xk−1, xc])g([xj ]
k−1
0 , xc)] =
E[(xk − E[xk|[xi]
k−1
0 , xc])g([xj ]
k−1
0 , xc)] = 0 (11)
for every Borel measurable function g. Thus, by (10) and (11), ek is uncorrelated with [xi]
k−1
0 and
xc. Then, for k ≥ j,
E[eke
′
j] = E[ek(xj −Gj,j−1xj−1 −Gj,cxc)
′] =
{
Gk k = j
0 otherwise
(12)
Likewise for j ≥ k. Therefore, we have
E[eke
′
j] =
{
Gk k = j
0 k 6= j
So, [ek][1,N ]\{c} is white.
(ii) Boundary conditions:
For c = 0, we have G0 , C0. Let c = N . Since x0 and xN are jointly Gaussian, we have
E[x0|xN ] = G0,NxN , where G0,N = C0,NC
−1
N . Then, we define e0 , x0 −G0,NxN , where e0 is
a ZMNG vector with covarianceG0 = C0 − C0,NC
−1
N C
′
0,N . Also, by the definition of conditional
expectation, e0 is uncorrelated with xN (because E[(x0 − E[x0|xN ])g(xN )] = 0 for every Borel
measurable function g). Also, for notational unification eN , xN with covariance GN , CN . By
(11), [ek] is white.
It is important that a dynamic model gives a unique covariance function of the corresponding se-
quence [37]. This is the case for model (6)–(7).
Lemma 3.2. Model (6)–(7) for every parameter value admits a unique covariance function.
Lemma 3.3. [xk] governed by (6)–(7) is always nonsingular (for every parameter value).
By the above lemmas, a model for the ZMNG CMc sequence was constructed and some related
properties were studied. Now, we present the main result for the CMc model.
Theorem 3.4. A ZMNG sequence [xk] with covariance function Ck1,k2 is CMc iff it obeys (6)–(7).
Proof. Theorem 3.4 is proved based on Lemma 2.5. The necessity was proved in Lemma 3.1. So,
we just need to prove the sufficiency. This amounts to prove [xk] is (i) nonsingular and (ii) Gaussian
CMc. Lemma 3.3 has established (i). So, we just need to prove (ii). Since [xk] is Gaussian, by
Lemma 2.5 [xk] isCMc ifE[xk|[xi]
j
0, xc] = E[xk|xj , xc] for every j, k ∈ [0, N ]\{c}, j < k. From
(6) we have xk = Gk,jxj + Gk,c|jxc + ek|j , where the matrices Gk,j and Gk,c|j can be obtained
from parameters of (6), and ek|j is a linear combination of [el]
k
j+1. Since [ek] is white, [el]
k
j+1 (and
so ek|j) is uncorrelated with [xk]
j
0 and xc. Thus, we have E[xk|[xi]
j
0, xc] = E[xk|xj , xc], meaning
that [xk] is CMc.
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4 Characterization of CM
c
Sequences
Definition 4.1. A symmetric positive definite matrix is called CML if it has form (13) and CMF if
it has form (14): 

A0 B0 0 · · · 0 0 D0
B′0 A1 B1 0 · · · 0 D1
0 B′1 A2 B2 · · · 0 D2
...
...
...
...
...
...
...
0 · · · 0 B′N−3 AN−2 BN−2 DN−2
0 · · · 0 0 B′N−2 AN−1 BN−1
D′0 D
′
1 D
′
2 · · · D
′
N−2 B
′
N−1 AN


(13)


A0 B0 D2 · · · DN−2 DN−1 DN
B′0 A1 B1 0 · · · 0 0
D′2 B
′
1 A2 B2 · · · 0 0
...
...
...
...
...
...
...
D′N−2 · · · 0 B
′
N−3 AN−2 BN−2 0
D′N−1 · · · 0 0 B
′
N−2 AN−1 BN−1
D′N 0 0 · · · 0 B
′
N−1 AN


(14)
To refer to both CML and CMF matrices we call them CMc. A CMc matrix for c = N is CML
and for c = 0 isCMF . The following theorem presents a characterization of the NG CMc sequence.
It can be proved based on the CMc dynamic model of Theorem 3.4.
Theorem 4.2. A NG sequence with covariance matrix C is CMc iff C
−1 has the CMc form.
Theorem 4.2 can be also verified based on the relationship between the covariance matrix and con-
ditional independence between some Gaussian variables [41].
A characterization of the NG reciprocal sequence is as follows [37].
Theorem 4.3. A NG sequence with covariance matrix C is reciprocal iff C−1 is cyclic tri-diagonal
(i.e., (13) with D1 = · · · = DN−2 = 0).
A characterization of the NG Markov sequence is as follows [39].
Theorem 4.4. A NG sequence with covariance matrix C is Markov iff C−1 is tri-diagonal (i.e., (13)
with D0 = · · · = DN−2 = 0).
Markov sequences are reciprocal, and reciprocal sequences are CMc [11].
5 Conclusions and Applications
Conditioning is a very powerful tool in probability theory. The Markov property, defined based on
conditioning, is very important and widely used in application. The conditionally Markov (CM)
process, which combines conditioning and the Markov property, is a general class of stochastic
processes, including the Markov process as a special case. Different ways of combination lead to
different classes of CM processes. Therefore, a systematic approach and a wide variety of choices
are provided for modeling random phenomena/problems.
We have elaborated general definitions of CM sequences, studied and characterized nonsingular
Gaussian (NG) CM sequences, and obtained their dynamic models. The CMc sequence is an im-
portant class of CM sequences. Markov and reciprocal sequences are special CMc sequences. That
is why characterizations of NG Markov and reciprocal sequences are special cases of those of CMc
sequences. Therefore, the results of this paper build a foundation for studying reciprocal sequences
from the CM viewpoint. This viewpoint leads to simple and desirable results for reciprocal se-
quences. For example, the existing model for NG reciprocal sequences [37] is driven by colored
noise. However, it is possible to obtain reciprocalCMc models driven by white noise governingNG
reciprocal sequences [11], [42]. Due to whiteness of the dynamic noise, these models are simple.
In addition, viewing the reciprocal sequence as a special CM sequence gives more insight into the
reciprocal sequence and reveals new properties of it.
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The main components of motion trajectories without destination are: an origin and an evolution law.
Markov sequences can be used for modeling such trajectories based on their initial density and evolu-
tion law. However, Markov sequences are not flexible enough for modeling the main components of
motion trajectories with destination information (i.e., an origin, evolution, and a destination). This
is because the density of a Markov sequence at the destination is determined by its initial density
and the evolution law. The CML sequence, as a more general class of stochastic sequences, can
model trajectories with destination information. The main components of such trajectories can be
seen in the CML dynamic model. xN models the state of the destination. Conditioned on xN , the
evolution law is Markov, which is simple and desired for application. Also, x0 models the state at
the origin. In addition, the CML sequence can have any relationship between the states at the origin
and at the destination. Moreover, due to whiteness of the dynamic noise, estimation of a sequence
governed by a CML model is straighforward. This is particularly useful for trajectory prediction,
which is a critical task in air traffic control. In [3], a CML model was used for trajectory modeling
with destination information. Also, a CM sequence was proposed in [43] for trajectory modeling
with waypoint information.
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