Abstract
routing has significant benefits in terms of throughput and stability, while proactive routing is better in providing flows with a wider safety margin. We then propose a hybrid routing scheme that combines the best features of the previous two algorithms. We also examine the effect of several factors, including network load, traffic variability, link-state staleness, number of overlay hops, measurement errors, and native sharing effects. Some of our results are rather surprising. For example, we show that a significant measurement error, even up to 100% of the actual avail-bw value, has a negligible impact on the efficiency of overlay routing. Also, we show that a naive overlay routing algorithm that ignores native sharing between overlay paths performs equally well with an algorithm that has a complete view of the native topology and of the avail-bw in each native link. We note that the main contribution of this paper is not a novel routing algorithm or a new avail-bw measurement technique, but an investigation of the applicability of avail-bw estimation in dynamic overlay routing.
The rest of this paper is organized as follows. Section 2 presents the model of dynamic overlay routing that we consider, and the two routing algorithms that we compare. Section 3 describes the simulator, states some simplifying assumptions, and formalizes the three main performance metrics we use. Section 4 is the main body of the paper, comparing the two routing schemes, proposing a hybrid algorithm, and examining the effect of various factors. We conclude in Section 5.
Dynamic overlay routing

Overlay routing model
We consider two layers of network infrastructure: the native network and a virtual overlay network.
The native network includes end-systems, routers, links, and the associated routing functionality, and it provides best-effort datagram delivery between its nodes. The overlay network is formed by a subset of the native layer nodes (routers and/or end-systems) interconnected through overlay links to provide enhanced services. Overlay links are virtual in the sense that they are IP tunnels over the native network, i.e., overlay packets are encapsulated in IP datagrams and sent from one overlay node to another through the native network. Figure 1 shows an example of an overlay network constructed over a native network.
Note that since overlay links are virtual, the overlay network topology can be a full mesh allowing maximum flexibility in choosing overlay routes. An important service that overlay networks provide is dynamic path selection based on specified performance objectives. The performance of a path can be a function of the delay, loss rate, and/or avail-bw in the path, among other metrics. Additionally, different traffic classes can be associated with a different path performance metric. An overlay flow arrives at an ingress node, destined to a certain egress node. Upon the flow's arrival, the ingress node determines the best overlay path to the egress node based, ideally, on the current state and performance of the overlay links (referred to as overlay link-state). The chosen overlay path information is then included in the header of each packet (source routing), and the packet is forwarded to the corresponding sequence of overlay nodes. To provide resilience to network failures and load variations, the ingress node of an active overlay flow checks for a better path at the end To perform dynamic path selection, the overlay nodes need to perform link-state measurement and link-state dissemination. The overlay link-state is the input to the overlay routing algorithm. The state of an overlay link can be represented by a collection of performance metrics, such as delay, loss rate, availability, or capacity. In this work, we focus exclusively on avail-bw, leveraging recent advances in relate [25, 26, 27, 28, 29] . Of course it is possible to further limit the path selection algorithms with additional constraints on the path delay or loss rate, for example.
The avail-bw, also known as residual capacity, of a native link is defined as the capacity of the link minus its average traffic load. The avail-bw of an overlay link (or native path), on the other hand, is the minimum avail-bw among all native links that comprise that overlay link (or native path). Unlike the avail-bw of a native link, which can be easily measured passively by the corresponding router, the avail-bw of overlay links cannot be estimated passively by overlay nodes. Instead, the avail-bw of an overlay link has to be measured through active end-to-end probing techniques performed by the overlay nodes. Recent developments in end-to-end avail-bw estimation provided us with tools and techniques that can estimate the avail-bw of a network path. These techniques are based on special probing packet streams that can identify in a non-intrusive way the maximum rate that will not cause congestion in a path. The latency of the existing measurement techniques varies from a few tens of milliseconds to tens of seconds, depending on whether the tools run continuously in the background or whether they run in a "measure-once-and-terminate" mode. Their accuracy depends on the traffic burstiness and the number of bottleneck links in the path, and relative measurement errors in the range of 10-30% should be expected [25] .
Each overlay node measures the avail-bw of the paths to its adjacent overlay nodes. Periodically, the link-state information that is generated from these measurements is disseminated to all other overlay nodes. The link-state database of an overlay node is refreshed upon receiving new link-state information.
Note that the link-state measurement and dissemination are performed independent of any flow-related events. There are three important time scales involved in the avail-bw measurement and dissemination process: the measurement delay (D m ), the link-state refresh period (P r ) and the dissemination delay Figure 3 . 
Overlay routing algorithms
We model the overlay topology as a directed graph G = (V, L) whose vertices and links represent the set of overlay nodes and overlay links, respectively. The avail-bw of each overlay link l = (u, v) ∈ L is denoted by b(l). An overlay path p is a sequence of one or more overlay links and its avail-bw
We use the overlay flow as the basic traffic unit for overlay routing, meaning that all packets of a flow are sent via the same path determined for that flow. Each overlay flow is modelled by four parameters
, v e ∈ V are the ingress and egress overlay nodes of the flow, and d is the flow duration. The last parameter r is the flow's maximum throughput limit (max-rate limit), and it represents the maximum throughput that the flow can achieve. For instance, the throughput of a flow may be limited by its ingress or egress access capacity, the throughput of a streaming flow may be limited by the rate of the best-quality encoder, and the throughput of a TCP flow may be limited by the size of end-host socket buffers. Due to limited network resources, a flow's actual throughput can be lower than its maxrate-limit r. We therefore use the symbol a to represent the current value of the achieved throughput of a flow (a ≤ r).
When we compare the path that a flow is currently routed on with another path we need to take into account the load that the flow already imposes on the former. To do so, we introduce another metric referred to as headroom. For a flow f , the headroom h(f, l) at an overlay link l is defined as
Similar to avail-bw, the headroom of a path can be defined as the minimum headroom among all links along that path, i.e., for an overlay path p,
Note that the headroom h(f, p) of path p is equal to the avail-bw b(p) if flow f is not routed on p;
otherwise, the headroom is larger than the avail-bw by the flow's achieved throughput a.
In this paper, we first consider two overlay path selection schemes: proactive overlay routing and reactive overlay routing. In both schemes, a flow will be initially routed on the path that provides the maximum headroom. With the proactive algorithm, the flow is switched to the path that appears to have the maximum headroom at the end of each path update period (see Figure 2 ). Note that due to potential staleness in the link-state information, that path may not actually be the best choice. With the reactive algorithm, on the other hand, the flow stays at its current path if it has achieved its max-rate limit r ("satisfied flow"). Otherwise, the flow is "unsatisfied" and it is routed on the path with the maximum headroom; that path may be the same with the previously used path.
The intuition behind proactive routing is that the maximum headroom path can provide a flow with a wider safety margin to avoid transient congestion due to traffic load variations, measurement errors, and stale link-state. The intuition behind reactive routing is that a flow should stay at its current path if it is already satisfied, leading to fewer path changes and more stable overlay routing.
The path selection algorithm for the proactive and reactive schemes is based on the shortest-widest routing algorithm of [30] . The pseudo-code for both reactive and proactive overlay routing is given in Table 1 . Even though the algorithmic difference between the two routing schemes is minor, Section 4
shows that it can result in very different performance.
INPUT: Figure 4 ). These four ISPs are tier-1 providers and so they are interconnected in a full mesh, with three inter-ISP connections per ISP pair.
The inter-ISP links connect routers that are located in the same city. We assume that the native-layer routes are based on the shortest path algorithm, and that they do not change with time (at least for the time scales of overlay routing that we are interested in).
The overlay network consists of 18 overlay nodes located in major US cities. Each overlay node is connected with an overlay access link to one of the four ISPs at the corresponding router that is located in the same city. The overlay nodes are interconnected in a full-mesh topology.
There are three types of native links: intra-ISP links, inter-ISP links and overlay access links. In our simulation, the capacity of these three link types is uniformly distributed in the range of Overlay flows are generated according to a Poisson process with average arrival rate F a . 2 The flow duration is exponentially distributed with mean F d . The selection of the source and destination nodes for the overlay flows follows a randomly generated (non-uniform) traffic matrix. The flow max-rate limit follows an exponential distribution with mean F r .
We also simulate some non-overlay traffic, referred to as cross traffic. The cross traffic causes random load fluctuations in the native network. Specifically, the cross traffic at each native link is modelled as a fluid process with variable rate. The rate change events take place based on a Poisson process, independent of the rate changes at other links. The average time period between rate variations is F c . 2 The Poisson flow arrival model is reasonable, as long as there are no correlations on bursts in the overlay flow arrival process. The Poisson model has been previously validated for application session arrivals [32] . The rate of the cross traffic after a rate change event is chosen randomly as min(b, x · C), where b is the avail-bw of the link, x is uniformly distributed in [0, 1], and C is the link capacity. Since the cross traffic rate is at most b, this traffic can cause load variations but not congestion.
Our simulator does not capture bandwidth sharing in saturated links or congestion control by overlay flows. Consequently, if a new flow arrives at a saturated link, then the new flow will obtain zero throughput while the existing flows will maintain their previous throughput. The subtle interactions between congestion control and dynamic overlay routing are outside the scope of this paper. Also, an unsatisfied flow can only increase its throughput, as a result of additional avail-bw in its path, at a path update event. Table 2 shows the set of important parameters and their default values in our simulation study.
Each simulation result is obtained by running the simulator until 30,000 overlay flows have been serviced. Furthermore, to avoid the effect of transient simulation effects, we start to collect data after the first 10,000 overlay flows. 
Performance metrics
We evaluate overlay routing based on three important aspects: efficiency, stability, and safety margin.
Efficiency refers to the ability of overlay routing to achieve higher throughput than native routing, by avoiding saturated links. Stability refers to the frequency with which overlay flows switch between different paths. The safety margin represents the robustness of overlay routing in the presence of cross traffic fluctuations, measurement errors, and stale link-state information.
Specifically, to quantify the efficiency of a routing scheme we use the normalized average throughput T . This is defined as the total amount of data sent by completed overlay flows, normalized by the amount of data that would have been sent if each of these flows had achieved its max-rate limit,
where k is the number of completed flows, a i and r i are the achieved throughput and the max-rate limit of the i'th flow, respectively, and d i is the duration of the i'th flow. Notice that, given the limited network capacity resources, it may be infeasible to have T =100% for a given overlay load. Consequently, under the same offered load, a higher value of T reflects a more efficient overlay routing scheme.
To quantify the stability of a routing scheme we use the path switching ratio S. Suppose that an overlay flow i experienced u i path update events during its lifetime, and that c i among these updates were path changes. The ratio 
A higher value of S indicates that flows switch paths more frequently and so the network is less stable.
To quantify the safety margin of a routing scheme we use the normalized average headroom H. As we did for normalized throughput, we normalize the headroom of each flow by its max-rate limit. Instead of measuring the headroom of a flow as a continuous function of time however, we use Poisson sampling to estimate the time-average of the normalized per-flow headroom. Consider the j'th overlay flow at a sampling instant i, and let h ij and r ij be the headroom and max-rate limit of that flow, respectively. The flow's relative headroom is h ij /r ij . The weighted average of the relative headroom of all active flows at the i'th sampling instant, weighted by the max-rate limit of each flow, is
Taking the corresponding weighted average across all sampling instants i, we get that the normalized average headroom is
In the simulations of Section 4, the average sampling period for the calculation of H is 0.5 seconds.
Note that H, as opposed to T , can be larger than 100%. Also, a larger value of H does not necessarily mean a higher value of T . In Section 4.4, however, we show how larger headroom can lead to better overlay flow performance in the presence of traffic spikes causing congestion events.
Simulation study
In this section, we first evaluate and compare the efficiency, stability, and safety margin of proactive and reactive overlay routing under various network conditions. Based on the results of this comparison,
we propose a hybrid algorithm that combines the best features of reactive and proactive routing. Finally, we examine the effect of several important factors on the performance of the hybrid algorithm.
Maximum overlay hop count
A major advantage of overlay routing is its ability to utilize several alternate paths instead of the single path that is provided by IP routing. The number of such alternate paths increases with the number of overlay nodes an end-to-end path can traverse. We refer to the overlay hop count as the number of hops (or overlay links) that an end-to-end path traverses. In practice, the overlay hop count would be bounded by a maximum value H max . The practical necessity for this limit is related to source routing:
the intermediate overlay nodes need to be encoded in the header of each packet, and there is a limited number of bits for doing so. H max =1 means that the overlay path is the same with the native-layer path, while H max =2 means that the overlay path can traverse at most one intermediate overlay node.
In this simulation, we increase the maximum overlay hop count H max from 1 to 13, and compare the performance of reactive and proactive overlay routing. The performance of native routing is also shown, as H max = 1. Figure 5 (a) shows that the average throughput T of reactive routing improves significantly when we increase H max from one to two hops. The increase for larger values of H max is negligible, meaning that longer overlay paths are rarely needed to avoid congestion. This shows that using a single intermediate overlay node with reactive routing is sufficient to obtain most throughput gain compared to native routing, and that this gain can be substantial. On the other hand, proactive routing performs worse as we increase H max . One reason for this behavior is shown in Figure 5 (d), which shows the average native hop count as a function of H max . 3 As we would expect, the chosen paths in the native network tend to be longer as we increase H max . Also, the paths used by proactive routing are significantly longer than the paths used by reactive routing, because the former always attempts to choose the path with the maximum headroom. As a result, the proactive algorithm uses more network resources than the reactive algorithm, decreasing the network's avail-bw and causing a lower value of T .
In terms of stability, increasing H max causes the following two effects: 1) more alternate paths are considered by each flow and so there is a higher frequency of path switching, and 2) more native links are affected by the previous path changes, causing further variations in the avail-bw distribution and triggering even more path switching. Indeed, as Figure 5(b) shows, a higher value of H max causes more frequent path switching. Note that proactive routing experiences significant instability, while reactive routing maintains a low path switching ratio across the range of of H max .
Although proactive routing performs worse than reactive in terms of efficiency and stability, it does have the advantage of providing overlay flows with a higher average headroom, as shown in Figure 5 (c).
The increased headroom can act as a wider safety margin in the presence of traffic fluctuations, as will be shown in Section 4.4. Note that the maximum headroom is obtained (by both algorithms) when H max =2; longer overlay paths can cause larger consumption of network capacity.
The previous results show that with at most one intermediate overlay node, reactive overlay routing can achieve significantly improved efficiency and headroom over native routing and maintain good stability. For proactive routing, limiting the maximum overlay hop count to two is even more critical in terms of efficiency and stability. Consequently, in the rest of the paper we will set H max =2 for both algorithms. The practical implication of this limit is that a single node identifier in the packet header would be enough to encode the overlay route.
Link-state refresh period
Recall that the link-state refresh period P r is the time length between successive updates of the overlay avail-bw link-state. A higher value of P r increases the staleness of overlay routing information, but also decreases the link-state dissemination overhead. Figure 6 shows the performance of proactive, reactive, and native routing as we vary P r from 100msec to 100sec. Note that P r cannot be lower than the measurement delay D m , which is set to 100msec in our simulations. Even though P r would not be more than a few seconds in practice, we simulate a wider range for illustration purposes.
In terms of average throughput, Figure 6(a) shows that, as we would expect, the efficiency of both reactive and proactive routing drops as P r increases. Interestingly, however, the reactive algorithm is much more robust to stale link-state than the proactive algorithm. The former can achieve better throughput than native routing as long as P r is less than about 10 seconds, while the latter does worse than native routing if P r exceeds 400msec. The reason for this major difference between reactive and proactive routing is that the latter relies much more heavily on avail-bw information, because it considers switching even the satisfied flows. Consequently, a higher value of P r , with its increased link-state staleness, causes a dramatic throughput loss for the proactive algorithm. The corresponding throughput loss for the reactive algorithm is negligible when P r is between 100ms-1000ms, which is probably a reasonable range for P r in terms of dissemination overhead.
In terms of stability, Figure 6 (b) shows that the path switching ratio curves can be split into two regions. S increases as P r approaches 1sec, which is the flow update period P u . Then, for longer values of P r , S decreases. The reason for this behavior is as follows. As P r increases from 100ms to 1sec, the link-state becomes increasingly more stale. This increasing staleness means that a higher fraction of the path switching decisions were based on inaccurate information and they were incorrect (meaning that the flow did not move to the maximum headroom path or it did not avoid congestion). Consequently, further path switching is required to correct the previous routing decisions. On the other hand, when P r becomes larger than P u (1 second) the link-state information changes less often than the frequency with which overlay flows examine whether to switch paths. Consequently, many of the path update events see the same link-state information, and so the corresponding flows decide that they should stay at the same path. This tends to decrease the metric S as P r increases. Figure 6 (a), note that larger average headroom does not necessarily mean higher average throughput. Also, the average headroom for the proactive algorithm is maximized not with the most uptodate link-state information (i.e., P r =100msec), but when P r ≈ P u =1sec. The reason for this counterintuitive behavior is related to the variability of the headroom. Figure 6(d) shows the standard deviation of the distribution of per-flow headroom samples. In the proactive algorithm, the variability of the headroom increases with P r until P r ≈ P u , and then decreases, following the same trend with the path switching frequency S. The reason is that more frequent path switching causes a wider dispersion of the headroom that each flow observes. The increased variability generates high headroom values with larger probability, increasing the average headroom H. 4 Similarly, in the reactive algorithm the average headroom follows the same trend with the headroom standard deviation.
A related observation in Figure 6 (d) is that the reactive algorithm has the additional benefit, over the proactive algorithm, that it results in lower headroom variability in the range P r < P u =1sec, which is probably the most practical range for the selection of P r . With the proactive algorithm, flows switch paths much more frequently, causing significant network load variations and headroom variability.
Hybrid routing and probability of proactive switching
The previous simulation results showed that the proactive algorithm performs worse than the reactive algorithm in terms of throughput and stability. Furthermore, those results showed two major reasons for the difference between the two algorithms: first, proactive routing tends to use longer native paths and thus consumes more network resources (especially when H max > 2), and second, proactive routing is much more sensitive to stale link-state information. On the other hand, proactive routing performs better than reactive in terms of average headroom (when P r is less than P u ), providing overlay flows with a wider safety margin. Section 4.4. shows that this wider safety margin can improve the performance of overlay flows in the presence of random congestion events.
Given the previous trade-off, we propose a simple heuristic that combines the previous two algorithms in a probabilistic manner. We refer to this algorithm as hybrid routing. At each path update event, the hybrid algorithm performs proactive path switching with a probability p p (referred to as probability of proactive switching); otherwise, the algorithm performs reactive path switching. The intuition behind this algorithm is to maintain the good throughput and stability properties of reactive routing (i.e., to use a low p p ), but at the same time to occasionally switch the flow to a path with higher headroom, even if it is satisfied, in order to improve its safety margin. Note that p p =0 corresponds to reactive routing and p p =1 corresponds to proactive routing. In terms of efficiency, p p =0.1 is almost as good as pure reactive routing. In terms of stability, the smaller p p the lower S will be. The difference between p p =0.1 and p p =1 is substantial, however, and so the former value gives a major stability gain compared to proactive routing. In terms of headroom, on the other hand, the choice of p p makes a significant difference only in low load conditions; in heavy load conditions the headroom is quite limited even with the proactive algorithm. In low load conditions, p p =0.1 gives us most of the headroom gain of proactive routing.
To summarize, the simulation results indicate that the probability of proactive switching p p can be close to 10%, resulting in almost the same efficiency and stability with the reactive algorithm, but also increased headroom especially in lower load conditions. In the rest of the paper, we set p p =0.1.
Traffic load and flow arrival rate
The overlay traffic load is determined by the flow arrival rate, flow duration and max-rate limit. Increasing one of these parameters while keeping the others fixed increases the offered traffic load. In this experiment, we vary the flow arrival rate F a and compare the performance of proactive, reactive, and hybrid overlay routing, as well as native shortest-path routing, under increasing load. These simulations provide further evidence that the hybrid algorithm combines the best features of reactive and proactive routing. In higher loads, reactive routing manages to avoid saturated paths, as long as there is at least one noncongested path. Under heavy-load conditions, it still performs much better than native routing. The hybrid algorithm offers essentially the same throughput as reactive routing. Proactive routing, on the other hand, performs even worse than native routing, mostly due to its high sensitivity on stale link-state information.
In terms of stability, Figure 8(b) shows that the path switching ratio of reactive routing remains almost zero at low traffic loads and increases slowly as more flows become unsatisfied in heavy loads. Proactive routing, on the other hand, introduces significant instability, with about 70% of the flow update events causing path switching, even before the network becomes congested. The path switching ratio with hybrid routing is slightly higher than with reactive routing, but still much lower than proactive routing.
In terms of average headroom, Figure 8 (c) shows that proactive routing achieves consistently higher average headroom than both reactive routing and native routing. The hybrid algorithm provides almost the same headroom with proactive routing in lower load conditions, when there is still significant headroom. Recall that the intuition behind the headroom metric is to quantify the safety margin that overlay flows have in the presence of random traffic variations. To understand why larger headroom can lead to better performance for overlay flows, we examine the frequency with which "traffic spikes" can lead to saturated links with each routing algorithm. Specifically, we generate instantaneous traffic spikes based on a Poisson process. At each event of the Poisson process, we randomly select a native link of an overlay flow and examine whether a traffic spike with magnitude 10% of the existing traffic on the link would cause congestion (i.e., the total offered load on the link exceeds the capacity). If that is the case, we count that event as a "congestion incident". The process is repeated for every overlay flow at each Poisson event. Figure 8(c) shows the probability of congestion incidents for the four different routing algorithms, as a function of the flow arrival rate F a . Note that the probability of congestion is significantly lower with the proactive algorithm, as a result of the higher headroom that that algorithm provides. The reactive and the hybrid algorithms have a higher likelihood of encountering congestion, especially in heavy load conditions, but they still do clearly better than native routing.
Effect of traffic variability
The performance of overlay routing depends on the variability of the underlying traffic, because the best path for the next update period is predicted based on the load of each path at the end of the last update period. Under the same aggregate load, we would expect that higher traffic variability will lead to worse overlay routing performance in terms of all three performance metrics. In this section, we examine two factors that affect the variability of the underlying traffic: the overlay flow duration F d and the cross traffic variation period F c .
Let us first focus on the average overlay flow duration F d . In this simulation, we increase F d from 1 to 19 seconds and reduce the flow arrival rate F a proportionally so that the aggregate offered load remains constant. We also remove the non-overlay cross traffic, so that we focus exclusively on the variability introduced by overlay traffic. Figure 9 (a) shows the throughput of hybrid routing under two refreshing periods: P r =0.5sec and P r =5.0sec; the latter represents a rather extreme case of stale link-state. For reference, we also show the results with native shortest-path routing. Since the offered load remains constant, the native routing can achieve the same throughput independent of the flow duration. In contrast, the throughput of hybrid routing increases with F d . For short flows, more flow arrival/departure events take place within each measurement/refresh period, making the overlay traffic more variable and causing greater staleness in the link-state routing information. As flows become longer, the throughput increases because the resulting traffic variability decreases, and so even outdated link-state information is reasonably accurate. To further illustrate this point, Figure 9(b) shows the cumulative distribution functions (CDF) of the avail-bw variations across successive 0.5 second intervals for three different flow durations. Notice that shorter flows cause more significant traffic variability than longer flows.
Another observation from Figure 9(a) is that when the flow duration decreases, hybrid overlay routing needs a shorter refresh period P r to maintain the same throughput. More generally, a shorter refresh period is required when the traffic variability increases. In selecting P r , the objective should be that the refresh period is short enough so that the avail-bw does not change significantly during successive link-state updates. Similar observations hold for the path switching ratio and the average headroom (not shown here).
Let us now focus on the variability of the non-overlay cross traffic. As mentioned in Section 3, the cross traffic has an average rate variation period F c =20sec. In this simulation experiment, we vary F c from 0.01sec to 100sec. Obviously a higher value of F c would make the cross traffic less variable. Figure 10 shows the average throughput with hybrid overlay routing under three load conditions. Note that the average throughput is not so sensitive to F c , as long as the latter is larger than the flow update period P u (1sec). This is because when P u < F c , the avail-bw of overlay paths does not change significantly between successive path update events. With more frequent cross traffic variations, there is a reduction in the average throughput. The reduction is not major with the hybrid (or the reactive) algorithm however, because the latter is quite robust to stale link-state. Similar observations hold for the path switching ratio and the average headroom (not shown here).
Measurement errors
The literature on avail-bw measurement techniques reports estimation errors that vary from ±10% to ±30% [25, 26, 27, 28, 29] . It seems unlikely at this point that these measurement techniques can be improved so dramatically that the estimation error will become almost zero. Since the overlay routing algorithms that we study rely on avail-bw estimation, we need to examine the effect of avail-bw measurement errors on the performance of overlay routing.
Let us denote the real avail-bw value at an overlay link by v, the measured value by m, and the error factor by e ∈ [0, 1]. We consider the following three error models:
Relative error: The measurement m is symmetrically and uniformly distributed in a range around v, We note that the avail-bw estimation literature reports that the measurement errors typically follow the relative error model. The reason we examine the absolute error and random estimate models is to show that different error models can affect overlay routing in very different ways. What is the reason that even large relative errors have no significant impact on the efficiency of overlay routing? The answer is actually simple if we consider that overlay routing decisions do not depend on the actual (absolute) avail-bw, but on the ranking of different paths in terms of avail-bw. After analyzing several simulations, we found that an overlay flow can be found in one of two main conditions. First, one of the paths that the flow can choose from has significantly higher avail-bw than the rest. Second, several of the paths that the flow can choose from have similar avail-bw. In the former, a relative error would affect all candidate paths, but the path with the maximum avail-bw would still be reported as the best with high probability. For example, if two paths have avail-bw 1000 and 100, a relative error of ±100% would result in a uniformly distributed value within [0, 2000] and [0, 200] , respectively; the probability that the first path would be reported as better than the second is 95%. In the latter, the measurement error can affect the selection of the best path, but because the flow chooses among paths with similar avail-bw values the path selection does not matter significantly. Note that the previous reasoning would not hold true in the case of absolute errors or random estimate.
In summary, the previous experiments showed that relative errors in the avail-bw estimation process (which are common and probably unavoidable) will not have significant impact on the performance of hybrid and reactive overlay routing. This implies that even relatively simple measurement techniques, which produce a "ballpark" estimate of the avail-bw, may be useful in overlay routing applications.
Native layer link sharing
Two overlay links (or paths) may share one or more native links. Such "native sharing" effects may not be visible to the overlay network, which typically has information only for the overlay links and their avail-bw. Furthermore, as will be shown next, native sharing can cause errors in the selection of the maximum headroom path.
To see the effect of native sharing on overlay routing, we compare the following two different models, in terms of the amount of knowledge the overlay network has about the native network:
• No-information: The overlay network has absolutely no knowledge about the native topology or about the avail-bw of native links. This implies that when native sharing occurs, the overlay nodes may judge incorrectly which path provides the maximum headroom. On the other hand, this mode of operation would be the simplest to implement, as it does not require any sophisticated probing techniques for the detection of native sharing.
• Complete-information: This is an ideal case, in which the overlay nodes have accurate information about both the native layer topology and the avail-bw of each native link. This information would enable an overlay node to correctly determine the maximum headroom path even when native sharing takes place. Note that, at least so far, there are no measurement techniques that can estimate the avail-bw of each native link in a network path. To explain, we will use the following model. Suppose that we have two overlay paths p 1 and p 2 , as shown in Figure 13 (a). The flow under consideration f is currently routed on p 1 , and its throughput is a.
The avail-bw in the two paths is b 1 and b 2 , respectively.
Ignoring any potential native sharing ("no-information" model), the overlay routing algorithm will estimate the headroom of the two paths as follows:
In the "complete-information" model, the headroom of the two paths will be denoted by h (f, p 1 ) and h (f, p 2 ), respectively. Based on the type of native sharing between p 1 and p 2 , we have the following three cases:
1. The paths p 1 and p 2 do not share any native link: In this case, h (f, p 1 ) = b 1 + a, and h (f, p 2 ) = b 2 . Therefore, the complete-information model provides the same headroom estimates as the noinformation model, and so there is no difference in the performance of overlay routing between the two models. p 2 is limited by a native link y and it is not affected by flow f . In this case, we still have that h (f, p 1 ) = b 1 + a, and h (f, p 2 ) = b 2 . Again, the two native information models would lead to the same routing decision.
3. The paths p 1 and p 2 share a native link x, and x is the bottleneck of path p 2 (shown in Figure 13(b) ).
This case can be further analyzed as two different sub-cases.
(a) x is also the bottleneck of
where y is the native link with the second lowest available bandwidth along path p 2 , and b x and b y is the avail-bw in links x and y respectively. Therefore, h (f, p 1 ) ≥ h (f, p 2 ). In this case, the complete-information model would report that the maximum headroom path is p 1 . Notice however that this is also what the no-information model would report, because
Therefore, the overlay routing algorithm would choose the same path with both native information models.
(b) x is not the bottleneck of p 1 . Then, h (f, p 1 ) = b z +a and h (f, p 2 ) = min(b y , b x +a), where z is the bottleneck of p 1 . In the no-information model, the headroom of each path would be estimated as: h (f, p 1 ) = b z + a and h (f, p 2 ) = b x . In this case, it is easy to verify that the no-information and complete-information models would disagree in their path selection only if the following inequality holds:
In this case, the complete-information model would cause a path change, while the noinformation model would not.
The previous analysis shows that a naive overlay routing algorithm that ignores any native sharing effects would incorrectly choose the current path over another path with larger avail-bw only in a very specific scenario of native sharing. In that scenario, the two paths share at least one link x which is the bottleneck of p 2 but not of p 1 , and the avail-bw of the three involved links x, y, and z satisfy (6) . Apparently, this scenario does not happen often in our simulations, which explains why the simulation results for the noinformation and complete-information models are so close. Note that the slightly higher path switching ratio of the complete-information model in Figure 12 (b) is due to the few cases in which (6) is true.
In summary, native sharing effects can affect, in principle, the performance of overlay routing. Fortunately, however, an overlay routing algorithm that ignores native sharing would rarely choose a different path even if it had complete information about the native topology and the avail-bw of each native link.
Conclusions
This paper presented a simulation study of dynamic overlay routing. Given that most previous work focused on delay-driven path selection, we focused instead on avail-bw based overlay routing algorithms leveraging the recently developed measurements techniques for end-to-end avail-bw. We considered two main approaches on overlay routing, proactive and reactive, as well as a number of factors that can affect the performance of these routing algorithms.
The main conclusions of this study follow:
• Reactive overlay routing performs better in terms of efficiency than native or proactive overlay routing. The efficiency gain compared to native routing can be substantial, especially if the network is not very lightly loaded. Also, reactive routing is much much stable than proactive routing.
• Proactive overlay routing performs better in terms of headroom (safety margin) than native and reactive overlay routing.
• A single intermediate overlay node is sufficient for reactive routing to achieve its throughput and headroom gain over native routing. For proactive routing, limiting the maximum overlay hop count H max to 2 is even more critical in terms of efficiency and stability.
• The reactive algorithm is quite robust to stale link-state information, and it performs better than native routing even when the link-state refresh period P r is a few seconds. The proactive algorithm, on the other hand, is very sensitive to link-state staleness, and P r should be as short as possible.
• A hybrid algorithm that acts reactively in about 90% of the time and proactively in about 10% of the time, can achieve a good compromise between high throughput, stability and safety margin, combining the best features of reactive and proactive routing.
• Overlay routing performs better with longer overlay flows, because the latter create lower traffic variability. Cross traffic variations can also decrease the performance of overlay routing, especially when these variations are significant in lower time scales than the path update period P u .
• Relative errors in the avail-bw estimation process (which are common and probably unavoidable)
will have negligible impact on the efficiency of hybrid overlay routing. Absolute or random errors, on the other hand, can have a significant impact.
• Even though native sharing effects can affect the performance of hybrid overlay routing, ignoring native sharing performs almost equally well with having complete information about the native network.
Finally, in this work we chose to ignore bandwidth sharing issues in congested links and congestion responsive transport mechanisms. Congestion control adds a feedback loop between the overlay nodes and the network that may interact with the overlay routing feedback loop, causing effects that are currently largely unexplored [33] . These interactions will be the subject of future work.
