A new systematic approach for the speci cation of bijections between sets of combinatorial objects is presented. It is based on the notion of object grammars. Object grammmars are recursive descriptions of objects which generalize context free grammars. The study of a particular substitution in these object grammars con rms once more the key role of Dyck words in the domain of enumerative and bijective combinatorics.
Introduction
Every recursive description of objects de ned by means of terminal objects and operations applied to objects (mappings) is called an object grammar. It is most often described with drawings. For instance, the standard decomposition of complete binary trees is an object grammar ( Figure 1 ).
The formalism given here for object grammars 9] generalizes the one for context-free grammars. It is akin to the work of Flajolet & al. 12] allowing for the speci cation of structures by grammars involving set, sequence and cycle constructions. One can also categorize object grammars as belonging to the domain of Universal Algebra and Magmas 11, 15] . Finally, our approach is related to the Theory of Species 2, 13] which gives a general approach to the description and construction of combinatorial structures on nite sets, as well as the various kind of enumeration of these structures. This paper outlines some methods using object grammars for constructing bijections between sets of objects. Another important application of object grammars is the uniform random generation of combinatorial objects (see 10] ). e-mail : dutour@labri.u-bordeaux.fr y e-mail : fedou@unice.fr Building bijections between sets of objects is useful for the enumeration of objects according to various parameters. Indeed, if some parameter is hard to compute from a set of objects, then, this one is transformed into another one by an appropriate bijection making the interpretation of parameters and enumeration much easier. An example of such a construction is the striking DSV method 6, 16] where the enumeration of objects reduces to that of words in an algebraic language.
The methods for building bijections between sets of objects presented here are based on unambiguous and isomorphic object grammars. Object grammars are isomorphic if they have the same structure , i.e. the same number of sets of objects, terminal objects and object operations (with compatible de nition domains). Isomorphic object grammars lead to natural bijections between the generated objects.
In the sequel we study a transformation on object grammars called S- The S-iteration allows to deduce the following fundamental result : from two one-dimensional unambiguous object grammars with at least one object operation of arity 2, one can build two isomorphic object grammars which generate the same sets of objects as initial grammars. In particular the set of Dyck words generated by the standard grammar D = + xDxD falls whithin this framework. Therefore we are able to build bijections between Dyck words and all the objects which can be described by an one-dimensional unambiguous object grammar of degree 2. This result con rms the crucial role of Dyck words in coding combinatorial objects (Viennot' The dimension of an object grammar is the number of sets of objects in E. Remark : Sometimes a 3-tuple < E; T ; P > is called also object grammar. The axiom is chosen later in E. The derivation trees of an object grammar represent very well the natural hiearchical structure of the applying of object operations for constructing objects from the terminals : internal nodes are labelled with object operations and leaves with objects. These derivation trees are comparable to the abstract trees within the theory of Compiling.
Let G =< E; T ; P > be an object grammar and E 2 E a set of objects. An object o is said to be generated in G by E, if there is a derivation tree of G on E (codomain of root = E) whose evaluation is o.
The set of generated objects in G by E is denoted by O G (E). If S of E is xed as axiom of G, O G (S) is then called the set of objects generated by G. G 1 = < fE pp g; ff2gg; f 1 ; 2 g; E pp > and G 2 = < fE pp g; ff2gg; f 1 ; 2 ; 3 g; E pp > . The parallelogram polyomino in Figure 2 belongs to O G 2 (E pp ), its derivation tree in G 2 is given in Figure 4 . O G 1 (E pp ) is the set of Ferrers diagrams which is a subset of parallelogram polyominoes, and O G 2 (E pp ) is the whole set of parallelogram polyominoes.
By analogy to context-free grammars, an object grammar G is unambiguous if every object in O G (S) has exactly one derivation tree. Unambiguity is an important property in the eld of bijection buildings.
One can also de ne several normal forms for object grammars: reduced, form 1-2 or complete. The details of transformations of object grammars in normal forms are given in 9].
Notations
An object grammar G =< E; T ; P; S > complete and unambiguous can be described as a system of equations (sets of objects, objects, object operations), or also a system of graphic equations. Every equation gives the decomposition Then, the grammar G 2 of parallelogram polyominoes previously de ned is E pp = 2 + 1 (E pp ) + 2 (E pp ) + 3 (E pp ; E pp ):
A schematic representation of this grammar is given in Figure 5 .
3 Characteristic system of polynoms
The characteristic system of polynoms associated to an object grammar allows to characterize exactly the structure of the grammar ; namely for an one-dimensional object grammar, the system is just a polynom for which the coe cient of x i is the number of object operations of arity i and the constant term is the number of terminal objects. 
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De nition
Let G =< E; T ; P > be a n-dimensional object grammar. We use a bijection : E ?! X n to associate each set of objects with a variable of X n . Let us simplify the notations assuming that (E i ) = x i for all i in 1; : : :; n].
The characteristic system of polynoms for G, denoted by S cp (G), is a system of pairs (x i ; P i ) where P i is the polynom of IN X n ] built as follows : the righthand of the equation de ning E i is transformed by translating Remark : The number of terminal objects is jT E i j =< x 0 ; P i >. For j = (j 1 ; : : :; j n ) 6 = 0 the coe cient < x j ; P i > is the number of object operations with codom( ) = E i and such that the components of dom( ) are E j 1 ; : : :; E jn (without order). 
Isomorphic object grammars
The notion of isomorphic object grammars introduced here permits to easy describe natural bijections between sets of objects.
De nition 4.1 Let G =< E; T ; P > and G 0 =< E 0 ; T 0 ; P 0 > be two n-dimensional object grammars and X n = fx 1 ; : : :; x n g a set of commutative variables. If two object grammars are isomorphic, we are able to establish an one-toone correspondence between their terminal objects and between their object operations. We can therefore bijectively transform their derivation trees (see Figure 7 ). We then obtain obviously the following result : Theorem 4.2 Let G and G 0 be two isomorphic object grammars. If G and G 0 are unambiguous, then one can build a bijection between objects generated by G and objects generated by G 0 . We give a formalism for this transformation. We call it S-iteration (S for Substitution). One gets the characteristic system of polynoms for G 0 , S cp (G 0 ), as follows : in polynom P m of S cp (G), the variable x j of the monom x m 1 : : : x j : : : x m k is substituted by the polynom P j , and then one expands to obtain again a sum of monoms.
De nition 5. Concerning characteristic systems of polynoms, they are called S-isomorphic if nite sequences of S-iterations lead to the same system of polynoms.
6 S-isomorphic one-dimensional object grammars
We consider one-dimensional object grammars, i.e. de ned by means of only one set of objects. The degree of an one-dimensional object grammar is the maximum arity of their object operations.
Case of object grammars of degree 2 Theorem 6.1 Let G 1 and G 2 be two one-dimensional object grammars of degree 2. Then G 1 and G 2 are S-isomorphic.
Proof. See Section 7. 2
So we are able to build bijections between all the sets of objects which can be generated by an one-dimensional unambiguous object grammars of degree 2.
A well-known set of objects which is very important in the eld of combinatorics falls in this framework : the set of Dyck words which is generated by the standard grammar D = + xDxD.
Corollary 6.2 One can build bijections between Dyck words and all the objects which can be described by an one-dimensional unambiguous object grammar of degree 2.
Case of object grammars of degree 1 In this case, we consider S Q 2 (Q) instead of Q (or S K 2 (K) instead of K) so that < x; Q > 2 (or < x; K > 2). 
Conclusions and perspectives
Still many questions have yet to be answered. The theorem we give in this paper concerns only one-dimensional object grammars. What happens with object grammars of higher dimension ? One can also apply other transformations to object grammars. It would be especially interesting to study the iteration consisting in deleting a terminal object at each step. Then we obtain bijective functions, which are de ned up to a nite number of elements. 
