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Dirac-Schro¨dinger equation for quark-antiquark bound states and derivation of its
interaction kernel
Jun-Chen Su1,2
The four-dimensional Dirac-Schro¨dinger equation satisfied by quark-antiquark bound states is
derived from Quantum Chromodynamics. Different from the Bethe-Salpeter equation, the equa-
tion derived is a kind of first-order differential equations of Schro¨dinger-type in the position space.
Especially, the interaction kernel in the equation is given by two different closed expressions. One
expression which contains only a few types of Green’s functions is derived with the aid of the equa-
tions of motion satisfied by some kinds of Green’s functions. Another expression which is represented
in terms of the quark, antiquark and gluon propagators and some kinds of proper vertices is derived
by means of the technique of irreducible decomposition of Green’s functions. The kernel derived
not only can easily be calculated by the perturbation method, but also provides a suitable basis for
nonperturbative investigations. Furthermore, it is shown that the four-dimensinal Dirac-Schro¨dinger
equation and its kernel can directly be reduced to rigorous three-dimensional forms in the equal-time
Lorentz frame and the Dirac-Schro¨dinger equation can be reduced to an equivalent Pauli-Schro¨dinger
equation which is represented in the Pauli spinor space. To show the applicability of the closed ex-
pressions derived and to demonstrate the equivalence between the two different expressions of the
kernel, the t-channel and s-channel one gluon exchange kernels are chosen as an example to show how
they are derived from the closed expressions. In addition, the connection of the Dirac-Schro¨dinger
equation with the Bethe-Salpeter equation is discussed.
1. Introduction
It is the common recognition that the Bethe-Salpeter (B-S) equation which was proposed early in Refs.[1, 2] is a
rigorous formalism for relativistic bound states. The prominent features of the equation are: (1) The equation is
derived from the quantum field theory and hence set up on the firm dynamical basis; (2) The interaction kernel in
the equation contains all the interactions taking place in the bound states and therefore the equation provides a
possibility of exactly solving the problem of relativistic bound states; (3) The equation is elegantly formulated in a
manifestly Lorentz-covariant form in the Minkowski space which allows us to discuss the equation in any coordinate
frame. However, there are tremendous difficulties in practical applications of the equation, particularly, for solving
the nuclear force in the nuclear physics and the quark confinement in hadron physics. One of the difficulties arises
from the fact that the kernel in the equation was not given a closed form in the past. The kernel usually is defined
as a sum of B-S (two-particle) irreducible Feynman diagrams each of which can only be individually determined by
a perturbative calculation. This definition is, certainly, not suitable to investigate the subjects such as the nuclear
force and the quark confinement which must necessarily be solved by a nonperturbative method. This is why, as said
in Ref. [3],” The Bethe-Salpeter equation has not led to a real breakthrough in our understanding of the quark-quark
force”. Opposite to the conventional concept as commented in Ref. [4] that ”The kernel K can not be given in closed
form expression”, we have derived a closed expression of the B-S kernel for quark-antiquark bound states in a recent
publication [5]. The expression derived contains only a few types of Green’s functions which not only are easily
calculated by the perturbation method, but also suitable to be investigated by a certain nonperturbation approach.
Another difficulty of solving the B-S equation was attributed to the four-dimensional nature of the equation because
the relative time (or the relative energy) would lead to unphysical solutions. Therefore, many efforts were made in
the past to recast the four-dimensional equation in three-dimensional ones in either approximate manners or exact
versions such as the instantaneous approximation [6], the quasipotential approach [7-12] and the equal-time formalism
[13-16].
As one knows, the four-dimensionally covariant B-S equation for a two-fermion system is ordinarily formulated
in a second-order differential equation with respect to the space-time variables in the position space. This kind of
equation has been shown to have unphysical solutions with the negative norm. It was pointed out in Ref. [17] that”
The appearance of the negative-norm B-S amplitude is a quite common phenomenon in the B-S equation”. A similar
phenomenon was encountered in the Klein-Gordon (K-G) equation [18,19]
(✷x +m
2)ψ(x) = 0 (1.1)
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which was originally viewed as the wave equation satisfied by the single free fermion states. It is well-known that
the K-G equation, as a second-order differential equation, has a solution with negative probability. This is because
the wave function of the equation is determined not only by its initial value ψ(0), but also by the initial value of the
time-differential∂ψ∂t |t=0 which would possibly cause the solution to have negative probability [18, 19]. Nevertheless,
the Dirac equation [18, 19]
(i∂x − m)ψ(x) = 0 (1.2)
where ∂x=γ
µ∂xµ has not the negative norm solution because it is a first-order differential equation. As widely
recognized, the Dirac equation gives a correct description of the single free fermion states.
Analogous to the case of single fermion, the relativistic states for a two-fermion system may also be formulated
by a set of first-order differential equations just as the Hamilton equation in Mechanics and the Maxwell equation
in Electrodynamics which are equivalent to the second-order differential equations, i.e. the Lagrange equation and
the D’Alembert equation respectively. Motivated by this idea, it was proposed in the literature [20-28] that the
quark-antiquark bound system may be described by two coupled Dirac equations which are constructed in accord
with the Dirac’s Hamiltonian constraint formalism [29] such that [23-25]
[i∂x1 −m1 − V1(x1, x2)]ψ(x1, x2) = 0 (1.3)
(i∂x2 −m2 − V2(x1, x2)]ψ(x1, x2) = 0 (1.4)
where ψ(x1, x2) denotes the two-fermion wave function, m1 and m2 are the masses of quark and antiquark, V1 and V2
stand for the effective potentials which are determined by the requirement of satisfying the Lorentz-invariance, the
charge conjugation symmetry and a certain constraint (or say, compatibility) conditions. With a constraint imposed
on the relative time, the above equations will be reduced to a three-dimensional eigenvalue equation.
As emphasized in the previous literature [23-25], Eqs. (1.3) and (1.4) are built up within the framework of
relativistic quantum mechanics and the interaction potentials are given in a phenomenological way although they
are inspired by the quantum field theory and, as demonstrated in Ref. [23], are linked with the corresponding B-S
equation. Obviously, in order to understand the Dirac-type equations for the two-fermion system more precisely, it is
necessary to give such equations an extensive investigation and an exact formulation from the viewpoint of quantum
field theory. This just is the purpose of this paper. In this paper, we limit ourself to discuss the quark and antiquark
(qq) bound states. The results certainly suit to other two-fermion bound systems. First we derive two first-order
differential equations for the quark-antiquark bound states from Quantum Chromodynamics (QCD) which describe
the evolution of the bound state with the total (center of mass) time and the relative time respectively. These
equations will be called Dirac-Schro¨dinger (D-S) equation because the Dirac equation is, in essence, the Schro¨dinger
equation in the relativistic case which is identified with itself as the uniquely correct equation of describing the
evolution of a quantum state with time in the quantum theory. Next, we concentrate our main attention on the
interaction kernel appearing in the D-S equation. We are devoted to deriving a closed and explicit expression of
the interaction kernel. The kernel will be derived by two different methods: one is to utilize equations of motion
satisfied by the qq four-point Green’s function and some other four-point Green’s functions in which the gluon field
is involved; another is to employ the technique of irreducible decomposition of the Green’s functions involved in
the D-S equation. The first method is similar to that proposed previously in Ref. [14]. The kernel derived by this
method has a compact expression which contains only a few types of Green’s functions. The kernel derived by the
second method is expressed in terms of the quark, antiquark and gluon propagators and some kinds of three, four and
five-line proper vertices and therefore exhibits a more specific structure of the kernel. Especially, the kernel derived
can not only be easily calculated by the perturbation method, but also provides a suitable basis for nonperturbative
investigations. The D-S equation and its interaction kernel mentioned above are Lorentz-covariant. We will show
how this equation and its kernel are reduced to the exact three-dimensional forms given previously in Ref. [15]
in the equal-time Lorentz frame. It is well-known that the D-S equation is represented in the Dirac spinor space.
This equation actually is a coupled set of sixteen scalar equations. In practical applications, sometimes it is more
convenient to reduce the D-S equation to the Pauli spinor space following the procedure proposed in Ref. [30]. By this
procedure, we will obtain an equivalent Pauli-Schro¨dinger (P-S) equation represented in the Pauli spinor space from
the D-S equation. In the P-S equation, the interaction Hamiltonian is explicitly given in a series expression which
has an one-to-one correspondence with the perturbative expansion of the S-matrix. To illustrate the applicability
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of the kernels derived and the equivalence between the aforementioned two differerent expressions of the kernel, we
will show how the one-gluon exchange kernels in the D-S equation and the corresponding interaction Hamiltonian in
the P-S equation can be derived from the closed expressions. Finally, we will discuss the relation between the D-S
equation and the corresponding B-S equation.
The remainder of this paper is arranged as follows. In section 2, we will first derive two Dirac-type equations
satisfied by the qq four-point Green’s function. From these equations, the D-S equations obeyed by the B-S amplitudes
will be derived by making use of the Lehmann representation of the Green’s function [31]. Then, we will show how
the four-dimensional D-S equation is reduced to the three-dimensional one. In section 3, the first explicit expression
of the interaction kernel in the D-S equation will be derived by virtue of the equations of motion satisfied by the
Green’s functions involved in the Dirac-like equations. And, it will be shown how the closed expression of the exact
three-dimensional kernel can be written out from the four-dimensional one. In section 4, the second expression of the
interaction kernel will be derived by means of the technique of irreducible decomposition of the Green’s functions.
In section 5, the D-S equation will be reduced to the corresponding P-S equation. Section 6 will be used to give
a brief derivation and description of the one-gluon exchange kernels. The last section serve to discuss the relation
between the D-S equation and the corresponding B-S equation and to make some remarks. In Appendix A, we will
describe the derivation of the equations of motion satisfied by the Green’s functions which are necessary to be used
in the derivation of the D-S equation and its interaction kernel. In Appendix B, the irreducible decomposition of the
relevant Green’s functions will be performed for the purpose of deriving the second expression of the kernel.
2. Derivation of the Dirac-Schro¨dinger equation
The Dirac-Schro¨dinger (D-S) equation satisfied by the qq bound states may be derived from the corresponding
equation for the qq four-point Green’s function which is defined in the Heisenberg picture as follows [32]
G(x1,x2; y1, y2)αβρσ = 〈0
+
∣∣∣T {N [ψα(x1)ψcβ(x2)]N [ψρ(y1)ψcσ(y2)]}∣∣∣ 0−〉 (2.1)
where ψ(x) and ψc(x) are the quark and antiquark field operators respectively, ψ(x) and ψ
c
(x) are their correspond-
ing Dirac conjugates [18]
ψc(x) = Cψ
T
(x), ψ
c
(x) = −ψT (x)C−1 (2.2)
here C = iγ2γ0 is the charge conjugation operator, | 0±〉 denote the physical vacuum states, T symbolizes the
time-ordering product and N designates the normal product which is defined by
N [ψα(x1)ψ
c
β(x2)] = T [ψα(x1)ψ
c
β(x2)] − 〈0
+
∣∣T [ψα(x1)ψcβ(x2)]∣∣ 0−〉 (2.3)
It is emphasized here that the above normal product can only be viewed as a definition in the Heisenberg picture.
With the definition shown in Eq. (2.3), the Green’s function in Eq. (2.1) may be represented as
G(x1,x2; y1, y2)αβρσ = G(x1,x2; y1, y2)αβρσ + S
∗
F (x1 − x2)αβS
∗
F (y1 − y2)ρσ (2.4)
where
G(x1,x2; y1, y2)αβρσ = 〈0
+
∣∣∣T {ψα(x1)ψcβ(x2)ψρ(y1)ψcσ(y2)}∣∣∣ 0−〉 (2.5)
is the ordinary qq four-point Green’s function [18],
S∗F (x1 − x2)αβ =
1
i 〈0
+
∣∣∣T {ψα(x1)ψcβ(x2)}∣∣∣ 0−〉
= SF (x1 − x2)αγ(C
−1)γβ = S
c
F (x2 − x1)βλCλα
(2.6)
and
S
∗
F (y1 − y2)ρσ =
1
i 〈0
+
∣∣∣T {ψρ(y1)ψcσ(y2)}∣∣∣ 0−〉
= CστSF (y2 − y1)τρ = (C
−1)ρδS
c
F (y1 − y2)δσ
(2.7)
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in which
SF (x1 − x2)αγ = 〈0
+
∣∣T {ψα(x1)ψγ(x2)}∣∣ 0−〉 (2.8)
and
ScF (y1 − y2)δσ = 〈0
+
∣∣∣T {ψcδ(y1)ψcσ(y2)}∣∣∣ 0−〉 (2.9)
are the ordinary quark and antiquark propagators respectively [18]. It is clear that the propagators defined in Eqs.
(2.6) and (2.7) are nonzero only for the quark and the antiquark which are of the same flavor. For the quark and
antiquark of different flavors, the Green’s function defined in Eq. (2.1) is reduced to the ordinary form shown in
Eq. (2.5) since the second term on the right hand side (RHS) of Eq. (2.4) vanishes. In the case of the quark and
antiquark of the same flavor, the normal product in Eq. (2.1) plays a role of excluding the contraction between the
quark field and the antiquark one from the Green’s function. Physically, this avoids the qq annihilation to break
stability of a bound state. It would be pointed out that use of ψc(x) other than ψ(x) to represent the antiquark field
in this paper has an advantage that the antiquark field would behave as a quark one in the D-S equation so that the
quark-antiquark equation formally is the same as the corresponding two-quark equation in the case that the quark
and antiquark have different flavors.
The equations of motion which describe the variation of the qq four-point Green’s function G(x1,x2; y1, y2) with
the coordinates x1 and x2 may easily be derived from the QCD generating functional as described in Appendix A.
The results are
(i∂x1 −m1)αγG(x1,x2; y1, y2)γβρσ = δαρδ
4(x1 − y1)S
c
F (x2 − y2)βσ
+Cαβδ
4(x1 − x2)S
∗
F (y1 − y2)ρσ − (Γ
aµ)αγG
a
µ(x1 | x1, x2; y1, y2)γβρσ
(2.10)
(i∂x2 −m2)βλG(x1,x2; y1, y2)αλρσ = δβσδ
4(x2 − y2)SF (x1 − y1)αρ
+Cαβδ
4(x1 − x2)S
∗
F (y1 − y2)ρσ − (Γ
bν
)βλG
b
ν(x2 | x1, x2; y1, y2)αλρσ
(2.11)
in which
(Γaµ)αγ = g(γ
µT a)αγ , (Γ
bν
)βλ = g(γ
νT
b
)βλ (2.12)
where g is the coupling constant, T a = λ
a
2 and T
a
= −λa∗/2 are the quark and antiquark color matrices respectively,
Gaµ(xi | x1, x2; y1, y2)αβρσ
=
〈
0+
∣∣∣T {Aaµ(xi)ψα(x1)ψcβ(x2)ψρ(y1)ψcσ(y2)}∣∣∣ 0−〉 (2.13)
with i = 1, 2 are the new four-point Green’s function including a gluon field in it and the propagators were defined
in Eqs. (2.6)-(2.9). It would be noted here that the terms related to S
∗
F (y1 − y2) in Eqs. (2.10) and (2.11) are
absent when the quark and the antiquark have different flavors. The equations of motion satisfied by the Green’s
function defined in Eq. (2.1) may be found by substituting the relation in Eq. (2.4) into Eqs. (2.10) and (2.11) and
by making use of the following equations as mentioned in Appendix A
[(i∂x1 −m1)αγS
∗
F (x1 − x2)γβ = −Cαβδ
4(x1 − x2)− (Γ
aµ)αγΛ
a∗
µ (x1 | x1, x2)γβ
[(i∂x2 −m2)βλS
∗
F (x1 − x2)αλ = −Cαβδ
4(x1 − x2)− (Γ
bν
)βλΛ
b∗
ν (x2 | x1, x2)αλ
(2.14)
where
Λa∗µ (xi | x1, x2)αβ =
1
i
〈0+
∣∣T {Aaµ(xi)ψα(x1)ψcβ(x2)}∣∣ 0−〉 (2.15)
with i = 1, 2 are a kind of quark-antiquark-gluon Green’s function. The results are
(i∂x1 −m1)αγGγβρσ(x1,x2; y1, y2) = δαρδ
4(x1 − y1)S
c
F (x2 − y2)βσ
−(Γaµ)αγG
a
µ(x1 | x1, x2; y1, y2)γβρσ
(2.16)
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and
(i∂x2 −m2)βλGαλρσ(x1,x2; y1, y2) = δβσδ
4(x2 − y2)SF (x1 − y1)αρ
−(Γ
bν
)βλG
b
ν(x2 | x1, x2; y1, y2)αλρσ
(2.17)
where
Gaµ(xi | x1, x2; y1, y2)αβρσ = 〈0
+
∣∣∣T [{N [Aaµ(xi)ψα(x1)ψcβ(x2)]N [ψρ(y1)ψcσ(y2)]}∣∣∣ 0−〉
= Gaµ(xi | x1, x2; y1, y2)αβρσ + Λ
a∗
µ (xi | x1, x2)αβS
∗
F (y1 − y2)ρσ
(2.18)
here i = 1, 2. In the above, the normal products defined in the same way as that in Eq. (2.3). In comparison of Eqs.
(2.16) and (2.17) with Eqs. (2.10) and (2.11), we see, the terms related to S
∗
F (y1 − y2) in Eqs. (2.10) and (2.11)
disappear in Eqs. (2.16) and (2.17). Therefore, the equations (2.16) and (2.17) formally are the same as given in the
case that the quark and the antiquark are of different flavors.
Multiplying Eqs. (2.16) and (2.17) with the matrices γ01 and γ
0
2 respectively, we have
[i ∂∂t1 − h
(1)(−→x1)]αγGγβρσ(x1, x2; y1, y2)
= (γ01 )αρδ
4(x1 − y1)S
c
F (x2 − y2)βσ + G
(1)
αβρσ(x1, x2; y1, y2)
(2.19)
and
[i ∂∂t2 − h
(2)(−→x2)]βλGαλρσ(x1, x2; y1, y2)
= (γ02 )βσδ
4(x2 − y2)SF (x1 − y1)αρ + G
(2)
αβρσ(x1, x2; y1, y2)
(2.20)
where
h(i)(−→xi) = −i−→αi · ∇−→xi +miγ
0
i (2.21)
is the i-th free fermion Hamiltonian,
G
(1)
αβρσ(x1 | x1, x2; y1, y2) = (Ω
aµ
1 )αγG
a
µ(x1 | x1, x2; y1, y2)γβρσ
G
(2)
αβρσ(x2 | x1, x2; y1, y2) = (Ω
bν
2 )βλG
b
ν(x2 | x1, x2; y1, y2)αλρσ
(2.22)
here
Ωaµ1 = −gγ
0
1γ
µ
1 T
a
1 , Ω
bν
2 = −gγ
0
2γ
ν
2T
b
2 (2.23)
As will be proved in section 4, the Green’s functions Gaµ(xi | x1, x2; y1, y2) are B-S reducible, therefore, we can
write
G(i)(xi | x1, x2; y1, y2) =
∫
d4z1d
4z2K
(i)(x1, x2; z1, z2)G(z1, z2; y1, y2) (2.24)
where K(i)(x1, x2; z1, z2) (i = 1, 2) are just the interaction kernels. With the expression given in the above, Eqs.
(2.19) and (2.20) can be represented as
[i ∂∂t1 − h
(1)(−→x1)]αγGγβρσ(x1, x2; y1, y2) = (γ
0
1)αρδ
4(x1 − y1)S
c
F (x2 − y2)βσ
+
∫
d4z1d
4z2K
(1)(x1, x2; z1, z2)αβλτGλτρσ(z1, z2; y1, y2)
(2.25)
and
[i ∂∂t2 − h
(2)(−→x2)]βλGαλρσ(x1, x2; y1, y2) = (γ
0
2)βσδ
4(x2 − y2)SF (x1 − y1)αρ
+
∫
d4z1d
4z2K
(2)(x1, x2; z1, z2)αβλτGλτρσ(z1, z2; y1, y2)
(2.26)
From the above two equations, we may obtain two equivalent equations: one describes the evolution of the Green’s
function G(z1, z2; y1, y2) with the center of mass time; another describes the evolution of the Green’s function with
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the relative time. The first equation is given by summing up the two equations in Eqs. (2.25) and (2.26). Introducing
the cluster coordinates
X = η1x1 + η2x2, x = x1 − x2;
Y = η1y1 + η2y2, y = y1 − y2,
ηi =
mi
m1+m2
, i = 1, 2
(2.27)
the equation may be represented in the matrix notation as
[i ∂∂t −H0(
−→
X,−→x )]G(X − Y, x, y)
= S(X − Y, x, y) +
∫
d4Zd4zK(X − Z, x, z)G(Z − Y, z, y)
(2.28)
where
S(X − Y, x, y) = δ4(x1 − y1)γ
0
1S
c
F (x2 − y2) + δ
4(x2 − y2)γ
0
2SF (x1 − y1) (2.29)
H0(
−→
X,−→x ) = h(1)(−→x 1) + h
(2)(−→x 2) (2.30)
is the total free Hamiltonian,
K(X − Z, x, z) =
2∑
i=1
K(i)(X − Z, x, z) (2.31)
is the total interaction kernel and t = X0 is the center of mass time. In the above, the translation-invariance of the
Green’s function and the interaction kernel has been considered.
The second equation mentioned above is given by subtracting the equation in Eq. (2.26) with weight η1 from the
equation in Eq. (2.25) with weight η2
[i ∂∂τ −H0(
−→
X,−→x )]G(X − Y, x, y)
= S(X − Y, x, y) +
∫
d4Zd4zK(X − Z, x, z)G(Z − Y, z, y)
(2.32)
where
S(X − Y, x, y) = η2δ
4(x1 − y1)γ
0
1S
c
F (x2 − y2)− η1δ
4(x2 − y2)γ
0
2SF (x1 − y1) (2.33)
H0(
−→
X,−→x ) = η2h
(1)(−→x 1) − η1h
(2)(−→x 2) (2.34)
which is the relative Hamiltonian,
K(X − Z, x, z) = η2K
(1)(X − Z, x, z) − η1K
(2)(X − Z, x, z) (2.35)
which is the relative kernel and τ = x0 is the relative time.
By virtue of the well-known Lehmann representation of the Green’s function G(z1, z2; y1, y2) [31], one may derived
the equations satisfied by the B-S amplitude from the above equations. The Lehmann representation as shown below
can easily be written out by the procedure of inserting the complete set of the qq bound states into the Green’s
function G(z1, z2; y1, y2) denoted in Eq. (2.1), then considering the translation-invariance property of the Green’s
function and finally employing the integral representation of the step function,
G(X − Y, x, y) =
∑
n
i
(2π)4
∫
d4Qne
−iQn(X−Y )
× 12ωn {
χQn (x)χQn(y)
Q0n−ωn+iǫ
−
χ+
−Qn
(y)χ+
−Qn
(x)
Q0n+ωn−iǫ
}
(2.36)
where
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χQn(X, x) = e
−iQnXχQn(x) = 〈0
+ |N{ψ(x1)ψ
c(x2)}|n〉
χQn(Y, y) = e
iQnY χQn(y) = 〈n
∣∣∣N{ψ(y1)ψc(y2)}∣∣∣ 0−〉 (2.37)
are the B-S amplitudes describing the bound state and ωn is the energy of the state | n〉. Upon substituting Eq.
(2.36) into Eqs. (2.28) and (2.32), then taking the limit: limQ0n→ωn(Q
0
n−ωn) and finally performing the integration:∫
d4Y e−iPY , one can find that
[i
∂
∂t
−H0(
−→
X,−→x )]χPς(X, x) =
∫
d4Y d4yK(X − Y, x, y)χPς(Y, y) (2.38)
and
[i
∂
∂τ
−H0(
−→
X,−→x )]χPς(X, x) =
∫
d4Y d4yK(X − Y, x, y)χPς(Y, y) (2.39)
where the subscript ς in the B-S amplitude designates the other quantum numbers of a bound state. In the above
derivation, the fact that the functions S(X − Y, x, y) and S(X − Y, x, y) have no the bound state poles has been
considered. Eqs. (2.38) and (2.39) are just the wanted D-S equations satisfied by the B-S amplitudes. Eq. (2.38)
describes the evolution of the qq bound state with the center of mass time t, while, Eq. (2.39) describes the evolution
of the qq bound state with the relative time τ. Clearly, both of the equations are all the first-order differential
equations whose solutions are only determined by the initial amplitudes at the origin of times.
Considering the translation-invariance of the B-S amplitude and the kernels as shown in Eq. (2.37) and in the
following
K(X − Y, x, y) =
∫
d4Q
(2π)4 e
−iQ(X−Y )K(Q, x, y)
K(X − Y, x, y) =
∫
d4Q
(2π)4 e
−iQ(X−Y )K(Q, x, y)
(2.40)
one can obtain from Eqs. (2.38) and (2.39) the equations satisfied by the amplitude which describes the internal
motion of the qq bound system
[E −H0(
−→
P ,−→x )]χPς(x) =
∫
d4yK(P, x, y)χPς(y) (2.41)
[i
∂
∂τ
−H0(
−→
P ,−→x )]χPς(x) =
∫
d4yK(P, x, y)χPς (y) (2.42)
Furthermore, in view of the Fourier transformation
χPς(x) =
∫
d4q
(2π)4 e
−iqxχPς(q)
K(P, x, y) =
∫
d4q
(2π)4
d4k
(2π)4 e
−iqx+ikyK(P, q, k),
(2.43)
Eqs. (2.41) and (2.42) will immediately be transformed into the momentum space
[E − H0(
−→
P ,−→q )]χPς(q) =
∫
d4k
(2pi)4
K(P, q, k)χPς(k) (2.44)
[q0 −H0(
−→
P ,−→q )]χPς(q) =
∫
d4k
(2pi)4
K(P, q, k)χPς (k) (2.45)
where
H0(
−→
P ,−→q ) = h(1)(−→p1) + h
(2)(−→p2)
H0(
−→
P ,−→q ) = η2h
(1)(−→p 1)− η1h
(2)(−→p 2)
(2.46)
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in which
h(i)(−→pi ) = −→pi · −→αi +miγ
0
i , i = 1, 2,
P = p1 + p2, q = η2p1 − η1P2, k = η2q1 − η1q2
(2.47)
here qi and pi are the initial state and the final state momenta for i-th single particle. Both of the above equations
are identified themselves with the eigenvalue equations for the qq bound system.
The D-S equations given in Eqs. (2.41) and (2.42) or (2.44) and (2.45) are Lorentz-covariant. They allow us to
investigate the qq bound states in any coordinate frame. Based on the space-like property of a bound state, it is
admissible to discuss the bound state in a special equal-time Lorentz frame. In this frame, the qq four-point Green’s
function becomes
G(−→x1,
−→x2;−→y1 ,−→y2; t1 − t2) = 〈0
+
∣∣∣T {N [ψ(−→x1, t1)ψc(−→x2, t1)]N [ψ(−→y1, t2)ψc(−→y2, t2)]}∣∣∣ 0−〉 (2.48)
The equation in Eq. (2.28) is now reduced to
[i ∂∂t1 −H0(
−→x1,
−→x2)]G(−→x1 ,
−→x2;−→y1,−→y2; t1 − t2)
= δ(t1 − t2)S(−→x1,
−→x2;−→y1,−→y2) +
∫
d3z1d
3z2dtzK(−→x1,
−→x2;−→z1 ,−→z2 ; t1 − tz)G(−→z1 ,
−→z2 ;−→y1,−→y2; tz − t2)
(2.49)
where
S(−→x1,
−→x2;−→y1 ,−→y2) = δ
3(−→x1 − −→y1)γ
0
1S
c
F (
−→x2 − −→y2) + δ
3(−→x2 − −→y2)γ
0
2SF (
−→x1 − −→y1) (2.50)
in which
SF (−→x1 −−→y1) =
1
i 〈0
+
∣∣T [ψ(−→x1, t1)[ψ(−→y1 , t1)]∣∣ 0−〉
ScF (
−→x2 −−→y2) = 〈0
+
∣∣∣T [ψc(−→x2, t2)ψc(−→y2, t2)]∣∣∣ 0−〉 (2.51)
are the equal-time quark and antiquark propagators respectively which are actually independent of time due to the
translation-invariance property. By the Fourier transformations
G(−→x1,
−→x2;−→y1 ,−→y2 ; t1 − t2) =
∫ +∞
−∞
dE
2π e
iE(t1−t2)G(−→x1,
−→x2;−→y1 ,−→y2 ;E)
K(−→x1,
−→x2;−→z1 ,−→z2 ; t1 − t2) =
∫ +∞
−∞
dE
2π e
iE(t1−t2)K(−→x1,
−→x2;−→z1 ,−→z2 ;E)
(2.52)
Eq. (2.49) will be represented as [15]
[E −H0(−→x1,
−→x2)]G(−→x1 ,
−→x2;−→y1,−→y2;E)
= S(−→x1,
−→x2;−→y1 ,−→y2) +
∫
d3z1d
3z2K(−→x1,
−→x2;−→z1 ,−→z2 ;E)G(−→z1 ,
−→z2 ;−→y1 ,−→y2;E)
(2.53)
This just is the three-dimensional equation satisfied by the qq four-point Green’s function defined in the equal-time
Lorentz frame.
In the equal-time frame, the relative time of the qq system is zero. Therefore, the equation in Eq. (2.32) becomes
meaningless. We are left with only the equation given in Eq. (2.53). The Lehmann representation of the Green’s
function G(−→x1,
−→x2;−→y1 ,−→y2 ; t) is still represented in Eq. (2.36) except that the four-dimensional relative coordinates x
and y in the B-S amplitudes are now replaced by the three-dimensional ones −→x and −→y . Substituting such a Lehmann
representation into Eq. (2.53), by the same procedure as stated in Eqs. (2.36)-(2.38), one may obtain a D-S equation
represented in the three-dimensional coordinate space such that
[E −H0(
−→
X,−→x )]χPς(
−→
X,−→x ) =
∫
d3Y d3yK(
−→
X −
−→
Y ,−→x ,−→y )χPς(
−→
Y ,−→y ) (2.54)
where
χPς(
−→
X,−→x ) = ei
−→
P ·
−→
XχPς(−→x ) (2.55)
Apparently, in the momentum space, Eq. (2.54) becomes [15]
[E −H0(
−→
P ,−→q )]χPς(−→q ) =
∫
d3k
(2pi)3
K(
−→
P ,−→q ,
−→
k ;E)χPς(
−→
k ) (2.56)
This is precisely the three-dimensional D-S equation satisfied by the amplitude χPς(
−→
k ) which describes the internal
motion of the qq bound system and may be used to solve the eigenvalue problem for the system. This equation is
rigorous because the retardation effect is completely included in the kernel of the equation.
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3. Derivation of the interaction kernel
In this section, the interaction kernel in the D-S equation will be derived by making use of equations of motion which
describe the variation of the Green’s functions with coordinates y1 and y2. The equations satisfied by the Green’s
function G(x1,x2; y1, y2) are derived in Appendix A and can directly be written out from Eqs. (A.22) and (A.31) by
setting the source J to be zero. The result is
G(x1,x2; y1, y2)αβτσ(i
←−
∂ y1 +m1)τρ = −δαρδ
4(x1 − y1)S
c
F (x2 − y2)βσ
−Cρσδ
4(y1 − y2)S
∗
F (x1 − x2)αβ +G
a
µ(y1 | x1, x2; y1, y2)αβτσ(Γ
aµ)τρ
(3.1)
G(x1,x2; y1, y2)αβρδ(i
←−
∂ y2 +m2)δσ = −δβσδ
4(x2 − y2)SF (x1 − y1)αρ
−Cρσδ
4(y1 − y2)S
∗
F (x1 − x2)αβ +G
b
ν(y2 | x1, x2; y1, y2)αβρδ(Γ
bν
)δσ
(3.2)
where Gaµ(yi | x1, x2; y1, y2) ( i = 1, 2) were defined in Eq. (2.13) with the replacement of xi by yi.
Substituting the relation in Eq. (2.4) into the above two equations and employing the following equations obeyed
by the propagator S
∗
F (y1 − y2) whose derivation was mentioned in Appendix A
S
∗
F (y1 − y2)τσ(i
←−
∂ y1 +m1)τρ = Cρσδ
4(y1 − y2) + Λ
b∗
ν (y1 | y1, y2)τσ(Γ
bν)τρ
S
∗
F (y1 − y2)ρδ(i
←−
∂ y2 +m2)δσ = Cρσδ
4(y1 − y2) + Λ
b∗
ν (y2 | y1, y2)ρδ(Γ
bν
)δσ
(3.3)
where
Λ
b∗
ν (xi | y1, y2)τσ =
1
i
〈
0+
∣∣∣T {Abν(xi)ψτ (y1)ψcσ(y2)}∣∣∣ 0−〉 , (3.4)
it is easy to find
G(x1,x2; y1, y2)αβτσ(i
←−
∂ y1 +m1)τρ = −δαρδ
4(x1 − y1)S
c
F (x2 − y2)βσ
+Gaµ(y1 | x1, x2; y1, y2)αβτσ(Γ
aµ)τρ
(3.5)
and
G(x1,x2; y1, y2)αβρδ(i
←−
∂ y2 +m2)δσ = −δβσδ
4(x2 − y2)SF (x1 − y1)αρ
+Gbν(y2 | x1, x2; y1, y2)αβρδ(Γ
bν
)δσ
(3.6)
where
Gaµ(yi | x1, x2; y1, y2)αβρσ =
〈
0+
∣∣∣T {N [ψα(x1)ψcβ(x2)]N [Aaµ(yi)ψτ (y1)ψcσ(y2)]}∣∣∣ 0−〉
= Gaµ(yi | x1, x2; y1, y2)αβρσ + S
∗
F (x1 − x2)αβΛ
a∗
µ (yi | y1, y2)ρσ
(3.7)
here i = 1, 2.
To derive the interaction kernel, we also need equations obeyed by the Green’s functions Gaµ(xi | x1, x2; y1, y2).
According to the description given in Appendix A, the equations for the Green’s functions Gaµ(xi | x1, x2; y1, y2) can
be derived by differentiating Eqs. (A.22) and (A.31) with respect to the source Jaµ(xi) and then setting J = 0. The
result is
Gaµ(xi | x1,x2; y1, y2)αβτσ(i
←−
∂ y1 +m1)τρ = −δαρδ
4(x1 − y1)Λ
ca
µ (xi | x2, y2)βσ
−Cρσδ
4(y1 − y2)Λ
a∗
µ (xi | x1, x2)αβ +G
ab
µν(xi, y1 | x1, x2; y1, y2)αβτσ(Γ
aµ)τρ
(3.8)
and
Gaµ(xi | x1,x2; y1, y2)αβρδ(i
←−
∂ y2 +m2)δσ = −δβσδ
4(x2 − y2)Λ
a
µ(xi | x1, y1)αρ
−Cρσδ
4(y1 − y2)Λ
a∗
µ (xi | x1, x2)αβ +G
ab
µν(xi, y2 | x1, x2; y1, y2)αβρδ(Γ
bν
)δσ
(3.9)
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where
Λaµ(xi | x1, y1)γρ =
1
i 〈0
+
∣∣T [Aaµ(xi)ψγ(x1)ψρ(y1)]∣∣ 0−〉,
Λcaµ (xi | x2, y2)λσ =
1
i 〈0
+
∣∣∣T [Aaµ(xi)ψcλ(x2)ψcσ(y2)]∣∣∣ 0−〉,
Λa∗µ (xi | y1, y2)τσ =
1
i
〈
0+
∣∣T [Aaµ(xi)ψτ (y1)ψcσ(y2)]∣∣ 0−〉 (3.10)
and
Gabµν(xi, yj | x1, x2; y1, y2)αβρσ = 〈0
+
∣∣∣T {Aaµ(xi)Abν(yj)ψα(x1)ψcβ(x2)ψρ(y1)ψcσ(y2)}∣∣∣ 0−〉 (3.11)
here i, j = 1, 2. On inserting the relation in Eq. (2.18) into Eqs. (3.8) and (3.9) and utilizing the equations in Eq.
(3.3), we are led to
Gaµ(xi | x1,x2; y1, y2)αβτσ(i
←−
∂ y1 +m1)τρ = −δαρδ
4(x1 − y1)Λ
ca
µ (xi | x2, y2)βσ
+Gabµν(xi, y1 | x1, x2; y1, y2)αβτσ(Γ
aµ)τρ
(3.12)
and
Gaµ(xi | x1,x2; y1, y2)αβρδ(i
←−
∂ y2 +m2)δσ = −δβσδ
4(x2 − y2)Λ
a
µ(xi | x1, y1)αρ
+Gabµν(xi, y2 | x1, x2; y1, y2)αβρδ(Γ
bν
)δσ
(3.13)
where
Gabµν(xi, yj | x1, x2; y1, y2)αβρσ
=〈0+
∣∣∣T {N [Aaµ(xi)ψα(x1)ψcβ(x2)]N [Abν(yj)ψρ(y1)ψcσ(y2)]}∣∣∣ 0−〉
= Gabµν(xi, yj | x1, x2; y1, y2)αβρσ + Λ
a∗
µ (xi | x1, x2)αβΛ
b∗
ν (yj | y1, y2)ρσ
(3.14)
Now, let us multiply Eqs. (3.5) and (3.6) respectively with γ01 and γ
0
2 from the right and sum up the both equations
thus obtained. In this way, writing in the matrix from, we obtain the following equation
G(x1, x2; y1, y2)[i
←−
∂
∂t′
+
←−
H0(y1, y2)]
= −S(x1, x2; y1, y2)−
2∑
i=1
G(i)(yi | x1, x2; y1, y2)
(3.15)
where
∂
∂t′
=
∂
∂y01
+
∂
∂y02
=
∂
∂Y 0
, (3.16)
H0(y1, y2) = h
(1)(y1) + h
(2)(y2) (3.17)
here h(1)(y1) and h
(2)(y2) were represented in Eq. (2.21),
G(1)(y1 | x1, x2; y1, y2)αβρσ = G
a
µ(y1 | x1, x2; y1, y2)αβτσ(Ω
aµ
1 )τρ
G(2)(y2 | x1, x2; y1, y2)αβρσ = G
a
µ(y2 | x1, x2; y1, y2)αβρδ(Ω
aµ
2 )δσ
(3.18)
in which
Ω
aµ
1 = −gγ
µ
1 γ
0
1T
a = −gγ01γ
µ+
1 T
a, Ω
aµ
2 = −gγ
µ
2 γ
0
2T
a
= − − gγ02γ
µ+
2 T
a
(3.19)
and S(x1, x2; y1, y2) was defined in Eq. (2.29).
Similarly, on multiplying Eqs. (3.12) and (3.13) respectively with γ01 and γ
0
2 from the right and summing up the
both equations thus obtained, one can get
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Gaµ(xi | x1, x2; y1, y2)αβλτ [i
←−
∂
∂t′
+
←−
H0(y1, y2)]λτρσ
= −R
(i)a
µ (x1, x2; y1, y2)αβρσ −Q
(i)a
µ (x1, x2; y1, y2)αβρσ
(3.20)
where
R
(i)a
µ (x1, x2; y1, y2)αβρσ = δ
4(x1 − y1)(γ
0
1)αρΛ
ca
µ (xi | x2, y2)βσ
+δ4(x2 − y2)(γ
0
2)βσΛ
a
µ(xi | x1, y1)αρ
(3.21)
and
Q
(i)a
µ (x1, x2; y1, y2)αβρσ = G
ab
µν(xi, y1 | x1, x2; y1, y2)αβτσ(Ω
bν
1 )τρ
+Gabµν(xi, y2 | x1, x2; y1, y2)αβρδ(Ω
bν
2 )δσ
(3.22)
With the definitions given in Eq. (2.22) and in the following
R(i)(x1, x2; y1, y2) = Ω
aµ
i R
(i)a
µ (x1, x2; y1, y2) (3.23)
Q(i)(x1, x2; y1, y2) = Ω
aµ
i Q
(i)a
µ (x1, x2; y1, y2) (3.24)
we can write from Eq. (3.20) the equation satisfied by the function G
(i)
αβρσ(xi | x1, x2; y1, y2). In the matrix form, it
reads
G(i)(xi | x1, x2; y1, y2)[i
←−
∂
∂t′
+
←−
H0(y1, y2)]
= −R(i)(x1, x2; y1, y2)−Q
(i)(x1, x2; y1, y2)
(3.25)
Up to the present, we are ready to derive the interaction kernel. Acting on the both sides of Eq. (2.24) with the
operator i
←−
∂
∂t′
+
←−
H0(y1, y2) from the right and employing Eqs. (3.15) and (3.25), we have∫
d4z1d
4z2K
(i)(x1, x2; z1, z2)S(z1, z2; y1, y2) = R
(i)(x1, x2; y1, y2) +Q
(i)(x1, x2; y1, y2)
−
∫
d4z1d
4z2K
(i)(x1, x2; z1, z2)
2∑
j=1
G(j)(yj | z1, z2; y1, y2)
(3.26)
In order to obtain the kernel, we may operate on the above equation with the inverse of S(x1, x2; y1, y2) and the
kernel on the RHS of Eq. (3.26) may be eliminated by the following relation given by acting on Eq. (2.24) with the
inverse of the Green’s function G(x1, x2; y1, y2)
K(i)(x1, x2; y1, y2) =
∫
d4u1d
4u2G
(i)(xi | x1, x2;u1, u2)G
−1(u1, u2; y1, y2) (3.27)
With these operations, one may derive from Eq.(3.26) a closed expression of the kernel K(i)(x1, x2; y1, y2) such that
K(i)(x1, x2; y1, y2) =
∫
d4z1d
4z2{R
(i)(x1, x2; z1, z2) +Q
(i)(x1, x2; z1, z2)
−D(i)(x1, x2; z1, z2)}S
−1(z1, z2; y1, y2)
(3.28)
where
D(i)(x1, x2; z1, z2)
=
∫ 2∏
k=1
d4ukd
4vkG
(i)(xi | x1, x2;u1, u2)G
−1(u1, u2; v1, v2)
2∑
j=1
G(j)(yj | v1, v2; z1, z2)
(3.29)
In the above derivation, existence of the inverses G−1(u1, u2; z1, z2) and S
−1(z1, z2; y1, y2) has been assumed. The
rationality of the assumption will be illustrated later.
11
Clearly, the total interaction kernel appearing in Eq. (2.38) is given by the sum
K(x1, x2; y1, y2) =
2∑
j=1
K(i)(x1, x2; y1, y2) =
∫
d4z1d
4z2{R(x1, x2; z1, z2)
+Q(x1, x2; z1, z2) −D(x1, x2; z1, z2)}S
−1(z1, z2; y1, y2)
(3.30)
where
R(x1, x2; z1, z2) =
2∑
i=1
R(i)(x1, x2; z1, z2) (3.31)
Q(x1, x2; z1, z2) =
2∑
i=1
Q(i)(x1, x2; z1, z2) =
2∑
i,j=1
Ωaµi G
ab
µν(xi, zj | x1, x2; z1, z2)Ω
bν
j (3.32)
and
D(x1, x2; z1, z2)
=
∫ 2∏
k=1
d4ukd
4vk
2∑
i,j=1
G(i)(xi | x1, x2;u1, u2)G
−1(u1, u2; v1, v2)G
(j)(yj | v1, v2; z1, z2)
(3.33)
We would like here to discuss the role played by the last term in Eq. (3.30). In view of the relation in Eq. (2.24)
and the following relation
G(j)(yj | x1, x2; y1, y2) =
∫
d4z1d
4z2G(x1, x2; z1, z2)K
(j)(z1, z2; y1, y2) (3.34)
which also follows from the B-S reducibility of the Green’s function G(j)(yj | x1, x2; y1, y2) and considering∫
d4z1d
4z2G(x1, x2; z1, z2)G
−1(z1, z2; y1, y2) = δ
4(x1 − y1)δ
4(x2 − y2) (3.35)
the function D(x1, x2; z1, z2) in Eq. (3.33) may be represented as
D(x1, x2; z1, z2) =
∫ 2∏
k=1
d4ukd
4vkK(x1, x2;u1, u2)G(u1, u2; v1, v2)K(v1, v2; z1, z2) (3.36)
which manifests itself the typical structure of the B-S reducibility of the kernel. Therefore, the last term in Eq.
(3.30) just plays the role of cancelling the B-S reducible part of the remaining terms in Eq. (3.30). As a result of the
cancellation, the interaction kernel given in Eq. (3.30) is really B-S irreducible, consistent with the ordinary concept
for the kernel in a two-body relativistic equation. Inserting Eq. (3.36) into Eq. (3.30), writing in the operator form,
we have
KS = R+Q−KGK (3.37)
This can be regarded as the integral equation satisfied by the kernel K.
Analogously, In accord with the definition in Eq. (2.35) and the expression in Eq. (3.28), one may write out an
explicit expression of the kernel occurring in Eq. (2.39)
K(x1, x2; y1, y2) = η2K
(1)(x1, x2; y1, y2)− η1K
(2)(x1, x2; y1, y2)
=
∫
d4z1d
4z2{R(x1, x2; z1, z2) +Q(x1, x2; z1, z2)
−D(x1, x2; z1, z2)}S
−1(z1, z2; y1, y2)
(3.38)
in which
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A(x1, x2; z1, z2) = η2A
(1)(x1, x2; z1, z2) − η1A
(2)(x1, x2; z1, z2) (3.39)
where A stands for R,Q or D.
Now, we are in a position to write out the interaction kernel appearing in the three-dimensional D-S equation. As
demonstrated in Ref. [15], the kernel in Eq. (2.54) can be derived by the same procedure as for the four-dimensional
kernel. The expression of the three-dimensional kernel shown below formally is the same as the four-dimensional one
described in Eq. (3.30) except that it is now represented in the three-dimensional space.
K(−→x1,
−→x2;−→y1 ,−→y2 ;E) =
∫
d3z1d
3z2{R(−→x1,
−→x2;−→z1 ,−→z2)
+Q(−→x1,
−→x2;−→z1 ,−→z2 ;E)−D(−→x1 ,
−→x2;−→z1 ,−→z2 ;E)}S
−1(−→z1 ,−→z2 ;−→y 1,
−→y 2)
(3.40)
where R(−→x1,
−→x2;−→z1 ,−→z2),Q(−→x1,
−→x2;−→z1 ,−→z2 ;E) and D(−→x1,
−→x2;−→z1 ,−→z2 ;E) can be written out from Eqs. (3.31)-(3.33) as
follows:
R(−→x1,
−→x2;−→z1 ,−→z2) =
2∑
i=1
Ωaµi R
(i)a
µ (
−→x1,
−→x2;−→z1 ,−→z2) (3.41)
in which
R(i)aµ (
−→x1,
−→x2;−→z1 ,−→z2) = δ
3(−→x1 − −→z1)γ
0
1Λ
ca
µ (
−→xi | −→x2,−→z2) + δ
3(−→x2 − −→z2)γ
0
2Λ
a
µ(
−→xi | −→x1,−→z1) (3.42)
here Λaµ(
−→xi | −→x1,−→y1) and Λ
ca
µ (
−→xi | −→x2,−→y2) are defined as in Eq. (3.10) except that the time variables in all the field
operators are now taken to be the same and therefore they are time-independent due to the translation-invariance
property of the Green’s functions,
Q(−→x1,
−→x2;−→z1 ,−→z2 ;E) =
2∑
i,j=1
Ωaµi G
ab
µν(
−→xi ,−→zj | −→x1,
−→x2;−→z1 ,−→z2 ;E)Ω
bν
j (3.43)
in which Gabµν(
−→xi ,−→zj | −→x1,
−→x2;−→z 1,−→z 2;E) is the Fourier transform of the Green’s function defined by
Gabµν(
−→xi ,−→zj | −→x1,
−→x2;−→z 1,−→z 2; t1 − t2)
= 〈0+
∣∣∣T {N [Aaµ(−→xi , t1)ψ(−→x1, t1)ψc(−→x2, t1)]N [Abν(−→zj , t2)ψ(−→z1 , t2)ψc(−→z2 , t2)]}∣∣∣ 0−〉 (3.44)
and
D(−→x1,
−→x2;−→z1 ,−→z2 ;E) =
∫ 2∏
k=1
d3ukd
3vk
2∑
i,j=1
Ωaµi G
(i)a
µ (−→xi | −→x1,
−→x2;−→u1,−→u2;E)
×G−1(−→u1,
−→u2;−→v 1,−→v 2;E)G
(j)b
ν (−→zj | −→v 1,−→v 2;−→z1 ,−→z2 ;E)Ω
bν
j
(3.45)
in which G
(i)a
µ (−→xi | −→x1,
−→x2;−→u1,−→u2;E) and G
(j)b
ν (−→zj | −→v 1,−→v 2;−→z1 ,−→z2 ;E) are the Fourier transforms of the following
Green’s functions
G
(i)a
µ (−→xi | −→x1,
−→x2;−→u1,−→u2; t1 − t2)
= 〈0+
∣∣∣T {N [Aaµ(−→xi , t1)ψ(−→x1, t1)ψc(−→x2, t1)]N [ψ(−→u1, t2)ψc(−→u2, t2)]}∣∣∣ 0−〉 (3.46)
and
G
(j)b
ν (−→zj | −→v 1,−→v 2;−→z1 ,−→z2 ; t1 − t2)
= 〈0+
∣∣∣T {N [ψ(−→v1, t1)ψc(−→v2 , t1)]N [Abν(−→zj , t2)ψ(−→z1 , t2)ψc(−→z2 , t2)]}∣∣∣ 0−〉 (3.47)
and S−1(−→z1 ,
−→z2 ;−→y1,−→y2) is the inverse of the function in Eq. (2.50).
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4. Another derivation of the interaction kernel
The aim of this section is to give a different expression of the interaction kernel in Eqs. (2.38) and (2.39) which
will be derived by means of the irreducible decomposition of the Green’s functions Gaµ(xi | x1, x2; y1, y2) denoted in
Eq. (2.18). First, we start from the relation between the full qq four-point Green’s function G(x1,x2; y1, y2) and its
connected one Gc(x1,x2; y1, y2) which is derived in the beginning of Appendix B [18, 33]
G(x1,x2; y1, y2) = Gc(x1,x2; y1, y2) + SF (x1 − y1)S
c
F (x2 − y2)
−S∗F (x1 − x2)S
∗
F (y1 − y2)
(4.1)
where all the fermion propagators were defined in Eqs. (2.6)-(2.9). Substituting Eq. (4.1) into Eq. (2.4), we get
G(x1,x2; y1, y2) = Gc(x1,x2; y1, y2) + SF (x1 − y1)S
c
F (x2 − y2) (4.2)
where the last term is the unconnected part of the function G(x1,x2; y1, y2).
From Eq. (B.5) given in Appendix B, we obtain by setting the source J = 0 that [18, 33]
Gaµ(xi | x1,x2; y1, y2) = G
a
cµ(xi | x1,x2; y1, y2) + Λ
a
µ(xi | x1; y1)S
c
F (x1 − y1)
+SF (x1 − y1)Λ
ca
µ (xi | x2; y2)− Λ
a∗
µ (xi | x1, x2)S
∗
F (y1 − y2)− S
∗
F (x1 − x2)Λ
a∗
µ (xi | y1, y2)
(4.3)
where i = 1, 2, Gacµ(xi | x1,x2; y1, y2) is the connected part of the Green’s function G
a
µ(xi | x1,x2; y1, y2) and
Λa∗µ (xi | x1, x2), Λ
a
µ(xi | x1; y1), Λ
ca
µ (xi | x2; y2) and Λ
a∗
µ (xi | y1, y2) are the three-point Green’s functions which are
given in Eqs. (2.15) and (3.10). On inserting the decomposition in Eq. (4.3) into Eq. (2.18), we see that the last
unconnected term in Eq. (2.18) is cancelled out. Thus, we have
Gaµ(xi | x1, x2; y1, y2) = G
a
cµ(xi | x1,x2; y1, y2) + Λ
a
µ(xi | x1; y1)S
c
F (x2 − y2)
+SF (x1 − y1)Λ
ca
µ (xi | x2; y2)− S
∗
F (x1 − x2)Λ
a∗
µ (xi | y1, y2)
(4.4)
where i = 1, 2. Substituting the above expression in Eq. (2.22), we will obtain the decomposition of the function
G(i)(xi | x1, x2; y1, y2).
In the following, we are devoted to analyzing the terms on the RHS of Eq. (4.4) through the one-particle-irreducible
decompositions of the connected Green’s functions included in those terms. The decompositions have been carried
out in Appendix B.
A. The t-channel one-gluon exchange kernel
First we focus our attention on the second and third terms in Eq. (4.4). According to the decomposition in Eq.
(B.15), the three-point gluon-quark Green’s functions Λaµ(xi | xj ; yk) which is fully connected can be represented in
the form
Λaµ(xi | xj ; yk) =
∫
d4z1Σ
a
µ(xi | xj ; z1)SF (z1 − yk) (4.5)
where
Σaµ(xi | xj ; z1) =
∫
d4u1d
4u2∆
ab
µν(xi − u1)SF (xj − u2)Γ
bν(u1 | u2, z1) (4.6)
in which
∆abµν(xi − uj) =
1
i
〈
0+
∣∣T [Aaµ(xi)Abν(uj)]∣∣ 0−〉 (4.7)
is the exact gluon propagator and Γbν(u1 | u2, z1) is the gluon-quark three-line proper vertex as defined in Eq. (B.17).
The one-particle-irreducible decompositions of the three-point gluon-antiquark Green’s functions Λcaµ (xi | xj ; yk) can
be obtained from Eqs. (4.5) and (4.6) by the charge conjugation transformation. The result is
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Λcaµ (xi | xj ; yk) =
∫
d4z2Σ
ca
µ (xi | xj ; z2)S
c
F (z2 − yk) (4.8)
where
Σcaµ (xi | xj ; z2) =
∫
d4u1d
4u2∆
ab
µν(xi − u1)S
c
F (xj − u2)Γ
bν
c (u1 | u2, z2) (4.9)
in which Γbνc (u1 | u2, z2) is the gluon-antiquark three-line proper vertex as defined in Eq. (B.18).
When we set i = j in Eqs. (4.5) and (4.8), it is found that the Σaµ(x1 | x1; z1) in Eq. (4.6) and the Σ
ca
µ (x2 | x2; z2)
in Eq. (4.9) are respectively related to the quark and antiquark self-energies in such a way
Ωaµ1 Σ
a
µ(x1 | x1; z1) = −γ
0
1Σ(x1, z1) = Σ̂(x1, z1),
Ωaµ2 Σ
ca
µ (x2 | x2; z2) = −γ
0
2Σ
c(x2, z2) = Σ̂
c(x2, z2)
(4.10)
Thus, from Eqs. (4.5), (4.8) and (4.10), we have
Ωaµ1 Λ
a
µ(x1 | x1; y1)S
c
F (x2 − y2) + Ω
aµ
2 Λ
ca
µ (x2 | x2; z)SF (x1 − y1)
=
∫
d4z1d
4z2Σ(x1, x2; z1, z2)SF (z1 − y1)S
c
F (z2 − y2)
(4.11)
where
Σ(x1, x2; z1, z2) = Σ̂(x1, z1)δ
4(x2 − z2) + Σ̂
c(x2, z2)δ
4(x1 − z1) (4.12)
which is the total self-energy of the qq system. According to the definitions given in Eqs. (4.4), (2.22)-(2.24), (2.31)
and (4.2), we see, Σ(x1, x2; z1, z2) as a self energy term to appear in the interaction kernel.
In the case of i 6= j, from Eqs. (4.5) and (4.8), it can be written
Ωaµ2 Λ
a
µ(x2 | x1; y1)S
c
F (x2 − y2) + Ω
aµ
1 Λ
ca
µ (x1 | x2; y2)SF (x1 − y1)
=
∫
d4z1d
4z2Kt(x1, x2; z1, z2)SF (z1 − y1)S
c
F (z2 − y2)
(4.13)
where
Kt(x1, x2; z1, z2) = Ω
aµ
2 Σ
a
µ(x2 | x1; z1)δ
4(x2 − z2) + Ω
aµ
1 Σ
ca
µ (x1 | x2; z2)δ
4(x1 − z1) (4.14)
Based on Eqs. (4.4), (2.22)-(2.24), (2.31) and (4.2), it is clear that the Kt(x1, x2; z1, z2) acts as a part of the
interaction kernel to appear in the D-S equation. As will be seen in section 6, this part is precisely the kernel of
t-channel one-gluon exchange interaction..
B. The s-channel one-gluon exchange kernel
Next, we turn to the last term in Eq. (4.4). The one-particle irreducible decomposition of the three-point Green’s
function in this term may also be found from Eqs. (4.5) and (4.6) by the charge conjugation transformation. The
result is
Λ
a∗
µ (xi | y1, y2) = −
∫
d4z1d
4z2d
4z∆abµν(xi − z)Γ
bν∗
(z | z1, z2)SF (z1 − y1)S
c
F (z2 − y2) (4.15)
where Γ
bν∗
(z | z1, z2) is the gluon-quark-antiquark proper vertex defined in Eq. (B.19). With the decomposition
given above, according to Eqs. (2.22)-(2.24) and (2.31), the contribution of the last term in Eq. (4.4) to the kernel
K(x1, x2; y1, y2) can be found from the sum
−
2∑
i=1
Ωaµi S
∗
F (x1 − x2)Λ
a∗
µ (xi | y1, y2) =
∫
d4z1d
4z2Ks(x1, x2; z1, z2)SF (z1 − y1)S
c
F (z2 − y2) (4.16)
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where
Ks(x1, x2; z1, z2) = S
∗
F (x1 − x2)
∫
d4z
2∑
i=1
Ωaµi ∆
ab
µν(xi − z)Γ
bν∗
(z | z1, z2) (4.17)
is just the s-channel one-gluon exchange kernel occurring in the D-S equation which will be discussed in section 6. It
is noted here that the s-channel one-gluon exchange describes the qq annihilation and creation process which takes
place between the quark (antiquark) in the initial state and the antiquark (quark) in the final state as indicated
by the gluon propagator in Eq. (4.17) (not between the quark and the antiquark both of which are simultaneously
related to the initial state or the final state B-S amplitude for a bound state).
C. The kernel from the Green’s function Gacµ(xi | x1, x2; y1, y2)
Now let us concentrate our attention on the irreducible decomposition of the first term in Eq. (4.4). As stated in Ap-
pendix B, this decomposition may be derived from the functional differential of the Green’s function Gc(x1,x2; y1, y2)
with respect to the source Jaµ(xi) by using the one-particle irreducible decomposition of the functionGc(x1,x2; y1, y2).
The latter decomposition whose derivation is sketched in Appendix B is well-known [18, 33] and can be represented
in the form
Gc(x1,x2; y1, y2) =
∫ 2∏
i=1
d4uid
4viSF (x1 − u1)S
c
F (x2 − u2)
×Γ(u1, u2; v1, v2)SF (v1 − y1)S
c
F (v2 − y2)
(4.18)
where
Γ(u1, u2; v1, v2) =
3∑
i=1
Γi(u1, u2; v1, v2) (4.19)
in which
Γ1(u1, u2; v1, v2) = −
∫
d4z1d
4z2Γ
bν(z1 | u1, v1)D
bb′
νν′(z1 − z2)Γ
b′ν′
c (z2 | u2, v2) (4.20)
Γ2(u1, u2; v1, v2) =
∫
d4z1d
4z2Γ
∗bν(z1 | u1, u2)D
bb′
νν′(z1 − z2)Γ
∗b′ν′
(z2 | v1, v2) (4.21)
here the three-line vertices are defined in Eqs. (B.17)-(B.19) and (B.21), Dbb
′
νν′(z1 − z2) = i∆
bb′
νν′(z1 − z2) with
∆bb
′
νν′(z1− z2) defined in Eq. (4.7) and Γ3(u1, u2; v1, v2) defined in Eq. (B.22) is the quark-antiquark four-line proper
vertex. After substituting the expressions in Eqs. (4.18)-(4.21), which are now given in the presence of source J ,
into Eq. (B.6) and completing the differentiation, the one-particle irreducible decomposition of the Green’s function
Gacµ(xi | x1,x2; y1, y2) will be found and, thereby, we can write
2∑
i=1
G
(i)
c (xi | x1,x2; y1, y2) ≡ Ω
aµ
1 G
a
cµ(x1 | x1,x2; y1, y2) + Ω
aµ
2 G
a
cµ(x2 | x1,x2; y1, y2)
=
3∑
j=1
Gj(x1,x2; y1, y2)
(4.22)
where
G1(x1,x2; y1, y2)
=
∫ 2∏
j=1
d4ujd
4vj
2∑
i=1
Ωaµi [Λ
a
µ(xi | x1;u1)S
c
F (x2 − u2) + SF (x1 − u1)
×Λcaµ (xi | x2;u2)]Γ(u1, u2; v1, v2)SF (v1 − y1)S
c
F (v2 − y2)
(4.23)
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G2(x1,x2; y1, y2)
=
∫ 2∏
j=1
d4ujd
4vj
2∑
i=1
Ωaµi SF (x1 − u1)S
c
F (x2 − u2)Γ(u1, u2; v1, v2)
×[Λaµ(xi | v1; y1)S
c
F (v2 − y2) + Λ
ca
µ (xi | v2; y2)SF (v1 − y1)]
(4.24)
and
G3(x1,x2; y1, y2)
=
∫ 2∏
j=1
d4ujd
4vj
2∑
i=1
Ωaµi SF (x1 − u1)S
c
F (x2 − u2)
×Γaµ(xi | u1, u2; v1, v2)SF (v1 − y1)S
c
F (v2 − y2)
(4.25)
where Γaµ(xi | u1, u2; v1, v2) is a kind of five-line vertex which is defined in Eq. (B.27) and will be specified soon
later.
Before specifying the function Γaµ(xi | u1, u2; v1, v2), we first analyze the expressions in Eqs. (4.23) and (4.24).
According to the expressions in Eqs. (4.11), (4.13) and (4.18), Eq. (4.23) may be represented as
G1(x1,x2; y1, y2) =
∫
d4z1d
4z2[Σ(x1, x2; z1, z2) +Kt(x1, x2; z1, z2)]Gc(z1,z2; y1, y2) (4.26)
where Σ(x1, x2; z1, z2) and Kt(x1, x2; z1, z2) were respectively described in Eqs. (4.12) and (4.14). In view of the
decompositions in Eqs. (4.5) and (4.8), Eq. (4.24) may be written in the form
G2(x1,x2; y1, y2) =
∫
d4z1d
4z2K1(x1, x2; z1, z2)SF (z1 − y1)S
c
F (z2 − y2) (4.27)
where
K1(x1, x2; z1, z2) =
∫ 2∏
j=1
d4ujd
4v
2∑
i=1
Ωaµi SF (x1 − u1)S
c
F (x2 − u2)
×[Γ(u1, u2; v, z2)Σ
a
µ(xi | v; z1) + Γ(u1, u2; z1, v)Σ
ca
µ (xi | v; z2)]
(4.28)
in which Σaµ(xi | v; z1) and Σ
ca
µ (xi | v; z2) were represented in Eqs (4.6) and (4.9) respectively.
Let us turn to the five-line vertex function contained in Eq. (4.25). This vertex is two-particle reducible (or say,
B-S reducible) although it is one-particle-irreducible. Therefore, it can be decomposed into a B-S irreducible part
ΓaµIR and a B-S reducible part Γ
aµ
RE
Γaµ(xi | u1, u2; v1, v2) = Γ
aµ
IR(xi | u1, u2; v1, v2) + Γ
aµ
RE(xi | u1, u2; v1, v2) (4.29)
In order to exhibit the above decomposition specifically, as mentioned in Appendix B, we may insert Eqs. (4.19)-
(4.21), which are now given in the case of presence of the source J, into Eq. (B.27) and complete the differentiation
with respect to the source Jaµ(xi). After completing the differentiations shown in Eqs. (B.23) and (B.25), we can
write
Γaµ(xi | u1, u2; v1, v2) =
3∑
j=1
Γaµj (xi | u1, u2; v1, v2) (4.30)
where Γaµj (xi | u1, u2; v1, v2) are given by the differential of the functions Γj(u1, u2; v1, v2) in Eq. (4.19) and separately
shown below
Γaµ1 (xi | u1, u2; v1, v2)
= −
∫
d4zd4z1d
4z2D
ab
µν(xi − z){Γ
bc,λ
ν (z, z1 | u1, v1)D
cc′
λλ′ (z1 − z2)Γ
c′λ′
c
(z2 | u2, v2)
+Γcλ(z1 | u1, v1)[D
cc′
λλ′(z1 − z2)Γ
bc′,λ
cν (z, z2 | u2, v2) + Π
bcc′
νλλ′ (z, z1, z2)Γ
c′λ′(z2 | u2, v2)]}
(4.31)
in which besides the gluon-quark and gluon-antiquark three-line vertices mentioned before, there occur the gluon-
quark four-line proper vertex Γbcνλ(z, z1 | u1, v1) and the corresponding gluon-antiquark one Γ
bc
cνλ(z, z1 | u1, v1) which
are defined respectively in Eqs. (B.28) and (B.29) and
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Πbcdνρσ(z, z1, z2) =
∫
d4u1d
4u2D
cc′
ρρ′(z1 − u1)Γ
νρ′σ′
bc′d′ (z, u1, u2)D
d′d
σ′σ(u2 − z2) (4.32)
in which Γνρ
′σ′
bc′d′ (z, u1, u2) is the gluon three-line proper vertex defined in Eq. (B.24),
Γaµ2 (xi | u1, u2; v1, v2)
=
∫
d4zd4z1d
4z2D
ab
µν(xi − z){Γ
bc,λ∗
ν (z, z1 | u1, u2)D
cc′
λλ′ (z1 − z2)Γ
c′λ′∗
c
(z2 | v1, v2)
+Γcλ∗(z1 | u1, u2)[D
cc′
λλ′ (z1 − z2)Γ
bc′,λ∗
cν (z, z2 | v1, v2) + Π
bcc′
νλλ′ (z, z1, z2) Γ
c′λ′∗
(z2 | v1, v2)]}
(4.33)
in which Γbc∗νλ (z, z1 | u1, u2) and Γ
bc∗
cνλ(z, z1 | v1, v2) are the gluon-quark-antiquark four-line proper vertices defined in
Eqs. (B.30) and (B.31) and especially
Γaµ3 (xi | u1, u2; v1, v2) =
∫
d4zDabµν(xi − z)Γ̂
bν(z | u1, u2; v1, v2) (4.34)
in which Γ̂bν(z | u1, u2; v1, v2) stands for the gluon-quark-antiquark five-line proper vertex defined in Eq. (B.33).
It is pointed out that the vertices formulated in Eqs. (4.31) and (4.33) are not only one-particle-irreducible, but also
B-S irreducible. This point can be seen more clearly when the vertices are represented by their Feynman diagrams.
From the diagrams, one can find that it is impossible to divide each of the diagrams into two unconnected parts by
cutting two fermion lines. However, the five-line proper vertex Γ̂bν(z | u1, u2; v1, v2) in Eq. (4.34) is B-S reducible.
It can be decomposed into a B-S reducible part Γ̂bνRE and a B-S irreducible part Γ̂
bν
IR,
Γ̂bν(z | u1, u2; v1, v2) = Γ̂
bν
IR(z | u1, u2; v1, v2) + Γ̂
bν
RE(z | u1, u2; v1, v2) (4.35)
This enables us to write Eq. (4.34) as follows:
Γaµ3 (xi | u1, u2; v1, v2) = Γ
aµ
31 (xi | u1, u2; v1, v2) + Γ
aµ
32 (xi | u1, u2; v1, v2) (4.36)
where
Γaµ31 (xi | u1, u2; v1, v2) =
∫
d4zDabµν(xi − z)Γ̂
bν
IR(z | u1, u2; v1, v2) (4.37)
and
Γaµ32 (xi | u1, u2; v1, v2) =
∫
d4zDabµν(xi − z)Γ̂
bν
RE(z | u1, u2; v1, v2) (4.38)
From the above statement, it is clearly seen that the B-S irreducible part of the vertex in Eq. (4.29) is given by the
sum
ΓaµIR(xi | u1, u2; v1, v2) = Γ
aµ
1 (xi | u1, u2; v1, v2)
+Γaµ2 (xi | u1, u2; v1, v2) + Γ
aµ
31 (xi | u1, u2; v1, v2)
(4.39)
where the three terms on the RHS of Eq. (4.39) were given in Eqs. (4.31), (4.33) and (4.37) respectively. While, the
B-S reducible part in Eq. (4.29) is given by Eq. (4.38)
ΓaµRE(xi | u1, u2; v1, v2) = Γ
aµ
32 (xi | u1, u2; v1, v2) (4.40)
Based on the decomposition in Eq. (4.29), the function in Eq. (4.25) will be decomposed into
G3(x1,x2; y1, y2) = G
(1)
3 (x1,x2; y1, y2) + G
(2)
3 (x1,x2; y1, y2) (4.41)
where
G
(1)
3 (x1,x2; y1, y2) =
∫
d4z1d
4z2K2(x1, x2; z1, z2)SF (z1 − y1)S
c
F (z2 − y2) (4.42)
18
in which
K2(x1, x2; z1, z2) =
∫ 2∏
j=1
d4uj
2∑
i=1
Ωaµi SF (x1 − u1)S
c
F (x2 − u2)Γ
aµ
IR(xi | u1, u2; z1, z2) (4.43)
and
G
(2)
3 (x1,x2; y1, y2) =
∫ 2∏
j=1
d4ujd
4vj
2∑
i=1
Ωaµi SF (x1 − u1)S
c
F (x2 − u2)
×ΓaµRE(xi | u1, u2; v1, v2)SF (v1 − y1)S
c
F (v2 − y2)
(4.44)
It is emphasized that due to the B-S irreducibility of the vertex ΓaµIR(xi | u1, u2; v1, v2), the function G
(1)
3 (x1,x2; y1, y2)
can only be written in the form as shown in Eq. (4.42). While, since the vertex ΓaµRE(xi | u1, u2; v1, v2) is B-S reducible,
as was similarly done for the Green’s function G(i)(x1, x2; y1, y2), the function G
(2)
3 (x1,x2; y1, y2), as a part of the
connected Green’s function, must be represented in the B-S reducible form
G
(2)
3 (x1,x2; y1, y2) =
∫
d4z1d
4z2K˜(x1, x2; z1, z2)Gc(z1,z2; y1, y2) (4.45)
where K˜(x1, x2; z1, z2) is a kind of kernel needed to be determined later.
D. Complete expression of the interaction kernel
Up to the present, the irreducible decompositions of the functions G(i) (x1, x2; y1, y2) (i = 1, 2) appearing in Eq. (2.24)
have been completed. Now, let us first sum up the expressions given in Eqs. (4.11) and (4.13) which correspond to
the second and third terms in Eq. (4.4) and the expression in Eq. (4.26) for the function G1(x1,x2; y1, y2) which is
contained in the connected Green’s functions Gacµ(xi | x1,x2; y1, y2). The summation yields∫
d4z1d
4z2[Σ(x1, x2; z1, z2) +Kt(x1, x2; z1, z2)]G(z1,z2; y1, y2) (4.46)
where the relation in Eq. (4.2) has been considered. Then, we combine the expression in Eq. (4.16) which corresponds
to the last term in Eq. (4.4) and the expressions in Eqs. (4.27) and (4.42) which come from the B-S irreducible part
of connected Green’s functions Gacµ(xi | x1,x2; y1, y2) and obtain∫
d4z1d
4z2[Ks(x1, x2; z1, z2) +K1(x1, x2; z1, z2) +K2(x1, x2; z1, z2)]SF (z1 − y1)S
c
F (z2 − y2) (4.47)
The final decomposition of the sum of the functions G(1)(x1 | x1, x2; y1, y2) and G
(2)(x2 | x1, x2; y1, y2) will be given
by the sum of Eqs. (4.45)-(4.47). Obviously, in order to make the D-S equation to be closed, the kernel In Eq. (4.45)
must be
K˜(x1, x2; z1, z2) = Ks(x1, x2; z1, z2) +K1(x1, x2; z1, z2) +K2(x1, x2; z1, z2) (4.48)
Thus, the summation of Eqs. (4.45) and (4.47) gives∫
d4z1d
4z2[Ks(x1, x2; z1, z2) +K1(x1, x2; z1, z2) +K2(x1, x2; z1, z2)]G(z1,z2; y1, y2) (4.49)
Combining Eqs. (4.46) and (4.49), we eventually arrive at
2∑
i=1
G(i)(xi | x1, x2; y1, y2) =
∫
d4z1d
4z2K(x1, x2; z1, z2)G(z1,z2; y1, y2) (4.50)
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where
K(x1, x2; z1, z2) = Σ(x1, x2; z1, z2) +Kt(x1, x2; z1, z2)
+Ks(x1, x2; z1, z2) +K1(x1, x2; z1, z2) +K2(x1, x2; z1, z2)
(4.51)
This just is the kernel appearing in Eq. (2.38). The five terms on the RHS of Eq. (4.51), as respectively shown in Eqs.
(4.12), (4.14), (4.17), (4.28) and (4.43), are only represented in terms of the quark, antiquark and gluon propagators
and some kinds of three, four and five-line proper vertices and therefore exhibits a more specific structure of the
kernel. The equivalence between the both expressions given in the preceding section and this section for the kernel
will be illustrated in section 6 for the one-gluon exchange kernels. The exact proof of the equivalence has been done
by the technique of irreducible decomposition of the Green’s functions. From the proof, we find that the expression
described in this section can surely be obtained from the expression given in the preceding section.
5. Pauli-Schro¨dinger equation
As mentioned in Introduction, the D-S equations formulated in the Dirac spinor space may be reduced to an equivalent
equations represented in the Pauli spinor space with the help of Dirac spinors. Let us start from the equation given
in Eq. (2.44). The Dirac spinors are defined as [30]
U(−→p ) =
√
ω +m
2ω
(
1
−→σ ·−→p
ω+m
)
(5.1)
V (−→p ) =
√
ω +m
2ω
(
−
−→σ ·−→p
ω+m
1
)
(5.2)
where −→σ are the Pauli matrices, ω = (−→p 2 +m2)1/2, U(−→p ) and V (−→p ) are the positive energy and negative energy
spinors respectively. They satisfy the orthonornality relations
U+(−→p )U(−→p ) = V +(−→p )V (−→p ) = 1
U+(−→p )V (−→p ) = V +(−→p )U(−→p ) = 0
(5.3)
and the completeness relation
Λ+(−→p ) + Λ−(−→p ) = 1 (5.4)
where Λ+(−→p ) and Λ−(−→p ) are respectively the positive and negative energy state projection operators defined by
Λ+(−→p ) = U(−→p )U+(−→p ), Λ−(−→p ) = V (−→p )V +(−→p ) (5.5)
Define
Wa(−→p ) =
{
U(−→p ), if a = +,
V (−→p ), if a = −,
}
(5.6)
then, the two fermion spinors can be written as
Wab(
−→
P ,−→q ) = Wa(−→p1)Wb(−→p2) (5.7)
With this definition, the completeness relation for two fermion spinors can be represented as∑
ab
Wab(
−→
P ,−→q )W+ab(
−→
P ,−→q ) = 1 (5.8)
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Premiltiplying Eq. (2.44) withW+ab(
−→
P ,−→q ), sandwiching Eq. (5.8) between the kernelK(P, q, k) and the amplitude
χPς(k) on the RHS of Eq. (2.44) and applying the Dirac equation
h(−→p )Wa(−→p ) = aω(−→p )Wa(−→p ) (5.9)
we obtain
∆ab(P,−→q )φab(P, q) =
∑
cd
∫
d4k
(2pi)4
Kabcd(P, q, k)φcd(P, k) (5.10)
where a, b, c, d = ±1, P = (E,
−→
P ),
φab(P, q) = W
+
ab(
−→
P ,−→q )χPς(q) (5.11)
∆ab(P,−→q ) = E − aω1(−→p1) − bω2(−→p2) (5.12)
Kabcd(P, q, k) = W
+
ab(
−→
P ,−→q )K(P, q, k)Wcd(
−→
P ,
−→
k ) (5.13)
Eq. (5.10) is a set of coupled equations satisfied by the amplitudes φab(P, q) each of which is represented in the Pauli
spinor space and of dimension four. In the infinite-dimensional space of the momentum q or k, according to ab = ++
and ab 6= ++, Eq. (5.10) may be, in the matrix form, separately written as
∆++(p)φ++(P ) = K++++(P )φ++(P ) +
∑
cd 6=++
K++cd(P )φcd(P ) (5.14)
and
∆ab(P )φab(P ) = Kab++(P )φ++(P ) +
∑
cd 6=++
Kabcd(P )φcd(P ) (5.15)
where ab 6= ++ and the terms related to φ++(P ) have been separated out from the others. Furthermore, In the
three-dimensional spinor space spanned by φab(P ) with ab 6= ++, Eqs. (5.14) and (5.15) may be written in the full
matrix form
∆+(P )ψ(P ) = K+(P )ψ(P ) +K
t
(P )φ(P ) (5.16)
and
φ(P ) = G(P )ψ(P ) + G(P )φ(P ) (5.17)
where ψ(P ) = φ++(P ), ∆+(P ) = ∆++(P ), K+(P ) = K++++(P ), while, φ(P ) = {φab(P )}, K
t
(P ) = {K++cd(P )},
G(P ) = {Kab++(P )/∆ab(P )} and G(P ) = {Kabcd(P )/∆ab(P )} represent the matrices in the three-dimensional
spinor space. Solving the equation (5.17), we obtain
φ(P ) =
1
1−G(P )
G(P )ψ(P ) (5.18)
Substituting the above expression into Eq. (5.16), we finally arrive at
∆+(P )ψ(P ) = V (P )ψ(P ) (5.19)
where
V (P ) = K+(P ) +K
t
(P )
1
1−G(P )
G(P ) (5.20)
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which identifies itself with the interaction Hamiltonian. With the definition
1
1−G(P )
=
∞∑
n=0
G(n)(P ), (5.21)
Eq. (5.20) can be written as
V (P ) =
∞∑
n=0
V (n)(P ) (5.22)
where
V (0)(P ) = K+(P ),
V (1)(P ) = K
t
(P )G(P ),
V (2)(P ) = K
t
(P )G(P )G(P ),
· · · · · · ·
(5.23)
Written out explicitly, Eq. (5.19) reads
[E − ω1(−→p1) − ω2(−→p2)]ψ(P, q) =
∫
d4k
(2pi)4
V (P, q, k)ψ(P, k) (5.24)
The terms in the interaction Hamiltonian in Eq. (5.23) are specified as
V (0)(P, q, k) = K++++(P, q, k) (5.25)
V (1)(P, q, k) =
∑
ab6=++
∫
d4l
(2pi)4
K++ab(P, q, l)Kab++(P, l, k)
E − aω1(
−→
l )− bω2(
−→
l )
(5.26)
V (2)(P, q, k) =
∑
ab6=++
∑
cd 6=++
∫
d4l1
(2pi)4
d4l2
(2pi)4
K++ab(P, q, l1)Kabcd(P, l1, l2)Kcd++(P, l2, k)
[E − aω1(
−→
l1 )− bω2(
−→
l1 )][E − aω1(
−→
l2 )− bω2(
−→
l2 )]
(5.27)
and so on, where for simplicity of representation, we have defined ω1(
−→
l ) = ω1(η1
−→
P +
−→
l ) and ω2(
−→
l ) = ω2(η2
−→
P −
−→
l ).
In the center of mass frame, ωi(
−→
l ) = ωi(
−→
l ) (i = 1, 2). Eq. (5.24) is the equation satisfied by the positive energy
state amplitude ψ(P, q) which is of dimension four in the two-fermion Pauli spinor space. This is the reason why the
above equation is called Pauli-Schro¨dinger (P-S) equation.
By the same procedure, the D-S equation in Eq. (2.45) may also be reduced to a corresponding P-S equation as
represented in the following
[q0 − η2ω1(−→p1) + η1ω2(−→p2)]ψ(P, q) =
∫
d4k
(2pi)4
V (P, q, k)ψ(P, k) (5.28)
where q0 is the relative energy and V (P, q, k) is a kind of interaction Hamiltonian which can be written out from the
expression of V (P, q, k) by the replacement: K(P, q, k)→ K(P, q, k) and ∆ab(P,−→q )→ ∆ab(
−→
P , q) = q0−aη2ω1(−→p1)+
bη1ω2(−→p2). For the three-dimensional D-S equation, the P-S equation in Eq. (5.28) disappears. We are left only with
a three-dimensional P-S equation derived from Eq. (2.56) such that
[E − ω1(−→p1) − ω2(−→p2)]ψ(P,−→q ) =
∫
d3k
(2pi)3
V (P,−→q ,
−→
k )ψ(P,
−→
k ) (5.29)
where the Hamiltonian V (P,−→q ,
−→
k ) formally has the same expressions as written in Eqs. (5.22) and (5.25)-(5.27)
except that the four-dimensional kernel K(P, q, k) in those expressions is now replaced by the three-dimensional one
K(P,−→q ,
−→
k ) which is the Fourier transform of the kernel in Eq. (3.40)
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It is worthy to point out that for a given kernel in the D-S equation, there are a series of terms (the ladder
diagrams) to appear in the interaction Hamiltonian in the P-S equation. If the D-S equation with a given kernel
could be solved, the contribution arising from a series of ladder diagrams characterized by the series of terms in
the Hamiltonian are precisely taken into account. Another point we would like to stress is that as seen from Eqs.
(5.26) and (5.27), the negative energy state only acts as intermediate states to appear in the interaction Hamiltonian.
Particularly, for the bound state, the positive energy state does not appear in the intermediate states. While, for
the scattering state P-S equation as discussed in Ref. [30], the intermediate states in the interaction Hamiltonian
must include the positive energy state. In this case, the series expansion of the interaction Hamiltonian in Eq. (5.22)
has an one-to-one correspondence with the perturbative expansion of the S-matrix. The above statement reveals an
essential difference between the interactions taking place in the bound state and the scattering state.
6. One-gluon exchange kernels
In this section, we limit ourself to give a brief derivation and description of the one gluon exchange kernel (OGEK).
First we discuss the t-channel OGEK and the s-channel OGEK appearing in the four-dimensional D-S equation to
illustrate the equivalence between the expressions of the interaction kernel derived in the sections 3 and 4. Then, we
show the OGEK in the three-dimensional D-S equation and the corresponding Hamiltonian in the P-S equation.
A. The t-channel one-gluon exchange kernel
The exact form of the t-channel OGEK was represented in Eq. (4.14) with Σaµ(x2 | x1; z1) and Σ
ca
µ (x1 | x2; z2) given
in Eqs. (4.6) and (4.9). In the lowest-order approximation, the propagators and the vertices in Eqs. (4.6) and (4.9)
are taken respectively to be the free ones and the bare ones. The bare vertices are of the form
Γbν(u1 | u2, z1) = −igγ
νT bδ4(u1 − u2)δ
4(u2 − z1)
Γbνc (u1 | u2, z2) = −igγ
νT
b
δ4(u1 − u2)δ
4(u2 − z2)
(6.1)
With the vertices given above, the kernel in Eq. (4.14) becomes
K0t (X − Y, x, y) = ig
2T aT
b
{∆abµν(x2 − y1)SF (x1 − y1)γ
µ
1 γ
0
2γ
ν
2 δ
4(x2 − y2)
+∆abµν(x1 − y2)S
c
F (x2 − y2)γ
ν
2 γ
0
1γ
µ
1 δ
4(x1 − y1)}
(6.2)
From now on, the SF (x − y) and ∆
ab
µν(x − y) in the above are understood to be free propagators. By the Fourier
transformation, we get in the momentum space that
K0t (P, q, k) = S(P, q)ig
2T aT
b
∆abµν(q − k)γ
µ
1 γ
ν
2 (6.3)
where
S(P, q) = SF (p1)γ
0
2 + S
c
F (p2)γ
0
1 = [ŜF (p1) + Ŝ
c
F (p2)]γ
0
1γ
0
2 (6.4)
in which
SF (p) = ŜF (p)γ
0 (6.5)
ŜF (p) =
1
p0 − h(−→p ) + iε
=
Λ+(−→p )
p0 − ω(−→p ) + iε
+
Λ−(−→p )
p0 + ω(−→p )− iε
(6.6)
here h(−→p ) is the free fermion Hamiltonian, Λ+(−→p ) and Λ−(−→p ) were defined in Eq. (5.5).
Let us turn to derive the above kernel from the closed expression presented in Eq. (3.30). In the perturbative
approximation of order g2, only the first and second terms in Eq. (3.30) can contribute to the OGEK. In the first
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term which was defined in Eqs. (3.31), (3.23) and (3.21), there are four terms: two represent the self-energies of
quark and antiquark and the other two are related to the t-channel one-gluon exchange interaction which is concerned
here only. The Λaµ(x2 | x1, z1) and Λ
ca
µ (x1 | x2, z2) in Eq. (3.21) was respectively represented in Eqs. (4.5), (4.6),
(4.8) and (4.9). When the vertices are taken to be the bare ones shown in Eq. (6.1), the terms contained in the
R(x1, x2; z1, z2) which contributes to the OGEK can be written as
Ht1(x1, x2; z1, z2) = ig
2T aT
b ∫
d4u{∆abµν(x2 − u)γ
0
2γ
µ
2 γ
0
2SF (x1 − u)γ
ν
1SF (u− z1)δ
4(x2 − z2)
+∆abµν(x1 − u)γ
0
1γ
µ
1 γ
0
1S
c
F (x2 − u)γ
ν
2S
c
F (u− z2)δ
4(x1 − z1)}
(6.7)
Next, we turn to the second term in Eq. ( 3.30) which was defined in Eqs. (3.32) and (3.14). Through a perturbative
calculation of the Green’s function Gabµν(xi, zj | x1, x2; z1, z2) defined in Eq. (3.14) or performing a decomposition of the
Green’s function into the connected ones, one may find that there are a function i∆abµν(xi−zj)SF (x1−z1)S
c
F (x2−z2)
included in the function Gabµν (xi, zj | x1, x2; z1, z2) which just is related to the t-channel OGEK when i 6= j. Thus,
according to Eq. (3.32), the term included in the Q(x1, x2; z1, z2) which contributes to the OGEK may be written
as:
Ht2(x1, x2; z1, z2) = ig
2T aT
b
{∆abµν(x1 − z2)γ
0
1γ
µ
1 SF (x1 − z1)S
c
F (x2 − z2)γ
ν
2 γ
0
2
+∆abµν(x2 − z1)γ
0
2γ
µ
2 S
c
F (x2 − z2)SF (x1 − z1)γ
ν
1 γ
0
1}
(6.8)
Substituting Eqs. (6.7) and (6.8) into Eq. (3.30), we will obtain the expression of the t-channel OGEKK0t (X−Y, x, y).
By Fourier transformation, its expression given in the momentum space may be found to be
K0t (P, q, k) =
2∑
i=1
Hti (P, q, k)S
−1(P, k) (6.9)
where
Ht1(P, q, k) = ig
2T aT
b
∆abµν(q − k){γ
0
2γ
µ
2 γ
0
2SF (p1)γ
ν
1SF (q1)
+γ01γ
µ
1 γ
0
1S
c
F (p2)γ
ν
2S
c
F (q2)}
(6.10)
and
Ht2(P, q, k) = ig
2T aT
b
∆abµν(q − k){γ
0
1γ
µ
1 SF (q1)S
c
F (p2)γ
ν
2 γ
0
2
+γ02γ
µ
2 S
c
F (q2)SF (p1)γ
ν
1 γ
0
1}
(6.11)
Employing the representation of fermion propagator denoted in Eqs. (6.5) and (6.6) and noticing
S−1(P, k) = γ01γ
0
2 [ŜF (q1) + Ŝ
c
F (q2)]
−1 (6.12)
one may exactly obtain from Eqs. (6.9)-(6.11) the expression denoted in Eq. (6.3). Thus, the equivalence between
the both expressions of the D-S kernel derived in sections 3 and 4 is proved in the lowest order approximation.
Now let us focus on the three-dimensional t-channel OGEK which was derived for the first time in Ref. [15, 16].
For comparison with the four-dimensional kernel, it is necessary to give this kernel a further description based on
the closed expression formulated in Eqs. (3.40)-(3.47). Analogous to the four-dimensional case, in the lowest order
approximation, only the first two terms in Eq. (3.40) can contribute to the three-dimensional t-channel OGEK.
Therefore, we can write
K0t (
−→x1,−→x2;−→y1 ,−→y2 ; t1 − t2) =
∫
d3z1d
3z2
2∑
i=1
Hti (
−→x1,−→x2;−→z1 ,−→z2 ; t1 − t2)S
−1(−→z1 ,−→z2 ;−→y1 ,−→y2) (6.13)
where Ht1(
−→x1,−→x2;−→z1 ,−→z2 ; t1− t2) arises from Eqs. (3.41) and (3.42) with the three-point Green’s functions in Eq. (3.42
) being given by
Λaµ(
−→x2 | −→x1,−→z1 ; t1 − t2) = −ig
∫
d3udu0∆
ab
µν(
−→x2 −−→u ; t1 − u0)
×SF (−→x1 −−→u ; t1 − u0)γ
νT bSF (−→u −−→z1 ;u0 − t2)}
(6.14)
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Λcaµ (
−→x1 | −→x2,−→z2 ; t1 − t2) = −ig
∫
d3udu0∆
ab
µν(
−→x1 −−→u ; t1 − u0)
×ScF (
−→x2 −−→u ; t1 − u0)γ
νT
b
ScF (
−→u −−→z2 ;u0 − t2)}
(6.15)
and Ht2(
−→x1,−→x2;−→z1 ,−→z2 ; t1 − t2) is derived from Eqs. (3.43) and (3.44) when the terms i∆
ab
µν(
−→xi − −→zj ; t1 − t2)SF (−→x1 −
−→z1 ; t1 − t2)S
c
F (
−→x2 − −→z2 ; t1 − t2) included in G
ab
µν(
−→xi ,−→zj | −→x1,
−→x2;−→z1 ,−→z2 ;E) with i 6= j are taken into account only. By
the Fourier transformation, it is not difficult to derive the following expression
K0t (
−→
P ,−→q ,
−→
k ,E) =
2∑
i=1
Hti (
−→
P ,−→q ,
−→
k ,E)S−1(
−→
P ,
−→
k ) (6.16)
where
Ht1(
−→
P ,−→q ,
−→
k ,E)
= −ig
∫
dq0
2π
dk0
2π {Ω
aµ
1 γ
0
1∆
ab
µν(
−→q −
−→
k ; q0 − k0)S
c
F (
−→p2, q0)γ
νT
b
ScF (
−→q2 , k0)
+Ωaµ2 γ
0
2∆
ab
µν(
−→
k −−→q ; k0 − q0)SF (−→p1, q0)γ
νT bSF (−→q1 , k0)}
(6.17)
and
Ht2(
−→
P ,−→q ,
−→
k ,E)
= i
∫
dq0
2π
dk0
2π {Ω
aµ
1 ∆
ab
µν(
−→q −
−→
k ;E − q0 − k0)SF (−→q1 , k0)S
c
F (
−→p2 , q0)Ω
bν
2
+Ωaµ2 ∆
ab
µν(
−→
k −−→q ;E − k0 − q0)SF (−→p1, q0)S
c
F (
−→q2 , k0)Ω
bν
1 }
(6.18)
The integrals over q0 and k0 can easily be calculated by applying the Cauchy theorem in the complex planes of q0
and k0. Since QCD is an unitary theory, the matrix element of the kernel between the spinor wave functions is
independent of the gauge parameter. Therefore, we only need to show the result given in the Feynman gauge. In
this gauge, noticing the representation of the gluon propagator
∆abµν(Q) = −
δabgµν
Q2
0
−
−→
Q
2
+iε
= −
δabgµν
2
∣∣∣−→Q ∣∣∣ [ 1Q0−∣∣∣−→Q ∣∣∣+iε − 1Q0+∣∣∣−→Q ∣∣∣−iε ] (6.19)
and the expression shown in Eqs. (6.5) and (6.6), it can be found that
Ht1(
−→
P ,−→q ,
−→
k ,E) =
ig2Ta1 T
a
2
2
∣∣∣−→q −−→k ∣∣∣{ 1ω(−→p2)+ω(−→q2 )+∣∣∣−→q −−→k ∣∣∣γ01γµ1 [Λ+(−→p2)γ02γ2µΛ−(−→q2 )
+Λ−(−→p2)γ
0
2γ2µΛ
+(−→q2)] +
1
ω(−→p1)+ω(−→q1 )+
∣∣∣−→q −−→k ∣∣∣
×γ02γ
µ
2 [Λ
+(−→p1)γ
0
1γ1µΛ
−(−→q1) + Λ
−(−→p1)γ
0
1γ1µΛ
+(−→q1 )]}γ
0
1γ
0
2
(6.20)
and
Ht2(
−→
P ,−→q ,
−→
k ,E) =
ig2Ta1 T
a
2
2
∣∣∣−→q −−→k ∣∣∣{ Λ
+(−→p2)γ02γ2µγ
0
1γ
µ
1
Λ+(−→q1 )
E−ω(−→p2)−ω(−→q1)−
∣∣∣−→q −−→k ∣∣∣
+
Λ+(−→p1)γ01γ
µ
1
γ02γ2µΛ
+(−→q2 )
E−ω(−→p1)−ω(−→q2 )−
∣∣∣−→q −−→k ∣∣∣ − Λ
−(−→p2)γ02γ2µγ01γ
µ
1
Λ−(−→q1 )
E+ω(−→p2)+ω(−→q1 )+
∣∣∣−→q −−→k ∣∣∣
−
Λ−(−→p1)γ01γ
µ
1
γ02γ2µΛ
−(−→q2 )
E+ω(−→p1)+ω(−→q2 )+
∣∣∣−→q −−→k ∣∣∣}γ01γ02
(6.21)
It is seen that Ht1(
−→
P ,−→q ,
−→
k ,E) is actually independent of the energy E. We would like to emphasize that the
expressions in Eqs. (6.20) and (6.21) can more directly be obtained from Eqs. (6.10) and (6.11) by the following
integration
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Hti (
−→
P ,−→q ,
−→
k ,E) =
∫
dq0
2pi
dk0
2pi
Hti (P, q, k), i = 1, 2. (6.22)
Now, we discuss the inverse of the function S(
−→
P ,
−→
k ) which is the Fourier transform of the function in Eq. (2.50).
The equal-time propagators can be defined in such a manner [34]
SF (−→x −−→y ) =
1
2i
〈
0+
∣∣∣ψ(−→x , t)ψ(−→y , t)− ψT (−→y , t)ψT (−→x , t)∣∣∣ 0−〉
=
∫
d3p
(2π)3SF (
−→p )ei
−→p ·(−→x −−→y )
(6.23)
where
SF (−→p ) =
1
2i
h(−→p )
ω(−→p )
γ0 (6.24)
With this representation, the function S(
−→
P ,
−→
k ) and its inverse, i.e. the three-dimensional counterparts of those in
Eqs. (6.4) and (6.12) will be written as
S(
−→
P ,
−→
k ) =
1
2i
[
h(−→q1 )
ω(−→q1)
+
h(−→q2)
ω(−→q2)
]γ01γ
0
2 (6.25)
and
S−1(
−→
P ,
−→
k ) = 2iγ01γ
0
2 [
h(−→q1)
ω(−→q1)
+
h(−→q2)
ω(−→q2)
]−1 (6.26)
When Eqs. (6.20), (6.21) and (6.26) are substituted into Eq. (6.16), one may write out explicitly the expression
of the three-dimensional t-channel OGEK. On inserting this kernel into the first term of the effective interaction
Hamiltonian denoted in Eq. (5.25) and employing the orthogonality relations of Dirac spinors and the Dirac equation,
we are led to [15, 16]
V
(0)
t (
−→
P ,−→q ,
−−→
k;E) = g2T a1 T
a
2∆(
−→q −
−→
k ;E)U(−→p1)γ
µ
1U(
−→q1)U(−→p2)γ2µU(−→q2) (6.27)
where U(−→q ) was represented in Eq. (5.1) and
∆(−→q −
−→
k ;E) = − 1
2
∣∣∣−→q −−→k ∣∣∣ [ 1E−ω(−→p2)−ω(−→q1 )−∣∣∣−→q −−→k ∣∣∣
+ 1
E−ω(−→p1)−ω(−→q2 )−
∣∣∣−→q −−→k ∣∣∣ ] (6.28)
is just the exact three-dimensional gluon propagator given in the Feynman gauge which is off-shell because the
energy E is off-shell. It is noted here that the lowest order interaction Hamiltonian V (0)(
−→
P ,−→q ,
−−→
k;E) is only given
by the function Ht2(
−→
P ,−→q ,
−→
k ,E) in Eq. (6.21) because the function Ht1(
−→
P ,−→q ,
−→
k ,E) in Eq. (6.20) gives a vanishing
contribution to the lowest order Hamiltonian.
B. The s-channel one-gluon exchange kernel
The four-dimensional s-channel OGEK was represented in Eq. (4.17). By means of the charge conjugation of the
quark field, the vertex in Eq. (4.17) can be expressed as
Γ
bν∗
(z | z1, z2)ρσ = −CσλΓ
bν(z | z2, z1)λρ (6.29)
With this relation and the expression shown in Eq. (6.1), the kernel in the lowest-order approximation can be written
as
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K0s (x1, x2; z1, z2)αβρσ = ig{∆
ab
µν(x1 − z1)(Ω
aµ
1 )αγS
∗
F (x1 − x2)γβ
+∆abµν(x2 − z2)(Ω
aµ
2 )βλS
∗
F (x1 − x2)αλ}(Cγ
νT b)ρσδ
4(z1 − z2)
(6.30)
In the momentum space, it reads
K0s (P, q, k)αβρσ = ig∆
ab
µν(P )L
aµ(P, q)αβ(Cγ
νT b)ρσ (6.31)
where
Laµ(P, q)αβ = (Ω
aµ
1 )αγS
∗
F (−p2)γβ + (Ω
aµ
2 )βλS
∗
F (p1)αλ (6.32)
in which
S∗F (p) =
∫
d4xS∗F (x)e
−iqx = SF (p)C
−1 = C−1ScF (−p)
T (6.33)
Now, let us derive the above kernel from the closed expression in Eq. (3.30). From the perturbative calculation,
It can be found that in the lowest order approximation, only the second term in Eq. (3.30) can contribute to the
s-channel OGEK because in the perturbative expansion of the Green’s function Gabµν(xi, zj | x1, x2; z1, z2), there is a
term −i∆abµν(xi− zj)S
∗
F (x1 − x2)S
∗
F (z1− z2) which is merely related to the s-channel OGEK. Thus, the terms in the
Q(x1, x2; z1, z2) which contribute to the s-channel OGEK, according to Eq. (3.32) can be written as
Hs(x1, x2; z1, z2) = −
2∑
i,j=1
i∆abµν(xi − zj)Ω
aµ
i S
∗
F (x1 − x2)S
∗
F (z1 − z2)Ω
bν
j (6.34)
Substituting the above expression into Eq. (3.30), in the momentum space, we have
K0s (P, q, k) = H
s(P, q, k)S−1(P, k) (6.35)
where
Hs(P, q, k)αβλδ = i∆
ab
µν(P )L
aµ(P, q)αβL
bν
(P, k)λδ (6.36)
in which Laµ(P, q)αβ was given in (6.32) and
L
bν
(P, k)λδ = −[S
∗
F (−q1)λτ (Ω
aµ
2 )τδ + S
∗
F (q2)τδ(Ω
aµ
1 )τλ] (6.37)
here
S
∗
F (q) =
∫
d4xS
∗
F (x)e
iqx = C−1ScF (q) = S
T
F (−q)C
−1 (6.38)
In light of the charge conjugation for the γ-matrix and for the propagators shown in Eqs. (6.33) and (6.38), it is
easy to find
L
bν
(P, k)λδS
−1(P, k)λδρσ = g(Cγ
νT b)ρσ (6.39)
With this relation, we see, the kernel in Eq. (6.35) is exactly equal to the one written in Eq. (6.31). This gives a
further proof of the equivalence between the both expressions of the D-S kernel derived in sections 3 and 4. By the
charge conjugation, it is not difficult to find
Laµ(P, q)αβ = gŜ(P, q)αβλτ (Cγ
µT a)λτ (6.40)
where
Ŝ(P, q) = ŜF (p1) + Ŝ
c
F (p2) (6.41)
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Therefore, the kernel in Eq. (6.31) can be expressed as
K0s (P, q, k) = ig
2∆abµν(P )Ŝ(P, q)αβλτ (Cγ
µT a)λτ (Cγ
νT b)ρσ (6.42)
At the last of this section, we would like to discuss the three-dimensional form of the s-channel OGEK. In accordance
with Eq. (3.40), this kernel is represented as
K0s (
−→x1,−→x2;−→y1 ,−→y2 ; t1 − t2) =
∫
d3z1d
3z2H
s(−→x1,−→x2;−→z1 ,−→z2 ; t1 − t2)S
−1(−→z1 ,−→z2 ;−→y1,−→y2) (6.43)
where Hs(−→x1,−→x2;−→z1 ,−→z2 ; t1 − t2) can be written from Eq. (6.34) by setting x
0
1 = x
0
2 = t1 and z
0
1 = z
0
2 = t2 in the
equal-time frame, that is
Hs(−→x1,−→x2;−→z1 ,−→z2 ; t1 − t2) = −i
2∑
i,j=1
∆abµν(
−→x i −−→z j ; t1 − t2)Ω
aµ
i S
∗
F (
−→x 1 − −→x 2)S
∗
F (
−→z 1 − −→z 2)Ω
bν
j (6.44)
In the momentum space, it is of the form
Hs(
−→
P ,−→q ,
−→
k ;E)αβλδ = i∆
ab
µν(
−→
P ,E)Laµ(
−→
P ,−→q )αβL
bν
(
−→
P ,
−→
k )λδ (6.45)
where
Laµ(
−→
P ,−→q )αβ = (Ω
aµ
1 )αγS
∗
F (−
−→p 2)γβ + (Ω
aµ
2 )βγS
∗
F (
−→p 1)αγ (6.46)
and
L
bν
(
−→
P ,
−→
k )λδ = −[S
∗
F (−
−→q 1)λτ (Ω
aµ
2 )τδ + S
∗
F (
−→q 2)τδ(Ω
aµ
1 )τλ] (6.47)
which are the three-dimensional form of the functions in Eqs. (6.32) and (6.37). It is emphasized that in Eq. (6.45),
only the gluon propagator is dependent on energy E, while, the fermion propagators are energy-independent. By the
same charge conjugation transformations as shown in Eqs. (6.33) and (6.38), one may obtain a kernel similar to Eq.
(6.42)
K0s (
−→
P ,−→q ,
−→
k ;E)αβρσ = ig
2∆abµν(
−→
P ,E)Ŝ(
−→
P ,−→q )αβλτ (Cγ
µT a)λτ (Cγ
νT b)ρσ (6.48)
which may also be represented as
K0s (
−→
P ,−→q ,
−→
k ;E)αβρσ = ig
2∆abµν(
−→
P ,E)S(
−→
P ,−→q )αβλτ (γ
µCT a)λτ (Cγ
νT b)ρσ (6.49)
where
S(
−→
P ,−→q ) = Ŝ(
−→
P ,−→q )γ01γ
0
2 (6.50)
which is the three-dimensional form of Eq. (6.4).
In the P-S equation, similar to Eq. (6.27), the lowest order interaction Hamiltonian given by the kernel in Eq.
(6.48), according to Eq. (5.25), will be written as
V (0)s (
−→
P ,−→q ,
−→
k ;E) = g2∆abµν(
−→
P ,E)Uα(−→p1)
+Uβ(−→p2)
+(CγµT a)αβ(Cγ
νT b)ρσUρ(−→q1 )Uσ(−→q2 ) (6.51)
It should be noted that the positive energy state Dirac spinors used here were defined in Eq. (5.1). The negative
energy state spinor may be given by the charge conjugation relation: V (−→p ) = CU(−→p ) here C = γ5γ0 [30]. However,
the matrix C in Eq. (6.51) is defined by C = iγ2γ0 [18]. Correspondingly, the charge conjugation relation between
the spinor wave functions is given by vs(−→p ) = Cus(−→p )T where us(−→p ) = us(−→p )+γ0 with us(−→p ) and vs(−→p ) being
the positive and negative energy spinor wave functions respectively [18] and represented as
us(−→p ) = U˜(−→p )ϕs(−→p ), vs(−→p ) = V˜ (−→p )χs(−→p ) (6.52)
28
here ϕs(−→p ) and χs(−→p ) are the spin wave functions and
U˜(−→p ) =
√
ω
m
U(−→p ), V˜ (−→p ) = −
√
ω
m
γ0V (−→p ) (6.53)
Usually, the S-matrix element given by the kernel in Eq. (6.48) is represented by
Ts(
−→
P ,−→q ,
−−→
k;E) = us1α (
−→p1)
+us2β (
−→p2)
+K0s (
−→
P ,−→q ,
−→
k ;E)αβρσu
r1
ρ (
−→q1)u
r2
σ (
−→q2) (6.54)
For later derivation, it is more convenient to use the expression of the kernel written in Eq. (6.49). On inserting Eq.
(6.49) into Eq. (6.54) and noticing
us1α (
−→p1)
+us2β (
−→p2)
+S(
−→
P ,−→q )αβλτ = −iu
s1
λ (
−→p1)u
s2
τ (
−→p2) (6.55)
which is obtained by applying the Dirac equation and
us2β (
−→p2)(Cγ
µT a)αβ = (γ
µT a)αβv
s2
β (
−→p2),
(CγνT b)ρσu
r1
ρ (
−→q1 ) = v
r1
ρ (
−→q1)(γ
νT b)ρσ ,
(6.56)
one can get
Ts(
−→
P ,−→q ,
−−→
k;E) = g2∆abµν(
−→
P ,E)us1(−→p1)γ
µT avs2(−→p2)v
r1(−→q1 )γ
νT bur2(−→q2 ) (6.57)
This just is the S-matrix element for the one-gluon exchange interaction taking place in the s-channel. It is easy to
verify that the above matrix element is independent of the gauge parameter. Therefore, we only need to work in the
Feynman gauge. In this gauge,
∆abµν(
−→
P ,E) =
δabgµν
E2 −
−→
P
2
+ iε
(6.58)
With this propagator, as shown in Ref. [35], by the charge conjugation and Fierz transformation, Eq. (6.57) can be
represented in the form
Ts(
−→
P ,−→q ,
−−→
k;E) =
(
ω1ω2
m1m2
)1/2
ϕ+s1ϕ
+
s2V
(0)
s (
−→
P ,−→q ,
−−→
k;E)ϕr1ϕr2 (6.59)
where
V (0)s (
−→
P ,−→q ,
−−→
k;E) = −
g2ĈsF̂s
E2 −
−→
P
2
+ iε
U(−→p1)U(−→p2)Γ12U(−→q1)U(−→q2 ) (6.60)
is the interaction Hamiltonian occurring in the P-S equation in which the spinor is still defined in Eq. (5.1), Ĉs is
the color matrix
Ĉs =
1
24
(λa1 − λ
a∗
2 )
2 (6.61)
with λai being the Gell-Mann matrices, F̂s is the flavor matrix which has an expression for flavor SU(2) such that
F̂s =
1
2
(1 − −→τ1 · −→τ2 ) (6.62)
here −→τi are isospin Pauli matrices and
Γ12 = −I1I2 + γ
5
1γ
5
2 −
1
2
γµ1 γ2µ +
1
2
(γ51γ
µ
1 )(γ
5
2γ2µ) (6.63)
In the end, it is pointed out that since the matrix element of the color operator Ĉs in the qq color singlet vanishes,
the s-channel OGEK contributes nothing to the qq bound states. However, for many-quark-antiquark systems such
as pipi, KK, piN , KN systems and etc., the contribution of the s-channel OGEK is not negligible and plays an
important role to the interations taking place in those systems.[36- 38].
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7. Discussions and remarks
In this paper, the D-S equation satisfied by the qq bound states has been derived from QCD and, especially, the
interaction kernel in the equation has been given two equivalent closed expressions which were respectively derived
by making use of the equations of motion obeyed by the Green’s functions and the irreducible decomposition of the
Green’s functions. Since the B-S equation is commonly viewed as the correct equation for the bound state problem,
it is natural to ask what is the relation between the D-S equation and the B-S equation? As shown in Ref. [5], the
B-S equation may be derived from the D-S equation. In fact, when applying the Lehmann representation in Eq.
(2.36) to Eqs. (2.16) and (2.17), by the same procedure stated in section.2, one may obtain two D-S equations as
follows
(i∂x1−m1)χPς(x1, x2) =
∫
d4y1d
4y2K̂1(x1, x2; y1, y2)χPς(y1, y2) (7.1)
(i∂x2−m2)χPς(x1, x2) =
∫
d4y1d
4y2K̂2(x1, x2; y1, y2)χPς(y1, y2) (7.2)
where
K̂i(x1, x2; y1, y2) = γ
0
iKi(x1, x2; y1, y2), i = 1, 2 (7.3)
in which Ki(x1, x2; y1, y2) was given in Eq. (3.28). The D-S equations shown in Eqs. (2.38) and (2.39) may directly
be written out from Eqs. (7.1) and (7.2).
Operating on Eq. (7.1) with (i∂x2−m2) or on Eq. (7.2) with (i∂x1−m1), we have
(i∂x1−m1)(i∂x2−m2)χPς(x1, x2) =
∫
d4y1d
4y2KB(x1, x2; y1, y2)χPς(y1, y2) (7.4)
where
KB(x1, x2; y1, y2) = (i∂x1−m1)K̂2(x1, x2; y1, y2) = (i∂x2−m2)K̂1(x1, x2; y1, y2) (7.5)
is the B-S interaction kernel whose explicit expression was derived in Ref. [5]. Acting on Eq. (7.4) with the inverse
of the operator (i∂x1−m1)(i∂x2−m2), the B-S equation will be recast in an integral equation
χPς(x1, x2) =
∫
d4y1d
4y2d
4z1d
4z2S
(0)
F (x1 − z1)S
c(0)
F (x2 − z2)KB(z1, z2; y1, y2)χPς(y1, y2) (7.6)
where S
(0)
F (x1−z1) and S
c(0)
F (x2−z2) are the free propagators of quark and antiquark respectively. In the momentum
space, it becomes
χPς(q) = S
(0)
F (p1)S
c(0)
F (p2)
∫
d4k
(2pi)4
KB(P, q, k)χPς(k) (7.7)
Conversely, if we act on Eq. (7.6) with the operators (i∂x2−m2) and (i∂x1−m1) respectively, the D-S equations
in Eqs. (7.1) and (7.2) will be recovered. This shows that to get the B-S equation, we need merely to consider
the D-S equation. It should be noted that the four-dimensional B-S equation can not directly be transformed into
the three-dimensional D-S equation. In order to obtain a three-dimensional equation from the four-dimensional B-S
equation, it is necessary to introduce a certain constraint condition on the relative time (or relative energy) as was
done in an approximate manner such as the instantaneous approximation or the quasipotential approaches [7-12].
As stated above, the four-dimensional D-S equation and the corresponding B-S equation can be derived from one
another. But, this does not mean that the D-S equation and the B-S equation are fully equivalent to each other,
similar to the Dirac equation and the K-G equation which can also be derived from each other. As seen from Eq.
(7.4), the B-S equation is a kind of second-order differential equation in the position space. Therefore, a solution
to the equation depends on not only the amplitude at time origin, but also the time-differential of the amplitude at
30
the time origin as in the case for K-G equation. This probably is the origin that causes the B-S equation to have
the unphysical solutions of negative norm. In order to exclude the unphysical solutions, as mentioned before, the
common procedure is to recast the four-dimensional B-S equation in a three-dimensional form by eliminating the
relative time (or the relative energy) from the equation. Certainly, the three-dimensional equation, particularly, the
exact version of the equation presented in the sections 2 and 3 is much convenient to use in solving the eigenvalue
problem. However, since the three-dimensional equation loses the Lorentz-covariance of a relativistic dynamics, it
is sometimes not suitable for carrying out extensive theoretical analyses, for instance, to perform the irreducible
decomposition of the Green’s functions contained in the kernel given in Eq. (3.30). The decomposition can readily
be done in the four-dimensional form as shown in section 4. At this point, we may ask whether the relativistic
bound state problem can be solved Lorentz-covariantly in the Minkowski space without occurrence of the unphysical
solutions? The answer should be positive because the Lorentz-covariance of the equation implies that one may work
in any Lorentz frame and gets the same result. Let us turn to the D-S equations shown in Eqs. (2.41) and (2.42)
which are represented in the position space. Clearly, the equation in Eq.(2.42) is a first-order differential equation
of Schro¨dinger-type. One may first solve this equation to get an amplitude which describes the evolution of the
amplitude with the relative time τ . and then substitute this amplitude into Eq.(2.41) to solve the eigenvalue E and
the amplitude χPς(x). In solving these equations, we only need the initial conditions of the amplitude at the time
origin without concerning the initial conditions of the time-differentials of the amplitude. Therefore, the unphysical
solutions would not appear in this case. In this sense, we can say, the D-S equation derived in this paper, as it provides
a new formulation of the relativistic equation for the two fermion bound system, gives a suitable prescription to solve
the four-dimensional equation. Moreover, based on the relation denoted in Eq. (7.5), the B-S kernel may conveniently
be evaluated from the D-S kernel. In comparison with the closed expression of the B-S kernel derived in Ref. [5], the
D-S kernel shown in Eq. (3.30) is rather simpler. The main contribution to the D-S kernel is given by the Green’s
function Gabµν(xi, yj | x1, x2; y1, y2) written in Eq. (3.14). While, the B-S kernel concerns more complicated Green’s
functions such as [5]
Gabcdµνλτ (x1, x2, y1, y2 | x1, x2; y1, y2)
=
〈
0+
∣∣∣T {N [Aaµ(x1)Abν(x2)ψ(x1)ψc(x2)]N [Acλ(y1)Adτ (y2)ψ(y1)ψc(y2)]∣∣∣ 0−〉 (7.8)
which gives the major contribution to the B-S kernel. In particular, in comparison of the four-dimensional kernel
represented in Eqs. (3.30)-(3.33) with the three-dimensional counterpart written in Eqs. (3.40-)-(3.43), we see, there
is an one-to-one correspondence between the both kernels. Therefore, to calculate the three-dimensional kernel,
one may first calculate the four-dimensional one and then convert it to the three-dimensional form according the
correspondence relation between the both of them. Since the four-dimensional D-S equation is Lorentz-covariant, its
kernel can conveniently be analyzed and calculated by means of the familiar technique developed in the covariant
quantum field theory.
In the end, we would like to address that unlike the Dyson-Schwinger equation [39, 40] which contains an infinite
set of equations, the D-S equation derived in this paper is of a closed form with a closed expression of the kernel as
given in section 3 or section 4. The kernel can easily be calculated by the perturbation method. For example, in
the perturbative calculation of the kernel given in section 3 which contains only a few types of Green’s functions,
we only need the familiar perturbative expansions of the Green’s functions without concerning the calculation of
other more-point Green’s functions as it is necessary to be done for the Dyson-Schwinger equation. Especially, each
of the Green’s functions can be represented in the form of functional integral and is possible to be evaluated by a
nonperturbative method as suggested, for example, by the lattice gauge theory. Therefore, the expression of the
kernel given in this paper provides a new formalism for exploring the QCD nonperturbative effect and the quark
confinement which are important for the formation of a qq bound state. In the ordinary quark potential model [3, 41],
the quark confinement is usually simulated by a linear potential which was suggested by the lattice computation of a
Wilson loop and by the area law [42-44]. Obviously, this simulation is oversimplified. For the purpose of investigating
the quark confinement, it is appropriate to start from the kernel given in this paper for the case that the quark and
the antiquark have different flavors. In this case, all the Green’s functions become the ordinary ones as shown in Eqs.
(2.5), (2.13) and (3.11). Since the kernel derived in this paper contains all the interactions taking place in the bound
state and includes the color-spin matrices Ωaµi defined in Eq. (2.23) in it, it is anticipated that a nonperturbative
calculation of this kernel would give a sophisticated confining potential which includes not only its spatial form, but
also its spin and color structures. This just is the advantage of the formalism of D-S equation presented in this paper.
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9. Appendix A: Derivation of equations of motion satisfied by the Green’s functions
This appendix is used to derive the equations of motion satisfied by the quark-antiquark two and four-point Green’s
functions. These equations may be derived from the following QCD generating functional [18].
Z[J, η, η, ξ, ξ] =
1
N
∫
D(A,ψ, ψ, C,C)eiI (A.1)
where
I =
∫
d4x[L + JaµAaµ + ηψ + ψη + ξC + Cξ] (A.2)
in which L is the effective Lagrangian of QCD
L = ψ(i∂−m + gA)ψ −
1
4
F aµνF aµν −
1
2α
(∂µAaµ)
2 + C
a
∂µ(Dabµ C
b) (A.3)
here A =γµT aAaµ with A
a
µ being the vector potentials of gluon fields,
F aµν = ∂µA
a
ν − ∂νA
a
µ + gf
abcAbµA
c
ν (A.4)
are the strength tensors of the gluon field,
Dabµ = δ
ab∂µ − gf
abcAcµ (A.5)
are the covariant derivatives, C
a
, Cb represent the ghost fields, and Jaµ, η, η, ξ and ξ denote the external sources
coupled to the gluon, quark and ghost fields respectively. By the charge conjugation transformations shown in Eq.
(2.2) for the quark fields and in the following for the external sources
ηc = CηT , ηc = −ηTC−1 (A.6)
it is easy to prove the relation
ψ(i∂−m + gA)ψ + ηψ + ψη = ψ
c
(i∂−m + gA)ψc + ηcψc + ψ
c
ηc (A.7)
where A = γµT
a
Aaµ .
A. Equations of motion with respect to the coordinate x1
Upon taking the functional derivative of the generating functional in Eq. (A.1) with respect to the field function
ψα(x1) and considering
δZ
δψα(x1)
= 0 (A.8)
and
δI
δψα(x1)
= ηα(x1) + [(i∂x1 −m1)αγ + gA(x1)αγ ]ψγ(x1) (A.9)
32
it can be found that
{ηα(x1) + [(i∂x1 −m1)αγ + (Γ
aµ)αγ
δ
iδJaµ(x1)
]
δ
iδηγ(x1)
}Z = 0 (A.10)
where the fields Aaµ(x1) and ψγ(x1) have been replaced by the derivatives of the generating functional with respect
to the sources Jaµ(x1) and ηγ(x1) and each of the subscripts α, β and γ marks the components of color, flavor and
spinor. Differentiating Eq. (A.10) with respect to the source ηρ(y1) and then setting all the sources to vanish, we
obtain the equation satisfied by the quark propagator [18]
[(i∂x1 −m1 + Σ)SF ]αρ(x1, y1) = δαρδ
4(x1 − y1) (A.11)
where
(ΣSF )αρ(x1, y1) ≡
∫
d4z1Σ(x1, z1)αγSF (z1 − y1)γρ
= (Γaµ)αγΛ
a
µ(x1 | x1, y1)γβ
(A.12)
here Σ(x1, z1) stands for the quark proper self-energy and Λ
a
µ(x1 | x1, y1)γρ was defined in the first equality of Eq.
(3.11).
Let us turn to derive the equation of motion satisfied by the Green’s function defined in Eq. (2.1). In doing this,
we need first to derive the equations of motion obeyed by the Green’s function defined in Eq. (2.5). By successively
differentiating Eq. (A.10) with respect to the sources ηcβ(x2), ηρ(y1) and η
c
σ(y2), noticing the equality in Eq. (A.7)
and the following nonvanishing derivatives
δηcα(x)
δηβ(y)
= Cαβδ
4(x− y),
δηcα(x)
δηβ(y)
= (C−1)αβδ
4(x− y),
δηα(x)
δηc
β
(y) = (C
−1)αβδ
4(x− y), δηα(x)δηc
β
(y) = Cαβδ
4(x− y)
(A.13)
we have
{Cαβδ
4(x1 − x2)
δ
i3δηρ(y1)δηcσ(y2)
+ δαρδ
4(x1 − y1)
δ2
iδηc
β
(x2)δηcσ(y2)
+ηα(x1)
δ3
iδηc
β
(x2)δηρ(y1)δηcσ(y2)
− [(i∂x1 −m1)αγ + (Γ
aµ)αγ
δ
iδJaµ(x1)
]
× δ
4
δηγ(x1)δη
c
β
(x2)δηρ(y1)δηcσ(y2)
}Z = 0
(A.14)
When all the sources are set to be zero, one immediately derives Eq. (2.10) from Eq. (A.14).
It is noted that the first equation in Eq. (2.14) may directly derived from Eq. (A.11) by the charge conjugation
transformation represented in Eq. (2.2) or by differentiating Eq. (A.10) with respect to the source ηcβ(x2).
B. Equations of motion with respect to the coordinate x2
When taking the derivative of the generating functional in Eq. (A.1) with respect to the field variable ψ
c
β(x2) and
noticing the relation in Eq. (A.7), by the same procedure as described in Eqs. (A.8)-(A.10), one may obtain
{ηcβ(x2) + [(i∂x2 −m2)βλ + (Γ
bν
)βλ
δ
iδJbν(x2)
]
δ
iδηcλ(x2)
}Z = 0 (A.15)
Differentiating Eq. (A.15) with respect to ηcσ(y2) and then setting all the sources to be zero, one can get the equation
for the antiquark propagator
[(i∂x2 −m2 + Σ
c)ScF ]βσ(x2, y2) = δβσδ
4(x2 − y2) (A.16)
where
(ΣcScF )βσ(x2, y2) ≡
∫
d4z2Σ
c(x2, z2)βλS
c
F (z2 − y2)λσ
= (Γ
bν
)βλΛ
cb
ν (x2 | x2, y2)λσ
(A.17)
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here Σc(x2, z2) is the antiquark proper self-energy and Λ
cb
ν (x2 | x2, y2)λσ was represented in the second equality of
Eq. (3.12).
Similarly, Upon differentiating Eq. (A.15) with respect to the sources ηα(x1), ηρ(y1) and η
c
σ(y2), one gets
{Cαβδ
4(x1 − x2)
δ
i3δηρ(y1)δηcσ(y2)
+ δβσδ
4(x2 − y2)
δ2
iδηα(x1)δηρ(y2)
+ηcβ(x2)
δ3
iδηα(x1)δηρ(y1)δη
c
σ(y2)
− [(i∂x2 −m2)βλ + (Γ
bν
)βλ
δ
iδJbν (x2)
]
× δ
4
δηα(x1)δη
c
λ
(x2)δηρ(y1)δηcσ(y2)
}Z = 0
(A.18)
Setting all the sources to vanish, we directly obtain Eq. (2.11) from the above equation.
It is mentioned that the second equation in Eq. (2.14) may directly be derived from Eq. (A.16) by the charge
conjugation transformation or by differentiating Eq. (A.15) with respect to the source ηα(x1).
C. Equations of motion with respect to the coordinate y1
By taking the derivative of the generating functional in Eq. (A.1) with respect to the field variable ψρ(y1), following
the same procedure as deriving Eq. (A.10), one may get
{ηρ(y1) +
δ
iδητ (y1)
[(i
←−
∂ y1 +m1)τρ − (Γ
aµ)τρ
δ
iδJaµ(y1)
]}Z = 0 (A.19)
On differentiating the above equation with respect to ηα(x1) and then turning off all the sources, we arrive at
[SF (i
←−
∂ y1 +m1 − Σ)]αρ(x1, y1) = −δαρδ
4(x1 − y1) (A.20)
where
(SFΣ)αρ(x1, y1) ≡
∫
d4z1SF (x1 − z1)ατΣ(z1, y1)τρ
= Λaµ(y1 | x1, y1)ατ (Γ
aµ)τρ
(A.21)
If we differentiate Eq. (A.19) with respect to ηcσ(y2), after letting the sources to be vanishing, we get an equation
satisfied by the propagator S
∗
F (y1 − y2) as written in the first equation in Eq. (3.3).
Now let us differentiate Eq. (A.19) with respect to ηα(x1), η
c
β(x2) and η
c
σ(y2) and then set all the sources but the
source J to be zero. By these operations, we get
G(x1,x2; y1, y2)
J
αβτσ(i
←−
∂ y1 +m1)τρ = −δαρδ
4(x1 − y1)S
c
F (x2 − y2)
J
βσ
−Cρσδ
4(y1 − y2)S
∗
F (x1 − x2)
J
αβ +G
a
µ(y1 | x1, x2; y1, y2)
J
αβτσ(Γ
aµ)τρ
(A.22)
where
G(x1,x2; y1, y2)
J =
δ4Z[J, η, η, ξ, ξ]
δη(x1)δη
c(x2)δη(y1)δηc(y2)
|η=ηc=η=ηc=0 (A.23)
ScF (x2 − y2)
J
βσ =
δ2Z[J, η, η, ξ, ξ]
iδηcβ(x2)δη
c
σ(y2)
|η=η=ξ=ξ=0 (A.24)
S∗F (x1 − x2)
J
αβ ==
δ2Z[J, η, η, ξ, ξ]
i3δηα(x1)δη
c
β(x2)
|η=η=ξ=ξ=0 (A.25)
and
Gaµ(yi | x1,x2; y1, y2)
J =
δ
iδJaµ(yi)
G(x1,x2; y1, y2)
J , i = 1, 2 (A.26)
34
Once we set J = 0, Eq. (A.22) will give rise to Eq. (3.1). Furthermore, if we differentiate Eq. (A.22) with respect
to Jaµ(xi) and subsequently set J = 0, noticing
Gabµν(xi, yj | x1,x2; y1, y2) =
δ
iδJaµ(xi)iδJbν(yj)
G(x1,x2; y1, y2)
J |J=0 (A.27)
the equations in Eq. (3.8) will immediately be derived.
D. Equations of motion with respect to the coordinate y2
To derive the equations of motion with respect to y2, we need to differentiate the generating functional with respect
to the field ψcσ(y2). By the same procedure as formulated in Eqs. (A.8)-(A.10), we get
{ηcσ(y2) +
δ
iδηcδ(y2)
[(i
←−
∂ y2 +m2)δσ − (Γ
bν
)δσ
δ
iδJbν(y2)
]}Z = 0 (A.28)
Then, the differentiation of the above equation with respect to ηcβ(x2) with setting all the sources to vanish subse-
quently will lead us to
[ScF (i
←−
∂ y2 +m2 − Σ
c)]βσ(x2, y2) = −δβσδ
4(x2 − y2) (A.29)
where
(ScFΣ
c)βσ(x2, y2) ≡
∫
d4z2S
c
F (x2 − z2)βδΣ
c(z2, y2)δσ
= Λcbν (y2 | x2, y2)βδ(Γ
bν
)δσ
(A.30)
Upon differentiating Eq. (A.28) with respect to ηρ(y1) and then turning off all the sources, one can obtain the second
equation in Eq. (3.3) for the propagator S
∗
F (y1 − y2)
Let us differentiate Eq. (A.28) with respect to ηα(x1), η
c
β(x2) and ηρ(y1) and set all the sources except for the J
to vanish. As a result, we get
G(x1,x2; y1, y2)
J
αβρδ(i
←−
∂ y2 +m2)δσ = −δβσδ
4(x2 − y2)SF (x1 − y1)
J
αρ
−Cρσδ
4(y1 − y2)S
∗
F (x1 − x2)
J
αβ +G
b
ν(y2 | x1, x2; y1, y2)
J
αβρδ(Γ
bν
)δσ
(A.31)
where
SF (x1 − y1)
J
γρ =
δ2Z[J, η, η, ξ, ξ]
iδηγ(x1)δηρ(y1)
|η=η=ξ=ξ=0 (A.32)
and the other Green’s functions in the presence of source J were defined before. When we set J = 0, Eq. (A.31)
straightforwardly yields Eq. (3.2). Finally, on differentiating Eq. (A.31) with respect to Jaµ(xi) and subsequently
setting J = 0, Eq. (3.9) will be derived.
10. Appendix B: One-particle irreducible decompositions of the connected Green’s functions
Let us begin with the relation between the generating functional for full Green’s functions Z[J, η, η, ξ, ξ] and the one
for connected Green’s functions W [J, η, η, ξ, ξ] [18, 33]
Z[J, η, η, ξ, ξ] = exp{iW [J, η, η, ξ, ξ]} (B.1)
Taking the derivatives of Eq. (B.1) with respect to the sources η(x1), η
c(x2), η(y1) and η
c(y2) and then setting all
the sources except for the source J to be zero, one may obtain the following decomposition
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G(x1,x2; y1, y2)
J = Gc(x1,x2; y1, y2)
J + SF (x1 − y1)
JScF (x2 − y2)
J
−S∗F (x1 − x2)
JS
∗
F (y1 − y2)
J (B.2)
where G(x1,x2; y1, y2)
J , ScF (x2−y2)
J , S∗F (x1−x2)
J and SF (x1−y1)
J were defined in Eqs. (A.23)-(A.25) and (A.32)
respectively, while, Gc(x1,x2; y1, y2)
J and S
∗
F (y1 − y2)
J are defined by
Gc(x1,x2; y1, y2)
J = i
δ4W [J, η, η, ξ, ξ]
δη(x1)δη
c(x2)δη(y1)δηc(y2)
|η=ηc=η=ηc=0, (B.3)
and
S
∗
F (y1 − y2)
J =
δ2W [J, η, η, ξ, ξ]
i2δη(y1)δηc(y2)
|η=η=ξ=ξ=0 (B.4)
When we set J = 0, Eq. (B.2) will go over to the decomposition shown in Eq. (4.1). Differentiating Eq. (B.2) with
respect to the source Jaµ(xi), we have
Gaµ(xi | x1,x2; y1, y2)
J = Gacµ(xi | x1,x2; y1, y2)
J
+Λaµ(xi | x1; y1)
JScF (x1 − y1)
J + SF (x1 − y1)
JΛcaµ (xi | x2; y2)
J
−Λa∗µ (xi | x1, x2)
JS
∗
F (y1 − y2)
J − S∗F (x1 − x2)
JΛ
a∗
µ (xi | y1, y2)
J
(B.5)
where Gaµ(xi | x1,x2; y1, y2)
J was defined in Eq. (A.26) with yi being replaced by xi and the other functions are
defined by
Gacµ(xi | x1,x2; y1, y2)
J =
δ
iδJaµ(xi)
Gc(x1,x2; y1, y2)
J (B.6)
Λaµ(xi | x1; y1)
J =
δ
iδJaµ(xi)
SF (x1 − y1)
J (B.7)
Λcaµ (xi | x1; y1)
J =
δ
iδJaµ(xi)
ScF (x1 − y1)
J (B.8)
Λa∗µ (xi | x1, x2)
J =
δ
iδJaµ(xi)
S∗F (x1 − x2)
J (B.9)
and
Λ
a∗
µ (xi | y1, y2)
J =
δ
iδJaµ(xi)
S
∗
F (y1 − y2)
J (B.10)
Upon setting J = 0, Eq. (B.5) immediately gives rise to the decomposition in Eq. (4.3).
Now, let us proceed to carry out one-particle-irreducible decompositions of the connected Green’s functions on the
RHS of Eq. (4.4). The decompositions are easily performed with the help of the Legendre transformation which is
described by the relation between the generating functional of proper vertices Γ and the one for connected Green’s
functions W [18, 33]
Γ[Aaµ, ψ, ψ, C
a
, Ca] = W [J, η, η, ξ, ξ]−
∫
d4x[JaµAaµ + ηψ + ψη + ξC + Cξ] (B.11)
and the relations between the field functions and the external sources
ψ(x) =
δW
δη(x)
, ψ(x) = −
δW
δη(x)
, Aaµ(x) =
δW
δJaµ(x)
, Ca(x) =
δW
δξ
a
(x)
, C
a
(x) = −
δW
δξa(x)
(B.12)
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η(x) = −
δΓ
δψ(x)
, η(x) =
δΓ
δψ(x)
, Jaµ(x) = −
δΓ
δAaµ(x)
, ξa(x) = −
δΓ
δC
a
(x)
, ξ
a
(x) =
δΓ
δCa(x)
(B.13)
where the field functions in Eq. (B.12) are all functionals of the external sources in Eq. (B.13) and, simultaneously,
the sources in Eq. (B.13) are all functionals of the field functions in Eq. (B.12).
Taking the derivative of the both sides of the first equality in Eq. (B.12) with respect to ψ(y) and employing the
first relation in Eq. (B.13), one may get∫
d4z
δ2Γ
δψ(y)δψ(z)
δ2W
δη(z)δη(x)
=
∫
d4z
δ2W
δη(x)δη(z)
δ2Γ
δψ(z)δψ(y)
= −δ4(x − y) (B.14)
where we only keep the term on the RHS of Eq. (B.14) which is nonvanishing when the sources are set to vanish. In
order to find the one-particle-irreducible decomposition for the quark-gluon three-point Green’s functions, one may
differentiate Eq. (B.14) with respect to the source Jaµ(xi) and then using Eq. (B.14) once again. By this procedure,
it can be derived that
δ3W
δJaµ(xi)δη(xj)δη(yk)
=
∫
d4zd4u1d
4u2
δ2W
δJaµ(xi)δJbν (u1)
δ2W
δη(xj)δη(u2)
δ3Γ
δAbν(u1)δψ(u2)ψ(z)
δ2W
δη(z)δη(yk)
(B.15)
where the coordinates in Eq. (B.14) have been appropriately changed. When all the sources are set to be zero,
noticing the definitions given in Eq. (A.32) where the Z is replaced by iW and in Eq. (B.7) as well as
∆abµν(xi − yj) =
δ2W
i2δJaµ(xi)δJbν(yj)
|J=0 (B.16)
Γbν(u1 | u2, z) = i
δ3Γ
δAbν(u1)δψ(u2)δψ(z)
|A=ψ=ψ=0 (B.17)
the decomposition shown in Eqs. (4.5) and (4.6) straightforwardly follows from Eq. (B.15). Analogously, if we
replace η(xj) and η(yk) by η
c(xj) and η
c(yk) in Eq. (B.15) and noticing
Γbνc (u1 | u2, z) = i
δ3Γ
δAbν(u1)δψ
c
(u2)δψc(z)
|A=ψ=ψ=0 (B.18)
the decomposition shown in Eq. (4.8) and (4.9) will be derived. This decomposition may also be derived from Eq.
(B.15) by the charge conjugation transformation for the quark fields. By this transformation, one may readily derive
from Eq. (B.15) the decomposition denoted in Eq. (4.15) in which the gluon-quark-antiquark vertex is defined by
Γ
bν∗
(z | z1, z2) = i
δ3Γ
δAbν(z)δψ(z1)δψ
c(z2)
|A=ψ=ψ=0 (B.19)
The one-particle-irreducible decomposition of the connected Green’s function Gc(x1,x2; y1, y2) can be derived by
the same procedure as obtaining Eq. (B.15). On differentiating Eq. (B.14) with respect to ηc(x2) and η
c(y2) and
setting all the sources but the source J to vanish, one may obtain
Gc(x1,x2; y1, y2)
J =
∫ 2∏
i=1
d4uid
4viSF (x1 − u1)
JScF (x2 − u2)
J
×Γ(u1, u2; v1, v2)
JSF (v1 − y1)
JScF (v2 − y2)
J
(B.20)
where the four-point connected Green’s function and the propagators given in the presence of the sources were
defined before and the function Γ(u1, u2; v1, v2)
J is formally the same as that defined in Eqs. (4.19)-(4.21). When
the source J is turned off, Eq. (B.20) directly goes over to the decomposition in Eq. (4.18) with the vertices in Eqs.
(4.19)-(4.21) being defined in Eqs. (B.17)-(B.19) and in the following
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Γbν∗(x1 | u1, v1) = i
δ3Γ
δAbν(x1)δψ(u1)δψ
c
(v2)
|A=ψ=ψ=0 (B.21)
which is the charge conjugate to the vertex Γ
bν∗
(z | z1, z2) as well as
Γ3(u1, u2; v1, v2) = i
δ4Γ
δψ(u1)δψ
c
(u2)δψ(v1)δψc(v2)
|ψ=ψ=ψc=ψc=0 (B.22)
which is the quark-antiquark four-line proper vertex. It is emphasized here that the decomposition of the function
Gc(x1,x2; y1, y2) in the absence of the source J has the same form as that given in the presence of J . This is because
the Green’s function is defined only by the differentials with respect to the fermion fields as indicated in Eq. (B.3).
The one-particle irreducible decomposition of the Green’s function Gacµ(xi | x1,x2; y1, y2) may be derived by starting
from the expression given in Eq. (B.15) with j, k = 1. By differentiating the both sides of Eq. (B.15) with respect to
the sources ηc(x2) and η
c(y2) and then turning off all the external sources, one may obtain the decomposition of the
function Gacµ(xi | x1,x2; y1, y2) as shown in Eqs. (4.22)-(4.25). Alternatively, the decomposition may also be obtained
by starting with the expression written in Eq. (B.20). Substituting Eq. (B.20) into Eq. (B.6), then completing
the differentiation with respect to the source Jaµ(xi) and finally setting the source to vanish, one may also derive
the irreducible decomposition of the function Gacµ(xi | x1,x2; y1, y2). In doing this, it is necessary to perform the
differentiations of the fermion propagators with respect to the source Jaµ(xi) as shown in Eqs. ( B.7)-(B.10) and
use their decompositions presented in Eqs. (4.5)-(4.9). In addition, we need to carry out the differentiations of the
gluon propagator and some vertices with respect to the source Jaµ(xi) as shown below. For the gluon propagator
defined in Eq. (B.16), from its representation in presence of the external source J ,in the same way as deriving the
decomposition represented in Eqs. (B.15), ( 4.5) and (4.6), one may obtain the one-particle irreducible decomposition
of the gluon three-point Green’s function as follows:
Λacdµρσ(xi, z1, z2) =
δ
δJaµ(xi))
∆cdρσ(z1 − z2)
J |J=0=
∫
d4zDabµν(xi − z)Π
bcd,ν
ρσ (z, z1, z2) (B.23)
where Dabµν(xi−z) = i∆
ab
µν(xi−z) and Π
bcd,ν
ρσ (z, z1, z2) was represented in Eq. (4.32) with the gluon three-line proper
vertex defined by
Γνρσbcd (z, u1, u2) = i
δ3Γ
δAbν(z)δA
c
ρ(u1)δA
d
σ(u2)
|A=0 (B.24)
For a proper vertex Γα(z1, z2, · · ·) with α marking the other indices, its derivative with respect to the source J
aµ(xi)
can be represented as
δ
iδJaµ(xi))
Γα(z1, z2, · · ·)
J |J=0=
∫
d4zDabµν(xi − z)Γ
bν
α (z, z1, z2, · · ·) (B.25)
where
Γbνα (z, z1, z2, · · ·) =
δ
δAbν(z)
Γα(z1, z2, · · ·)
J |J=0 (B.26)
According to the procedure stated above, it is not difficult to derive the expressions described in Eqs. (4.30)-(4.33).
In the expressions, the vertices are defined as follows:
Γaµ(xi | u1, u2; v1, v2) =
δΓ(u1, u2; v1, v2)
J
iδJaµ(xi)
|J=0 (B.27)
Γbcνλ(z, z1 | u1, v1) = i
δ4Γ
δAbν(z)δAcλ(z1)δψ(u1)δψ(v1)
|A=ψ=ψ=0 (B.28)
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Γbc
cνλ(z, z1 | u1, v1) = i
δ4Γ
δAbν(z)δAcλ(z1)δψ
c
(u1)δψc(v1)
|A=ψc=ψc=0 (B.29)
Γbc∗νλ (z, z1 | u1, v1) = i
δ4Γ
δAbν(z)δAcλ(z1)δψ(u1)δψ
c
(v1)
|A=ψ=ψc=0 (B.30)
Γ
bc∗
cνλ(z, z1 | u1, v1) = i
δ4Γ
δAbν(z)δAcλ(z1)δψ(u1)δψc(v1)
|A=ψ=ψc=0 (B.31)
Particularly, by the following differentiation
Γaµ3 (xi | u1, u2; v1, v2) =
δΓ3(u1, u2; v1, v2)
J
iδJaµ(xi)
|J=0 (B.32)
it is easy to give the expression in Eq. (4.34) in which
Γ̂bν(z | u1, u2; v1, v2) = i
δ4Γ
δAbν(z)δψ(u1)δψ
c
(u2)δψ(v1)δψc(v2)
|A=ψ=ψ=ψc=ψc=0 (B.33)
is the gluon-quark-antiquark five-line proper vertex.
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