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Let G be a finite group and f  any complex-valued function defined on G and p 
an irreducible complex matrix representation of G. The Fourier transform of f  at p 
is defined to be the matrix EJEGf(s)p(s). The Fourier transforms of f  at all the 
irreducible representations of G determine f  via the Fourier inversion formula 
f(s) = (l/l Cl)&, d, trace( f^(p)p(s-‘)). Direct computation of all Fourier trans- 
forms of f  involves on the order of l G 1 2 operations as does direct computation of 
Fourier inversion. Here fast algorithms are obtained for both operations in the case 
in which G contains some nontrivial normal subgroup K such that G/K is abelian. 
Consequently, fast algorithms for computing convolutions on G in this situation are 
also determined. Under the simplifying assumption of exponent for matrix multipli- 
cation equal to 2 (it is 2.38 as of this writing), it is shown that the number of 
operations needed to compute all Fourier transforms on G is 0(( l Cl / ) K()T( K) + 
l G (log( l G l /I KJ)), where T(K) is the number of operations needed to compute 
Fourier transforms on K. An analogous result is obtained for Fourier inversion and 
more careful estimates made for arbitrary exponents of matrix multiplication. In 
particular, in the case in which G is metabeliau (an abelian extension of an abelian 
subgroup) the assumptions hold and the first large class of noncommutative groups 
is obtained for which Fourier inversion and the computation of all Fourier trans- 
forms may be performed in 0( ) G 1 log( l G I)) operations. 0 1990 Academic press, I~C. 
1. INTRODUCTION 
Let G be a finite group, f a complex-valued function on G and p any 
complex irreducible matrix representation of G. Then the Fourier transform 
of f with respect to p is the matrix 
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The Fourier transforms at all the irreducible representations of G deter- 
mine f via the Fourier inversion formula 
f(s) = i cd, trace( &(P)p(s-‘)), 
P 
where the sum is over all irreducible representations p of G. 
Let T(G) denote the number of operations needed to compute all Fourier 
transforms on G and Z(G) the number needed to perform Fourier inver- 
sion. Direct computation of all Fourier transforms would yield T(G) = 
] G] 2. Similarly, naive computation of Fourier inversion gives Z(G) = ] G] 2. 
For groups of large order this cost is prohibitive. Fast algorithms must be 
derived. 
Motivated partly by their manifold applications, much is known for the 
case in which G is abelian. A large class of algorithms, collectively known 
as the “fast Fourier transform” (FFT) have been developed. It is now a 
well-known result that for abelian groups both T(G) and Z(G) are 
0( ] G ] log( ] G I)), Over the years these fast algorithms have yielded a diver- 
sity of important applications. Aho, Hopcroft, and Ullman give a thorough 
treatment of the basic algorithm and its uses [AHU, Chap. 7 and 81. 
The problem for general finite groups has only recently begun to attract 
attention. In the most general setting, in joint work with Diaconis [DR], 
prompted by the study of spectral analysis for finite groups [Dl, D2], an 
algorithm for efficient computation of Fourier transforms for arbitrary 
groups has already been presented. There it is shown that great savings may 
be achieved by iterating a simple recurrence which allows the Fourier 
transforms of f to be written in terms of Fourier transforms on a subgroup 
of G. This is in fact the idea at the heart of many of the fast algorithms in 
the abelian case. 
The efficacy of the methods in [DR] depends strongly on the exponent of 
matrix multiplication and the existence of representations of G which 
“split” when restricted down a given tower of subgroups of G. In particu- 
lar, for the symmetric group S,, this situation exists and practical implemen- 
tations for analyzing ranked data are possible and useful [Rl]. 
Fourier analysis is also useful in the study of random walks on groups 
[D2, DS]. A probability measure defined on the group gives rise to a 
random walk on the group. Explicit knowledge of the matrices for the 
Fourier transforms determined by the measure are useful in studying the 
rate at which the walk becomes random. 
A problem left open in much of the work on fast algorithms for Fourier 
analysis is the efficient computation of Fourier_inversion. In the case of 
abelian groups the group structure on the dual G allows the techniques for 
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computing Fourier transforms to be applied. In general there is no such 
structure and new methods must be developed. 
In this paper the case of solvable groups is considered, and more 
generally, the case of abelian group extensions. Here, modifications of the 
ideas in [DR] combined with the use of induced and projective representa- 
tions yield fast algorithms for both Fourier inversion and computing 
Fourier transforms. One main result is 
THEOREM 1. Let G be a finite group containing K as a normal subgroup 
with quotient G/K an abelian group. Let { li}ieI be a complete set of 
representatives for the orbits of the irreducible representations of K under the 
action of G. Denote the orbit of q as A(q). Let H,,i be a subgroup of G 
(containing K) such that vi extendrr to a representation of H,,, but no further. 
Then T(G) is bounded by 
where the O-notation indicates a universal constant determined by the FFT on 
cyclic groups. Furthermore, Z(G) is bounded by the same sum but with Z(K) 
replacing T( K ). 
In Theorem 1, a! denotes the exponent of matrix multiplication (currently 
2.38, see [CW]). It is useful to point out that under the simplifying 
assumption of a! = 2 the bounds become 
and 
Z(G) = IGI ----Z(K) + O(,Gl *log(;)) 
14 
with the O-notation as in Theorem 1. 
In brief, the argument for Theorem 1 relies on understanding how the 
irreducible representations of G can be constructed, given the representa- 
tions of some normal subgroup K such that G/K is abelian. G acts on the 
representations of K, partitioning them into orbits. The representations in 
any single orbit are then extended maximally using the theory of projective 
representations. When they can be extended no further, the representation 
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is induced to G and necessarily gives an irreducible representation of G. 
Careful rewriting of the Fourier transform and analysis of the structure of 
the resulting matrices gives the above result. 
Iterating these ideas gives efficient methods for treating any solvable 
group (a sequence of abelian extensions). In the simplest nontrivial instance 
of this case, the so-called metabelian groups (abelian extensions of abelian 
groups), this paper gives the first example of a class of non-abelian groups 
such that 
T(G) = I(G) = ~(IWodlGI)). 
Group convolutions may be computed using Fourier transforms (see 
Section 2C). Both naive methods using Fourier transforms and direct 
computation require on the order of ]Gl* operations. To obtain an advan- 
tage by using the method of Fourier transforms, fast algorithms for both 
computing Fourier transforms and performing Fourier inversion are neces- 
sary. Thus as an immediate consequence of Theorem 1 fast group convolu- 
tion algorithms for abelian extensions are determined (Theorem 7). 
Previous fundamental work was done by Beth in the first serious treat- 
ment of noncommutative Fourier analysis [B]. Beth sketches ideas for 
achieving savings in the case in which G contains some nontrivial normal 
subgroup with more careful analysis being given to the case of normal 
subgroups of prime index. Also, novel applications to the theory of coding, 
VLSI design and vision are given. 
Independently, Beth has also made a strong start on fast algorithms for 
abelian extensions by deriving some speedup in the case of prime exten- 
sions. In [B] a result like Theorem 1 given here (specialized to this situation) 
is obtained. 
Clausen also derives speedups for the general computation of Fourier 
transforms as well as in the specific case of S,, [Cl, C2]. This work is done 
in the context of VLSI design and the study of Wedderburn transforms. 
Also, it has recently been brought to my attention that simultaneous 
independent work by Clausen studies the case of Fourier analysis for 
metabelian groups. Again, in the setting of VLSI design, he obtains the 
] G]log( ] G]) result [C3]. 
Collectively, this work makes a good start towards obtaining general 
results on more efficient computation of Fourier inversion. Work on this 
problem for general finite groups is in progress and will appear presently 
[R31. 
The organization of this paper is as follows: Section 2 provides necessary 
group theoretic background, in particular, giving a highly constructive 
treatment of induced representations. Section 3 explains the basic idea of 
the algorithm, providing a “road map” for the rigorous derivations of the 
168 DANIEL ROCKMORE 
main results in Section 4. The methods of Section 4 are illustrated with two 
examples in Section 5. There the algorithm is applied to metabelian groups 
G such that G/K is of order p or pz for some prime p. In the former case 
the example of the Heisenberg group is carried along in detail as a concrete 
illustration. The ideas in Section 4 suggest algorithms for any group in 
which the irreducible representations are given as induced representations. 
As a start, in Section 6, these ideas are explored briefly in the case of 
semidirect products by abelian subgroups. 
2. BACKGROUND 
A. Representation Theory 
Here the most basic concepts of representation theory are presented 
briefly. Proofs of all unproved assertions may be found in Serre [S]. 
Let G be a finite group. Recall that a representation p of G is a map 
assigning matrices to group elements such that p(st) = p(s)p(t) for all s 
and t in G. Thus, p is a homomorphism from G to GL(V) with V a vector 
space of dimension d,, the dimension or degree of p. Two representations 
are equivalent or isomorphic if they differ only by a change of basis. The 
representation is irreducible if and only if for any subspace W c V, if 
p(s)W c W for all s E G then either W = (0) or W = V. A basic fact due 
to Schur is 
THEOREM (Schur’s lemma [S, Proposition 41). Let p be an irreducible 
representation of G and let A be an invertible matrix such that 
A * p(s) = p(s) - A 
for all s E G. Then A is a scalar multiple of the identity. 
The number of inequivalent irreducible representations of G is finite with 
the degrees satisfying 
Cd; = IGI, 
P 
where the sum is over all irreducible representations of G. 
Any representation p of G may be decomposed as the direct sum of 
irreducible representations. Thus, suppose p has the decomposition 
P = p1 63 -*- a3 pm, (2-l) 
where the pi are irreducible (though not necessarily distinct) representations 
of G. In the language of matrices, this says that with respect to some basis, 
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p(s) is block diagonal with the representations pi(s) appearing on the 
diagonal. If exactly j of the pi are equivalent, then we say that the 
irreducible pi appears in p with multiplicity j. 
To determine the decomposition of a representation the notion of the 
character of a representation is important. If p is a representation of G then 
the character of p, written XP is defined as 
x,(s) = trace(pW) 
for all s E G. As the trace is invariant under conjugation, the character is 
an invariant for any class of equivalent representations. If a representation 
is one-dimensional then it is equal to its character. 
Let L(G) denote the space of complex-valued functions on G. There is a 
natural inner product on L(G) given by 
(fl,fd = + c fl(4fA4 . 
SGG 
The irreducible characters are orthonormal with respect to this inner 
product. In terms of characters, Eq. (2.1) becomes 
xp = xp, + **. +xp; 
Orthonormality implies the following useful result: 
THEOREM [S, Theorem 31. Let p be an irreducible representation and 9 be 
any representation of G then the multiplicity of p in q is equal to (x,, x,). In 
particular, 17 is irreducible if and onb if (x,, x,) = 1. 
If p and n are representations of G we will sometimes write (p, 1) for 
(xPI x,). An easy consequence of the orthogonality is that distinct irre- 
ducible representations have distinct characters. 
B. Constructing Representations 
Let X = {xi,. . . , x,,} be some finite set on which G acts. That is for all 
s, t E G and x E X, sx is an element of X such that (st)x = s(tx). 
Associated to this action is the permutation representation of G on X. To 
define this, let V(X) be the complex vector space generated by X, 
v(x) = cx, a3 * * * a3 cx,. 
G acts on V(X) in the obvious way. An element s of G sends the basis 
vector e, to esx ,. Thus, the corresponding matrix assigned to s, p.Js), has 
the form, 
(P,YCs))i, j  = {i ftzzsIi7 
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The most natural finite set on which G acts is itself, by left multiplication. 
Here the associated permutation representation is called the regular repre- 
sentation of G. The associated matrices with respect to the standard basis 
{ e,(s E G} have the following properties: 
PROPOSITION 1. Let po be the regular representation of G with respect to 
the standard basis of G. Then 
(i) The matrices { po(s)ls E G} have a unique nonzero entry in each 
row and column. This entry is equal to 1. 
(ii) Zf s and t are distinct elements of G then all nonzero entries of p&s) 
and po( t) occur in distinct positions. (Another way to say this is that the 
matrix C; SGpo(~) is the (GJ by IGl matrix of all ones.) 
Proof. (i) is clear from the definition. As for (ii), note that s . t = s’ . t 
if and only if s = s’. 0 
Let H be a subgroup of G. Representations of H and G are related by 
the dual constructions of induction and restriction. A very explicit and 
concrete explanation of induced representations following the beautiful 
exposition of Coleman [Co] can be given. 
Let q be a matrix representation of H. Then q gives rise to a representa- 
tion of G called the induced representation of TJ to G. This is denoted 
(v t G). To describe this, let k = [G : H], the index of H in G, and fix a set 
of right coset representatives { sr, . . . , sk }, with sr the identity, for the coset 
space G/H. Let s E G, then (q t G)(s) will be a k by k block matrix, with 
blocks of size d, by d,. Let ((q t G)(s))[~,~] denote the i, j block of the 
matrix (q t G)(s). Then 
where for all t E G, 
m = 
i 
rlw if t E H, 
0 
4 x4 otherwise. 
It is readily checked that this defines a representation of G [Co, Section 
41. Also it is straightforward to show that induction is transitive [Co, 
Theorem 41. That is, if 
GzHzK, 
and q is a representation of K then, 
((11 t H) t G) = (7 t G). 
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The block structure of these matrices will prove to be of great impor- 
tance. Several key properties follow immediately from the definition. 
PROPOSITION 2. (i) (q t G)(s) is Q k by k block matrix with blocks of size 
d, by d, with at most one nonzero block in each row and column. Thus, the 
dimension of (q t G) is [G : H]d,. 
(ii) Suppose H is normal in G. Ifs and t are elements of G that lie in the 
same coset of G by H then (17 t G)(s) and (1) t G)(t) have the same structure 
(i.e., nonzero blocks in the same position). 
(iii) If H is normal in G then the matrices { (17 t G)(si) ] 1 I i I k } have 
the same “structure ” as the matrices for the regular representation on the 
group G/H. (That is, there are nonzero blocks in the induced representation in 
the same positions as the nonzero entries in the regular representation of 
G/H.) In particular, the matrices for the elements of H are block diagonal 
and elements not in H will have no blocks on the diagonal. 
Proof: (i) is clear from the definition. To show (ii) and (iii) suppose now 
that H is a normal subgroup of G. s and t are in the same coset of G/H if 
and only if s-‘t E H. Suppose s;‘ss, E H. Because H is normal in G 
s,:?s-‘tsj E H as well. Consequently, the product, 
s,Assj * q?-‘tsj = s,+tsj 
is in H. This proves (ii). 
For (iii), note that 
s;lssj E H = ssj E s;H 
which is if and only if 
where the bar denotes the image in G/H. This proves (iii). q 
Dual to the operation of induction is the process of restriction. That is, 
given a subgroup H of G and a representation p of G we obtain a 
representation of H by restricting p to H. This is denoted (p 1 H). Clearly, 
this too is a transitive operation. Induction and restriction are related by 
Frobenius reciprocity. 
THEOREM (Frobenius reciprocity [Co, Theorem 61). Let q be a represen- 
tation of H and p a representation of G. Then, 
((77 t G), P) = (17, (P 4 H)). 
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When restricted to subgroups, irreducible representations need not re- 
main irreducible. Frobenius reciprocity is a useful tool in determining the 
structure of a restricted representation. In general this can be a very diEcult 
task. In the case of normal subgroups, however, much can be said. The 
study of the structure of restrictions of representations to normal subgroups 
is often known as Clifford theory or Mackey ‘s theov of little groups. 
Let H be a normal subgroup of G and n be a representation of H. Then 
given any s E G a (possibly) new representation of H may be defined, a 
conjugate representation of n, denoted n(‘). The representation $) is 
defined by 
q’“‘(t) = q(s-9s). 
Note that the conjugate of an irreducible representation is still irreducible. 
Consequently, there is an action of G on the set of inequivalent irre- 
ducible representations of H. For any irreducible representation 1 of H let 
A(n) denote its orbit under this action. These are simply all the inequiva- 
lent conjugates of 9. Abusing notation, A(n) will sometimes denote the 
direct sum of these representations as well. A(v) is often called the star of 
9. Let Stab,(n) be the isotropy subgroup of q under the action of G. Thus, 
Stab,(q) = {s E GJ@) - n}, 
where “ - ” denotes equivalence of representations. In particular, Stab(q) 
2 H. 
The language of conjugate representations and restrictions gives a nice 
way to explicitly restate part (iii) of Proposition 2. 
THEOREM 2 (Clifford Theory). Let H be a normal subgroup of G. 
(i) [Co, Theorem lo]. Let q be a representation of H. Then 
((qT.G)lH) = [Stab(v):H] *A(q). 
(ii) [CO, Theorem 141. Let p be an irreducible representation of G. Then 
tpJH) = [G:St;$)ld, *A(q)1 
where 9 is any irreducible representation of H which occurs in (p 4 H). 
Related to restriction and induction is the notion of extension. If p is an 
irreducible representation of G such that 
(PW) =v 
then p is said to extend 7. The most natural setting in which extensions 
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arise is in the theory of projective representations. A thorough discussion of 
this is given in the first edition of Curtis and Reiner [CR Section 511. 
C. Fourier Transforms 
Let G be a finite group, p a representftion of G and f  E L(G). Then the 
Fourier transform off at p, denoted as f(p), is the matrix given by 
flP) = c fWP(4. 
SEG 
Let H c G be a subgroup ;uld { st, . . . , sk} be a complete set of coset 
representatives for G/H. Then f(p) may be rewritten as 
f-(P) = It c fbdP(%)PW 
i=l tcH 
k 
= CP('i) C ftsit)Ptt) 
i-l tsH 
k 
= C P('i) C f,tt)Ptt) 
i-l tcH 
= i$lP(st).f(CP &HI), 
where fi E L(H) is defined by 
for all t E H and i between 1 and k. 
Via the Fourier inversion formula the Fourier transforms of a function 
f  E L(G) at all the irreducible representations of G determine f ,  
f(s) = j-&D, trace(f^(p)pV)). 
P 
As usual, the Fourier transform converts convolution to multiplication, 
fT(P) =f^(P) 3P> (2.2) 
for f ,  g E L(G). 
The first finite groups for which the problem of efficient Fourier analysis 
was seriously studied were the cyclic groups. Let C, denote the cyclic group 
of order n with generator s. Let [ be a primitive n th root of unity. Then the 
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representations of C, form a group (the so-called dual group) naturally 
isomorphic to C,, where 
Sj(Sk) = {jk 
forOlj<n-1. 
Let f E L(C,,). The Fourier transform of f at lj is given by 
n-l n-l 
f(j) = C fCk)Sjtsk) = C ftk)Sjk* 
k=O k-0 
As all the representations are one-dimensional, Fourier inversion simply 
amounts to computing the Fourier transform twice 
f(j) = i ;+)t(r’) 
(2.3) 
Thus for abelian groups computation of Fourier transforms and Fourier 
inversion are naturally of the same complexity. 
Any of a number of different algorithms for computing all Fourier 
transforms on C, go by the name of the “FFT” or “fast Fourier transform.” 
Different approaches of course yield different expected running times. 
Diaconis [D3] gives an in-depth analysis of the expected and average 
running times of several different common versions of the FFT concluding, 
THEOREM ([D3], (2.8)). T(C,) = O(n log n), where the O-notation indi- 
cates some universal constant. Consequently, using (2.3), the same is true for 
I(C?t). 
Any abelian group is the product of cyclic groups, thus 
COROLLARY (FFT). Let G be any finite abelian group. Then 
T(G) = I(G) = O(lGl log(lGl)), 
where the O-notation indicates some universal constant. 
3. THE MAIN IDEA 
A group G is an extension of K by Q if 
(i) KaG 
(ii) G/K z Q. 
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In this paper the problem of computing Fourier transforms and perform- 
ing Fourier inversion in the case in which G/K is abelian is considered. In 
this situation, the following structure theorem will be proved (Theorem 4). 
This will allow the computations to be reduced to successive applications of 
the FFT, where existing fast algorithms for these operations then speed the 
computation tremendously. 
THEOREM 4. Let G be an extension of K by Q such that Q is abelian. Then 
every irreducible representation of G is given by inducing an extension of an 
irreducible representation of K. 
In other words, given an irreducible representation p, of G there exists a 
subgroup HP such that 
and a representation qp of HP such that 
(i) 9, is an extension of an irreducible representation of K and 
00 P = (q, t G). 
Because G/K is abelian all subgroups between G and K are normal. An 
application of Clifford theory yields 
(P 4 H,) = A(q,). 
Now consider the problem of computing f(p) for some f E L(G). If p is 
constructed from 9, as in Section 2B, Proposition 2 there implies 
[G : $1 
fb> = c f(s)&) = c P(+) c fi(hMh) 
SGG j=l hsH, 
‘J(q) 0 ... 0 \ 
where the sj are coset representatives for G/H, and the representations -I$) 
are the distinct conjugates in the star of 1,. Because p is induced from a 
normal subgroup the matrices, 
have the same form as the matrices corresponding to the regular representa- 
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tion of the group G/H, (Proposition 2). That is, these matrices have a block 
structure such that there is exactly one nonzero block in each row and 
column and, furthermore, no two matrices p(sj) have nonzero blocks in the 
same position. This last observation will be crucial for performing fast 
inversion. 
Suppose all restricted transforms 
(J$(T$)) 11 I i,j I [G:H,]) 
had been computed previously and stored, and that, furthermore, the 
matrices p(si) (1 I i < [G : H]) are given. For any k between 1 and 
[G : H] let i, be the unique column in row k that has a nonzero d, by d, 
block in p(s,). Then the product 
will be the block matrix with unique nonzero block 
in row k. 
Thus, d,” operations, where (Y is the exponent of matrix multiplication, 
are needed to form this block and consequently all of row k. So, @ total, an 
additional [G : HP] . d,” operations are needed to form p(si)fi((p 1 H)). 
Finally, as there are [G : HP] values of si, in all an additional [G : HJ2 . d; 
operations would be needed to calculate f(p). 
Under the (strong) assumption of cy = 2 this yields 
[G : Hp12 - d,2 = dtvtC) = d; 
additional operations. In particular, if 9 is one-dimensional then this is 
true, independent of a. This is the case for all r), when K is abelian. 
For each irreducible representation p of G let T, be the number of 
operations needed to calculate the collection of restricted transforms 
(fi^($))ll I i, j < [G: HP]). 
Then the total number of operations needed to compute all the Fourier 
transforms on G, T(G) is 
T(G) = c Tp+ [G: Hp12-d$ 
irreducible p 
(3.2) 
where 1, induces the irreducible representation p. 
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Again, under the simplifying assumption that OL = 2 or that K is abelian, 
(3.2) becomes 
T(G) = CT, + dp’ 
P 
So the question becomes, can the calculations of the restricted transforms 
be scheduled in such a way so as to achieve savings. It will be shown that 
the computation essentially can be reduced to iteratively computing Fourier 
transforms over abelian groups (subgroups of G/K) until arriving at 
restricted transforms of K 
(f;(dll sj I [G: K]), 
where 7 runs over all irreducible representations of K. Here methods 
depending on K are to be used. 
In some sense, the earlier research in general FFTs had “predicted” the 
existence of fast algorithms for abelian extensions. For example, in [DR] it 
is shown that if G is a solvable group, then T(G) is essentially ] G]log( ( G]). 
However, this assumes that a basis for the irreducible representations of G 
can be found with certain “splitting” properties with respect to a maximally 
refined tower of subgroups of G (Proposition 2 of [DR]). In the present 
paper this prediction is realized, albeit by slightly different techniques. On 
the other hand, up to now little has been said about computing Fourier 
inversion. The ideas presented here for computing Fourier transforms admit 
modifications allowing fast computation of Fourier inversion. 
Computation of Fourier inversion relies on the observation that just as 
the Fourier transforms were easy to construct, dually, it is easy to take them 
apart. Equation (3.1) shows that the matrices f(p) have block entries 
while by Proposition 2, the blocks in the matrices p(si)-’ will run through 
the collection { p(s,)&}. 
Thus, assuming that the matrices p(si)-’ are given, appropriate multipli- 
cation of the blocks in f(p) will permit the recovery of the restricted 
transforms 
((($))ll pi, j< [G: ~~1). 
Assuming that these restricted transforms can be computed by iteratively 
computing Fourier transforms over abelian groups, iterating the process of 
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Fourier inversion over these same groups will yield the collection 
of restricted transforms on K. As f is just the sum of the functions fi on K, 
the problem has been reduced to inverting these [G : K] functions on K 
where possibly new methods may be used. 
The analysis proceeds by first considering the structure of the set of 
extensions of an irreducible representation of K when G/K is abelian. 
Assuming the existence of the extensions, the computation of the Fourier 
transforms and Fourier inversion are then built in pieces. The construction 
of the extensions is carried out via a neat use of Schur’s lemma that allows 
representations of arbitrary degree to be extended to cyclic extensions 
contained in their stabilizer. This is a construction that is essentially due to 
Clifford and is implicit in his original paper on projective representations 
WI. 
Finally, careful consideration and counting of the irreducible representa- 
tions which appear by this process give the main results (Theorems 5 and 6) 
on computations of Fourier transforms and Fourier inversion. These yield 
immediately fast algorithms for group convolution. Slightly more careful 
analysis is then given to the case of metabelian groups and a more precise 
result is obtained. 
4. FOURIER ANALYSIS FOR ABELIAN EXTENSIONS 
The starting point for this investigation is the following simple observa- 
tion: 
PROPOSITION 3. Let p be a representation of G and K a subgroup of G 
such that (p J K) is irreducible. Then p is irreducible. 
Proof Any direct sum decomposition of p implies some such for K. q 
Dually, another way to say this is that extensions of irreducible represen- 
tations are irreducible. This permits the simple analysis of the structure of 
the extensions of some_ representation of a subgroup. Throughout, for any 
abelian group A, let A denote the set of irreducible representations (char- 
acters) of A. a is called the dual of A. 
LEMMA 1. Let G be an abelian extension of K. Let 7 be an irreducible 
representation of K that extend to an irreducible representation t of G. For 
any x E (G/K) let 2 denote the natural extension of x to G by composition 
z?(t) = xbw 
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where r is the projection map from G to G/K. Then for any x E FK, the 
map z 8 ?i dejkes an irreducible representation of G and these are all the 
irreducible representations of G which extend 11. 
Proof Recall that 2 0 + is defined by 
(2 @ t)(s) = i?(s) . ?(s). 
(In general it would be the matrix tensor product, but 2 is one-dimensional.) 
As 2 is trivial on K, 
Thus the representations (R 8 3) are all irreducible representations of G 
extending 11. That these are all of them follows from the claim, 
CLAIM. Let all notation be as in the lemma, then 
Proof By Frobenius reciprocity (q t G) contains (possibly with multi- 
plicity) all irreducible representations of G which restrict to TJ on K. Thus, 
by the lemma, (7 t G) contains each of the representations 2 @ $ at least 
once. Counting dimensions, it must be exactly once, with no others in- 
cluded. 0 
The particularly simple structure of these extensions gives the first step in 
building Fourier transforms and consequently, performing Fourier inver- 
sion. 
LEMMA 2. Let K a G such that G/K is abelian and let I) be an irreducible 
representation of K which extendr to G. Assume m = [G : K ] and let 
{s 1,. . . , sm} be coset representatives for G/K with s1 ihe identity. Let 
f E L(G) and suppose that all restricted transforms ( fi( 9)) have been 
computed. Then the number of operations needed to compute the Fourier 
transforms at every extension of r] to G is at most 
[G: K] . d; + O(d:. [G: K]log([G: K])), 
where (Y is the exponent of matrix multiplication and the O-notation indicates 
the universal constant determined by the FFT. 
Proof Identify si with its image in G/K. Fix an extension 5j of n to G. 
Consider now the computation of Fourier transforms at the extensions 
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= C X(si)ii(si)L(S) 
i-l 
i-l 
where F,;, ,, is defined to be the d, by d, matrix fi(si)fi^(q). Note that on 
the order of [G : K] - d,* operations are needed to form the matrices 
(&J- 
Let uJ(si) be the j, k entry of Fs,,,. Then the j, k entry of the Fourier 
transform ~=(g 0 51) is given by the sum 
m 
C X(si)uyk(si) = q(X)* 
i-l 
To do this for all x E G/K for any fixed j and k requires 
O([G : K)log([G : K])) operations. Letting j and k vary over all possible 
values yields the theorem. 0 
To recover the restricted transforms {A(q)} the above algorithm is run 
“backwards.” 
LEMMA 3. Let all notation be as in Lemma 2. Let K 4 G such that G/K is 
abelian. Let f E L(G) and let q be an irreducible representation of K which 
extends to G. Suppose that the matrices {(ij) for all extensions q of q are 
given. Then at most 
[G: K] * d,” + O(d; - [G: K]log([G: K])) 
operations are needed to recover the restricted transforms f;(q). 
Prooj The previous lemma shows that the entries of the matrix f( f @ $j) 
are the Fourier transforms 
Thus, to recover the matrices {F,,,} these transforms must be inverted 
for all x E =. This can be done in O([G : K]log([G : K])) operations. 
Now mu!tiplication by the matrices { ii(‘} gives the restricted trans- 
forms {fi(v)). 0 
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All the previous work depends on having at least one extension. Thus, the 
problem of constructing extension is now considered. 
Let K be a normal subgroup of G. As was shown in Section 2, G acts on 
the representations of K, partitioning them into their respective stars. The 
stabilizer of any particular irreducible representation of K is the subgroup 
of elements of G which conjugate the representation to some equivalent 
irreducible representation. If r) is an irreducible representation of K then 
Stab,(v) is its stabilizer. The following observation is basic. 
hlOPOSITION 4. Let K 4 G, and let 9 be an irreducible representation of 
K. Then q can only be extended to subgroups that lie between Stab&n) 
and K. 
Proof Let H G G be a subgroup of G such that 9 extends to a 
representation ;i of H. Let x be the character of n and z denote the 
character of ij. Note that 
(iuK) =x. 
As 2 is a class function on H, then for any s E H and t E K, 
g(s-Its) = f(t) =x(t). 
Thus, x is stable under the action of H and so is 9. Cl 
The main tool in actually constructing an extension is the following 
theorem which is essentially due to Clifford [Cl]. 
THEOREM 3. Let K 4 G such that G/K is cyclic of order m. Let Q be any 
irreducible representation of K such that q is stable under the action of G. 
That is, 
q(B) - q 
for all g E G. Then there are exactly m extensions of q to irreducible 
representations of G. 
Proof Let s E G generate G/K. Since q(‘) - q there exists a matrix 
C(s) such that 
C(s)-‘q(h)C(s) = q(s-‘hs) 
for all h E K. Consequently, 
C(s)-kq(h)C(s)k = q(s-“hsk) 
for all k. In particular, for k = m, 
C(s)-“q(h)C(s)” = v(s-“‘hsm) 
= qb”)-‘dhbds”), 
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where the last line follows from rrn E K. But this means that the matrix 
dsm)c(s)-m intertwines the irreducible representation q. That is, 
v(h) = ~(~m)c(~)-“~(~)c(~)m~~~-m~ 
for all h E K. Schur’s lemma now implies 
ww(~)-” = x * 4f,Xd, 
or 
q(s”) = x * c(s)” 
for some X E C. 
The above is to be used to obtain a representation of G extending q. The 
obvious thing to do would be to assign the matrix C(s) to s and extend 
multiplicatively, hoping that this suffices. However, there is an extra con- 
straint, that p(s)” = p(s”) = q(sm). This can be satisfied by using the 
above relation. 
Let a be any mth root of A. Now define a map q, on G by 
%bkh) = ca(s)kdh), 
where 
C,(s) = UC(s). 
Note that 
%(J”) = c,(s)” 
= amC(s)” 
= XC(s)” = TJ(s”). 
CLAIM. 7, is a representation of G which extend 17. 
Proof. Clearly, if na is a representation of G then it extends q. So all 
that is left to be shown is that qa is a representation of G. In other words, 
qJs’h@h’) = q,(s’h)q,(.#h’). 
By definition, the right-hand side is 
q,(s’h)v,(skh’) = a’C(s)‘q(h)a”C(s)“q(h’) 
=a ‘+“C(.+j(h)C(s)“q(h’). 
Now unravel the left-hand side, 
qu(sihskh’) = qa(sisks-khskh’) 
= q,(S~sjmS-khSkhf), 
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where i+k is the unique integer, 0 I i+ m such that i+k + jm = 
i + k. (This defines j.) Then 
7. 7 i+k q a (S~+ks/ms-khskh~) = ar+k c(s) T@yq(s-khsk)q(h’) 
- i+k =a ‘+kC(s) a’“c(s)‘mc(s)-k~(h)c(s)k?j(h~) 
-. 
=a i+k+jy-(S)l+k+Jm-kq(h)C(S)ky(h~) 
=a ‘+“c(s)‘?J(h)c(s)“~(hr) 
and the proof is complete. 0 
Note that in the case of d, = 1, the “matrix” C(s) is the constant 1. 
Then the map 9, is defined by 
where recall that a is an mth root of n(P). 
Of course, in general, for G an abelian extension of K, the stabilizer of 
any irreducible representation n need not be a cyclic extension. Then 17 may 
not be extendable all the way to the stabilizer. Any abelian extension can be 
written as a sequence of cyclic extensions. Thus, to build extensions of a 
representation n, first extensions to the biggest cyclic extension within the 
stabilizer could be constructed. Let H c Stab(n) be this extension and let ;i 
be an extension of 77 to H. As G/K is abelian, H is normal in G and there 
is an action of G on ;i. Any element of G stabilizing ;i must stabilize n, 
thus 
H c Stab,(e) c Stab,(n). 
So, one of two things must occur: 
(i) Stab,(q) 2 H or 
(ii) Stab,(q) = H. 
Consider these in turn. 
In case (i) again, Stab,(t) is an abelian extension of H so that ;i may be 
extended to some cyclic extension H’ within Stab,(G). This is still an 
extension of n. So, by Lemma 1, q has [H’ : K] extensions to H’. Each 
such extension must come from an extension of n to H. Thus, the following 
is proved inductively: 
PROPOSITION 5. Let K be a normal subgroup of G such that G/K is 
abelian. Let v be an irreducible representation with 5 and +’ extensions of 17 
to some subgroup H between G and K. Then ii can be extended if and on& if 
ii’ can be extended. 
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In case (ii) the following lemma is useful: 
LEMMA 4. Let K Q G and let 9 be an irreducible representation of K. Then 
Stab,(q) = K if and only if (q t G) is irreducible. 
Proof By Clifford theory, 
htG)IK) = c-Ah> 
for some positive integer c. If Stab,(q) = K then 1 A( n)l = [G : K]. Conse- 
quently, counting dimensions it must be that c = 1 if and only if 
[G : Stab,(q)] = [G : K], if and only if 
Stab,(q) = K. cl 
Thus, any irreducible representation 1) of K is extended using Theorem 3 
until it can be extended no further, whereupon it is induced to G and is 
irreducible. Note that Proposition 5 implies that if any extension of n to a 
subgroup H of G induces an irreducible representation of G, then all 
extensions of n to H induce irreducible representations of G. By Frobenius 
reciprocity the resulting irreducible representations are independent of the 
sequence of extensions. Combining Proposition 5 with Frobenius reciproc- 
ity gives 
LEMMA 5. Let Ka G with G/K abehan. 
(i) Let 17 be an irreducible representation of K. If any extension of q to 
H c G induces an irreducible representation of G then all extensions of 4 to H 
induce irreducible representations of G. 
(ii) Let 9’ E A(q). Then 17’ can be extended as far as q and the 
irreducible representations obtained by inducing the maximal extensions of 7’ 
are the same as those obtained from 7. (The irreducible representations of G 
are determined by the diflerent stars of K.) 
Proof: (i) Follows immediately from Proposition 5. 
(ii) Observe first th a i 9’ E A(n) then Stab,($) = Stab,(q). This is t f 
clear for if G/K is abelian then Stab,(q) is normal in G. Thus, 
Stabc($) = s. Stab,(q) . s-l = Stabc(n), 
where ncs) = 9’. Let 3 be any extension of 9 to a subgroup H. Then 
(q(S) J K) = n’ and 17’ is extendable to H. Frobenius reciprocity implies 
that conjugate representations have the same irreducible representations of 
G occurring in the representations which they induce in G. Combined with 
(i) this gives the second part of (ii). 0 
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Now the basic representation theory fact may be proved: 
THEOREM 4. Let K be a normal subgroup of G such that G/K is abelian. 
Then every irreducible representation of G is given by inducing an irreducible 
representation which is an extension of some irreducible representation of K. 
(This may be restated as: Given a representation p of G there exists a 
subgroup H 
KcHcG 
and an irreducible representation 9 of H such that 
(9 (I) t G) = P ad 
(ii) 17 is an extension of an irreducible representation of K.) 
Proof: The proof is by induction on [G : K]. If G = K then there is 
nothing to prove. So assume [G : K] > 1 and let p be an irreducible 
representation of G. In addition assume p is an extension of an irreducible 
representation of K. Let p be a prime such that p I[G : K]. Since G/K is 
abelian, there exists a subgroup H such that 
and [G : H] = p. Let # be an irreducible representation of H which occurs 
in (p J H). Either Stab,( #) is G or it is H. By Lemma 4, if it is the latter, 
then (J/ T G) is irreducible and p = (J, t G) and by induction p is induced 
from some extension of K. 
So, suppose that Stab,( 4) = G. By Theorem 3, # may be extended to G 
in p distinct ways, and (Ic, t G) is the direct sum of these extensions. 
Consequently, as p is irreducible, p must be one of these extensions and 
(P 4 HI = $0 
By induction there exists a subgroup H,, and an irreducible representa- 
tion 77 of HP such that 
KEH,cH~G 
and (n r H) = $. Thus, (4 J H) = A(q). H acts transitively on A(q) and 
[A( q)[ = [H : H,]. Consequently, Stab,(q) f H. However, 
lAh)l = 
IGI IHI 
WbG(r))l = - IHpI . 
so, 
ICI lStab&dl -= 
WI P’ IH,,l . 
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By Theorem 2 every $ E A(q) extends in p distinct ways to Stab,(q). 
Each of these induces something irreducible in G. By Frobenius reciprocity 
one of these must be p. q 
COROLLARY. Let K be a normal subgroup of G such that G/K z Z/p Z 
for some prime p. Let p be an irreducible representation of G, then (p 1 K) is 
multiplicity-free. 
Proof In the above theorem it was determined that either (p J K) 
remains irreducible or else is equal to the star of irreducible representation 
of K. In either case, every irreducible which occurs does so exactly once. •I 
The main theorems now follow easily. 
THEOREM 5. Let K 4 G such that G/K is abelian. Let { qi}ie t be a 
complete set of representatives for the orbits of the irreducible representations 
of K under the action of G. Let H,,i be a subgroup of G (containing K) such 
that qi extena’s to H,,i but no further. Then the number of operations needed to 
compute all Fourier transforms for any complex-valued function f defined on G 
is at most 
where m,, is the number of irreducible representations of G ultimately induced 
by extensions of vi, (Y is the exponent of matrix multiplication, and the 
O-notation indicates the universal constant as determined by the FFT. 
Proof Fix a set of cojet representatives { si} for G/K and compute the 
restricted transforms { fi(n)} for all irreducible representations n of K. 
This requires ( 1 G I/ 1 K 1 )T( K ) operations. 
Now for each irreducible representation n of K, extend n maximally to 
H,,. Using Lemma 3 to compute all restricted transforms at these extensions 
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requires 
operations. Let p = (3 t G) be irreducible, where 1 is an extension of q to 
H,,. Then 
As the matrices p(s,) are block matrices with the structure of the 
matrices of the permutation representation on G/H,,, each multiplication 
takes ( 1 G 1 / 1 Hq 1) - d,” operations. So in total, 
operations are required. 
By Theorem 3 all irreducible representations of G are obtained in this 
fashion. For each star A(qi), m, irreducible representations of G are 
obtained. Summing over all stars gives the result. 0 
Note that m,, I [H,,, : K]. This yields the bound for Theorem 1 given in 
the Introduction. 
As stated at the beginning of this section. The algorithm outlined above 
can be run “backwards” to obtain the same result for Fourier inversion, up 
to replacing the T(K) term by I(K). Multiplication by the blocks in the 
matrices p(s;)-’ return the restricted transforms at the extensions which 
induce the irreducible representation. Iteration of Fourier inversion on 
abelian groups ultimately yields the restricted transforms on K. Finally, 
inversion of these restricted transforms gives back the function f. 
THEOREM 6. With all notations as in Theorem 4, the number of operations 
needed to perform Fourier inversion for functions on G is 
IGI 
E 40+ Cm, 
is1 
+ IA( * ~d,+d~,O(~.log(~))). 
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Thus, having fast algorithms for performing Fourier inversion and com- 
puting Fourier transforms, a fast algorithm for computing convolutions can 
be given. 
~EOREM 1. Let all notation be as in Theorems 4 and 5. Then if K is a 
normal subgroup of G such that G/K is abelian, then convolution of two 
functions in L(G) may be computed in at most 
operations, where the constant indicated by the O-notation is universal and 
determined by the FFT. 
Prooj: Let f and g be in L(G). By (2.2) the Fourier transform of their 
convolution at any irreducible representation p of G is simply the product 
to their individual Fourier transforms at p. Thus, compute the Fourier 
transforms of f and g at all irreducible representations of G, multiply the 
matrices to obtain the Fourier transform of f * g at all the irreducible 
representations of G and then invert. The asserted bound is just the sum of 
the number of operations needed to do each of these. •I 
Some crude estimates under the simplifying assumption of exponent for 
matrix multiplication equal to 2 gives the following bounds: 
COROLLARY. Let the notation be as in Theorem 4. Let K be a normal 
subgroup of G such that G/K is abelian. Then assuming that LX = 2, the 
number of operations needed to compute Fourier transforms on G is at most 
IGI 
-.,,,)+O(,G,l,(~)), 
IKl 
while the number of operations needed to perform Fourier inversion is at most 
IGI - *I(K) + O(Wo,( E)) IKl 
and the number of operations needed to convolve the two functions on G is at 
most 
E - (2T(K) + I(K)) + IGI + 0 IGllog 11y( 
i (‘“‘)I 
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Proof. Consider the inner sum in Theorem 4 in two parts. The first 
expression is now 
However, ( 1 G I/ 1 HYi I) * d, is just the degree of each irreducible induced by 
the extensions of irreducibles in A(ni). Consequently, this sum is just a 
rewriting of the sum 
irreducible p 
and so is equal to ( GI . 
Similarly, the sum 
C lAhi)l ’ d7f, 
iEI 
is a rewriting of the sum of squares of the degrees of the irreducible 
representations of K so that it is equal to JKl . Lastly, replacing JH,, l/lKl 
by 1 GJ/ JKI and multiplying things out gives the result. 0 
Any solvable group can be written as a sequence of abelian extensions. 
Consequently, 
COROLLARY. Suppose G is a solvable group and the exponent for matrix 
multiplication is 2. Then the number of operations needed to compute Fourier 
transforms on G or perform Fourier inversion on G is at most 0( I GI log( 1 GI)). 
If G is an abelian extension of an abelian subgroup (i.e., metabelian), 
then Theorem 4 says that all irreducible representations of G are induced 
from one-dimensional representations. Since la = 1 always, 
THEOREM 8. Let G be metabelian. Then 
T(G) = I@) = O(IWvdlGI))- 
Actually, in the case of metabelian groups a slight rearrangement of the 
sum in Theorem 5 gives a more precise result. 
THEOREM 9. Let K be a normal abelian subgroup of G such that G/K is 
abelian. Let md be the number of inequivalent irreducible representations of G 
of dimension d. Then both T(G) and I(G) are bounded by 
lGllog(lKl) + IGI + c 
dl[G: K] 
, 
where the O-notation indicates a universal constant determined by the FFT. 
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Prooj As always, having fixed a set of coset representatives, compute all 
restricted transforms on K. This requires 0( ] G] log( ]K()) operations. Fol- 
lowing the algorithm as presented in Theorem 5, all the representations of 
K (one-dimensional) are extended as far as possible and induced to G 
where they give irreducible representations. Representations which extend 
exactly as far as a subgroup of degree [G : K]/d induce irreducible repre- 
sentations of degree d. On the order of [G : K]log([G : K]/d) additional 
operations are required to compute the restricted transforms at these 
extensions. 
Let nd be the number of irreducible representations of K whose exten- 
sions eventually induce irreducible representations of G of degree d. Then 
Hence, to compute all the restricted transforms for extensions which 
induce irreducible representations of degree d an additional 
* d2md[G : K]log 
are required. Only representations whose degree divides [G : K ] are possi- 
ble. 
If p is an irreducible representation induced by a one-dimensional 
representation of index d then only an additional d 2 operations are needed 
to compute the Fourier transform at p. Thus, summing over all p, at most 
an additional ( G] operations. 
Similarly for recovering the restricted transforms, given the Fourier 
transform at all irreducible representations p, at most an additional ]G] 
operations are needed. To go from these to the restricted transforms on K 
via Fourier inversion, the above analysis holds. Finally, collecting terms 
yields the result. •I 
Many groups of interest occur as metabelian groups. For example, the 
dihedral and generalized quatemion groups are metabelian. A theorem due 
to M. Hall says that all groups of square-free order are metabelian. The 
methods given above are readily applied for performing Fourier analysis. 
As illustration, in Section 5 two examples are worked out. 
It is worth mentioning here that in practice the exponent for matrix 
multiplication, a, is 3. There is active research in pursuing what is thought 
to be the theoretical limit of a = 2. Currently, the best theoretical result is 
a = 2.38 (see [CW]). It is straightforward to carry through the preceding 
analysis using assumptions like a = 2 + E or assuming that d * log d opera- 
tions are needed to multiply d by d matrices. 
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5. EXAMPLES 
To illustrate the methods presented in Section 4, two examples are 
worked out here. The cases in which G contains a normal abelian subgroup 
K such that either G/K is isomorphic to Z/pZ or to an abelian group of 
order p* (so Z/pZ 613 Z/pZ or Z/p*Z) for some prime p are considered. 
The first case illustrates the basic construction with a minimum of complex- 
ity. Here, to make things concrete the explicit example of the Heisenberg 
group is carried along. 
Most generally the discussion in the first case will apply any time all 
irreducible representations of K either extend fully to G or else induce 
irreducible representations in G. As a consequence, this also gives the 
analysis for A,, the afhne group mod p. 
The second case shows how things get more complex as the possibilities 
for extending and inducing representations of K increase. Here no explicit 
example is included. 
EXAMPLE 1. K abelian, G/K z Z/pZ. 
In this case consider the action of G on d. As Z/pZ has no nontrivial 
subgroups, the only possibilities for stabilizers for elements of 2 are G and 
K. By Theorem 3, any representation fixed by G has p extensions to G. On 
the other hand, by Lemma 4, any representation with stabilizer K, or 
equivalently, any representation with p conjugates with respect to G, 
induces an irreducible representation of G. 
In particular, consider the case when G is the Heisenberg group, the 
subgroup of GL,(Z/pZ) given by the matrices of the form 
I 0 1 x 0 1 Y, z 1I 
where x, y, z are any elements of Z/pZ. The Heisenberg group is of 
interest in many areas of mathematics and, in particular, plays a deep role 
in the theory of the classical fast Fourier transform (see [AT]). It is easy to 
check that the subset of matrices above with x = 0 form a normal subgroup 
K that is isomorphic to the abelian group Z/pZ @ Z/pZ under the 
mapping 
Consequently, the representations of K are all one-dimensional, given by 
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characters, 
X r. s 
= x,(z) . x,(y) = ,*ni=/peZniv/p 
for any r or s with 0 s r, s < p. Thus, x,,, is the tensor product of the 
characters x, and x, in m. 
G/K is isomorphic to Z/pZ and the subgroup of matrices of the form 
give a complete set of coset representatives for G/K. Let this subgroup be 
denoted as A. 
It is useful here to introduce more concise notation. Let [z, y] denote the 
matrix 
in K and x the matrix 
1 X 0 
0 1 0 
0 0 1 
in A. 
Any character x,,, is determined by its values on the generators [l, 0] 
and [0, l] of K. In order to determine ;he orbits within K it is only 
necessary to consider the action of A on K. Note that 
x-l * [z, y] * x = [z - xy, y]. 
Consequently, 
x!fxPA) = xr,s(wl) = x,(l) 
and 
Thus, 
x~?w4l1) = xr,,u-XJI) = x,(-4xsw 
= XAl) - 
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So B decomposes as 
(i) Characters$xed by G: {x0,,}, 0 s s <p. 
(ii) Characters fixed by K: Existing in orbits of size p given by the sets 
Oj = { Xj,31° s ’ <P} 
with j # 0. 
The following general theorem determines the number of operations 
needed to compute the Fourier transforms, after which the case of the 
Heisenberg group is worked out. Fourier inversion is treated in Theorem 12 
below. Although these results could simply be stated as corollaries of 
Theorem 9, the “special” proofs supplied here give explicit recipes for 
performing these calculations. 
THEOREM 10. Let K be an abelian normal subgroup of G such that 
G/K a Z/p Z and let f E L(G). Then all Fourier transforms of f can be 
computed in at most 
mlp2 + Oh 1% p + I WodlKI)) 
operations, where mi is the number of irreducible representations of G of 
degree pi and the O-notation indicates the universal constant as determined by 
the FFT. 
Construction and Proof. Fix a generator s E G for G/K. For each j 
such that 0 I j I p - 1 define a function 4 E L(K) by 
f$) = rw (54 
for all t E K. The first step is to calculate d(x) for all j and each x E J?. 
As K is abelian this can be done for any fj in 
operations. So, for all j, 
= o(lWdlKl)) 
operations are needed. 
Consider now the problem of computing the Fourier transforms at the 
irreducible representations of dimension p. Let p be any such representa- 
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tion. By Theorem 4, p = (5 t G) for some .$ E I?. Thus, by Clifford theory, 
‘p’(t) 0 *** 0 
P--l II(P)= c P(Krf,W 9 X’*‘(f) 
,j = 0 SGK 
: :I’ 0 : 
0 0 . . . XW) 
‘f;(x”‘) 0 *- * 0 ’ 
p-1 
= c P(S)' 
0 j?(p) *** 0 
9 
j=O 
0 0 . . : g(P)) 
where {x(l), . . . , x(P)} = A(x). 
By Proposition 2 the matrices { p( s’) 10 s j I p - l} have the structure 
of the matrices giving the regular representation of G/K z Z/pZ. That is, 
s may be chosen so that p(s) has the form 
PM = 
0 0 -** 0 u: 
4 0 . . . 0 0 
0 u: -** 0 0 
. . . . . . . . . . . . . . 
0 0 *-* u; 0 
where the af are nonzero and, in general, p(s)’ has p nonzero entries 
(ai,..., u{}. Thus, 
fb) 
= 
ax”‘) up-‘fgJ x(2)) . . * &( x(p-1)) &(x(p)) 
4(x”‘) j$( xc*)) - - . aix( xcPvl)) a$j$ xcP)) 
u;-lfti( x(l)) $4ffJx’z’) . .: a$( &-1)) X( ,,,,, 
\ 
(5.2) 
Consequently, the above sum may be performed in d: = p* additional 
operations. Doing this for each of the ml such representations yields m,p* 
operations in total. 
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The form of the matrix fip) is crucial. That is, up to scalars, the entries 
of f(p) are just the restricted transforms at the characters which induce p. 
This is the key to performing Fourier inversion. 
Now all that is left is to compute the Fourier transforms at the one- 
dimensional representations of G. By Theorem 3 the characters come in 
families of size p all of which extend some specific character of K. 
Applying Lemma 2, for each such family all the Fourier transforms may be 
computed in O( p log p) operations. In total then, an additional 
o( TPlc%P) 
operations are accumulated. Simplifying and summing the terms gives the 
asserted result. q 
It is instructive to note that in the case in which G is itself abelian the 
algorithm may be viewed as a generalization of the Cooley-Tukey method. 
In this case, m, = 0 and it may be assumed that the, generator s of G/K is 
such that sP = 1. Then X = 1 and thus F,,,(i) =fi(x) for each i. 
The constructions in Theorem 10 are readily applied to the Heisenberg 
group. Let a E A be the generator 
Then a-‘aaiM1 = 1 in G. Thus for xj,a E Oj, 
‘0 0 ... 
(~~,~tG)(a) = : : :I* . . . . . . 
and 
fCXj,OfG) 
0 (j ..: 
0 1 
0 0 
0 0 
. . . . 
i 6 
I 
= 
X(Xj,O) f,-xXj,l) **' X(Xj,p-2) X(Xj,p-1) 
X(Xj.0) X(Xj,l) .** Z(Xj,p-2) X(Xj,p-1) 
lfz(Xj,O) fzCXj,l) **' X(Xj,p-2) X(X,.-1) / 
(5.3) 
Thus, actually no additional operations are needed to form [(x~,~ t G). 
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As for the characters xO,s fixed by G, the constructions of Theorem 3 
show how to extend these to p one-dimensional representations of G. Since 
QP = 1, the procedure is to take some pth root of 1, X and define a 
representation of G, xk,, by 
x$&j * [z, Yl) = Qxo,s(b7 Yl) 
= h(j)XO,SUZ~ rlh 
where qh is the corresponding character of Z/pZ. Thus, 
f^(xxo,J = E(A)7 
where F, E L(Z/p Z) is defined by 
(5.4) 
(5.5) 
THEOREM 11. Let G denote the Heisenberg group. Then 
T(G) = O(lGllodp*) +p%p)- 
Remark 1. When G is the Heisenberg group, the fact that the coset 
representatives formed a subgroup of G exactly reflects that G is the 
semidirect product of Z/pZ $ Z/pZ by Z/pZ. In another case of interest, 
the afIine group mod p, A,, this is also given as a semidirect product of 
abelian groups, this time Z/pZ by (Z/pZ)*. In this case, the characters of 
Z/pZ are split into two orbits under the action of (Z/pZ)*. The trivial 
character is fixed while the nontrivial characters comprise the other orbit. 
The trivial character extends in p - 1 ways to A, and a single irreducible 
representation of degree p - 1 is induced by the other orbit. Thus, 
T( AP) = O(IA,llog p + (P - l)log( p - 1) + (P - 1j2). 
In general, if G is the semidirect product of two abelian groups H and K 
with K normal in G, the characters of K will in fact extend all the way to 
their stabilizers (see [S, Proposition 251). This simplifies the analysis greatly 
and is very useful for computation. In the context of spectral analysis for 
data on finite groups, explicit examples of this type, A,. (= (Z/p”Z)* D< 
Z/p”Z) and Z/nZ K (Z/2Z)” have been worked out in detail [R2]. 
Remark 2. It is useful to try to understand which is the dominant term 
in the expected running time for this algorithm. If K has order prime to p 
then in fact G is the direct product of K and G/K and the methods of 
abelian FFTs are used. Thus, assuming that p divides K and the above 
algorithm is used, the analysis in the proof of Theorem 10 shows that 
mologp + mIp2 < IGllogp 5 IGlhdlKI), 
so computing the restrictions to K dominates the running time. 
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Now consider the problem of performing Fourier inversion. 
THEOREM 12. With notation as in Theorem 10, given the matrices fip) 
and p(s) for all irreducible representations p and all s in G, the number of 
operations needed to determine f has the same bound a.s the number needed to 
calculate the Fourier transforms. 
Proof: The first observation is that it is sufficient to determine the p 
restricted functions fi E L(K) defined in Eq. (5.1). The other key observa- 
tion is that, as shown by Eq. (5.2) in the proof of Theorem 10, the 
p-dimensional Fourier transtorms actually contain as entries (up to scalars) 
the restricted transforms {h(x)}, where j is between 0 and p - 1 and x 
ranges over all characters of K which have stars of size p. Thus, at most 
m,p* operations are needed to determine the restricted transforms 
(fi”(x)lO 2-i I P - 1, x E i, IA(x)l = P). 
Note that the values needed to divide by to determine the restricted 
transforms are simply the entries in the representations of the chosen coset 
representatives. 
Now consider the Fourier transforms at the one-dimensional representa- 
tions of G. Again, these come in families of size p of Fourier transforms of 
characters that extend some specific character of K. Using Lemma 3 the 
restricted transforms at this character may be determined in 0( p log p) 
operations. 
Thus, on the order of an additional (m,,/p)p log p or m, log p opera- 
tions are required to determine the restricted transforms 
(f,:(x)lO ci 5 P - 1, IA( = 1). 
As K is abelian, Fourier inversion for any function in L(K) may be 
performed in at most 0( IKIlog(lK()) operations. This must be done 
lGl/Wl times, so O(IWog(lKl)) in all. Summing all the terms yields the 
result. Cl 
Again, in the case in which G is the Heisenberg group, the application is 
straightforward. In this situation, Eq. (5.3) shows that the p-dimensional 
representations actually contain as entries the restricted transforms fy( x,, ,) 
for r z 0 and, thus, no additional operations are needed to recover these. 
To recover the restricted transforms at the characters x0+ fixed by G, the 
extensions & (see (5.4)) must be decomposed. Using (5.5) this requires 
only that the Fourier transforms F<X) be inverted. Thus, a bound identical 
to Theorem 11 is obtained for performing inversion. 
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THEOREM 13. Let G denote the Heisenberg group. Then 
T(G) = ~(IGllodp2) +p21w). 
EXAMPLE 2. K abelian, G/K abelian of order p2. 
It is instructive to also consider the case of an extension of order p2. That 
is, let K be an abelian normal subgroup of G such that either G/K s 
Z/p 2 X Z/p 2 or G/K = Z/p2 2. The bounds achieved here are indepen- 
dent of the particular case. The complications here arise from the possibility 
of having to extend characters more than once. 
Suppose that G is an abelian extension of K of order p2. Then Ir’ is 
partitioned into orbits of three sizes: 
(i) orbits of size p2, 
(ii) orbits of size p, and 
(iii) orbits of size 1. 
Let these characters be of types (i), (ii), and (iii), respectively. As in 
Example 1, the possibilities for the orbits will organize both the analysis of 
the representations theory and the subsequent computations. 
Lemma 4 says that characters of type (i) induce irreducible representa- 
tions of dimension p2. Theorem 3 shows that the characters of type (ii) 
extend to characters of the stabilizer of their orbit which further split into 
orbits of size p (see Fig. I), under the action of G. Consequently, as 
characters of a subgroup of index p in G that lie in an orbit of size p with 
respect to the action of G, they in turn induce an irreducible representation 
of dimension p in G-one for each such orbit, or p in total. 
Finally consider the characters of type (iii). pick any, subgroup H of 
degree p over K. As K is also normal in H, H acts on K as well and any 
character fixed by G is necessarily fixed by H. So these characters extend to 
characters of H. G acts on the extensions and under this action one of two 
things may happen: Either the p extensions of any character become 
conjugate, or they remain fixed. If they remain fixed, they extend further to 
characters of G. If they become conjugate, then as in case (ii), the orbit 
orbit orbit orbit 
bb 
orbit 
FIG. 1. Behavior of characters in orbits of size p. 
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FIG. 2. Behavior of fixed characters. 
induces an irreducible representation of dimension p. Figure 2 illustrates 
these possibilities: 
All this gives 
THEOREM 14. Let K be an abelian normal subgroup of G, where either 
G/K = Z/pZ x Z/pZ 
or 
G/K z Z/p=Z. 
Let p be a representation of G of dimension d,. Then 
(i) If d, = p2 then p is induced by a character of type (i). 
(ii) If d, = p then either p is induced by a character of type (ii) or by a 
character of K that only extendr to a subgroup of degree p. 
(iii) If d, = 1 then p is the repeated extension of a character of type (iii). 
Taking a cue from the first example, the Fourier transforms of f are 
computed in stages. First, all restricted transforms on K are computed. 
Then the computations of Fourier transforms at the three different types of 
representations are considered separately. Computations at the largest 
representation will require only negligible additional scalar multiplication. 
At the next largest representations (of dimension p) one “level” of comput- 
ing Fourier transforms on Z/p Z will be required after isolating the re- 
stricted Fourier transforms which appear. Lastly, at the characters of G the 
Fourier transforms will require computation of Fourier transforms over 
abelian groups of size p2. This is made precise in the following theorem. 
THEOREM 15. Let K be an abelian normal subgroup of G such that 
[G : K] = p2 and let f E L(G). Then all Fourier transforms of f can be 
computed in at most 
m2p4 + mIp2 + O(lGllodlKl) + mIp210gp + m&dp’)) 
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operations where m, is the number of irreducible representations of G of degree 
pi and the O-notation indicates the universal constant as determined by the 
FFT. 
Proof As before, first the restricted transforms 
(I;(x)lx EI-?,OSjSp*-1). 
are computed. This requires 0( 1 Gl log( lK()) operations. Again following 
Example 1, all the Fourier transforms at all the irreducible representations 
of degree p* may now be computed, each with at most an additional ( p*)* 
operations. Thus, in total, m2p4 more operations computes all Fourier 
transforms at all the p*-dimensional representations. 
This takes care of the contributions due to characters in orbits of size p*. 
Turning to those that lie in orbits of size p, extend each of these characters 
to their respective p extensions within their respective stabilizers. 
The function f has p restrictions to any such stabilizer. As in Example 1 
all the Fourier transforms o,f any of these restrictions at each of the p 
extensions of any fixed x E K may be computed in 0( p log p) operations. 
The same is true for those characters of K fixed by G which may only be 
extended as far as degree p. It is important to note that whether or not the 
extensions are conjugate, in either case, all restricted transforms at each of 
the p extensions must be computed. Thus, in total, on the order of an 
additional m,p* log p operations are needed. (The extra factor of p comes 
from the p restrictions to the various subgroups of index p.) Finally, 
summing over the restrictions, at most another m,p* operations are needed. 
Lastly the Fourier transforms at the characters of G are computed. 
Theorem 4 shows that these come in families of size p* extending specific 
characters of K, all of whose Fourier transforms may be computed in 
0( p2 log( p*)) operations. So, in total, on the order of (m,,/p*)p* log( p*) 
operations are needed. Simplifying and summing yields the theorem. 0 
Again as in Example 1, the algorithm may be reversed to perform Fourier 
inversion in at worst, the same number of operations. 
THEOREM 16. With the notation as in Theorem 12 above, given the 
matrices f*(p) and p(s) for all irreducible representations p and all s E G, 
the number of operations needed to compute Fourier inversion for f has the 
same bound as the number needed to calculate Fourier transforms. 
Proof As in the proof of Theorem 11, first note that up to scalars, the 
m2 representations of degree p* contain the restricted transforms 
(6(x)1x E 2, IA( = P*, 0 sj I P* - 1). 
Thus, at most m 2 p4 operations are needed to determine these. 
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Similarly, as in (5.2), up to scalars, the Fourier transforms of degree p 
contain the restricted transforms at extensions of characters of K that 
could extend no further than a subgroup of degree p. Again for any single 
representation of this type, at most p* operations are needed to recover 
these restricted transforms, namely dividing through by the scalars which 
occur as entries in the matrices in the induced representations. So, in total 
m,p* operations are needed. The m,p* restricted Fourier transforms which 
occur in these transforms of degree p come in families of size p as 
extensions of fixed characters of K. Thus, using Lemma 3 an additional 
(m1p2)plogp 
P 
or m,p* log p operations are needed to determine the restricted transforms 
at these characters. 
All that is left is to work back down from the one-dimensional represen- 
tations of G to the restricted transforms at the characters of K which 
extended to G. Again, using Lemma 3, for each family of p* extensions 
0( p* log( p*)) operations are needed, so (mo/p2)p2 log( p2) in all. Now the 
p* functions on K can be inverted in 0( 1 GJlog( IKl)) additional operations. 
cl 
6. STRATEGIES FOR GENERAL SEMIDIRECT PRODUCTS 
BY ABELIAN GROUPS 
When a representation is induced from a subgroup that is not normal the 
situation can be more complex. To illustrate, in this section the case in 
which G is the semidirect product by an abelian group is considered. That 
is, G contains a normal abelian subgroup K and another subgroup H such 
that 
(i) H n K= (1) 
(ii) G = H D< K. 
This is denoted as G = H K K. 
After a brief review of the representation theory as given in Serre 
[S, Section 8.21, ideas are given and compared for calculating Fourier 
transforms. This work is preliminary in nature but serves as a starting point 
for the study of fast computations for these groups. 
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Let G = H o( K, where K is abelian. The representftion theory of G is 
determined by the equivalent actions of G and H on K. Let 
It= IjA(xi) 
i=l 
be the decomposition of k into orbits under this action. Define 
and 
Hi = Stab,(x,) 
Gi = Hi D< K = Stab,(xi). 
Let p be any representation of Hi. Then p extends by the identity on K 
to a representation F of Gi. Similarly, because Hi stabilizes xi, xi extends 
by the identity to Gi. Call this extension xi. Then the tensor product p Q ki 
defines an irreducible representation of Gi, 
@ @ %itts> = P(t)Xi(s) 
for all t E Hi and s E K. Let 
Note that if H is abelian then this means that xi has been extended to its 
stabilizer. An application of Lemma 4 then proves that representations 
{ O,,i} give all the irreducible representations of G. For arbitrary H this is 
still true [S, Proposition 251. 
Consider now the problem of computing all Fourier transforms for such 
groups. If Gi is normal in G then the ideas of Section 4 may be used. 
However, it need not be the case that G, is normal in G. Consequently, the 
restriction of 0,. i to Gi may not be diagonal and, in general, the structure 
of the matrix of the induced representations will not be so well-behaved. 
However, (0,. i J K) will be diagonal and in fact, it is easy to see that 
(@p,i J K) = dpA(~i)* 
This suggests two possible approaches to computing Fourier transforms of 
a function f defined on G. 
METHOD 1. (a) Compute all Fourier transforms for the 1 KI restrictions of 
ftoH. 
(b) Compute every Fourier transform off as 
flQp,i> = C Op,i<s>L(op,iJH)a 
SGK 
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Step (a) above can be performed in ]K( T(H) operations. Note that here, 
even though H need not be abelian, fast algorithms for computing Fourier 
transforms on H may exist. In particular, methods suggested in [DR] may 
prove useful. 
Now, for each i and p step (b) must be performed. As (O,, i J K) is 
diagonal the matrix multiplication here takes di operations. So, in total 
an additional ] Kl ] G] operations will be needed. ?kis is recorded as 
PROPOSITION 6. Let G = H # K, where K is a normal abelian subgroup 
of G. Then Method 1 takes at most O( I KI( I GI + T(H))) operations to 
compute all Fourier transforms on G. 
METHOD 2. (a) Compute all Fourier transforms of the I HI difirent 
restrictions off to K. 
(b) Compute all Fourier transforms as 
i(@p,i) = C @p,i<t).t(@p,iJ K)* 
tcH 
Since T(K) is at most O( ] K]log( 1 KI)) operations, step (a) takes at most 
O( ] G] log( ] KI)) operations. Again, these matrices are all diagonal, so this is 
an additional di operations for each matrix multiplication. So, in total 
there are an addiknal IKl ]G] operations. In total, 
PROPOSITION 7. Let G = H D< K, where K is a normal abelian subgroup 
of G. Then Method 2 takes at most O( IGl( I HI + log( I KI)) operations to 
compute all Fourier transforms on G. 
It is instructive to make some comparisons here. In cases in which 
T(H) = O(IHllog(lHI)), Method 1 yields a running time of 
IGl(lKl + lw(lHI)) 
operations versus Method 2 which gives an estimate of 
I~IWI + hdm 
operations. 
In a particular case of interest, B, = S, D< (Z/22)“, use of the ideas in 
[DR] gives an algorithm for T(S,) which has a running time crudely 
bounded by O((n!)3/2). Then Method 1 estimates a running time on the 
order of 
l(Z/2Z)~(lB,I + T(S,)) = 2”(2”n! + (n!)3’2) 
operations, while Method 2 gives 
IB,,i(lSnl + log((Z/2Z)“)) = 2”n!(n! + n log2). 
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