Basic definitions and notations
Let us recall some definitions and basic facts which will be used throughout this note.
By a fuzzy probability space [10] we mean a triplet (X,M,m), where A' is a non-empty set, M is a fuzzy <r-algebra (i.e. M C (0, 1) A such that:
(i) (ii) if a 6 M, then a' := 1 -a G M; (iii) if a n G M, n = 1,2,..., oo then V a n £ M) and the mapping m : M -* (0,oo) fulfils the following n=l conditions:
(iv) m(a V a') = 1 for every a £ M;
(v) if {a n }^°= 1 C M such that a.{ ^ 1 -aj (pointwisely) whenever i / j, oo oo then m( V a n ) = £ m(a n ).
The symbols \J a n := supa n and /\ a n := inf a n denote the fuzzy union n n n n and the fuzzy intersection of a sequence {a n } n C M, respectively, in the sense of Zadeh [16] . Each mapping m : M -* (0,oo) having the properties (iv) and (v) is called in the terminology of Piasecki a fuzzy P-measure; the system M is called a soft-fuzzy cr-algebra [10] . The presented fuzzy P-measure fulfils all properties analogous to the properties of classical probability in the crisp case [10] .
A fuzzy partition (of the space (A',M, m)) is a finite collection A = n {ai,.. ,,a n } of members of M such that m( V a i) = 1 a nd a, ^ 1 -aj «=i whenever i / j. K. Piasecki has formulated in [10] the Bayes formula for these partitions. The entropy of these partitions is defined and studied by the second author in [5, 7] . We define the entropy of any fuzzy partition A = {ai,..., a n } by Shannon's formula: If A = {ai,... ,a n }, B = {¿i,.. . ,6/t} are two fuzzy partitions, we define the conditional entropy as follows: 
¿=0 Evidently, UA {£/(/); / € A)
is also a fuzzy partition. In [7] it is proved that the above entropy has all properties analogous to the properties of entropy in the crisp case. 
The Kolmogorov-Sinaj theorem on generators
In this section we shall present a new proof of Kolmogorov-Sinaj's theorem on generators for fuzzy dynamical systems. The main tool is a representation of a fuzzy <r-algebra Ai by a Boolean cr-algebra. In [7] , the theorem Let a fuzzy probability space (X,M,m) be given. In accordance with Piasecki [11] (see also [2] ), we denote by K(M) the system of subset A C X for which there exists a fuzzy subset a G M such that From the next theorem it follows that any fuzzy probability space (X, M, m) determines a probability space in the classical sense. 3.2. Remark. Let (X,S,P) be a probability space in the sense of classical probability theory. Put M = {X/i! A G where \A is the characteristic function of the set A G S. If we define the mapping m : M -• (0,1) via m(xa) = P{A), then the triplet (X,M,m) is a fuzzy probability space. We shall say that the system (X,M,m) is induced by the probability space (X, S, P). It is easy to see that in this case there holds K(M) = <S. Moreover, we have
Pm(A) = m{X,0 = P(A)
for every A G A'(M).
Notation. If a G M, A G K(M)
and {a > i} C A C {a ^ then we write a ~ A. 0 (j = 1,..., t) , then we write A ~ A. 
PROPOSITION. TO every fuzzy partition

* fc H (A) = £ F(Pm(Ai)) + F(P(L)) = £ F(m(0i)) = Hm(A).
The second assertion can be proved similarly. 
