We study in this paper the computation of skyline queries -a popular tool for multicriteria data analysis -in the presence of noisy input. Motivated by crowdsourcing applications, we present the first algorithms for skyline evaluation in a computation model where the input data items can only be compared through noisy comparisons. In this model comparisons may return wrong answers with some probability, and confidence can be increased through independent repetitions of a comparison. Our goal is to minimize the number of comparisons required for computing or verifying a candidate skyline, while returning the correct answer with high probability. We design output-sensitive algorithms, namely algorithms that take advantage of the potentially small size of the skyline, and analyze the number of comparison rounds of our solutions. We also consider the problem of predicting the most likely skyline given some partial information in the form of noisy comparisons, and show that optimal prediction is computationally intractable.
INTRODUCTION
The rapid expansion of data generated by web users, sensor networks, and other noisy/uncertain data sources, raises new challenges for decision support systems. We focus in this paper on the computation of skyline queries -a popular tool for multicriteria data analysis -in the presence of noisy input. Given a set of data items, the skyline is the subset of items (a.k.a. Pareto optima) that are not "dominated", where an item is dominated if there is another item that is superior for every criterion. For instance, consider a scenario in which we wish to identify which cities offer the highest salaries together with high quality education. The skyline and dominated items are as illustrated in Figure 1 .
Skyline queries are traditionally viewed as a problem of computing maximal vectors in a multidimensional space R d ; data items correspond to points and each criterion corresponds to one dimension. Much research has been devoted to efficient skyline computation in the presence of exact data.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. For the noisy case, the main approaches so far deal with the computational complexity of skyline queries when the input is a set of points with uncertain location. In contrast, we consider here a different setting where no information is given a priori about point location and points can only be compared, through noisy comparisons, along each dimension. We study the complexity of skyline computation here in terms of the required number of such comparisons.
This setting is motivated by the processing of skyline queries in crowdsourcing scenarios. In such settings, uncertainty is inherent, numerical estimates are not always relevant, and the focus lies in general on the cost of interaction with the crowd rather than computational complexity. To illustrate, let us consider a crowdsourcing scenario based on the example from Figure 1 . Information about the average salary or schooling in different cities may be missing and people may not be able to return numerical estimates. Instead, comparing different cities may be more natural (Marcus et al. [34] , for instance, show that comparisons provide more accurate rankings than ratings in certain Crowdsourcing experiments). Therefore to compute the skyline with the help of the crowd we can ask people questions of the form "is the education system superior in city x or city y?" or "can I expect a better salary in city x or city y". Of course, people are likely to make mistakes, and so each question is typically posed to multiple people. Our objective is to minimize the number of questions that need to be issued to the crowd, while returning the correct skyline with high probability.
We refer to our computation model as the noisy comparison model. We assume that items are fully ordered along each dimension. The order is unknown but items can be compared through oracles (<i) i≤d , where <i compares a pair of items on dimension i. Each call to the comparison oracle would intuitively be implemented in our crowd scenario by asking a new person to compare two items on a particular dimension. In order to take into account noisy answers, we model queries to the comparison oracle as i.i.d. random boolean variables that may return an erroneous answer with probability bounded away from 1/2, e.g., p < 1/3. The assumption here is that there is an underlying ground truth, but the oracle may make mistakes. We thus design algorithms to mitigate those mistakes. Our cost model reports the number of oracle calls required for skyline computation, rather than computational complexity. Our assumption that error is bounded away from 1/2 makes sense for real-life scenarios as it is hard to distinguish error probabilities close to 1/2 from statistical noise.
Of course the model is a simplification of actual crowd behavior and evaluating skyline queries on a real crowd raises many further issues which we leave for future work, such as estimating the error rate of workers and dealing with varying error rates. Nevertheless the formal results in this paper may serve as a yardstick on what could be expected from the performance of algorithms in refined crowdsourcing models.
Contributions. In this paper, we provide the first algorithms for skyline queries in the noisy comparison model, and evaluate their performance with respect to the following parameters:
-the number of input items n -the dimension (number of criteria) d -the error probability tolerated for the result δ -the (unknown) skyline cardinality k Specifically, we show that if we want our algorithms to return the correct answer with probability at least 1 − δ
• we can check if a candidate set of k items is the skyline with O(dnk log
• the skyline can be computed with O(dkn log(dk/δ)), O(dk 2 n log(k/δ)) or O(dn log dn δ ) comparisons.
• Ω(n log k δ ) comparisons are necessary to check a candidate skyline in the worst case (hence also to compute the skyline).
These algorithms rely on sorting, binary search, and maxima procedures from the literature. The complexity of the corresponding problems in presence of noisy comparisons has indeed been established in [16] as Θ(n log(n/δ)), Θ(log(n/δ)), and Θ(n log(1/δ)). Our results thus show that naïvely sorting the data along all dimensions and computing the skyline based on the corresponding orders is optimal for constant d when k = Ω(n), and we provide more efficient solutions when this is not the case.
We also analyze the number of rounds #rounds required by our algorithms when all comparisons whose execution has been decided at some point of the algorithm are processed in a single round in parallel. This measure is in particular relevant for crowdsourcing scenarios where questions are issued in batches, hence the number of successive batches provides some measure on the time required to complete the scenario. Obtaining low #rounds for sorting-based algorithms proved challenging. The first (and so far unique) efficient parallel sorting algorithm in presence of noise derives from the notoriously complex AKS comparator circuit network, which achieves an optimal #rounds of O(log n) rounds. We also design a simpler algorithm that does not rely on the AKS network, runs in (optimal) O(n log n δ ) noisy comparison, and uses O(n α ) rounds for any (arbitrarily small) constant α > 0. To achieve our results, this paper slightly extends several results from the skyline [28] and fault-tolerant sorting [32] literature to fit our arbitrary dimension and arbitrary precision setting. Finally, to complete the picture, we also consider an incremental scenario where some noisy comparisons were already performed, and the task is to process or complement the collected information in order to compute the most likely skyline. We thus prove that results from [19] about maxima computation can be extended to show that in presence of arbitrary sorting information (a multiset of noisy comparison results), it is Θ p 2 -hard for every dimension d to:
• compute the most likely skyline
• decide which additional comparison will most increase our confidence on the skyline.
This setting may in particular be relevant for our Crowdsourcing scenario if one endeavours to make the best of the comparison data available instead of computing this information from scratch.
Organization. Section 2 introduces formally our model and the problems we investigate. The results from the literature that we exploit in this paper (e.g., sorting and searching with noisy comparisons) are introduced in Section 2, whereas Section 7 provides a broader overview of related work. Section 3 investigates the complexity of verifying a candidate skyline, and those techniques are exploited in Section 4 to devise algorithms for computing skylines. The latency of our algorithms is analyzed in Section 5. Finally, Section 6 is devoted to our hardness results for the optimal exploitation of available information in skyline computation.
TECHNICAL PRELIMINARIES
Comparison-based results for computing skylines in the noiseless case typically rely on sorting and max algorithms and bounds [31] . In this section we first present our computation model. Then we survey skyline problems in the noiseless case. Finally we discuss sorting and max algorithms and bounds with noisy comparisons.
Model and Notations
Let S denote a set of n items. We assume these items admit a full (but not necessarily strict) order ≤i along d dimensions i ∈ {1, . . . , d}. These implicit orders are not known and can only be discovered through queries of the form "is item v superior to item v along dimensions i; i.e., v ≤i v ?". We also write v v to denote that v ≤i v for each i ≤ d. When v v and there is some i ≤ d such that v <i v , we say that v dominates v, which we denote by v v . The notation extends to any set of items C: v C iff there exists some v ∈ C such that v v . Finally, we denote the lexicographic order among items with < lex : v < lex v iff there is j ≤ d satisfying both (1) for all i < j, v ≤i v , and (2) v <j v . Definition 1. Given a set of d-dimensional items S, the skyline of S is the set of items that are not dominated (we assume that two items can not coincide):
Remark 1. Skylines are a generalization to multiple dimensions of the maximum problem: for d = 1, the skyline Sky(S) is the maximal item of S. We therefore only consider the case d ≥ 2 in the proofs.
Noisy comparison model. The noisy comparison model assumes we are given access to an oracle that takes as input a pair of items v, v together with a dimension i ≤ d, and answers with probability at least 1 1 − p whether v ≤i v , where p is a fixed constant p < 1/2 (say, p ≤ 1/3). We assume that oracle queries are independent, so that repeating a query decreases the probability of error. The noiseless comparison model corresponds to the particular case where p = 0.
We shall also consider the more limited noisy boolean variable model from [16] where the algorithm takes as input a set of boolean variables and an oracle providing with error probability p ≤ 1/3 the correct value of the variables. The latter can be considered as a noisy comparison model where each item can only be compared to a specific item representing variable "0".
The problems we consider in these models take as input a parameter δ called the tolerance, and the algorithms must return the correct answer with error probability at most δ. Henceforth we shall abbreviate error probability as err. pr. and omit to mention that error probability is obviously allowed to be smaller than δ.
Complexity measure. Our focus is on the worst case oracle complexity; the number of calls to the comparison oracle. But at each step of their execution, our algorithms may require extensive computation, based on previous comparison answers, to decide which comparisons should be asked next or which answer should be returned. Unless specified otherwise, our upper bounds will therefore deal with computational complexity. The latter of course bounds from above oracle complexity.
Problems of interest. The problem that we wish to investigate is the following: Skyline computation problem: Input: S: set of n items, δ: tolerance Objective: compute Sky(S) with error probability δ.
Before we tackle this Skyline computation problem, we shall address the simpler problem of checking a candidate skyline:
Skyline verification problem: Input: S: set of n items, C: candidate set, δ: tolerance Objective: Check C = Sky(S) with error probability δ.
We shall in particular investigate output sensitive algorithms, namely algorithms whose complexity depends on the 1 The algorithms are robust to an adversary oracle that could return a correct answer instead of an incorrect one. number k of items in the skyline. Of course, we do not assume prior knowledge of this number, so the algorithm has to guess the value of k.
Complexity of noiseless skylines
Before going into the noisy model we first recall results for the noiseless case. Most results in the literature analyze the computational complexity of skyline queries rather than oracle complexity. But the lower bounds generally count the comparisons required to compute the skyline, and conversely a few algorithms guarantee a low oracle complexity under some restrictions.
Of course the oracle complexity is at most O(dn log n) since sorting the input along all dimensions solves any problem w.r.t. oracle complexity. For d = 2 a tight lower bound of fsort(n) + n − 1 on the oracle complexity was proved by Yao [45] , where fsort(n) denotes the number of comparisons required to sort n items. For d = 3, an upper bound of 2n log 2 n + O(n) comparisons follows from Kung et al's algorithm [31] ; a lower constant factor than the naïve sorting approach, but one checks easily that Kung et al's algorithm does not guarantee better constant factors for oracle complexity than naïve sorting beyond d = 3. A bound of n log 2 k + O(n √ log k) was recently established [11] , matching the information-theoretic lower bound of n log 2 k comparisons [28] .
We are not aware of results on the oracle complexity of skyline for higher dimension. The question of computing an asymptotic equivalent for the oracle complexity of skylines beyond d = 2 is actually left open in [11] . For arbitrary large d, a few algorithms nevertheless outperform the naïve sorting approach in terms of computational and (thereby also) oracle complexity when k is small enough.
A standard skyline algorithm allows to compute the skyline in O(dnk). For this we can for instance maintain a partial skyline Si for i = 0, . . . , k containing the i greatest skyline points for lexicographic order, together with the set Ri of points that are not dominated by Si (S0 = ∅, R0 is the whole input). At step i we compute Si+1 in O(dn) from Si by adding the largest item of Ri for lexicographic order, then compute Ri+1 from Ri, also in O(dn) by removing all items that are dominated by this largest item. This algorithm is essentially the one we shall adopt in presence of noisy comparison, except that we will not maintain Ri due to the higher cost of this screening operation in presence of noise. When Ri is not available, the computation of Si+1 from Si and the set of all input items has a higher cost, though.
A shrewder algorithm with low computational complexity for small values of k and d has been proposed by Kirkpatrick and Seidel [28] , based on a Divide and Conquer paradigm. The authors only investigate the complexity for constant d, but we outline in the Appendix an analysis for arbitrary dimensions:
Theorem 1 (adapted from [28] ). The skyline can be
Computing in the noisy comparison model
While skyline computation has not been previously studied (to the best of our knowledge) in the noisy comparison model, several other operators were investigated: the OR problem decides if one of n boolean input variables is true, whereas MAX returns the maximum of the n items, SORT-ING returns the input items in sorted order, and TOP-k returns the k largest items (in arbitrary order). Finally, BI-NARY SEARCH takes as input (1) an ordered list S of n items and (2) another item v, and returns the successor of v in S.
Lemma 1 ( [16] ). The problems above can be computed within the following bounds for computational complexity, which are tight even for oracle complexity:
Actually, it is obvious that any algorithm for the noiseless case with complexity f (n) can be turned into an algorithm with tolerance δ in presence of noise by repeating each comparison requested by the algorithm log(f (n)/δ) times and taking majority vote: each noiseless comparison will thus be simulated by a comparison with tolerance δ/f (n), hence an overall error of δ by union bound [16] . The bounds of Lemma 1 show that for the problems considered we can do better.
The algorithms above assume the input oracle has constant error probability. While our access to data is limited to noisy comparisons, we shall consider any procedure computing some boolean condition (with the help of such comparisons) as an additional oracle that can be exploited by other queries. Our algorithms thus compute compositions of boolean queries, etc. In order to optimize the cost of such compositions, we investigate the cost of trust-preserving algorithms, whose tolerance is determined by that of the input oracle(s): for all δ < 1/3 the output must be correct with err. pr. at most δ if the input oracle(s) has err. pr. δ. Trustpreserving algorithms can be pipelined; as observed in [36] for the similar -fault-tolerant model: a trust-preserving algorithm for the composition of functions (e.g. boolean functions) can be obtained through the composition of trustpreserving algorithms for these functions. In the case of OR, Newman provided a simple trust-preserving algorithm in linear time.
Lemma 2 ([36]
). OR can be computed in O(n) with a trust-preserving algorithm that returns the variable of minimal index among the true ones (if any).
We can derive from this simple algorithm a trust-preserving algorithm for MAX. Assume w.l.o.g. the input oracle has err. pr. δ < 1/6. We observe that we can simulate a comparison with err. pr. δ/2 by majority of 3 comparisons having err. pr. δ. Furthermore the maximum of 4 items can be computed with err. pr. δ/2 in c = O(1).
Lemma 3. MAX can be computed in O(n) with a trustpreserving algorithm, as illustrated in Algorithm 1.
1 Partition input items into groups of 4 (last group may be smaller), AND compute with err. pr. δ/2 the max within each group. 2 Apply recursively T (n/4, δ/2) to these n/4 candidate maxima (if n > 4).
Proof. The cost of T (n, δ) satisfies the equation below:
We show by induction that T (n, δ) errs with probability at most δ: the probability that the maximum has been unduly eliminated in step 1 is δ/2, and the probability that it is eliminated in step 2 is also δ/2 by induction hypothesis, hence an overall tolerance δ.
Alternatively a slightly stronger result can be obtained as follows: [18] shows that MAX can be computed with a deterministic noisy tournament tree in O(log log n) rounds, with O(n) comparisons. A simple analysis of their proof shows the algorithm to be trust-preserving (we only need to maintain the dependency on throughout their proof).
In our skyline algorithm we repeatedly compute the maximal item (for <1) that is not dominated by larger items. For this, we will use the following lemma:
Lemma 4. Let S denote a set of n items, P a boolean property on S, and < a total order on S. Given an oracle that decides P with tolerance δ in time α(δ), and a similar oracle with tolerance δ for < in β(δ), one can compute
Proof. One can simply view the problem as the search of the maximum for a modified total order; < P , defined from P by:
• when ¬P (v) ∧ ¬P (v ), say v and v are ties (any arbitrary choice would do)
We can clearly simulate in O(α(δ)+β(δ)) an oracle with tolerance δ for < P , using the oracles for < and P . Furthermore, the maximum for P is the item we are looking for, therefore we can solve our problem by executing the max-algorithm of Lemma 3 on order < P .
We show in the next two sections how our skyline problems can be solved using the results about sorting and computing maxima with noisy comparisons.
SKYLINE VERIFICATION PROBLEM.
Dominance tests are a cornerstone of our skyline algorithms. We therefore begin our exposition of skyline algorithms with two procedures for dominance testing.
1. We can check v C with err. pr. δ in O(d|C| log ). We then deduce whether v C without further oracle comparisons (though with possibly large computational cost).
We are now ready to address the problem of checking a candidate skyline. We develop two algorithms that mostly differ on which procedure from Lemma 5 they adopt for dominance queries. The algorithms simply check the two properties (1) C = Sky(C) and (2) Sky(S) ⊆ C with err. pr. δ/2. Both properties can be viewed as boolean combinations of dominance tests:
Our first algorithm uses the first procedure of Lemma 5 for the dominance tests, whereas our second algorithm, presented below as Algorithm 2, first sorts C along all dimensions and then relies on binary search to process dominance queries
Proof. We first observe that the two conditions above are necessary and sufficient to guarantee Sky(S) = C.
(1) Each dominance test v C can be checked in O(d|C|) with err. pr. 1/3 using the first procedure of Lemma 5. Using these tests as the basic oracle for the OR algorithm, we check C ⊇ Sky(S) in O(n|C| log 1 δ ) calls to this dominance test, which yields O(dn|C| log 1 δ ). We use similarly the OR algorithm to check C = Sky(Cs) with the same complexity. Computational and Oracle complexity are the same for this algorithm.
(2) Line 1 of Algorithm 2 runs in O(d|C| log(d|C|/δ)) according to Lemma 1 (which in turn summarizes results from [16] ). In line 2 we then check C = Sky(C) without any further call to the comparison oracle. When the orders computed in line 1 are correct, we can simulate in O(d log(d|C|/δ)) (oracle complexity) an oracle that for each item v ∈ S checks with err. pr. δ/2 if v is dominated by C, according to Lemma 5. Using this oracle, we can then check v∈S v C with err. pr. δ/2 in O(n · d log(d|C|/δ)), by Newman's trust-preserving OR algorithm (see Lemma 2) . This yields an overall oracle complexity of O(dn log(d|C|/δ)) for the algorithm. The computational complexity, however, may be higher due to the dominance tests and skyline computation on C (see discussion in Section 7).
We do not have tight bounds for checking skylines in the general case, but we next prove that the second bound in Algorithm 2: Skyline verification(S, C, δ) 1 Sort C along each dimension with err. pr. δ/(2d) 2 if C = Sky(C) according to these orderings 3 return false 4 else Check v∈S v C with err. pr. δ/2 Theorem 2 is optimal for constant d, whereas the first one is optimal for constant |C|. Proposition 1. Let C ⊆ S. Checking if C = Sky(S) has oracle complexity Ω(n log |C| + dn log(1/δ)).
Proof. The Ω(n log 2 |C|) lower bound is actually a particular case of stronger bounds from the literature [4, 28] . We can also prove it directly from the information-theoretic bound in the noiseless case with d = 2, adapting the argument of Yao: even when items can be dominated by at most one item from C, there are at least |C| n−|C| · |C|! possible ways to order items of C and assign each remaining items to its dominating point in C. Any algorithm checking the skyline must gather information sufficient to distinguish two such configurations, and therefore performs Ω(n log 2 |C|) oracle comparisons (details are left for the Appendix).
The Ω(dn log 1 δ ) lower bound derives from an immediate reduction of OR: assume that we wish to compute the disjunction of d × n noisy variables xi,j (i ≤ n, j ≤ d). Let C = {v0} denote the unique tuple with value 1 on dimension d + 1 and 0 on the others. For each i ∈ {1, . . . , n}, let vi denote the tuple (xi,1, . . . , x i,d , 0). The disjunction is true if and only if C = Sky(S), which concludes our reduction.
COMPUTING SKYLINE.
After the last section discussing skyline candidate verification, we now investigate the complexity of skyline computation. The oracle complexity of skyline computation (or actually any problem) is bounded from above by the complexity of sorting. Proof. Each dimension can be sorted with err. pr. δ/d in O(n log(dn/δ)) according to Lemma 1. By union bound, all orders are then correct with err. pr. δ, so that any standard algorithm for noiseless skylines can compute the skyline based on these orders without further oracle calls.
By reduction from skyline verification (Proposition 1), this is again optimal for constant d when the skyline contains k = Ω(n c ) (c > 0) items. We next turn our attention to outputsensitive algorithms, namely algorithms that perform better when k is small. Recall that k denotes the number of items belonging to the skyline. Our output-sensitive algorithms for computing the skyline rely on the following auxiliary procedure:
return true 11 else 12 return false Proposition 2. Depending on the procedure adopted for dominance testing in line 3, Algorithm 4 computes the first min(|Sky(S)|,k) points of the skyline in decreasing lexicographic order
2. or with O(dkn log(dk/δ)) oracle complexity.
Proof. Let Si denote the set comprising the i items of Sky(S) having the highest rank for < lex . Lines 7 to 12 show how an oracle for lexicographic comparison can be simulated in O(d) with err. pr. 1/3, using Newman's OR algorithm (see Lemma 2) . Using this oracle for lexicographic order and the oracle for dominance testing of Lemma 5 as basic oracles for the max-algorithm of Lemma 4, lines 3 to 5 compute iteratively Si+1 from Si with the requested complexity:
(1) Using the first procedure for dominance testing of Lemma 5 we get the new skyline item with err. pr. δ/k in O(d·i·n log(k/δ)). Overall, we thus get k skyline items with err. pr.
Using the second procedure of Lemma 5 yields the new skyline item with err. pr. δ/k in O(dn log(dk/δ)). Overall, we can thus get with err. pr. δ a set of k skyline items in O( i<k dn log(dk/δ)) = O(dkn log(dk/δ)).
Remark: For d = 2, dominance tests are essentially trivial, so the problem can be solved in a simpler way in the sense that the algorithm needs only use MAX/OR algorithms and not binary insertion. The complexity of the first algorithm is lowered to O(kn log(k/δ)).
We next present our main algorithm for computing skylines with noisy comparisons. The idea is to exploit the SkySample algorithm from Proposition 2, but since the value of k is not known in advance, we must be careful to set a small enough value ofk ≥ k in order to guarantee low complexity. We thus use Chan's trick [9] to "guess" k by binary search with increasing candidate values: the i th call to SkySample uses ki = 2 
Proof. The probability of returning a wrong answer at round i is δ/2 i . By union bound, the error probability sums up to at most i≤ log log k δ/2 i ≤ δ overall.
(1) Using the first procedure for dominance testing in Proposition 2, the computational (hence oracle) complexity of the algorithm is at most O(dn
Alternatively, if we use the second procedure for dominance testing instead, the oracle complexity of Algorithm 5 is in O(dn
, which amounts to O(dkn log(dk/δ)).
DELAY IN TERMS OF ROUNDS
In the algorithms above, some oracle calls depend on the result of previous calls. This may become an issue in, e.g., crowdsourcing scenarios where tasks involve substantial delays. We therefore analyze the number of rounds required by each algorithm when all comparisons are processed simultaneously in a same round, unless their execution is determined by the outcome of some comparison that has not been processed yet, in which case it is left for future rounds. A formal definition of this number of rounds #rounds can be found in [18] .
Before presenting our results we survey some previous work on #rounds for binary search and sorting, and improve some of these results, then use the improved bounds to analyze our skyline algorithms.
Parallel algorithms with noise: sorting
Feige et al. [16] already investigate the question of parallelism for MAX and Sorting with noisy comparisons when using a maximum of n processors. In our setting we instead focus on the model of Newman [36] and Goyal and Saks [18] . This model, which they apply to the MAX and OR problems, does not restrict the number of simultaneous comparisons. This model seems more relevant for our crowd scenario as we can recruit additional workers when needed. In particular, Newman [36] shows a trust-preserving OR algorithm in O(n log(1/δ)) with O(log * n) rounds. Goyal and Saks [18] prove a corresponding Ω(log * n) lower bound and also propose a trust-preserving MAX algorithm in O(n) with O(log log n) rounds (the algorithm is presented for constant tolerance, but a careful analysis of their proof shows it is error preserving). The O(n log n) sorting algorithm of Feige et al. [16] mentioned in Lemma 1 relies on binary search to sort items incrementally by insertion, and therefore requires Ω(n log(n/δ)) rounds as their binary search algorithm requires O(log(n/δ)). We first show that #rounds of binary search can be lowered to O(log n).
Theorem 5. Binary Search can be solved with err. pr. δ in time O(log(n/δ)) and with O(log n) rounds.
Lemma 6 (Chernoff bound). Let X1, . . . , X k denote i.i.d. 0-1 variables with Pr(Xi = 1) = ρ, where ρ < 1/2. Then we have
Proof. This is the standard Chernoff bound with µ = ρk, 1 + δ = 1/(2ρ).
We next prove the theorem. Proof (Adapted from [16] ). When δ ≥ 1/n the result is obvious since the O(log(n/δ)) rounds of [16] satisfies our bound. We therefore restrict our attention to the case δ < 1/n. Given a comparison oracle with error probability p < 1/3, we can use majority vote to simulate a comparison oracle with error probability at most 2 − log(1/δ)/ log n /(2e), in O(log(1/δ)/ log n) and with constant number of rounds. We then process all comparisons of the binary search algorithm described in [16] with this oracle.
This algorithm interprets a binary search as a random walk down the binary search tree. In short, let x1 ≤ x2 ≤ · · · ≤ xn denote the n input items in sorted order. We fix x0 = −∞ and xn+1 = ∞. For each i ≤ n, the i th leaf of the tree is associated to the interval [xi, xi + 1) and the interval of an internal node is the union of both children intervals. The random walk starts at the root of the tree. Each step of the algorithm compares the value of the item searched with the bounds of the children intervals and proceeds to the corresponding child. In case of a contradiction (the node appears to be outside both children intervals) the walk backtracks to the parent of the current node. Finally, when a leaf is reached, since there are no children to move to, a counter is incremented instead when the comparisons confirm the interval, and decremented if the comparisons contradict the interval.
Using our comparison oracle, we make sure the probability that each step of the random walk moves toward the correct destination with err. pr. at most ρ = 2 − log(1/δ)/ log n /(2e). By the Chernoff bound therefore, after k = 2 log n steps the probability that the walk does not terminate at the correct leaf is at most (2ρe) k/2 = (2 − log(1/δ)/ log n ) log n = δ. The cost of the whole algorithm is clearly O(log(1/δ)) and #rounds is O(log n).
The next results show that very efficient parallel algorithms can be obtained while maintaining the number of comparisons within the optimal O(n log(n/δ)) bound.
Theorem 6. SORTING can be solved with err. pr. δ in time O(n log(n/δ)) and with O(log n) rounds.
Proof (adapted from [32] ). The proof almost literally follows the proof of [32] , replacing error 1/n 2 by δ (we assume δ < 1/n 2 ). Their sorting algorithm relies on a recursive application of some AKS partial-sorting network whose properties are described in the following lemma. Lemma 7 (Corollary 2.1 in [32] ). Let X be a set of size m and let β = 1 − 1/(8 log 6). Given a comparison oracle with err. pr. ρ for any (not necessarily constant) ρ < 1/3, we can compute with err. pr. at most ρ Θ(log m) , in time 3 O(m log m) and with O(log m) rounds, a partition of X into disjoint sets {S, X1, . . . , Xm} where m = Θ(m 1−β ), |S| = O(m 3/4 ), and |X1| = · · · = |Xm| = Θ(m β ) such that the items in Xi are smaller than items in Xj for all i < j.
Step 1-Using Lemma 7, we compute with err. pr δ/10 a partition X = S ∪ X1 ∪ X2 ∪ · · · ∪ Xn such that all the items in Xi are smaller than all the items in Xj for i < j, where n = Θ(n 1−β ). To obtain such accuracy we need for some constant c to make sure that ρ c log n ≤ δ/10. This can be guaranteed via majority vote by repeating each comparison O(log δ/ log n) times, thus lowering ρ to 2 log(δ/10)/(c log n) . The cost of applying this step is at most O(n log(1/δ)), and #rounds remains O(log n).
Step 2 and 3-Using Lemma 3 we compute in parallel for all i ≤ n the maximum item Mi of Xi with tolerance δ/(10n). We then sort P = S ∪ {M1, . . . , Mn} using parallel MergeSort [13] , repeating each comparison via majority vote so that P is sorted with err. pr δ/10. Based on the sorted order of P , we can derive the approximately correct position for each item in S. In particular, we partition X as
Yi where Yi = Xi ∪ {s ∈ S | Mi−1 < s ≤ Mi} for i < n and Yn = Xn ∪ {s ∈ S | s > Mn−1} (and M0 is assumed to be −∞). One checks easily |Yi| = Θ(n β ). Since |P | = O(n 3/4 ) the cost of computing maxima and sorting P , thus building the partition, is O(n log(n/δ)) and #rounds is O(log n).
Step 4-To sort the items within Yi recursively, we use an adaptive approach. In parallel, we recursively sort Yi with tolerance δ β . Let p0 denote the probability that there are 2 or more unsorted groups.
The last derivation is justified by 2β − 1 > 2(1 − β) together with δ < 1/n. Observe that δ decreases at the same rate as n so δ < 1/n is maintained through the recursive calls.
Step 5 and 6-We now detect which groups of the form Yi remain unsorted. We check the correctness of the order reported by the recursive sorting algorithm for each i in parallel. This is achieved with err. pr. δ/10 by comparing each pair of adjacent items O(log(n/δ)) times. With probability at least 1 − δ/10, we will detect the (probably) unique unsorted group, with constant number of rounds. We then sort this group using MergeSort, repeating each comparison via majority vote so that the group is sorted with err. pr δ/10. The number of items contained in the unsorted group is at most O(n β ), so the cost of this sorting step is O(n log(n/δ)) and #rounds is O(log n).
Summing over all steps, we check immediately that the algorithm has error probability at most δ. The cost C(n, δ) and number of rounds T (n, δ) of the algorithm satisfy:
This gives C(n, δ) ∈ O(n log(n/δ)) and T (n) ∈ O(log n).
As the AKS network [5] on which this algorithm is based is notoriously complex [42] , we propose another sorting algorithm in O(n log(n/δ)) that requires more rounds asymptotically but is based on a much simpler binary insertion merging procedure and therefore may be more practical. We decompose our algorithm into β stages, as illustrated in Fig Proof. The binary searches within each stage can be processed in parallel because the order of items in S h is already known, and will not be contradicted as long as the binary searches return correct answers. Over the whole execution of the algorithm, at most βn binary searches are executed (β per item), hence (1) by union bound all insertions are correct with err. pr. at most δ, and (2) the complexity of the algorithm is in O(βn log(n/δ)). The number of rounds during each stage is O(n 1 β log n) according to Theorem 5. Taking β = 1 + 1/α thus concludes the proof.
Parallel algorithms with noise: skylines
We next analyze the number of rounds required by each of our skyline algorithms, when multiple comparisons can be processed simultaneously. The maximal number of comparisons in a round is roughly equal to the average number of comparisons per round (number of comparisons divided by number of rounds), as detailed in the proof (deferred to the Appendix).
Theorem 8. Analyzing #rounds for our algorithms yields the following results:
• One can check a candidate skyline C in:
Oracle complexity Rounds dn|C| log(1/δ) log
• One can compute the skyline in:
Oracle complexity Rounds dn log(dn/δ) log n dk
k · log log n · log k where every entry is implicitly an asymptotic O(), and complexity refers to oracle complexity.
We can similarly analyze the number of simultaneous comparisons per round. We omit exact expressions.
EXPLOITING AVAILABLE DATA
Up until now we studied algorithms that query a comparison oracle to find the correct skyline (with a low probability of error a priori). We next turn our attention to the setting where some comparison information is already available and the objective is to exploit this information in an optimal way with respect to computational complexity. In this new approach, we now assume that on each dimension all orders have equal probability a priori, but the (noisy) comparison information adds to our knowledge on the hidden order, which raises the question of computing the most likely skylines given the information available. This fits for instance a scenario where the computation may be interrupted after it runs out of time or resources. It is also justified in [19] as a model of CrowdSourcing that is simpler to implement when human workers do not behave as predicted and fail to answer some of the questions due to unacceptable response time or lack of knowledge.
We henceforth call the result of a comparison a vote; for instance: "v <i v ". Two questions of interest in our model are (1) how can we compute the most likely skyline given a multiset of votes (without executing any further comparison), and (2) given a multiset of votes, which pairs of objects should we compare next with the oracle (and on which dimension) to maximize our information on Sky(S). Formally, we first define problem MLsky and show it is computationally intractable in general. We then do the same for NVsky. Those two problems, standing respectively for Maximum Likelihood and Next Vote, generalize to multiple dimensions problems from [19] about maxima computation. Those problems were proved hard when d = 1 [19] but the case d = 1 is somewhat particular and it does not seem easy to cast it as a particular case of higher dimension skylines: the nature of the problem changes a bit from d ≥ 2, with the number of possible skylines raising from n to 2 n . . . So we next explain how those hardness results extend to arbitrary dimension.
Maximum Likelihood Skyline (MLsky): Input: p: err. pr., M ∈ (N S×S ) d : input votes Objective: compute the most likely skyline; P ⊆ S that maximizes Pr(Sky(S) = P | M ).
We first detail our setting and conventions. To simplify the proofs we assume that objects admit a full and strict ordering along each dimension, and we also assume that all (n!) d d-tuples of orders are equally likely a priori (before any votes are known). The proofs generalize however to the case where ties would be allowed.
The comparison oracle again errs with probability at most p on each execution independently, for some p ≤ 1/3. Given any d-tuple v and k ≤ d, v.k shall denote the k th entry of v. The entries of M.k count the answers of the oracle for the corresponding comparisons on dimension k: (M.k)i,j is the number of times the oracle answered "i < k j". Using Bayes rule we can determine the probability a posteriori of a possible world, given the list M of vote matrices. The possible worlds are all d-tuples specifying an order for each dimension. To each possible world π corresponds a skyline, denoted Sky(π), which can be computed in polynomial time using skyline algorithms on noiseless comparisons. The probability Pr(Sky(S) = P | M ) can thus be derived by summing possible worlds in which P is the skyline:
Pr(π)/ Pr(M ) does not depend on π, so the most likely skyline P is obtained by maximizing
The probabilities Pr(M.i | π.i) can easily be computed [19] . The number of possible worlds, however, is exponential, even for d = 1, so this only provides an exponential algorithm (though in polynomial space) for computing Pr(Sky(S) = P ). We next show that a polynomial algorithm is unlikely.
When d = 1, the problem MLsky is actually the problem of computing the most likely maximum in elections. When p is small enough, the most likely maximum coincides with the winner elected by the Kemeny voting rule [19] . The determination of the Kemeny winner is Θ Proof. The proof works by reduction from the unique Kemeny winner problem. We assume that votes are the same along all dimensions and guarantee a unique Kemeny winner x (obviously the same in all dimensions). We then show in the Appendix that when p is small enough, the most likely skyline consists of a single item, corresponding to the Kemeny winner x.
We next turn our attention to the Next vote problem which decides "which comparison should be asked next" as specified in [19] . The Next vote problem computes which comparison should be executed next to maximize the expected probability that the maximum-likelihood skyline is correct. More formally, the probability that we can compute correctly the skyline after asking the additional comparison between x and y on dimension i is given by:
Applying Baye's Rule and removing irrelevant factors, one checks easily that to maximize this probability we need to maximize Fx,y,i = max
We can now formally define the Next Vote problem and claim it is computationally intractable (the proof is deferred to the Appendix).
Next Vote for Skyline (NVsky): Input: p: err. pr., M ∈ (N S×S ) d : input votes Objective: compute the next comparison to ask; (x, y, i) ∈ S 2 × {1, . . . , d} that maximizes Fx,y,i.
Proposition 4. NVsky is Θ p 2 -hard for every d. The proofs generalize to the case when ties are allowed because both hardness results rely on a reduction from the (unique) Kemeny winner problem, the complexity of which is not affected by ties [23, 22] . The fact that the two problems studied above are computationally hard motivates future study of possible approximation schemes that would be computable in polynomial time and yet provide reasonable quality guarantees.
Similarly, the other hardness results from [19] about computing the maximum imply hardness of the corresponding problems for skylines. For instance, they show that computing the associated probabilities for those two problems (computing the probability that the most likely skyline is indeed the skyline -resp., will be the skyline after the next vote is processed) is #P -hard.
RELATED WORK
Skyline algorithms. As mentioned in the introduction, skyline queries (a.k.a. maximal vectors or Pareto maxima) have been the subject of extensive study in databases, computational geometry and multicriteria optimization. Almost all results focus on the computational complexity in the absence of noise, although lower bounds are proved through oracle complexity.
The history of worst-case-oriented comparison-based algorithms is interwoven with the history of convex hull algorithms [31, 28, 4, 11] . Kung et al. [31] proposed a Divide and Conquer algorithm with worst case complexity
Kirkpatrick and Seidel then adapted the algorithm into an output-sensitive algorithm with complexity O(d 2 n log d−2 k), and with even better complexity when k √ n. These results are optimal when d ∈ {2, 3} in the comparison model [31, 45] , and even in the algebraic decision tree model [28] . For d = 2 and d = 3 the results were recently strengthened with instance-optimal algorithms [4] . Chan and Lee [11] raised the question of determining the oracle complexity of skyline queries, and investigate the constant factors in the O(n log k) complexity for d = 2 and d = 3. For arbitrary values of d, Sheng and Tao recently showed that skylines can be computed in O(n log d−2 n) computational complexity with a minor adaptation of Kung et al's algorithm [31] , thus removing a d 2 factor. Skylines can be computed faster in the RAM model [10, 2] or when the dimension is very large [47] . In particular, the skyline can be computed in O(n log d−3 n) expected time [10] on RAM. For d = n, an O(n 2.684 ) algorithm can be obtained through matrix multiplication techniques [35, 47] . These approaches do not seem to lower oracle-complexity because the first step of the matrix-multiplication approach is actually to sort all items along each dimension, and the RAM algorithms similarly assume rank-space reduction of the input.
After the skyline was suggested as a new operator to express preferences [7] , the database community investigated the integration of this operator in database systems [12] , and the performance of skyline algorithms in theory and practice in various settings [7, 30, 17] . Further from our purpose, other related problems (sampling, datastructures for subspace skyline or dominance reporting, layers of skyline), computational models and evaluation criteria have been considered, such as I/O efficient algorithms in external memory [43, 24] , average-case analysis [6, 17] or progressive computation [37] .
Parallel sort and parallel skyline. The number of rounds necessary to compute OR and MAX queries with optimal (linear) complexity was recently proven to be respectively Θ(log * n) and Θ(log log n) [18, 36] . Minimizing latency to compute with noisy comparisons more complex queries such as selection [18] , top-k [15] or sorting [16] was formulated as an open question. The only parallel sorting algorithms in O(n log(n/δ)) with noisy comparisons we are aware of are a randomized algorithm [16] and an EREW-PRAM algorithm [32] with tolerance δ = 1/n c for constant c. The deterministic PRAM algorithm is based on a fault-tolerant adaptation of the AKS circuits [5] . This is in sharp contrast with the noiseless case where several sorting algorithms with optimal O(log n) latency have been proposed [39, 13, 14] . Several algorithms have been suggested to leverage parallelism in (noiseless) skyline computation, see [1] and references therein, though again they generally partition the data according to the rank of items, hence seem to be of little help in our setting.
Maximum Likelihood for maxima. The problem of computing winners in elections has been investigated under a maximum likelihood perspective since -at least-the works of Condorcet [46] . When the probability of error is low, the maximum corresponds to the Kemeny winner and is therefore hard to compute [19] .
Skyline algorithms with noisy information. The problem of computing skylines under noisy information was only investigated recently, though related results appeared earlier in the literature about multicriteria optimization, where the number of points needs not be finite. For instance, Papadimitriou and Yannakakis [38] show that any -possibly infinite-set of Pareto-optimal points in Q d can be approximated up to any multiplicative factor > 0 with a "small" set of solution points, and subsequent work [44] investigates algorithms and bounds when the objective is to minimize the size of the approximated solution. Similar bounds and results were established for the approximation of skylines, where the instance is a finite set of n points [29] : a smallest -approximation (cover) of the skyline can be computed greedily in two dimensions, but this problem becomes NP-hard from d = 3. However one can always find anapproximation of the skyline that is larger than the minimal one by a factor at most log n, or even by a constant factor when d = 3.
Pei et al. [40] introduce the ρ-skyline as the set of points that have probability at least ρ to belong to the skyline, and propose heuristics for their computation. The ρ-skyline has mostly been investigated in the "locational" model where the location of each of the n uncertain points is independently defined by a discrete probability distribution over k possible points: each uncertain point P is thus defined as (1) a k-tuple of probabilities summing up to one, together with (2) a k-tuple of vectors in R d representing the corresponding locations. The ρ-skyline can then be computed in (nk) 2−1/d , or alternatively in O(min(n, k)nk log(nk)) [3] . Afshani et al. [3] also devise some approximation algorithms for ρ-skylines. More heuristic approaches have also been suggested for skyline computation on incomplete or imprecise data [27, 33] .
Alternative noisy comparison model. Multiple models have been developed that aim to guarantee some form of fault-tolerance in computation. Variations of the noisy comparison model have been investigated in particular on decision trees [16, 18, 26] and broadcast networks [36] for sorting problems [16] , maxima computation [16, 18] and boolean function evaluation [16, 26, 36, 18] .
Sorting and selection problems were also considered in other noise models; some assume for instance an upper bound k on the number of errors instead of random errors [41] . Another extends the noisy comparison model in the context of clustering and top-k query processing through Crowdsourcing [15] , so that the probability of error depends on some distance function between the items compared: the motivation for this extension being that crowd workers are more likely to make mistakes when two items are similar. Many results also deal with the particular case where the algorithm must be implemented as a network of comparators. The questions and techniques considered in Section 6 are connected to optimization problems such as minimum feedback-arc set on graphs, and related voting theory questions [8] . Hardness results and heuristics have recently been suggested for those problems in the framework of crowdsourcing [19] .
CONCLUSION AND FUTURE WORK
We introduced several algorithms and bounds for skyline queries with noisy comparisons. We showed that sorting the full dataset is asymptotically optimal when the dimension is fixed and the skyline contains at least a constant fraction of the input. But efficient algorithms can be obtained when the skyline cardinality is small.
The quadratic or cubic number of comparisons required by our algorithms may surprise in view of the traditionally lower complexity claimed for noiseless skylines. To explain this gap, we point out that (1) traditional skyline bounds generally hide constants depending on d as d is generally fixed (and often limited to d ≤ 3), and (2) most skyline algorithms rely on Divide and Conquer schemes that do not work well in presence of noisy comparisons. Specifically, two bottlenecks here are the accurate computation of the screening (identifying all dominated points) and sorting procedures: identifying all dominated items or sorting accurately a large number of non-trivial subsets both have the same complexity as sorting the whole input set.
Our algorithms and bounds on the number of comparisons mostly build upon the literature of sorting and searching with noisy comparisons. The gap between those algorithms and lower bounds highlight numerous open questions, in both the output-sensitive and general cases. First of all, can skylines be computed with cost o(nk) in the planar case, or even for any constant d? How does the number of comparison vary with d? Can we establish some tradeoff between rounds and questions similar to the one observed for maxima queries?
Getting the right value of error parameters is a typical issue, e.g., in probabilistic databases. In crowdsourcing scenarios for example, the simplest approach adopted by practitioners is to sample users on a set of questions for which the answers are known. Of course there are more sophisticated schemes and this is an interesting question but outside the scope of this paper. Other possible directions for future works include the analysis of average-case and other models of computations, for instance restricting the comparisons authorized to a subset of all item pairs and dimensions [20, 21, 25] , hybrid models allowing both comparisons and numerical values, etc. The model should also be extended in several directions to address issues of real-world crowdsourcing scenarios: taking into account varying error rates among users, dependencies between dimensions and correlation between errors, etc.
Case 1: d − 3 ≥ log r. Then by induction there are constants c, c > c such that
The middle step is justified because r → log d−2 r is convex and increasing, hence r → log d−2 r + log d−2 (k − r) reaches its maximum in our range for r = 1.
Case 2: d − 3 ≤ log r. Then by induction there are constants c, c > c such that
The middle step is justified because r → log d−2 r is concave.
We have thus shown that for some constant c ,
Proof of Proposition 1
The Ω(n log 2 |C|) lower bound is actually a particular case of stronger bounds from the literature: Kirkpatrick and Seidel [28] show a Ω(n log 2 |C|) lower bound for the stronger algebraic decision tree model by reduction from the multiset size verification problem. Afshani et al [4] prove a refined nH(S) bound in the comparison tree model for d = 2, where H(S) is the entropy-like expression defined as follows. H(S) is the minimal value of k (|S k |/n) log(n/|S k |) for a partition (S k ) k of S such that each subset S k is either a singleton or an axis-aligned box. But the weaker bound that we need can be proved directly through an information-theoretic argument adapting the proof of Yao [45] : There are at least |C| n−|C| · |C|! possible ways to order items of C and assign each remaining items to its dominating point in C such that each item is dominated by at most one item from C. Any deterministic algorithm that given an arbitrary input S, C checks if C is the skyline of S must gather information sufficient to distinguish two such configurations, and therefore performs Ω(n log 2 |C|) oracle comparisons. To see why two configurations as above must be distinguished: let <1, <2 be some orderings of S such that C = Sky(S) and each item is dominated by at most one item from C. We next show that 1. for every v / ∈ Sky(S) the comparisons of any skyline verification algorithm must allow to determine some v ∈ C such that v ≺ v 2. the comparisons must order all items of Sky(S) on both <1 and <2.
For each v ∈ C let Dv be the set of items v ≺ v such that the comparisons performed by the algorithm do not allow to determine v <1 v. If Dv = ∅ then we can shift all items v of Dv so that v >1 without falsifying the results of any comparison performed, to the effect that Dv now contributes to Sky(S). This provides an instance which the algorithm cannot distinguish from S, whose skyline differs from C. A contradiction. The same is true on <2 which concludes the proof of the first property. The second property is established similarly.
hard (and actually Θ p 2 -complete when votes are given as a list of preference rankings [23, 22] ).
Proof (adapted from [19] ). We adapt to arbitrary d the proof from [19] . As already mentioned, for d = 1 the result is immediate from [19] which proves that by setting
), any most likely maximum is a Kemeny winner. To the best of our knowledge, our extension of this hardness result to skylines in arbitrary dimension is new.
To extend the proof to arbitrary values of d, we use instead a reduction from the unique Kemeny Winner problem and set p < 1 − 1/(1 + 1 n!(2d+1)
). From the vote matrix MKem that guarantees a unique Kemeny winner, we build a tuple of d identical matrices M.1 = · · · = M.d = MKem. From the argument in [19, Theorem 2] , one deduces easily that the most likely skyline consists of a single item; the Kemeny winner. We say that a possible world π is Kemeny if for all i ≤ d π.i is a Kemeny permutation. We wish to prove that the probability of Kemeny possible worlds exceeds that of non-Kemeny worlds when p is small enough.
On each dimension i, for any Kemeny permutation π and non-Kemeny π ,
Summing over non-Kemeny permutations, we deduce:
Consequently, when p < 1 − 1/(1 + 1 n!(2d) ), the probability that π.i is not Kemeny is strictly less than 1/(2d). Hence a probability greater than 1/2 that π is Kemeny. By construction of M , when π is Kemeny, the skyline Sky(π) consists of a single item; the Kemeny winner of MKem. Therefore, the most likely skyline is the Kemeny winner of MKem.
Proof of Proposition 4 (adapted from [19])
The proof for arbitrary d exploits exactly the same ideas as the one for d = 1 in [19] , but considering several dimensions opens more possibilities for the choice of the next comparison, and our proof also fixes some imprecisions 5 . In order to generalize the result to higher dimensions, we again replace the reduction from the Kemeny winner problem with a reduction from the unique Kemeny winner problem, and replicate the vote matrix along all dimensions.
We are given an n × n vote matrix W for which we are guaranteed there exists a unique Kemeny winner. We first replicate along all dimensions this matrix to create a new matrix W , then add an additional item v to W , such that for all dimensions i ≤ d − 1, W [i] contains a vote v >i w for every item w. Finally, we replicate 3 times each vote in W so that adding a new vote will never turn a non-Kemeny permutation into a Kemeny one. Note that this replication step preserves Kemeny permutations, and thereby the Kemeny winner. Let us show that the Next Vote problem on W returns the comparison on dimension d of v and v where v is the Kemeny winner in W . We first observe that Pr(W ∧x >i y | π) = Pr(W | π) Pr(x >i y | π) for all x, y and i. Let (x, y, i) be the comparison returned by the next vote problem on W , comparing x and y on dimension i. We want to show that {x, y} = {v, v } and i = d. We assume that the probability of error p is small enough that the probabilities associated to non-Kemeny possible worlds are negligible. More formally, let P1 = {π | ∃j ≤ d. π.i is not Kemeny for W [i]} and let πKem / ∈ P1. Then we assume p is small enough that Pr(W | πKem) > π∈P 1 Pr(W | π). We also assume that Pr(W | πKem)(1 − p) > π (W | πKem)np. Let i = d, x = v, y = v , let c be the number of Kemeny permutations in W , and let π0 be an arbitrary Kemeny permutation of W . Let π1 denote the possible world such that π1.j is obtained by placing v on top of π0 for all j ≤ d. Let also πj (2 ≤ j ≤ n + 1) be the possible world that only differs from π1 on dimension d, such that πj.d is obtained from π0 by inserting v on the j th position.
For the values of i, x, y specified above we thus obtain In this case the most likely skyline is P0 = {v, v }. Consider the left term first: there are c d Kemeny possible worlds π such that Sky(π) = {v}. The probability of getting votes W and vote x >i y given any such possible world equals Pr(W | π1)(1 − p). Now, we observe that Pr(W | πj) = Pr(W | π1) for all j ≥ 2 so the second term, π:Sky(π)={v,v } Pr(W | π)(1 − p), is at least nc d Pr(W | π1)(1 − p). This justifies the derivation above.
On the other hand, we next show that Fx,y,i is smaller for every other value of {x, y} and i. We first recall that by construction any additional vote can only reduce or preserve the set of Kemeny permutations and observe that P0 = {v, v } becomes a most likely skyline for both W ∧ x <i y and W ∧ x >i y. This is because for both comparison outcomes there are as many Kemeny possible worlds consistent with the outcome that satisfy v > d v as there are that satisfy v < d v. Then it is clear that every Kemeny permutation for W [i] (hence every Kemeny possible world) is contradicted by one of x <i y or x >i y. As a consequence Fx,y,i is equal to nc d Pr(W | π1)((1 − p) + p) plus negligible contributions from non-Kemeny possible worlds. This is smaller than F v,v ,d since np 1 − p.
