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PENGENALAN EKSPRESI WAJAH MENGGUNAKAN 
ARSITEKTUR XCEPTION DAN DENSENET 
ABSTRAK 
Oleh: Hannatassja Hardjadinata 
Pengenalan ekspresi wajah banyak diperhatikan oleh peneliti dikarenakan perkembangan 
Artificial Intelligence yang cukup pesat. Pengenalan ekpresi wajah ini digunakan untuk 
membantu komputer untuk berinteraksi dengan manusia.  
Selain itu juga, pengenalan ekpresi digunakan pada psychological recognition, Human 
Computer Interaction, Assisted Driving, dan Keamanan stasiun dalam kehidupan sehari-
hari. Tetapi penelitian ini lebih banyak berfokus kepada pendekatan machine learning 
dibandingkan dengan deep learning dan variasi emosi yang dideteksi mempunyai jumlah 
yang lebih sedikit.  
Pengenalan ekspresi wajah tersebut dapat diterapkan dengan menggunakan deep 
learning. Arsitektur yang sering digunakan dan dianggap paling terbaik untuk data 
yang berbentuk gambar adalah Convolutional Neural Network. Oleh karena itu, 
penelitian ini membangun model Convolutional Neural Network dengan arsitektur 
Xception dan DenseNet. Kedua model tersebut dibandingkan akurasinya, dengan hasil 
akurasi Xception sebesar 70% dan hasil akurasi DenseNet sebesar 79%. 
 
Kata kunci: convolutional neural network, deep learning, ekspresi wajah, emosi dasar 
  
 xiv 
FACIAL EXPRESSION RECOGNITION USING XCEPTION AND 
DENSENET ARCHITECTURE 
ABSTRACT 
By : Hannatassja Hardjadinata 
Researchers pay much attention to facial expressions recognition due to the rapid 
development of Artificial Intelligence. Facial expression recognition is used to help 
human computer interaction.  
In addition, facial expression recognition is also used in psychological recognition, 
Human computer interaction, assisted driving and security station in everyday life. But 
most of the research focused on the machine learning approach rather than deep 
learning and the emotion classifications is also smaller. 
This facial expression recognition can be implemented using deep learning approach. 
The architecture that is often used and considered to be the best in image classification 
is Convolutional Neural Network. Therefore, this study builds a Convolutional Neural 
Network Model with Xception and DenseNet architecture. The accuracy of the two 
models is compared, with Xception received an accuracy of 70% and DenseNet got 
79%. 
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