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ABSTRACT
Heat shock response (HSR) is an ancient and highly conserved signaling pathway
in cells that regulates the expression of heat shock proteins (HSPs) in the presence
of thermal and other environmental stresses. HSPs function to prevent the formation
of non-specific protein aggregates and to assist proteins in acquiring their native
structures. Although HSR has been extensively studied, key aspects of this pathway
remain a mystery. In particular, how HSR is activated and regulated by the master
transcription factor HSF1 is not well understood. The broad goal of this thesis is to
develop a quantitative framework aimed at elucidating the HSF1-mediated activation
of HSR in yeast cells. Understanding this process has important implications for
development, physiology and disease. Indeed, HSF1 is conserved from yeast to human,
has been shown to play an important role in stress resistance, health and disease, and
is a therapeutic target for neurodegenerative diseases.
Broadly, there are two putative (not mutually exclusive) models for activation
in response to heat shock: (1) HSF1 dissociation from chaperone proteins and (2)
hyper-phosphorylation and the subsequent activation of HSF1. However the relative
contribution of each of these events in the activation process is not characterized.
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Thus far, there is no direct evidence linking either of these two events to activation,
and the relative contribution of each mechanism to the activation process has not been
quantitatively characterized. To address these issues, we develop a quantitative model
of HSR in yeast cells. We use the model to make a series of quantitative predictions
and, in a collaborative effort, experimentally test these predictions in a yeast model
of HSR. Critically, we provide the first direct evidence for chaperone dissociation of
HSF1 in response to heat shock. Moreover, we find that HSF1 phosphorylation is
dispensable for activation of HSR, but is able to modulate its activity. Taken together,
our work leads to a model for two orthogonal mechanisms regulating HSR in yeast, in
which chaperone dissociation acts as an ON/OFF switch, whereas phosphorylation
functions to tune the gain of the response.
Finally, to complement and further test this quantitative model, we develop a
novel microfluidic system to explore in more depth the behavior of individual cells
in the presence of heat shock inputs. This includes (1) a microfluidic device with
microscale on-chip heaters enabling programmable thermal perturbations and (2) a
custom image analysis platform to follow single cells through heat shock time courses.
In preliminary single-cell studies, we find a relationship between HSF1 phosphory-
lation state and cell-to-cell variability in HSR activation level (as measured by a
transcriptional reporter). These preliminary results suggest that HSF1 phosphoryla-
tion may be generating and tuning noise in the HSR in order to promote phenotypic
plasticity and increased survivability of a cell population in the face of stress.
vii
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1Chapter 1
The heat shock response pathway
1.1 Introduction
Cells are composed of a very complex series of genetic circuits and biochemical path-
ways. Understanding the internal architecture of the cell has been one of the major
goals in system biology. In this thesis we focus on the heat shock response pathway
(HSR). Although it is one of the most conserved pathways in all organisms ranging
from bacteria to human, (Lindquist and Craig, 1988), how the pathway is activated
is not very well understood. The goal of this research is to develop tools to study
this process with more details, as well as trying to elucidate the activation process of
heat shock response via its master regulator HSF1 in yeast cells.
The function of a protein not only depends on its chemical composition, but also
its conformation (3D structure and folding). Temperatures moderately higher than
the optimum growth temperature pose a challenge to survival. A sudden temperature
increase can damage important cellular structure and cause protein misfolding which
is fatal to the cell (Fig1·1). To fight the harmful effects of heat, cells activate the
heat shock response pathway resulting in the expression of a series of proteins known
as heat shock proteins (HSPs) or chaperones. The main function of HSPs is helping
other proteins to fold properly and preventing unwanted protein aggregation.
The master regulator of this pathway is a transcription factor called Heat Shock
Factor 1 (HSF1). A transcription factor is a protein that binds to specific DNA se-
quences and initiates the transcription of a gene from DNA to messenger RNA. In
2Figure 1·1: Harmful effects of heat. left and the right compare an eu-
ykaryotic cell under thermal stress. Heat stress damages the cytoskele-
ton. This includes aggregation of the proteins, reorganization of actin
filaments (shown in blue) into stress fibers and fragmentation of the Or-
ganelles like the endoplasmic reticulum (white) and Golgi. Membrane
morphology also changes: There is aggregation of membrane proteins,
and an increase in membrane fluidity. All these effects lead to cell-cycle
arrest and stop growth. Figure regenerated from (Richter et al., 2010).
invertebrates such as fruit fly, yeast, etc, the regulation of the HSP genes is only
controlled by HSF1. Vertebrates however have evolved a family of four heat shock
factors, HSF1 to HSF4 (Anckar and Sistonen, 2011). The mice which does not have
Hsf1 gene, is unable to increase the expression of chaperones in response to thermal
stress and shows reduced survival after exposure to the bacterial toxin lipopolysac-
charide (Xiao et al., 1999). Additionally fibroblasts derived from HSF1 -/- mice have
no stress induced expression of HSP genes and show apoptosis under thermal stress.
This shows that function of Hsf1 can not be compensated by other Hsfs.
Figure 1·2 shows the relation between 4 different heat shock factors. HSF1 is
not only the principle regulator of the HSR pathway, but also involved in controlling
immune responses and cancer. For example cancer cells need HSF1 both for tumor
and stroma malignant growth (Dai et al., 2007). This protein was also shown to be
a positive determinant of lifespan in worms (Baird et al., 2014).
3Through heterocomplex formation, HSF2 also modulates expression of heat shock
proteins (HSPs). Both HSF1 and HSF2 have been attributed to regulatory functions
in several developmental processes, such as the production/development of the ovum
(oogenesis), sperm (spermatogenesis) and cerebral cortex (corticogenesis). HSF4 does
not have any role in heat shock response, however, in cooperation with HSF1, it is
involved in the development of different sensory organs. The most recently identi-
fied heat shock factor is Murine HSF3. It participates in the heat shock response
by binding to the PDZ domain. Currently, there is no evidence showing the cross
talk between HSF3 and other heat shock factors. Therefore in Fig 1·2, it is placed
separately from the other HSFs (A˚kerfelt et al., 2010).
HSF1 is also a therapeutic target. Neurodegenerative diseases such as Parkinson’s
disease, Huntington’s disease, Alzheimer’s disease and prion-based neurodegeneration
are a result of the accumulation of misfolded proteins, causing neuronal dysfunction
and cell death. Current treatments for these illnesses mainly focus on disease symp-
toms rather than the underlying protein misfolding and cell death. Therefore they
have not been able to halt or reverse the degenerative process. Activation of Hsf1 can
be a therapeutic strategy for these diseases (Neef et al., 2011; Fujimoto et al., 2005).
4Figure 1·2: Interaction between different mammalian heat shock fac-
tors. HSF1 is the master regulator. Through heterocomplex formation,
HSF2 also modulates expression of heat shock proteins (HSPs). Both
HSF1 and HSF2 are involved in many developmental processes such
as the oogenesis, spermatogenesis and corticogenesis. HSF4 does not
have any role in the heat shock response; however, in cooperation with
HSF1, it is involved in the development of various sensory organs. The
Murine HSF3 is discovered very recently. By binding to the PDZ do-
main, it takes part in the heat shock response. There is no cross talk
between HSF3 and other heat shock factors. Figure regenerated from
(A˚kerfelt et al., 2010).
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Figure 1·3: Domains and architecture of HSF1. a) N,C terminal and
middle domain and their length (number of amino acids). B) Func-
tional parts of the protein and the suppressing effect of the N terminal
and middle domain on C terminal. DBD: DNA binding domain, CTA
:carboxyterminal transactivation domain; HRA/B/LZ: heptad repeats
A and B, P: phosphorylation. CE2: control element 2, RD: regulatory
domain. Part of the figure regenerated from (Verghese et al., 2012)
.
6Figure 1·3 shows the architecture and relevant domains of yeast HSF1. The C
terminal, middle domain and N terminal together with the length of each region
(number of amino acids) are shown in Figure 1·3 (a). The total length of the protein
is 833 amino acids. The fraction in each domain shows the number of Serine or
Thereonine involved in phosphorylation over the total number of available Serine and
Thereonine.
Figure 1·3 (b) shows the functionality of different parts in yeast HSF1. Dashed
lines indicate the regulatory relationships between the control element 2 (CE2) and
regulatory domain on the carboxyterminal transactivation domain (CTA) and the
amino-terminal transactivation domain. The carboxyterminal transactivation domain
is responsible for a sustained responses while the amino-terminal transactivation do-
main promotes a transient transcriptional response. Within the regulatory domain,
phosphorylation of the serine-rich region by an unknown kinases promotes the repres-
sion of the CTA through CE2 (Verghese et al., 2012).
1.2 Introducing the problem, our approach and summary of
our findings
Despite how conserved, important and well studied HSF1 is, it is still unclear how
the HSR pathway is activated by this transcription factor. Based on the literature,
there are two hallmarks in the activation process of HSR: chaperone dissociation from
HSF1 and hyper phosphorylation of this protein (Richter et al., 2010). However the
relative contribution of each event in the activation process is not characterized. In
particular the role of phosphorylation in this cascade is not clear at all.
In chapter two, we start by making a titration model and demonstrate titration
of chaperones from HSF1 is the switch to trigger the pathway. Experimental data
supports our model. In addition, using a synthetic mutant of HSF1 in which all
7phosphorylation sites are removed, we clearly demonstrate that phosphorylation is
dispensable for activation of the heat shock response. At the end of this chapter, we
demonstrate experimental data, suggesting the role of HSF1 is tuning the gain of the
response.
In chapter three, we try to figure out the role of phosphorylation in HSR path-
way in more details. For this purpose, we developed a novel microfluidic platform to
study yeast cells at high resolution in a temperature fluctuating environment. Our
microfluidic experiments demonstrate that there is a correlation between phosphory-
lation and higher cell to cell variability (noise), higher survival rate under fluconazole
stress, shorter doubling time and larger average cell size. Therefore we have evi-
dence showing that role of phosphorylation is generating cell to cell variability which
promotes phenotypic plasticity in the population.
8Chapter 2
How HSF1 controls heat shock response
activity
As discussed in the previous chapter, HSR is the most conserved pathway in the
nature. The activation process of HSR via its master regulator, HSF1, is not well
characterized. The goal of this chapter is to make a model to describe the inter-
action between HSF1, HSPs and unfolded proteins. We validated the model using
experiments.
After the discovery of the heat shock response in 1970’s, the regulation of HSPs
was puzzling and the precise regulation of this pathway is not still clear (Richter et al.,
2010). What we know so far about the activation process of HSR is summarized in
Figure 2·1 A. The chaperone titration model was proposed and subsequently refined
by Voellmy et al (Voellmy and Boellmann, 2007). Based on this model chaperones
HSP70 and Hsp90 are able to inhibit HSF1. When there is no stress, HSF1 makes an
inert complex with HSP 70 and HSP 90. Upon thermal stress, proteins are misfolded
in the cell. This causes the chaperones to release HSF1 and bind to unfolded proteins
to either return them to the correct 3D conformation or facilitate their degradation to
avoid formation of harmful aggregates. When HSF1 is released from chaperone com-
plex, it trimerizes, goes to the nucleus, becomes hyperphosphorylated, sumoylated,
and activates the transcription of heat shock genes (Richter et al., 2010).
There are two major hallmarks in activation of HSF1: dissociation of chaperones
from HSF1 and its hyper phosphorylation. So far, the relative contribution of each of
9A B
Figure 2·1: A) HSF1 activation mechanism. Dissociation of chaper-
ones from HSF1 and hyperphosphorylation of this TF are two hallmarks
in the activation process. Figure regenerated from (Richter et al., 2010).
B) Many research groups believe that phosphorylation of HSF1 is an
essential part for activation of the pathway. Figure regenerated from
(Rieger et al., 2005)
these events in the activation is unknown. In particular, the role of phosphorylation
is not clear, since a complete mapping of the phosphorylation sites has never been
done and there is no definitive correlation between different phosphorylation states
of this transcription factor (Cotto et al., 1996; Knauf et al., 1996; Newton et al.,
1996; Winegarden et al., 1996). On the other hand, there are many articles that
mention phosphorylation of Hsf1 is an essential part of the activation process of HSR
(Hashikawa and Sakurai, 2004; Voellmy and Boellmann, 2007; Rieger et al., 2005;
Leach et al., 2012; Nicholls et al., 2009; Sorger and Pelham, 1987; Gallo et al., 1993)
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(Figure 2·1 B), however there is no direct evidence for this claim. Below we start
by chaperon titration model and do not consider any role for phosphorylation in
activation of HSF1. Then experimental verification are followed to verify predictions
by our model.
Finally we show the result of the systematic experiments on mapping of the phos-
phorylation sites on this transcription factor, demonstrating that phosphorylation is
dispensable for the activation of HSF1. In the next chapter we do a more in depth
analysis over phosphorylation to find out its role and function in HSR.
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2.1 Chaperon titration model
Figure 2·4 A shows the schematic of the model and the molecules/species involved.
When there is no stress, Hsf1 makes the Hsf1-HSP inert complex. Upon stress,
proteins misfold. HSPs release HSF1 and make a complex with unfolded proteins
(HSP-UP) to rescue them (return them to the correct 3D conformation) or degrade
them. The free HSF1 activates the transcription of the HSP genes to deal with
unfolded proteins.
In our experiments, we have integrated four heat shock elements (HSE) upstream
of an HSF1 promoter driving yellow fluorescent protein (Figure 2·4 C). Therefore,
when HSF1 is released, it binds to HSEs and activates the expression of YFP as well.
We consider the fluorescent intensity in each cell as a measure of the activation of the
heat shock response
Mass action equations
The law of mass action predicts the behaviors of solutions in dynamic equilib-
rium. It is based on the early works by Cato Maximilian Guldberg and Peter Waage
(Voit et al., 2015). According to mass action law, the rate of a chemical reaction is
proportional to the product of the masses of the reactants. For a model equation like
:
A+B
k1
GGGGGBF G
k2
C (2.1)
We can write:
d[A]
dt
= −k1[A][B] + k2[C] (2.2)
d[B]
dt
= −k1[A][B] + k2[C] (2.3)
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d[C]
dt
= k1[A][B]− k2[C] (2.4)
The whole cascade illustrated in Figure 2·4 A can be described with four chemical
reactions (equations 2.5, 2.9, 2.13, 2.17) presented below. Using mass action kinetics,
ordinary differential equations are derived. The solution of these ODEs gives us the
concentration of the molecules/species involved, in any time point of the domain.
Heat is the trigger for HSR pathway, as it causes protein misfolding.
FP
KUf
GGGGGGGGBF GG
Kf
UP (2.5)
d[UP ]
dt
= −Kf [UP ] +Kuf [FP ] (2.6)
d[FP ]
dt
= −Kuf [FP ] +Kf [UP ] (2.7)
The higher the temperature is, more misfolded proteins are generated. To bring
this effect into the model, the following relationship between the unfolding reaction
K constant and the temperature is considered:
KUf = (1− 0.4
eT−25
)× 1.4T−25 × 1.45× 10−5 (2.8)
Where KUf is the rate constant of the unfolding reaction and T is the temperature
in ◦C with the default homeostatic value of 25◦C (for yeast). Figure 2·2 A shows the
increase of KUf as T increases, according to equation 2.8. Figure 2·2 B illustrates the
drop in concentration of proteins with correct folding (folded proteins) and a rise in
concentration of unfolded proteins, as the temperature increases.
Figure 2·4 B shows the formation of protein aggregates in yeast for different tem-
peratures and durations. HSP104 is tagged with YFP and UBC9 is tagged with
13
mKate (red fluorescent). When there is no stress, these proteins are dispersed in the
cytoplasm. Upon applying stress, they unfold and form aggregates. When the stress
is mild (35◦C) the aggregates are removed by chaperones, however in a more intense
stress, the aggregates do not disappear easily.
A B
Figure 2·2: A)Change of Kunf with respect to temperature, predicted
by Eq 2.8. B) Modeling results showing the conversion of folded pro-
teins to unfolded proteins as the temperature increases.
Mass action equations for association and dissociation of HSF1 with chaperones
is as following:
HSF1 +HSP
k1
GGGGGBF G
k2
HSF1−HSP (2.9)
d[HSF1]
dt
= −k1[HSF1][HSP ] + k2[HSP −HSF1] (2.10)
d[HSP ]
dt
= −k1[HSF1][HSP ] + k2[HSP −HSF1] (2.11)
d[HSF1−HSP ]
dt
= k1[HSF1][HSP ]− k2[HSP −HSF1] (2.12)
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Dissociation of the chaperones from HSF1 is the heart of the chaperone titration
model. Although this phenomena has been the key part of the model, it has never
been measured directly. Here we have a direct observation of this phenomena ( Figure
2·3 B) which is also predicted by our model ( Figure 2·3 A). Before stress, HSF1
makes an inert complex with SSa1,2 (members of HSP70 family). Upon heat shock,
HSPs are dissociated from HSF1, therefore the concentration of the complex drops, as
measure by IP/Mass spectrometry technique in our experiments. The release of HSF1
leads to transcription and production of more chaperones. There are also more HSP
available as they degrade or correct the 3D structure of unfolded proteins. Because
of this positive feedback, newly produced chaperones bind to HSF1 again and the
concentration of the complex increases (Figure 2·3 A and B). Since the release of
HSF1 also activates YFP expression, the derivative of the YFP intensity (which is
proportional with its rate of production) increases right after stress, and then it goes
back to zero (Figure 2·3 C). These observations support the main assumption in the
titration model.
For association and dissociation of Heat shock proteins with unfolded proteins we
have:
HSP + UP
k3
GGGGGBF G
k4
HSP − UP (2.13)
d[HSP ]
dt
= −k3[HSP ][UP ] + k4[HSP − UP ] (2.14)
d[UP ]
dt
= −k3[HSP ][UP ] + k4[HSP − UP ] (2.15)
d[HSP − UP ]
dt
= −k4[HSP − UP ] + k3[HSP ][UP ] (2.16)
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Figure 2·3: Direct observation of the chaperone dissociation from
HSF1 under stress. A) Modeling results. B) IP/Mas spec measure-
ments validating the model. C) Measurements, showing the rise and
then fall in rate of YFP production. The drop in HSf1-HSp complex
corresponds with the peak in YFP production rate (with a time lag).
The interaction of HSPs with unfolded proteins can be described by:
HSP − UP k7−→ FP (2.17)
d[HSP − UP ]
dt
= −k7[HSP − UP ] (2.18)
d[FP ]
dt
= k7[HSP − UP ] (2.19)
For YFP expression we used a hill equation:
d[Y FP ]
dt
=
β[HSF1−HSE]n
Ktrx + [HSF1−HSE]n −Kdil[Y FP ] (2.20)
where β is the transcriptional activation rate of YFP, Ktrx is the binding affinity
of HSF1 for DNA and Kdil is the degradation/dilution rate of YFP.
By coupling and solving these equations in MATLAB using the ODE solver, the
concentration of all the species are calculated over time.
Figure 2·4 compares the magnitude of the heatshock response in different tem-
peratures based on the constructed model. As predicted, a higher stress, leads to a
16
larger heat shock response.
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Figure 2·4: A) Schematic of the species interaction in the model. B)
Experimental results showing the protein aggregates in yeast cells in
different time points and temperatures. C) The construct used in our
experiments to activate YFP signal under the effect of thermal stress.
D) Modeling and E) Experimental results of heat shock response (YFP
intensity) under different temperatures.
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2.2 Phosphorylation is dispensable for activation of the heat-
shock response
The addition of a phosphoryl group PO2−3 to a molecule is called phosphorylation.
The function and activity of many proteins can be altered by this reaction. Along
with dephosphorylation, they can act as ON/OFF switches. Kinases are a class
of enzymes that phosphorylate proteins and phosphatases dephosphorylate proteins
(Tarrant and Cole, 2009).
Reversible phosphorylation of proteins is an important post-translational modi-
fication that occurs in both eukaryotic and prokaryotic organisms (Cozzone, 1988;
Stock et al., 1989; Chang and Stewart, ; Barford et al., 1998). In many occasions,
this process changes the activity of the proteins by conformational change. Addition
of a phosphate molecule to an amino acid residue, turns the protein polar and hy-
drophilic. This will cause a structural change in the protein via interaction with other
residues. The conformational change may turn the protein ”on or off”. Regulation
of the activity of p53 tumor suppressor protein (Ashcroft et al., 1999) or Glycogen
synthase kinase 3 proteins by phosphorylation are two well known examples of this
phenomena.
Since phosphorylation of HSF1 has been always observed when the pathway was
activated, many researchers assumed that this reaction is essential for the activation
of HSF1 and the pathway (Hashikawa and Sakurai, 2004; Voellmy and Boellmann,
2007; Rieger et al., 2005; Leach et al., 2012; Nicholls et al., 2009; Sorger and Pelham,
1987; Gallo et al., 1993). However, there has not been any direct proof for this claim.
In this section we use systematic experiments to understand if phosphorylation of
HSF1 is essential for its activation.
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2.2.1 Mapping HSF1 Phosphorylation sites
The first step to investigate the effect of phosphorylation on activation of HSF1 is to
map the sites on this transcription factor.
For this purpose Immuno-Precipitation (IP) of Hsf1 followed by mass spectrom-
etry was done to identify sites of phosphorylation in various conditions (heat shock,
oxidative stress and nutrient limitation). The description of the method is in the
appendix. Across all experiments, 73 serine and threonine (S/T) residues were phos-
phorylated in at least one condition, but no clear regulatory pattern was recognized.
Then a set of cell lines was prepared by our collaborator (Pincus lab at Whitehead
Institute). Each cell line has a copy of HSF1 with mutations converting S/T to
alanine in certain domains (Figure 2·5). Alanine is a hydrophobic amino acid that
can not be phosphorylated (Nelson et al., 2008). Therefore these mutations wipe out
phosphorylation sites on the protein. After exposing these mutants to heat shock,
by comparing their heat shock response to that of WT, we can study the effect of
phosphorylation on activation of HSR pathway.
The response of the cell (intensity of the YFP reporter) was measured using flu-
orescent activated cytometry (FACS) before and after heat shock. The fold change
over the WT response was measured for all the cell lines as illustrated in Figure 2·5.
Consistent with published results, deletion of the N terminus increases the heat shock
response, while deletion of the C terminus suppresses the induction of the heat shock
response (Sorger, 1990).
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A
B
Figure 2·5: A) Hsf1 structure. The fraction on the bottom shows the
number of S/T involved in phosphorylation to the total number of S/T
s. B) Panel of mutants with S/T mutations in different domains of
HSF1 and the corresponding HS response of each cell line. In 152 A,
all the S/T involved in phosphorylation are mutated and the strain not
only is alive, but also induces the response up to 75% of the WT. Data:
in collaboration with Pincus lab at Whitehead Institute.
21
There are a total of 153 Serines/Thereonines in yeast HSF1. The result of the
tests in Figure 2·5 shows this protein can tolerate mutation of all these amino acids
to Alanine, except one of them (Serine 225). This serine is located in the binding
domain of HSF1 and altering it may affect binding of the protein to DNA. Mutating
S225 makes the cells inviable (Figure 2·5B).
The most important mutant out of this panel is the one which has 152 mutations
of S/T to alanine. We call it ∆PO4. To make sure that one remaining site (S225) is
not involved in phosphorylation, a 32P assay was performed on both WT and ∆PO4.
In this assay a radioactive phosphor compound is added to the cell media. If HSF1
is phosphorylated, it will incorporate the radioactive label which can be traced. The
assay reveals heavy phosphorylation of WT in heatshock condition while no trace of
phosphate groups were found in ∆PO4 (Figure 2·6 A).
Interestingly, ∆PO4 cell line is viable both in normal (30
◦C) and also higher
temperature (37◦C) conditions as shown in Figure 2·6 B . The induction of heat
shock response in ∆PO4 cells is 75% of WT cells (Figure 2·6 C).
These experiments clearly show that phosphorylation is not essential for activation
of HSF1 and the heat shock response pathway. One important concern is that ∆PO4
Hsf1 is made synthetically and has many mutations. We questioned how this may
affect the functionality of this protein in terms of binding to the genome and activation
of the target genes. For this purpose both ChIP-Seq and RNA-seq experiments were
done on WT and ∆PO4 HSF1.
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Figure 2·6: A) 32P Incorporation test, showing no traces of phosphate
groups in ∆PO4 HSF1, thus this strain is not phosphorylated in heat
shock conditions. B) WT and ∆PO4 both grow well in normal (30
◦C)
and stress 39◦C conditions. C) ∆PO4 HSF1 induces the heat shock
response up to 75 percent of WT. D)ChIp Seq data of WT and ∆PO4
HSF1. Genome wide, the binding pattern of wild type HSF1 and ∆PO4
HSf1 are very similar. E and F) RNA seq data of WT and ∆PO4 cells
before and after HS respectively. Both cell lines are highly correlated
in response to heat shock (r=0.89) across the transcriptome. Data: in
collaboration with Pincus lab at Whitehead Institute.
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ChIP-sequencing (Chromatin Immunoprecipitation Sequencing), also known as
ChIP-seq, is a method to identify the sites of DNA where proteins bind in the genome.
Figure 2·6 D depicts the result of ChIP-Seq for both WT and ∆PO4 Hsf1. We
observed strong peaks (in read per million base pair) upstream of known HSF1 target
genes. Genome wide, the binding pattern of wild type HSF1 and ∆PO4 HSf1 are
very similar. Therefore these 152 mutations did not significantly change the DNA
binding selectivity of ∆PO4 HSf1.
RNA sequencing (RNA-Seq) is a method that quantifies genome wide RNA abun-
dance. To compare ∆PO4 HSf1 and WT transcriptional induction, we used RNA-seq
to monitor the global transcriptional response to heat shock. We observed that in
response to heat shock, ∆PO4 and wild type cells were highly correlated across the
transcriptome (r=0.89). The induction level of most HSP genes were similar in both
the wild type and the mutant before and after heat shock (Figure 2·6 E and F).
The result from RNA-Seq and ChIP-Seq confirm that although ∆PO4 Hsf1 has
many mutations in it, but in terms of functionality in binding and activation of
the genes, it is very similar to WT Hsf1. Therefore our study about the effect of
phosphorylation has a fair basis.
To find the possible role of phosphorylation, we used a mutant named PO∗4 (con-
structed by our collaborator Pincus lab in whitehead institute) in which Serines and
Therionines are substituted by aspartic acid in N and C terminal. The middle domain
is still kept as WT. Aspartic acid has a negative charge, therefore this cell line mimics
phosphorylation.
Figure 2·7 A compares the response (YFP intensity) of the WT and PO∗4 cells
before and after heatshock. PO∗4 has a higher level of YFP both before and after
heat shock. However, it also has impaired growth at higher temperatures (Figure 2·7
B). This data suggests that hyper-phosphorylation might be able to stimulate Hsf1,s
24
transcriptional output while higher Hsf1 activity may be counter-productive for the
cell,s adaptation to growth during heat stress.
2.3 Short summary
We made a quantitative model which can predict HSF1 regulation. Experimental
results validate our model. In this model, the main switch to activate HSF1 is disso-
ciation from HSPs. Furthermore we observed the release of HSPs from HSF1 exper-
imentally, which led to the activation of the pathway. This has been one of the first
direct observations supporting the titration model (Figure 2·3).
For many years, hyperphosphorylation of HSF1 has been considered as an essential
part for activation of HSR, by many research groups. Using the mutant ∆PO4 which
lacks all phosphorylation sites, we demonstrated that this reaction is dispensable for
activation of HSF1 and subsequently HSR. Based on our experimental results, we
suggest that phosphorylation can tune the gain of the response.
In the next chapter, we develop a novel tool to study the heat shock response in
yeast with more precision and at higher resolution. Using this tool, we try to find
out more about the role of phosphorylation in HSR.
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Figure 2·7: Mimicking constitutive hyper-phosphorylation in HSF1.
A) Flow cytometry data showing the expression level of HSE-YFP re-
porter by WT and PO∗4. B) Dilution spot assay of WT and PO
∗
4
for monitoring their growth. Cells were incubated at the mentioned
temperature for two days. C and D) Genome-wide mRNA levels in
basal and heat shock conditions for WT and PO∗4 cells respectively,
measured by RNA-seq. Hsf1-dependent genes (HDGs) are marked in
purple. Data: in collaboration with Pincus lab at Whitehead Institute.
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2.4 Materials and methods
This section will be used without any change in our manuscript for publication, which
is under prepration at the moment (Zheng et al., ).
Strains, plasmids and cell growth All quantitative HSE reporter experiments were
done with cells expressing untagged wild type or mutant Hsf1. Strains and plasmids
used in this article are listed in Supplementary Tables 1 and 2. We confirmed that
the 3xFLAG-V5 tag used for anti-FLAG immuno-blots and immuno-precipitations
did not alter the function of Hsf1 as measured by the HSE reporter. Unless other-
wise indicated, plasmids are single-integration vectors and were transformed by the
standard lithium acetate/PEG method into S. cerevisiae. The HSE transcriptional
reporters were built by amplifying the 3, end of the CYC1 promoter (crippled CYC1
promoter) with an oligo containing 4 repeats of the HSE (Brandman et al., 2012).
Cells were grown in rich media (YPD) or complete media (SDC) at the indicated
temperatures. All Hsf1 mutants shown in the main text figures were expressed as the
only copy of HSF1 from the HSF1 promoter, defined as the 655 bp intergenic region
upstream of the HSF1 ORF. Hsf1 single point mutants created by site-directed muta-
genesis (see below) were expressed as the only copy of HSF1 at the level of endogenous
Hsf1 from the GAL1 promoter using a low concentration (10 nM) of estradiol in a
strain containing a chimeric, estradiol-responsive transcription factor fused to the
Gal4 DNA binding domain. The original idea was to express all mutants at a range
of concentrations using estradiol to titrate expression from the GAL1 promoter. We
found that 10 nM estradiol yielded equivalent expression to endogenous Hsf1 by west-
ern blot (see below) and carried out assays and growth of these mutants in 10 nM
estradiol.
HSE reporter and reporter assay All reporter assays were performed with
untagged Hsf1 and mutants. For time course reporter inductions, 500µl of OD600=0.1
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cells were incubated at 39C with shaking on a thermo-mixer in 1.5 ml tubes. At
designated time points, 50µl samples were taken and cycloheximide was added at
50 g/ml to arrest translation. Arrested cells were incubated at 30C for 2 hours to
allow fluorophores to mature. The YFP intensity of samples was measured by flow
cytometry, and population medians were computed with FlowJo. Each data point is
the mean of three or four biological replicates. Error bars are the standard deviation.
To further increase the induction of the reporter, potentially monitor both induction
and attenuation, and to allow screening of the mutants in medium throughput we
developed a protocol in which samples were pulsed with repeated 15 min heat shocks
at 39C followed by recovery at 25◦C for 45 min. A control sample was kept at 25◦C
for the entire duration of the experiment. Hsf1 mutants with known HSE reporter
phenotypes were used as controls during each experiment (∆N in which removal of
N-terminal 146 amino acids shows hyper-active response at both control and heat-
shock conditions; ∆C with C terminal 408 amino acids removed, was hypo-active).
All experiments were performed using C1000 Touch Thermal Cycler (Bio-Rad). Cells
were serially diluted five times (1:5) in SDC and grown overnight at room temperature.
Cells in logarithmic phase were chosen the next morning for the experiment and
50µl of each strain was transferred to 2 sets of PCR tubes and thermal cycled as
described above. After that samples were transferred to 96-well plates with 150ml of
1xPBS. HSE activity was measured using flow cytometry (BD FACSCalibur or BD
LSRFortessa) and data was analyzed using Flowjo as above.
Site-directed mutagenesis Site-directed mutagenesis was performed with Quick
Change according to the manufacturers directions (Agilent).
Synthetic genes and combinatorial cloning En masse mutational analysis
was possible because of gene synthesis. We ordered gBlocks from IDT containing
regions of Hsf1 with all Serine and Thereonine codons mutated to alanine (34A-
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N, 37A-M and 82A-C). 82A-C required codon optimization in order to remove a
repetitive sequence to allow synthesis. Originally, restriction sites were introduced at
the boundaries of the regions to enable cut-and-paste combinatorial cloning. Finally,
all restriction sites were removed by assembling the fragments via Gibson assembly
(see below).
Gibson (isothermal) assembly Gibson assembly was performed as directed by
the manufacturer (NEB).
Dilution series spot assay (frogging) Yeast strains containing either wild type
or mutated versions of HSF1 as the only copy of the gene in the genome were grown
overnight in YPD. They were diluted to an identical final OD600=0.3 in phosphate
buffered saline (1xPBS) and serially diluted 1:5 in 1xPBS. 3.5µl of each diluted yeast
culture was spotted on the appropriate plate. Photographs were taken after 2 days
of growth at 30◦C or 37◦C.
Western blotting Hsf1 and mutants were tagged with a 3xFLAG-V5 tag to
enable detection and immunoprecipitation with anti-FLAG antibodies. Cells were
grown to OD600=0.8, treated by stresses and 1.5 ml culture was pelleted. Pellets
were boiled with 2X SDS loading buffer for 10 min. Total protein concentration was
measured by NanoDrop and an equal amount of each sample was loaded into 7.5%
SDSPAGE gel. The gels were run at 20 mA for 2hr, and blotted to PVDF membrane.
After 1hr blocking in Li-Cor blocking buffer, the membrane was incubated with anti-
FLAG primary antibody (SIGMA, F3165) for 1hr. The membranes were washed
three times with TBST. The proteins were probed by anti-mouse-800 IgG (Li-Cor,
926-32352). The fluorescent signal was scanned with the Li-Cor/Odyssey system and
quantified in ImageJ.
Immunoprecipitation The Hsf1-3xFLAG-V5 strains were grown on YPD plates
for 2 days. One single clone was picked, and grown in liquid YPD overnight. The cul-
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ture was diluted to OD600=0.15 in 100 ml, and incubated for 3 hr until OD600=0.5-
0.8 unless otherwise indicated. Then the cells were treated by indicated stresses. The
cells were pelleted and pellets were homogenized with dry ice in a coffee grinder.
After dry ice evaporation, the protein was extracted by IP buffer (150mM NaCl,
0.2% Triton X-100, 0.05% deoxychilate, 20mM Na orfhoranadate, 50mM NaF, 5mM
EDTA) at 4C with shaking. After resuspension, cells were centrifuged for 10 min
at a high speed spin. The supernatant was transferred to a new tube. Each sample
was incubated with 20µl anti-FLAG beads (Sigma, M8823) at 4C for 4hr. The beads
were washed 4x with IP buffer with 5 min incubations between washes. The beads
were boiled with the 1x SDS loading buffer, and the supernatant was loaded into
SDS-PAGE gel. The gel was run at 30 mA for 40 min, and stained by coomassie
brilliant blue. The bands were cut and stored at - 20C. Samples were shipped on dry
ice to Applied Biomics for analysis.
Phosphorylation site identification All phosphorylation site identification was
outsourced to Applied Biomics (Hayward, CA). We sent them samples (cut bands
from coomassie-stained gels) and received excel sheets with phsopho-peptides identi-
fied, called sites, coverage stats, and neutral loss spectra in 3-5 business days.
32P incorporation Strains containing GAL1-promoter driven HSF1-FLAG,
hsf1-152A-FLAG, hsf1- 153A-FLAG and hsf1-153A(S471) (all expressed on top of
a wild type HSF1 background since hsf1-153A fails to complement for the wild type)
were grown in YPD liquid media to OD600=0.5. Then protein expression was induced
with 1 M estradiol for 2 hrs. Cells were pelleted and washed with 50 ml SDC media
without phosphate. Cells were finally resuspended in 15 ml SDC media without phos-
phate, and incubated at room temperature for 30min. 50 Ci of 32Porthophosphate
was added into each culture and the cells were incubated for 15 min. The samples
were heat shocked at 39◦C for 30 min, harvested, and Hsf1 was IPed as described
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above. All of the protein was loaded into an SDS-PAGE gel. After blotting the pro-
teins to the PVDF membrane, the signal was detected by FujiFilm BAS-2500 system.
The same membranes were then blotted for total Hsf1 as described above.
Recombinant protein expression and purification
Full-length wild type HSF1 was cloned into pET32b with a C-terminal 6x-HIS tag
and sequenced. Site-directed mutagenesis was performed to introduce the S225A and
S225D mutations. The plasmids were transformed into BL21(DE3) cells (Invitrogen).
Protein was purified with Ni-NTA agarose (Qiagen) and eluted with imidazole.
Electrophoretic mobility shift assay An oligo containing 4 repeats of the HSE
was synthesized with and without a 3 fluorescent probe (IRDye800) by IDT. The
reverse complement was also synthesized and the oligos were annealed by heating to
95C followed by room temperature cooling. Labeled dsDNA was prepared at 5 M
and unlabeled at 50 M. 1.5 g of each Hsf1 prep was added to 1µl of labeled DNA or
1µl of labeled DNA plus 1µl of unlabeled DNA in 10µl total volume. Reactions were
incubated at room temperature for 5 minutes. 2µl 6x DNA loading dye were added
and samples were loaded into 4-201 hour and scanned on the LiCor. Images were
analyzed and % shifted oligo was quantified in ImageJ.
mRNA sequencing (RNA-seq) 5 ml of cells were grown to OD600=0.5 and
treated with the designated condition. Cells were spun and pellets were snap frozen
and stored at -80C. Pellets were thawed on ice, and total RNA was purified via
phenol/chloroform separation using phase lock tubes (5 prime) followed by ethanol
precipitation. Total RNA samples were submitted to the Whitehead Genome Tech-
nology Core where polyA + RNA was purified, fragmented and sequencing libraries
were prepared with barcoding. 12 samples were multiplexed in each lane of an Illu-
mina Hi-Seq 2000 and deep sequencing was performed. Reads were assigned by the
barcode to the appropriate sample. Data was processed using a local version of the
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Galaxy suite of next-generation sequencing tools. Reads were groomed and aligned
to the S. cerevisiae orf-coding reference genome (Feb. 2011) using Tophat, transcripts
were assembled and quantified using Cufflinks and fold changes were computed using
Cuffdiff(Trapnell et al., 2012).
Chromatin immuno-precipitation sequencing (ChIP-seq) 50 ml of cells
were grown to OD600=0.5 and heat shocked for 30 minutes at 39C. Cells were fixed
with addition of 1% formaldehyde for 20 minutes at room temperature followed by
quenching with 125 mM glycine for 10 minutes. Cells were pelleted, washed with ice
cold PBS. Pellets were frozen in N2 and stored at -80C. Cells were lysed as described
for general immuno-precipitation above. Lysate was resuspended in 2 ml ChIP buffer
(lysate (1 mM EDTA, 50 mM Hepes pH 7.5, 140 mM NaCl, 1% triton x-100, 0.1using
a probe sonicator on ice (18W, 30 seconds on, one minute off). 1 ml was transferred to
a 1.5 ml tube and spun to remove cell debris. Input was set aside, and a serial IP was
performed, first with anti-FLAG beads, and, following elution with 3xFLAG peptide,
with anti-V5 beads. Final elution was performed by boiling in SDS, crosslinks were
reversed and protein was degraded with proteinase K. DNA fragments were separated
with LiCl/phenol/chloroform/isoamyl alcohol, precipitated with EtOH at -80C and
resuspended in TE. Sequening libraries were prepared by the Whitehead Institute
GTC, and sequenced on the Illumina Hi-Seq 2000. Reads were aligned to the yeast
genome with Bowtie and Wiggle files were generated.
Chapter 3
Phosphorylation increases cell to cell
variability which promotes phenotypic
plasticity
3.1 Introduction
In the previous chapter, we demonstrated that phosphorylation is not essential for
activation of HSR and suggested this reaction tunes the gain of the response. In this
chapter we try to investigate the role of phosphorylation more in depth.
Figure 3·1 A shows that both WT and ∆PO4 grow at the same rate under normal
( 30◦C) and stress ( 37◦C) conditions. However, when we look at the Heat shock re-
sponse distribution (YFP intensity) of the two strains, WT has a wider distribution
corresponding to a higher noise (3·1 B). To dissect this phenotype at a higher resolu-
tion we need a new tool. Therefore one of the objectives of this thesis is to develop
a novel platform for studying individual cells dynamically in response to thermal
perturbations.
3.2 Importance of single cell dynamic measurement
There is a lack of the good quantitative tools in system biology to study heat shock
response precisely. One set of these tools are microfluidic single cell analysis de-
vices. Below there is a brief review on the advantages of these platforms and the
shortcomings of the current technologies.
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Figure 3·1: A) WT and ∆PO4 have similar growth rates in the men-
tioned temperatures. B) WT has a wider Heat shock response distri-
bution, corresponding to a higher noise.
There are four main advantages with using single cell techniques compared to bulk
methods, as shown in figure 3·2:
A) Precise measurement of the behavior of a cell population which can
reveal new facts about the system :
Typically the cell populations are heterogeneous in fate and function (Spiller et al.,
2010). Studies show that individual cells of a same type may demonstrate very
diverse behaviors. For example brain cells may express only 65% of the same genes
as their neighbors. A same category of immune system cells can express different sets
of genes, and react differently to vaccines. Single-cell techniques allow researchers
study and understand this heterogeneity. They may be the only way to approach
some fundamental questions involving biochemical and functional differences between
individual cells stemming from a common environment (Schubert, ).
Fast, time-dependent transitions within individual cells, similar to the behavior of
a synthetic gene oscillator (Figure 3·2 (a)) (Stricker et al., 2008) may spread slowly
through the population. Therefore it may be measured and wrongly interpreted as a
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gradual change when using bulk techniques. To avoid such mis-interpretations, single
cell measurement methods have been developed.
On the other hand it should be noted that bulk measurements might be sometimes
misleading (Carlo and Lee, ). These techniques such as western blots, have been used
by researchers because they are simple and well-established ones for determining
the average protein or bimolecular content of a large number of cells. To develop
the mathematical descriptions of a cellular behavior, the correct distribution of the
response is essential (Teruel and Meyer, 2002; Lidstrom and Meldrum, 2003).
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a) b)
c) d)
Figure 3·2: Advantages of using microfluidic single cell platforms. a)
Accurate measurement of the behavior of a cell population sometimes
is only possible via using single cell microfluidic techniques. Synthetic
gene oscillator is a good example of this type. (Stricker et al., 2008)
b) Programmable valves to switch the carbon source from glucose to
galactose in the form of a sinusoidal wave. By looking at the frequency
response of the cells, it is possible to obtain more information about the
metabolic pathway (Bennett et al., 2008). c) Obtaining noise data (El-
dar and Elowitz, 2010). d) Generating the lineage relationship. (Eldar
and Elowitz, 2010)
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Imagine a scenario involving a bimodal (or other complex) distribution of protein
levels in a population of cells. Such a distribution can be detected only by observ-
ing cells individually. Measurement of the protein level in bulk only shows a linear
increase during a particular cellular process. However, studies of single cells might
show the transfer of cells from the low concentration mode to the higher concentration
mode (Lidstrom and Meldrum, 2003). This would imply the existence of a bi-stable
circuit inside the cells that controls protein level and bulk techniques are unable to
detect it.
B) Programmable change of the cell microenvironment:
Some of the most widely used techniques for single-cell analysis are flow cytometry
(FC), automated microscopy (AM) and laser scanning cytometry (LSC). One major
drawback with all these methods is their weakness in the dynamic control over the cell
environment. It is very difficult and typically impossible to change the parameters
in the cell culture (like pH, molarity, temperature, ionic concentration, etc) in a
dynamic and controllable manner with time. In the recent years, microfluidic systems
have brought new solutions and possibilities for rapid and dynamic change of the
extracellular environment. These devices are composed of micron scale channels,
chambers and valves for transport and trapping the cells as well as controlling the
flow of the media or chemicals into the device.
To characterize a gene regulatory network, dynamic perturbations are a very use-
ful technique. It is possible to infer information about the structure and architecture
of a pathway in a cell by exposing the cells to time variant stimulants (Toettcher
et al., 2013; Bennett et al., 2008; Mettetal et al., 2008). For example Bennett et al
(Bennett et al., 2008) used a microfluidic chip with programmable valves to switch
the sugar source from glucose to galactose in the form of a sinusoidal wave. They
discovered that the metabolic network acts as a low-pass filter: it reliably responds
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to the slow environmental changes, while effectively neglects fast fluctuations. Fur-
thermore it was observed that the sensitive low-frequency response was much faster
than computational modeling predictions. This mismatch could be explained by the
discovery that two key galactose transcripts have half-lives that depend on the type
of the sugar.
A similar approach was used by exposing mammalian cells to optical perturbations
to characterize Ras/Erk module (Toettcher et al., 2013) or by applying ionic pulses to
yeast cells to study frequency dependence of osmo-adaptation (Mettetal et al., 2008).
C) Obtaining noise information from the cell population: Genetically
identical cells in a homogeneous environment can show huge phenotypic difference.
In the context of cellular and molecular biology, noise means the variability between
different cells.
Extrinsic noise refers to variation in similarly-regulated quantities between differ-
ent cells. The cell to cell variation in expression of a certain gene is a good example.
Intrinsic noise is the variation in quantities within one cell which are identically reg-
ulated. Figure 3·2 (c) shows E. coli expressing two identical promoters driving red
and green fluorescent proteins respectively. The ratio of green to red intensity differs
from cell to cell because of the noise.
Noise has a functional role in both eukaryotic and microbial cells, in evolution
and in multicellular development. Noise may facilitate evolutionary transitions, at
the longest time scale. In a shorter time scale, it enables coordination of probabilistic
differentiation strategies within the cell populations as well as gene expression across
large regulons (Eldar and Elowitz, 2010). Diversifying phenotypes in isogenic popula-
tions, producing random mutations and providing selective advantage in the dynamic
environments are other functional roles of noise in biology (Tsimring, 2014; Pilpel,
2011).
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Only single cell measurements are able to capture noise data.
D) Tracking lineage relationship in the population:
For research on aging or familial dependence of protein levels, it is essential to
track the lineages of the cells. Traditional techniques involve manual dissection of
daughter cells from the larger mother cell which is extremely laborious and time
consuming (Mortimer and Johnston, 1959). Microfluidic single cell platforms enable
continuously tracking of the cells by high-resolution microscopic imaging throughout
their entire lifespan (Lee et al., ; Jo et al., 2015; Rowat et al., 2009).
3.3 Available on chip heating devices and their drawbacks
There are already a number of microfluidic on chip heating platforms; however, each
of them has its own limitations. For example Kamei et al (Kamei et al., 2008) de-
veloped an Infrared irradiation based system for heating single cells. However their
platform has a huge error of around 10◦C in the target temperature. Besides that
their throughput is very low and they can heat very few cells simultaneously. Ginet
et al (Ginet et al., 2011) used on chip electrodes and joule heating to heat shock
cells; however, their device has a huge thermal gradient which makes it inapplicable
for accurate heat shock studies. There are also schematic suggestions in the work of
Cookson et al (Cookson et al., 2005) to use large chambers connected to a water bath
to control the temperature of the cells in the microfluidic chip. Water baths gener-
ally take a long time to reach their set temperature and switching between different
temperatures will be very slow. Besides that, this has been just an illustration and
they never actually performed heat shock experiments with their suggested system.
Based on the shortcomings and problems of the available heat shock devices, we
have set the following design goals for our platform:
• Precise control of Temperature ( Error around 1◦C).
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• Captures single cell data over long periods (> 15 hrs).
• High resolution imaging (100x oil objective).
• Able to perform complex and programmable thermal stress.
• Able to accommodate chemical dosing.
• Able to perform different cell strains in parallel.
• Able to extract lineage information from the cell population.
So far, to the best of our knowledge there is no system with all these capabilities
for studying the dynamics of heat shock response in single yeast cells.
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3.4 Design of the microfluidic system
Fig 3·3 A shows the schematic of our developed microfluidic chip.
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Figure 3·3: A)Schematic of the microfluidic device developed for heat
shock studies. B) The calibration curve. C) A typical ramp and cooling
on the device. D)Yeast cells grow successfully in the device in room
temperature ( 25◦C) and heat shock ( 39◦C) conditions.
It is composed of microchannels to trap cells and heaters and an RTD sensor
for changing and controlling the temperature. The device has parallel channels for
different yeast strains to be loaded, tested and compared in one experiment. Each
channel has two inlets for two kinds of media, under the control of two pneumatic
quake valves (Unger et al., 2000). The height of the main channel is around 10 µm
and trapping chambers (shown in light blue squares on the side of the main channel)
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have a height of around 4 µm, similar to the diameter of yeast cells. Once they enter
the chambers, they are trapped. When the cells divide, because of the geometrical
confinement, they grow in a monolayer and their motion in z direction is restricted.
Therefore they can be tracked for long time periods(more than 50 hrs) without losing
the focus. This is a great advantage over the traditional yeast cell cultures or agar
pads, as in these systems, the cells move in z direction relatively soon after the start
of the experiment and cannot be tracked. There are a total of 560 trapping chambers
which provide capturing a high number of single cells and good statistics. The flow
layer and the valve layer are made in PDMS using soft lithography (Duffy et al.,
1998).
Joule heating mechanism is chosen to heat the microchannels and the cells in
the chip. Two very thin parallel platinum wires with the shape of a serpentine and
the thickness of 15 nm are made on the surface of the chip by UV lithography and
metal deposition. The wider wire (width= 150 µm) is a heater and the narrower
one (width= 20 µm) is a sensor. The heat generated in the resistive heater can be
calculated according to the following equation:
P = I.V =
V 2
R
(3.1)
where P is the power (heat generated in Watts), R is the resistance of the heater (in
ohms) and V is the voltage (in Volts) applied across the heater. The resistance of a
wire R can be expressed as:
R =
ρL
A
(3.2)
Where L is the length, ρ is the resistivity and A is the cross sectional area of
the wire. Therefore a wider wire corresponds to a smaller resistance as it has a
smaller cross section. According to equation(3.1) for a fixed Voltage V , a smaller
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wire resistance leads to more heat to be generated. Therefore we designed the heater
wires as wide as possible. The main limit is the geometrical space required.
The sensing mechanism is based on the change of the resistance by temperature
and follows the below formula:
∆R = R−R0 = R0α(T − T0) (3.3)
Where R0 is the resistance of the wire at known temperature T0, R is the resistance
of the wire at the temperature T , α is the temperature coefficient of resistance for
the material of the wire. Higher R0 results in higher change in the resistance of the
wire per degree of change in the temperature. According to equation(3.2), a narrower
wire corresponds to a higher resistance. This is why the sensor is designed to be as
narrow as possible. Here the limit is the resolution of lithography process and wet
etching considerations.
When there is a serpentine heater on a surface, the temperature distribution is not
uniform over the surface. The central part of the chip is warmer, while the margins
are colder.
We would like to ensure all the parallel microchannels in the chip will experience
a similar temperature to have equal conditions for all the loaded cells. Therefore we
did COMSOL modeling to simulate thermal distribution of the heaters and also to
find optimum heater loop sizes.
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Figure 3·4: COMSOl simulation results used for the design of the chip
together with their experimental validation. Thermal distribution in a)
27◦C, b) In 36◦C and c) in 39◦C. d) Heat map of the temperature in
the 3D model. Blue lines demonstrate the path along which temper-
ature was plotted. e)to f) Measurement of the temperature by FLIR
camera for the relevant simulation. Both experimental and simulation
results certify that there is a region of interest with a small temperature
variation (around 1◦C) where we can locate our cell traps.
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Figure 3·5: Different user definable thermal stress profiles generated
on the chip. a) Step input of 39◦C. b) Sinosoidal wave. c) Saw wave.
d) Pulse input.
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Fig 3·4 (d) shows the heat map of the temperature distribution in the 3D model of
the device. Graphs A to C are the temperature values across the blue lines indicated
in the 3D model in the middle of the chip. The graphs correspond to 27◦C, 36◦C
and 39◦C set temperature. A FLIR thermal camera was used to validate the result
of simulation (Figure 3·4h). Graphs in 3·4 E to G show the measured values of
the temperature across the same lines as in the model. There is a good agreement
between the model and the measurements. Within the chip surface there is a section
where temperature variations are 1◦C or less. This is depicted with the red dashed
box in Figure 3·4 G. All the cell trapping chambers are located within this region
to guarantee a small temperature variation in all the experiments. These graphs are
wavy. The local max is where the heater wire is located. The microchannels are
placed in the local minima between the heaters. The temperature variations are also
calculated between the minimum points.
The chip is calibrated using a hot plate. Every time the temperature of the hot
plate is set to a known value. Then the resistance of the RTD (Resistance Tem-
perature Detector) sensor is measured at the known temperature and recorded. A
calibration graph as in Figure 3·3 B is established based on the recorded temperature
and resistance. The graph correlates each resistance to a certain temperature. The
process of calibration is repeated 2 or 3 times to make sure the values are repeatable
and accurate. The graph shows a linear relation between resistance and the temper-
ature with the R2 value of 0.99. R2 is a fraction between 0 (no linear relation) to
1 (best fit) and is a statistical measure of how good a linear regression fit is done.
Platinum was chosen as the metal for making both heaters and sensors because it has
a linear change of resistance with temperature. It also does not oxidize and there is
no risk of resistance variation due to oxidization.
A programmable wave generator (power supply) is connected to the system to
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generate user definable thermal stress. Fig 3·5 shows different temperature profiles
generated on the cell trap chambers. The temperature can change with time in the
shape of a step input (Fig 3·5(a)), sinusoidal wave (Fig 3·5(b)), saw wave (Fig 3·5(c))
or square wave (Fig 3·5(d)). These measurements are done directly with the FLIR
camera.
Figure 3·6 B shows the hardware interface between the computer, pneumatic
valves and the chip. Java codes are used to program the opening and closure of
the valves. The control command is sent from the PC to a DAQ card and then to the
solenoid pneumatic valves. The pneumatic pressure actuates the quake valves in the
microfluidic chip and controls the flow of the media. A Nikon Ti inverted microscope
with 100x oil based objective is employed to capture high quality images from the
cells. The intracellular structure and protein localization can be also observed with
this magnification. Imaging is done every 15 minutes (this time interval is user defin-
able) in both bright field and fluorescent channels. MATLAB codes were developed
to analyze images and track each individual cell over the duration of the experiment.
3.5 Image processing and parallel computing
As mentioned, the images were acquired via time lapse microscopy in both bright
field and fluorescent (YFP) channels. The details of data acquisition are in materials
and methods section. In the first step, bright field images are used to make a binary
mask using a code developed in MATLAB (Figure 3·7 B). The output from this code
for each frame, is an image in which cells are segmented and distinguished from the
background. The algorithm for segmentation is based on CellTracer software (Wang
et al., 2010). This method has a good accuracy compared to many other segmenters,
however it takes a lot of time for processing (around 7 to 15 min for processing each
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Figure 3·6: The system developed for studying single cell heat shock
response in yeast cells. A) A close view of the fabricated chip. B)
Other components of the system: PC, DAQ card, pneumatic valves
and microscope.
frame on a PC with Xenon Intel CPU, dual core 2.53 GHz). A typical heat shock
experiment has 60 to 120 frames. To make the run time shorter, the segmenter code
was parallelized in MATLAB and run on Boston University shared computing cluster.
This tremendously improved the processing time of the segmentation.
The next step is overlapping the binary mask (output from the BU cluster) to the
fluorescent images and extracting YFP intesity of the single cells in each frame (Figure
3·7 B). Finally we use another MATLAB code which we developed for tracking. It
generates following information for each single cell: cell ID, cell area (in pixels), xy
location of the centroid of the cell, parent ID (ID of the entity from which the cell is
born), the time point in which the cell is born, major axis length and YFP intensity.
The lineage relationship is calculated based on the distance between the two cells. It
is assumed that the daughter cell is nearest to its mother. Figure 3·7 C shows the
segmented cells with their IDs in one of the time points. Figure 3·7 D is a typical
graph of the trajectories of the single cells YFP value during the experiment. As
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Figure 3·7: Image processing pipeline. A) Merged YFP and BF im-
ages of yeast cells growing in the microfluidic chamber before and after
stress. B) Binary mask being made from BF image and then overlaid
on the YFP image to extract the intensities of single cells. C) A typical
output of the tracking software. Each cell is tagged with an ID. D) A
typical output of the intensities of the single cells.
expected, the intensity increases after the heat is turned on.
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3.6 Validation of the technology
We performed heat shock tests using the microfluidic device and compared the results
with FACS data in the previous section to validate our developed technology.
Figure 3·8 A and B compares the result of the heat shock test on the cell lines with
different mutations in phosphorylation sites (described in chapter two). Microfluidic
single cell trajectories are in good agreement with the FACS data. Consistent with
published results, deletion of the N terminus increases the heat shock response, while
deletion of the C terminus suppresses the induction of the heat shock response (Sorger,
1990).
The most important mutant is 152A in which 152 out of the total of 153 ser-
ines/thereonines are mutated in HSF1. The one remaining serine (serine225) is not
involved in phosphorylation. This cell line could induce the promoter to 75% of the
WT level. Our microfluidic single cell data also confirms that phosphorylation is
dispensable for activation of the HSR.
This platform is also able to perform heat shock with user definable amplitude
or duration. Figure 3·9 demonstrates the heat shock response of the cells with two
different amplitudes of 33◦C and 39◦C. As we expected, a higher amplitude induces
a higher response. Figures 3·10 and 3·11 show the heat shock response of the cells
with one and three pulses respectively, each with the duration of 15 minutes and
relaxation time of 45 minutes. Multiple stimulant pulses increase the amplitude of
HSR subsequently.
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Figure 3·8: A) FACS measurement data of the WT and a panel of
mutants before and after heat shock at 39◦C. In each strain a number
of serines/thereonines are mutated to investigate the effect of phospho-
rylation in activation of Hsf1. The most important strain is 152 A in
which 152 out of 153 possible phosphorylation sites are mutated to ala-
nine. This strain induces the heat shock response to 75% of the wild
type. B) i to vi: single cell microfluidic heat shock data of WT and the
panel of mutants. The data corresponds well with the FACS measure-
ments and validates our technology. C) The transcriptional reporter
construct in the cells used to report HSF1 activation as YFP signal.
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Figure 3·9: Single cell microfluidic data showing the effect of different
stress amplitudes (39◦C and 33◦C) on heat shock response in WT and
panel of mutants. A higher thermal stress corresponds to a higher level
of Hsf1 activation. The blue box shows the duration of application of
thermal stress.
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Figure 3·10: Single cell microfluidic data of WT and the panel of
mutants when they are exposed to one pulse of 39◦C. Heat shock
response is activated after the stress is applied and decays gradually as
the stress is released.
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Figure 3·11: Microfluidic single cell trajectories when three similar
heat pulses were given to WT and the panel of mutants. Each pulse is
composed of 15 minutes at 39◦C and 45 minutes of relaxation at 25◦C.
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3.7 Phosphorylation increases the cell to cell variability which
promotes phenotypic plasticity
Phosphorylation was shown to be dispensable for activation of HSR in chapter two.
Using the developed technology in this chapter, we want to understand the role of this
chemical reaction more in depth. Our microfluidic platform enables us to do a precise
study on the dynamic behavior of WT and ∆PO4 cells and analyze their noise in the
absence and presence of stress. Genetically identical cells, although in a homogeneous
environment, behave differently, due to the noise in gene expression. The noise (cell to
cell variability) in this context is defined as σ
µ
where σ is the standard deviation and µ
is the mean value of the quantity of interest in the population. There is also another
metric called noise strength, defined as σ
2
µ
which might be more helpful than noise in
terms of evaluating the dispersity of the gene expression in a population of the cells.
This is because in general, the noise strength prevents the effect of decreased noise
when the mean increases, and measures deviations from Poisson behavior (Ozbudak
et al., 2002). In this section we mainly use noise strength for our analysis.
Figure 3·12 E illustrates that before stress, WT and ∆PO4 cells have similar noise
levels, however after they are exposed to heat, the noise strength of the WT is more
than that of the mutant. We also performed a fluconazole assay on WT and ∆PO4
cells (Fluconazole is an anti fungal drug, toxic to yeast). Interestingly WT cells also
survive better under stress compared to the mutant (3·12 F and G).
Fluconazole resistance has been shown to be associated with expression of certain
HSPs, many of which are under control of Hsf1. Phosphorylation of Hsf1 in WT
leads to ’noisy’ activation of target genes, which gives a population of cells access to
a wide array of expression profiles of these potentially resistance conferring genes and
therefore WT cells survive better than the mutant under the stress conditions. When
this profile is perturbed (e.g. sharper / less noisy as a result of the phospho deletion)
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the population no longer has access to such a diverse set of expression profiles or
resistance phenotypes.
A direct measurement of the doubling time of the single cells reveals that before
stress, WT cells double slightly faster than ∆PO4 cells (14% faster). After stress,
however, this difference becomes larger (23%) as depicted in Figure 3·13 A and B.
This demonstrates a correlation between phosphorylation and the doubling time.
Tracking the size of each cell during the environmental fluctuations reveals a
considerable shift in cell size before and after change of the temperature. Larger cell
size is an indicator of faster growth (Yang et al., 2011). Before stress both cell lines
have almost identical sizes and WT is only 5% larger than ∆PO4. After applying
thermal stress, WT cells are around 22% larger than ∆PO4 (Figure 3·13 C and D).
We also tracked the lineage in the yeast culture in our microfluidic device. Our
tracking software finds the mother daughter relationship between the cells based on
their distance. It is assumed that a newly born yeast cell is nearest to its mother.
Figure 3·13 E and F demonstrates that in the WT population, there has been a
maximum of 8 generations in a heatshock experiment, while in a ∆PO4 population,
there has been a maximum of 5 generations. This corresponds well with our previous
finding about the doubling time. WT cells double faster than ∆PO4 cells, therefore
are able to make more generations, in a same experimental duration.
Based on these observations, a more careful dissection of WT and ∆PO4 cells,
shows a correlation between phosphorylation and higher survival (in fluconazole as-
say), faster doubling and larger cell size in WT cells compared to the mutant.
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WT PO4 WT PO4
F G
Figure 3·12: A) HSR distribution (FACS data) and B) Noise strength
of WT and ∆PO4 cells before and after stress. C) and D) Single cell
microfluidic data of WT and ∆PO4 cells before and after stress. E)
WT noise strength is considerably higher than ∆PO4 after stress. F)
Fluconazole assay results. G)WT cells with higher noise survive better
than ∆PO4 cells under fluconazole stress.
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Figure 3·13: A)Doubling time of WT and ∆PO4 cells before and after
stress. B) After stress, difference between doubling time of WT and
∆PO4 becomes more significant. C) After stress the difference between
the size of WT and the mutant increases. D) Difference in the cell size
before and after stress is obvious in the image. E and F)Lineage tree
extracted from image processing data. WT cells make more generations
compared to ∆PO4.
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3.8 Summary of chapter three
In chapter two, both our modeling and experimental results demonstrated that phos-
phorylation is dispensable for activation of the heat shock response pathway. We
suggested that one possible role of phosphorylation can be fine tuning the gain of the
response. In this chapter, we developed a new tool for studying this problem with
higher resolution and more precision.
We successfully designed, modeled and tested a microfluidic platform for studying
yeast cells at single cell resolution under programmable thermal stress. We validated
our technology by doing on chip heat shock tests on WT cells and a panel of mutants
and comparing the results with FACS measurements. A careful look at the noise
strength extracted from time lapse single cell data demonstrates that WT has a higher
noise compared to ∆PO4. This also correlates with a higher survival in Fluconazole
assay.
Furthermore, single cell data revealed a shorter doubling time and larger cell size
for WT. Therefore we observe a correlation between phosphorylation and higher cell
to cell variability, shorter doubling time and faster growth.
Based on these observations, we would like to suggest that the role of phospho-
rylation is generation of cell to cell variability (noise) which promotes phenotypic
plasticity and higher survival rates under stress.
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3.9 Material and methods
This section describes the design, fabrication, modeling and calibration process for
the microfluidic single cell analysis platform and details of the relevant experiments
done with it.
Designing the mask
The transparency masks were designed in adobe illustrator CS5.1. All the features
of the valve layer have a fixed height of 20µm, therefore it only has one mask. The
flow layer features have two different heights: main channel for letting the media and
the cells go through, with the height of 15µm and cell trapping chambers with the
height of 3.8 to 4µm. Therefore there are two masks for the flow layer. The patterns
were printed in CAD/Art Services,Inc in Oregon, USA with 2000 dpi resolution and
shipped overnight. These masks are good for doing lithography of the patterns or
spacing as small as 10µm in xy plane (and not smaller). A copy of the masks schematic
is attached in the appendix.
Microfluidic Mold Fabrication Protocol
Control Layer (SU8-10)
• Rinse wafer with acetone, methanol, isopropanol, DI water; dry on hot plate
> 150◦C for > 10min.
• Oxygen plasma the wafer: Power = 300W , 5min. The plasma makes it hy-
drophilic and improves the adhesion of SU8 resist to SI wafer.
• Spincoat Microchem SU8-10: 1000 rpm for 60 s (Height 20 um).
• Soft bake: 65C hotplate 2.5 min, then 95C hotplate 6 min.
• Clean mask glass substrate with acetone and dry with N2 gas.
• Tape photomask to glass in preparation for exposure. Use 5 inch square glass.
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• UV expose: P = 10mW, Exposure time = 8 s, Exposure type = Hard.
• Post exposure bake: 65C hotplate 1 min, then 95C hotplate 2.5 min.
• Develop with SU8 Developer for 3-4 min.
• Rinse with Isopropanol first, then DI H2O and dry with N2.
• Hard bake 150C hot plate for 15 min.
Making the flow Layer (SU8-2 and AZ 4620)
• Start with SU8-2 lithography. This makes shallow patterns for cell trapping.
• Rinse wafer with acetone, methanol, isopropanol, DI water; dry on hotplate
(> 150◦C) for > 10min.
• Oxygen plasma the wafer : P = 300W , 5min. The plasma makes the wafer
hydrophilic and improves the adhesion of SU8 resist to SI wafer.
• Spincoat Microchem SU8-2: 800 rpm for 60 s (Height = 3.5 - 4.5 um)
• Soft bake: 65C hotplate 1 min, then 95C hotplate 3 min
• UV expose: P = 10mW, Exposure time= 8 s
• Post exposure bake: 65C hotplate 1 min, then 95C hotplate 1 min
• Develop with SU8 Developer: 15 sec to 1 min (check the patterns by eye to
avoid overdeveloping).
• Rinse/wash with Isopropanol, then DI water and dry with N2
• Hard bake 150C hotplate 5 min
Second step: AZ4620 lithography
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• Spincoat adhesion promoter Hexamethyldisilazane (HMDS): 1000 rpm for 60 s,
and bake in 95C oven for 12 min
• Spincoat AZ4620: 3400 rpm for 60 s (Height 10 um)
• Bake in 90C oven for 12 min
• Mask alignment, and UV expose: P = 10mw, Exposure time= 14 sec, Exposure
type = Hard
• Develop using AZ400MIF Developer for 8 min or more. Check the patterns by
eye to make sure developing is fully done.
• Wash with DI H2O and dry with N2 gas
• Reflow on hotplate at 145C for 60 s
Casting PDMS into the molds:
Mix PDMS gel with curing agent with the ratio of 10:1.
• New 3 wafer (top=valve layer): 20g + 2g
• Cut out of top mold: 12g + 1.2g
• New 3 wafer (bottom): 7.3g + 0.7g
• New 4 wafer (top): 60g + 6g
• Cut out of 4 top mold:30gr+3gr
• New 4 wafer (bottom): 20gr+2gr
Cleaning the molds:
Try to remove the dust from the molds by spraying N − 2 or air on the mold
surface. If there is residual pdms from previous fabrication step (on the flow layer
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mold specially) pour 15 gr of pdms on the surface, let it cure in the oven, take it our
and peel the pdms off. The dirt on the surface sticks to pdms and will be removed.
PDMS Fabrication Top (Valve/Control) Layer
• Top PDMS layers: 3 - 4 mm
• Mix PDMS + curing agent, pour directly onto top mold cut-out
• Degas for 5 min; release vacuum and wait for 1 min. (do this 2 or 3 times,
until you see almost no bubbles). The whole degasing process takes around 20
to 30 min.
• Bake at 80C for 3 hr
• Chop PDMS into shape and punch holes, clean substrates with isopropanol and
dry with N − 2. Place them in a clean petri dish with cap to prevent dust or
contamination. You might consider lightly taping the PDMS chips with scotch
tape for longer term storage.
PDMS Fabrication Bottom (Flow) Layer
• Mix PDMS + curing agent :7.3g + 0.7g for 3 wafer, 20g+2g for 4 wafer.
• Degas for 5min; release vacuum and wait for 1min. (do this 2,3 times, until
you see almost no bubbles)
• Silanization: place few drops (50µm) of chloro-trimethyl-silane in a glass petri
dish as the mold wafer is. Cover the petri dish with cap and put it under the
fume hood. Wait for 10 min. The vapor of Silane covers the mold and makes
the future PDMS peeling easy.
• Pour thin layer of PDMS on wafer.
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• Spincoat at 3500 rpm for 60 s (500 rpm ramp; can start at 500 rpm as a pre-
spin).
• Prebake at 85-90C for 11 min. PDMS layer should be still just a little sticky.
• Align top PDMS layers onto spuncoat bottom layer with LWD microscope.
• Bake at 85-90C for 2-3 hr.
• Cut out chips and punch holes (if bonding [below procedure] will be performed
on a future day, bake the PDMS chips at 80C for an additional 1-2 hr right
before bonding to glass. This is not necessary if bonding to cover glass is to be
performed on the same day).
• Be careful not to punch the holes on control layer related to valves.
• Dont forget to clean the mold by removing the thin PDMS layer by scrubbing
by fingers (do wear gloves). Then rinse with water and dry with N2 gas.
• Important note: Expired silane, too much silane, too much ambient humidity or
silanization for too long can cause lack of PDMS curing in the oven and result
in poor adhesion between device layers.
• Be very careful to avoid any moisture going inside the silane bottle. Always
open the bottle in a hood with controlled humidity (below 20%) and do seal
the cap with parafilm after use.
Bonding PDMS Chips To Glass Slides
• Dont handle the PDMS + cover glass surfaces to be etched with fingers or gloves
• Squirt PDMS chips with IPA, then DI water
• Squirt cover glass with IPA
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• Dry chips and glass with compressed gas (N2 or air)
• After drying, place chips and cover glasses in plasma bonder
• Turn the power ON on the plasma bonder. The RF level should be OFF
• Turn on the vacuum pump. Wait 2 min for pressure to stabilize
• Turn the RF to MED for 70 sec
• Turn the RF to OFF
• Turn off the pump, bleed the vacuum valve slowly, pop open the lid. Retrieve
the cover glasses using tongs.
• Place cover glasses face-up in a petri dish. Retrieve the PDMS chip using tongs
or gloved fingers.
• Holding the PDMS chip by the sides, position it 1cm above cover glass slide
and make sure it is level with the glass surface. Then gently let it fall onto the
slide.
• If you havent made good contact, lightly tap the corners of the device to press
the chip into the glass.
• Bake at 85-90C overnight
Metal deposition
• Soak all the glass cover slips you want to use for metal deposition into pirhana
solution (H2SO4+H2O2, 3:1). Use No. 1.5, Fisher Scientific glass cover slip.
• Wait 10 to 15 min.
• Wash the glass cover slips with DI water and dry with N2.
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• If there is any remaining traces of dirt or other residuals, wash them with
acetone and Isopropanol. Dry with N2
• Dry the substrates in the oven: 150◦C 10 min.
• Do oxygen plasma on the substrates, 300 Watt, 5min.
• Deposit 100 Angstrom of Ti as the adhesive layer and then deposit 150 nanome-
ter of Pt. We used Sharone E-beam deposition machine at Boston university
clean room. Chamber pressure = 10−7 Tor, deposition rate 1 to 2 A◦ per
second. The lower the chamber pressure is, the higher the film quality will be.
EE-4 deposition machine at Harvard center for nano science clean room can
also be used.
Patterning with UV lithography
• Wash samples with acetone, Isopropanol, DI water. Dry with N2.
• HMDS for improving resist adhesion: 3000 rpm, 30 sec, then immidiately:
• Use resist SPR 220-7 :3000 rpm, 30 sec.
• Soft bake: 3min @ 65◦C, 5 min @ 115◦C
• Exposure: 31 sec, 10 mW
• Keep samples near a dish of DI water, under a pyrex cover to let them absorb
moisture for 10 min.
• Post exposure bake: 3min @ 100◦C on hotplate. Set hot plate at 100◦C. Place
qtip sticks under each glass cover slip sample. Do not place them on the hot
plate directly.
• Develop: MF-319 developer. 3 to 4 min. wash with DI water, Dry with N2.
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• Hard bake:At least 5 hours @ 120◦C oven. The best results come if you leave
them in the oven overnight.
• Wet Etching: HCL+HNO3, 3:1 ratio, heat it up to 95◦C.
• Dip samples into hot aqua regia mixture and keep for 30 min. This will etch
the Ti/Pt layer.
• Once the samples look visually good and the metal layer is removed, take them
out of etching solution.
• Wash at least 1 min under running DI water. If you wash less than this time
you will have residual metal particles on the substrate which makes short cut
in the circuit.
• Use a qtip with aceton to remove a small portion of the resist on the leads to be
able to measure the resistance of the heater/sensor circuit with an ohm meter.
• If the resistance is in the proper range (around 1000Ω for sensor, 2000Ω for the
heater) then wash the whole surfce of the glass with aceton to remove all the
resist layer. Then Rinse with DI water and dry with N2.
• If the resistance is not in the range continue etching in aqua regia and check
the resistance in 5 min again. Repeat this process untill the resistance is in the
proper range , then wash all the resist layer, wash with DI water and dry with
N2.
• Deposit 300 nanometer of Sio2 as a protective layer.
• your heater/sensor pad on glass cove slip is ready. Just scratch the Sio2 layer
on the metal leads very gently to have them ready for connecting wires.
• Clean the substrates with acetone/Ethanol and dry with N2.
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• Bond the PDMS chip to the glass cover slips with heater/sensor patterns after
oxygen plasma treatment.
Bonding the wires
• Check the resistance of all the fabricated substrates with an ohm meter. select
the proper devices (those having resistance value ) for bonding.
• Clean the pad area on the chip with a qtip soaked in acetone/ethanol.
• Fix 3 devices on a glass plate (5 inch square glass plates used for making glass
chrome masks.)
• Cut 4 pieces of metal connecting wires (5 cm each) and place them on metal
leads.
• Mix the conductive epoxy glue (MG chemicals 8331-14G) with ratio of 1:1 in a
weight boat. Connect the wires to the leads using this mixture.
• leave the devices and the glue to dry for 5 hrs in room temperature. Use an
ohm meter to measure the resistance to make sure the wire is well connected to
the leads with glue. In this stage sometimes the resistance of the heater/sensor
changes with time, although the temperature is constant. To avoid these fluc-
tuations, leave the device on the hot plate 70◦C for 5hrs or overnight. This
heat treatment usually solves the problem.
• The device is ready to be used for calibration.
Calibration of the device
• The devices are already taped to the 5 inch glass plate form the previous stage.
Place the glass plate on a hot plate.
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• Connect the sensor wires to an ohm meter.
• Set the temperature of the hot plate to 25◦C and record the value of the resis-
tance.
• Increase the temperature of the hot plate with 5◦C increments, wait for 8 min
to reach steady state temperature and record the value of the resistance.
• Make the calibration curve, having the values of relevant resistance for each
temperature.
Microscopy
Images were collected at 15-minute intervals at 100x magnification (Plan Apo
Lambda 100X, NA 1.45) using an Eclipse Ti-E inverted microscope (Nikon Instru-
ments, Inc.) equipped with the Perfect Focus System, a XYZ motorized stage, and
a Clara-E charge-coupled device (CCD) camera (Andor Technology). Images were
acquired in phase contrast configuration (BF) and in the YFP fluorescent channel.
Filters and light sources (Nikon LED and Lumencor SPECTRA X Light Engine)
were automatically controlled by the suppliers software (NIS-Elements Advanced Re-
search). Following each experiment, cells were segmented using custom image analysis
software written for MATLAB (Mathworks, Natick, MA), and mean fluorescence val-
ues for each cell were obtained from the time series of YFP images.
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Chapter 4
Conclusions and future directions
Heat shock response pathway is the most conserved pathway in all organisms sought
so far, from bacteria to human (Lindquist and Craig, 1988) but its activation mech-
anism is not very well characterized. In this thesis we developed tools to study this
process with more details and also tried to shed light on the activation process of
heat shock response via its master regulator HSF1 in yeast cells. HSF1 is a con-
served transcription factor from yeast to human and has a very important role in
stress resistance, health and disease. This protein is also a therapeutic target for
neurodegenerative diseases like alzhimer’s and parkinson’s disease.
There are two hallmarks in the activation process of HSF1: chaperone dissoci-
ation and hyper phosphorylation of this transcription factor. However the relative
contribution of each of these events in the activation process is not characterized. In
particular the role of phosphorylation in this cascade is not clear at all.
Since in many biological processes phosphorylation acts as a switch to turn the
protein ON/OFF, and hyper phosphorylation of HSF1 has been observed in stress
conditions, many groups hypothesized that phosphorylation is an essential part of
activation of the heat shock response, while there has been no experimental evidence
for such a claim (Hashikawa and Sakurai, 2004; Voellmy and Boellmann, 2007; Rieger
et al., 2005; Leach et al., 2012; Nicholls et al., 2009; Sorger and Pelham, 1987; Gallo
et al., 1993).
In chapter two we developed a model based on chaperone titration and demon-
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strated that dissociation of HSPs from HSF1 is enough for activation of HSF1. In
addition based on the systematic mapping of this transcription factor, a mutant that
lacked all phosphorylation sites was made (∆PO4). This cell was viable in both nor-
mal and stress conditions and could induce the response up to 75% of the WT. This
is a clear experimental evidence showing phosphorylation is dispensable for the acti-
vation of HSF1 and HSR. We also experimentally demonstrated that phosphorylation
could have a role in fine tuning the gain of the response.
In chapter three, first we developed a novel microfluidic single cell analysis plat-
form together with a fairly accurate and fast image processing pipeline for studying
heat shock response, tracking the cells and extracting lineage information with higher
resolution and more precision. A careful look to the noise strength extracted from
time laps microscopy data demonstrates that WT has a higher noise compared to
∆PO4 and a higher survival in fluconazole assay.
Besides this, single cell data revealed a shorter doubling time and larger cell size
for WT. Therefore we observe a correlation between phosphorylation and higher cell
to cell variability, shorter doubling time and faster growth.
Therefore we would like to suggest that the role of phosphorylation is generation
cell to cell variability which promotes phenotypic plasticity.
4.1 Future directions
The developed system is a unique platform for doing frequency response test over HSR
pathway. We can make thermal perturbations with different frequencies and figure
out whether HSR is a low pass/high pass filter. Characterizing the activation/decay
time of the HSR circuit and finding the relationship between lineage and heat shock
response are another possible directions.
Tracking the dynamic of chaperones and protein localization using our technology
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is also possible. Chaperones are proteins that help disaggregate misfolded proteins.
A new capability that our device would enable is to simultaneously look at how these
chaperones traffic/aggregate, during certain cycles of thermal stress. This may give
us some clues as to how they work dynamically and collectively, within a broader
chaperone network, to respond to stress.
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APPENDIX A: MATLAB codes for HSF1 modeling
MATLAB codes for modeling the concentration of HSF1-HSP complex
during heat shock
clear all
%% INITIALIZE TIME
to=0;
tf=60;
inc=1001;
time = linspace(to,tf,inc);
%% ODE KINETIC/TXN PARAMETERS
k1 = 46.42;
k2 = 2.15;
k3 = k1;
k4 = 1e-1;
k5 = 1e-3;
beta = 3.16;
Kd = 0.15;
%% INITIAL CONDITIONS for Temp = 25C
HSPo = 1; % Free HSP
Hsf1o = 0; % Free Hsf1
UPo = 0; % Unfolded Protein
HSP_Hsf1o = 1/10; % HSP-Hsf1 complex
HSP_UPo = 0; % HSP-UP complex
YFPo = 0; % YFP
ICo = [HSPo, Hsf1o, UPo, HSP_Hsf1o, HSP_UPo, YFPo];
%% INITIAL CONDITIONS for Temp = 35C
HSPo = 1; % Free HSP
Hsf1o = 0; % Free Hsf1
UPo = 10; % Unfolded Protein
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HSP_Hsf1o = 1/10; % HSP-Hsf1 complex
HSP_UPo = 0; % HSP-UP complex
YFPo = 0; % YFP
IC1 = [HSPo, Hsf1o, UPo, HSP_Hsf1o, HSP_UPo, YFPo];
%% RUN ODEs
[t ,y25] = ode23s(@(t,y)titration_YFP_FB(t,y,k1,k2,k3,k4,
k5,beta,Kd),time, ICo); % 25C ODE
[t ,y35] = ode23s(@(t,y)titration_YFP_FB(t,y,k1,k2,k3,k4,
k5,beta,Kd),time, IC1); % 35C ODE
%% PULL DATA
HSP_Hsf1_25 = y25(:,4);
HSP_Hsf1_35 = y35(:,4);
HSP_Hsf1_IPMS = HSP_Hsf1_35./HSP_Hsf1_25; % Normalize Data
%% PLOT
figure
plot(time,HSP_Hsf1_IPMS)
set(gca,’FontSize’,18)
xlabel(’Time (min)’);
ylabel(’Normalized [HSP-Hsf1]’);
xlim([0 time(end)])
ylim([0 1.5])
Matlab Codes for modeling the YFP reporter response
% clear all
%% INITIALIZE TIME
to=0;
tf=120;
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inc=121;
time = linspace(to,tf,inc);
%% ODE KINETIC/TXN PARAMETERS
k1 = 46.42;
k2 = 2.15;
k3 = k1;
k4 = 1e-1;
k5 = 1e-3;
beta = 3.16;
Kd = 0.15;
%% INITIAL CONDITIONS
HSPo = 1; % Free HSP
Hsf1o = 0; % Free Hsf1
HSP_Hsf1o = 1/10; % HSP-Hsf1 complex
HSP_UPo = 0; % HSP-UP complex
YFPo = 3 ; % YFP
% UP at different temperatures
UPo_25 = 0;
UPo_35 = 5;
UPo_39 = 10;
UPo_43 = 20;
% Initial Condition Vector
ICo = [HSPo, Hsf1o, UPo_25, HSP_Hsf1o, HSP_UPo, YFPo];
IC1 = [HSPo, Hsf1o, UPo_35, HSP_Hsf1o, HSP_UPo, YFPo];
IC2 = [HSPo, Hsf1o, UPo_39, HSP_Hsf1o, HSP_UPo, YFPo];
IC3 = [HSPo, Hsf1o, UPo_43, HSP_Hsf1o, HSP_UPo, YFPo];
%% RUN ODEs
[t ,y25] = ode23s(@(t,y)titration_YFP_FB(t,y,k1,k2,k3,k4,
k5,beta,Kd),time, ICo); % 25C ODE
[t ,y35] = ode23s(@(t,y)titration_YFP_FB(t,y,k1,k2,k3,k4,
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k5,beta,Kd),time, IC1); % 35C ODE
[t ,y39] = ode23s(@(t,y)titration_YFP_FB(t,y,k1,k2,k3,k4,
k5,beta,Kd),time, IC2); % 39C ODE
[t ,y43] = ode23s(@(t,y)titration_YFP_FB(t,y,k1,k2,k3,k4,
k5,beta,Kd),time, IC3); % 43C ODE
%% PULL DATA
YFP_25 = y25(:,6);
YFP_35 = y35(:,6);
YFP_39 = y39(:,6);
YFP_43 = y43(:,6);
%% PLOT
figure
plot(time,YFP_35,’k’); hold on
plot(time,YFP_39,’r’); hold on
plot(time,YFP_43,’b’);
set(gca,’FontSize’,18)
xlabel(’Time (min)’);
ylabel(’YFP (a.u.)’);
xlim([0 time(end)])
figure
plot(time,log2(YFP_35/YFPo),’k’); hold on
plot(time,log2(YFP_39/YFPo),’r’); hold on
plot(time,log2(YFP_43/YFPo),’b’);
set(gca,’FontSize’,18)
xlabel(’Time (min)’);
ylabel(’Foldchange YFP’);
xlim([0 time(end)])
ylim([-.5 4])
Function for solving the equations:
function ty=titration_YFP_FB(t,y,k1,k2,k3,k4,k5,beta,Kd)
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%% DEFINE PARAMETERS
% % HSP kinetics
% k3 = 1e-1; % HSP-Hsf1 association (change)
% k4 = 1e-2; % HSP-Hsf1 disassociation (change)
%
% k1 = 1e-1; % HSP-UP association (change)
% k2 = 1e-2; % HSP-UP disassociation (change)
%
% k5 = 1e-3; % HSP-UP refolding into FP (change)
% Txn Kinetics
% beta = 10;
nH = 3;
% Kd = 0.2;
kdil = 0;
%% DEFINE VARIABLES
HSP = y(1); % Free HSP
Hsf1 = y(2); % Free Hsf1
UP = y(3); % Unfolded Protein
HSP_Hsf1 = y(4); % HSP-Hsf1 complex
HSP_UP = y(5); % HSP-UP complex
YFP = y(6); % YFP
%% DIFFERENTIAL EQUATIONS
% Equations are based on simple mass action kinetics
% The exception transcriptional inductions of HSPs
and the reporter, which uses a Hill function
% d[HSP]/dt
ty(1) = k2*HSP_Hsf1 - k1*HSP*Hsf1 + k4*HSP_UP -
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k3*HSP*UP + k5*HSP_UP + beta*Hsf1^nH/(Kd^nH + Hsf1^nH);
% d[Hsf1]/dt
ty(2) = k2*HSP_Hsf1 - k1*HSP*Hsf1 ;
% d[UP]/dt
ty(3) = k4*HSP_UP - k3*HSP*UP - k5*HSP_UP;
% d[HSP-Hsf1]/dt
ty(4) = k1*HSP*Hsf1 - k2*HSP_Hsf1 ;
% d[HSP-UP]/dt
ty(5) = k3*HSP*UP - k4*HSP_UP - k5*HSP_UP;
% d[YFP]/dt
ty(6) = beta*Hsf1^nH/(Kd^nH + Hsf1^nH) - kdil*YFP;
% matrix equation to be evaluated by ODE solver
ty = [ty(1);ty(2);ty(3);ty(4);ty(5);ty(6)];
end
78
APPENDIX B: Strains and plasmids used
Figure 4·1: List of strains used.
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Figure 4·2: List of strains used
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Figure 4·3: List of strains used.
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Figure 4·4: List of plasmids used.
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Figure 4·5: List of plasmids used.
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Figure 4·6: List of plasmids used.
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Figure 4·7: List of plasmids used.
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APPENDIX C: Lithography masks
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