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Abstract
Spatial Modeling has been one of the important parts in Applied Econometrics as well as Economet-
rics Theory in the past thirty years, not only because of the nature that the geographic locations and
interactions play a crucial role in forming behavior, but also because of the challenging problems
inherited from spatial dependence in Econometric models. Misspecifications of spatial dependence
in regression models lead to misleading inferences and policy implications. In this dissertation I
focus on issues of model specification tests which arise from the spatial structures of the data, and it
contributes to the Spatial Econometric literature in two ways: first, the important consequences of
misspecified spatial dependence in estimation, hypothesis testing, and calculation of impact effects,
and second, the methodologies for non-standard tests in spatial regression models. I provide both
econometric methods and empirical examples to demonstrate the usefulness of the proposed testing
procedures.
In chapter 1 I study the behavior of standard and adjusted Rao score (RS) tests for spatial
dependence in presence of negative spatial dependence. I found that the power of the standard
test can be very low when there is negative spatial dependence. I also compared the features of
negative autocorrelation between the time series and spatial contexts. In time series case, both
the pattern of variance-covariance matrices and the power curves are symmetric for positive and
negative serial correlations. This symmetry, however, is not observed in the spatial context. I
applied my findings to the U.S. state government expenditure data, and found negative spatial
lag dependence in U.S. state government expenditure, suggesting competitions among the state
governments [Saavedra (2000); Boarnet, Marlon and Glazer (2002)]. Consistent with my theoretical
derivation, the standard RS test is misleading, and under the negative spatial dependence, the values
and interpretation of impact effects are also different.
When incorporating spatial dependence, the most common specification is a spatial autoregres-
sive (AR) process, either in the dependent variable or disturbances. However, as argued in Anselin
(2003), in many cases a spatial moving average (MA) is more appropriate if the mechanism of
interest is a localized spatial spillover. In chapter 2 I consider the problem of testing no spatial
dependence against a spatial autoregressive and moving average (ARMA) process, which allows for
a global direct spatial effect in the dependent variable as well as an unobserved or indirect local
spatial effect. I suggest a test procedure and the simulation results show that the proposed test
has desired size and good power performance.
In chapter 3, I further study the problems of testing no spatial dependence against a spatial
ARMA process in the disturbances, in the presence of spatial lag dependence. The problems of
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conducting such a test are twofold. First, under the null hypothesis of no spatial dependence in the
disturbances, one underlying nuisance parameter is not identified. Besides, the possible presence of
spatial lag dependence may affect the performance of the test. To deal with this twin-problem of
nuisance parameters simultaneously, I apply the Davies (1977, 1987) procedure to the adjusted RS
statistic [Anselin, Bera, Florax, and Yoon (1996)]. I conducted extensive Monte Carlo experiments
to study the finite sample performance of my proposed test, and found my test has very good size
and power properties in small samples and performs very well compared to other conventional RS
tests. Finally I applied the test to a number of real data sets, such as the Columbus crime data
[Anselin (1988); Anselin et all (1996); Sen, Bera, and Kao (2012)], Boston housing market data
[Harrison and Rubinfeld (1978); Pace and Gilley (1997)], and Netherland investment data [Florax
(1992); Anselin et all (1996)]. The empirical results clearly demonstrate the effectiveness of my
test and the shortcomings of currently available tests.
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To Manny and Ian.
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Chapter 1
Spatial Regression: The Curious Case of Negative Spatial Dependence
1.1 Introduction
Positive spatial dependence is predominant in the spatial data. Therefore, it is not surprising that
most of the methodological papers are concerned with the positive spatial dependence (either in
terms of spatial lag, spatial error, or both) when evaluating estimation, testing and forecasting
procedures [For example, see Anselin, Bera, Florax, and Yoon (1996) and Baltagi, Song, and Koh
(2003) for testing spatial dependence.] However, prevalence of negative spatial dependence is not
uncommon as evidenced in many applied papers; just to mention a few: the studies of welfare
competition or federal grants competition among local governments [Saavedra (2000) and Boarnet
and Glazer (2002)]; the studies of regional employment [Filiztekin (2009) and Pavlyuk (2011)];
the cross-border lottery shopping [Garrett and Marsh (2002)]; foreign direct investment in OECD
countries [Garretsen and Peeters (2009)] and locations of Turkish manufacturing industry [Basdas
(2009)]. Griffith and Arbia (2010) investigated empirical situations in which negative spatial de-
pendence may occur and situations in which it may be masked by positive spatial autocorrelation.
In particular, they presented examples of negatively spatial autocorrelated phenomena based on
the geographic competition for land surface, for territory, and for market area.
The literature of theoretic explanation for the presence of negative spatial dependence is still
growing slowly. Some attempts have been made in economic theory recently, especially in trade
and growth theory. For example, Frank and Botolf (2007) suggest that Myrdal’s backwash effect
[Myrdal (1957)] can be used to explain the empirical finding of negative spatial autocorrelation in
the German regional information and computer technology (ICT) distribution. The backwash effect
discussed in Myrdal (1957) implies that growth in one region is harmful for growth in neighbor
regions since it may attract resources and skilled labor from neighbor regions and reduce their
growth potential. Blonigen, Davies, Waddell, and Naughton (2004) discussed theoretical models
for different kinds of Foreign Direct Investment (FDI) and their theory predicts negative spatial
dependence for pure vertical FDI and export platform FDI because the production set-up from
home country to host country is directly at the cost of other host countries. It appears that
negative spatial autocorrelation is likely to occur when competition between regions (or agents)
outweigh cooperative factors.
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In contrast to the time-series analysis, positive and negative spatial dependence can have quite
different implications. Consider a simple first-order autoregressive model,
yt = ρyt−1 + t, |ρ| < 1, t = 1, 2, ..., T .
where t ∼ IID(0,σ2), and yt ∼ (0,σ2). The variance-covariance matrix of y has the diagonal
elements equal to σ2/(1−ρ
2) and off-diagonal ones Vij =
σ2
1−ρ2
ρ|i−j|. Therefore, the only difference
between positive or negative autocorrelation is just the sign of the elements in the matrix. Thus,
theoretically there is not much difference between positive or negative autocorrelation in terms
of properties of the model. Moreover, previous Monte Carlo studies such as Kramer and Zeisel
(1990), King (1985), L’Esperance and Taylor (1975), and Park (1975) suggest that the empirical
power functions of various tests for serial autocorrelation, for example Durbin-Watson test and
BLUS test, appear to be symmetric around zero and the symmetry becomes more apparent when
the sample size (T) grows. In particular, Park (1975) reported the empirical power functions of
Durbin-Watson and Durbin’s h tests in the presence of lagged dependent variable where coefficient
(β1) was fixed at 0.5. His results, shown in Table 1.1, indicate the close-to-symmetry feature of the
power for positive and negative values. Rayner (1994) repeated the Monte Carlo experiments of
Park (1975) and found similar results with different values of β1, as can be seen from Figure 1.1.
Table 1.1: Power of the Tests for Serial Autocorrelation, Table 2 of Park (1975)
ρ -0.95 -0.80 -0.60 -0.40 -0.20 0.00 0.20 0.40 0.60 0.80 0.95
DW 0.72 0.51 0.23 0.30 0.10 0.00 0.00 0.23 0.30 0.57 0.90
h 0.89 0.84 0.76 0.34 0.15 0.12 0.21 0.48 0.62 0.82 0.95
Now consider the first-order spatial autoregressive model:
Y = ρWY + ,
where Y is an (N×1) vector of observations,W is an (N×N) spatial weights matrix and  ∼ (0, Iσ2).
The variance-covariance matrix of Y can be written as,
Var(Y) = (I− ρW)−1((I− ρW) ′)−1σ2.
Because of the feature of W, the structures of the above matrix for positive or negative values
of ρ can be very different. For example, when n = 6, σ2 = 1, and W based on a 3× 2 regular grid
with queen criterion, the variance-covariance matrix of Y for ρ = 0.5 and ρ = −0.5 are respectively.
2
Figure 1.1: Power of the Tests for Serial Autocorrelation, Figures 1 and 2 of Rayner (1994)
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Var(Y) =

1.406 0.602 0.319 0.671 0.602 0.319
0.602 1.431 0.602 0.602 0.605 0.602
0.319 0.602 1.406 0.319 0.602 0.671
0.671 0.602 0.319 1.406 0.602 0.319
0.602 0.605 0.602 0.602 1.431 0.602
0.319 0.602 0.671 0.319 0.602 1.406

,
Var(Y) =

1.174 -0.230 0.087 -0.266 -0.230 0.087
-0.230 1.162 -0.230 -0.230 -0.072 -0.230
0.087 -0.230 1.174 0.087 -0.230 -0.266
-0.266 -0.230 0.087 1.174 -0.230 0.087
-0.230 -0.072 -0.230 -0.230 1.162 -0.230
0.087 -0.230 -0.266 0.087 -0.230 1.174

.
Comparing the two matrices, both in terms of signs and magnitudes of the elements, it is hard
to detect any particular pattern. This is one of the motivating factors to study other properties
with negative value of spatial autocorrelation.
Previous studies on testing spatial models usually concentrated only on positive spatial depen-
dence. Anselin and Rey (1991), however, considered both positive and negative values in their
Monte Carlo studies to compare the properties of Moran’s I and Rao’s score (RS) tests, separately
for spatial error and spatial lagged dependence, and their results are shown in Figure 1.2. Though
not symmetric around zero, we notice that the power of both tests increase as the true value of
spatial autocorrelation coefficient move away from zero. As expected, asymmetry of the tests is
more prominent for smaller sample sizes. Anselin, Bera, Florax and Yoon (1996) considered the
joint presence of lag and error dependence; however, negative parameter values were excluded in
their simulation study.
This chapter is concerned with the case of negative spatial dependence and its consequence
on specification tests and calculation of impact effects. I will investigate how negative spatial
dependence has bearings upon econometric analysis and in particular, first I will extend the theory
and Monte Carlo results in the literature by including negative coefficients. I will also extend
the theoretical derivation and simulations to compare various tests for spatial autocorrelation in
Anselin et al. (1996). Then I will specifically show how I need to alter the standard methodologies
for model specification and evaluation in the presence of negative spatial dependence.
1.2 A General Approach to testing in the presence of a nuisance parameter
Consider a general statistical model represented by the log-likelihood function L(γ,ψ,φ), where
γ is a parameter vector, and for simplicity ψ and φ are taken as scalars to conform with the
spatial autoregressive model. Suppose an investigator sets φ = 0 and tests H0 : ψ = ψ0 using the
log-likelihood function L1(γ,ψ) = L(γ,ψ,φ0), where ψ0 and φ0 are known values. The RS test
4
(a) Power of Moran’s I
(b) Power of Rao score Test
Figure 1.2: Empirical Power Functions in Anselin and Rey (1991)
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statistic for testing H0 under L1(γ,ψ) will be denoted by RSψ. Let us also denote θ = (γ
′,ψ ′,φ ′) ′
and θ˜ = (γ˜ ′,ψ ′0,φ ′0), where γ˜ is the maximum likelihood estimator (MLE) of γ when ψ = ψ0 and
φ = φ0. The score vector and the information matrix are defined, respectively, as
d(θ) =
∂L(θ)
∂θ
=

∂L(θ)
∂γ
∂L(θ)
∂ψ
∂L(θ)
∂φ

and
J(θ) = −E
[
1
N
∂2L(θ)
∂θ∂θ ′
]
=
 Jγ Jγψ JγφJψγ Jψ Jψφ
Jφγ Jφψ Jφ
 .
If L1(γ,ψ) were the true model, it is well known that under H0 : ψ = ψ0,
RSψ =
1
N
dψ(θ˜)
′J−1ψγ(θ˜)dψ(θ˜)
D→ χ21(0),
where Jψγ = Jψ(θ) − JψγJ−1γ Jγψ. I use
D→ to denote convergence in distribution. Under H1 : ψ =
ψ0 + ξ/
√
N,
RSψ
D→ χ21(λ1), (1.1)
where the noncentral parameter λ1 = ξ
′Jψγξ. Under the set-up, asymptotically the test will have
the correct size and will be locally optimal. Now suppose that the true log-likelihood function
is L2(γ,φ) = L(γ,ψ0,φ), so the alternative L1(γ,ψ) becomes completely misspecified. Using a
sequence of local values φ = φ0 + δ/
√
N, Davidson and MacKinnon (1987) and Saikkonen (1989)
obtained the asymptotic distribution of RSψ under L2(γ,φ) as
RSψ
D→ χ21(λ2), (1.2)
where λ2 = δ
′JφψγJ−1ψγJψφγδ, with Jψφγ = Jψφ − JψγJ
−1
γ Jγφ.
Turning to the case of undermisspecification, let the true model be represented by the log-
likelihood L(γ,ψ,φ). The alternative L1(γ,ψ) is underspecified with respect to nuisance parameter
φ, leading to the problem of undertesting. Consider the local departure φ = φ0 + δ/
√
N together
with ψ = ψ0 + ξ/
√
N. For this case Bera and Yoon (1991) derived the asymptotic distribution of
RSψ,
RSψ
D→ χ21(λ3), (1.3)
where
6
λ3 = (δ
′Jφψγ + ξ ′Jψγ)J−1ψγ(Jψφγδ+ Jψγξ)
= λ1 + λ2 + 2ξ
′Jψφγδ.
Using the result, I can compare the asymptotic local power of the underspecified test with that
of the optimal test. It turns out that the contaminated non central parameter λ may increase or
decrease the power depending on the configuration of the term ξ ′Jψφγδ.
Utilizing (1.2), adjusting the mean and variance of RSψ, Bera and Yoon (1993) suggested a
modification so that resulting test is valid in the local presence of φ. The modified statistic is given
by
RS∗ψ =
1
N
[dψ(θ˜) − Jψφγ(θ˜)J−1φγ(θ˜)dφ(θ˜)]
′
×[Jψγ(θ˜) − Jψφγ(θ˜)J−1φγ(θ˜)Jφψγ(θ˜)]−1
×[dψ(θ˜) − Jψφγ(θ˜)J−1φγ(θ˜)dφ(θ˜)].
(1.4)
Under ψ = ψ0 and φ = φ0 + δ/
√
N, RS∗ψ has a central χ
2
1 distribution, and under the local
alternative ψ = ψ0 + ξ/
√
N,
RS∗ψ
D→ χ21(λ4), (1.5)
where λ4 = ξ
′(Jψγ − JψφγJ−1φγJφψγ)ξ.
Similarly, I can also obtain RS∗φ to test H0 : φ = φ0 in the presence of local misspecification
and derive the noncentral parameters of RSφ and RS
∗
φ. If L2(γ,φ) is the true log-likelihood func-
tion, under the null hypothesis RSφ asymptotically follows central χ
2
1 distribution, and under local
alternative φ = φ0 + δ/
√
N,
RSφ
D→ χ21(λ5), (1.6)
where λ5 = δ
′Jφγδ. In the case of complete misspecification, I have
RSφ
D→ χ21(λ6), (1.7)
where λ6 = ξ
′JψφγJ−1φγJφψγξ. And in the case of undermisspecification,
RSφ
D→ χ21(λ7), (1.8)
where λ7 = λ5 + λ6 + 2δ
′Jφψγξ.
On the other hand, the adjusted RS test statistic for testing H0 : φ = φ0 will follow a central
χ21 distribution under the null hypothesis even in the presence of locally misspecification of ψ. And
under the local alternative φ = φ0 + δ/
√
N,
7
RS∗φ
D→ χ21(λ8). (1.9)
where λ8 = δ
′(Jφγ − JφψγJ−1ψγJψφγ)δ.
1.3 Tests for SARMA Model
To make the study comparable to previous literature on spatial analyses, I consider a general model,
the mixed regressive spatial autoregressive moving average (SARMA) model, as specified in Anselin
et al. (1996):
y = Xγ+ φWy+ u,
u = ψW+ ,
 ∼ N(0,σ2I),
(1.10)
where y is an (n × 1) vector of observations of dependent variable, X is an (n × k) matrix of
observations of exogenous variables, and γ is a (k × 1) vector of parameters. φ and ψ are scalar
spatial parameters, and W is a (n× n) spatial weights matrix.
We are interested in testing H0 : ψ = 0 in the presence of the nuisance parameter φ. Let
θ = (γ ′,ψ,φ) ′, following the result of Anselin (1988a), we have the following equations:
∂L
∂γ
= dγ =
1
σ2
X ′u,
∂L
∂ψ
= dψ =
1
σ2
u ′Wu,
∂L
∂φ
= dφ =
1
σ2
u ′Wy,
(1.11)
and
J =
 X
′X 0 X ′(WXγ)
0 ωσ2 ωσ2
(WXγ) ′X ωσ2 (WXγ) ′(WXγ) +ωσ2
 , (1.12)
where ω = tr[(W ′ +W)W]. Using (1.11) and (1.12), it is easy to show:
Jψφγ = Jψγ = Jφψγ =
ω
n
,
Jφγ =
1
nσ2
[(WXγ) ′M(WXγ) +ωσ2]
=
ω
n
+
1
nσ2
(WXγ) ′M(WXγ),
(1.13)
where M = I− X(X ′X)−1X ′. The adjusted RS statistic can be constructed as,
RS∗ψ =
[u˜ ′Wu˜/σ˜2 −ω(nJ˜φγ)−1u˜ ′Wy/σ˜2]2
ω[1 −ω(nJ˜φγ)−1]
, (1.14)
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where u˜ = y− Xγ˜ are the OLS residuals, and σ˜2 = u˜ ′u˜/n, and from (1.13) it follows that
(nJ˜φγ)−1 = σ˜2[(WXγ˜) ′M(WXγ˜) +ωσ˜2]−1.
The conventional one-directional test RSψ given in Burridge (1980) is obtained by setting φ = 0
to yield
RSψ =
[u˜ ′Wu˜/σ˜2]2
ω
. (1.15)
To see the behavior of RSψ and RS
∗
ψ let us consider the case of local misspecification, i.e.
φ = φ0 + δ/
√
n. Under the null ψ = 0 and alternative ψ = ψ0 + ξ/
√
n, the noncentral parameters
of RSψ are respectively
λ2 =
ωδ2
n
. (1.16)
and
λ3 = λ1 + λ2 + 2ξ
′Jψφγδ
= ξ ′(
T
N
)ξ+ δ ′(
T
N
)δ+ 2ξ ′(
T
N
)δ
=
ω
n
(ξ2 + δ2 + 2ξδ).
(1.17)
Therefore, the noncentral parameters of RSψ under both the null and alternative are affected
by δ, i.e., the local misspecification of φ. Comparing to the case where both of the spatial autocor-
relation parameters are positive, the noncentral parameter is lower when they have opposite signs,
and it can be as low as 0 when ξ = −δ.
On the other hand, the noncentral parameter of RS∗ψ under ψ = ψ0 + ξ/
√
n is not affected by
the presence of local misspecification of φ, and is given by
λ4 = ξ
′[
ω
n
− (
ω
n
)2J−1φγ]ξ
=
ωξ2
n
(1 −
ωσ2
ωσ2 + (WXγ) ′M(WXγ)
).
(1.18)
which depends, on ξ but free of δ, the local misspecification in φ.
In the presence of local misspecification, i.e. ψ = ψ0+ξ/
√
n, We can also study the performance
of RS∗φ and RSφ, which are given by,
RS∗φ =
[u˜ ′Wy/σ˜2 − u˜ ′Wu˜/σ˜2]2
nJ˜φγ −ω
(1.19)
and
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RSφ =
[u˜ ′Wy/σ˜2]2
nJ˜φγ
. (1.20)
Under the alternative φ = φ0 + δ/
√
N, the noncentral parameter of RS∗φ and RSφ are respectively,
λ8 = δ
′(
1
nσ2
)(WXγ) ′M(WXγ)δ (1.21)
and
λ7 = δ
′Jφγδ+ ξ ′JψφγJ−1φγJφψγξ+ 2δJφψγξ
= δ ′(
1
nσ2
)[(WXγ) ′M(WXγ) +ωσ2]δ
+ ξ ′(
ω2
n2
)[(WXγ) ′M(WXγ) +ωσ2]−1ξ+ 2δ ′(
ω
n
)ξ
(1.22)
Again we observe that the noncentral parameter of RSφ is affected by the combination of positive
or negative values of δ and ξ, while that of RS∗φ is free of this problem.
1.4 Empirical Applications
To gain more insights on how negative spatial dependence would affect model specification tests
and estimation in practice, we examine the various test statistics and estimated parameters in the
existing literature. Table 1.2 shows results from three common applications with positive spatial
dependence. All of them have the common features that (i) the unadjusted one-directional tests
are strongly significant and the joint tests are moderately significant, while the adjusted statistics
are lower than the unadjusted ones and show less significance, (ii) estimated spatial parameters
are positive and significant. These examples show that it is likely that both the unadjusted one-
directional tests are spurious because of only one source of spatial dependence.
On the other hand, the cases with negative spatial dependence are more complicated. Table 1.3
summarizes some empirical results with negative spatial coefficients. As indicated in the previous
section, the unadjusted test statistics can be higher or lower than the adjusted ones, depending on
the combinations of the signs of two sources of spatial dependence. For example, Garret and Marsh
(2002) estimated the revenue impact of cross-border lottery sales for 105 counties in Kansas and
found negative spatial autocorrelation for both spatial lag and spatial error coefficients. However,
it should be noted that in their study they estimated the two coefficients separately, not jointly.
According to the reported values of Rao-score test statistics and the theoretical prediction in
previous sections, I expect that both of the coefficients are negative.
Though there are many empirical studies that found negative spatial dependence, most of the
studies only estimate one spatial autocorrelation coefficient, either spatial lag or spatial error,
and reported one-directional Rao-score test result. Others consider both two kinds of spatial
dependence, but estimate the coefficients separately, as we see in Garret and Marsh (2002), and
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Table 1.2: Summary of Empirical Studies - Positive Dependence
RSψφ RSψ RS
∗
ψ RSφ RS
∗
φ φˆ ψˆ
Anselin (1988) 9.44 5.72 0.08 9.36 3.72 0.431 0.562
(<0.01) (0.02) (0.78) (<0.01) (0.05) (<0.01) (<0.01)
Florax (1992) 7.97 2.43 0.14 7.83 5.54 0.349 0.459
(0.02) (0.12) (0.70) (0.02) (<0.01) (<0.01) (<0.01)
Anselin et al. (1996) 5.07 4.35 3.65 1.42 0.72 0.188 0.465
(0.08) (0.04) (0.06) (0.23) (0.40) (0.11) (<0.01)
*p-values in parentheses.
Table 1.3: Summary of Empirical Studies - Negative Dependence
RSψφ RSψ RS
∗
ψ RSφ RS
∗
φ φˆ ψˆ
Garret & Marsh (2002) 3.91 0.57 0.12 3.79 3.34 −0.064∗ −0.009∗
(0.14) (0.45) (0.73) (0.05) (0.07)
Pavlyuk(2011) 7.37 0.03 5.00 2.37 7.34 −1.91∗
(0.03) (0.86) (0.03) (0.12) (<0.01)
Basdas (2009) 6.26 3.77 5.43 0.83 2.49 −0.48∗
(0.04) (0.05) (0.02) (0.36) (0.11)
*Estimate coefficients separately.
Basdas (2009). To further see the empirical applications of the interactions between the two kinds of
spatial dependence with negative values, it is necessary to reinvestigate the data that finds negative
spatial autocorrelations. Therefore, I illustrate the case of negative spatial dependence using the
data of government direct expenditure for the 48 U.S. continental states, based on the empirical
analyses of Case, Rosen, and Hines (1993) and Boarnet and Glazor (2001). In their studies,
the question of interest is the multiplying effect of federal grants on state and local government
expenditure, after controlling for the spatial dependence. The studies use a panel data from 1970-
1985; however, to focus on the illustration of negative spatial dependence, I will only look at a
cross sectional data set. Therefore, the data I examine contains the state and local government
expenditure, grants received from federal government, and personal income per capita in 2010.
Table 1.4 presents the estimated spatial regression results which includes both spatial depen-
dence in lagged dependent variable and error. From the results we see that the estimated spatial
autocorrelation for lagged dependent variable (φˆ) is negative; while the estimated spatial autocorre-
lation for error (ψˆ) is positive. The t statistics suggest that both spatial dependence are significant,
and if we ignore the spatial feature of the data and run OLS regression, there would be an under
estimation of the coefficient of federal grants, and the log-likelihood of the model would decrease.
Furthermore, Table 1.5 shows the Rao-score statistics for model specification tests of spatial
dependence. The test statistics show how the negative values of spatial autocorrelation would lead
to a contradictory results of unadjusted one-directional test with the joint test. From the test
statistics, we can reject the joint null hypothesis: H0 : φ = ψ = 0, but we cannot reject the one-
directional test of H0 : φ = 0 or H0 : ψ = 0 based on unadjusted test statistics. On the other hand,
the adjusted test statistics for both spatial dependence show that the coefficients are significantly
different from zero, consistent with the joint test result and the t statistics in estimation result in
Table 1.5. The results are similar with different specification of spatial weight matrices.
As addressed in Case et al. (1993) and Boarnet and Glazor (2001), the research interest lies in
11
Table 1.4: Estimation Results
Model
Explanatory Variables OLS Rook W Queen W
φ −0.349 −0.337
(−2.511) (−2.426)
ψ 0.548 0.525
(3.4172) (3.163)
Intercept -347.769 1029.200 956.450
(-0.533) (0.836) (0.784)
State Income Per Capita 0.109 0.129 0.129
(7.500) (9.145) (9.096)
Grants 1.611 1.761 1.747
(9.634) (12.377) (12.222)
Sample Size 48 48 48
Log-Likelihood -370.877 -364.979 -365.289
Notes: 1. t statistics in parenthesis.
2. Data Sources: Bureau of Census, Government Finance Series.
Table 1.5: Testing Results
RSψφ RSψ RS
∗
ψ RSφ RS
∗
φ
Rook W 13.781 3.080 11.099 2.683 10.701
Queen W 13.521 3.039 10.823 2.697 10.481
measuring the multiplying effect of grants from federal on state and local government expenditure,
which requires a proper interpretation of the estimated coefficient. In the standard linear regression,
there is a straightforward interpretation of estimated coefficients; while in the spatial regression,
a change in the explanatory variable of one region may not only affect its own region, but also
the neighboring regions, and in turn have another impact on the original region. This, termed as
feedback loops in Pace and LeSage (2008, p.35), is from the nature that observation i is a neighbor
of observation j, and observation j is also a neighbor of observation i. The estimated value of
the coefficient includes both the effect on its own region (direct) and the feedback loops (indirect).
Following Pace and LeSage (2008, p. 38-39), I can calculate summary of measures of impact effects:
M¯(r)direct = n
−1tr((Sr(W)))
M¯(r)total = n
−1l ′nSr(W)ln
M¯(r)indirect = M¯(r)total − M¯(r)direct,
where Sr(W) = (I−φW)
−1βr, βr is the coefficient of r− th explanatory variable xr, and ln is an
n× 1 vector of ones. Furthermore, the impact effect can be partitioned by order of neighbors since
Sr(W) ≈ (I+ φW + φ2W2 + φ3W3 + ... + φqWq)βr
The calculated cumulative and partitioned direct, indirect and total effects based on the esti-
mation results of government expenditure data is shown in Table 1.6. The calculation is based on
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rook specification of spatial weight matrix. From 1.6 we see that when there is negative spatial au-
tocorrelation in lagged dependent variable, the direct effect would be offset by the negative impact
of feedback loops. Therefore, the total effect is not as large as directly measuring the estimated
coefficient.
Table 1.6: Spatial partitioning of direct, indirect and total impacts of Grants
Cumulative effects
Grants
Direct effect 1.8087
Indirect effect −0.5040
Total effect 1.3047
Spatially partitioned effects
W order Total Direct Indirect
W0 1.7605 1.7605 0.0000
W1 −0.6150 0.0000 −0.6150
W2 0.2148 0.0507 0.1642
W3 −0.0751 −0.0051 −0.0699
W4 0.0262 0.0031 0.0231
W5 −0.0092 −0.0006 −0.0085
Cumulative 1.3023 1.8085 −0.5062
1.5 Monte Carlo Simulations
In this section I present the results of a Monte Carlo study to investigate the finite sample behavior
of the tests. I focus specifically on the power of the tests and the comparison of adjusted test
relative to unadjusted one. All the tests are based on estimation by OLS. To facilitate comparison
with existing results I follow a structure similar to the one adopted by Anselin et al. (1996). The
model under the null hypothesis of no spatial dependence is the classic regression model:
y = Xγ+ u
while under the SARMA alternative the model is specified in equation (10). The N observations on
the dependent variables are generated from a vector of standard normal random variables u. The
explanatory variables X, anN×3 matrix is obtained from a vector of a constant term combined with
two variates drawn from a uniform(0, 10) distribution. The coefficients of explanatory variables
(γ) is set to be a vector of ones. The matrix of explanatory variables is held fixed in the replications.
For each combination of parameter values, 5,000 replication were carried out. The graphs are based
on the theoretical size of 0.05, and the proportion of rejections (i.e. the proportion of times the
computed test statistic exceeded its asymptotic value) is reported.
In order to make comparison with Anselin et al. (1996), the configurations used to generate
spatial dependence are formally expressed in three spatial weight matrices. These correspond to
sample size of 40 and 81. The weight matrices of size 40 is built from actual irregularly shaped
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regionalizations of the Netherland (see Florax, 1992 for more details.) The weight matrices for
N = 81 correspond to a regular square 9 × 9 grid, with contiguity defined by the rook and queen
criterion respectively.
Figures 1.3 to 1.5 are the power functions of the RS∗ψ and RSψ tests. As theoretical derivation
predicts, the power functions of RS∗ψ are U-shaped (symmetric around zero) under different values
of φ, while the power functions of RSψ do not have symmetric feature and are sensitive to differ-
ent values of φ. Also note that the power is extremely low when the two spatial autocorrelation
coefficients have different signs but similar magnitude. Similar results can be shown under the
specification of spatial weight matrices based on regular grids, which are presented in Figures 1.4
and 1.5. The adjusted test behaves well in the sense of the symmetry of the empirical power func-
tion except for the case that spatial weight matrices are built based on queen criterion and there
is moderate spatial dependency in the dependent variable (i.e. the nuisance parameter, |φ| = 0.5).
One possible explanation is that queen criterion impose too much spatial relationship since it counts
all of the 8 directions as one’s neighbors, and the moderately spatial dependency strengthen the
relationship further. However, since I am considering local departure of the parameters, I can still
conclude that in the presence of negative spatial dependence, the adjusted Rao-score test performs
better than unadjusted one in the sense of the power of the test.
As for the empirical power functions of RS∗φ and RSφ tests, both of them have a nicely U-shape
around zero. The results are all similar under different design of spatial weight matrices, which
can be seen in Figure 1.6. Still the symmetry is more apparent in RS∗φ tests than RSφ, but the
discrepancies are not as large as the one-directional test of the hypothesis H0 : ψ = 0.
1.6 Conclusion
This chapter extends the theoretical derivation and Monte Carlo studies of model specification tests
in spatial regression by examing the effect of negative spatial dependence. Previous studies focus
on positive spatial autocorrelations, and therefore only address the over-sized problem of Rao-score
tests. Our study suggests that under negative spatial dependence, the power of the conventional
Rao-score tests can be very low, and hence, cautious is required when negative dependence is
expected and the one-directional Rao-score test conclude no spatial dependence for the errors. By
deriving the noncentral parameters of the asymptotic distributions of the test statistics, we are
able to explain the low power of the unadjusted Rao-score test in some specific cases, and it can
be shown that the power is especially low when one of the source of spatial dependence is positive
while the other is negative, and they have similar magnitude. Monte Carlo results are consistent
with theoretical prediction even when the sample size is finite.
There are some extensions to my study. First, since all the test statistics and the noncentral
parameters include the spatial weight matrices (W), it would be important to look at how the
formation ofW would affect the results, especially when the Monte Carlo studies suggest that higher
or lower spatial relations induced by different designs of W may make a difference, the theoretical
comparison among different spatial weight matrices worths exploration. Besides, the asymmetric
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(a) Power of RS∗ψ,N = 40
(b) Power of RSψ,N = 40
Figure 1.3: Power of RS∗ψ and RSψ, N = 40
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(a) Power of RS∗ψ,N = 81, W with rook design
(b) Power of RSψ,N = 81, W with rook design
Figure 1.4: Power of RS∗ψ and RSψ, N = 81, W with rook design
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(a) Power of RS∗ψ,N = 81, W with queen design
(b) Power of RSψ,N = 81, W with queen design
Figure 1.5: Power of RS∗ψ and RSψ, N = 81, W with queen design
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(a) Power of RS∗φ,N = 40 (b) Power of RSφ,N = 40
(c) Power of RS∗φ,N = 81, W with rook design (d) Power of RSφ,N = 81, W with rook design
(e) Power of RS∗φ,N = 81, W with queen design (f) Power of RSφ,N = 81, W with queen design
Figure 1.6: Power of RS∗φ and RSφ
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structures of variance-covariance matrices provided in the example suggest that the information
obtained from a dataset can be quite different for positive or negative spatial dependence. Therefore,
it would be interesting to compare the precision of estimation based on information matrices and
the variances of the estimators for the two cases. Finally, it would pose valuable applications to
further study how negative spatial dependence affects the calculation of impact effects and the
evaluation of model forecasting.
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Chapter 2
Testing Spatial Dependence When a Nuisance Parameter is not Iden-
tified Under the Null Hypothesis
2.1 Introduction
When incorporating spatial dependence, most commonly used specifications in the literature in-
clude: (i) spatial autoregressive (SAR), (ii) spatial error model (SEM), and the combination of
(i) and (ii), which was termed as spatial autocorrelation (SAC) model by Pace and LeSage (2009,
p.32). Anselin (2003) interpreted the autoregressive (AR) parameters as global spillovers of shocks
that agglomerate from higher order neighbors. For example, consider the SAC model with both
AR processes in the lag dependent variable and disturbances,
y =ρWy+ u
u =λWu+ ,
(2.1)
where W is the spatial weight matrix, and  ∼ IIDN(0, Iσ2). The variance-covariance matrix is
given by E(uu ′) = σ2[(I−λW) ′(I−λW)]−1 = σ2[I+λ(W+W ′)+λ2WW ′+λ3W(W+W ′)W ′+ ...];
therefore, the spillover effect can be relevant from higher order neighbors.
The AR specification, however, may be inappropriate or too simplistic when the research interest
lies in mechanisms of local spillovers. Therefore, an alternative specification that allows for a
localized neighboring effect may be required when there is evidence that the spillovers are not
transmitted globally. Haining (1978), Anselin (1988, p.33), Hepple (2003), and Fingleton (2008a,
2008b) consider a spatial moving average (MA) process for the disturbances. Pace and LeSage
(2009, p. 32-33) discuss in detail the different interpretations of spatial AR and MA processes.
Also see Andersson and Gr˚asjo¨ (2009) for a survey of empirical models with local or global spillover
effects and interpretations of spatially interaction patterns.
Analogous to the Box-Jenkins approach in time series analysis, Anselin (1988, pp.33-34) and
Anselin and Bera (1998) suggest a spatial regression specification with spatial AR lag and spatial
MA in disturbances (spatial ARMA model). The specification allows for a global direct spatial
effect in the dependent variable as well as an unobserved or indirect local spatial effect. In contrast
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to (2.1), we consider the following spatial ARMA process,
y = ρWy+ u
u = − λW.
(2.2)
The variance-covariance matrix now is E(uu ′) = σ2[I − λ(W +W ′) + λ2WW ′], i.e., neighbors
up to second order are only relevant, and the range of a shock is more limited.
Compared to the vast literature on ARMA process in time series analyses, there are only a few
papers that deal with the spatial ARMA model. Fingleton (2008a, 2008b) propose a generalized
method of moment (GMM) estimator based on two-stage-least-squared estimation for regression
models with the spatial ARMA specification. Dogan and Taspinar (2013) introduce an one-step
GMM estimator for the spatial ARMA model and compare the properties of their suggested esti-
mators with those in Fingleton (2008a, 2008b), both analytically and through Monte Carlo studies.
Behrens, Ertur and Koch (2012) use a spatial ARMA specification to study bilateral trade flows
on a quantity-based structural gravity equation system and apply the estimation methodology to
US-Canada trade dataset. All these papers focus on estimation methods and properties of various
estimators. Testing problems in the context of spatial ARMA model remain unexplored, in contrast
to many studies on hypothesis testing of SAR or SEM, such as Kelejian and Prucha (2001), Baltagi,
Song, Jung, and Koh (2007), and Jin and Lee (2013). Andersson and Gr˚asjo¨ (2009) identified one
of the problems in spatial modeling as “there are no truly well-formed spatial model.” One way
to resolve this model uncertainty is to consider various economically viable models and pass them
through a battery of specification tests; see also Florax, Folmer and Rey (2003), Mur and Angulo
(2009), and Elhorst (2014).
This chapter considers the problem of the model specification test of no spatial dependence
against the alternative of a spatial ARMA process. Standard Rao’s score (RS) test statistics for
testing spatial dependence are locally optimal when the alternative hypothesis is either a spatial
AR or MA process. However, theoretically it is not possible to derive an RS test under the
ARMA alternative due to the problem that under the null hypothesis, the nuisance parameter
is unidentified, and hence the information matrix becomes singular. Davies (1977) studied the
problem when the parameters are not identified under the null, and Davies (1987) proposed a test
procedure based on the supremum of any conventional test statistic.
Similar issues in testing when the parameters are not identified under the null have been widely
studied in the time series literature. Poskitt and Tremayne (1980), Hallin, Ingenbleek and Puri
(1985), Bera and Ra (1993), and Hallin and Paindaveine (2002) considered the problem of testing
white noise versus an ARMA process. Andrews (1993) and Garcia and Perron (1996) dealt with
testing the structural break at an unknown change-point. Balke and Fomby (1997) and Hansen
(1999) studied threshold cointegration. Such issues have not been explored in the spatial context.
In this chapter I consider the problem in testing no spatial dependence against the alternative of a
spatial ARMA process. Following Davies (1987) I suggest a test procedure based on the supremum
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of RS test statistic. Power and size of the suggested test are compared with the standard RS test
through simulation experiments.
2.2 The Testing Problem
Consider the testing problem of whether there is spatial dependence where y follows an spatial
ARMA process, as in (2.2), i.e.,
y = ρWy+ − λW. (2.3)
When either ρ = 0 or λ = 0, the model reduces to a spatial MA process or a spatial AR process,
respectively. When ρ = λ, y in (2.3) is simply a white noise. Therefore, to test no spatial dependence
against the spatial ARMA process, we could simply test H0 : ρ = λ against Ha : ρ 6= λ. The log-
likelihood of the spatial ARMA model is,
l(θ) = −
n
2
log2pi−
n
2
logσ2 + log|B−1|+ log|A|−
1
2σ2
y ′AB−1
′
B−1Ay, (2.4)
where θ = (ρ, λ,σ2) ′, A = I− ρW and B = I− λW. Thus under H0, A = B.
The information matrix defined as I(θ) = E[− ∂
2l
∂θ∂θ ′ ] for this model can be derived as,
I(θ) =
 tr[W
′B−1 ′B−1W + (A−1W)2] −tr[A ′B−1 ′W ′B−1 ′B−1W +A ′B−1 ′B−1WB−1W] σ−2tr(A ′B−1 ′B−1W)
−tr[A ′B−1 ′W ′B−1 ′B−1W +A ′B−1 ′B−1WB−1W] tr[W ′B−1 ′B−1W + (B−1W)2] −σ−2tr(B−1W)
σ−2tr(A ′B−1 ′B−1W) −σ−2tr(B−1W) n
2σ4
 , (2.5)
and under H0 (i.e., B=A), it reduces to
I(θ) =
 tr[W
′A−1 ′A−1W + (A−1W)2] −tr[W ′A−1 ′A−1W + (A−1W)2] σ−2tr(A−1W)
−tr[W ′A−1 ′A−1W + (A−1W)2] tr[W ′A−1 ′A−1W + (A−1W)2] −σ−2tr(A−1W)
σ−2tr(A−1W) −σ−2tr(A−1W) n
2σ4
 .
(2.6)
It is easy to see that I(θ) is singular. Therefore, it is not possible to derive a standard RS
test statistic based on the inverse of the information matrix. This kind of non-standard test for
other problems has been studied by previous literature, Davies (1977) first introduced this problem
and Davies (1977, 1987) proposed a test procedure based on the supremum of conventional test
statistics. Watson and Engle (1985) test constant versus time-varying coefficients based on Davis’
procedure, and further discuss the distribution of the test statistic. King and Shively (1991) propose
a reparametirization technique to approach the problem. Andrews and Ploberger (1994) suggest a
test based on weighted average power criterion, and discuss the condition where their test reduces
to a standard likelihood based test. Hansen (1996) studied the large-sample behavior of these tests
through a wide range of Monte Carlo simulations.
If we consider the counterpart of (2.2) in the time series case, an ARMA(1,1) process
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yt = ρyt−1 + t − λt−1, t = 0, 1, 2, ..., T , (2.7)
one would test H0 : ρ = λ for testing a white noise. For this case, Bera and Ra (1993) showed that
theoretically the RS test is not feasible because under H0 the nuisance parameter is not identified,
and the information matrix
I(θ) = T
 [(T − 1)(1 − ρ
2)]−1 −[(T − 1)(1 − ρλ)]−1 0
−[(T − 1)(1 − ρλ)]−1 [(T − 1)(1 − λ2)]−1 0
0 0 1
2σ4
 (2.8)
is singular under H0 : ρ = λ. Besides, it is block-diagonal with respect to σ
2. However, I(θ)
in (2.6) is not block-diagonal even under the null, which is also different from the block-diagonal
information matrix while testing ρ = λ = 0 in (2.1), as in Anselin, Bera, Florax, and Yoon (1996).
2.3 RS Test for Fixed λ
To implement the Davies procedure, I derive the RS test statistic assuming λ is fixed (given). I
can rewrite the log-likelihood in (2.3) as a function of θ = (ρ,σ2) ′ given λ,
l(θ|λ) = −
n
2
log2pi−
n
2
logσ2 + log|B−1|+ log|I− ρW|−
1
2σ2
y ′(I− ρW)B−1
′
B−1(I− ρW)y. (2.9)
I can also derive the score functions for a given value of λ, and under the null the score functions
are,
dρ(λ) =
∂l(θ˜|λ)
∂ρ
= −tr[(I− λW)−1W] +
1
σ2
y ′(I− λW)−1Wy,
dσ2(λ) =
∂l(θ˜|λ)
∂σ2
= −
n
2σ2
+
1
2σ4
y ′(I− λW)B−1
′
B−1(I− λW)y.
The information matrix given fixed λ is,
I(θ|λ) =
[
Jρ(λ) Jρσ2(λ)
Jσ2ρ(λ) Jσ2(λ)
]
=
[
tr[W ′B−1 ′B−1W + (B−1W)2] σ−2tr(B−1W)
σ−2tr(B−1W) n
2σ4
]
.
The RS statistic for testing H0 for fixed λ can be expressed as,
RS(λ) =
{ 1
σˆ2
y ′B−1Wy− tr[B−1W]}2
tr{W ′B−1 ′B−1W + [B−1W]2}− 2n {tr[B
−1W]}
. (2.10)
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When λ = 0, B = I− λW = I and hence RS(λ) becomes
RS(0) =
y ′Wy/σˆ2
tr[(W ′ +W)W]
, (2.11)
which is the test statistic for testing no spatial dependence against an spatial AR alternative, as in
Moran (1948) and Burridge (1980).
Again for comparison for the time series ARMA(1,1) case as in model (2.7), Bera and Ra (1993)
derived the RS statistic as,
RST (λ) = T(1 − λ2)
[
∑T
t=1 yt
∑t−1
s=1 λ
s−1yt−s]
2
(
∑T
t=1 y
2
t)
2
, (2.12)
which under λ = 0, becomes
RST (0) = T
(
∑T
t=2 ytyt−1)
2
(
∑T
t=1 y
2
t)
2
. (2.13)
By comparing expressions in (2.10) and (2.11) with those in (2.12) and (2.13), we notice
similar features for the spatial and time series cases. The test statistic in (2.10) is based on
y ′(I − λW)−1Wy = y ′(I + λW + λ2WW + ...)Wy = y ′Wy + y ′(λW + λ2WW + ...)Wy, which
consists of higher order interactions through the higher powers of the weight matrix. When λ = 0,
those higher order interactions vanish. Similarly in the time series case, RST (λ) in (2.12) contains
interactions of yt with “all” the lags {yt−1,yt−2, ...,y2,y1}, but when λ = 0, only one interaction
term
∑T
t=2 ytyt−1 remains, as in (2.13).
To approach the testing problem, Davies (1987) proposed using a test based on the supremum
of statistics and provided an upper bound of the significance probability. I can express RS(λ) as
RS(λ) = S2(λ), (2.14)
so that S(λ) = RS
1
2 (λ). Under the regularity conditions given in Kelejian and Prucha (2001),
S(λ) has an asymptotic standard normal distribution under the null hypothesis. The two essential
conditions can be stated as follows:
(i) W is a row-standardized weight matrix whose diagonal elements are zero. Besides, W is
uniformly bounded in row and column sums in absolute value and (I−ρW)−1 is also uniformly
bounded.
(ii) The disturbances i, i = 1, 2, ...,n are iid with zero mean, variance σ
2 and E|i|
4+δ <∞ for
some δ > 0.
These conditions are standard assumptions in the spatial regression. For a given value of λ, the
test statistic RS(λ) can be viewed as a Moran’s I type (up to some scale) statistic. Therefore, I can
apply the asymptotic result of Kelejian and Prucha (2001). Define
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Y(λ) =
∂S(λ)
∂λ
=
{− 1
σˆ2
y ′B−1WB−1Wy+ tr[B−1WB−1W2]}
H(λ)
− {
1
σˆ2
y ′B−1Wy− tr[B−1W]}  J(λ),
where
H(λ) = {tr{W ′B−1
′
B−1W − [B−1W2]}−
2
n
{tr[B−1W]}2}1/2
and
J(λ) =
1
2
{tr{W ′B−1
′
WB−1
′
B−1W +W ′B−1
′
B−1WB−1WB−1WB−1W
− 2[B−1W]B−1WB−1 −
4
n
tr[B−1W]B−1WB−1W}.
Let η(λ) ∼ N(0,φ(λ)), where φ(λ) = Var(Y(λ)) − {Cov[S(λ), Y(λ)]}2. Davies (1987) showed that
an upper bound for the p-values can be computed by
Pr(supλ∈ΛRS(λ) > u) 6 Pr(χ21 > u) +
∫
Λ
ψ(λ)dλ, (2.15)
where Λ is an appropriate range for λ and
ψ = E[η(λ)2]1/2
exp(−u/2)
(2pi)1/2
.
Given that λ is the parameter of the MA process, it can be any real number without affecting
stationarity. In the spatial literature, it is customary to take Λ = (−1, 1).
Given the complex nature of Y(λ), it is difficult to compute the integral in (2.15) explicitly in
our case. Davies (1987) suggested to use the following approximation by replacing E[η(λ)2]1/2 by
its convenient “sample” counterpart:
Pr(supλ∈ΛRS(λ) > u) 6 Pr(χ21 > u) + V
exp(−u/2)
(2pi)1/2
, (2.16)
where
V =
∫
Λ
|
∂RS1/2(λ)
∂λ
|dλ
=|RS1/2(λ1) − RS
1/2(λL)|+ |RS
1/2(λ2) − RS
1/2(λ1)|
+ |RS1/2(λ3) − RS
1/2(λ2)|+ ... + |RS
1/2(λU) − RS
1/2(λm)|,
(2.17)
where λL and λU are the lower and upper bounds for λ, and λi (i = 1, 2, ...,m) denotes the i-th
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turning point of RS(λ). The main result is Davies’ Theorem A.2. Davies (1987) emphasized that
(2.17) is only an approximation, but one would expect it to be much better than Pr(χ21 > u). As in
his normal case, in the chi-squared case that we have, the approximation V scans across a range of
widely different hypothesis (by varying λ) and the value of RS1/2(λ) might tend to be independent
for λ = λ1, λ2, ..., λm. As Davies (1987) argued, in that case, we would expect the law of large
numbers to apply so that V would be a good approximation for E[η(λ)2]1/2. Simulation results
reported in Davies (1987, Section 5) supports his conjecture.
Here I should mention another approach to take account of the unidentified λ. Andrews and
Ploberger (1994, 1996) derived a class of optimal tests that maximize a weighted average power
criterion. In our spatial context, Andrews and Ploberger (AP) test statistic can be written as
AP = (1 + c)−1/2
∫
exp{
1
2
c
1 + c
RS(λ)}dG(λ),
where G(λ) is a weight function which can be taken as a “prior” distribution of λ and the
constant c is selected according to the close or distant alternatives one would like to direct the
power. Choices of G(λ) and c make the application of the test somewhat difficult to implement in
practice, especially in our spatial context. Andrews and Ploberger (1994) applied their procedure
to test unidentified points of structural change using their tabulated asymptotic critical values by
taking G(λ) to be an uniform distribution, with two extreme cases as c→ 0 and c→∞.
2.4 Monte Carlo Simulations
In this section I investigate the finite sample performances of the standard RS and Davies tests
through a Monte Carlo experiment.
The model I consider is
y = ρWy+ − λW, (2.18)
where  are generated from a vector of standard normal distribution. The weight matrix W is
built corresponding to a regular square 7 × 7 grid, with contiguity defined by the rook criterion.
Each experiment is replicated 500 times, and therefore the maximum standard errors of point
estimates reported in the following tables are
√
(0.5)(0.5)/500 ' 0.0223. The results are based
on the theoretical size of 0.05, and the proportions of rejections (i.e. the proportion of times the
computed p-values are less than 0.05) of Davies and standard RS tests for different combinations
of ρ and λ are reported in Table 2.1.
In Table 2.1, the first entry in the parentheses corresponds to Davies test and the second one is
for the standard RS test. The p-values of Davies test are computed using the approximation method
in (2.16)-(2.17) and [λL, λU] = [−0.95, 0.95] with step length of 0.01. Since our null hypothesis is
ρ = λ, the diagonal elements (highlighted in green color) in the table are the estimated sizes of the
tests, and off-diagonal elements represent the power. From the table, we observe that the estimated
sizes are close to the nominal 5% level, although the Davies test has somewhat higher sizes. Both
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tests show monotonicity in the power, i.e, as we move away from the null hypothesis, the power
(the off-diagonal entries) increases.
When either ρ = 0 or λ = 0, the standard RS is optimal. Since for λ = 0, the alternative is a
pure spatial AR process, and when ρ = 0, the model under the alternative hypothesis involves only
a spatial MA component. For both these cases, the form of the RS statistic is identical. Looking
at the entries in the first row (ρ = 0) and the first column (λ = 0), as expected, we indeed observe
that the RS test performs better than that of Davies, though only marginally.
The superiority of Davies test is revealed when ρ and λ are close but different. These entries
are highlighted in bold. For example, when ρ = 0.9 and λ = 0.8, Davies test has power 0.428, while
the RS test has power 0.332. When ρ = 0.2 and λ = 0.1, the powers of Davies and RS tests are
0.108 and 0.068, respectively. In particular, for lower close values of ρ and λ, the powers of the RS
test are close to the nominal size of 0.05.
In Table 2.2 I represent the rejection probabilities of Davies and RS tests, where the p-values
are computed using a finer approximation with step length of 0.005 and λ ∈ [−0.99, 0.99]. Now the
sizes of Davies test are closer to the nominal 5% level, while the earlier superiority in power still
remains. Therefore, my suggestion would be to use as finer approximation as possible.
Tables 2.3-2.6 further illustrate the patterns of power with smaller intervals of different com-
binations of ρ and λ. In these tables, the p-values of Davies test are computed with step length
of 0.005 and λ ∈ [−0.99, 0.99]. We observe that as we move away from the null hypothesis, the
discrepancy between the two tests first increases and then decreases. For example, in Table 2.3,
when λ = 0.2, and ρ = 0.25, 0.3, 0.4, the power combinations of the Davies and RS tests are
(0.076, 0.048), (0.120, 0.088), (0.234, 0.222), respectively. Another interesting feature is that the
better power performance of Davies test is not symmetric around the null hypothesis when λ and ρ
have relatively high values, while we notice some symmetry when they have small or median values.
For instance, when λ = 0.2, the pattern of the power performance of Davies test is similar when
ρ is smaller or larger than 0.2, and we see similar feature in Table 2.4 when λ = 0.5. However,
when λ = 0.7, the performance of Davies test is better when ρ is larger than 0.7 compared to the
cases where ρ is smaller than 0.7, as we observe in Table 2.5. Similar pattern is seen in Table 2.6
for λ = 0.8. Thus from my simulation results I can conclude that the Davies approach yield a test
that has better power properties very close to the null hypothesis of H0 : ρ = λ against the spatial
ARMA alternative.
2.5 Conclusion
This chapter considers the problem of testing no spatial dependence against a spatial ARMA
process. The conventional RS test is not feasible since the parameters are not identified under the
null hypothesis, and hence the information matrix in this case is singular. This is one of the so-
called non-standard test cases. My proposed procedure is based on the supremum of the standard
RS test statistic, following Davies (1977, 1987). The simulation results show that the proposed
test has desired size and higher power for the spatial ARMA alternative, especially when the two
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parameters corresponding to AR and MA processes are different but close to each other.
As suggested by one of the referees, I now mention some shortcomings of my approach to testing
for particular types of spatial dependence. There is a debate about whether to base the spatial
model selection on a specific-to-general testing [as in Florax, Folmer, and Rey (2003)], a general-
to-specific approach [as suggested by Mur and Angulo (2009)], or a mix of the two [as explored
in Elhorst (2014)]. LeSage and Pace (2009) object to such test procedures for particular forms
of spatial dependence. LeSage and Pace (2009) also make the case for the spatial Durbin model
because of concerns about the robustness of diagnostic tests to misspecifications of the spatial
dependence.
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Table 2.1: Rejection Probabilities
ρ/λ 0.0 0.1 0.2 0.3 0.4
0.0 (0.072, 0.042) (0.092, 0.084) (0.154, 0.176) (0.270, 0.360) (0.412, 0.526)
0.1 (0.086, 0.064) (0.074, 0.044) (0.086, 0.080) (0.154, 0.148) (0.234, 0.328)
0.2 (0.184, 0.202) (0.108, 0.068) (0.088, 0.048) (0.102, 0.074) (0.142, 0.166)
0.3 (0.286, 0.344) (0.196, 0.238) (0.108, 0.088) (0.070, 0.048) (0.084, 0.074)
0.4 (0.478, 0.604) (0.364, 0.432) (0.248, 0.222) (0.104, 0.102) (0.060, 0.048)
0.5 (0.712, 0.808) (0.518, 0.592) (0.410, 0.434) (0.254, 0.282) (0.122, 0.094)
0.6 (0.874, 0.932) (0.754, 0.828) (0.624, 0.692) (0.454, 0.514) (0.276, 0.272)
0.7 (0.964, 0.984) (0.908, 0.956) (0.856, 0.904) (0.716, 0.780) (0.570, 0.592)
0.8 (0.990, 1.000) (0.984, 0.996) (0.956, 0.976) (0.924, 0.962) (0.844, 0.880)
0.9 (1.000, 1.000) (1.000, 1.000) (0.998, 1.000) (0.982, 0.998) (0.974, 0.986)
ρ/λ 0.5 0.6 0.7 0.8 0.9
0.0 (0.508, 0.680) (0.694, 0.866) (0.792, 0.916) (0.856, 0.958) (0.936, 0.980)
0.1 (0.358, 0.504) (0.468, 0.680) (0.684, 0.854) (0.794, 0.910) (0.886, 0.962)
0.2 (0.264, 0.330) (0.368, 0.526) (0.484, 0.680) (0.662, 0.858) (0.778, 0.924)
0.3 (0.112, 0.176) (0.230, 0.338) (0.378, 0.574) (0.482, 0.712) (0.714, 0.890)
0.4 (0.074, 0.080) (0.136, 0.202) (0.264, 0.384) (0.388, 0.618) (0.546, 0.768)
0.5 (0.070, 0.056) (0.080, 0.086) (0.138, 0.186) (0.216, 0.384) (0.378, 0.612)
0.6 (0.148, 0.118) (0.080, 0.042) (0.082, 0.084) (0.146, 0.220) (0.264, 0.450)
0.7 (0.350, 0.328) (0.160, 0.114) (0.074, 0.036) (0.086, 0.096) (0.184, 0.266)
0.8 (0.710, 0.754) (0.506, 0.480) (0.234, 0.176) (0.082, 0.044) (0.090, 0.124)
0.9 (0.958, 0.968) (0.912, 0.914) (0.772, 0.734) (0.428, 0.332) (0.084, 0.034)
1. The first and second entries in each parenthesis correspond to Davies and standard RS
tests, respectively.
2. The p-values of Davies test are computed for the parameter space, λ ∈ [−0.99, 0.99] with
step length 0.005.
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Table 2.2: Rejection Probabilities with Finer Approximations
ρ/λ 0 0.1 0.2 0.3 0.4
0.0 (0.064, 0.042) (0.114, 0.084) (0.134, 0.176) (0.214, 0.360) (0.322, 0.526)
0.1 (0.090, 0.064) (0.062, 0.044) (0.100, 0.080) (0.150, 0.148) (0.212, 0.328)
0.2 (0.124, 0.202) (0.116, 0.068) (0.068, 0.048) (0.104, 0.074) (0.146, 0.166)
0.3 (0.276, 0.344) (0.184, 0.238) (0.120, 0.088) (0.078, 0.048) (0.074, 0.074)
0.4 (0.432, 0.604) (0.338, 0.432) (0.234, 0.222) (0.104, 0.102) (0.062, 0.048)
0.5 (0.676, 0.808) (0.490, 0.592) (0.364, 0.434) (0.218, 0.282) (0.130, 0.094)
0.6 (0.854, 0.932) (0.752, 0.828) (0.614, 0.692) (0.398, 0.514) (0.308, 0.272)
0.7 (0.946, 0.984) (0.924, 0.956) (0.800, 0.904) (0.714, 0.780) (0.556, 0.592)
0.8 (0.988, 1.000) (0.984, 0.996) (0.946, 0.976) (0.916, 0.962) (0.800, 0.880)
0.9 (1.000, 1.000) (1.000, 1.000) (0.998, 1.000) (0.990, 0.998) (0.974, 0.986)
ρ/λ 0.5 0.6 0.7 0.8 0.9
0.0 (0.464, 0.680) (0.606, 0.866) (0.726, 0.916) (0.844, 0.958) (0.924, 0.980)
0.1 (0.342, 0.504) (0.486, 0.680) (0.626, 0.854) (0.742, 0.910) (0.854, 0.962)
0.2 (0.214, 0.330) (0.324, 0.526) (0.444, 0.680) (0.616, 0.858) (0.748, 0.924)
0.3 (0.112, 0.176) (0.228, 0.338) (0.328, 0.574) (0.452, 0.712) (0.634, 0.890)
0.4 (0.102, 0.080) (0.124, 0.202) (0.188, 0.384) (0.354, 0.618) (0.522, 0.768)
0.5 (0.052, 0.056) (0.060, 0.086) (0.118, 0.186) (0.218, 0.384) (0.372, 0.612)
0.6 (0.146, 0.118) (0.064, 0.042) (0.086, 0.084) (0.138, 0.220) (0.246, 0.450)
0.7 (0.352, 0.328) (0.152, 0.114) (0.064, 0.036) (0.082, 0.096) (0.136, 0.266)
0.8 (0.658, 0.754) (0.472, 0.480) (0.248, 0.176) (0.066, 0.044) (0.090, 0.124)
0.9 (0.952, 0.968) (0.856, 0.914) (0.726, 0.734) (0.388, 0.332) (0.054, 0.034)
1. The first and second entries in each parenthesis correspond to Davies and standard RS
tests, respectively.
2. The p-values of Davies test are computed for the parameter space, λ ∈ [−0.99, 0.99] with
step length 0.005.
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Table 2.3: Power of the Tests, λ = 0.2
λ = 0.2
Davies RS
0.0 0.134 0.176
0.1 0.100 0.080
0.15 0.074 0.048
0.2 0.068 0.048
0.25 0.076 0.048
0.3 0.120 0.088
ρ 0.4 0.234 0.222
0.5 0.364 0.434
0.6 0.614 0.692
0.7 0.800 0.904
0.8 0.946 0.976
0.9 0.998 1.000
Table 2.4: Power of the Tests, λ = 0.5
λ = 0.5
Davies RS
0.0 0.464 0.680
0.1 0.342 0.504
0.2 0.214 0.330
0.3 0.102 0.176
0.4 0.102 0.080
0.45 0.068 0.048
ρ 0.5 0.052 0.056
0.55 0.076 0.056
0.6 0.146 0.118
0.65 0.252 0.214
0.7 0.352 0.328
0.8 0.658 0.754
0.9 0.952 0.968
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Table 2.5: Power of the Tests, λ = 0.7
λ = 0.7
Davies RS
0.0 0.726 0.916
0.1 0.626 0.854
0.2 0.444 0.680
0.3 0.328 0.574
0.4 0.188 0.384
0.5 0.118 0.186
ρ 0.6 0.086 0.084
0.65 0.066 0.052
0.7 0.064 0.036
0.75 0.110 0.070
0.8 0.248 0.176
0.85 0.432 0.394
0.9 0.726 0.734
Table 2.6: Power of the Tests, λ = 0.8
λ = 0.8
Davies RS
0.0 0.844 0.958
0.1 0.742 0.910
0.2 0.616 0.858
0.3 0.452 0.712
0.4 0.354 0.618
0.5 0.218 0.384
ρ 0.6 0.138 0.220
0.7 0.082 0.096
0.75 0.072 0.058
0.8 0.066 0.044
0.85 0.136 0.102
0.9 0.388 0.332
0.95 0.754 0.704
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Chapter 3
Testing Spatial Regression Models Under Nonregular Conditions
3.1 Introduction
Problems of spatial dependence clouds the regression analysis, much more so than the presence of
time-series dependence. In particular, modeling the spatial dependence structure in the disturbance
term of regression has not received much attention in the literature. Even the limited suggested
approaches are somewhat ad hoc and shrouded with ambiguity. Spatial autoregressive (SAR)
model for the systemic part (sometimes along with a SAR process for the disturbance term) is the
most common specifications in practice, while a few studies adopt a spatial moving average (SMA)
model. As interpreted in Anselin (2003), the autoregressive (AR) process stands for the global
spillover effect while the moving average (MA) process is more appropriate for capturing the local
neighborhood effects. Ignoring the MA part in the error model can lead to serious misspecification.
Recently, some attempts, for instances, Yao and Brockwell (2006) and Lam and Souza (2013), have
been made to incorporate both into the error terms by considering a spatial autoregressive and
moving average (SARMA) error model. However, estimation of such a seemingly simple spatial
model is not a trivial task and most of the research questions remain unanswered with respect to
this model, especially in terms of specification testing.
In this chapter I address the testing problems when the alternative model has spatially autocor-
related errors with a SARMA process. When trying to distinguish the two hypothesis: no spatial
dependence versus dependence with a SARMA structure, problems arises and the standard testing
procedures are not valid. There are two nonregularities in this testing problem. First, under the
null hypothesis of no spatial autocorrelation in the disturbances, one underlying nuisance parame-
ter is not identified. In such a case the information matrix is singular and all the likelihood based
tests break down. Besides, the possible presence of spatial lag dependence in the systematic part
may affect the performance of the test.
To deal with this twin-problems of nuisance parameters simultaneously, we construct the test
that overcomes the singularity problem and the test still preserves the computational advantage
of the Rao score (RS) test statistic in that I can conduct hypothesis testing based only on the
ordinary least squared (OLS) residuals, avoiding the burden of estimating the full model. Besides,
the suggested test is robust to the problem of possible presence of locally misspecified spatial lag
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dependence and keep the size as desired. Our proposed test follows the procedure of Davies (1977,
1987) based on the supremum of RS test statistic, and I adjust the RS statistic to take into account
the presence of spatial lag dependence, suggested by Anselin, Bera, Florax, and Yoon (1996).
The chapter adds a missing piece in spatial Econometrics as I compare time-series literature
and spatial analysis. Spatial Modeling is analogous to time series analysis from the perspective of
incorporating autocorrelation. There are many studies in time series literature discussing modeling
serial correlation using autoregressive (AR), moving average (MA), or ARMA representation. From
the ideas of time series analysis, the spatial AR and MA process are also considered in spatial liter-
ature. However, unlike the large amount of studies on autoregressive and moving average (ARMA)
process in time series literature, the study of spatial ARMA model is still limited. Therefore, the
discussion in this chapter can provide a foundation for further model specification search in spatial
Econometrics.
Although the problems arise from the attempt to test spatial dependence, it can be extended
to non-spatial context. In this chapter I also address the similar problems in more general set up
and provide the testing procedure. Therefore, my methodology is not limited to spatial analysis,
but can be implement in general hypothesis testing.
The SARMA model to be tested in this chapter can have a broad application in economic
analysis. Ever since the attention to incorporate spatial dependence arose from econometric per-
spective, it was quickly applied to a wide range of empirical economic studies, not only in real
estates, regional, and urban economics, where the location and spatial interaction play a crucial
role, but also in public economics, agricultural and environmental economics, industrial organiza-
tion, and social interaction and networking. For example, Case, Rosen and Hines (1993) analyzed
the U.S. state expenditure patterns with competition among local governments. Kim, Phipps, and
Anselin (2003) measures the benefits of air quality for the Seoul metropolitan area while including
spatial interaction in the housing market. There are still a variety of applications, such as po-
tential spillovers from public infrastructure investments (Holtz-Eakin, 1994), cross-border lottery
sales revenue (Garret and Marsh, 2002), externalities across regions in long-run growth (Rey and
Montouri, 1999; Egger and Pfaffermayr, 2006; Fingleton and Lopez-Bazo, 2006), just to mention a
few. More studies that adopts spatial models are undergoing and the methodology in this chapter
provides a way to formally test the model that incorporates different sources of spatial dependence.
The plan of the rest of the chapter is as follows. Section 3.2 reviews the literature of spatial
modeling. Section 3.3 formulates the testing problem. Section 3.4 provides the general approach to
the testing problem. In section 3.5 I derive the test procedure following the approach in section 3.4.
Section 3.6 illustrate the empirical application of the model specification tests through a variety
of data sets. Section 3.7 presents the simulations studies of the tests. Section 3.8 concludes the
chapter.
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3.2 Review of Spatial Models
To explicitly specify spatial effects, most studies include spatial lag dependence in a regression
model. This is similar to the inclusion of the lagged dependent variable in time-series context. In
spatial econometrics, this is referred to as a spatial autoregressive (SAR) model (see Anselin, 1988,
p.35), which is formally written as
y = ρWy+ Xβ+ , (3.1)
where y is an N×1 vector of observations of dependent variable, W is the spatial weight matrix, X
is an N×K observation matrix of explanatory variables,  ∼ IIDN(0, Iσ2), and ρ is the parameter
for spatial lag dependence. The presence of ρ can be interpreted as a direct contagion or spatial
interaction, i.e., the extent of spatial spillovers, copy-catting or diffusion.
Instead of direct spatial effects, there may be some indirect or unobserved dependence among
economic agents. Therefore, there are attempts to incorporate spatial dependence in the unobserved
disturbances. The most commonly specification includes a spatial autoregressive process in the
disturbances, leading to the spatial error model (SEM):
y =Xβ+ u
u =τWu+ ,
(3.2)
where τ is the spatial autoregressive coefficient for the error term. Following the discussion in
Anselin (2003), the parameter ρ in (3.1) can be interpreted as a global spatial effect. However,
the AR specification may be inappropriate when the interest lies in mechanisms of local spillovers.
An alternative to the AR specification (3.2) suggested by Cliff and Ord (1981) and Haining (1978,
1990) is to specify a spatial moving average (SMA) error process that can take account of local
spatial effect:
u = − λW, (3.3)
where λ is the spatial moving average coefficient. Hepple (2003) constructed the Bayesian and
maximum likelihood estimator for this specification. Fingleton (2008a) proposed a GMM estimator,
an extension of Kelejian and Prucha (1999) to estimate the SMA model. Following the idea of
Arnold and Wied (2010) in SAR model, Baltagi and Liu (2011) further suggest an improved GMM
estimator. By comparing the variance-covariance matrices of the error structure, the difference of
the two specification lies in the range of spatial effects of the unobserved shocks.
In addition to specify either AR or MA process in the disturbances, Yao and Brockwell (2006)
used the spatial error structure with spatial autoregressive and moving average (ARMA) error and
derived the maximum likelihood estimators. Lam and Souza (2013) propose regularization method
of spatial panel data using adaptive LASSO also with spatial ARMA error specification. The study
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of this kind of specification is still evolving and the related empirical studies are also limited. The
most commonly used model in the empirical studies is to combine the spatial lag and spatial error
dependence, i.e., the SAR-SEM specification:
y =ρWy+ Xβ+ u
u =τWu+ .
(3.4)
This is in contrast to a wide applications of ARMA process in time series literature. Analogous
to the Box-Jenkins approach in time series analysis, Anselin (1988, p.33-34) and Anselin and Bera
(1998) suggest a spatial regression specification with spatial AR lag and spatial MA in disturbance
(spatial ARMA model). The specification allows for a global direct spatial effect in dependent
variable as well as an indirect local spatial effect. The model can be written as,
y =ρWy+ Xβ+ u
u =− λW.
(3.5)
Fingleton (2008b) propose a generalized method of moment (GMM) estimator of (3.5) based
on two-stage-least-square estimator. Dogan and Taspinar (2013) introduce an one-step GMM
estimator for spatial ARMA model and compare the properties of their suggested estimators with
those in Fingleton (2008a, 2008b), both analytically and through Monte Carlo studies. Behrens,
Ertur and Koch (2012) use spatial ARMA specification to study bilateral trade flows on a quantity-
based structural gravity equation system and apply the estimation methodology to US-Canada
trade dataset.
While including spatial lag dependent variable to incorporate direct spatial effect is a settled
fact, how to model spatial interaction in the error process varies. Therefore, I start with a more
general specification,
y = ρWy+ Xβ+ u
u = τWu+ − λW.
(3.6)
It is easily seen that model (3.6) encompasses models (3.1), (3.2), (3.4), and (3.5). As discussed
above, previous literature related to spatial MA process focus on estimation methods and properties
of various estimators. Studies of testing issues are, however, limited. In this paper I consider testing
spatial models when the alternative is specified as (3.6). In particular, I test the null hypothesis
of no spatial dependence against a spatial ARMA process in the disturbances. This model is an
extension to Anselin et al. (1996) that I consider a more general spatial error process that allows
for both global and local effects. I will compare the differences of the results of my test and those in
Anselin et al. (1996) through empirical illustrations and Monte Carlo simulations in later sections.
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3.3 The Testing Problem
I can rewrite (3.6) as
Y = (I− ρW)−1Xβ+ (I− ρW)−1(I− τW)−1(I− λW). (3.7)
Since I want to test for no spatial dependence in u in (3.6) against a spatial ARMA process,
allowing for the possible presence of lag dependence (i.e. ρ 6= 0), the null hypothesis can be stated
as H0 : τ = λ = τ0 (say); i.e., one restriction on the two parameters. Thus, under H0 the nuisance
parameter τ0 is not identified, and hence, as will be shown shortly, the information matrix is
singular. Therefore, the conventional likelihood-based tests cannot be derived.
The log-likelihood function is given by
l(θ) = −
n
2
log2pi−
n
2
logσ2 −
1
2σ2
 ′+ log|I− ρW|+ log|I− τW|+ log|(I− λW)−1|
=Constant−
n
2
logσ2 −
1
2σ2
(AY − Xβ) ′B ′C−1
′
C−1B(AY − Xβ)
+ log|A|+ log|B|+ log|C−1|,
(3.8)
where θ = (β ′,σ2, ρ, τ, λ) ′ and A = I− ρW, B = I− τW, C = I− λW, and thus B = C under H0.
The information matrix defined as I(θ) = E[− ∂
2l
∂θ∂θ ′ ], under H0 can be expressed as,
I(θ) =
1
nσ2

Jβ Jβσ2 Jβρ Jβτ Jβλ
Jσ2β Jσ2 Jσ2ρ Jσ2τ Jσ2λ
Jρβ Jρσ2 Jρ Jρτ Jρλ
Jτβ Jτσ2 Jτρ Jτ Jτλ
Jλβ Jλσ2 Jλρ Jλτ Jλ
 ,
=
1
nσ2
[
J11 J12
J21 J22
]
(say),
(3.9)
where the partition matrices are
J11 =
[
X ′X 0
0 n
2σ2
]
,
J12 = J
′
21 =
[
X ′WA−1Xβ 0 0
0 tr(C−1W) −tr(C−1W)
]
,
J22 =
 σ
2[tr(A−1WA−1W) + tr(A−1W ′WA−1)] + β ′XA−1 ′W ′WA−1Xβ σ2[tr(W ′C−1 ′W) + tr(C−1WW)] −σ2[tr(W ′C−1 ′W) + tr(C−1WW)]
σ2[tr(W ′C−1 ′W) + tr(C−1WW)] σ2[tr(W ′C−1 ′C−1W) + tr(C−1WC−1W)] −σ2[tr(W ′C−1 ′C−1W) + tr(C−1WC−1W)]
−σ2[tr(W ′C−1 ′W) + tr(C−1WW)] −σ2[tr(W ′C−1 ′C−1W) + tr(C−1WC−1W)] σ2[tr(W ′C−1 ′C−1W) + tr(C−1WC−1W)]
 .
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The first part of the partition matrices J11 is as in the standard linear model y = Xβ + u,
u ∼ N(0, Iσ2). The second part J12 = J ′21 can be viewed as the “interaction” among (β,σ2) and
spatial dependence parameters (ρ, τ, λ). We note that the information matrix is not block-diagonal
with respect to σ2, i.e., Jσ2τ = tr(C
−1W) and Jσ2λ = −tr(C
−1W) even under H0 : τ = λ = τ0
unless τ0 = 0, (which is the case in Anselin et al. (1996)). Finally, we can see that the spatial
dependence parameters combination, J22 is singular since the third column is the negative of the
second column. Therefore, the information matrix I(θ) is also singular.
Due to the singularity of the information matrix, it is not possible to derive a standard RS
test. Moreover, if we want to carry out test based on OLS estimation, one problem would be the
presence of ρ. If we force ρ to be 0 and then test H0 : τ = λ, Anselin et al. (1996) showed that will
lead to a size distortion in testing no spatial dependence in disturbances due to misspecification,
i.e., possible presence of spatial lag dependence. Therefore, the goal of this chapter is to propose
a test for H0 : τ = λ in local presence of ρ but without estimating it. I apply Davies (1977, 1987)
procedure to take account of the singularity of I(θ), and the adjusted RS test statistic following
Anselin et al. (1996) to adjust for the local presence of ρ.
Based on Bera and Yoon (1993) and Anselin et al. (1996), the adjusted RS test statistic utilizes
the information matrix under τ = λ and ρ = 0. Putting ρ = 0 in (3.9), we have A = I and
I(θ) =
1
nσ2

X ′X 0 X ′WXβ 0 0
0 n
2σ2
0 tr(C−1W) −tr(C−1W)
X ′WXβ 0 Jρ Jρτ Jρλ
0 tr(C−1W) Jτρ Jτ Jτλ
0 −tr(C−1W) Jλρ Jλτ Jλ
 , (3.10)
where
Jρ = σ
2[tr(WW) + tr(W ′W)] + β ′XW ′WXβ
Jρτ = J
J
τρ = σ
2[tr(W ′C−1W + tr(C−1WW)]
Jρλ = J
J
λρ = −σ
2[tr(W ′C−1W + tr(C−1WW)]
Jτ = σ
2[tr(W ′C−1
′
C−1W) + tr(C−1WC−1W)]
Jτλ = J
J
λτ = −σ
2[tr(W ′C−1
′
C−1W) + tr(C−1WC−1W)]
Jλ = σ
2[tr(W ′C−1
′
C−1W) + tr(C−1WC−1W)].
3.4 Testing When a Nuisance Parameter is not Identified Under the Null Hypothesis with Local
Misspecification
Let f(y;β,σ2, ρ, τ, λ) be the probability density function of the random variable y where β, σ2, ρ,
τ and λ are the parameters. Suppose that under the null hypothesis H0 : τ = λ, we have
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f(y;β,σ2, ρ, τ, λ) ≡ f(y;β,σ2, ρ). (3.11)
Then the parameters τ and λ are not identified under the null hypothesis. In this case, the
information matrix is singular under H0, and hence the standard likelihood based tests, such as
Wald, Likelihood ratio, and RS tests cannot be derived. Some studies, such as Silvey (1959) and
Poskitt and Tremayne (1981) suggested using a generalized inverse of the singular information
matrix. However, this still leads to the standard RS test and is equivalent to setting τ = λ = 0 and
applying the test.
The problem of unidentified nuisance parameter is quite common in econometric literature,
especially in time series cases. Davies (1977) was the first to consider this problem in the general
context and he proposed a test procedure based on test statistics with normal distribution at any
fixed value of the unidentified parameter. Davies (1987) extended his approach to the case where
the test statistics follow central χ2 distribution and also suggest an approximation method on the
upper bound of the significance level.
Suppose that for any given value of λ, the RS statistic denoted by RS(λ) has the standard
asymptotic χ21 distribution under the null hypothesis, Davies (1977, 1987) suggested the test based
on a critical region of the form
M = supλ∈ΛRS(λ) > V
where V is a properly chosen constant and the range of λ is λ = [λL, λU]. Unlike RS(λ), M does
not have an asymptotic χ21 distribution under the null hypothesis. If one uses the χ
2
1 critical value,
the size of the test would be higher than desired. Davies (1987) provided an upper bound for
Pr[supλ∈ΛRS(λ) > V] which may be analytically calculated from the autocorrelation function of
RS(λ). Suppose we can express RS(λ) as RS(λ) = S2(λ) where S(λ) follow standard normal distri-
bution for a given value of λ. Let Y = ∂S(λ)/∂λ and define φ(λ) = Var(Y(λ)) − {Cov[S(λ), Y(λ)]}2.
Then Davies’ asymptotic upper bound of the p-value is given by
Pr[supλ∈ΛRS(λ) > m] 6 Pr(χ21 > m) +
∫
Λ
ξ(λ)dλ, (3.12)
where
ξ(λ) = E(||η(λ)||)
e−m/2√
2pi
,
with ||η(λ)|| = [η(λ) ′η(λ)]1/2, and η(λ) ∼ N(0,φ(λ)). The second term on the right hand side of the
inequality,
∫
Λ ξ(λ)dλ, is the correction factor and it represents the expected number of upcrossings
of the level m by the process of RS(λ) over the range λ ∈ Λ. In many cases the explicit expression
of the integral may be difficult to calculate. Following Sharpe (1978), Davies (1987) proposed an
approximation of the correction factor by
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V
e−m/2√
2pi
,
where V is a measure of “total variation” in RS1/2(λ),
V =
∫
Λ
|
∂RS1/2(λ)
∂λ
|dλ
=|RS1/2(λ1) − RS
1/2(λL)|+ |RS
1/2(λ2) − RS
1/2(λ1)|
+ |RS1/2(λ3) − RS
1/2(λ2)|+ ... + |RS
1/2(λU) − RS
1/2(λm)|,
and λ1, ..., λm are the turning points of RS
1/2(λ).
The upper bound of the significance level suggested by Davies (1987) is then given by
α = Pr(χ21 > m) + V
e−m/2√
2pi
. (3.13)
The first term of the right hand side comes from, RS(λ)
D→ χ21, and the second term, specially, V
take care of the variation in RS(λ) over possible values of λ.
The above test procedure exploits the fact that for any given value of λ, RS(λ) has asymptotic
central χ21 distribution. However, this may not be the case under the local misspecification of the
nuisance parameter ρ. Denoting γ = (β ′,σ2) ′, the log-likelihood function of the general statistical
model can be expressed as l(γ, ρ, τ, λ) and in the above discussion, the question of interest is to test
H0 : τ = λ. Suppose one sets ρ = ρ0 and tests H0 : τ = λ = τ0(say) using the likelihood function
l1(γ, ρ0, τ0) and apply Davies procedure since τ0 is not identified under the null hypothesis. The
RS statistic used in the Davies test under l1(γ, ρ0, τ0) will be denoted by RSτ(λ). Let us further
denote θ = (γ, ρ, τ) ′ and l(θ|λ) the log-likelihood of θ for fixed λ, and also θ˜(λ) = (γ˜ ′(λ), ρ0, τ0) ′
where γ˜(λ) is the maximum likelihood estimator (MLE) of γ when τ = τ0, ρ = ρ0 and λ is given.
The score vector and the information matrix can be defined, respectively, as
d(θ|λ) =
∂l(θ|λ)
∂θ
=

∂l(θ|λ)
∂γ
∂l(θ|λ)
∂ρ
∂l(θ|λ)
∂τ

and
J(θ|λ) = −E
[
1
n
∂2l(θ|λ)
∂θ∂θ ′
]
=
 Jγ(λ) Jγρ(λ) Jγτ(λ)Jργ(λ) Jρ(λ) Jρτ(λ)
Jτγ(λ) Jτρ(λ) Jτ(λ)
 .
If l1(γ, ρ0, τ0) is the true model, under H0 : τ = τ0 we have
RSτ(λ) =
1
n
dτ(θ˜|λ)
′J−1τγ(θ˜|λ)dτ(θ˜|λ)
D→ χ21(0),
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where Jτγ(λ) = Jτ(λ) − Jτγ(λ)J−1γ (λ)Jγτ(λ). Therefore, under the null hypothesis RSτ(λ) has
asymptotic central χ21 distribution for any given value of λ. Now suppose the true log-likelihood
function is l2(γ, τ0, ρ), following Davidson and MacKinnon (1987) and Saikkonen (1989) that use
a sequence of local values ρ = ρ0 + δ/
√
n, the asymptotic distribution of RSτ(λ) for fixed λ can be
obtained as
RSτ(λ)
D→ χ21(ω1), (3.14)
where ω1 = δ
′Jρτγ(λ)J−1τγ(λ)Jτργ(λ)δ, with Jτργ(λ) = Jτρ(λ) − Jτγ(λ)J−1γ (λ)Jγρ(λ), is the non-
central parameter. When applying Davies procedure based on RSτ(λ), the result of asymptotic
central χ21 distribution under the null hypothesis no longer holds with locally misspecified parameter
ρ. Therefore, I expect that the test will be over-sized, even after Davies’ correction.
To deal with the two problems: 1) the nonidentification of the parameter of spatial error
dependence under the null hypothesis, and 2) the misspecified priori model for neglecting ρ, the
spatial lag dependence, I suggest two corrections. First, I make the non-central χ2 distribution
(3.14) central using the net score function,
d∗τγ(θ˜|λ) = dτγ(θ˜|λ) − E[dτγ(θ˜|λ)|dργ(θ˜|λ)]
= dτ(θ˜|λ) − Jτργ(θ˜|λ)J−1ργ(θ˜|λ)dρ(θ˜|λ),
and use RS∗τ(λ) instead of RSτ(λ), where
RS∗τ(λ) =
1
n
d∗τγ(θ˜|λ)
′[Jτγ(θ˜|λ)
− Jτργ(θ˜|λ)J−1ργ(θ˜|λ)Jρτγ(θ˜|λ)]
−1d∗τγ(θ˜|λ),
(3.15)
is the adjusted RS statistic that adjusts for the local presence of ρ following Bera and Yoon (1993)
principle. Under τ = λ and ρ = ρ0 + δ/
√
N, RS∗τ has a central χ21 distribution for any given value
of λ.
The second correction I propose deals with the nonidentification problem. I apply Davies
procedure to the adjusted RS statistic. I utilize the fact that RS∗τ(λ) has a central χ2 distribution
for a given value of λ and apply Davies procedure to test H0 : τ = λ. The upper bound of the
p-value is given by
Pr[supλ∈ΛRS∗τ(λ) > V] 6 Pr(χ21 > V) +
∫
Λ
ξ(λ)dλ (3.16)
3.5 Derivation of the Test Statistic
Turning to the problem of testing no spatial dependence against a spatial ARMA process in the
disturbance, where there is spatial lag dependence. To implement Davies procedure with the
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presence of nuisance parameter ρ, I first derive adjusted RS test statistic assuming λ is given.
Defining θ = (β ′,σ2, ρ, τ), the log-likelihood can be rewritten as
l(θ|λ) =Constant−
n
2
logσ2 −
1
2σ2
[(I− ρW)Y − Xβ] ′(I− τW) ′C−1
′ ·
C−1(I− τW)[(I− ρW)Y − Xβ] + log|I− ρW|+ log|I− τW|+ log|C−1|,
(3.17)
And for a given value of λ, the score functions when ρ = 0 and τ = λ are
dβ(λ) =
1
σ2
X ′(Y − Xβ)
dσ2(λ) = −
n
2σ2
+
1
2σ4
(Y − Xβ) ′(Y − Xβ)
dρ(λ) =
1
σ2
(Y − Xβ) ′WY
dτ(λ) =
1
σ2
(Y − Xβ) ′C−1W(Y − Xβ)
The information matrix given λ when ρ = 0 and τ = λ, denoted as I(θ|λ)|H0 , can be derived as
I(θ)|H0 =
1
nσ2

X ′X 0 X ′WXβ 0
0 n
2σ2
0 tr(C−1W)
X ′WXβ 0 σ2[tr(WW) + tr(W ′W)] + β ′XW ′WXβ σ2[tr(W ′C−1W + tr(C−1WW)]
0 tr(C−1W) σ2[tr(W ′C−1W + tr(C−1WW)] σ2[tr(W ′C−1 ′C−1W) + tr(C−1WC−1W)]
 , (3.18)
The standard RS test statistic to test H0 for fixed λ, assuming ρ = 0, can be expressed as
RS(λ) =
{ 1
σˆ2
uˆ ′C−1Wuˆ− tr[C−1W]}2
tr{W ′C−1 ′C−1W + [C−1W]2}− 2n [tr(C
−1W)]2
. (3.19)
When λ = 0, C = I− λW = I, and RS(λ) becomes
RS(0) =
uˆ ′Wuˆ/σˆ2
tr[(W ′ +W)W]
,
which is essentially Moran’s I statistic.
The adjusted RS statistic for fixed λ adjusting for the presence of ρ can be derived as
RS∗τ(λ) =
{uˆ ′C−1Wuˆ/σˆ2−tr(C−1W)−[tr(W ′C−1 ′W+C−1WW)](n ˆJρ·γ)−1uˆ ′Wy/σˆ2}2
tr(W ′C−1 ′C−1W+C−1WC−1W)− 2n [tr(C−1W)]2−[tr(W ′C−1
′
W+C−1WW)]2(n ˆJρ·γ)−1
(3.20)
where
(n ˆJρ·γ)−1 = σˆ2 · {βˆX ′W ′MWXβ+ σˆ2[tr((W ′ +W)W)]}−1
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and M = I− X(X ′X)−1X ′.
Similarly when λ = 0, RS∗(λ) becomes
RS∗τ(0) =
[u˜ ′Wu˜/σ˜2 − [tr((W ′ +W)W)](n ˆJρ·γ)−1u˜ ′Wy/σ˜2]2
[tr((W ′ +W)W)]{1 − [tr((W ′ +W)W)](n ˆJρ·γ)−1}
,
which is the test statistic for testing no spatial dependence against the alternative of spatial au-
toregressive process in the disturbances adjusted for spatial lag dependence, as in Anselin et al.
(1996).
From the previous discussion, I constructed my test based on the supremum of the test statistic
following Davies (1977, 1987). I can define
S(λ) = RS
∗1/2
τ (λ), (3.21)
Under fixed λ and some assumptions for the validity of the asymptotic properties, S(λ) con-
verges to a standard normal distribution under the null hypothesis. I state the assumptions in the
following.
Assumption 1.
(i) W is a row-standardized weight matrix whose diagonal elements are zero.
(ii) W is uniformly bounded in row and column sums in absolute value and (I − ρW)−1 and
(I− τW)−1 are also uniformly bounded.
Assumption 2. The disturbances i, i = 1, 2, ...,n are iid with zero mean, variance σ
2 and E|ei|
4+δ <∞ for some δ > 0.
Assumption 3.
(i) The elements of X are nonstochastic and uniformly bounded in n.
(ii) limn→∞X ′Xn exists and is nonsingular.
Assumption 1 is a standard assumption in spatial econometrics and boundness conditions for
spatial weight matrix W. Assumption 2 provides regularity assumptions for i. When exogenous
variables X are included in the model, it is convenient to assume that they are uniformly bounded
as in Assumption 3. Both Assumption 2 and Assumption 3 are standard assumptions in linear
regression analysis.
Following Davies (1987), the upper bound for the p-values can be computed by
Pr(supλ∈ΛRS∗τ(λ) > m) 6 Pr(χ21 > m) +
∫
Λ
ψ(λ)dλ, (3.22)
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where
ψ = E[η(λ)2]1/2
exp(−m/2)
(2pi)1/2
.
Given the complex structure of RS∗τ(λ), it is difficult to compute the integral in (3.22) explicitly
in this case. I adopt the approximation method discussed in section 3.4, and the upperbound of
the p-value is
Pr(supλ∈ΛRS∗(λ) > u) 6 Pr(χ21 > u) + V
exp(−u/2)
(2pi)1/2
, (3.23)
where
V =
∫
Λ
|
∂RS∗1/2(λ)
∂λ
|dλ
=|RS∗1/2(λ1) − RS∗1/2(λL)|+ |RS∗1/2(λ2) − RS∗1/2(λ1)|
+ |RS∗1/2(λ3) − RS∗1/2(λ2)|+ ... + |RS∗1/2(λU) − RS∗1/2(λm)|,
(3.24)
with λL and λU the lower and upper bound for λ, and λi (i = 1, 2, ...,m) denotes the i-th turning
point of RS∗(λ).
3.6 Empirical Illustration
To compare the properties of different tests and gain more insight on their applications to regional
science and urban economics, we implement the standard RS, adjusted RS and Davies tests to a
variety of data sets, and Table 3.1 presents the results. For each data set, the test statistics and
the corresponding p-values are reported. The Davies test procedure does not have the exact test
statistic. Therefore, I report the maximum value of RS∗τ(λ) and the p-values computed by the
approximation method. I also estimated the full model (SAR-ARMA) with all three parameters
of spatial dependence and include the estimated coefficients and the p-values in the table. These
data sets are chosen specifically to highlight different types of spatial effects. The first regression
is the relationship between crime and housing value and income in 1980 for 49 neighborhoods
in Columbus, OH. Previous literature on model specification search for this data set (Anselin,
1988a; Anselin et all, 1996; Sen, Bera, and Kao, 2012) suggest that there is significant spatial lag
dependence but no spatial error dependence. From Table 3.1, we see that standard RS test still
show significance of spatial error dependence. This may suggest the over-rejection feature in the
presence of spatial lag dependence. On the other hand, both adjusted RS and Davies tests are
consistent with the conclusion of previous studies. The p-values are higher than 5% and hence we
do not reject the null hypothesis of no spatial dependence in the disturbances. From the estimation
results, we see the coefficient of spatial lag dependence (ρ) is significant, while the coefficients for
both spatial error dependence (τ and λ) are not significant. The results are consistent with the
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conclusions from my test and adjusted RS test, as well as the findings in previous literature.
Table 3.1: Empirical Illustration
Columbus Crime Boston Housing Netherland Investment
N = 49 N = 506 N = 40
RSτ 5.72 105.51 2.43
(0.017) (9.462× 10−25) (0.120)
RS∗τ 0.08 43.17 0.14
(0.777) (5.014× 10−11) (0.708)
Davies - maxRS∗τ(λ) 3.76 89.41 7.88
(0.197) (9.324× 10−20) (0.019)
ρˆ 0.43∗ 0.35∗∗∗ 0.35∗∗∗
(0.062) (7.449× 10−8) (0.009)
τˆ −0.04 0.79∗∗∗ 0.82∗∗∗
(0.444) (6.410× 10−10) (2.742× 10−4)
λˆ 0.02 −0.04 0.55∗∗
(0.159) (0.139) (0.024)
1. p-values are in the parentheses.
2. The p-value of Davies test are computed for the parameter space, λ ∈ [−0.99, 0.99]
with step length 0.005.
Table 3.2: Netherland Investment Model Comparison
SAR SEM SMA SAR-SEM SAR-ARMA
ρˆ 0.35∗∗∗ 0.11 0.35∗∗∗
(0.002) (0.417) (0.009)
τˆ 0.46∗∗∗ 0.59∗∗∗ 0.82∗∗∗
(0.005) (0.009) (2.742× 10−4)
λˆ −0.13∗∗∗ 0.55∗∗
(0.005) (0.024)
log-likelihood −155.5 −157.3 −187.2 −144.8 −137.82
1. p-values are in the parentheses.
The second model estimates the demand for clean air using housing market data from the
Boston Standard Metropolitan Statistical Area in 1970, originated by Harrison and Rubinfeld
(1978). In their study the dependent variable in the hedonic equation is the median value of owner-
occupied houses in each of the 506 census tracts, and there are 14 covariates. Pace and Gilley
(1997) introduced the spatial feature into the model with the location of each tract in latitude
and longitude out of the 1970 census to the data set. They suggested that there is strong error
dependence and the estimation errors of the coefficients of the explanatory variables fell largely
with the estimation of error dependence using a two-dimensional grid search. From Table 3.1
we see all the tests agree with the finding of significant spatial dependence in the disturbances.
The estimation results show the significance of both spatial lag and error dependence. However,
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the coefficient of the spatial MA process (λ) is not significant, which suggests it might be more
appropriate to consider the SAR-SEM specification.
The third model is the neoclassical multiregional investment model from Florax (1992), esti-
mated using data of 40 COROP regions in the Netherlands. The study addressed the topic of
knowledge impacts of universities on the investment in manufacturing industry. I use the linearized
version (Florax, 1992, p. 201) that relates investment in buildings by the manufacturing sector to
output, investment in equipment and distance to the core region, contagious knowledge diffusion
and hierarchical knowledge diffusion. Incorporating spatial dependence is especially relevant in
the context of the firm’s location choice, which is directly related to the investment in buildings.
The results from Table 3.1 show that while the Davies test concludes there is significant spatial
error dependence, the RS tests fail to reject the null hypothesis of no spatial dependence at 5%
significance level. Therefore, instead of concluding there is no spatial autocorrelation in the error
term, one may consider a spatial ARMA process that might better capture the feature of the data
set. Consistent with the conclusion from my test, the estimation results of the full model show all
three parameters of spatial dependence are highly significant.
I further estimated several competing models and report the results in Table 3.2. When only
one of the parameter of spatial dependence is included in the model, the estimated coefficient is
significant, showing a strong spatial dependence in the data. However, compared to models with
both spatial lag and error dependence, the values of log-likelihood functions are lower if we only
consider one source of spatial dependence. The estimation of SAR-SEM model shows a significant
spatial error dependence but insignificant spatial lag dependence, while the estimation of my full
model suggests the significance of all the parameters. Ignoring the possible spatial MA dependence
may lead to inefficient estimators, and hence the insignificant result as we see in the SAR-SEM
specification. Moreover, including all three parameters of spatial dependence increases the value of
log-likelihood function. From the analysis I suggest to include both spatial lag and error dependence,
with the specification of a spatial ARMA process in the disturbance.
The application shows the usefulness of my suggested test. While the RS tests fail to detect
the spatial error dependence, my test still finds it significant. The estimation results confirm the
conclusion from my test and suggest that the model incorporating spatial ARMA process in the
error term is better from the comparison of values of log-likelihood. The unobserved shocks in this
model may contain both global and local spatial effects.
3.7 Monte Carlo Simulations
To compare the performance for the various tests, I conduct Monte Carlo experiments for different
combinations of the spatial dependence parameters. The model under the alternative is
Y = ρWY + Xβ+ u
u = τWu+ − λW.
(3.25)
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I generate  from a vector of standard normal distribution. The sample size N = 49, and the
weight matrix W is built corresponding to a regular square 7×7 grid, with contiguity defined by the
rook criterion. Each experiment is replicated 1, 000 times, and therefore the maximum standard
errors of point estimates reported in the following tables are
√
(0.5)(0.5)/1000 ' 0.0111. The results
are based on the theoretical size of 0.05, and the proportions of rejections (i.e. the proportion of
times the computed p-values are less than 0.05) for standard RS, adjusted RS and Davies tests
are calculated and reported in the following tables for different values of spatial autocorrelation
parameters. For Davies test I report two p-value results. The first uses the approximation method
in (3.23) and (3.24) with step length of 0.005 and λ ∈ [−0.99, 0.99]. The second is obtained from
the bootstrap critical value with resampling 200 times. With the bootstrap method, I utilize
the resampling distribution of the supremum of RS∗τ(λ), and therefore the correction factor is not
needed.
Table 3.3 presents the size of various tests under different values of ρ, the spatial lag dependence.
When there is no misspecification (ρ = 0), all tests have empirical size close to the nominal size 5%.
With locally misspecified spatial lag dependence, the standard RS rejects more often than desired,
and as the value of ρ gets higher, the over-rejection is more serious. On the other hand, the size of
both adjusted RS and Davies test are close to the chosen size under different values of ρ. we also
note that the simulation results are very similar in Davies tests between the approximation method
and the bootstrap method.
Table 3.3: Size of the tests
ρ RSτ RS
∗
τ Davies
a Daviesb
0.0 0.056 0.050 0.052 0.042
0.1 0.068 0.054 0.044 0.066
0.2 0.098 0.066 0.058 0.048
1. The 5% significance level is used.
2. Daviesa is calculated using approximation with step
length 0.005.
3. Daviesb uses bootstrap critical value with resampling
200 times.
I focus my discussion on the power comparison between adjusted RS and Davies test. Figure
3.1 plots the empirical power functions of the two tests for different values of τ when both ρ and
λ = 0. Theoretically RS test should be locally optimal when λ = 0. The simulation result, as
expected, shows that the RS∗τ(λ) has higher power for all values of τ.
Figures 3.2(a) and 3.2(b) are the empirical power curves for different combinations of τ and λ.
The case under H0 : τ = λ is drawn as the vertical dashed line in the figures. We observe that when
both τ and λ are different from zero and when their values are close to each other, Davies test has
higher power compared to adjusted RS test. These results are similar under different values of ρ,
which I present in Figure 3.3.
To see more clearly the power gain of Davies test, I plot the power curves in smaller intervals
around the null hypothesis. From Figure 3.4 we can see the higher power performance of Davies
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Figure 3.1: Rejection Probabilities: ρ = 0, ˘ = 0
(a) ρ = 0.1, ˘ = 0.6 (b) ρ = 0, ˘ = 0.6
Figure 3.2: Rejection Probabilities, λ = 0.6
test under the alternative local to the null hypothesis. Similarly for other values of ρ and λ in
Figure 3.5.
When the value of ρ becomes higher, the power gain of Davies test becomes more global, as we
can see in Figures 3.6(a) and 3.6(b). Under the alternative of a high value of τ, which is far away
from the null hypothesis, the power performance is still better than adjusted RS test. In addition,
the superiority of Davies test in terms of power performance is asymmetric. When ρ > λ, Davies
test has higher power, but not in the cases ρ < λ. Therefore, we observe better power performance
of Davies test to the right of null hypothesis in the figures.
Table 3.4-3.6 reports the detailed numbers of rejection probabilities from the simulation results.
Table 3.4 reports the rejection probabilities for different combinations of τ and λ where there is no
spatial lag dependence, i.e., ρ = 0. In this case there is no local misspecification and I expect the
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(a) ρ = 0.1, ˘ = 0.3 (b) ρ = 0.1, ˘ = 0.6
(c) ρ = 0.2, ˘ = 0.3 (d) ρ = 0.2, ˘ = 0.6
Figure 3.3: Rejection Probabilities
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Figure 3.4: Rejection Probabilities: ρ = 0.1, ˘ = 0.3
Figure 3.5: Rejection Probabilities: ρ = 0, ˘ = 0.6
standard RS test to have desired size and is locally most powerful. From Table 3.4 we see that under
H0 : τ = λ, all three tests have rejection proportions close to the nominal size of 5%. Besides, all
the tests show monotonicity in the power, i.e, as we move away from the null hypothesis, the power
increases. The standard RS test has highest power for all the different values of τ and λ. Davies
test has the lowest power compared to the standard and adjusted RS tests, but barely marginally
especially with high values of τ or λ.
In Tables 3.5 and 3.6 I present the rejection probabilities when there is local misspecifications
of ρ. Table 3.5 shows the rejection rates when ρ = 0.1 and Table 3.6 are the testing results when
ρ = 0.2. With the presence of nuisance parameter ρ, the estimated size of standard RS test is
higher than the nominal size of 5%. On the other hand, both adjusted RS and Davies tests have
estimated sizes close to 5% for different values of ρ. In particular, while the rejection rates is a
little higher than 5% when ρ = 0.2 for RS∗τ, the size of Davies test is still very close to 5%. From
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(a) ρ = 0.2, ˘ = 0.3 (b) ρ = 0.2, ˘ = 0.6
Figure 3.6: Rejection Probabilities, ρ = 0.2
Table 3.5, we see that when ρ = 0.2 and τ = λ = 0.8, the rejection rates of Davies and adjusted RS
tests are 5.5% and 7.6%, respectively.
We also observe from Tables 3.5 and 3.6 that the standard RS test always has the highest power
compared to the other two tests when the values of τ and λ are far apart. However, this may be
due to the over rejection feature with ignorance of the presence of nuisance parameter ρ. When
τ < λ, the standard RS test does not perform very well and the power is the lowest. From Tables
3.5 and 3.6, the feature becomes more apparent with higher value of ρ. For example, when ρ = 0.2,
τ = 0.4 and λ = 0.6, the rejection probabilities for Davies, standard RS, and adjusted RS tests are
17.9%, 5.3%, and 24.1%, respectively.
From the observation, I can conclude that Davies test has better power performance if we
consider the alternatives around the neighborhood of the null hypothesis. In particular, with the
presence of nuisance parameter ρ, the two RS tests lose the property of monotonicity in powers for
some cases. For example, when τ = 0.8 and λ = 0.7, the rejection probability of adjusted RS test
is 6.2%, and when τ = 0.6 and λ = 0.7, the estimated power of standard RS test is 2.8%, both are
lower than their estimated sizes under H0 : τ = λ = 0.7. This feature is not seen in Davies test
where we see that the power always increases when we move away from the null hypothesis.
3.8 Conclusion
In this chapter I propose a test procedure of model specification test for no spatial dependence
against the alternative of a spatial ARMA process in the disturbances, with possible presence of
spatial lag dependence. The derived test solves two problems simultaneously. First, the problem
of nonidentification of the nuisance parameter and hence the singularity of information matrix
under the null hypothesis. Second, it is robust to the possible impact of the presence of spatial lag
dependence parameter ρ. Simulation studies show that my test has desired size, especially when
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there is spatial lag dependence. Compared to the adjusted RS test in Anselin et al. (1996), my test
has higher power for alternatives local to the null hypothesis of spatial error independence. The
power gain of my test is not symmetric around the null hypothesis, and is better on the right hand
side, i.e., higher values of τ and λ. The suggested testing method is also applied to several spatial
data sets, and I found that while there is possible spatial ARMA process in the error terms with
the two similar values of spatial dependence parameters, our test is significant but the standard
and adjusted RS tests fail to reject the null hypothesis of no spatial dependence.
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Appendix A
TECHNICAL APPENDIX FOR CHAPTER 3
A.1 Score Functions
The model we consider is
y = ρWy+ Xβ+ u
u = τWu+ − λW,
(A.1)
and the log-likelihood function is
l(θ) = −
n
2
log2pi−
n
2
logσ2 −
1
2σ2
 ′+ log|I− ρW|+ log|I− τW|+ log|(I− λW)−1|
=Constant−
n
2
logσ2 −
1
2σ2
(AY − Xβ) ′B ′C−1
′
C−1B(AY − Xβ)
+ log|A|+ log|B|+ log|C−1|,
(A.2)
where θ = (β ′,σ2, ρ, τ, λ) and A = I− ρW, B = I− τW, C = I− λW.
The first derivatives are
∂l
∂β
=
1
σ2
X ′B ′C−1
′

∂l
∂σ2
= −
n
2σ2
+
1
2σ4
 ′.
∂l
∂ρ
= −tr(A−1W) +
1
σ2
 ′C−1BWy
∂l
∂τ
= −tr(B−1W) +
1
σ2
 ′C−1W(Ay− Xβ)
∂l
∂λ
= −tr(WC−1) −
1
σ2
 ′C−1W
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Under H0 : τ = λ, we have B = C and hence
∂l
∂β
|H0 =
1
σ2
X ′
∂l
∂σ2
|H0 = −
n
2σ2
+
1
2σ4
 ′.
∂l
∂ρ
|H0 = −tr(A
−1W) +
1
σ2
 ′Wy
∂l
∂τ
|H0 = −tr(B
−1W) +
1
σ2
 ′C−1W(Ay− Xβ)
∂l
∂λ
|H0 = −tr(WC
−1) −
1
σ2
 ′C−1W
Moreover, if we put ρ = 0, then we have A = I and under H0, the above becomes
∂l
∂β
|H0 =
1
σ2
X ′
∂l
∂σ2
|H0 = −
n
2σ2
+
1
2σ4
 ′.
∂l
∂ρ
|H0 = −tr(A
−1W) +
1
σ2
 ′Wy
∂l
∂τ
|H0 = −tr(B
−1W) +
1
σ2
 ′C−1W
∂l
∂λ
|H0 = −tr(WC
−1) −
1
σ2
 ′C−1W
A.2 Information Matrices
From the previous section, the second derivatives of the log-likelihood function are
∂2l
∂β∂β ′
= −
1
σ2
X ′B ′C−1
′
C−1BX
∂2l
∂β∂σ2
=
∂2l
∂σ2∂β ′
= −
1
σ4
X ′
∂2l
∂β∂ρ
=
∂2l
∂ρ∂β ′
= −
1
σ2
X ′B ′C−1
′
C−1BWy
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∂2l
∂β∂τ
=
∂2l
∂τ∂β ′
= −
1
σ2
X ′W ′C−1
′
−
1
σ2
X ′B ′C−1
′
C−1W(Ay− Xβ)
∂2l
∂β∂λ
=
∂2l
∂λ∂β ′
=
1
σ2
X ′B ′C−1
′
W ′C−1
′
B+
1
σ2
X ′B ′C−1
′
C−1WC−1B(Ay− Xβ)
∂2l
∂(σ2)2
=
n
2σ4
−
1
σ6
 ′
∂2l
∂σ2∂ρ
=
∂2l
∂ρ∂σ2
= −
1
σ4
 ′C−1BWy
∂2l
∂σ2∂τ
=
∂2l
∂τ∂σ2
= −
1
σ4
 ′C−1W(Ay− Xβ)
∂2l
∂σ2∂λ
=
∂2l
∂λ∂σ2
= −
1
σ4
 ′C−1W
∂2l
∂ρ2
= −tr(A−1WA−1W) −
1
σ2
y ′W ′B ′C−1
′
C−1BWy
∂2l
∂ρ∂τ
=
∂2l
∂τ∂ρ
= −
1
σ2
(Ay− Xβ) ′W ′C−1
′
C−1BWy−
1
σ2
 ′C−1WWy
∂2l
∂ρ∂λ
=
∂2l
∂λ∂ρ
=
1
σ2
(Ay− Xβ) ′B ′C−1
′
W ′C−1
′
C−1BWy+
1
σ2
 ′C−1WC−1BWy
∂2l
∂τ2
= −tr(B−1WB−1W) −
1
σ2
(Ay− Xβ) ′W ′C−1
′
C−1W(Ay− Xβ)
∂2l
∂τ∂λ
=
∂2l
∂λ∂τ
=
1
σ2
(Ay− Xβ) ′B ′C−1
′
W ′C−1
′
C−1W(Ay− Xβ) +
1
σ2
 ′C−1WC−1W(Ay− Xβ)
∂2l
∂λ2
=− tr(WC−1WC−1) −
1
σ2
(Ay− Xβ) ′B ′C−1
′
W ′C−1
′
C−1W
−
1
σ2
 ′C−1WC−1W−
1
σ2
 ′C−1WC−1WC−1B(Ay− Xβ)
Therefore the information matrix can be derived as
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I(θ) =
1
nσ2

Jβ Jβσ2 Jβρ Jβτ Jβλ
Jσ2β Jσ2 Jσ2ρ Jσ2τ Jσ2λ
Jρβ Jρσ2 Jρ Jρτ Jρλ
Jτβ Jτσ2 Jτρ Jτ Jτλ
Jλβ Jλσ2 Jλρ Jλτ Jλ
 , (A.3)
where
Jβ = X
′B ′C−1
′
C−1BX
Jβσ2 = Jσ2β = Jβτ = Jτβ = Jβλ = Jλβ = 0
Jβρ = Jρβ = X
′B ′C−1
′
C−1BA−1WXβ
Jσ2 =
n
2σ2
Jσ2ρ = Jρσ2 = tr(C
−1BWA−1B−1C)
Jσ2τ = Jτσ2 = tr(C
−1WB−1C)
Jσ2λ = Jλσ2 = −tr(C
−1W)
Jρ =σ
2tr(A−1WA−1W) + β ′X ′A−1
′
W ′B ′C−1
′
C−1BWA−1Xβ
+ σ2tr(C ′B−1
′
A−1 ′W ′B ′C−1
′
C−1BWA−1B−1C)
Jρτ = Jτρ = σ
2[tr(C ′B−1
′
W ′C−1
′
C−1BWA−1B−1C) + tr(C−1WWA−1B−1C)]
Jρλ = Jλρ = −σ
2[tr(C ′B−1
′
W ′C−1
′
C−1BWA−1B−1C) + tr(C−1WC−1BWA−1B−1C)]
Jτ = σ
2[tr(C−1BWA−1B−1C) + tr(C ′B−1
′
B ′C−1
′
W ′C−1
′
C−1W)]
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Jτλ = Jλτ = −σ
2[tr(C ′B−1
′
W ′C−1
′
C−1BWA−1B−1C) + tr(C−1WC−1WC−1BB−1C)]
Jλ = −σ
2[tr(C ′B−1
′
B ′C−1
′
W ′C−1
′
C−1W) + tr(C−1WC−1WC−1BB−1C)].
Under H0 : τ = λ, we have B = c, and hence (B.1) becomes
I(θ) =
1
nσ2
[
J11 J12
J21 J22
]
, (A.4)
where the partition matrices are
J11 =
[
X ′X 0
0 n
2σ2
]
,
J12 = J
′
21 =
[
X ′WA−1Xβ 0 0
0 tr(C−1W) −tr(C−1W)
]
,
J22 =
 σ
2[tr(A−1WA−1W) + tr(A−1W ′WA−1)] + β ′XA−1 ′W ′WA−1Xβ σ2[tr(W ′C−1 ′W) + tr(C−1WW)] −σ2[tr(W ′C−1 ′W) + tr(C−1WW)]
σ2[tr(W ′C−1 ′W) + tr(C−1WW)] σ2[tr(W ′C−1 ′C−1W) + tr(C−1WC−1W)] −σ2[tr(W ′C−1 ′C−1W) + tr(C−1WC−1W)]
−σ2[tr(W ′C−1 ′W) + tr(C−1WW)] −σ2[tr(W ′C−1 ′C−1W) + tr(C−1WC−1W)] σ2[tr(W ′C−1 ′C−1W) + tr(C−1WC−1W)]
 .
When τ = λ and ρ = 0, we further have A = I and notice that tr(W) = 0. Therefore (B.2)
reduces to
I(θ) =
1
nσ2

X ′X 0 X ′WXβ 0 0
0 n
2σ2
0 tr(C−1W) −tr(C−1W)
X ′WXβ 0 Jρ Jρτ Jρλ
0 tr(C−1W) Jτρ Jτ Jτλ
0 −tr(C−1W) Jλρ Jλτ Jλ
 , (A.5)
where
Jρ = σ
2[tr(WW) + tr(W ′W)] + β ′XW ′WXβ
Jρτ = J
J
τρ = σ
2[tr(W ′C−1W + tr(C−1WW)]
Jρλ = J
J
λρ = −σ
2[tr(W ′C−1W + tr(C−1WW)]
Jτ = σ
2[tr(W ′C−1
′
C−1W) + tr(C−1WC−1W)]
Jτλ = J
J
λτ = −σ
2[tr(W ′C−1
′
C−1W) + tr(C−1WC−1W)]
Jλ = σ
2[tr(W ′C−1
′
C−1W) + tr(C−1WC−1W)].
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A.3 Derivation of Test Statistics
We first derive adjusted RS test statistic assuming λ is given. Defining θ = (β ′, ρ, τ,σ2) ′, the
log-likelihood can be rewritten as
l(θ|λ) =Constant−
n
2
logσ2 −
1
2σ2
[(I− ρW)Y − Xβ] ′(I− τW) ′C−1
′ ·
C−1(I− τW)[(I− ρW)Y − Xβ] + log|I− ρW|+ log|I− τW|+ log|C−1|,
(A.6)
And for a given value of λ, the score functions under joint null are
dβ(λ) =
1
σ2
X ′(Y − Xβ)
dσ2(λ) = −
n
2σ2
+
1
2σ4
(Y − Xβ) ′(Y − Xβ)
dρ(λ) =
1
σ2
(Y − Xβ) ′WY
dτ(λ) =
1
σ2
(Y − Xβ) ′C−1W(Y − Xβ)
The information matrix under the null when ρ = 0 and λ is given, denoted as I(θ|λ)|H0 , can be
derived as
I(θ|λ)|
HJ0
=
1
nσ2

Jβ(λ) Jβσ2(λ) Jβρ(λ) Jβτ(λ)
Jσ2β(λ) Jσ2(λ) Jσ2ρ(λ) Jσ2τ(λ)
Jρβ(λ) Jρσ2(λ) Jρ(λ) Jρτ(λ)
Jτβ(λ) Jτσ2(λ) Jτρ(λ) Jτ(λ)

=
1
nσ2

X ′X 0 X ′WXβ 0
0 n
2σ2
0 tr(C−1W)
X ′WXβ 0 σ2[tr(WW) + tr(W ′W)] + β ′XW ′WXβ σ2[tr(W ′C−1W + tr(C−1WW)]
0 tr(C−1W) σ2[tr(W ′C−1W + tr(C−1WW)] σ2[tr(W ′C−1 ′C−1W) + tr(C−1WC−1W)]
 ,
(A.7)
Denoting γ = (β ′,σ2), the standard RS test on (γ, 0, τ) given λ has the form
RS(λ) =
1
n
d ′τ(λ)J
−1
τ·γ(λ)dτ(λ),
where
Jτ·γ(λ) = Jτ(λ) − Jτγ(λ)J−1γ (λ)Jγτ(λ)
=
1
nσ2
{σ2[tr(W ′C−1
′
C−1W) + tr(C−1WC−1W)] −
2σ2
n
[tr(C−1W)]2}
using (C.2), and the standard RS test statistic for fixed λ can be derived as
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RS(λ) =
{ 1
σˆ2
uˆ ′C−1Wuˆ− tr[C−1W]}2
tr{W ′C−1 ′C−1W + [C−1W]2}− 2n [tr(C
−1W)]2
. (A.8)
Now we consider the RS test adjusted for the presence of ρ. Assuming λ given, the adjusted
RS test statistic, denoted by RS∗τ(λ) has the form
RS∗τ(λ) =
1
n
[dτ(λ) − Jτρ·γ(λ)J−1ρ·γ(λ)dρ(λ)]
′
× [Jτ·γ(λ) − Jτρ·γ(λ)J−1ρ·γ(λ)Jρτ·γ(λ)]−1
× [dτ(λ) − Jτρ·γ(λ)J−1ρ·γ(λ)dρ(λ)],
where
Jτρ·γ(λ) = Jρτ·γ(λ) = Jτγ(λ)J−1γ (λ)Jγρ(λ)
Jρ·γ(λ) = Jρ(λ) − Jργ(λ)J−1γ (λ)Jγρ(λ).
Using (C.2), we have
Jτρ·γ(λ) =
1
n
[tr(W ′C−1
′
W) + tr(C−1WW)]
Jρ·γ(λ) =
1
nσ2
{σ2[tr(W ′W +WW)] + β ′X ′W ′MWXβ},
where M = I− X(X ′X)−1X ′, and hence the adjusted RS statistic for fixed λ can be derived as
RS∗(λ) =
{uˆ ′C−1Wuˆ/σˆ2 − tr(C−1W) − [tr(W ′C−1
′
W + C−1WW)](n ˆJρ·γ)−1uˆ ′Wy/σˆ2}2
tr(W ′C−1′C−1W + C−1WC−1W) − 2
n
[tr(C−1W)]2 − [tr(W ′C−1′W + C−1WW)]2(n ˆJρ·γ)−1
(A.9)
where
(n ˆJρ·γ)−1 = σˆ2 · {βˆX ′W ′MWXβ+ σˆ2[tr((W ′ +W)W)]}−1.
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