In this paper the results of rule-base construction parameter optimization for a multi-stroke fuzzy character recognizer are compared. The experiment covers the investigation of the optimal number of samples used to build the rule-base and the parameter of the method to generate fuzzy sets from the training set collected from subjects. The various settings are evaluated with validation samples from the same group of test subjects.
Introduction
Classification problems such as character recognition are still a widely researched and active area of computational intelligence [1] [2] [3] . The most difficult part of these problems is to extract the knowledge from the samples and construct a proper and acceptable setting of the classifier systems. Meta heuristic optimization techniques [4] [5] [6] [7] [8] like evolutionary algorithms and other population based methods are often used in order to train an artificial neural network [9] or to build a rulebase [5] for a fuzzy system [10] [11] [12] .
Former results were suggesting that, the various meta-heuristic optimization algorithms behave differently on various initial rule-base settings; some methods are performing better when building a fuzzy rule-base from scratch, while others "prefer" to start from a predefined state and tune its parameters [13] . The better understanding of the behavior of the system regarding the rule-base construction parameters might give a better opportunity to prepare the initial rule-bases with low computational cost.
The multi-stroke version [14, 15] of the FUzzyBAsed Recognizer (FUBAR) algorithm family [14, [16] [17] [18] was selected as the basis of the experiment. In these articles various meta-heuristic algorithms with wide parameter and contextual settings were used to determine the best performing initial rule base for the data sets. The data sets used in the experiment were generated from a randomly ordered samples database collected earlier from test subjects. The data sets were divided into training and validation sets. The training set was used to determine statistically the fuzzy sets of the rule antecedents. The effect on the systems' accuracy of the number of training samples and the parameter of the fuzzy set generator function are investigated in this study.
The basic concept of the Multi-Stroke Fuzzy-Based Character Recognizer is presented in Section 2 after the Introduction. It is followed by the details of the experiment. The results of the study are presented and interpreted in Section 4. Section 5 summarizes the results and discusses possible directions for a future research.
Concept of Multi-Stroke Fuzzy-Based Character Recognizer
At the beginning of the development of FUBAR algorithm family four key features were defined in order to create an acceptable, accurate and efficient method, these are the following: (1) the system has to be able to reach the user acceptance threshold for character recognizers [19] ; (2) the developed methods must respond in an acceptable time even on hardware with low resources; (3) the knowledge representation of the system must be flexible in order to change the alphabet; (4) the recognizer must be able to learn user specific writing style. The designed system is an on-line personalized (hand printed) character recognizer, which means it uses list(s) of chronologically ordered x and y coordinate pairs representing the pen-stroke(s) as input ( Fig. 1) and deploys user-specific information. However the received strokes usually are noncontinuous as seen in Fig. 2 (a) . The fragmentation of the stroke is a result of hardware limitations such as bus bandwidth and processor load. In order to eliminate the recognition difficulties caused by the information loss, further processing of the input is unavoidable. The easiest way to have a relatively balanced distribution of the stroke-points is to resample the input as seen in Fig. 2 (b) .
Re-sampling is done during the stroke movement recording process; the system stores only those points, which are at least in a given a (Euclidean) distance from the previously stored point (started from the beginning of the stroke). This function also has the ability to reduce the noise (anti-aliasing) in the input as seen in Fig.  3 . The other difficulty in the recognition is caused by the italic writing style of the letters, which occurred when the test subjects were more experienced and bored because of the monotonic work. The stored points of the stroke are shifted when written in italic as seen in Fig. 4 . The caused shift in the sampled points inhibits the proper functionality of grid based feature extraction methods. Most recognizers resolve this problem by rotating the input, but it is a resource consuming complex transformation, which goes against the second key feature defined during the design. This led to the design of fuzzy grids (drawn around the stroke) [16] [17] [18] , where the columns and rows are defined by fuzzy sets. A point in the fuzzy grid could be in two rows or columns at the same time with different membership degrees as seen in This enables the system to reduce or even eliminate the negative effects (stroke-point shifting) of italic writing style by blurring the borders of the grid.
FUBAR uses the width/height ratio of the input stroke and the average membership degree of the points in each row and column of the fuzzy grid drawn around the letter. The optimal resolution of the grid for the given data set was formerly determined as 4 rows by 3 columns (described by 7 fuzzy sets). The formation of fuzzy grids are detailed in [16] [17] [18] .
The recognizer uses fuzzy inference method [11] [12] for the inference, where each letter is represented by a single fuzzy rule (Fig. 6 ). The input parameters of the rule are the extracted features, while the consequent part of the rules is the degree of matching between the received stroke and the letter represented by the given rule. The standard (minimum) t-norm as AND operator was selected for the system after the initial test of the early algorithms. This is a strict operator, which has its advantages and disadvantages in this case. The greatest advantage is that this way the method can easily rule out those candidates, which has zero membership value for any parameter. Its disadvantage is the same; if the initial rule base does not cover big enough range of the given parameter, then the system may rule out all the candidates, even de good one. This shows the importance of the initial rule base. After the evaluation of the rules the system results with the letter assigned to the rule with the highest degree of matching.
The inference phase is followed by the learning step, which requires the supervision of the user. When the system processed the input stroke and the user reinforces or corrects the result, the method starts to adjust the fuzzy sets in the rule antecedents in order to store the new knowledge (and adopt the user's writing style).
The learning phase was completely disabled during the presented experiment in order to eliminate the distortions of the results caused by the unpredictable modifications of the rule-base.
The main concept of the FUBAR algorithm family is summarized in Fig. 7 . Multiple strokes are merged (concatenated) by the system and processed as one. The multi-stroke version of FUBAR is detailed in [14] and [15] .
Experiment Details
The samples used during the experiment were collected from 12 Hungarian test subjects. Most of the subjects were right-handed male students from the Széchenyi István University; each in the same age group 18-24 and from the same cultural background. The samples were limited to 26 English capital letters and the shapes of the letters were predefined.
Each subject provided 40 samples for each letter, which was stored anonymously in a database. The samples were verified in order to eliminate the uncompleted/mistaken letters. 180 entries were selected randomly for each letter from the database to prepare the data sets. All the samples (for each letter) were reordered randomly to construct three data sets for the experiment. The process of the data preparation is shown in Fig. 8 . Each of the three prepared data sets was divided into training and validation data sets. Each training data set consisted of 60 samples per letters, while each validation data set consisted of 120 entries per symbols as seen in Fig. 9 . Three independent rule-bases were constructed from the samples of the training data sets. The fuzzy sets in the antecedents of the rules were determined with 72 (6x12) configurations of the investigated parameters.
The first investigated parameter is the number of training samples used to build the rules. The first 10, 20, 30, 40, 50 and 60 entries from the training set were used (for each letter) respectively to determine the main breakpoints of the trapezoid shaped membership functions of the antecedents as seen in Fig. 10 . T2 and T3 breakpoints of the trapezoid membership function were always determined by the second and third quartiles of the training samples for the given feature respectively. T1 and T4 were calculated from the minimum and maximum values of the data set for the given feature according to the second studied parameter is construction parameter (Pc), which represents the degree of membership for the minimum and maximum values for the given features respectively as seen in Fig.  11 . 12 Pc configurations were used to construct the fuzzy sets, which were used in the antecedents of the rules.
When the rule-base was constructed, the 120 samples per letters from the validation and the training set were used to evaluate the rule-bases. These steps were repeated for each three data sets.
Results
First the training sets were evaluated for each three data sets in order to see how much samples are covered by the generated fuzzy sets. For data set #1 and data set #2 the system reached 100% average recognition rate for the training sets, where the Pc value was between 0.1 and 0.9. The results were the same for each training set sizes (10, 20, …, 60). When the Pc value was set 0.0, the training set resulted with different errors depending on the size of the training set. This was expected, since in this case samples with the minimum and maximum feature values were not covered by the fuzzy sets.
The results for data set #3 were very similar to the results of data set #1 and #2, but there were 2 training samples which could not be recognized, when the training set size was set to 30, 40, 50 and 60 even with Pc value between 0.1 and 0.9. This slightly difference between these data sets seems insignificant and completely normal. The average error rate for each data set with various training set sizes and 0.0 value for Pc parameter is in Fig. 12 . Data set #1 reached significantly lower error rate for the training sets than the other two, but the tendency of the values are similar. This means that the fuzzy sets generated from it covered more training samples; this could be explained only by that, the samples were more uniform or some outstanding values were generating fuzzy sets with larger coverage. No significant difference between the results of data set #2 and #3 could be observed. Fig. 13 -Fig. 18 are showing the average error rates of the validation data sets for the various Pc parameters, when the rule-base was generated with 10, 20, …, 60 training samples respectively. While data set #1 reached significantly lower error rates for the training set (using 10 samples) than data set #2 and #3 for each sample set sizes, it was performing significantly higher error rates for the validation set. Considering these results it is highly probable, that data set #1 had more uniform samples in its training set, than the other two.
The system reached the lowest recognition rates (or highest error rates) with the value of 0.0 for Pc and the highest recognition rates for Pc=0.9 as expected. It is important to highlight that, the decrease in the average error rates is reduced by the higher Pc values; while there is almost 10% difference between the error rates until Pc=0.7, then it drops to 5% for the data set #2 and #3. Similar results were achieved, when the size of training set was increased to 20 samples per letter. Average error rates are significantly lower (over 20%) and the decrease of error rates is lower by the higher Pc values as expected. This behaviour can be explained by higher diversity of the parameter values in the samples. However it is interesting, that the results for data set #1 started to converge faster to the results of data set #2 and #3, but it can be also explained by the more diverse training samples. The decrease in the error rates compared to the previous results is definitely lower, when the number of training samples is increased to 30. The reduction of the decrease can be explained by that, the extended training set contains less diverse samples compared to the previous. Training set with 40 samples reached more similar results for the data set #2 and #3 than previously. The reason is that, the training samples in the data sets are almost similar. The error rates of data set #1 are still significantly higher, than resulted by the other two data sets', however this is only true for the lower Pc values. As the number of training samples is increasing the lower Pc value is required for a more similar error rate for all the three data sets.
Same tendencies can be observed for 50 and 60 training samples in Fig. 17 and Fig. 18 . The average error rates for the same data sets can be seen in Fig. 19, Fig. 20 and Fig. 21 for various numbers of training samples.
In each case the average error rate dropped more than 20%, when the size of the training set was increased from 10 to 20. Increasing the number of training samples by another 10 resulted in 10% decrease in the error rates. A higher decrease in error rate of data set #2 can be observed, when the number of samples were increased to 40 from 30 compared to data set #1 and #3. This 5-6% percent difference can be explained by the diversity of the samples. There were no significant differences between the results for the three data sets (considering the same parameter settings), which could not be explained by the uniformity/diversity of the training samples.
Conclusions
The accuracy of a multi-stroke FUBAR system was studied for three data sets with 72 configurations each. The number of samples in the training set was tested from 10 to 60 increasing by 10 samples (per letter). The construction parameter (Pc) was investigated for the values between 0.0 and 0.9 increased by 0.1 and additionally 0.25 and 0.75 were also included in the experiment. The various Pc settings were tested for each training set sizes. There were no significant differences between the results of the data sets for the same parameter settings.
The error rate could be decreased more than 70% by increasing the value of Pc from 0.0 to 0.9 and about 30% for 0.5 to 0.9 using each data set with the rules constructed from 10 training samples per letter. The average recognition rate could be further increased by including more samples in the training set; 20% by increasing the number samples from 10 to 20 and about 15% for additional 10 samples. The more training samples were used the lower Pc value was required to reach the systems peak recognition rate.
The best average recognition rate (99.07%) for data set #1 was achieved with the rule-base constructed with Pc value 0.75 using 50 training samples, the second best results (99.04%) was with the same Pc value, but with 60 samples, and the third best value (98.97) was achieved with 50 samples and a Pc with the value of 0.7. The best recognition rates for the second data set are 99.71%, 99.68% and 99.58% with the Pc parameter values of 0.7, 0.6 and 0.6 and the number of training samples was 50, 50 and 60 respectively. These achieved recognition rates are significantly higher than reached with any of the previous settings (93.4% and 97.54%).
The experiment showed that, even the slightest increase in the number of samples could result significant increase in the average recognition rate, while a properly selected construction parameter (Pc) can reduce the required size of the training set.
The above test should be repeated with larger and different types of data sets in order to get more precise results. The study should also test the results with the training phase turned on to get more realistic data.
Further research should also involve the investigation of the behavior of meta-heuristic algorithms according to the various number of samples used for the training.
The possibility of a training method based on the fuzzy sets' coverage for the candidate inputs and the results presented above should be investigated. It might give a new method with low time and resource requirements.
