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Abstract
We devised a first order time stepping ensemble hybridizable discontinuous Galerkin (HDG)
method for a group of parameterized convection diffusion PDEs with different initial conditions,
body forces, boundary conditions and coefficients in our earlier work [3]. We obtained an
optimal convergence rate for the ensemble solutions in L∞(0, T ;L2(Ω)) on a simplex mesh; and
obtained a superconvergent rate for the ensemble solutions in L2(0, T ;L2(Ω)) after an element-
by-element postprocessing if polynomials degree k ≥ 1 and the coefficients of the PDEs are
independent of time. In this work, we propose a new second order time stepping ensemble HDG
method to revisit the problem. We obtain a superconvergent rate for the ensemble solutions in
L∞(0, T ;L2(Ω)) without an element-by-element postprocessing for all polynomials degree k ≥ 0.
Furthermore, our mesh can be any polyhedron, no need to be simplex; and the coefficients of
the PDEs can dependent on time. Finally, we present numerical experiments to confirm our
theoretical results.
1 Introduction
In this work, we propose a new second order time stepping ensemble hybridizable discontinuous
Galerkin (HDG) method to efficiently simulate a group of parameterized convection diffusion equa-
tions on a Lipschitz polyhedral domain Ω ⊂ Rd (d ≥ 2). For j = 1, 2, . . . , J , find (qj , uj) satisfying
cjqj +∇uj = 0 in Ω× (0, T ],
∂tuj +∇ · qj + βj · ∇uj = fj in Ω× (0, T ],
uj = gj on ∂Ω× (0, T ],
uj(·, 0) = u0j in Ω,
(1.1)
where cj := cj(x, t), fj := fj(x, t), gj := gj(x, t), βj := βj(x, t), and u
0
j := u
0
j (x) are given
functions.
For many computational applications in real life, one needs to solve a group of PDEs with
different input conditions, like the applications in petroleum engineering, which need to predict
the transport properties of rock core-sample in centimeter scale. We need to capture the flow
capacity of every single nanopore with different inputs, and the porous media of shale core-sample
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is composed of more than 106 pores. However, to efficiently simulate a group of PDEs with different
inputs is a great challenge.
A first order time stepping ensemble method was proposed by [16] to study a set of J solutions
of the Navier-Stokes equations with different initial conditions and forcing terms. The J solutions
are computed simultaneously by solving a linear system with one common coefficient matrix and
multiple RHS vectors. This leads to a great computational efficiency in linear solvers when either
the LU factorization (for small-scale systems) or a block iterative algorithm (for large-scale systems)
is used. Later, a second order time stepping ensemble algorithm was designed by [14]. Recently,
a new ensemble method was proposed to treat the PDEs have different coefficients, see [9, 12].
The ensemble method has been applied to many different models; see, e.g., [8, 10,11,15,17,18,20].
It is worthwhile to mention that the previous works only obtained a suboptimal L∞(0, T ;L2(Ω))
convergence rate for the ensemble solutions.
More recently, we proposed a first order time stepping ensemble hybridizable discontinuous
Galerkin (HDG) method in [3] to study a group of convection diffusion PDEs with different
initial conditions, boundary conditions, body forces and coefficients. We obtained an optimal
L∞(0, T ;L2(Ω)) convergence rate for the solutions on a simplex mesh, and we obtained a L2(0, T ;L2(Ω))
superconvergent rate if the polynomials of degree k ≥ 1 and the coefficients of the PDEs are inde-
pendent of time. This ensemble HDG method uses polynomials of degree k for all variables, i.e.,
the flux variables qj and the scalar variables uj .
In this work, we devise a new second order time stepping ensemble HDG method, this method
uses polynomials degree k to approximate the fluxes and the numerical traces, while using poly-
nomials degree k + 1 to approximate the scale variable. This method was proposed by [19] and
later analyzed by [21] for a single steady elliptic PDE, they obtained a superconvergent rate for
the scalar variable for all k ≥ 0. This HDG method has been extended to study the PDEs with a
convection term by [23,24]. However, the superconvergent rate was lost when k = 0.
In this paper, we first restore the superconvergence for k = 0 by modifying the stabilization
function in [23]. Next, we show that the new ensemble HDG method can obtain a L∞(0, T ;L2(Ω))
superconvergent rate for all k ≥ 0 on a general polyhedron mesh and without assume the coefficients
are independent of time. It is worth mentioning that this new ensemble HDG method keep the
advantages of the ensemble methods, i.e., all realizations share one common coefficient matrix and
multiple RHS vectors at each time step, which can be solved efficiently by some exist solvers as we
mentioned previously.
The paper is organized as follows. We introduce the improved HDG formulation and the
ensemble HDG method in Section 2. Next, we give some preliminary materials and prove the
ensemble HDG method is unconditionally stable in Section 3. Then we give a rigorous error
analysis in Section 4. Finally, we provide some numerical experiments to confirm our theoretical
result in Section 5.
2 The Ensemble HDG Formulation
The HDG methods were proposed by [6], which are based on a mixed formulation and introduce
a numerical flux and a numerical trace to approximate the flux and the trace of the solution. The
global system involves the numerical trace only since we can element-by-element eliminate the
numerical flux and the solution. Therefore, the HDG methods have a significantly smaller number
of globally coupled degrees of freedom compare to DG methods. The HDG methods have been
extended to many models; see, e.g., [4, 5, 7, 25, 26]. We emphasize that the HDG method in this
work is considered to be a superconvergent method. Specifically, if polynomials of degree k ≥ 0
2
A New Ensemble HDG Method for Parameterized Convection Diffusion PDEs
are used for the numerical traces (global system), then we can obtain k + 2 order for the scalar
variables; see, e.g., [22–24]. Hence, from the viewpoint of globally coupled degrees of freedom, this
method achieves superconvergence for the scalar variable.
To describe the ensemble HDG method, we introduce some notation. Let Th be a collection of
disjoint shape regular polyhedral K that partition Ω. Here by shape regular we refer to [2]. Let
∂Th denote the set {∂K : K ∈ Th}. For an element K of the collection Th, let e = ∂K ∩ ∂Ω denote
the boundary face of K if the d− 1 Lebesgue measure of e is non-zero. For two elements K+ and
K− of the collection Th, let e = ∂K+ ∩ ∂K− denote the interior face between K+ and K− if the
d − 1 Lebesgue measure of e is non-zero. Let Eoh and E∂h denote the sets of interior and boundary
faces, respectively, and let Eh denote the union of Eoh and E∂h . For each K ∈ Th, let hK denote the
diameter of the smallest d-dimensional ball contain K, and h = maxK∈Th hK . We finally set
(w, v)Th :=
∑
K∈Th
(w, v)K , 〈ζ, ρ〉∂Th :=
∑
K∈Th
〈ζ, ρ〉∂K ,
where (·, ·)K and 〈·, ·〉∂K denote the standard L2 inner product.
For any integer k ≥ 0, let Pk(K) denote the set of polynomials of degree at most k on the element
K. We recall the standard L2 projection operators Π` : L
2(K)→ P`(K) and PM : L2(e)→ Pk(e)
satisfying
(Π`u,w)K = (u,w)K ∀w ∈ P`(K), (2.1a)
〈PMu, µ〉e = 〈u, µ〉e ∀µ ∈ Pk(e). (2.1b)
Moreover, the vector L2 projection Π` is defined similarly.
We consider the discontinuous finite element spaces:
Vh := {v ∈ [L2(Ω)]d : v|K ∈ [Pk(K)]d, ∀K ∈ Th},
Wh := {w ∈ L2(Ω) : w|K ∈ Pk+1(K), ∀K ∈ Th},
Mh(g) := {µ ∈ L2(Eh) : µ|e ∈ Pk(e),∀e ∈ Eh, µ|E∂h = PMg}.
For wh ∈Wh and rh ∈ Vh, let ∇vh and ∇ · rh denote the gradient of wh and the divergence of
rh applied piecewise on each element K ∈ Th.
2.1 The Improved HDG Method
Next, we consider the spatial semidiscretization for (1.1) by an improved HDG method. For all
j = 1, 2, . . . , J , find (qjh, ujh, ûjh) ∈ Vh ×Wh ×Mh(gj) satisfying
(cjqjh, rj)Th − (ujh,∇ · rj)Th + 〈ûjh, rj · n〉∂Th = 0,
(∂tujh, wj)Th − (qjh,∇wj)Th + 〈q̂jh · n, wj〉∂Th
−(βjujh,∇wj)Th − ((∇ · βj)ujh, wj)Th + 〈βj · nûjh, wj〉∂Th = (fj , wj)Th ,
〈q̂jh · n, µj〉∂Th = 0
(2.2)
for all (rj , wj , µj) ∈ Vh ×Wh ×Mh(0). The numerical traces on ∂Th are defined as
q̂jh · n = qjh · n+ h−1K (PMujh − ûjh). (2.3)
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Remark 1. The stabilization functions in [23] are defined as following
q̂jh · n = qjh · n+ h−1K (PMujh − ûjh) + τCj (ujh − ûjh), (2.4)
where τCj are positive stabilization functions defined on ∂Th. Compare with our stabilization
function (2.3), a upwind term in (2.4) was added to guarantee the wellpossdness but destroy the
superconvergence when k = 0; see, e.g., [23] for a single convection diffusion PDE and [13] for an
optimal control problem.
2.2 The Ensemble HDG Formulation
It is easy to see that the system (2.2)-(2.3) has J different coefficient matrices since cnj and β
n
j are
different for each j, the superscript n denotes the function value at the time tn. The main idea of
the ensemble algorithms is change the variables cnj and β
n
j into their ensemble means:
cn =
1
J
J∑
j=1
cnj and β
n
=
1
J
J∑
j=1
βnj . (2.5)
Next, we suppose the time domain is uniformly partition into N steps and the time step is ∆t :=
T/N . Let tn := n∆t for n = 2, 3, · · · , N , we define
∂+t w
n =
3wn − 4wn−1 + wn−2
2∆t
.
For all j = 1, 2, . . . , J and n = 2, 3, · · · , N , our second order time stepping ensemble HDG
method finds (qnj , u
n
j , û
n
j ) ∈ Vh ×Wh ×Mh(gj) satisfying
(cnqnjh, rj)Th − (unjh,∇ · rj)Th + 〈ûnjh, rj · n〉∂Th = ((cn − cnj )(2qn−1jh − qn−2jh ), rj)Th , (2.6a)
for all rj ∈ Vh, and
(∂+t u
n
jh, wj)Th − (qnjh,∇wj)Th + 〈q̂njh · n, wj〉∂Th
− (∇ · βnunjh, wj)Th − (β
n
unjh,∇wj)Th + 〈(β
n · n)ûnjh, vj〉∂Th
= (fnj , wj)Th − ([∇ · (β
n − βnj )](2un−1jh − un−2jh ), wj)Th
− ((βn − βnj )(2un−1jh − un−2jh ),∇wj)Th
+ 〈[(βn − βnj ) · n](2ûn−1jh − ûn−2jh ), wj〉∂Th
(2.6b)
for all wj ∈Wh, and
〈q̂njh · n, µj〉∂Th = 0 (2.6c)
for all µj ∈Mh(0) and the numerical fluxes are defined by
q̂njh · n = qnjh · n+ h−1K (PMunjh − ûnjh). (2.6d)
To start up the second order time stepping ensemble HDG system (2.6), besides the initial
condition (q0jh, u
0
jh, û
0
jh), we need the information of (q
1
jh, u
1
jh, û
1
jh). We take the initial conditions
u0jh = Πk+1u0, q
0
jh = −∇u0jh/c0j . Since u0jh is double-valued on Eh, then restict u0jh on Eh is doulbe
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valued. Therefore, we only take one as the initial condition for û0jh. Followed in [9], (q
1
jh, u
1
jh, û
1
jh)
is computed by the following first order ensemble HDG method:
(c1q1jh, rj)Th − (u1jh,∇ · rj)Th + 〈û1jh, rj · n〉∂Th = ((c1 − c1j )q0jh, rj)Th
for all rj ∈ Vh, and
((u1jh − u0jh)/∆t, wj)Th − (q1jh,∇wj)Th + 〈q̂1jh · n, wj〉∂Th
− (∇ · β1u1jh, wj)Th − (β
1
u1jh,∇wj)Th + 〈(β
1 · n)û1jh, vj〉∂Th
= (f1j , wj)Th − ([∇ · (β
1 − β1j )]u0jh, wj)Th
− ((β1 − β1j )u0jh,∇wj)Th + 〈[(β
1 − β1j ) · n]û0jh, wj〉∂Th
for all wj ∈Wh.
Lemma 1. System (2.6a)-(2.6d) is equivalent to the following system
(cnqnjh, rj)Th − (unjh,∇ · rj)Th + 〈ûnjh, rj · n〉∂Th = ((cn − cnj )(2qn−1jh − qn−2jh ), rj)Th , (2.8a)
(∂+t u
n
jh, wj)Th + (∇ · qnjh, wj)Th − 〈qnjh · n, µj〉∂Th − ((∇ · β
n
)unjh, wj)Th
− (βnunjh,∇wj)Th + 〈(β
n · n)ûnjh, wj〉∂Th + 〈h−1K (PMunjh − ûnjh), PMwj − µj〉∂Th
= (fnj , wj)Th − ([∇ · (β
n − βnj )](2un−1jh − un−2jh ), wj)Th
− ((βn − βnj )(2un−1jh − un−2jh ),∇wj)Th + 〈[(β
n − βnj ) · n](2ûn−1jh − ûn−2jh ), wj〉∂Th
(2.8b)
for all (rj , wj , µj) ∈ Vh ×Wh ×Mh(0).
The proof of Lemma 1 is simply by substituting (2.6d) into (2.6a)-(2.6c), substracting (2.6c)
from (2.6b) and using integration by parts.
3 Stability
In this paper, we use the standard notation Wm,p(D) for Sobolev spaces on D with norm ‖ · ‖m,p,D
and seminorm | · |m,p,D. We use Hm(D) instead of Wm,p(D) when p = 2. We omit the index p and
D in the corresponding norms and seminorms when p = 2 or D = Ω. Also, we omit the index m
when m = 0 in the corresponding norms. We denote by C(0, T ;Wm,s(Ω)) the Banach space of all
continuous functions from [0, T ] into Wm,s(Ω), and Lp(0, T ;Wm,s(Ω)) for 1 ≤ p ≤ ∞ is similarly
defined.
To obtain the stability of (1) in this section, we assume fj ∈ C(0, T ;L2(Ω)), gj ∈ H1(0, T ;
H1/2(∂Ω)), u0j ∈ L2(Ω) and the vector fields βj ∈ C(0, T ; [W 1,∞(Ω)]d) and satisfying
∇ · βj ≤ 0. (3.1)
These exists a positive constant c0 such that the coefficients cj > c0, and cj ∈ C(0, T ;L∞(Ω)), and
the ensemble mean satisfy the following condition
|cnj − cn| <
1
3
min{cn, cn−1, cn−2} n = 2, 3, · · · , N, (3.2a)
|c1j − c1| < min{c1, c0}. (3.2b)
The following error estimates for the L2 projections are standard:
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Lemma 2. Suppose integers k, ` ≥ 0. There exists a constant C independent of K ∈ Th such that
‖w −Π`w‖K ≤ Ch`+1|w|`+1,K ∀w ∈ H`+1(K), (3.3a)
‖w − PMw‖∂K ≤ Chk+1/2|w|k+1,K ∀w ∈ Hk+1(K). (3.3b)
We also use the following local inverse inequality:
‖wh‖∂K ≤ Ch−1/2K ‖wh‖K ∀wh ∈Wh. (3.4)
3.1 Preliminary material
Next, we give the following several lemmas, which will be frequently used in our analysis.
Lemma 3. For any real numbers a, b and c, we have
1
2
(3a− 4b+ c)a = 1
4
[
a2 + (2a− b)2 − b2 − (2b− c)2]+ 1
4
(a− 2b+ c)2.
Lemma 4. For γ ∈ [W 1,∞(Ω)]d and w ∈Wh, we have
(γw,∇w)Th =
1
2
〈γ · nw,w〉∂Th −
1
2
(∇ · γw,w)Th . (3.5)
The proofs of Lemma 3 and Lemma 4 are trivial and we omit them here.
Lemma 5. Suppose the function v := v(x, t) is smooth enough, then the following estimates hold
true
‖∂+t vn‖2Th ≤ C∆t−1‖∂tv‖2[L2(tn−2,tn);L2(Ω)], (3.6a)
∆t4‖∂+ttvn‖2Th ≤ C∆t3‖∂ttv‖2[L2(tn−2,tn);L2(Ω)], (3.6b)
‖∂tvn − ∂+t vn‖2Th ≤ C∆t3‖∂tttv‖2[L2(tn−2,tn);L2(Ω)], (3.6c)
where ∂+ttv
n = (vn − 2vn−1 + vn−2)/∆t2.
The proof of (3.6c) can be found in [9], the proofs for (3.6a)-(3.6b) are very similar to the proof
of (3.6c) and hence we omit them.
The following lemma is very crucial for our analysis.
Lemma 6. For γ ∈ [W 1,∞(Ω)]d, (w, µ) ∈Wh ×Mh(0), ∇ · γ ≤ 0 and h small enough, we have
‖h−1/2K (PMw − µ)‖2∂Th − (∇ · γw,w)Th − (γw,∇w)Th + 〈γ · nµ,w〉∂Th
≥ 1
2
‖h−1/2K (PMw − µ)‖2∂Th − Ch‖∇w‖2Th .
(3.7)
Proof. Use 〈γ · nµ, µ〉∂Th = 0, ∇ · γ ≤ 0 and integration by parts, we have
− (∇ · γw,w)Th − (γw,∇w)Th + 〈γ · nµ,w〉∂Th
= −1
2
〈γ · n(w − µ), w − µ〉∂Th −
1
2
(∇ · γw,w)Th by (3.5)
= −1
2
〈γ · n(w − PMw), w − PMw〉∂Th − 〈γ · n(PMw − µ), (w − PMw)〉∂Th −
1
2
(∇ · γw,w)Th
≥ −C(h‖∇w‖2Th + h1/2‖∇w‖Th‖PMw − µ‖∂Th) by (3.4)
≥ −Ch‖∇w‖2Th −
1
4
‖h−1/2K (PMw − µ)‖2∂Th .
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The mesh size h small enough and γ ∈ [W 1,∞(Ω)]d imply 14h−1K − 12γ · n ≥ 0, therefore,
‖h−1/2K (PMw − µ)‖2∂Th − (∇ · γw,w)Th − (γw,∇w)Th + 〈γ · nµ,w〉∂Th
≥ 1
2
‖h−1/2K (PMw − µ)‖2∂Th − Ch‖∇w‖2Th .
Lemma 7. Let (qnjh, u
n
jh, û
n
jh) be the solution of (2.8), then we have the following bound
‖∇unjh‖Th ≤ C
(
‖
√
cnqnjh‖Th + ‖
√
cn−1qn−1jh ‖Th + ‖
√
cn−2qn−2jh ‖Th + ‖h−1/2K (PMunjh − ûnjh)‖∂Th
)
.
Proof. We take rj = ∇unjh in Equation (2.8a) and use integration by parts to get
‖∇unjh‖2Th = −(cnqnjh,∇unjh)Th + 〈unjh − ûnjh,∇unjh · n〉∂Th + ((cn − cnj )(2qn−1jh − qn−2jh ),∇unjh)Th
= −(cnqnjh,∇unjh)Th + 〈PMunjh − ûnjh,∇unjh · n〉∂Th + ((cn − cnj )(2qn−1jh − qn−2jh ),∇unjh)Th ,
then the desired result is followed by the Cauchy-Schwarz inequality and the local inverse inequality
(3.4).
Lemma 8 (Discrete Poincare´-Friedrichs inequality). For all (w, µ) ∈Wh ×Mh(0), we have
‖w‖Th ≤ C‖∇w‖Th + C‖h−1/2K (w − µ)‖∂Th .
The proof of Lemma 8 is found in [2, Lemma 5].
Lemma 9. For all γ ∈ [W 1,∞(Ω)]d and (v, w, v̂, ŵ) ∈Wh ×Wh ×Mh(0)×Mh(0), we have
− (∇ · γw, v)Th − (γw,∇v)Th + 〈γ · nŵ, v〉∂Th
≤ C
(
‖w‖2Th + ‖v‖2Th + ‖h
1/2
K (PMv − v̂)‖2∂Th
)
+ (∇ · [Π0γw], v)Th
− 〈Π0γ · nw, v̂〉∂Th + 〈γ · n(ŵ − w), v − v̂〉∂Th .
(3.8)
Proof. We note that 〈γ · nŵ, v̂〉∂Th = 0, then
− (∇ · γw, v)Th − (γw,∇v)Th + 〈γ · nŵ, v〉∂Th
= (γ · ∇w, v)Th + 〈γ · n(ŵ − w), v〉∂Th by (3.5)
= (γ · ∇w, v)Th − 〈γ · nw, v̂〉∂Th + 〈γ · n(ŵ − w), v − v̂〉∂Th
= ((γ −Π0γ) · ∇w, v)Th − 〈(γ −Π0γ) · nw, v̂〉∂Th
+ (Π0γ · ∇w, v)Th − 〈(Π0γ · nw, v̂〉∂Th + 〈γ · n(ŵ − w), (v − v̂)〉∂Th .
We use integration by parts to get
− (∇ · γw, v)Th − (γw,∇v)Th + 〈γ · nŵ, v〉∂Th
= −(∇ · (γ −Π0γ)w, v)Th − ((γ −Π0γ) · ∇v, w)Th + 〈(γ −Π0γ) · nw, v − v̂〉∂Th
+ (Π0γ · ∇w, v)Th − 〈(Π0γ · nw, v̂〉∂Th + 〈γ · n(ŵ − w), (v − v̂)〉∂Th .
Since γ ∈ [W 1,∞(Ω)]d, then ‖γ − Π0γ‖0,∞,K ≤ ChK‖γ‖1,∞,K . Use the local inverse inequality
(3.4) to get
− (∇ · γw, v)Th − (γw,∇v)Th + 〈γ · nŵ, v〉∂Th
≤ C
(
‖w‖2Th + ‖v‖2Th + ‖h
1/2
K (PMv − v̂)‖2∂Th
)
+ (∇ · [Π0γw], v)Th − 〈Π0γ · nw, v̂〉∂Th + 〈γ · n(ŵ − w), v − v̂〉∂Th .
This proves the desired result.
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3.2 Stability
Next, we prove the Ensemble HDG system (1) is unconditionally stable. Unlike the previous
works, we do not assume the Dirichlet boundary conditions are zeros. Hence, the proof here is
more involved.
Theorem 1. The ensemble HDG system (1) is unconditionally stable if the condition (3.2) holds.
In particular, for j = 1, 2, . . . , J , we have
max
2≤n≤N
‖unjh‖2Th + ∆t
N∑
n=2
‖
√
cnqnjh‖2Th
≤ C∆t
N∑
n=2
(
‖fnj ‖2Th + ‖gnj ‖21/2,∂Ω
)
+ C
(
‖u0jh‖2Th + ‖u1jh‖2Th + ∆t‖
√
c1q1jh‖2Th + ‖∂tgj‖2L2(0,T ;H1/2(∂Ω))
)
.
The proof of Theorem 1 follows by triangle inequality, the definition ofH1/2 norm and Lemma 11.
To deal with the inhomogeneous boundary condition in the stability analysis, we need some
additional notation. Let mj ∈ H1(0, T ;H1(Ω)) be an arbitrary function such that mj |∂Ω = gj , and
define
wnjh = u
n
jh −Πk+1mnj , ŵnjh = ûnjh − PMmnj . (3.9)
This implies ŵnjh = 0 on E∂h . Now we give the estimate for wnjh.
Lemma 10. Let (wnjh, ŵ
n
jh) be defined in (3.9) and (q
n
jh, u
n
jh, û
n
jh) be the solution of (2.8), then we
have the estimate
‖∇wnjh‖Th ≤ C
(
‖
√
cnqnjh‖Th + ‖
√
cn−1qn−1jh ‖Th + ‖
√
cn−2qn−2jh ‖Th
)
+ C‖h−1/2K (PMwnjh − ŵnjh)‖∂Th + C‖∇mnj ‖Th .
(3.10)
Proof. By Lemma 7 and the triangle inequality, we get
‖∇wnjh‖Th ≤ ‖∇unjh‖Th + ‖∇Πk+1mnj ‖Th
≤ C
(
‖
√
cnqnjh‖Th + ‖
√
cn−1qn−1jh ‖Th + ‖
√
cn−2qn−2jh ‖Th + ‖h−1/2K (PMunjh − ûnjh)‖∂Th
)
+ C‖∇mnj ‖Th
≤ C
(
‖
√
cnqnjh‖Th + ‖
√
cn−1qn−1jh ‖Th + ‖
√
cn−2qn−2jh ‖Th
)
+ C
(
‖h−1/2K (PMwnjh − ŵnjh)‖∂Th + ‖h−1/2K (PMΠk+1mnj − PMmnj )‖∂Th
)
+ C‖∇mnj ‖Th
≤ C
(
‖
√
cnqnjh‖Th + ‖
√
cn−1qn−1jh ‖Th + ‖
√
cn−2qn−2jh ‖Th
)
+ C‖h−1/2K (PMwnjh − ŵnjh)‖∂Th + C‖∇mnj ‖Th .
Lemma 11. Let (wnjh, ŵ
n
jh) be defined in (3.9) and (q
n
jh, u
n
jh, û
n
jh) be the solution of (2.8), if the
condition (3.2) holds, we have
max
2≤n≤N
‖wnjh‖2Th + ∆t
N∑
n=2
‖
√
cnqnjh‖2Th ≤ C∆t
N∑
n=2
(‖fnj ‖2Th + ‖∇mnj ‖2Th)
+ C
(
‖w0jh‖2Th + ‖w1jh‖2Th + ‖∂tmj‖2L2(0,T ;L2(Ω)) + ∆t‖
√
c1q1jh‖2Th
)
.
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Proof. By the definitions of wnjh, ŵ
n
jh in (3.9), we can rewrite (2.8a) and (2.8b) as
(cnqnjh, rj)Th − (wnjh,∇ · rj)Th + 〈ŵnjh, rj · n〉∂Th
= ((cn − cnj )(2qn−1jh − qn−2jh ), rj)Th + (mnj ,∇ · rj)Th − 〈mnj , rj · n〉∂Th ,
(3.11a)
(∂+t w
n
jh, vj)Th + (∇ · qnjh, vj)Th − 〈qnjh · n, v̂j〉∂Th − (∇ · β
n
wnjh, vj)Th
− (βnwnjh,∇vj)Th + 〈β
n · n, ŵnjhvj〉∂Th + 〈h−1/2K (PMwnjh − ŵnjh), PMvj − v̂j〉∂Th
= (fnj , vj)Th − (∂+t (Πk+1wnj ), vj)Th − ([∇ · (β
n − βnj )](2wn−1jh − wn−2jh ), vj)Th
− ((βn − βnj )(2wn−1jh − wn−2jh ),∇vj)Th + 〈(β
n − βnj ) · n, (2ŵn−1jh − ŵn−2jh )vj〉∂Th
− ([∇ · (βn − βnj )](2Πk+1mn−1j −Πk+1mn−2j ), vj)Th
− ((βn − βnj )(2Πk+1mn−1j −Πk+1mn−2j ),∇vj)Th
+ 〈(βn − βnj ) · n, (2PMmn−1j − PMmn−2j )vj〉∂Th
+ (∇ · βnΠk+1mnj , vj)Th + (β
n
Πk+1m
n
j ,∇vj)Th − 〈β
n · n, PMmnj vj〉∂Th
− 〈h−1K PM (Πk+1mnj −mnj ), PMvj − v̂j〉∂Th .
(3.11b)
Now we take (rj , vj , v̂j) = (q
n
jh, w
n
jh, ŵ
n
jh) in (3.11), add them together, use Lemma 3 and stability
(3.7) with (w, µ,γ) = (wnjh, ŵ
n
jh,β
n
) to get
‖wnjh‖2Th + ‖2wnjh − wn−1jh ‖2Th − ‖wn−1jh ‖2Th − ‖2wn−1jh − wn−2jh ‖2Th
4∆t
+
‖wnjh − 2wn−1jh + wn−2jh ‖2Th
4∆t
+ ‖
√
cnqnjh‖2Th +
1
2
‖h−1/2K (PMwnjh − ŵnjh)‖2∂Th
≤ ((cn − cnj )(2qn−1jh − qn−2jh ), qnjh)Th + (mnj ,∇ · qnjh)Th − 〈mnj , qnjh · n〉∂Th
+ (fnj , w
n
jh)Th − (∂+t Πk+1mnj , wnjh)Th + Ch‖∇wnjh‖2Th
− (∇ · (βn − βnj )(2wn−1jh − wn−2jh ), wnjh)Th − ((β
n − βnj )(2wn−1jh − wn−2jh ),∇wnjh)Th
+ 〈(βn − βnj ) · n, (2ŵn−1jh − ŵn−2jh )wnjh〉∂Th
− (∇ · (βn − βnj )(2Πk+1mn−1j −Πk+1mn−2j ), wnjh)Th
− ((βn − βnj )(2Πk+1mn−1j −Πk+1mn−2j ),∇wnjh)Th
+ 〈(βn − βnj ) · n, (2mn−1j − PMmn−2j )wnjh〉∂Th
+ (∇ · βnΠk+1mnj , wnjh)Th + (β
n
Πk+1m
n
j ,∇wnjh)Th − 〈β
n · n, PMmnjwnjh〉∂Th
− 〈h−1/2K PM (PMmnj −mnj ), PMwnjh − ŵnjh〉∂Th
=:
16∑
i=1
Ri.
Next, we estimate {Ri}16i=1 term by term. By (3.2), there exists a constant κ > 0, such that
|cn − cnj | ≤
κ
3(κ+ 1)
min{cn, cn−1, cn−2}. (3.12)
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Use the above condition (3.12) and the Young’s inequality to get
R1 ≤ κ
3(κ+ 1)
(
2‖
√
cn−1qn−1jh ‖Th + ‖
√
cn−2qn−2jh ‖Th
)
‖
√
cnqnjh‖Th
≤ κ
3(κ+ 1)
(
3
2
‖
√
cnqnjh‖2Th + ‖
√
cn−1qn−1jh ‖2Th +
1
2
‖
√
cn−2qn−2jh ‖2Th
)
.
For the term R2 +R3, we use integration by parts to get
R2 +R3 = −(∇mnj , qnjh) ≤
1
4(κ+ 1)
‖
√
cnqnjh‖2Th + C‖∇mnj ‖2Th .
For the term R4, we use the Cauchy-Schwarz inequality to get
R4 ≤ 2(‖wnjh‖2Th + ‖fnj ‖2Th).
For the term R5, by the definition of Πk+1 in (2.1a) and we use the Cauchy-Schwarz inequality and
the estimate (3.6a) to get
R5 = −(∂+t Πk+1mnj , wnjh)Th = −(∂+t mnj , wnjh)Th
≤ C(‖∂+t mnj ‖2Th + ‖wnjh‖2Th) ≤ C∆t−1‖∂tmnj ‖2L2(tn−2,tn;L2(Ω)) + C‖wnjh‖2Th .
For the term R6, by the estimate (3.10) and let h sufficient small, one has
R6 ≤ Ch
(
‖
√
cnqnjh‖2Th + ‖
√
cn−1qn−1jh ‖2Th + ‖
√
cn−2qn−2jh ‖2Th
)
+ Ch‖h−1/2K (PMwnjh − ŵnjh)‖2∂Th + Ch‖∇mnj ‖2Th
≤ 1
24(κ+ 1)
(
‖
√
cnqnjh‖2Th + ‖
√
cn−1qn−1jh ‖2Th + ‖
√
cn−2qn−2jh ‖2Th
)
+
1
16
‖h−1/2K (PMwnjh − ŵnjh)‖2∂Th + C‖∇mnj ‖2Th .
For the term R7 +R8 +R9, let (γ, v, w, v̂, ŵ) = (β
n − βnj , 2wn−1jh − wn−2jh , 2ŵn−1jh − ŵn−2jh , wnjh, ŵnjh)
in (3.8) to get
R7 +R8 +R9 ≤ C
(
‖wnjh‖2Th + ‖wn−1jh ‖2Th + ‖wn−2jh ‖2Th + ‖h
1/2
K (PMw
n
jh − ŵnjh)‖2∂Th
)
+ (∇ · [Π0(βn − βnj )(2wn−1jh − wn−2jh )], wnjh)Th
− 〈[Πo0(βn − βnj )(2wn−1jh − wn−2jh )] · n, ŵnjh〉∂Th
+ 〈(βn − βnj ) · n(2wn−1jh − wn−2jh − 2ŵn−1jh + ŵn−2jh ), wnjh − ŵnjh〉∂Th .
Using (3.11a) with rj = Π0(β
n − βnj )(2wn−1jh − wn−2jh ) ∈ Vh, we get
R7 +R8 +R9 ≤ C
(
‖wnjh‖2Th + ‖wn−1jh ‖2Th + ‖wn−2jh ‖2Th + ‖h
1/2
K (PMw
n
jh − ŵnjh)‖2∂Th
)
+ (cnqnjh,Π0(β
n − βnj )(2wn−1jh − wn−2jh ))Th
− ((cn − cnj )(2qn−1jh − qn−2jh ),Π0(β
n − βnj )(2wn−1jh − wn−2jh ))Th
+ (∇mnj ,Π0(βn − βnj )(2wn−1jh − wn−2jh ))Th
+ 〈(βn − βnj ) · n(2wn−1jh − wn−2jh − 2ŵn−1jh + ŵn−2jh ), wnjh − ŵnjh〉∂Th .
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For h small enough, Cauchy-Schwarz inequality and Young’s inequality give
R7 +R8 +R9 ≤ 1
24(κ+ 1)
(
‖
√
cnqnjh‖2Th + ‖
√
cn−1qn−1jh ‖2Th + ‖
√
cn−2qn−2jh ‖2Th
)
+ C
(
‖wnjh‖2Th + ‖wn−1jh ‖2Th + ‖wn−2jh ‖2Th + ‖∇mnj ‖2Th
)
+
1
16
‖h−1/2K (PMwnjh − ŵnjh)‖2∂Th .
Using integration by parts and the estimate (3.10), we have
R10 +R11 +R12
≤ C (‖wnjh‖Th + ‖∇wnjh‖Th) (‖∇mn−1j ‖Th + ‖∇mn−2j ‖Th)
≤ α
(
‖∇wnjh‖2Th + ‖h
−1/2
K (PMw
n
jh − ŵnjh‖2∂Th
)
+ Cα(‖∇mn−1j ‖2Th + ‖∇mn−2j ‖2Th)
≤ Cα
(
‖
√
cnqnjh‖2Th + ‖
√
cn−1qn−1jh ‖2Th + ‖
√
cn−2qn−2jh ‖2Th
)
+ Cα
(
‖h−1/2K (PMwnjh − ŵnjh)‖2∂Th + ‖∇mnj ‖2Th
)
+ Cα(‖∇mn−1j ‖2Th + ‖∇mn−2j ‖2Th).
Choose α small enough, we get
R10 +R11 +R12
≤ 1
24(κ+ 1)
(
‖
√
cnqnjh‖2Th + ‖
√
cn−1qn−1jh ‖2Th + ‖
√
cn−2qn−2jh ‖2Th
)
+
1
16
‖h−1/2K (PMwnjh − ŵnjh)‖2∂Th + C
(
‖∇mnj ‖2Th + ‖∇mn−1j ‖2Th + ‖∇mn−2j ‖2Th
)
.
Similarity, we have
R13 +R14 +R15
≤ 1
24(κ+ 1)
(
‖
√
cnqnjh‖2Th + ‖
√
cn−1qn−1jh ‖2Th + ‖
√
cn−2qn−2jh ‖2Th
)
+
1
16
‖h−1/2K (PMwnjh − ŵnjh)‖2∂Th + C
(
‖∇mnj ‖2Th + ‖∇mn−1j ‖2Th + ‖∇mn−2j ‖2Th
)
,
R16 ≤ C‖∇mnj ‖2Th +
1
16
‖h−1/2K (PMwnjh − ŵnjh)‖2∂Th .
Therefore, by all the estimate above one gets
‖wnjh‖2Th + ‖2wnjh − wn−1jh ‖2Th − ‖wn−1jh ‖2Th − ‖2wn−1jh − wn−2jh ‖2Th
4∆t
+
‖wnjh − 2wn−1jh + wn−2jh ‖2Th
4∆t
+ ‖
√
cnqnjh‖2Th +
1
2
‖h−1/2K (PMwnjh − ŵnjh)‖2∂Th
≤ C(‖wnjh‖2Th + ‖wn−1jh ‖2Th + ‖wn−2jh ‖2Th + ∆t−1‖∂tmnj ‖2L2(tn−2,tn;L2(Ω)))
+ C
(
‖fnj ‖2Th + ‖∇mnj ‖2Th + ‖∇mn−1j ‖2Th + ‖∇mn−2j ‖2Th
)
+
2κ+ 1
6(κ+ 1)
(
‖√cnqnjh‖2Th + ‖
√
cn−1qn−1jh ‖2Th + ‖
√
cn−2qn−2jh ‖2Th
)
+
1
4
‖h−1/2K (PMwnjh − ŵnjh)‖2∂Th +
1
4(κ+ 1)
‖√cnqnjh‖2Th .
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We add last inequality from n = 2 to n = N , rearrange it, and multiply 4∆t to get
max
2≤n≤N
‖wnjh‖2Th + ∆t
N∑
n=2
‖
√
cnqnjh‖2Th ≤ C∆t
N∑
n=2
(‖fnj ‖2Th + ‖∇mnj ‖2Th)
+ C
(
‖w0jh‖2Th + ‖w1jh‖2Th + ‖∂tmj‖2L2(0,T ;L2(Ω)) + ∆t‖
√
c1q1jh‖2Th
)
.
Then the result followed by Gronwall’s inequality.
4 Error Analysis
The strategy of the error analysis for the Ensemble HDG method is based on [1]. Throughout, we
assume the data, the solutions of (1.1) are smooth enough and the domain Ω is convex.
4.1 HDG elliptic projection
For any t ∈ [0, T ] and j = 1, 2, . . . , J , let (qjh, ujh, ûjh) ∈ Vh ×Wh ×Mh(gj) be the solution of the
following steady state problem
(cjqjh, rj)Th − (ujh,∇ · rj)Th + 〈ûjh, rj · n〉∂Th = 0, (4.1a)
(∇ · qjh, wj)Th − 〈qjh · n, µj〉∂Th − (∇ · βjujh, wj)Th − (βjujh,∇wj)Th
+ 〈βj · n, ûjhwj〉∂Th + 〈h−1K (PMujh − ûjh), PMwj − µj〉∂Th
= (fj − ∂tuj , wj)Th
(4.1b)
for all (rj , wj , µj) ∈ Vh ×Wh ×Mh(0).
The proofs of the following estimations are presented in Section 7.
Theorem 2. For any t ∈ [0, T ] and j = 1, 2 · · · , J , we have
‖qj − qjh‖Th ≤ Chk+1, ‖∂tqj − ∂tqjh‖Th ≤ Chk+1, ‖∂ttqj − ∂ttqjh‖Th ≤ Chk+1,
‖uj − ujh‖Th ≤ Chk+2, ‖∂tuj − ∂tujh‖Th ≤ Chk+2, ‖∂ttuj − ∂ttujh‖Th ≤ Chk+2,
and
‖h1/2K (ujh − ûjh)‖∂Th ≤ Chk+1, ‖h1/2K (∂ttujh − ∂ttûjh)‖∂Th ≤ Chk+1.
4.2 Main result
We can now state our main result for the ensemble HDG method.
Theorem 3. If the condition (3.2) holds and the domain is convex, then we have the following
error estimate
max
1≤n≤N
‖unj − unjh‖Th ≤ C
(
∆t2 + hk+2
)
, (4.2)√√√√∆t N∑
n=1
‖
√
cn(qnj − qnjh)‖2Th ≤ C
(
∆t2 + hk+1
)
. (4.3)
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Remark 2. To the best of our knowledge, all previous works only contain a suboptimal L∞(0, T ;
L2(Ω)) convergent rate for the ensemble solutions uj . Only one other very recent work [3] contains
an optimal L∞(0, T ;L2(Ω)) convergent rate for the ensemble solutions uj , and a L2(0, T ;L2(Ω))
superconvergent rate if the coefficients of the PDEs are independent of time and degree polynomial
k ≥ 1; our main result: Theorem 3 is the first time to obtain the L∞(0, T ;L2(Ω)) supconvergent
rate for the ensemble solutions uj for all k ≥ 0 and without assume that the coefficients of the
PDEs are independent of time. It is also the first time to obtain the superonvergent rate for a
single convection diffusion PDE when k = 0.
4.3 Proof of Theorem 3
The proof of (4.2) with n = 1 is quite standard in backward Euler discretization, thus we omit it,
and we prove (4.2) holds for all n ≥ 2.
4.3.1 The equations of the projection of the errors
Lemma 12. For eq
n
jh = q
n
jh − qnjh, eu
n
jh = u
n
jh − unjh, eû
n
jh = û
n
jh − û
n
jh, for all j = 1, 2 · · · , J , we
have the following error equations
(cneq
n
jh , rj)Th − (eu
n
jh ,∇ · rj)Th + 〈eû
n
jh , rj · n〉∂Th = ((cn − cnj )(2qn−1jh − qn−2jh − qnjh), rj)Th , (4.4a)
(∂+t e
un
jh , wj)Th + (∇ · eq
n
jh , wj)Th − 〈eq
n
jh · n, µj〉∂Th − (∇ · β
n
eu
n
jh , wj)Th
− (βneunjh ,∇wj)Th + 〈β
n · n, eûnjhwj〉∂Th + 〈h−1K (PMeu
n
jh − eû
n
jh ), PMwj − µj〉∂Th
= −(∇ · (βn − βnj )(2un−1jh − un−2jh − unjh), wj)Th − ((β
n − βnj )(2un−1jh − un−2jh − unjh),∇wj)Th
+ 〈(βnj − βnj ) · n, (2ûn−1jh − ûn−2jh − û
n
jh)wj〉∂Th + (∂tunj − ∂+t unjh, wj)Th
(4.4b)
for all (rj , wj , µj) ∈ Vh ×Wh ×Mh(0) and n = 1, 2, · · · , N .
The proof of Lemma 12 follows by subtracting Equation (4.1) from Lemma 1.
4.3.2 Energy argument
We take rj = ∇eunjh in (4.4a) and use integration by parts to get the following lemma.
Lemma 13. We have
‖∇eunjh ‖Th + ‖h−1/2K (eu
n
jh − eû
n
jh )‖∂Th ≤ C
(
‖
√
cneq
n
jh ‖Th + ‖h−1/2K (PMeu
n
jh − eû
n
jh )‖∂Th
)
+ C‖(cn − cnj )(2qn−1jh − qn−2jh − qnjh)‖Th .
(4.5)
Lemma 14. If the condition (3.2) holds and the domain is convex, then we have the following
error estimate
max
2≤n≤N
‖eunjh ‖Th +
√√√√∆t N∑
n=2
‖
√
cneq
n
jh ‖2Th ≤ C
(
∆t2 + hk+2
)
.
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Proof. We take (rj , wj , µj) = (e
qn
jh , e
un
jh , e
ûn
jh ) in (4.4), use the polarization identity (3), stability
(3.7) with (γ, w, µ) = (βnj , e
un
jh , e
ûn
jh ), and add them together to get
‖eunjh ‖2Th + ‖2eu
n
jh − eu
n−1
jh ‖2Th − ‖eu
n−1
jh ‖2Th − ‖2eu
n−1
jh − eu
n−2
jh ‖2Th
4∆t
+
‖eunjh − 2eu
n−1
jh + e
un−2
jh ‖2Th
4∆t
+ ‖
√
cneq
n
jh ‖2Th +
1
2
‖h−1/2K (PMeu
n
jh − eû
n
jh )‖2∂Th
≤ ((cn − cnj )(2qn−1jh − qn−2jh − qnjh), eq
n
jh ) + (∂tu
n
j − ∂+t unjh, eu
n
jh )Th
− (∇ · (βn − βnj )(2un−1jh − un−2jh − unjh), eu
n
jh )Th
− ((βn − βnj )(2un−1jh − un−2jh − unjh),∇eu
n
jh )Th
+ 〈(βn − βnj ) · n, (2ûn−1jh − ûn−2jh − û
n
jh)e
un
jh 〉∂Th + Ch‖∇εu
n
jh ‖2Th
=:
6∑
i=1
Ri. (4.6)
Next, we estimate {Ri}6i=1 term by term. For the first term R1, since
2qn−1jh − qn−2jh − qnjh = 2eq
n−1
jh − eq
n−2
jh −∆t2∂+ttqnjh, (4.7)
we use condition (3.12) to get
R1 = ((c
n − cnj )(2eq
n−1
jh − eq
n−2
jh −∆t2∂+ttqnjh), eq
n
jh )
≤ κ
3(κ+ 1)
(
3
2
‖
√
cneq
n
jh ‖2Th + ‖
√
cn−1eq
n−1
jh ‖2Th +
1
2
‖
√
cn−1eq
n−2
jh ‖2Th
)
+
1
8(κ+ 1)
‖
√
cneq
n
jh ‖2Th + C∆t4‖∂+ttqnjh‖2Th .
For the term R2, we have
R2 = (∂
+
t (u
n
j − unjh) + ∂tunj − ∂+t unj , eu
n
jh )Th
≤ C (‖∂+t (unj − unjh)‖2Th + ‖∂tunj − ∂+t unj ‖2Th + ‖eunjh ‖2Th) .
For the term R3 +R4 +R5, Equation (3.8) and (4.4a) give
R3 +R4 +R5
≤ C
(
‖2un−1jh − un−2jh − unjh‖2Th + ‖eu
n
jh ‖2Th + ‖h
1/2
K (PMe
un
jh − eû
n
jh )‖2∂Th
)
+
(
∇ ·
[
Π0(β
n − βnj )(2un−1jh − un−2jh − unjh)
]
, eu
n
jh
)
Th
− 〈Π0(βn − βnj )(2un−1jh − un−2jh − unjh) · n, eû
n
jh 〉∂Th
+ 〈(βn − βnj ) · n(2un−1jh − un−2jh − unjh − 2ûn−1jh + ûn−2jh + û
n
jh), e
un
jh − eû
n
jh 〉∂Th
= C
(
‖2un−1jh − un−2jh − unjh‖2Th + ‖eu
n
jh ‖2Th + ‖h
1/2
K (PMe
un
jh − eû
n
jh )‖2∂Th
)
+ (cneq
n
jh ,Π0(β
n − βnj )(2un−1jh − un−2jh − unjh))Th
− ((cn − cnj )(2qn−1jh − qn−2jh − qnjh),Π0(β
n − βnj )(2un−1jh − un−2jh − unjh))Th
+ 〈(βn − βnj ) · n(2un−1jh − un−2jh − unjh − 2ûn−1jh + ûn−2jh + û
n
jh), e
un
jh − eû
n
jh 〉∂Th .
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Similar to (4.7), we have
2un−1jh − un−2jh − unjh = 2eu
n−1
jh − eu
n−2
jh −∆t2∂+ttunjh,
and
2un−1jh − un−2jh − unjh − 2ûn−1jh + ûn−2jh + û
n
jh
= 2(eu
n−1
jh − eû
n−1
jh )− (eu
n−2
jh − eû
n−2
jh )−∆t2∂+ttunjh + ∆t2∂+tt û
n
jh.
Therefore, when h is small enough, we have
R3 +R4 +R5
≤ 1
24(κ+ 1)
(
‖
√
cneq
n
jh ‖2Th + ‖
√
cn−1eq
n−1
jh ‖2Th + ‖
√
cn−2eq
n−2
jh ‖2Th
)
+
1
16
‖h−1/2K (PMeu
n
jh − eû
n
jh )‖2Th + C
(
‖eunjh ‖2Th + ‖eu
n−1
jh ‖2Th + ‖eu
n−2
jh ‖2Th
)
+
1
16
‖h−1/2K (PMeu
n−1
jh − eû
n−1
jh )‖2Th +
1
16
‖h−1/2K (PMeu
n−2
jh − eû
n−2
jh )‖2Th
+ C∆t4‖∂+ttqnjh‖2Th + C∆t4‖∂+ttunjh‖2Th + C∆t4‖h
1/2
K ∂
+
tt (u
n
jh − û
n
jh)‖2∂Th .
By the Cauchy-Schwarz inequality and h small enough, by (4.5) and (4.7), we get
R6 ≤ 1
24(κ+ 1)
(
‖
√
cneq
n
jh ‖2Th + ‖
√
cn−1eq
n−1
jh + ‖
√
cn−1eq
n−2
jh ‖2Th
)
+ C∆t4‖∂+ttqnjh‖2Th .
We add (4.6) from n = 2 to n = N and use the above inequalities to get
max
2≤n≤N
‖eunjh ‖2Th + ∆t
N∑
n=2
‖
√
cneq
n
jh ‖2Th
≤ C∆t5
N∑
n=2
(‖∂+ttunjh‖2Th + ‖∂+ttqnjh‖2Th + ‖h
1/2
K ∂
+
tt (u
n
jh − û
n
jh)‖2∂Th),
+ C∆t
N∑
n=2
(‖∂+t (unj − unjh)‖2Th + ‖∂tunj − ∂+t unj ‖2Th) + C∆t
N∑
n=2
‖eunjh ‖2Th
+ C
(
‖eu0jh‖2Th + ‖eu
1
jh‖2Th + ∆t‖eq
1
jh‖2Th
)
.
(4.8)
Next, we bound the terms on the right side of (4.8) by Lemma 5.
∆t5
N∑
n=2
‖∂+ttunjh‖2Th ≤ C∆t4‖∂ttujh‖2L2(0,T ;L2(Ω)),
∆t5
N∑
n=2
‖∂+ttqnjh‖2Th ≤ C∆t4‖∂ttqjh‖2L2(0,T ;L2(Ω)) ,
∆t
N∑
n=2
‖∂+t (unj − unjh)‖2Th ≤ C‖∂t(uj − ujh)‖2L2(0,T ;L2(Ω)),
∆t
N∑
n=2
‖∂tunj − ∂+t unj ‖2Th ≤ C∆t4‖∂tttuj‖2L2(0,T ;L2(Ω)),
∆t5
N∑
n=2
‖h1/2K ∂+tt (unjh − û
n
jh)‖2∂Th ≤ C∆t4‖h
1/2
K ∂tt(ujh − ûjh)‖2L2(0,T ;L2(∂Th)).
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Gronwall’s inequality, the estimates above, Theorem 2 applied to (4.8), and (4.2) give the desired
result.
As a consequence, a simple application of the triangle inequality for (14) and Theorem 2 give
the proof of Theorem 3.
5 Numerical experiments
In this section, we present some numerical tests of the Ensemble HDG method for parameterized
convection diffusion PDEs. A group of simulations are considered containing J = 3 members. Let
Euj be the error bewteen the exact solution uj at the final time T = 1 and the Ensemble HDG
solution uNjh, i.e., Euj = ‖uNj − uNjh‖Th . Let
Eqj =
√√√√∆t N∑
n=1
‖qnj − qnjh‖2Th .
We test the convergence rate of the Ensemble HDG method for on a square domain Ω = [0, 1]×[0, 1].
The data is chosen as
c1 = 1.1, c2 = 1.2, c3 = 1.3, β1 = [1, 1], β2 = [2, 2], β3 = [3, 3],
u1 = e
−t sin(x), u2 = cos(t) cos(x), u3 = ex−t,
and the initial conditions, boundary conditions, and source terms are chosen to match the exact
solution of Equation (1.1). It is easy to see that the coefficients cj satisfy the condition (3.2).
In order to confirm our theoretical results, we take ∆t = h when k = 0 and ∆t = h3/2 when
k = 1. The approximation errors of the Ensemble HDG method are listed in Table 1 and the
observed convergence rates match our theory.
6 Conclusion
In this work, we devised a new superconvergent Ensemble HDG method for parameterized convec-
tion diffusion PDEs. This new Ensemble HDG method shares one common coefficient matrix and
multiple RHS vectors, which is more efficient than performing separate simulations. We obtained
a L∞(0, T ;L2(Ω)) superconvergent rate for the solutions for all polynomial degree k ≥ 0. As far as
we are aware, this is the first time in the literature, it is even the first time for a single convection
diffusion PDE to obtain the superconvergence rate when k = 0.
Funding
National Natural Science Foundation of China (NSFC) [grant no. 11801063 to G. Chen], China
Postdoctoral Science Foundation [grant no. 2018M633339 and grant no. 2019T120808 to G. Chen],
and US National Science Foundation (NSF) [grant no. DMS-1619904 to Y. Zhang].
7 Appendix
In this section, we only give a proof of ‖qj−qjh‖Th ≤ Chk+1, ‖uj−ujh‖Th ≤ Chk+2 and ‖h1/2K (ujh−
ûjh)‖∂Th ≤ Chk+1 since the rest are similar. To prove the rest, we differentiate the error equations
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Table 1: History of convergence
[Errors for q1 and u1]
Degree h√
2
Eq1 Eu1
Error Rate Error Rate
k = 0
2−1 1.8083E-02 7.5266E-03
2−2 1.0533E-02 0.77972 1.7867E-03 2.0747
2−3 5.4869E-03 0.94087 4.6561E-04 1.9401
2−4 2.8018E-03 0.96967 1.1836E-04 1.9760
2−5 1.4106E-03 0.98999 2.9742E-05 1.9926
k = 1
2−1 6.6885E-03 8.9039E-04
2−2 6.8683E-04 3.2837 9.1693E-05 3.2796
2−3 1.1837E-04 2.5366 1.1605E-05 2.9820
2−4 2.5556E-05 2.2116 1.4488E-06 3.0019
2−5 6.2136E-06 2.0402 1.8153E-07 2.9966
[Errors for q1 and u1]
Degree h√
2
Eq1 Eu1
Error Rate Error Rate
k = 0
2−1 3.7010E-02 1.5621E-02
2−2 2.2823E-02 0.69743 4.7235E-03 1.7256
2−3 1.2037E-02 0.92305 1.1678E-03 2.0161
2−4 6.1239E-03 0.97490 2.9335E-04 1.9931
2−5 3.0784E-03 0.99225 7.3533E-05 1.9961
k = 1
2−1 1.5396E-03 6.1243E-04
2−2 6.9243E-04 1.1528 1.7340E-04 1.8204
2−3 1.1603E-04 2.5771 2.3281E-05 2.8969
2−4 2.2315E-05 2.3784 2.7999E-06 3.0557
2−5 5.1675E-06 2.1105 3.5064E-07 2.9973
[Errors for q1 and u1]
Degree h√
2
Eq1 Eu1
Error Rate Error Rate
k = 0
2−1 5.5804E-02 2.1027E-02
2−2 3.0016E-02 0.89461 6.4094E-03 1.7140
2−3 1.5676E-02 0.93717 1.5422E-03 2.0552
2−4 7.9953E-03 0.97136 3.8658E-04 1.9962
2−5 4.0241E-03 0.99049 9.6789E-05 1.9978
k = 1
2−1 3.1068E-02 2.4217E-03
2−2 1.2610E-03 4.6228 2.1045E-04 3.5245
2−3 2.0956E-04 2.5891 2.6310E-05 2.9998
2−4 4.4629E-05 2.2313 3.1994E-06 3.0397
2−5 1.0818E-05 2.0446 4.0049E-07 2.9980
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in Equation (4.1) with respect to time t. It is worth mentioning that we don’t need to assume
that the coefficients are independent of time. However, we need to assume the coefficients are
independent of time in the previous work [3].
To shorten lengthy equations, we define the following HDG operators Bj and Cj .
Bj(qjh, ujh, ûjh; rj , wj , µj)
= (cjqjh, rj)Th − (ujh,∇ · rj)Th + 〈ûjh, rj · n〉∂Th
+ (∇ · qjh, wj)Th − 〈qjh · n, µj〉∂Th + 〈h−1K (PMujh − ûjh), PMwj − µj〉∂Th
− (βjujh,∇wj)Th − (∇ · βjujh, wj)Th + 〈βj · nûjh, wj〉∂Th
Cj(qjh, ujh, ûjh; rj , wj , µj)
= (cjqjh, rj)Th − (ujh,∇ · rj)Th + 〈ûjh, rj · n〉∂Th
+ (∇ · qjh, wj)Th − 〈qjh · n, µj〉∂Th + 〈h−1K (PMujh − ûjh), PMwj − µj〉∂Th
+ (βjujh,∇wj)Th − 〈βj · nûjh, wj〉∂Th .
(7.1)
By the definition of (7.1), we can rewrite the HDG formulation of the system (4.1), as follows: find
(qjh, ujh, ûjh) ∈ Vh ×Wh ×Mh(gj) such that
Bj(qjh, ujh, ûjh; rj , wj , µj) = (fj − ∂tuj , wj)Th , (7.2)
for all (rj , wj , µj) ∈ Vh ×Wh ×Mh(0).
In the next lemmas, we present some basic properties of the operators Bj and Cj .
Lemma 15. For any (vjh, wjh, µjh) ∈ Vh ×Wh ×Mh(0), we have
Bj(vjh, wjh, µjh;vjh, wjh, µjh)
= (cjvjh,vjh)Th + 〈h−1K (PMwjh − µjh), PMwjh − µjh〉∂Th
− 1
2
〈βj · n(wjh − µjh), wjh − µjh〉∂Th −
1
2
(∇ · βjwjh, wjh)Th .
Lemma 16. For any (vjh, wjh, ûjh;pjh, zjh, ẑjh) ∈ Vh×Wh×Mh(0)×Vh×Wh×Mh(0), we have
Bj(vjh, wjh, ûjh;pjh,−zjh,−ẑjh) + Cj(pjh, zjh, ẑjh;−vjh, wjh, ûjh)
= 〈βj · n(wjh − ŵjh), zjh − ẑjh〉∂Th .
Proof. By definition:
Bj(vjh, wjh, ûjh;pjh,−zjh,−ẑjh) + Cj(pjh, zjh, ẑjh;−vjh, wjh, ûjh)
= (cjvjh,pjh)Th − (wjh,∇ · pjh)Th + 〈ŵjh,pjh · n〉∂Th − (∇ · vjh, zjh)Th
− 〈h−1K (PMwjh − ŵjh), PMzjh − ẑjh〉∂Th + 〈vjh · n, ẑjh〉∂Th
+ (βjwjh,∇zjh)Th + (∇ · βjwjh, zjh)Th − 〈βj · nŵjh, zjh〉∂Th
− (cjph,vjh)Th + (zjh,∇ · vjh)Th − 〈ẑjh,vjh · n〉∂Th + (∇ · pjh, wjh)Th
+ 〈h−1K (PMzjh − ẑjh), PMwjh − ŵjh〉∂Th + 〈pjh · n, ŵjh〉∂Th
+ (βjzjh,∇wjh)Th − 〈βj · nẑjh, wjh〉∂Th
= (βjwjh,∇zjh)Th + (∇ · βjwjh, zjh)Th − 〈βj · nŵjh, zjh〉∂Th
+ (βjzjh,∇wjh)Th − 〈βj · nẑjh, wjh〉∂Th
= 〈βj · n(wjh − ŵjh), zjh − ẑjh〉∂Th .
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7.1 Proof of Main Result
7.1.1 Step 1: Error equation
Lemma 17. For εqjh = Πkqj − qjh, εujh = Πk+1uj − ujh and εûjh = PMuj − ûjh, we have
Bj(ε
q
jh, ε
u
jh, ε
û
jh; rj , wj , µj)
= 〈(Πkqj − qj) · n, wj − µj〉∂Th +
〈
h−1K (Πk+1uj − uj), PMwj − µj
〉
∂Th
− (β(Πk+1uj − uj),∇wj)Th − (∇ · β(Πk+1uj − uj), wj)Th
+ 〈β · n(PMuj − uj), wj − µj〉∂Th .
(7.3)
Proof. By the definition of operator Bj in (7.1), we have
Bj(Πkqj ,Πk+1uj , PMuj , rj , wj , µj)
= (cjΠkqj , rj)Th − (Πk+1uj ,∇ · rj)Th + 〈PMuj , rj · n〉∂Th
+ (∇ · (Πkqj), wj)Th +
〈
h−1K (Πk+1uj − uj), PMwj − µj
〉
∂Th − 〈Πkqj · n, µj〉∂Th
− (βjΠk+1uj ,∇wj)Th − (∇ · βjΠk+1uj , wj)Th + 〈βj · nPMuj , wj〉∂Th
= (cj(Πkqj − qj), rj)Th + (cjqj , rj)Th − (uj ,∇ · rj)Th + 〈uj , rj · n〉∂Th
+ 〈Πkqj · n, wj〉∂Th − (Πkqj ,∇wj)Th +
〈
h−1K (Πk+1uj − uj), PMwj − µj
〉
∂Th
− 〈Πkqj · n, µj〉∂Th − (βj(Πk+1uj − uj),∇wj)Th + (βj∇uj , wj)Th
− (∇ · βj(Πk+1uj − uj), wj)Th + 〈β · n(PMuj − uj), wj − µj〉∂Th
= (cj(Πkqj − qj), r)Th + (qj , rj)Th − (uj ,∇ · rj)Th + 〈uj , rj · n〉∂Th
+ 〈qj · n, wj〉∂Th + 〈(Πkqj − qj) · n, wj〉∂Th − (qj ,∇wj)Th
+
〈
h−1K (Πk+1uj − uj), PMwj − µj
〉
∂Th − 〈(Πkqj − qj) · n, µj〉∂Th
− (βj(Πk+1uj − uj),∇wj)Th + (βj∇uj , wj)Th
− (∇ · βj(Πk+1uj − uj), wj)Th + 〈βj · n(PMuj − uj), wj − µj〉∂Th .
Note that the exact state uj and exact flux qj satisfy
(cjqj , rj)Th − (uj ,∇ · rj)Th + 〈uj , rj · n〉∂Th = 0,
−(qj ,∇wj)Th + 〈qj · n, wj〉∂Th + (βj∇uj , wj)Th = (fj − ∂tuj , wj)Th ,
〈qj · n, µj〉∂Th = 0
for all (rj , wj , µj) ∈ Vh ×Wh ×Mh(0). Then we have
Bj(Πkqj ,Πk+1uj , PMuj , rj , wj , µj)
= (cj(Πkqj − qj), rj)Th + 〈(Πkqj − qj) · n, wj − µj〉∂Th + (fj − ∂tuj , wj)Th
+
〈
h−1K (Πk+1uj − uj), PMwj − µj
〉
∂Th − (βj(Πk+1uj − uj),∇wj)Th
− (∇ · βj(Πk+1uj − uj), wj)Th + 〈β · n(PMuj − uj), wj − µj〉∂Th ,
(7.4)
subtract (7.2) from (7.4), we have
Bj(ε
q
jh, ε
u
jh, ε
û
jh; rj , wj , µj)
= (cj(Πkqj − qj), r)Th + 〈(Πkqj − qj) · n, wj − µj〉∂Th
+
〈
h−1K (Πk+1uj − uj), PMwj − µj
〉
∂Th − (βj(Πk+1uj − uj),∇wj)Th
− (∇ · βj(Πk+1uj − uj), wj)Th + 〈βj · n(PMuj − uj), wj − µj〉∂Th .
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7.1.2 Step 2: Estimate for εqh
The proof of the following lemma is similar to a result established in [23] and hence is omitted.
Lemma 18. For all j = 1, 2 · · · , J and (εujh, εûjh) ∈Wh ×Mh(0), we have
‖∇εujh‖Th + ‖h−1/2K (εujh − εûjh)‖∂Th
≤ C‖εqjh‖Th + C‖h−1/2K (PMεujh − εûjh)‖∂Th + C‖Πkqj − qj‖Th .
The next lemma is based on energy arguments.
Lemma 19. For h small enough, we have
‖εqjh‖2Th + ‖h
−1/2
K (PMε
u
jh − εûjh)‖2∂Th
≤ C‖Πkqj − qj‖2Th + C‖h
1/2
K (Πkqj − qj)‖2∂Th + C‖h
−1/2
K (Πk+1uj − uj)‖2∂Th
+ C‖h1/2K (PMuj − uj)‖2∂Th + C‖Πk+1uj − uj‖2Th .
Proof. First, the basic property of Bj in Lemma 15 and use ∇ · βj ≤ 0 to get
Bj(ε
q
jh, ε
u
jh, ε
û
jh; ε
q
jh, ε
u
jh, ε
û
jh) ≥ (cjεqjh, εqjh)Th + ‖h−1/2K (PMεujh − εûjh)‖2∂Th
− 1
2
〈βj · n(εujh − εûjh), εujh − εûjh〉∂Th .
Then, taking (rj , wj , µj) = (ε
q
jh, ε
u
jh, ε
û
jh) in (7.3) and the stability (3.7) with (γ,w, µ) = (βj , ε
u
jh, ε
û
jh),
we have
(cjε
q
jh, ε
q
jh)Th +
1
2
‖h−1/2K (PMεujh − εûjh)‖2∂Th
≤ Ch‖∇εujh‖2Th + (cj(Πkqj − qj), εqjh)Th + 〈(Πkqj − qj) · n, εujh − εûjh〉∂Th
− 〈h−1K (Πk+1uj − uj), PMεujh − εûjh〉∂Th − (βj(Πk+1uj − uj),∇εujh)Th
− (∇ · βj(Πk+1uj − uj), εujh)Th + 〈βj · n(PMuj − uj), εujh − εûjh〉∂Th
=:
7∑
i=1
Ri.
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Next, we estimate {Ri}7i=1 term by term. First, by Lemma 18 and Young’s inequality, we have
R1 ≤ Ch‖εqjh‖2Th + Ch‖h
−1/2
K (PMε
u
jh − εûjh)‖2∂Th + C‖Πkqj − qj‖2Th ,
R3 ≤ C‖h1/2K (Πkqj − qj)‖2∂Th +
1
16
‖εqjh‖2Th
+
1
16
‖h−1/2K (PMεujh − εûjh)‖2∂Th + C‖Πkqj − qj‖2Th ,
R5 ≤ C‖Πk+1uj − uj‖2Th +
1
16
‖εqjh‖2Th
+
1
16
‖h−1/2K (PMεujh − εûjh)‖2∂Th + C‖Πkqj − qj‖2Th ,
R7 ≤ C‖h1/2K (PMuj − uj)‖∂Th‖h−1/2K (εujh − εûjh)‖∂Th
≤ C‖h1/2K (PMuj − uj)‖2∂Th +
1
16
‖εqjh‖2Th
+
1
16
‖h−1/2K (PMεujh − εûjh)‖2∂Th + C‖Πkqj − qj‖2Th .
Young’s inequality for the terms R2 and R4,
R2 ≤ C‖Πkqj − qj‖2Th +
1
16
‖εqjh‖2Th
R4 ≤ C‖h−1/2K (Πk+1uj − uj)‖2∂Th +
1
16
‖h−1/2K (PMεujh − εûjh)‖2∂Th .
For the term R6, using the Poincare´ inequality Lemma 8 and Lemma 18, we have
R6 ≤ C‖Πk+1uj − uj‖Th(‖∇εujh‖Th + ‖h−1/2K (εujh − εûjh)‖∂Th)
≤ C‖Πk+1uj − uj‖2Th +
1
16
‖εqjh‖2Th
+
1
16
‖h−1/2K (PMεujh − εûjh)‖2∂Th + C‖Πkqj − qj‖2Th .
Sum all the estimates above , and let h small enough, we get
‖εqjh‖2Th + ‖h
−1/2
K (PMε
u
jh − εûjh)‖2∂Th
≤ C‖Πkqj − qj‖2Th + C‖h
1/2
K (Πkqj − qj)‖2∂Th + C‖h
−1/2
K (Πk+1uj − uj)‖2∂Th
+ C‖h1/2K (PMuj − uj)‖2∂Th + C‖Πk+1uj − uj‖2Th .
As a consequence, a simple application of the triangle inequality gives optimal convergence rates
for ‖qj − qjh‖Th :
Lemma 20. We have
‖qj − qjh‖Th ≤ ‖qj −Πkqj‖Th + ‖Πkqj − qjh‖Th ≤ Chk+1. (7.5)
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7.1.3 Step 3: Estimate for εujh by a duality argument
The next step is the consideration of the dual problems:
cjΦj +∇Ψj = 0 in Ω,
∇ ·Φj − βj · ∇Ψj = Θj in Ω, (7.6)
Ψj = 0 on ∂Ω.
Elliptic regularity. Since the domain Ω is convex, we have the following regularity estimate
‖Φj‖[H1(Ω)]d + ‖Ψj‖H2(Ω) ≤ Creg ‖Θj‖L2(Ω) . (7.7)
With the above dual problems (7.6) and regularity (7.7), we can derive the following error
estimates.
Lemma 21. For h small enough, we have
‖εujh‖Th ≤ Ch3/2‖Πkqj − qj‖∂Th + Ch‖Πkqj − qj‖Th + Ch‖εqjh‖Th
+ Ch‖h−1K (Πk+1uj − uj)‖∂Th + Ch‖h−1/2K (εujh − εûjh)‖∂Th
+ Ch‖h−1/2K (PMεujh − εûjh)‖∂Th + Ch3/2‖PMuj − uj‖∂Th
+ C‖Πk+1uj − uj‖Th .
Proof. Consider the dual problem (7.6) and let Θj = ε
u
jh, we take (rj , wj , µj) = (−ΠkΦj ,Πk+1Ψj , PMΨj)
in Equation (7.3) in Lemma 17, we have
Bj(ε
q
jh, ε
u
jh, ε
û
jh;−ΠkΦj ,Πk+1Ψj , PMΨj)
= Cj(ΠkΦj ,Πk+1Ψj , PMΨj ;−εqjh, εujh, εûjh)
+ 〈βj · n(εujh − εûjh),Πk+1Ψj − PMΨj〉∂Th
= −(cj(ΠkΦj −Φj), εqjh)Th + 〈(ΠkΦj −Φj) · n, εujh − εûjh〉∂Th
+
〈
h−1K (Πk+1Ψj −Ψj), PMεujh − εûjh
〉
∂Th
+ ‖εujh‖2Th
+ (βj(Πk+1Ψj −Ψj),∇εujh)Th − 〈βj · n(PMΨj −Ψj), εujh − εûjh〉∂Th
+ 〈βj · n(εujh − εûjh),Πk+1Ψj − PMΨj〉∂Th .
(7.8)
On the other hand, by (7.3), we have
Bj(ε
q
jh, ε
u
jh, ε
û
jh;−ΠkΦj ,Πk+1Ψj , PMΨj)
= −(cj(Πkqj − qj),ΠkΦj)Th + 〈(Πkqj − qj) · n,Πk+1Ψj − PMΨj〉∂Th
+
〈
h−1K (Πk+1uj − uj), PMΠk+1Ψj − PMΨj
〉
∂Th − (βj(Πk+1uj − uj),∇Πk+1Ψj)Th
− (∇ · βj(Πk+1uj − uj),Πk+1Ψj)Th + 〈βj · n(PMuj − uj),Πk+1Ψj − PMΨj〉∂Th .
Since there holds
〈(Πokqj − qj) · n, PMΨ〉∂Th
= 〈Πokqj · n, PMΨ〉∂Th − 〈qj · n, PMΨ〉∂Th = 〈Πkqj · n, PMΨ〉∂Th ,
〈βj · n(PMuj − uj), PMΨj〉∂Th = 0 = 〈βj · n(PMuj − uj),Ψj〉∂Th .
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This gives
Bj(ε
q
jh, ε
u
jh, ε
û
jh;−ΠkΦj ,Πk+1Ψj , PMΨj)
= −(cj(Πkqj − qj),ΠkΦj)Th + 〈(Πkqj − qj) · n,Πk+1Ψj −Ψj〉∂Th
+
〈
h−1K (Πk+1uj − uj), PMΠk+1Ψj − PMΨj
〉
∂Th − (βj(Πk+1uj − uj),∇Πk+1Ψj)Th
− (∇ · βj(Πk+1uj − uj),Πk+1Ψj)Th + 〈βj · n(PMuj − uj),Πk+1Ψj −Ψj〉∂Th .
(7.9)
Comparing the above two equalities (7.8) and (7.9), we have
‖εujh‖2Th = −(cj(Πkqj − qj),ΠkΦj)Th + (cj(ΠkΦj −Φj), εqjh)Th
+ 〈(Πkqj − qj) · n,Πk+1Ψj −Ψj〉∂Th
+
〈
h−1K (Πk+1uj − uj), PMΠk+1Ψj − PMΨj
〉
∂Th
− 〈(ΠkΦj −Φj) · n, εujh − εûjh〉∂Th
−
〈
h−1K (Πk+1Ψj −Ψj), PMεujh − εûjh
〉
∂Th
− (βj(Πk+1Ψj −Ψj),∇εujh)Th + 〈βj · n(PMΨj −Ψj), εujh − εûjh〉∂Th
− 〈βj · n(εujh − εûjh),Πk+1Ψj − PMΨj〉∂Th − (βj(Πk+1uj − uj),∇Πk+1Ψj)Th
− (∇ · βj(Πk+1uj − uj),Πk+1Ψj)Th + 〈βj · n(PMuj − uj),Πk+1Ψj −Ψj〉∂Th
=:
12∑
i=1
Ri.
Next, we estimate {Ri}12i=1 term by term. First,
R1 +R2 = −((cj −Π0cj)(Πkqj − qj),ΠkΦj)Th + (cj(ΠkΦj −Φj), εqjh)Th
≤ Ch|cj |1,∞‖Πkqj − qj‖Th‖εujh‖Th + Ch‖εqjh‖Th‖εujh‖Th .
Then, we have
R3 +R4 +R5 +R6 +R9
≤ Ch3/2
(
‖Πkqj − qj‖∂Th + ‖h−1K (Πk+1uj − uj)‖∂Th + ‖h−1/2K (εujh − εûjh)‖∂Th
+C‖h−1/2K (PMεujh − εûjh)‖∂Th + C‖h−1/2K (εujh − εûjh)‖∂Th
)
‖εujh‖Th .
For the term R7, by Lemma 8, we get
R7 ≤ Ch2(‖εqjh‖Th + ‖h−1/2K (PMεujh − εûjh)‖∂Th)‖εujh‖Th .
For the terms R8 and R12, we have
R8 +R12 = 〈βj · n(PMΨj −Ψj), εujh〉∂Th + 〈β · n(PMuj − uj),Πk+1Ψj〉∂Th
= 〈βj · n(PMΨj −Ψj), εujh − εûjh〉∂Th
+ 〈βj · n(PMuj − uj),Πk+1Ψj −Ψj〉∂Th
≤ C(h‖h−1/2K (PMεujh − εûjh)‖∂Th + h3/2‖PMuj − uj‖∂Th)‖εujh‖Th .
23
G. Chen, L. Pi, Y. Zhang
For the terms R10 and R11, we use the boundness of Πk+1 to get
R10 +R11 ≤ C‖Πk+1uj − uj‖Th(‖∇Πk+1Ψj‖Th + ‖Πk+1Ψj‖Th)
≤ C‖Πk+1uj − uj‖Th(‖∇(Πk+1Ψj −Ψj)‖Th + ‖∇Ψj‖Th + ‖Πk+1Ψj‖Th)
≤ C‖Πk+1uj − uj‖Th‖εujh‖Th .
Thus, combining all the estimates above give
‖εujh‖Th ≤ Ch3/2‖Πkqj − qj‖∂Th + Ch‖Πkqj − qj‖Th + Ch‖εqjh‖Th
+ Ch‖h−1K (Πk+1uj − uj)‖∂Th + Ch‖h−1/2K (εujh − εûjh)‖∂Th
+ Ch‖h−1/2K (PMεujh − εûjh)‖∂Th + Ch3/2‖PMuj − uj‖∂Th
+ C‖Πk+1uj − uj‖Th .
As a consequence, a simple application of the triangle inequality gives optimal convergence rates
for ‖uj − ujh‖Th and ‖h1/2K (ujh − ûjh)‖∂Th :
Lemma 22. For h small enough, we have
‖uj − ujh‖Th ≤ ‖Πk+1uj − uj‖Th + ‖Πk+1uj − ujh‖Th ≤ Chk+2,
and
‖h1/2K (ujh − ûjh)‖∂Th ≤ ‖h1/2K εnjh‖∂Th + ‖h1/2K (PMuj − ûjh)‖∂Th
+ ‖h1/2K (Πk+1uj − PMuj)‖∂Th
≤ Chk+1.
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