The square integrable basis set representation of the resolvent of the asymptotic three-body Coulomb wave operator in parabolic coordinates is obtained. The resulting six-dimensional Green's function matrix is expressed as a convolution integral over separation constants.
I. INTRODUCTION
It is well known that the Schrödinger equation for a three-body Coulomb system is asymptotically separable in terms of parabolic coordinates [1] ξ j = r ls +k ls · r ls , η j = r ls −k ls · r ls ,
where r ls and k ls are the relative coordinate and momentum vectors between the particles l and s. Here j, l, s is a cyclic permutation of 1, 2, 3. The long-ranged six-dimensional operator, which provides a three-body continuum wave function, 3C-function [2, 3] , that satisfies exact asymptotic boundary conditions for Coulomb systems in the region where the distances between the particles are large, reads as the sum of two-dimensional operators [1] :
where t ls = 
In the previous paper [4] we introduce the six-dimensional operator h which is obtained by multiplying (2) on the left by 3 j=1 µ ls (ξ j + η j ): h = µ 13 (ξ 2 + η 2 ) µ 12 (ξ 3 + η 3 )ĥ 1 + µ 23 (ξ 1 + η 1 ) µ 12 (ξ 3 + η 3 )ĥ 2 + µ 23 (ξ 1 + η 1 ) µ 13 (ξ 2 + η 2 )ĥ 3 , (4) whereĥ j =ĥ ξ j +ĥ η j + 2k ls t ls .
The resolvent of the operator (4) can be used in the corresponding Lippmann-Schwinger equation for the three-body Coulomb wave function.
It has been suggested [4] to treat the operator (4) within the context of L 2 parabolic Sturmian basis set [5] 
where b is the scaling parameter. In particular, a matrix representation G j of the resolvent for the two-dimensional operatorĥ
has been obtained which is formally the matrix inverse to the infinite matrix [h j + µ ls C j Q j ] of the operator (9):
Here
is the matrix of the operatorĥ j (5) in the basis (7), I ξ j , I η j and I j = I ξ j ⊗ I η j are the unit
where Q ξ j and Q η j are the matrices of ξ j and η j in basis (8) , respectively.
In the previous paper [4] it has been suggested that the matrices G j of the twodimensional Green's functions be used to construct the matrix G which is inverse to the operator (4) matrix
Namely, we proposed to express the six-dimensional Green's function matrix G as the convolution integral
where ℵ is a normalizing factor. Thus, our problem is now to determine the pathes of integration over the separation constants C 1 and C 2 in (13) and to find the corresponding normalizing factor ℵ such that the condition
holds. For this purpose consider the product h G. From the relation (10) we obtain
and hence
As a first step towards our goal we consider the integrals
inside the figure brackets on the right-hand side of (16).
In Sec. II completeness of the eigenfunctions of the two-dimensional operator (9) is considered. In particular, an integral representation of the matrix A which is inverse to the infinite matrix Q of the operator (ξ + η) in the basis (7) is obtained. In Sec. III it is demonstrated that the integral (17) taken along an appropriate contour is proportional to the matrix A obtained in the previous section. Finally, Sec. IV presents a convolution integral representation of the six-dimensional Coulomb Green' function matrix.
II. COMPLETENESS RELATIONS
A. The continuous spectrum
Of particular interest are the regular solutions
of the system
Obviously, the regular solutions u and v are proportional to confluent hypergeometric functions [6] :
and
where
It should be noted that since the representation of the two-and six-dimensional Coulomb
Green's functions matrix elements involves an integration over τ from −∞ to ∞, in the subsequent discussion we assume that τ is real. With this assumption it is readily seen that the solutions (21) and (22) coincide, except for normalization and the phase factors e kη , with parabolic Coulomb Sturmians treated in Ref. [7] . In this case γ plays the role of the momentum and E = γ 2 2 is the energy. From this we conclude that for γ > 0 the solutions (21) and (22) correspond to the continuous spectrum of E.
It is readily verified that the solutions u(γ, τ, ξ) and v(γ, τ, η) are expressed by basis set
The expansion (24) and (25) coefficients contain the polynomials [4] p n (τ ; ζ) = (−1)
The basis set (8) representation of the equation (19) is the three-term recursion relation
)n + 2kt,
The functions
are the "regular" solutions of (28) with the initial conditions:
The polynomials p n (27) of degree n in τ are orthogonal with respect to the weight function [4] ρ(τ ; ζ) = Γ 1 2
where it is considered that |arg(−ζ)| < π. The corresponding orthogonality relation reads
B. The discrete spectrum For t 0 < 0 the eigenfunctions of (19) corresponding to the discrete spectrum:
The solutions f ℓ, m meet the orthogonality relation
It is readily verified that the expansions of u ℓ, m (ξ) and v ℓ, m (η) in a basis function (8) series are
where the coefficients are given by
One-dimensional completeness relations
The eigensolution u(γ, τ, ξ) of (19) corresponding to the continuous spectrum (γ > 0)
for large ξ behaves as
where σ = arg Γ 1 2 + iτ . Therefore (see e. g. [9] ),
and for τ > 0
On the other hand, if the functions u(γ, τ, ξ) are regarded as charge Sturmians [7] , i.
e. the parameter τ is considered as eigenvalue of the problem, whereas the momentum γ remains constant, the corresponding orthogonality and completeness relations are given by
Taking matrix elements of the completeness relation (44) we find
It may be noted that (45) is closely related to (32). To see this, let γ > 0. Then, it follows from the definitions (26) that
Further, the regular solution θ n p n (τ ; ζ) of the three-term recursion relation (28) is an even function of γ, since the coefficients a n , b n and d n depend on γ only through µC = 1 2
Thus, replacing γ by −γ, and hence τ by −τ (θ → λ and λ → θ) and ζ by ζ −1 in Eq. (27) gives
Comparing Eqs. (27) and (47) then yields the relation
From the argument above, we conclude that for γ > 0 the orthogonality relation (32) reduces to (45).
The two-dimensional completeness relation
It follows from the relations (41) and (43) and analogous relations for v(γ, τ, ξ) that the two-dimensional orthogonality relation for γ > 0 is given by
In turn, in the case t 0 > 0 (where there are no bound states) it would appear reasonable that the two-dimensional completeness relation would be given by
The integration over τ in (51) is performed on the assumption that τ is independent of γ.
To test this hypothesis and determine the normalizing factor α, we carried out the following numerical experiments. First with some parameters t 0 > 0, k > 0 and b we calculate the matrix elements A n 1 , n 2 ; m 1 , m 2 for the expression in the figure braces on the right-hand side of (51) in the basis (7):
It should be noted that the value of (−ζ) iτ 0 in this formula is determined by the condition |arg(−ζ)| < π. Then the resulting matrix A is multiplied by the matrix
of the operator (ξ + η). Finally, using the condition
we have obtained that α = 1 2 . Notice that the infinite symmetric matrices Q ξ and Q η are tridiagonal [4] , therefore the equations on the left hand-side of the linear system (54) each contain no more than six terms.
For for t 0 < 0 the completeness relation (51) transforms into
In this case the matrix A with elements
is also inverse to the matrix Q (53). The expression (56) can be rewritten, in view of (46) and (49), as
III. CONTOUR INTEGRALS
Notice that expressing the resolvent of the one-dimensional operator ĥ ξ + 2kt + µ Cξ requires two linearly independent solutions of (19). Irregular solutions of (19) are expressed in terms the confluent hypergeometric function [6] 
The corresponding solutions of the three-term recursion relation (28) are
where q
In particular, the functions
The matrix elements of the resolvent of ĥ ξ + 2kt + µ Cξ can be written in the form [4] g (+)
n, m (t; µC) =
where n > and n < are the greater and lesser of n and m. Notice that c 
can be used.
In [4] we obtained the basis set (7) representation of the resolvent for the two-dimensional operator ĥ ξ + 2kt + µ Cξ + ĥ η + 2k(t 0 − t) + µ Cη . In particular, the matrix elements of the two-dimensional Green's function can be expressed as the convolution integral
Notice that in this case only the regular solutions of (20) discrete analogues λ −n p n (τ 0 − τ ; ζ)
are used.
Let us consider the integral
Notice that by replacing γ → −γ (and hence θ → λ, λ → θ, ζ → 1/ζ, τ → −τ and
n 1 , n 2 ; m 1 , m 2 (t 0 ; µC). Thus, for the integral I 1 we obtain
Inserting Eqs. (65), (62) and (63) into Eq. (67), we find, in view of (64), that I 1 coincides with the integral on the right hand-side of (57). Now, we consider the integral 1 2πi
taken along the contour in the complex E-plane shown in Fig. 1 . The contour C passes in a negative direction (clockwise) round all the points
(filled circles in Fig. 1 which accumulate at the origin) and the cut along the right half of the real axis and is closed at infinity (see e. g. [10] ). The corresponding matrix element of the integral along the two sides of the cut is equal to I 1 (66) (this is circumstantial evidence that the normalizing factor α in the completeness relation (51) is equal to 1 2 ). On the other hand, the integration along a contour enclosing E (ℓ) reduces to (−1) times the double sum of the residues of the integrand at the points τ (m) = i m + 
, respectively. It is readily shown that the matrix element of this part of the integral (68) coincides with the double sum in (57). Thus, the integral (68) is equal to the matrix A.
The contour C can be deformed, for instance, into a straight line parallel to the real axis.
The resulting path C 1 shown in Fig. 2 runs above the cut and the bound-state poles of
− E . Then, to make the integral amenable to numerical integration, rotate C 1 about some point E 0 on the right half of the real axis through a negative angle ϕ [10] ; see the contour C 2 in Fig. 2 . The part of C 2 on the unphysical sheet is depicted by the dashed line. Thus, we obtain the following representation of the matrix A (which is inverse to the matrix Q (53)):
The Sturmian basis-set representation of the resolvent for the asymptotic three-body Coulomb wave operator is obtained, which can be used in the discrete analog of the Lippmann-Schwinger equation for the three-body continuum wave function. The sixdimensional Green's function matrix is expressed as a convolution integral over separation constants. The integrand of this contour integral involves Green's function matrices corresponding to the two-dimensional operators which are constituents of the full six-dimensional wave operator. The completeness relation of the eigenfunctions of these two-dimensional operators is used to define the appropriate pathes of integration of the convolution integral. 
