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Povzetek
Naslov: Strojno ucˇenje za kombinatoricˇno optimizacijo na problemu usmer-
janja vozil
Avtor: Jakob Sˇkornik
Delo predstavlja poskus kombinatoricˇne optimizacije s pomocˇjo strojnega
ucˇenja. Kombinatoricˇna optimizacija zajema mnozˇico problemov, kjer iˇscˇemo
najboljˇso resˇitev iz koncˇne mnozˇice mozˇnih resˇitev. Izbrali smo problem
usmerjanja vozil. S strojnim ucˇenjem iˇscˇemo dober priblizˇek iskane funkcije.
Na zacˇetku definiramo problem usmerjanja vozil in predstavimo metode za
njegovo resˇevanje. Glavna tema dela je resˇevanje problema usmerjanja vo-
zil s strojnim ucˇenjem. Uporabimo variacijski samokodirnik, ki z uporabo
vzorcˇenja grafa ustvari vektorsko vlozˇitev grafa. V dekodirniku uporabimo
naucˇeno predstavitev za iskanje resˇitve problema. S samokodirnikom uspesˇno
resˇimo problem na grafih z manj kot 100 vozliˇscˇi. Posebej uspesˇni so samo-
kodirniki na gostih grafih.
Kljucˇne besede: kombinatoricˇna optimizacija, strojno ucˇenje, problem
usmerjanja vozil.

Abstract
Title: Machine learning for combinatorial optimization for the vehicle rout-
ing problem
Author: Jakob Sˇkornik
This paper presents an attempt of combinatorial optimization using machine
learning. Combinatorial optimization encapsulates a set of problems, where
the best solution is sought in a finite set of possible solutions. We work on
the vehicle routing problem. Machine learning aims to find an approximation
of a desired function. In the work we first define the vehicle routing problem
and established methods of solving it. The aim of this paper, is a solution to
the vehicle routing problem using machine learning. We used a variational
autoencoder, that makes use of structured sampling and constructs a vector
embedding of the input graph. This representation is used in the decoder to
find the solution to the vehicle routing problem. We successfully solve the
problem on instances of size up to 100 nodes. Autoencoders were especially
successful on dense graphs.
Keywords: combinatorial optimization, machine learning, vehicle routing
problem.

Poglavje 1
Uvod
S kombinatoricˇno optimizacijo resˇujemo probleme, kjer zˇelimo najti najboljˇso
resˇitev iz diskretne mnozˇice resˇitev. Zaradi kombinatoricˇne narave problemov
je mnozˇica mozˇnih resˇitev lahko zelo velika, zato izcˇrpno iskanje ni smiselno.
Resˇevanje taksˇnih problemov se je zato usmerilo v iskanje priblizˇka resˇitve v
sprejemljivem cˇasu. Taksˇnim metodam pravimo hevristicˇne metode.
Strojno ucˇenje je hitro razvijajocˇa se veja umetne inteligence. Algoritmi
strojnega ucˇenja zgradijo model na podlagi vhodnih podatkov, s katerim na-
povedujejo vrednosti novih, sˇe neznanih podatkov. Procesu grajenja modela
pravimo ucˇenje. V zadnjih letih se je razsˇirilo globoko ucˇenje, ki vecˇinoma
temelji na umetnih nevronskih mrezˇah. Nevroni so sestavljeni v plasti, vsaka
plast je povezana s sosednima plastema. Zaradi vecˇplastne strukture imenu-
jemo to obliko ucˇenja globoko ucˇenje. Nevronske mrezˇe so zmozˇne aproksi-
mizirati poljubne zvezne matematicˇne funkcije.
Optimizacija je tesno povezana s strojnim ucˇenjem. Nevronske mrezˇe te-
meljijo na optimizaciji, saj se med ucˇenjem optimizira napaka, ki predstavlja
razliko med napovedjo in ciljno vrednostjo. Variacijski samokodirnik je oblika
nevronske mrezˇe, ki se na nenadzorovan nacˇin naucˇi ucˇinkovite predstavitve
vhodnih podatkov. Predstavitev je v obliki vektorskih vlozˇitev. Graf je po-
datkovna oblika, ki je primerna za predstavitev mnogih problemov. Vlozˇitev
grafa je ucˇinkovitejˇsa oblika predstavitve grafa. Samokodirniki predstavijo
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podatke na nacˇin, da jih je mozˇno natancˇno rekosntruirati.
Namen dela je uporaba strojnega ucˇenja v kombinatoricˇni optimizaciji.
Za analizo smo izbrali problem usmerjanja vozil. Iz skladiˇscˇa zˇelimo dostaviti
produkt strankam z vecˇ vozili. Najti zˇelimo najkrajˇso skupno pot vozil. Gre
za posplosˇitev problema potujocˇega trgovca, kjer je potrebno obiskati vse
stranke z enim vozilom. Problem predstavimo z grafom, kjer ima vsako
vozliˇscˇe utezˇ, vsaka povezava pa razdaljo. Utezˇ vozliˇscˇa predstavlja kolicˇino
produkta, ki jo je potrebno dostaviti. Resˇitev je mnozˇica ciklov, ki se zacˇnejo
in koncˇajo v skladiˇscˇu. Mnozˇica ciklov mora v celoti pokriti zahteve strank.
Problem je NP-tezˇek [10] in zanj ne poznamo ucˇinkovitega (polinomskega)
algoritma. Problem je temeljito preucˇen in zanj obstaja mnogo ucˇinkovitih
hevristicˇnih algoritmov.
Problem usmerjanja vozil zˇelimo resˇiti s pomocˇjo samokodirnika. Na
podanem grafu opravimo vecˇ nakljucˇnih sprehodov (angl. random walk).
Dobljeni sprehodi so uporabljeni kot ucˇna mnozˇica za nevronsko mrezˇo. Me-
toda globokih sprehodov (angl. DeepWalk [3]) sestavlja sprehode na podlagi
posebne oblike vzorcˇenja. Namen je zajeti odvisnosti povezav in vozliˇscˇ, ki
jih lahko uporabimo pri iskanju dobrih resˇitev.
1.1 Pregled sorodnih del
Bengio in sod.[1] predstavijo pregled pristopov strojnega ucˇenja za kombi-
natoricˇno optimizacijo. Delo zajema nedavne poskuse izboljˇsav in inovacij
na tem podrocˇju. Kot potencialno najprimernejˇsi pristop poda imitativno
ucˇenje (angl. imitation learning), ki je uporabljeno tudi v tem delu.
Leskovec in sod.[3] predlagajo metodo vlozˇitve vozliˇscˇ za grafe, imeno-
vano node2vec. Predstavijo metodo nakljucˇnih sprehodov za ustvarjanje
ucˇne mnozˇice. Prilagojeno oblike te metode uporabimo za ustvarjanje ucˇne
mnozˇice na grafih, ki predstavljajo problem usmerjanja vozil.
Obliko samokodirnika prilagodimo po delu Mikolov in sod.[8], kjer pred-
stavijo metodo za vlozˇitev besed. Nevronska mrezˇa se uporabi za napovedo-
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vanje konteksta na podlagi besed.
Zanimiv nacˇin kombinatoricˇne optimizacije predstavijo Vinyals in sod.
[12], ki uporabijo omrezˇje kazalcev, za resˇevanje problema potujocˇega tr-
govca. Omrezˇje resˇi problem, ki se pojavi z raznolikostjo vhodnih grafov.
Z uporabo nevronske mrezˇe, ki temelji na spodbujevanem ucˇenju, resˇijo
problem potujocˇega trgovca Dai in sod.[5]. Delne dolzˇine poti med ucˇenjem
so definirane kot vrednosti akcij za metodo Q-learning.
1.2 Struktura dela
V 2. poglavju sta predstavljena kombinatoricˇna optimizacija in problem
usmerjanja vozil. V 3. poglavju predstavimo ucˇenje nevronskih mrezˇ. V
4. poglavju opiˇsemo variacijske samokodirnike in nacˇin vzorcˇenja vhodnih
podatkov. V 5. poglavju opiˇsemo empiricˇno evalvacijo. V 6. poglavju
predstavimo rezultate in izbor hiperparametrov. V 7. poglavju podamo
zakljucˇke in predlagamo mozˇne izboljˇsave.
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Poglavje 2
Kombinatoricˇna optimizacija
Optimizacija se ukvarja z iskanjem in racˇunanjem optimumov funkcij. Kadar
je zaloga vrednosti diskretna, problem pa je kombinatoricˇne narave, govorimo
o kombinatoricˇni optimizaciji. Znana primera taksˇnih problemov sta problem
01-nahrbtnika (angl. the knapsack problem) in problem potujocˇega trgovca
(angl. traveling salesman problem). Ta dva in mnogi drugi zanimivi problemi
so tezˇko izracˇunljivi.
2.1 NP-tezˇki problemi
Racˇunska analiza je pokazala, da nekateri problemi nimajo ucˇinkovitega
nacˇina resˇevanja. Kot merilo zahtevnosti problemov se je uveljavil model
Turingovega stroja. Glede na to, koliko cˇasa bi Turingov stroj porabil za
resˇitev problema, se je izoblikovalo vecˇ glavnih razredov tezˇavnosti proble-
mov. Problemi, ki jih deterministicˇni Turingov stroj resˇi v polinomskem
cˇasu, spadajo v razred P (angl. deterministic polynomial time). Problemi, ki
jih resˇi v polinomskem cˇasu nedeterministicˇni Turingov stroj, pa spadajo v
razred NP (angl. non-deterministic polynomial time). Vprasˇanje, ali sta ta
dva razreda enaka, predstavlja neresˇen problem teoreticˇnega racˇunalniˇstva.
Razred NP vsebuje tudi podmnozˇico problemov, ki ji pravimo NP-poln
razred. Cˇe lahko vsak problem iz razreda NP prevedemo v polinomskem cˇasu
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v problem Pi, je problem Pi v razredu NP-poln.
Zanimiv je tudi razred NP-tezˇkih problemov. Problem Pi je NP-tezˇek, ko
obstaja problem Pj v razredu NP-poln, ki ga je mozˇno v polinomskem cˇasu
prevesti v Pi. Razred NP-poln je torej ravno presek med razredom NP in
razredom NP-tezˇek. Nekateri NP-tezˇki problemi niso resˇljivi v polinomskem
cˇasu niti na nedeterministicˇnih Turingovih strojih. Problem usmerjanja vozil
je NP-tezˇek problem [10]. Ker za NP-tezˇke probleme ne poznamo ucˇinkovitih
algoritmov, se je kot standarden nacˇin resˇevanja uveljavilo iskanje priblizˇnih
resˇitev. Takemu nacˇinu resˇevanja recˇemo hevristicˇno resˇevanje.
2.2 Hevristicˇno programiranje
Beseda hevristicˇno izhaja iz starogrsˇke besede heurios (spoznam, ugotovim).
Zˇe ime nam pove, da temelji pristop hevristicˇnih algoritmov na nacˇelih razi-
skovanja, odkrivanja in prilagajanja.
Problem potujocˇega trgovca je klasicˇen problem, ki ga resˇujemo s kom-
binatoricˇno optimizacijo. Podan imamo graf G = 〈V,E〉, kjer je V mnozˇica
vozliˇscˇ in E mnozˇica povezav. Vsaka povezava ima podano tudi svojo dolzˇino.
Zanima nas najkrajˇsi mozˇni obhod, kjer so obiskana vsa vozliˇscˇa vsaj enkrat.
Poenostavljena oblika problema ima podana samo vozliˇscˇa z njihovimi koor-
dinatami G = 〈V 〉. V tem primeru iˇscˇemo permutacijo mnozˇice V, ki ima
najmanjˇso skupno razdaljo.
Najpreprostejˇsi nacˇin za resˇitev tega problema je, da nasˇtejemo vse per-
mutacije mnozˇice V , jim izracˇunamo razdalje in na koncu izberemo najboljˇso
permutacijo. Cˇe je velikost mnozˇice enaka n, je sˇtevilo vseh mozˇnih permu-
tacij enako n!. Taksˇnega sˇtevila permutacij ni smiselno racˇunati tudi zˇe za
majhne n (15! = 1307674368000).
Optimizirati zˇelimo kakovost resˇitve. Lahko optimiziramo cˇas potovanja,
strosˇek potovanja ali porabo goriva. Vhodni podatki in optimizirana mera
definirata prostor resˇitev.
Prostor resˇitev je abstraktna definicija vseh mozˇnih resˇitev skupaj z nji-
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hovo kakovostjo. Pri minimizaciji je globalni minimum v tem prostoru tocˇka,
ki predstavlja optimalno resˇitev. Hevristike pogosto temeljijo na nacˇelu pre-
iskovanja prostora resˇitev. Spremljajo spremembe v resˇitvah in usmerjajo
iskanje proti predvidenim boljˇsim resˇitvam.
Hevristike ne zagotavljajo, da je koncˇna resˇitev optimalna. Tudi cˇe je
koncˇna resˇitev v optimumu, hevristika ne zagotavlja, da je ta globalen. Ne-
globalni optimumi predstavljajo hevristikam velik problem, zato so se razvile
mnoge metode, ki se jim poskusˇajo izogniti.
Ena izmed najbolj znanih metahevristik je simulirano ohlajanje (angl.
simulated annealing), ki je navdahnjeno po ohlajanju kovin. Uporabljena je
enacˇba za notranjo energijo fizicˇnega sistema:
E(S) = e
−(S−Sbest)
T .
Energija trenutne resˇitve S je odvisna od najboljˇse resˇitve Sbest in tem-
perature T . V algoritmu je enacˇba uporabljena kot verjetnost, da se izbere
slabsˇa resˇitev v posamezni iteraciji. Temperatura se postopoma manjˇsa, z
njo pa se manjˇsa verjetnost za prehod v slabsˇo resˇitev. Na zacˇetku je izbor
resˇitev skoraj popolnoma nakljucˇen z namenom, da se preiˇscˇe cˇim sˇirsˇi obseg
resˇitev. Iskanje se nato pocˇasi usmeri proti boljˇsim optimumom.
Premike med resˇitvami ustvarjamo na podlagi sosesˇcˇin. Vsaka resˇitev
ima definirano svojo sosesˇcˇino. Sosesˇcˇino si lahko predstavljamo kot mnozˇico
resˇitev, ki se razlikujejo od dane resˇitve za natanko eno spremembo. Funkcijo,
ki nam vrne sosesˇcˇino, definiramo:
N(Si) = {S1, S2, ..., Sn}.
V vsaki iteraciji je izbrana nakljucˇna resˇitev iz sosesˇcˇine. Funkcija, ki nam
vracˇa sosesˇcˇino, lahko ustvarja sosesˇcˇine na vecˇ nacˇinov. Izberemo nacˇine,
ki bolj ustrezajo zadani nalogi. V primeru iskanja optimalne permutacije
je lahko sosesˇcˇina definirana z mozˇnimi premiki posameznih elementov. Lo-
kalno iskanje je skupno ime za metode, kjer prostor resˇitev preiskujemo z
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ustvarjanjem sosesˇcˇin.
Nekateri kombinatoricˇni problemi imajo v definiciji podane omejitve. Npr,
v problemu usmerjanja vozil s cˇasovno omejitvijo, se mora vsaka posamezna
pot zakljucˇiti v dolocˇenem cˇasu. Take omejitve vplivajo na prostor mozˇnih
resˇitev. Razdelijo ga na del, kjer so resˇitve sprejemljive in kjer niso. Spreje-
mljive resˇitve so tiste, ki ne krsˇijo omejitev. Omejitve je potrebno preucˇiti
in jih primerno uposˇtevati. Lahko jih uposˇtevamo pri ustvarjanju sosesˇcˇin in
vedno ustvarimo le mnozˇico sprejemljivih resˇitev. Druga mozˇnost je, da ne-
sprejemljive resˇitve posebej obravnamo pri izracˇunu kakovosti in jim dodamo
kazen. S tem zˇelimo iskanje usmeriti proti sprejemljivim resˇitvam.
2.3 Problem usmerjanja vozil
Problem usmerjanja vozil (angl. vehicle routing problem ali VRP) zajema
druzˇino problemov, kjer je na voljo zaloga vozil, potrebno pa je izvrsˇiti za-
logo zahtev. Vpeljemo lahko dodatne omejitve in s tem definiramo obliko
problema usmerjanja vozil. Nasˇtejmo nekaj oblik problema:
 VRP z omejeno nosilnostjo ali CVRP (angl. Capacitated VRP),
 VRP s cˇasovnimi okni ali VRPTW (angl. VRP with Time Windows),
 VRP z vecˇ izhodiˇscˇi MDVRP (angl. Multi Depot VRP).
Izbran problem je problem usmerjanja vozil z omejeno nosilnostjo. Da
lahko problem definiramo, podamo definicije potrebnih parametrov.
 N = {1, 2, ..., n} je mnozˇica strank.
 D = {d1, d2, ..., dn} je mnozˇica narocˇil.
 {0} je mnozˇica izhodiˇscˇ. V tem primeru je samo eno.
 L = {1, 2, ..., p} je mnozˇica vozil.
 C je konstanta nosilnosti vozil.
Diplomska naloga 9
S pomocˇjo teh parametrov lahko natancˇneje definiramo izbran problem.
Kolicˇina di neke dobrine mora biti dostavljena za vsako stranko i ∈ N iz
zacˇetnega vozliˇscˇa 0. Uporabljeno je lahko poljubno sˇtevilo enakih vozil s
kapaciteto C. Minimizira se skupna cena posameznih obvozov. Podajmo
omejitve:
 vsak obvoz se zacˇne in koncˇa v izhodiˇscˇu:
n∑
j=1
xr0j = 1 ∀r ∈ {1, 2, ..., p},
 vsaka stranka je obiskana enkrat:
p∑
r=1
n∑
i=0,i 6=j
xrij = 1 ∀j ∈ {1, 2, ..., n},
 zahteva posamezne stranke ne presega nosilnosti vozila:
n∑
i=0
n∑
j=1,i 6=j
djxrij ≤ C ∀r ∈ {1, 2, ..., p}.
Da lahko definiramo koncˇno kakovost resˇitve, podamo sˇe binarno indi-
katorsko spremenljivko xrij, ki nam nakazuje, da vozilo r v resˇitvi prevozi
povezavo med vozliˇscˇi i in j:
xrij =
1, vozilo r prevozi povezavo med i in j0, sicer
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Taki obliki zapisa pravimo zapis s tremi indeksi. Podamo tudi dolzˇino
povezave cij med vozliˇscˇi i in j. Kvaliteto posamezne resˇitve izracˇunamo kot
vsoto vseh poti za vsa vozila:
min
p∑
r=1
n∑
i=0
n∑
j=0,i 6=j
cijxrij.
Resˇitev problema je mnozˇica poti. Vsak element mnozˇice predstavlja
pot posameznega vozila. Cˇe postavimo nosilnost vozila na neskoncˇno, do-
bimo klasicˇen primer potujocˇega trgovca. Problem usmerjanja vozil je to-
rej posplosˇitev problema potujocˇega trgovca. Omejitev nosilnosti je po-
trebno uposˇtevati pri definiciji sosesˇcˇine ali pri racˇunanju kakovosti posa-
mezne resˇitve.
Kadar delamo z algoritmi lokalnega iskanja, potrebujemo tudi zacˇetno
resˇitev. Najenostavnejˇsi nacˇin za pridobitev zacˇetne resˇitve je uporaba pre-
proste hevristike. Posebej primerne so pozˇresˇne in nakljucˇne metode. Pozˇresˇne
metode na vsakem odlocˇitvenem koraku izberejo najboljˇso mozˇnost. Po-
sledicˇno so hitre, vendar se ujamejo v prvi lokalni maksimum, na katerega
naletijo. Nakljucˇne metode na vsakem odlocˇitvenem koraku izberejo na-
kljucˇno mozˇnost. Vcˇasih so nakljucˇne metode bolj uporabne kot pozˇresˇne,
saj je v zacˇetnih korakih lokalnega iskanja nakljucˇnost zazˇelena.
Pozˇresˇna metoda za problem usmerjanja vozil v vsakem koraku izbere
najblizˇjo stranko, ki sˇe ne prekoracˇi nosilnosti. Ko take stranke ni vecˇ, se
vrne v izhodiˇscˇe. Nato se postopek ponavlja, dokler niso obiskane vse stranke.
Poti med strankami lahko rekonstruiramo s Floyd-Warshallovim algoritmom,
ki nam vrne seznam najkrajˇsih mozˇnih poti med vsemi vozliˇscˇi grafa.
Poglavje 3
Strojno ucˇenje
Zacˇetki umetne inteligence segajo v sˇtiridesta leta dvajsetega stoletja z vprasˇanjem
Alana Turinga, ’Lahko stroji razmiˇsljajo? ’. Strojno ucˇenje je podrocˇje ume-
tne inteligence, ki temelji na ucˇenju sistemov. S procesiranjem podatkov
se ustvarja funkcija, ki cˇim natancˇneje preslika vhodne podatke v izhodne.
Ucˇenje je torej postopek ustvarjanja priblizˇka neznane funkcije. Strojno
ucˇenje nam omogocˇa resˇevanje nalog, kjer je izrecno programiranje zamu-
dno.
Strojno ucˇenje se deli v tri skupine:
 nadzorovano ucˇenje,
 nenadzorovano ucˇenje in
 spodbujevano ucˇenje.
Pri nadzorovanem ucˇenju imamo opravka z oznacˇenimi vhodnimi podatki.
Med ucˇenjem si algoritem gradi model, ki cˇim natancˇneje preslika vhodne
podatke v ciljne vrednosti. Primer je ucˇenje sistema, ki prepoznava rocˇno
pisane sˇtevilke. Ucˇna mnozˇica so slike sˇtevilk z oznakami, ki povejo, katera
sˇtevilka je na sliki.
Pri nenadzorovanem ucˇenju oznak na vhodnih podatkih ni. Algoritmi v
tem primeru iˇscˇejo in prepoznavajo notranje odvisnosti in vzorce. Nenadzo-
rovano ucˇenje se pogosto uporablja pri grucˇenju podatkov.
11
12 POGLAVJE 3. STROJNO UCˇENJE
Spodbujevano ucˇenje je primerno za naloge, kjer sistem opravlja nalogo v
nekem okolju. Sistem si na podlagi okolja izbere akcijo in opazuje spremembo
v okolju. Iz okolja dobi signal v obliki nagrade ali kazni, na podlagi katere
prilagodi izbiro naslednjih akcij.
3.1 Nevronske mrezˇe
Nevronske mrezˇe so racˇunski sistemi, sestavljeni iz nevronov in povezav med
njimi. Nevroni so osnovne procesne enote v nevronski mrezˇi, kjer so se-
stavljeni v plasti. Vsak nevron prejme po povezavi vhodne signale, ki jih
procesira in posˇlje naslednjim nevronom. Izhodni signal je obicˇajno rezultat
nelinearne vsote vhodnih signalov. Nevrone povezujejo povezave z utezˇmi.
Proces ucˇenja nevronske mrezˇe je prilagajanje utezˇi povezav, da rezultat na
izhodu nevronske mrezˇe cˇim bolj ustreza ucˇnim podatkom. Vhodne podatke
sprejme vhodna plast. Zadnja plast se imenuje izhodna plast. Plasti med
vhodno in izhodno plastjo se imenujejo skrite plasti.
Slika 3.1: Shema preproste nevronske mrezˇe. j-ti nevron v plasti i je oznacˇen
z ni,j.
Ko pride ucˇni primer skozi vse plasti, je rezultat na voljo v izhodni plasti.
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Rezultat se evalvira na podlagi pricˇakovanega rezultata. Razliko med njima
imenujemo napaka in jo med ucˇenjem minimiziramo. Minimizacijo napake
opravlja algoritem vzvratnega razsˇirjanja napake (angl. backpropagation).
Algoritem iˇscˇe minimum funkcije napake z gradientnim spustom [4].
Nevronske mrezˇe so orodje, ki ga je mozˇno uporabiti na mnoge nacˇine
in za mnoge naloge. Imajo visoko racˇunsko zahtevnost, kar pomeni, da je
ucˇenje razmeroma dolgotrajno.
3.2 Vlozˇitve grafov in samokodirniki
Graf je oblika predstavitve podatkov, s katero se srecˇamo v mnogih scenari-
jih. Z analizo lahko dobimo globlje razumevanje podanega grafa in njegovih
lastnosti. Vecˇina analiticˇnih metod trpi za veliko racˇunsko in prostorsko
zahtevnostjo. Vlozˇitve grafa ta problem olajˇsajo. Vlozˇitev grafa je prevedba
grafa v nizkodimenzionalen prostor, kjer se izgubi cˇim manj informacije o
grafu [13]. Zanimata nas dve vrsti vlozˇitev na grafih:
 vlozˇitev grafa in
 vlozˇitev vozliˇscˇ.
Vlozˇitev grafa (angl. graph embedding) je rezultat preslikave fg, ki pre-
slika graf G = 〈V,E〉 v vektor vg iz n-dimenzionalnega vektorskega prostora:
fg : G→ vg ∈ IRn.
Vlozˇitev vozliˇscˇ (angl. node embedding) je rezultat preslikave fv, ki pre-
slika vsako vozliˇscˇe i ∈ V iz grafaG = 〈V,E〉 v vektor vn iz n-dimenzionalnega
vektorskega prostora:
fv : i→ vn ∈ IRn.
S tem dobimo konsistentno predstavitev grafa, ki je primernejˇsa za ana-
liticˇne metode z visoko racˇunsko zahtevnostjo.
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Samokodirnik (angl. autoencoder) je tip nevronske mrezˇe, ki se naucˇi
ucˇinkovite predstavitve podatkov na nenadzorovan nacˇin. Poleg kodirnika
vsebujejo dekodirnik, ki podatke poskusi povrniti v prvotno obliko. Upo-
rabljajo se predvsem za redukcijo dimenzij mnozˇice podatkov [7]. Njihova
uporabnost se je pokazala v mnogih problemih, kot so prepoznavanje obra-
znih izrazov [6], razumevanje pomena besed [11] in odkrivanje novih molekul
in zdravilnih ucˇinkovin [9]. V nasˇem primeru se kodirnik naucˇi vlozˇitve za
dan graf s pomocˇjo enonivojske nevronske mrezˇe, ki se imenuje perceptron.
Dekodirnik ne poskusˇa obnoviti podatkov, ampak uporabi vlozˇitev za iskanje
resˇitve problema usmerjanja vozil.
Enostavni samokodirniki sprejmejo graf in se ucˇijo na lastnostih, ki jih
predhodno definiramo, da jih kodirnik prepozna. Uporabimo lahko sˇtevilo
povezav iz posameznega vozliˇscˇa, povprecˇno oddaljenost vozliˇscˇa od sosedov
ali pa kombinacijo vecˇih razlicˇnih lastnosti. Takemu nacˇinu modeliranja pra-
vimo diskriminitativno modeliranje (angl. discriminitative modelling). Va-
riacijski samokodirniki (angl. variational autoencoders) temeljijo na genera-
tivnih modelih. Vhod v kodirnik v tem primeru ni graf, ampak je statisticˇno
vzorcˇena mnozˇica, ki nam simulira problem.
V praksi to pomeni, da je variacijski samokodirnik sestavljen iz dveh de-
lov. V enem se simulira problem in ustvarja ucˇna mnozˇica, v drugem pa
se izvede ucˇenje modela na podlagi ucˇne mnozˇice. Na tak nacˇin statisticˇno
zajamemo odvisnosti in lastnosti opazovanega sistema. V simulaciji pro-
blema definiramo pravila, ki jih uposˇtevamo pri ustvarjanju ucˇne mnozˇice,
pri ucˇenju pa te lastnosti zakodiramo. Dekodirnik je prilagojen, da prepozna
in uposˇteva spremenjen pomen vlozˇitve grafa.
Poglavje 4
Opis uporabljenih metod
V delu sta uporabljeni dve obliki variacijskih samokodirnikov, ki sprejmeta
graf problema in ga zakodirata. Variacijski samokodirnik je sestavljen iz
kodirnika in dekodirnika.
Slika 4.1: Shema samokodirnika.
Samokodirnik deluje v treh korakih. V prvem koraku generiramo ucˇno
mnozˇico. Ucˇna mnozˇica je seznam poti, ki jih vzorcˇimo z metodo nakljucˇnih
sprehodov. Kodiranje ustvari vlozˇitev vozliˇscˇ s pomocˇjo enonivojske nevron-
ske mrezˇe. V tretjem koraku uporabimo vlozˇitev, da najdemo resˇitev pro-
blema.
4.1 Generiranje ucˇne mnozˇice
Ucˇno mnozˇico ustvarimo s simuliranjem problema. V problemu usmerjanja
vozil je resˇitev mnozˇica optimalnih poti. Ucˇna mnozˇica nevronske mrezˇe bo
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torej seznam poti. V procesiranju naravnega jezika se uporablja podoben
nacˇin za napovedovanje besede iz konteksta. Nevronske mrezˇe, ki ta pro-
blem resˇujejo, se naucˇijo na seznamu povedi. Taksˇne nevronske mrezˇe si
ustvarijo vlozˇitev besed (angl. word embedding), s katero je mozˇno napove-
dovati besede ali pa kontekst. Nakljucˇni vrstni red besed ne nudi nevronski
mrezˇi nobenih informacij. Z vektorsko vlozˇitvijo zˇelimo izraziti zˇeljene la-
stnosi grafa. Da lahko na taksˇen nacˇin naucˇimo nevronsko mrezˇo, moramo
vzorcˇiti poti na poseben nacˇin.
Algorithm 1 Random Walk
function RandomWalk(Graf G = 〈V,E〉, P , Q, sˇt. sprehodov na vo-
zliˇscˇe r, dolzˇina sprehodov l)
walks← Empty
for iter = 1, ..., r do
for v ∈ V do
walk ← Empty
t← Empty
for k = 1, ..., l do
pi = porazdelitevPrehoda(P,Q, v, t)
x = izberiIzPorazdelitve(pi)
Append x to walk
t← v
v ← x
Append walk to walks
return walks
Slika 4.2: Metoda nakljucˇnih sprehodov.
Za generiranje ucˇne mnozˇice uporabimo prilagojen nacˇin vzorcˇenja, ime-
novan metoda nakljucˇnih sprehodov (angl. Random Walk [3]). Osnovna
ideja algoritma je ustvarjanje sprehodov na podlagi verjetnostnih parame-
trov P in Q. Iz zacˇetnega vozliˇscˇa i ∈ V ustvari sprehod, kjer na vsakem
koraku stohasticˇno izbere enega izmed sosedov. Parametra dolocˇata nenor-
malizirani verjetnosti, da se izbor soseda obnasˇa kot iskanje v sˇirino ali iskanje
v globino. Prav tako je verjetnost odvisna od razdalje povezave. Namen tega
je, da se vecˇkrat pojavijo kratke poti in vozliˇscˇa, iz katerih je vecˇ izhodnih
povezav.
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V i-tem koraku neke poti se nahajamo v vozliˇscˇu ci. Verjetnost izbora
vozliˇscˇa ci+1 = x pri trenutnem vozliˇscˇu ci = v je za graf G = 〈V,E〉:
P (ci + 1 = x|ci = v) =
pivxZ , (v, x) ∈ E0, sicer
pivx je nenormalizirana porazdelitev prehoda med trenutnim vozliˇscˇem v in
mozˇnim sosednim vozliˇscˇem x [3]. Z ∈ IR je faktor normalizacije. Definiramo
predhodno vozliˇscˇe ci−1 = t. Nenormalizirano porazdelitev pivx definiramo:
pivx =

1
Pwvx
, cˇe je t = x
1
Qwvx
, cˇe t ni med sosedi x
1
wvx
, cˇe je t med sosedi x
Vidimo, da parameter P ∈ (0, 1) dolocˇa verjetnost izbire predhodnega
vozliˇscˇa, kar predstavlja iskanje v sˇirino. Parameter Q ∈ (0, 1) dolocˇa ver-
jetnost iskanja v globino. Manjˇsa kot sta parametra, vecˇja je verjetnost za
izbor iskanja. Metodi dolocˇimo sˇtevilo sprehodov na vozliˇscˇe r. Dolzˇina spre-
hodov je lahko konstantna ali dinamicˇna. Dobimo tabelo, kjer vsaka vrstica
predstavlja en sprehod. Tabela je podana nevronski mrezˇi, ki iz nje opravi
vlozˇitev vozliˇscˇ.
4.2 Kodiranje
Kodiranje se izvede z ucˇenjem nevronske mrezˇe z eno skrito plastjo. Sˇtevilo
nevronov v vhodni in izhodni plasti je enako sˇtevilu vozliˇscˇ v grafu. Sˇtevilo
nevronov v skriti plasti je enako sˇtevilu dimenzij izhodnega vektorja. Vsak
nevron v skriti plasti prejme signal po povezavi iz vhodne plasti. V nasˇem
primeru je vhodni signal binarni vektor ~xvhod. Vektor ima enico na indeksu
i, ki predstavlja vhodno vozliˇscˇe. V vsaki iteraciji ucˇenja se premaknemo za
eno vozliˇscˇe naprej v ucˇni mnozˇici.
Velikost ucˇne mnozˇice S je odvisna od sˇtevila vozliˇscˇ v grafu n, sˇtevila
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sprehodov na vozliˇscˇe r in dolzˇine posameznih sprehodov l.
Utezˇi povezav ne smejo biti enake 0, saj bi bil produkt utezˇi in signala
vedno enak 0. Utezˇi nakljucˇno inicializiramo in normaliziramo. S tem se
izognemo problemu mnozˇenja z 0.
Produkt binarnega indikatorskega vektorja ~xvhod in matrike vhodnih utezˇi
Wvhod je pravzaprav izbor vrstice, ki ustreza vozliˇscˇu. Matricˇne operacije med
utezˇmi in nevroni poenostavijo racˇunanje vsot in produktov.
Nevron i v skriti plasti izracˇuna linearno vsoto vhodnih signalov:
n∑
j=0
wjixj.
Enostavneje to zapiˇsemo tako, da nevrone i-te plasti predstavimo z vek-
torjem ~xi, mnozˇico povezav med i-to in naslednjo plastjo pa z matriko Wj.
Matricˇni produkt je vektor, ~xi+1, ki predstavlja rezultate linearne vsote na-
slednje plasti:
~xi+1 = ~xi Wj.
Rezultat se nato prenese po povezavah do nevronov v izhodni plasti, ki
postopek ponovijo. Vhodni podatki se tako razsˇirjajo naprej po nevronski
mrezˇi samo v eni smeri. Ko pridejo signali do izhodne plasti, se izracˇuna
napaka. Napaka se med ucˇenjem vzvratno razsˇiri po utezˇeh povezav. Glede
na obliko izhoda in napake sta v delu predstavljena dva samokodirnika.
4.2.1 Samokodirnik SK01
Prvi kodirnik oznacˇimo z SK01 (kodirnik zakodira vozliˇscˇa v interval (0,1)) .
Deluje na osnovi plavajocˇega kontekstnega okna. Ucˇenje poteka z zaporednim
premikanjem cˇez ucˇno mnozˇico. Poglejmo si delovanje kodirnika SK01 na
primeru. Privzemimo, da imamo v ucˇni mnozˇici sprehode dolge l = 5. Prva
vrstica naj bo v tem primeru:
(
1 3 5 4 2
)
.
V tretjem koraku je trenutno vozliˇscˇe v3 = 5. Binarni indikatorski vektor
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za vozliˇscˇe v3 je ~x5 =
[
0 0 0 0 1
]
.
Vhodni vektor se pomnozˇi z matriko povezav iz vhodne plasti Wvhod.
Matrika mora imeti sˇtevilo vrstic enako sˇtevilu vozliˇscˇ, ki je v nasˇem primeru
5. Sˇtevilo stolpcev dolocˇa dimenzijo vektorske vlozˇitve in je enako sˇtevilu
nevronov v skriti plasti. Recimo, da imamo dimenzijo D = 3 in matriko
W
(3)
vhod v tretjem koraku:
W
(3)
vhod =

0.3 −1.6 −0.2
1.4 0.9 1.2
−0.2 −0.1 1.1
0.6 −0.4 0.1
−0.9 −1.0 0.2

.
Produkt binarnega indikatorskega vektorja in matrike je vektor ~h, kar je
enako izboru vrstice vhodnega vozliˇscˇa. V nasˇem primeru je to izbor pete
vrstice:
~h = ~x5 W
(3)
vhod =
[
−0.9 −1.0 0.2
]
.
S tem dobimo vlozˇitev vozliˇscˇa v3 = 5. Produkt vlozˇitve in matrike
izhodnih povezav v tretjem koraku W
(3)
izhod nam vrne nenormalizirano napoved
za vozliˇscˇe v3. Cˇe imamo:
W
(3)
izhod =

0.2 −0.2 0.3 0.9 −0.8
−0.7 −1.2 0.4 0.3 −0.2
−0.6 0.5 −1.0 −1.1 0.6
 ,
je produkt vektorja ~h in matrike W
(3)
izhod nenormalizirana napoved ~u za vhodno
vozliˇscˇe v3:
~u = ~h W
(3)
vhod =
[
0.4 1.5 −0.9 −1.3 1.1
]
.
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Vektor ~u v izhodni plasti normaliziramo z eksponentno normalizacijsko
funkcijo (angl. softmax ) za vse elemente vektorja:
σ(~u)i =
eui∑n
j=1 e
uj
in dobimo koncˇni izhod ~y:
~y = σ(~y) =
[
0.2 0.5 0 0 0.3
]
.
S tem se vrednosti v izhodni plasti preslikajo na interval (0, 1). Vrednost
nevrona i v izhodni plasti predstavlja primernost naslednjih vozliˇscˇ za dano
vhodno vozliˇscˇe. V tem primeru vidimo, da je napoved za vozliˇscˇe 2 najviˇsja.
Sedaj izracˇunamo napako. Vozliˇscˇu izracˇunamo kontekstna vozliˇscˇa za tretje
vozliˇscˇe v vrstici
(
1 3 5 4 2
)
:
V ′ = {vi−k, ..., vi−1, vi+1, ..., vi+k}.
Predpostavimo, da je velikost kontekstnega okna v nasˇem primeru k = 1
in zapiˇsimo kontekstni vozliˇscˇi:
V ′ = {v3−1, v3+1} = {v2, v4} = {3, 4}.
Kontektst je definiran s parametrom k, ki ga imenujemo velikost kon-
tekstnega okna. Vsakemu vozliˇscˇu v kontekstnemu oknu ustvarimo binarni
indikatorski vektor di:
~d1 =
[
0 0 1 0 0
]
= ~x3,
~d2 =
[
0 0 0 1 0
]
= ~x4.
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Razlika med vektorji sosedov in vektorjem ~y v izhodni plasti nam definira
napako napovedi ~E:
~E =
2k∑
i=1
(~y − ~di). (4.1)
V nasˇem primeru imamo vsoto dveh vektorjev razlik:
~E = (~y − ~d1) + (~y − ~d2) = (

0.2
0.5
0
0
0.3

T
−

0
0
1
0
0

T
) + (

0.2
0.5
0
0
0.3

T
−

0
0
0
1
0

T
) =

0.4
0.4
−1
−1
0.6

T
.
Napaka se med ucˇenjem vzvratno razsˇirja po povezavah. Potrebno je
izracˇunati gradienta matrik povezav ∂
~E
W
(3)
vhod
in ∂
~E
W
(3)
izhod
. Po enacˇbah vzvratnega
razsˇirjanja napake [4] izracˇunamo gradienta:
∂ ~E
W
(3)
izhod
= (~x5W
(3)
vhod)
T ~E = ~hT ~E =

−0.4 −0.4 0.9 0.9 −0.5
−0.4 −0.4 1.0 1.0 −0.6
0.1 0.1 −0.2 −0.2 0.1
 ,
∂ ~E
W
(3)
vhod
= ~xT5 ( ~EW
(3)
izhod)
T =

0
0
0
0
1

[
−1.7 −1.6 2.4
]
=

0 0 0
0 0 0
0 0 0
0 0 0
−1.7 −1.6 2.4

.
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Parameter η predstavlja hitrost ucˇenja. Utezˇi se posodobijo tako, da se
η pomnozˇi z gradientom in odsˇteje od utezˇi. Vidimo, da se napaka razsˇiri po
vseh povezavah v izhodni plasti, v vhodni plasti pa le po vrstici, ki predstavlja
vlozˇitev vhodnega vozliˇscˇa. Cˇe je η = 0.1:
W
(4)
vhod = W
(3)
vhod − η
∂ ~E
∂W
(3)
vhod
=

0.3 −1.6 −0.2
1.4 0.9 1.2
−0.2 −0.1 1.1
0.6 −0.4 0.1
−1.1 −1.2 0

,
W
(4)
izhod = W
(3)
izhod − η
∂ ~E
∂W
(3)
izhod
=

0.2 −0.2 0.2 0.8 −0.6
−0.7 −1.2 0.3 0.2 −0.3
−0.6 0.5 −1.0 −1.1 0.6
 .
Na taksˇen nacˇin se posodabljajo utezˇi v nevronski mrezˇi. V vsaki iteraciji
ucˇenja se izvede celoten postopek. Ko pretecˇe zadano sˇtevilo iteracij, se
ucˇenje ustavi. Stik matrik povezav predstavlja koncˇno vlozˇitev, ki jo prejme
dekodirnik.
4.2.2 Samokodirnik SKP
Drugi kodirnik oznacˇimo z SKP (kodira polozˇaj). V tem primeru imamo
dinamicˇno kontekstno okno, ucˇenje pa poteka na podoben nacˇin kot zgoraj.
V vsaki iteraciji ucˇenja se zaporedno premikamo skozi ucˇno mnozˇico. Konte-
kstno okno je definirano kot preostanek sprehoda iz trenutne lokacije v ucˇni
mnozˇici. Cˇe je dolzˇina sprehodov l in je trenutno vozliˇscˇe v ucˇni mnozˇici vi,
so kontekstna vozliˇscˇa:
V ′ = {vi+1, vi+2, ..., vl−1, vl}.
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V nasˇem primeru
(
1 3 5 4 2
)
so kontekstna vozliˇscˇa:
V ′ = {v3+1, v3+2} = {v4, v5} = {4, 2}.
Ker zˇelimo ohraniti pomen sˇtevil v izhodni plasti, se vrednost izhodnega
vektorja ~y ne normalizira. Rezultat v izhodni plasti je:
~y =
[
0.4 1.5 −0.9 −1.3 1.1
]
.
SKP opazuje, kje se pojavljajo vozliˇscˇa v dinamicˇnem kontekstnem oknu.
V tem primeru je napaka razlika med napovedjo in vektorjem, ki vsebuje
mesto vozliˇscˇ. Ker se vozliˇscˇe 4 pojavi na prvem zaporednem mestu, vozliˇscˇe
2 pa na drugem, je vektor ~d v tem primeru:
~d =
[
0 2 0 1 0
]
.
Napako se izracˇuna po enacˇbi:
~E = ~y − ~d. (4.2)
V nasˇem primeru je napaka:
E =
[
0.4 −0.5 −0.9 −2.3 1.1
]
.
Napaka se vzvratno razsˇiri le na povezavah kontekstnih vozliˇscˇ. V tem
primeru se napaka razsˇiri le na povezavah, ki vodijo v drugo in cˇetrto vozliˇscˇe.
4.3 Dekodiranje
Samokodirnik nam vrne vlozˇitve vozliˇscˇ v obliki tabele, ki ima sˇtevilo vrstic
enako sˇtevilu vozliˇscˇ. Sˇtevilo stolpcev je enako sˇtevilo dimenzij vektorske
vlozˇitve. S pomocˇjo vlozˇitve dobi dekodirnik napoved za trenutno vozliˇscˇe.
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Najprej pomnozˇi binarni vektor ~xi z matriko Wvhod iz vlozˇitve:
~h = ~xiWvhod. (4.3)
Vektor ~h predstavlja vlozˇitev vozliˇscˇa i. Napoved se izracˇuna kot produkt
vlozˇitve vozliˇscˇa in matrike Wizhod:
~y = (Wizhod)
T~h. (4.4)
Na podlagi trenutnega vozliˇscˇa dekodirnik izbere vozliˇscˇe z najboljˇso na-
povedjo. Dekodiranje se zacˇne v vozliˇscˇu, ki predstavlja izhodiˇscˇe. Napoved
je vektor ~y = 〈y1, y2, ..., yn〉, kjer je n sˇtevilo vozliˇscˇ v grafu.
SK01 med dekodiranjem vedno izbere element yi vektorja ~y z najvecˇjo
vrednostjo: max yi, i ∈ 1, 2, ..., n.
Dekodirnik modela SKP med dekodiranjem vedno izbere element yi vek-
torja ~y z najmanjˇso vrednostjo: min yi, i ∈ 1, 2, ..., n.
Vedno izbira med vozliˇscˇi, ki sˇe niso bila obiskana. To dosezˇemo tako,
da vlozˇitev vozliˇscˇa po obisku oznacˇimo. SK01 postavi vrednost napovedi
za to vozliˇscˇe na 0 za vsa vozliˇscˇa, SKP pa postavi vrednost napovedi na
neskoncˇno. Da lahko vlozˇitve vozliˇscˇ spreminjamo, predhodno izracˇunamo
napovedi za vsa vhodna vozliˇscˇa.
Rezultat dekodiranja je permutacija vozliˇscˇ. Vozliˇscˇe 0 se pojavi na me-
stih, kjer se vozilo vrne v skladiˇscˇe. Poti lahko rekonstruiramo s Floyd-
Warshallovim algoritmom.
Poglavje 5
Opis evalvacije
Samokodirnike ovrednotimo s primerjavo s simuliranim ohlajanjem, ki se po-
gosto uporablja za resˇevanje problema usmerjanja vozil. Vhodni podatki
so ustvarjeni nakljucˇno po modelu Erdo˝s–Re´nyi [2]. Na obliko grafa lahko
vplivamo s sedmimi spremenljivkami. Dolocˇimo sˇtevilo vozliˇscˇ in gostoto
povezav. Podamo nosilnost vozil. Vsako vozliˇscˇe dobi utezˇ, ki predstavlja
zahtevo stranke. Pomembno je, da je zahteva stranke manjˇsa od nosilno-
sti vozila in vecˇja ali enaka 0, saj v nasprotnem primeru problem ni resˇljiv.
Vsaka povezava dobi svojo razdaljo, ki je spodaj omejena z vrednostjo 0.
S tem se izognemo negativnim ciklom. Spremenljivki dolzˇine in utezˇi sta
vzorcˇeni iz normalne porazdelitve. Dolocˇimo povprecˇje in deviacijo porazde-
litev. Visoka deviacija po navadi pomeni, da so dolzˇine posameznih obvozov
precej razlicˇne.
Model Erdo˝s–Re´nyi ustvari zadano sˇtevilo vozliˇscˇ, tako da na nakljucˇno
mesto povezˇe novo vozliˇscˇe. Na ta nacˇin zagotovi, da je graf povezan. Ko
so vozliˇscˇa povezana, se ustvari toliko povezav, da je zadosˇcˇeno definirani
gostoti grafa. Vozliˇscˇem in povezavam dodelimo nakljucˇne utezˇi.
S parametri lahko definiramo obliko problema. Samokodirnika smo pre-
izkusili na gostih in redkih grafih. Opazujemo lahko ucˇinkovitost metod na
velikih in majhnih problemih, gostih in redkih grafih ali vpliv parametrov P
in Q pri ustvarjanju ucˇne mnozˇice. Ocenimo lahko potrebno sˇtevilo dimenzij
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Slika 5.1: Slika preprostega nakljucˇnega grafa, zgrajenega z modelom
Erdo˝s–Re´nyi. Barve povezav predstavljajo resˇitev s tremi vozili.
v vlozˇitvi grafa. Gostoto grafa G = 〈V,E〉 definiramo kot:
g =
|E|
|V | . (5.1)
Ucˇenje nevronskih mrezˇ je dolgotrajen postopek in kljub uporabi vzorcˇenja
ni primeren za probleme z vecˇ kot 200 vozliˇscˇi. Izmerili smo tudi cˇas, ki ga ne-
vronski mrezˇi porabita za ucˇenje. Zanima nas predvsem, kako vpliva gostota
grafa na cˇas ucˇenja.
Samokodirnika SK01 in SKP primerjamo s preprostim pozˇresˇnim algo-
ritmomG in simuliranim ohalajanjem SA. Primerjava s preprostim pozˇresˇnim
algoritmom je pomembna, saj zˇelimo preveriti, da vlozˇitev grafa na podlagi
vzorcˇenja nudi vecˇ informacije kot samo dolzˇina povezave.
Ko so grafi ustvarjeni nakljucˇno, se vse sˇtiri metode izvedejo na generira-
nem grafu. Za vsako velikost in gostoto grafa uporabimo 10 razlicˇnih grafov.
Rezultati so povprecˇne kakovosti resˇitev.
Poglavje 6
Rezultati
Predstavimo rezultate analize samokodirnikov. Oba samokodirnika upora-
bimo na vecˇ problemih iste velikosti in podamo povprecˇen rezultat. Ker nas
zanima tudi ucˇinkovitost ucˇenja, podajmo sˇe cˇas, ki ga porabita nevronski
mrezˇi za ucˇenje. Ker celoten sistem pri ucˇenju uporablja dva hiperparametra,
predstavimo sˇe, kako smo priˇsli do izbranih vrednosti.
Ucˇenje samokodirnika SKP na grafu s 100 vozliˇscˇi je trajalo 7 minut.
Ucˇenje samokodirnika SK01 je trajalo priblizˇno 5 minut. Ucˇenje obeh ne-
vronskih mrezˇ na desetih taksˇnih primerih je trajalo dve uri. Zaradi visoke
racˇunske zahtevnosti smo evalvacijo omejili na 100 vozliˇscˇ.
Preverimo najprej vpliv parametrov P in Q na povprecˇni rezultat kodirni-
kov na 10 istih grafih. S parametroma simuliramo iskanje v sˇirino in globino.
Za 4 izbrane kombinacije se izracˇuna povprecˇna kakovost kodirnikov SKP
in SK01. Ker ta dva parametra vplivata na potek ucˇenja, ju imenujemo
hiperparametra. Iskanje njune optimalne kombinacije imenujemo optimiza-
cija hiperparametrov. V tabeli 6.1 je zapisana povprecˇna kakovost najdenih
resˇitev za dano kombinacijo hiperparametrov P in Q na grafu z 20 vozliˇscˇi
in gostoto 3.
Analiza rezultatov optimizacije hiperparametrov je pokazala, da je dobra
kombinacija P = 0.6 in Q = 0.4. Ti dve vrednosti sta uporabljeni v vseh
nadaljnjih primerjavah.
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P Q SKP SK01
0.2 0.8 5291 5277
0.4 0.6 5247 5197
0.6 0.4 4913 4479
0.8 0.2 4913 5000
Slika 6.1: Povprecˇni rezultati pri optimizaciji hiperparametrov P in Q.
Prva primerjava je med metodami na redkih grafih. Vrednosti so zao-
krozˇena povprecˇja kakovosti resˇitev desetih razlicˇnih problemov. V tabeli
6.2 so kakovosti pozˇresˇnega algoritma G, algoritma simuliranega ohalajanja
SA in samokodirnikov SKP in SK01. V tabeli 6.4 je prikazan povprecˇen
cˇas ucˇenja za dane velikosti problemov.
Velikost Gostota G SA SKP SK01
10 1.3 3461 2753 3422 3503
20 1.25 11144 8924 10991 11471
50 1.2 39190 31303 37147 37394
100 1.2 87834 77957 83599 84362
Slika 6.2: Povprecˇni rezultati desetih problemov pri dani velikosti in nizki
gostoti.
Naslednja primerjava je med metodami na gostih grafih. V tabeli 6.3 so
kakovosti resˇitev, ki so jih nasˇli algoritmi. V tabeli 6.5 je prikazan povprecˇen
cˇas ucˇenja za dane velikosti problemov. Vidna je tudi
Velikost Gostota G SA SKP SK01
10 2.6 2389 2004 2458 2353
20 3.0 6343 5270 6345 6279
50 3.0 21940 17973 19805 19304
100 2.6 57737 48891 53077 51418
Slika 6.3: Povprecˇni rezultati desetih problemov pri dani velikosti in visoki
gostoti.
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Izkazˇe se, da so nevronske mrezˇe ucˇinkovitejˇse na gostih grafih. V red-
kih grafih ima vsako vozliˇscˇe malo sosedov. To pomeni, da ima vozliˇscˇe po
navadi vedno istega soseda v ucˇni mnozˇici. Zaradi tega vlozˇitev ne vsebuje
informacij o razdalji in povezanosti vozliˇscˇ. Boljˇsi rezultat na gostih grafih
je bil pricˇakovan.
Razlika med nevronskima mrezˇama se pojavi predvsem na velikih gra-
fih z nizko gostoto. Da ponovimo, SK01 vlozˇi vozliˇscˇa grafa v vektorje, ki
imajo elemente na intervalu (0, 1). Vrednost je napoved za najprimernjesˇe
naslednje vozliˇscˇe. SKP zakodira vsako vozliˇscˇe v vektor, kjer element vek-
torja predstavlja napoved zaporednega mesta v sprehodu. Posledicˇno nosi
vlozˇitev SKP vecˇ informacije o vozliˇscˇih, ki niso neposredni sosedje trenu-
tnega vozliˇscˇa. Zaradi tega je SKP primernejˇsi za redke grafe. SK01 je v
povprecˇju nasˇel boljˇse rezultate v gostih grafih, kjer ima vsako vozliˇscˇe veliko
neposrednih sosedov.
Kodirnik Velikost: 10 20 50 100
SK01 2954 5210 61580 314683
SKP 3668 10587 63642 415608
Slika 6.4: Cˇas porabljen za ucˇenje v milisekundah.
Kodirnik Velikost: 10 20 50 100
SK01 2796 5331 58329 317280
SKP 3593 9910 59935 448728
Slika 6.5: Cˇas porabljen za ucˇenje v milisekundah.
Opazimo, da cˇasovna zahtevnost ne naraste s sˇtevilom povezav. Strojno
ucˇenje je primerno za analiticˇne naloge na zelo gostih grafih. Vidimo lahko
tudi razliko v cˇasu ucˇenja samokodirnikov. Pri tem smo uporabili konstantno
dolzˇino sprehodov, kar pomeni, da je ucˇna mnozˇica enaka. Samokodirnik
SK01 uporablja negativno vzorcˇenje [8]. Zaradi tega je ucˇenje hitrejˇse od
ucˇenja samokodirnika SKP .
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Poglavje 7
Zakljucˇek
Cilj dela je uporaba in evalvacija samokodirnikov za kombinatoricˇno optimi-
zacijo. Problem, ki smo ga resˇevali, je usmerjanje vozil. Posamezni problem
predstavimo z grafom. Kombinatoricˇno optimizacijo smo izvedli s strojnim
ucˇenjem. Najprej smo s samokodirnikom predstavili graf. Ucˇno mnozˇico
za samokodirnik smo ustvarili s prilagojeno metodo nakljucˇnih sprehodov.
Dobljeno vlozˇitev grafa smo uporabili za ustvarjanje resˇitve.
Problem usmerjanja vozil smo uspesˇno resˇili na grafih z manj kot 100
vozliˇscˇi. Primerjali smo rezultate samokodirnikov z metodo simuliranega
ohlajanja in preprosto pozˇresˇno metodo. Ker smo pri dekodiranju tudi upo-
rabili pozˇresˇno metodo, nas je zanimalo, ali so rezultati boljˇsi kot pri osnovni
pozˇresˇni metodi. Pokazali smo, da samokodirniki zajamejo lastnosti pro-
blema, ki jih lahko uporabimo za resˇevanje, saj so pokazali znatno boljˇse
rezultate od pozˇresˇne metode. Samokodirniki so pokazali boljˇse rezultate na
gostih grafih. Pristop s strojnim ucˇenjem sˇe ni primerljiv z uveljavljenimi
hevristicˇnimi metodami. Cˇe bi uporabili zmogljivejˇso hevristiko pri dekodi-
ranju in natancˇnejˇse vzorcˇenje, bi rezultati verjetno lahko konkurirali boljˇsim
hevristikam.
Dekodiranje je iskanje resˇitve v preprostejˇsem prostoru, kjer imamo na vo-
ljo vecˇ informacije o problemu. Nasˇe delo je mogocˇe izboljˇsati na vecˇ nacˇinov.
Nasˇe dekodiranje vlozˇitve je hevristicˇno. Uporabili smo preprosto pozˇresˇno
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metodo, vendar bi lahko uporabili zmogljivejˇso metodo. Primeren kandidat
je iskanje v snopu, kjer na vsakem koraku izberemo konstantno sˇtevilo naj-
boljˇsih potencialnih resˇitev. Kakovost potencialne resˇitve bi izracˇunali na
podlagi vlozˇitve.
Druga predlagana izboljˇsava je uporaba vodenega lokalnega iskanja, ki de-
luje po nacˇelu sosesˇcˇine in usmerjanja na podlagi kakovosti resˇitev. Vlozˇitev
grafa bi uporabili kot kazni in nagrade in s tem usmerjali iskanje k boljˇsim
resˇitvam.
Izboljˇsali bi lahko tudi metodo vzorcˇenja. V delu smo uporabili simulira-
nje iskanja v globino in sˇirino ter dolzˇine povezav. Lahko bi uporabili tudi
utezˇi vozliˇscˇ in uposˇtevali razmerje med prevozˇeno razdaljo in kolicˇino, ki jo
vozilo na tej poti dostavi. Na ta nacˇin bi vnesli v ucˇno mnozˇico sˇe informacijo
o ucˇinkovitosti poti in potencialno izboljˇsali kakovost vzorcˇenih poti.
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