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This paper shows how interpolation theory can be used in the structural analysis 
of I-matrices, which often occur in the description of the dynamics of multivariable 
systems. Using scalar interpolatory polynomials for the linear I-matrix case and 
interpolatory I-matrices for the general case, a set of spectral projectors is derived. 
The fundamental properties of the interpolatory polynomials and I-matrices 
are derived and used to develop a suitable form for the resolvent. 0 1989 Academic 
Press, Inc. 
The theory of A-matrices is becoming important in the study of large 
space structures as well as in other areas of control theory. The lack of a 
complete theory for A-matrices, at least to the extent that the theory for 
first order state variable systems exists, has hindered development of 
algorithms for A-matrices. This is especially true for large space structures 
where identification and control will be important in placing large flexible 
structures on orbit. Since flexible structures are generally characterized by 
second order A-matrices, it is important that the theory of A-matrices be 
developed to the maximum extent that is possible. The earlier work of 
Lancaster [l] plays an important role in most of the current literature on 
the subject matter. The later work of Dennis, Traub and Webber [2] 
deserves an important place in the literature on A-matrices. The most recent 
work of Lancaster, with Tismentsky [3], should be mentioned as this book 
covers material not included in the earlier work of Lancaster. The work of 
Gantmacher [4] should be noted as the two volumes on matrices are 
perhaps the outstanding works on matrix theory in the open literature 
today. 
Recent work on solvents and projectors by one of the authors and other 
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researchers indicates that there is some similarity between state variable 
theory, or techniques, and I-matrices. There is no doubt that the role of the 
matrix Riccati equation in control theory and spectral factorization played 
an important role in the development of some of the work in this paper 
and the thinking of the senior author [S]. The relation between the sign of 
a matrix, projectors, and partial fraction expansions revealed that there 
existed certain extensions of the state variable formulation to the A-matrix 
theory. The application of interpolation theory revealed some remarkable 
similarities as given in this paper. It should be pointed out that the work 
in this paper is limited and that extensions to other system areas exist. A 
method of computing the interpolation polynomials will be discussed in a 
later paper, as will a method of computing solvents. 
1. THE LINEAR A-MATRIX CASE 
Consider the linear I-matrix A(A) = AZ- A, where A E GP x ’ and ,J E $?. 
Assume that A(A) has a set {Ai};= I of distinct latent roots each of index 
mi. Consider the set of m scalar polynomials of the form 
Mi,,(~)=M:‘~“~‘+M:‘~“-‘+ ... +Mi’; i= 1,2, . . . . s l=O, 1, . . . . mi- 1 
(1.1) 
satisfying 
$ My) (/ii) = 6,r i= 1, 2, . . . . s, l=O, 1, . . . . mi- 1, r=O, 1, . . . . mi- 1 
(l-2) 
and 
My)(&) = 0 i # k, i, k = 1, 2, . . . . s, I = 0, 1, . . . . mi - 1, (1.3) 
where M:,‘)(1) is the rth derivative of the scalar polynomial M,,(I). The 
conditions for the existence of such a set of scalar polynomials are 
discussed next. Using the form of the polynomial and Eqs. (1.2) and (1.3) 
the matrix equation 
MV= Z 
holds, where Z is the identity matrix, 
409/143’2-16 
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and 
v= 
1 0 0 1 0 . . 1 . 
fit 
1 0 I, "' 0 I . . . 
21, "' 0 /$ 0 
'. : 11 
;i . . ) 
: ', 
,I- (n-1')1;-2 ..: f(&z,) A;+ '.. f(l,,m,) "' ).:-I :.. 
(1.5) 
where 
9 
(1.4) 
1 
f(L ml I= (*, _ 1 )! 
d”,- 1 [A”- ‘1 
dA.“‘-’ & 
The following proposition can now be given: 
PROPOSITION 1.1. Under the above notation, the set Mi,,(A), for 
i = 1, 2, . . . . s, I= 0, 1, . . . . mi - 1, of fundamental interpolating A-matrices 
exists and is unique if and only if the matrix V is nonsingular. If such is the 
case, then the coefficients of the interpolatory polynomials are given by V’. 
Proof: The proof follows directly from the matrix equation MV= I, 
where V is the well-known generalized Vandermonde matrix. 1 
EXAMPLE 1.1. Consider the linear A-matrix 
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which has latent roots I, = 2 with index m, = 1 and A2 =4 with index 
m, = 2. The fundamental interpolating polynomials can then be written as 
MJA) = M:,0ri2 + M;*Oi + Mi.0 
M,,(A) = Mf-OA2 + M,z,Oi + M$O 
M,,,(1)=M~‘~2+M~‘~+M:,l. 
The coefficients, according to the above proposition, are given by the 
equation 
(2; 5: 51”)=(; ,d %)!-(I 1; $) 
leading to the interpolating polynomials for A(A) of 
M,,,(A) = in2 - 21+ 4 
M2,0(l) = - $2 + 2A - 3 
MZ,,(A)=Q2-3;1+4. 
It is easily verified that Mil/ (Ai) = 6, and LU$,~] (A,) = 0 for i # k, i = 1, 2, 
and 1, r = 0, 1, . . . . mi-- 1. 
THEOREM 1.1. Given a linear A-matrix, A(L)=&-A, with a set of 
fundamental interpolating polynomials M;,,(l), with (i = 1, 2, . . . . I= 
0, 1, 2, . . . . mj- l), then 
It is easily shown that Cz!=, M:‘= 1 with C,!= 1 = 0 for j= 1, . . . . n - 1, 
which can be written in compact form as 
c M;‘=6,. 
i= 1 
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The result follows directly since 
The set of fundamental interpolating polynomials defined above can be 
shown to form a basis for the space of all (n - 1)-degree polynomials [7]. 
It is known from matrix theory (see Gantmacher [4]) that a function f(A) 
is said to be defined on the spectrum of an n x n matrix A with eigenvalues 
(4, A,, . . . . 41 each of index mi if f(A,), f(‘)(A,), . . . . f(“+‘)(A,) for 
i = 1, 2, . ..) s exist, where f”‘(;ij) denotes the ith derivative of /(A,). It is 
also known that if f(A) is defined on the spectrum of A then f(A) = P(A), 
where p(A) is a polynomial having the same value as f(A) on the spectrum 
of A. 
Using the fundamental interpolating polynomials, p(A) can be written as 
p(A) = i yi Ci,,M,,,(A). (1.6) 
i=l I=0 
Since p(A) and f(A) take on the same values on the spectrum A, 
P(A) = i mg ’ f”‘(k) M,,(A), ,=I I=0 
where 
Furthermore, since f(A) = -C p(A), 
f(A) = i mk ’ f”‘(1;) MJA). (1.7) 
i=l I=0 
Equation (1.7) can be used to show that the matrices Mi,,(A) satisfy some 
important properties summarized in the following lemma: 
LEMMA 1.1. Given a linear A-matrix of the form AI- A with a set of 
fundamental interpolating polynomials as defined in (l.l)-( 1.3), the matrices 
M,,(A) satisfy the following properties: 
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(i) M,,(A) A4JA) = Ofor all i#j [Orthogonality] 
(ii) M,T,(A) = MLO(A)for all i [Zdempotency] 
(iii) Mi,o(A)Mi,l(A)=Mi,,(A)for i= 1, . . . . s, Z=O, 1, . . . . mi- 1 
(iv) Cs=, M,,,(A) = I [Resolution of the Identity]. 
Proof: Property (i) can easily be shown from f(n) = Mi,o(l) M,,o(lz) in 
(1.7). Using f(A)= Mi,o(;l) Mi,,(I) in (1.7) leads to property (iii). As a 
special case of (iii) for I = 0, the idempotency property is obtained. The 
resolution of the identity is obtained for f(A) = 1 in (1.7). 1 
These properties are precisely the properties of the eigenprojectors of a 
square matrix as given in Denman et al. [S]. It is worth noting that all of 
the matrices Mi,,(A) commute with A since each is a polynomial in A. 
The interpolating polynomials are useful in the spectral decomposition of 
A as well as the matrix AZ- A. From (1.7), if f(A) = J., then 
A = i CliMi,o(A) + M;,1(A)l 
i= I 
or 
II- A = AZ- 1 [&Mi,o(A) + Mi,,(A)]. 
i=l 
The resolvent (sZ- A) ~ ‘, which often occurs as a result of the Laplace 
transformation of the state equation, can also be obtained if one considers 
f(A) = (s-1))‘. Using (1.7), 
This expression gives the partial fraction expansion of (sl- A)-’ and it 
turns out that the matrix coefficients of the expansion are precisely the 
matrices Mi, ,( A). 
EXAMPLE 1.2. Consider the I-matrix of Example 1.1 with the polynomials 
M,,,(A) = iA2 - 21+ 4 
M,,(tl) = - $2 + 21- 3 
M2,,(1) = g2- 3A + 4. 
The A matrix had eigenvalues of 2, = 1 of index 1 and A2 = 4 of index 2. 
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The matrices Mi,,(A) are then 
0 0 0 
M,,o(A)=+A2-2A+4z= 0 
( 1 
0 -1 
0 0 1 
1 
M,,,(A) = - $A’ + 2A - 3z= 0 
0 
( 
2 
M*,J(A)=+A*-3A+4z= -2 
0 
The reader can verify that M,,,(A), M,,(A), and M2, ,(A) satisfy the 
properties of Lemma 1.1. Moreover, it can be shown that A = 1, M,,,(A) + 
A,M,,,(A) + M*,,(A) which is 
It can also be shown that 
1 
2 2 2 
++44)* ~ i -2 -2 -2 1 . 
0 0 0 
Premultiplication of [sl-A]-’ by M,,,(A) leaves only that part of the 
expansion about the latent root I, = 2, i.e., 
0 0 0 
M,,,(A)[sZ- A] -1 = -& ( 0 0 o-1. ) 0 1 
The above development has described the application of the fundamental 
interpolating polynomials for a linear I-matrix and has established the 
proof that the A-matrix is completely characterized by the matrices M,,(A). 
In the terminology of A-matrices, the matrix A is a solvent of AZ- A. In the 
above development it has been shown that M,,(A), i.e., the evaluation of 
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the fundamental interpolating polynomials at the solvent of the A-matrix 
AZ- A is a projector as shown by Lemma 1.1. Furthermore, the funda- 
mental interpolating polynomials M,,(A) for i = 1,2, . . . . s are orthogonal. 
2. THE GENERAL A-MATRIX CASE 
Consider the A-matrix 
A(A)=Ag+AJ-‘+ ..’ +A,_‘A+A,, 
where Aid C”“” and 1 EC, Before proceeding, we define the concept of 
multiplicity for a solvent. The following is a natural extension of the 
concept of multiplicity for a root of a scalar polynomial. 
DEFINITION 2.1. Given A(A) as defined above, an n x n matrix R 
[respecively L] is a right [respectively left] solvent of A(A) of multiplicity 
k > 1 if (AZ- R)k [respectively (AZ- ~5)~ divides exactly A(A) on the right 
[respectively on the left]. 
The following result gives another characterization of the concept of 
multiplicity for a solvent. 
PROPOSITION 2.1. An nxn matrix R [resp. L] is a right [resp. left] 
solvent of A(A) with multiplicity k B 1 if and only if R [resp. L] is a right 
[resp. left] solvent of A “‘(;l)for i = 0, 1, 2, . . . . k - 1, where A”‘(A) represents 
the ith derivative of A(1) with respect to 1. 
ProojI The proof is limited to the right solvent case since the left 
solvent case uses a similar argument. 
In the first part of the proof, the property must be established that if R 
is a right solvent of multiplicity k then R is a solvent of A(‘) for i = 0, 1, . . . . 
k - 1. The ith derivative of A(I) with respect o ;1 is given by 
where Q(A) is the right quotient of the division of A(I) by (AZ- R)k and 
Qci-j)(A) is its (i- J )th derivative. Factorizing out (AZ- R)k - i on the right 
of (2.1), we obtain 
___ Q(i-l)(n)(Jz- R i- ) I) (AZ- R)kpi. (2.2) 
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It is clear from (2.2) that Aci’(n) vanishes at R for i= 0, 1, . . . . k - 1 which 
establishes the first part of the proof. 
In the second part, it is necessary to show that if R is a right solvent of 
Aci)(n) for i = 0, 1, . . . . k - 1 then (AZ- R)k divides exactly A(1) on the right. 
Assume (AZ- R)k does not divide exactly A(A), then it follows that 
A(A) = Q(A,(;lZ- R)“ + R(A), (2.3) 
where R(A) is the remainder of the division. Now if R(1) # 0 then A(A) 
would not vanish at R in (2.3) which contradicts the hypothesis that R is 
a right solvent; hence the second part of the proof is established which 
completes the proof of Proposition 2.1. 1 
EXAMPLE 2.1. Consider the l-matrix 
It can readily be verified that A(A) has solvents 
2 1 
R, 
-3 3 
= i 
4 2 
i of multiplicity 1 
-3 3 
R,= of multiplicity 2. 
Now consider A(A) = A,lm + A i A”- ’ + . . . + A, and assume that it has 
a set {R,, R,, . . . . R,) of solvents with multiplicities m,, m,, . . . . m, as 
defined earlier. 
Let us further assume that 
(1) a(R,)na(R,)=O for i#j 
and 
(2) g(A) = U o(RiL 
i= I 
which makes the set {RI, R,, . . . . R,} a complete set of right solvents. a(Ri) 
and c(A) denote, as usual, the spectrums of Rj and A(n), respectively. 
In analogy to the linear I-matrix case, define a set of interpolating 
I-matrices as follows: 
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DEFINITION 2.2. Given a A-matrix A(I) as defined above with a 
complete set of right solvents {R,, RZ, . . . . R,} with multiplicities 
1 ml, m2, . . . . m,), define the interpolating A-matrices as a set of m 
A-matrices of the form 
Mi,r(~)=M~‘lm-l+M:‘~“-2+ . . . +Jfy, &+C”X” (2.4a) 
satisfying the set of equations 
; M:;‘(R,) = 6,Z i= 1, 2, . . . . s, I=O, 1, . . . . mi- 1, (2.4b) 
Mj;‘(R,) = 0 for i#k, (2.4~) 
where M,“j’(R,) denotes the rth derivative of Mi,[(l) evaluated at solvent 
R,. ’ 
Using the form of the I-matrices Mi.,(A) in conjunction with the set of 
equations they must satisfy, we obtain matrix equation 
MV= I, 
where 
M2,W - 1 
m 
M2.W - 1 
m-1 
.,. M;.‘“Z--1 M;,“i-’ 
M s, m6 - 1 
m 
M”>“s- 1 
m-l 
. . . ,;.&I ,;,k 
and 
v= 
Z 
RI 
R: 
R7- 
0 0 . . . I . . . 
I 0 . . . R, ... 
2R, I . . R; . . 
. . 
(m- 1)Ry-2 k(m- l)(m-2)Ry-3 . . . RT-’ .., 
(2.5) 
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The existence and uniqueness of the matrix A4 and consequently of the set 
Mi,,(J) of interpolating A-matrices depends, as seen from (2.5), on the 
invertibility of the matrix V. The matrix V can be recognized as the 
generalized block Vandermonde matrix. Let us denote this matrix by V(R, , 
R 2, . . . . R,). 
THEOREM 2.1. Given a A-matrix with a complete set of solvents (R,, 
R,, . . . . R,) with multiplicities m,, m,, . . . . m,, a set of m interpolating 
A-matrices M,,(A), satisfying the conditions of Definition 2.2, exists and is 
unique if and only if the generalized block Vandermonde matrix V(R,, 
R,, . . . . R,) is nonsingular. 
Proof: The proof follows directly from Definition 2.2 and Eq. (2.5). 1 
In the following, some of the fundamental properties of the interpolating 
A-matrices Mi,[(i) will be established. By selection of the appropriate block 
rows and columns from Eq. (2.5) the following matrix equation results: 
1 . . . / 
R, R2 . . . R, 
= I. 
(2.6) 
Under the conditions o(Ri) n a(R,) = 0 for i # j the block Vandermonde 
matrix in Eq. (2.6) is nonsingular [2, 31. After commuting and block 
transposing, 
=I. (2.7) 
Multiplying the matrix on the left by the first block column of the block 
transposed Vandermonde matrix in the above equation, we obtain 
,C, Mj”O)=O for j#m. 
This leads to the following theorem. 
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THEOREM 2.2. Given a A-matrix A(L) with a set of solvents {R,, 
R 2, ..., R,} with respective multiplicities {m,, m,, . . . . m,} and a corre- 
sponding set of interpolating J-matrices &Ii,/(L) [i= 1, 2, . . . . s and I= 0, 1, . . . . 
mi - 1 ] satisfying the conditions of Definition 2.2, 
t: Mi,o(ll) = I. 
i=l 
Proof Consider 
Mi,o(l) = ~yv],m-’ + &q-O) + . . . + M(.$J’,A + &Q-O’. 
Summing over i = 1, 2, . . . . s, 
$, Mi,O(A)= C Ii4 (j:, ~‘~“‘)r--l+(~~M:“l’)i”-‘+ . . . +(pI..O)) 
Using C:=, Mz”) = Z and CT=, &I,!“‘) = 0 for j # m one obtains 
and the assertion is proved. 1 
The next properties follow directly from the conditions of Definition 2.2 
and the above theorem. Define the set S= {R,, R,, . . . . R,) of the solvents 
of A(J); then 
(i) M:,(X) = M,,(X) for all XE S 
(ii) Mi,o(X) Mj,o(X) = 0 for all XE S 
(iii) M,,(X) M,,(X) = Mi,,(X) for all XE S 
(iv) C;= 1 M,,(X) = Z for all XE S. 
Properties (i) and (ii) show that the evaluation of the interpolating 
L-matrices at the solvents Ri (i = 1, 2, . . . . s) gives a set of orthogonal projec- 
tors while property (iv) gives a resolution of the identity. 
A form for the resolvent A-‘(A) of A(,?) must now be derived but before 
that is done, the following result must be established. 
PROPOSITION 2.2. Given a manic I-matrix A(1) with a set of right 
solvents {R,, . . . . R2} with respective multiplicities {m,, m,, . . . . m,} and a 
corresponding set of interpolating A-matrices Mi,,(L), 
(AZ- R ) M. (2) = M”,“A(A) + M- 1.1 1 r,l+ 1(A) 
for i= 1, 2, . . . . s, I=O, I,‘...,m;- 1, and M,,,,(A)=O. 
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Proof: Consider the left division of M,(i, I) A(I)+ M,,+,(1) by 
(AI-&). This can be written as 
M,(h 1) A(A) + M,,+ ,(A)= (AI-R,) Q(n) + R(A), (2.8) 
where Q(A) and R(A) are, respectively, the quotient and the remainder of 
the division. Since the divisor is of degree 1, the degree of R(A) is zero, 
hence R(1) can be represented by a constant C, 
M;‘,“A(A) + hIi,,+ ,(/I) = (AZ- Ri) Q(A) + C. (2.9) 
Since Q(A) is of degree m - 1, Eq. (2.9) can be rewritten as: 
&y)(&p+‘Q”-‘+ . . . +A,)+My+‘p-‘+ . . . +My+‘) 
=(~I-Ri)(Ql~‘+‘+ ... +Q,)+C. 
Grouping and identifying the coefficients of iJ for j = m, m - 1, . . . . 0, we 
obtain 
C- R,Q = M”.“A + M(‘.‘+ l) 
I m I m m . 
Since A0 = Z, Q, = MI’,“. 
Now consider 
i 
0 I 0 . . . 
0 0 I . . . 
A,= ; ; . . 
0 0 0 . . . 
-A, -A,_, -Amp2 .‘. -A, 
the block companion form matrix associated with A(L). It can be seen from 
(2.5) that the matrix of coeflicients M is the inverse of the generalized 
Vandermonde matrix; hence 
MA,. = JM, (2.10) 
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where J is the generalized block Jordan form with the structure 
J = Diag(J, , J2, . . . . J,) 
and 
R, I 0 ... 0 
0 Ri I ... 0 
JiE ; ; ; . . . ; . 
0 0 0 '.. I 
0 0 0 .-' Ri 
Using only the appropriate block rows and columns of (2.10) it follows 
that 
where 
&f= 
i 
i 
and 
j= 
M(i.1) 
v(iY+ 1) 
M(‘.‘) . 
m-1 ... 
M(‘,l) 
0 . 
It follows that 
0 
0 
0 Ri Z 0 '.. 0 
0 Ri I ... 0 
. . . . . . 
0 00 : . . . Ri 0 . . . 0 
0 
0 
&f(‘J) 
2 
_ #‘A = jyJ,fjw + #id’ 1’; 
thus, using A,=Z and Q1 = M,(i, I)A,, one obtains 
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The next equation gives 
M(Ll) = Mfi,l)A, + ji~:i,l) + ~:i,l+ 1). 
3 
Thus using the set of equations obtained for the Q,.,, 
Continuing this process, we obtain 
e(n) = Mi,l(A) and c=o 
and the assertion is proved. 1 
It has been shown that 
(AZ- RJ M- (A) = ikP”A(A) + M. I, I 1 r,l+ ,(A), 
where I = 0, 1, . . . . mj- 1, and M;,,,(A)=O. Rewriting these equations for 
Z=O, 1, . . . . mi- 1, we obtain the system of equations 
(AZ- Ri) Mi*O(n) = My-“‘A(/Z) + M,,(I) 
(AZ- Ri) M,,(L) = My4(I) + Mi,*(l) 
(AZ- Ri) Mi,m,- 1(A) = My- “A(A) + Mi,m,- ,(A). 
Multiplying the first equation on the left by (AZ- Ri)‘?+ ’ yields 
(AZ- Ri)“~M;so(A) = (AZ-&y’ M:Ofl(n) + (AZ- Ri)“‘- l M;,,(A) 
but 
(2.11) 
(AZ- Ri)-’ Mi,,(A) = (AZ- zqy-2 Mf%4(L) + (AZ- &y--2 hIi,* 
(2.12) 
if the second equation is multiplied by (IZ-R,)mS-2. 
Substituting (AZ- Ri)“‘- ’ M,,(A) by its expression from (2.12) into 
(2.11) leads to 
(AZ- R,)“’ Mi,,(A) = (AZ- Ri)ml-l Ml(i, 0) A(A) + (AZ- Ri)m~p2 Mi’,” 
+ (AZ- Riy2 Mi,*(A). 
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Continuing this process, we obtain the general form 
m,- I 
(AZ- Rip Mi,,(l) = 1 (AZ- Rip-‘- l My” A(A). (2.13) 
I=0 
Multiplying both sides of (2.13) by (],I- Ri)-“’ gives 
M;,o(A) = c (AZ- R,)-‘-1 lq’J’A(I). (2.14) 
I=0 
The following important theorem can now be given. 
THEOREM 2.3. Given a l-matrix A(L) with a set of right solvents { Ri}:=, 
with corresponding multiplicities {mi}f=, and a set of corresponding inter- 
polating A-matrices {M,,,(A)}, the resolvent A-‘(A) of A(A) can be written as 
A-‘(A)= i mk’ @Z-R,)-‘-‘Mi’+ 
;=, /=o 
Proof. Equation (2.14) gives 
In- 1 
M~,~(A) = 1 (AZ-R,)-‘-’ M~‘~“A(L). 
I=0 
Taking the summation over i= 1, 2, . . . . s, 
i Mi,o(l) = i ‘ni ’ (I-Z- Ri)-‘-’ M;‘,“A(I,). 
i=, i=l /=o 
It is known from Theorem 2.2 that Es= 1 Mi,o(A) = Z, hence 
Z= i mil (&R;)-‘-l M;‘+(A) 
i=l I=0 
and 
A-‘(A)= i mi’ (&Ri)-‘-’ M;“‘., 1 
r=, /=O 
EXAMPLE 2.2. Consider 
A@)=(; ;)L3+(; -:>d2+( -; -:)A+(-: -;) 
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and 
The respective multiplicities are m, = 1 and m, = 2. 
The interpolating A-matrices of A(R) have been computed using (2.5): 
The reader can verify that these A-matrices, indeed, satisfy the fundamen- 
tal properties of the interpolating A-matrices as stated earlier. The resolvent 
A-‘(l) of A(A) is given by 
It can be seen that the above equation is the block partial fraction 
expansion of A -‘(A) about the right solvents of A(I): 
-32-2 -212-I 
-121-4 -7A-2 > 
31-3 21-2 
72-11 > 
-(a- 1)2 -(a- 1)2 
> (A- l)(-2A+6) (A- 1)(-A-5) ’ 
It is worth nothing that a premultiplication of A-‘(A) by M,,(A) leaves 
only the contribution due to solvent Ri, which shows that the interpolating 
I-matrices can be used to decompose the spectrum of A(R): 
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3. CONCLUSIONS 
It is difficult to write a section on conclusions regarding the important 
topic discussed in this paper. The work in this paper on interpolation 
theory and A-matrices is more of an interlude on the subject matter as there 
are many other areas of higher order matrix polynomials that need to be 
explored. Although the matrix polynomial in this paper has been referred 
to as a A-matrix, which is a special case of higher order matrix polyno- 
mials, there are numerous forms of matrix polynomials that have not been 
investigated. A few remarks can be made regarding the work in the paper 
and some of the results of the work. It has been shown that the interpola- 
tion polynomials satisfy identical properties of projectors, such as the 
eigenprojectors described in an earlier paper by Denman and Levas-Ramos 
[6]. The interpolation polynomials are idempotent and orthogonal as well 
as providing a method of determining the resolvent of a A-matrix. 
This paper extends the earlier work on projectors of the linear case to 
the general case of A-matrices. The interpolation polynomials provide a 
means of obtaining the solvents of the A-matrices and therefore permitting 
the partial fraction expansion of the inverse of a I-matrix. The extension of 
the work in the paper to other aspects of I-matrices is under way and will 
be published later. 
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