Abstract The rapid thinning of the ice shelves in the Amundsen Sea is generally attributed to basal melt driven by warm water originating from the continental slope. We examine the hypothesis that processes taking place on the continental shelf contribute significantly to the interannual variability of the ocean heat content and ice shelf melt rates. A numerical model is used to simulate the circulation of ocean heat and the melt of the ice shelves over the period 2006-2013. The fine model grid (grid spacing 1.5 km) explicitly resolves the coastal polynyas and mesoscale processes. The ocean heat content of the eastern continental shelf exhibits recurrent decreases around September with a magnitude that varies from year to year. The heat loss is primarily caused by surface heat fluxes along the eastern shore in areas of low ice concentration (polynyas). The cold winter water intrudes underneath the ice shelves and reduces the basal melt rates. Ocean temperatures upstream (i.e., at the shelf break) are largely constant over the year and cannot account for the cold events. The cooling is particularly marked in 2012 and its effect on the ocean heat content remains visible over the following years. The study suggests that ocean-atmosphere interactions in coastal polynyas contribute to the interannual variability of the melt of Pine Island Glacier.
Introduction
The ice shelves of the Amundsen and Bellingshausen Seas are thinning at rates as high as 6.8 m yr
21
, the fastest observed around Antarctica [Pritchard et al., 2012] . The unusually rapid thinning is generally attributed to basal melt driven by warm ocean water rather than iceberg calving or surface melt . The West Antarctic Ice Sheet (adjacent to the Amundsen and Bellingshausen Seas) is particularly vulnerable to this process as much of it is grounded below the sea level. This part of the continent experienced large recessions in the past 1 Myr that yielded substantial increases in the global sea level [Naish et al., 2009; Pollard and DeConto, 2009] . Recent studies suggest that most Amundsen Sea glaciers would be free of bed obstacles that could prevent further retreat and that early stage collapse may have begun [Joughin et al., 2014] assuming that present basal melt rates and warm ocean conditions are maintained in the future.
Ice volume budgets for the Amundsen embayment confirm that the ice flux changed considerably over the last decades. The discharge from Pine Island Glacier (PIG, see Figure 1 ) increased dramatically between 1994 and 2008 before stabilizing in 2009 [Mouginot et al., 2014, Figure 4a] . Although this variability may be related to glaciological processes (the grounding line reached the end of an ice plain around 2008), basal melt rates are known to be highly sensitive to ocean temperatures . Observations collected between 1994 and 2012 indicate that the volume of warm modified Circumpolar Deep Water (mCDW) present on the continental shelf also increased between 1994 and 2009 and decreased afterward .
One hypothesis to explain the interannual variability in mCDW is that large-scale atmospheric circulation patterns control the onshelf flux of ocean heat and consequently the melt of ice shelves in the Amundsen Sea (a ''remote control'') [Thoma et al., 2008; Steig et al., 2012] . Another hypothesis is that local processes (e.g., ocean heat loss in coastal polynyas) modulate the ocean heat content and thus the melt of ice shelves [e.g., Gwyther et al., 2014; Khazendar et al., 2013; Padman et al., 2012; Holland et al., 2010] .
The next section describes the numerical model and the experiments of the study. Then, we present results that support the view that local processes contribute to modulating the ice shelf melt. The last section summarizes the main results and discusses their significance in the context of global sea level rise.
Method
To simulate the conditions in the Amundsen Sea we employ a 3-D sea ice-ocean coupled model (Regional Ocean Model System, ROMS version 3.4) [Shchepetkin and McWilliams, 2005; Budgell, 2005] thermodynamically coupled to static ice shelves (with the three-equation formulation of Holland and Jenkins [1999] and transfer coefficients that are function of the friction velocity; see Dinniman et al. [2011] ). The model domain is 1400 3 735 km and covers the Amundsen Sea with a grid having a uniform horizontal spacing of 1.5 km (Figure 1 ). The fine grid is necessary to resolve the baroclinic Rossby radius (about 5 km on the continental shelf), to properly represent the small coastal polynyas Oð100 km 2 Þ and the horizontal transport of ocean heat [e.g., Årthun et al., 2013; St-Laurent et al., 2013, Figure 13] . The domain geometry is from IBCSO [Arndt et al., 2013, seafloor] and BEDMAP-2 [Fretwell et al., 2013, ice shelves] and includes Cosgrove, Pine Island, Thwaites, Crosson, Dotson, and Getz ice shelves as well as most of Abbot (located at the edge of the domain, see Figure 1 ). These two data sets are considerably more detailed than other products [e.g., R-Topo 1.5; Timmermann et al., 2010] but they also show significant differences in the shape of certain ice shelf cavities (notably Crosson and PIG). The vertical dimension is discretized with 20 topography-following (r) levels with refinement near the surface. The ocean model uses constant diffusivities along the horizontal (biharmonic for momentum, 3310 5 m 4 s 21 , and harmonic for scalars, 2 m 2 s 21 ) and the k-profile parameterization in the vertical [Large et al., 1994] . The sea ice component [Budgell, 2005; Hedstr€ om, 2009] combines the elastic-viscous-plastic rheology of Hunke and Dukowicz [1997] and thermodynamics [Mellor and Kantha, 1989] for one layer of ice and one layer of snow.
The numerical model is forced with daily averaged winds from AMPS [Powers et al., 2012] having a changing horizontal grid spacing of 20 km (years 2006-2008), 15 km (2009-2012) , and 10 km (2013). The annually averaged winds from these three periods are generally consistent despite the changes in grid spacing. The AMPS forecasts assimilate the data from three Automatic Weather Stations (AWS) installed in the Amundsen [Fairall et al., 2003] . Tidal forcing is not included.
The lateral boundary conditions are restricted to climatologies in order to focus on the interannual variability generated locally. The lateral ocean boundary conditions are imposed as radiation-nudging [Marchesiello et al., 2001 ] to a monthly climatology assembled from 5 day state estimates of a 1/68 resolution sea iceocean model constrained by observations (Southern Ocean State Estimate, SOSE, data from 1 January 2008 to 31 December 2010) [see Mazloff et al., 2010] . Lateral boundary conditions for sea ice are from a monthly climatology assembled from daily sea ice concentration data from the Advanced Microwave Scanning Radiometer (AMSR-E, 12.5 km grid spacing, data from 1 January 2006 to 1 October 2011) [see Cavalieri et al., 2014] . Note that AMSR-E data became unavailable after October 2011.
The Thwaites Ice Tongue (TIT) is an extension of Thwaites ice shelf composed of landfast ice and partially grounded icebergs [e.g., Tinto and Bell, 2011] . It is a semipermanent feature of the basin [see Scambos et al., 2001 ] that acts as a barrier for the westward-drifting sea ice. In our simulations, the TIT is represented as a static extension of Thwaites ice shelf that blocks the passage of sea ice while allowing the ocean to freely circulate underneath it. The shape of the TIT varies slightly from year to year but the model requires its geometry to be constant. To circumvent this limitation, we pick the central year of the simulation (2009) and define the horizontal extent of the TIT as the area around Thwaites where the sea ice concentration from AMSR-E is 75% year round (Figure 1 ). The thickness of the TIT is poorly known and set to a uniform value in the model (1 m) for simplicity. The heat fluxes through the TIT are always small (section 7) since the TIT is treated as an extension of Thwaites ice shelf [see Dinniman et al., 2007] .
The model starts from the SOSE fields on 1 January 2006 and is integrated in time for 16 years. The model atmospheric forcing covers the period 1 January 2006 to 31 December 2013 (8 years) and is repeated twice. The initial adjustment (spin-up) takes 5 years but for convenience we ignore the first 8 years altogether and focus our analysis on the second 8 years.
Model-Data Comparison
Field observations from the eastern side of the basin exhibit particularly warm water (>18C) along a large glacial trough (Eastern Trough, Figure 1 ) [see Dutrieux et al., 2014] . Comparison between the model and data indicates that the model reproduces the intrusion of mCDW and the general thermal structure ( Figure 2 ). The main deficiencies are an overly diffuse halo/thermocline, a warm bias of 0.58C around 400 m in front of PIG, and a slight cold bias in the bottom layer. Bottom potential temperatures are 1.18C in observations ( Figure  2c ) and 0.98C in the model (Figure 2b ; see also Figure 3b ). Basal melt rates are most sensitive to bottom temperatures because the bulk of the melt takes place near the grounding lines (see supporting information).
Conditions on the western side of the Amundsen Sea are generally colder with maximum potential temperatures around 0.58C . Comparison between the model and data collected along the ice shelf front (Figure 3 ) indicates that the model captures the west-east gradient in temperature. The thin thermocline (a regional proxy being the 28 above freezing isotherm) shoals from 600 m at Carney Island to 400 m near PIG. The main differences between the model and the data are a cold bias at depth in the eastern part of the domain (as noted above) and a warm bias west of Siple Island (thermocline 100 m too shallow). We attribute the warm bias to the boundary condition prescribed at the western edge of the model (the 28 isotherm is too shallow in SOSE).
The basal melt rates vary considerably among the main seven ice shelves of the basin (Table 1 ). The melt rates are largest underneath Thwaites ice shelf and PIG with values of 21 and 15 m yr
21
, respectively. The model reproduces the main regional differences but underestimates the melt of Crosson and Dotson Ice shelves and overestimates the melt of Cosgrove. Note that ice shelf melt rates are very sensitive to ocean temperatures or ice shelf topography [Little et al., 2009] 
Interannual Variability of mCDW on the Continental Shelf
In this section, we use the model to investigate the variability in the heat content of the continental shelf. We specifically focus on four subdomains located within the Eastern Trough (boxes A-D, Figure 1 ). Box A is located at the entrance of the trough and represents the conditions upstream of the ice shelves. Boxes B to D represent the conditions in front of Cosgrove and PIG. The heat content within the subdomains is defined as the volume integration of the model potential temperature h (in 8C) averaged over blocks of 5 days. Note that this definition of the heat content allows for negative values wherever the water temperature is <08C. We further divide each subdomain into an upper and a lower box representing the conditions above and The variability of the upper boxes is dominated by a large seasonal cycle in all the subdomains (Figures 4a  and 4c ). The heat content reaches a maximum in January-February and a minimum around November. The seasonality of the upper box is largely due to surface heat fluxes mediated by the seasonal sea ice cover (not shown). The heat content below 250 m follows a different evolution. Upstream of the ice shelves (box A, Figure 4b ), the heat content gradually increases from 2006 to 2009 and decreases afterward (in qualitative agreement with the observations of Dutrieux et al. [2014] ). The variability is considerably smaller than in the upper box. There is no obvious seasonality as peaks and troughs appear sometimes in summer and sometimes in winter.
In front of the ice shelves, the heat content of the lower box generally increases in 2006 and decreases in late 2012 (Figure 4d ). The time series exhibit abrupt declines in September of years 2006, 2007, 2012, and 2013 . These events are more pronounced at box B (Cosgrove) but are also visible at box C and D (see September 2007 September , 2012 September , and 2013 . A decrease of 10310 11 8C m 3 is approximately equivalent to a 0.38C decrease in the mean temperature of a box. We note that the overall variability is very different from the upstream box (A) and that boxes B, C, D tend to evolve together (Figures 4b and 4d ). In the next section, we will focus on the origin of these cold events that affect Cosgrove and PIG. Rignot et al., 2013] . 
Formation and Circulation of the Cold Anomalies
We investigate the origin of the cold anomalies by examining the ocean temperature and circulation in the months prior to September. For this purpose, we create a monthly climatology of the model results for the years 2006-2013. We specifically focus on the conditions at depth (250 m) since they are closer to the conditions underneath the ice shelves.
The month of June is characterized by relatively warm temperatures (>20.38C over the eastern trough) from the shelf break to PIG (Figure 5a ). The flow is eastward at the shelf break and becomes southward within the eastern trough. The streamlines converge in front of PIG to form a clockwise gyre [e.g., Thurnherr et al., 2014] . In the following months, the conditions at the shelf break stay relatively constant while the temperature along the coast becomes gradually cooler (Figures 5b-5d ). The cooling is particularly vigorous in front of Cosgrove Ice Shelf and between Cosgrove and PIG (box C) with temperatures reaching 21.98C at the coast (Figures 5b-5d ). The streamlines indicate that some of this cold water is transported southward and joins with the clockwise gyre located in front of PIG. In October, the temperatures start to increase again along the eastern shore (Figures 5e and 5f ).
The sequence of events shown in Figure 5 takes place every year but with different magnitude. The cooling is most apparent in September 2006 September , 2007 September , 2012 September , and 2013 (Figure 4d ). The recurrence of the phenomenon is illustrated in two movies (see ''supporting information'') showing the heat content below 250 m and the temperature at 375 m depth, respectively. This depth horizon corresponds to the highest instrument on most moorings deployed in the Amundsen Sea.
We examine the formation of the cold anomalies in further detail with two transects located in front of Cosgrove ice shelf and between Cosgrove and PIG (magenta and cyan lines in Figure 1, respectively) . In both 
Journal of Geophysical Research: Oceans

10.1002/2015JC010709
cases, near-freezing water appears around June at the surface near the ice shelf front/coastline (Figures 6a  and 6e ). The cold water mass expands vertically and horizontally over the following months (Figures 6a-6h) . By September, the 218C isotherm reaches the sea floor along the cyan transect (500 m depth, Figure 6h ). 
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The results from these two transects are suggestive of large surface heat loss and cold water formation in front of Cosgrove and along the coastlines of box C.
The cold water mass expands sufficiently far offshore to affect the transport of heat within the southward coastal current (Figures 6d and 6h ) that leads to the clockwise gyre of Pine Island Bay ( Figure 5 ). This sequence of events, from the formation of cold water inside boxes B-C to its advection within the gyre, is represented in the two movies in ''supporting information.'' The southward propagation of the cold anomaly is also represented by Hovm€ oller diagrams in supporting information. The signal propagates along the coast at a speed varying between 8 and 15 cm s 21 .
The passage of the cold anomaly in front of PIG is accompanied by a deepening of the isotherms between August and September (Figures 6i and 6j) . The 218C isotherm reaches down to 400 m in September which is sufficiently deep for the cold anomaly to affect the basal melt rates. Note that the strongly sheared and surface-intensified flow at the ice shelf front contributes to deepening the isotherms through the 
Heat Budget for the Coast of the Eastern Amundsen Sea
We examine the cause of the annual cooling occurring along the coastlines (e.g., Figures 5 and 6 ) by considering the heat budget of the boxes defined in Figure 1 : 
where H box is a volume integration of the model potential temperature (bottom to surface), S is the net surface heat flux, B represents the net horizontal heat transport across the lateral boundaries of a box, and I is the heat flux at the ice shelf-ocean interface (where the box is bounded by an ice shelf). The budget represented in equation (1) is constructed from 5 day averages of each term in the temperature equation (timederivative, horizontal and vertical advection, horizontal and vertical diffusion). The averaged fields are interpolated from the original topography-following grid to the boxes of Figure 1 . A residual term R(t) is added to equation (1) to represent the errors arising from the interpolation and from horizontal diffusion of heat (neglected in equation (1); the horizontal diffusivity is only 2 m 2 s 21 ).
The cooling occurring in boxes B and C (Figures 5 and 6a-6h) is represented by large negative values for @H =@t from March to October (Figures 7a and 7b) . In both boxes, the negative @H=@t is primarily due to the surface heat fluxes S. This term remains significant during the period of heavy sea ice cover (austral winter) which suggests the presence of polynyas along the coast (see next section). The next term in importance is the lateral transport of heat (B) that is generally positive and equivalent to an influx of warm water and/or an outflow of cold water. This term fluctuates over the year with the ocean circulation but it generally increases from August to November as the cold winter water produced in these boxes is gradually replaced by warmer water ( Figure 5 ). The other terms of the budget (I, R) are relatively small and play a secondary role in the seasonal cycle (Figures 7a and 7b ).
The heat budget for box D is qualitatively different than those of boxes B and C. The surface heat fluxes (S) are still significant but have a secondary effect on the seasonal cycle. The budget is dominated by the lateral heat transport (B) and by heat loss to the ice shelf (PIG, I). The heat transport decreases by 33% between August and September and leads to a similar decrease in ice shelf melt (I; in agreement with Figures 6i and 6j ). In the next section, we will examine how the sea ice cover allows for the large surface heat loss and cooling along the eastern shore of the Amundsen Sea.
Heat Loss Within Polynyas
Winter-time surface heat loss is normally mediated by sea ice that acts as a thermal insulator. Satellite images reveal, however, recurrent areas of open water (polynyas) along the eastern shore of the Amundsen Sea during winter [Mankoff et al., 2012, Figure 5; Scambos et al., 2001] . The polynyas are represented in the model by ice concentrations approaching zero and correspondingly large surface heat fluxes.
The general distribution of sea ice simulated by the model is compared to satellite observations in Figure 8 (AMSR-E and SSM/I, Special Sensor Microwave Imager). The sea ice concentrations from SSM/I use the NASA Team (NT) algorithm on a 25 km grid [Cavalieri et al., 2015] . The sea ice concentrations from AMSR-E use the Enhanced NASA Team (NT2) algorithm on a 12.5 km grid [Cavalieri et al., 2014] . Both satellite data sets are gridded by summing and averaging the observational points whose center fall within a grid cell (''drop-inbucket'' method). A comparative study involving 21,600 ship-based observations around Antarctica [Beitsch et al., 2015] shows that SSM/I with the NT algorithm underestimates sea ice concentrations by 13.9% during winter. AMSR-E with the NT2 algorithm overestimates concentrations by 4.7% during the same period.
The model and the two satellite estimates exhibit relatively low ice concentrations in front of Abbot, Cosgrove, and PIG (Figure 8 ). This ''band'' of low ice concentration is 10-50 km wide, or only a few grid points of the satellite data. A large polynya is also apparent on the lee side of the Thwaites Ice Tongue (the Amundsen Sea Polynya). This qualitative agreement between model and data suggests that the simulated
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ice cover is reasonably realistic. We note however that the three figures differ in absolute numbers. SSM/I concentrations are consistently lower than AMSR-E (by 10-15%). These large differences are consistent with the biases reported by Beitsch et al. [2015] . The model is similar to AMSR-E away from the shores but closer to SSMI along the coasts. A more quantitative model-data comparison is further hindered by obvious differences in the shape of the coastlines and by artifacts from the ''bucket'' averaging [especially in SSM/I; e.g., Martin et al., 2004] .
The general distribution of sea ice plays a critical role in the heat budget of the model. The loss of heat from the ocean surface is effectively zero except within the areas of low ice concentrations described previously (Figure 7d ). The polynyas allow a year-long exchange of heat between the ocean and the atmosphere inside box B and C (Figures 7a and 7b) . The surface heat fluxes are responsible for the cold surface winter water that is subsequently transported toward PIG. In the next section, we examine the effect of the cold anomalies on the melt of PIG. 
Effect of the Cold Anomalies on Pine Island Glacier
The impact of the cold events on PIG is examined in Figure 9 . We specifically focus on a [2014] ). In September, the cold anomaly appears to propagate along the coast and within the southward current (described in section 5). It intrudes underneath PIG from its northern side and causes a temperature decrease of 20.38C in the northern half of the ice shelf cavity (Figure 9b ). This cooling leads to a 20% decrease in the ice shelf melt rate between August and October ( Figure 7c ). Some of the cold water does not enter the ice shelf cavity and circulates along the ice shelf front before continuing westward (Figures 6i and 6j ). Mooring data and numerical simulations covering longer periods of time will be required to fully understand the interannual variability of ice shelf melt rates in the Amundsen Sea. We can nevertheless use the present model results for a preliminary investigation. The variations in the heat content of PIG/box D are primarily driven by the lateral transport of heat (Figure 7c ) which in turn depends on the heat content upstream and the ocean circulation. We thus define for our purpose the ''heat content upstream of PIG'' as the heat content below 250 m in boxes B-C, and the ''volume transport upstream of PIG'' as the depthintegrated flow across a gate positioned north of PIG (see Figure 9 ).
Interannual variations in the heat content upstream seem to explain some of the variations in PIG's heat content (compare Figures 10a and 10c ) but certain discrepancies are apparent. The large heat loss in box B in September 2006 has no counterpart in PIG's heat content time series (Figures 10a and 10c) . We suggest that such discrepancies could be caused by interannual variations in the ocean circulation. The transport (Figure 10d ) which would effectively prevent the cold water from reaching the ice shelf cavity. Additional in situ observations will be required to confirm or invalidate the model results.
Discussion and Summary
Field observations from the last 20 years describe the warming and subsequent cooling of the water on the continental shelf of the Amundsen Sea . The variability is often attributed to the largescale atmospheric circulation influencing the onshelf flux of heat [Thoma et al., 2008; Steig et al., 2012] . Additional observations are required however to confirm that this mechanism is the sole control over the melt of the ice shelves [e.g., Wåhlin et al., 2013] . Our study suggests that local processes (surface heat loss in coastal polynyas) also modulate the heat content of the shelf and have a direct impact on ice shelf melt rates. Future modeling studies that aim to compare these two drivers should cover the entire range of variability at the shelf break and also resolve the coastal polynyas.
The importance of surface heat loss in coastal polynyas was highlighted in studies of Totten Glacier (another fast-melting glacier in Eastern Antarctica, Khazendar et al. [2013] and Gwyther et al. [2014] ) and in the Bellingshausen Sea Holland et al., 2010] . Such small-scale coastal processes represent a formidable obstacle for realistic projections of future ice sheet mass balance and global sea level rise. The Pine Island Glacier polynya cannot be represented explicitly in state-of-the-art climate models whose grid spacing is Oð10 kmÞ and larger. Similarly, Antarctic ice sheet models often assume idealized ocean forcing and lack the ocean-atmosphere interactions described in this study [e.g., Nowicki et al., 2013] . A final caveat concerns the topography of the ice shelf cavities that changes over time and is not always properly constrained [see Fretwell et al., 2013] .
