A cluster-based method was used by Chen et al. 24 to analyze parametric profiles in Phase I of the profile monitoring process. They showed performance advantages in using their cluster-based method of analyzing parametric profiles over a non-cluster-based method with respect to more accurate estimates of the parameters and improved classification performance criteria. However, it is known that, in many cases, profiles can be better represented using a nonparametric method. In this study, we use the clusterbased method to analyze profiles that cannot be easily represented by a parametric function. The similarity matrix used during the clustering phase is based on the fits of the individual profiles with pspline regression. The clustering phase will determine an initial main cluster set which contains greater than half of the total profiles in the historical data set. The profiles with in-control T 2 statistics are sequentially added to the initial main cluster set and upon completion of the algorithm, the profiles in the main cluster set are classified as the in-control profiles and the profiles not in the main cluster set are classified as out-of-control profiles. A Monte Carlo study demonstrates that the cluster-based method results in superior performance over a non-cluster-based method with respect to better classification and higher power in detecting out-of-control profiles. Also, our Monte Carlo study shows that the clusterbased method has better performance than a non-cluster-based method whether the model is correctly specified or not. We illustrate the use of our method with data from the automotive industry.
Introduction
Profile monitoring is a well-known approach in statistical process control (SPC) where the quality of a product or a process is characterized by a functional relationship between a response variable and one or more explanatory variables. This functional relationship here is referred to as a "profile". Profile monitoring, and SPC in general, is conducted over two phases, labeled as Phase I and Phase II. Literature reviews and an introduction to profile monitoring can be found in Woodall et al. 1 , Woodall 2 and Noorossana et al. 3 . In SPC, a single profile is commonly used to characterize the quality of a product or process. However, Noorossana et al. 4 also showed that in some cases, multiple profiles can be used simultaneously to characterize in a better way the quality of a product or process. For ease of illustration, a single profile will be used in our study.
In Phase I profile monitoring, one goal is to separate the in-control process data from the out-ofcontrol process data in the historical data set (HDS). The performance of the Phase I analysis can be measured in terms of how well one can correctly identify the out-of-control process data in the HDS.
Here, an out-of-control process is one where at some point there is a change in the functional relationship between the response and the explanatory variables. We consider a sustained shift in the functional relationship in our paper. The profiles from the out-of-control process are usually removed from the HDS and the remaining profiles are used to compute the statistics needed for establishing the control limits used in Phase II analysis.
To separate the in-control process data from the out-of-control process data, the first step is to fit each profile using some appropriate modeling technique. In some applications, the profile can be represented adequately by some parametric function. For example, Croarkin 5 , Stover and Brill 6 , Kang and Albin 7 ,
Kim et al. 8 , Mahmoud and Woodall 9 , Wang and Tsung 10 , Gupta et al. 11 and Zhang et al. 12 have all used parametric profiles in their work. In many other cases, profiles may not be well-modeled by parametric functions. Nonparametric profile applications were studied by Jin and Shi 13 , Lada et al. 14 16 , Gupta et al. 11 , Williams et al. 17 , Williams et al. 18 , Zou et al. 19 and Abdel-Salam et al. 20 . To analyze parametric profiles, the presence of profiles from the out-of-control process can be detected by the Hotelling's 2 T statistic based on the estimated regression parameters. Kang and Albin 7 ,
Kim et al. 8 and Mahmoud and Woodall 9 used the Hotelling's 2 T statistic based on the estimated regression parameters to detect the out-of-control profiles. The Hotelling's 2 T statistic has also been used to detect out-of-control nonparametric profiles. For example, Abdel-Salam et al. 20 proposed using estimated best linear predictors (eblups) to calculate the Hotelling's 2 T statistics.
In the profile monitoring context, data observed within each profile are generally correlated as a result of being obtained as repeated measurements on the same experimental unit. In order to account for the correlation structure within each profile, Jensen et al. 21 , Jensen and Birch 22 , Qiu et al. 23 and Chen et al. 24 proposed the use of mixed models to model the profiles. Based on the linear mixed model, Jensen et al. 21 and Jensen and Birch 22 proposed detecting profiles from an out-of-control process in Phase I by comparing each estimated profile specific (PS) curve to the estimated population average (PA) curve using the 2 T statistic. However, Chen et al. 24 found that the ability of this method to distinguish profiles from the in-control and out-of-control processes will be distorted if there is a moderate or large shift among the profiles. Instead of using the estimated PA parameter vector based on all profiles from the entire data set to calculate the 2 T statistic, Chen et al. 24 proposed a cluster-based method to cluster the profiles before estimating the PA parameter vector, and demonstrated the performance advantages of using their cluster-based method over the method provided by Jensen et al. 21 and other robust methods.
Chen et al. 24 however, only considered the cluster-based method applied to the monitoring of parametric profiles. In many cases, profiles cannot be well modeled by parametric functions. For example, for automobile engine data, used in Chen et al. 24 , the relationship between the torque produced by the engine and engine's speed in revolutions per minute (RPM) is used to characterize the quality of the engine. A plot of the raw data for 20 engines contained in Table A -1 is shown in Figure 1 .1.
Parametric profile monitoring methods, using a quadratic curve for each engine, have been applied to this data by Amiri et al. 25 and Abdel-Salam et al. 20 and all engines were found to conform to the same in-control process. Using their cluster-based method applied to the parametric fits to the engine profiles (based on fitting quadratic curves to each engine), Chen et al. 24 detected engine 11 as being from a process different from the other engines and thus suggesting potential mechanical issues with engine 11.
Further work by Abdel-Salam et al. 20 has shown that the relationship between torque and speed in RPM can be better represented by a nonparametric function. They used a nonparametric mixed model, based on p-splines, to detect engines 11 and 20 to be from the out-of-control process. Further analysis of this example data will be illustrated in Section 4. 
Nonparametric Mixed Model in Profile Monitoring
The mixed model has been used to monitor correlated data within each profile in the HDS. Based on the mixed model, the th i profile can be represented nonparametrically as
where m is the number of profiles in the HDS, i y is the 
The successive difference variance-covariance estimator is used here since Sullivan and Woodall 30 showed that use of the successive difference estimate ˆD V is effective in detecting sustained step changes in the process that may occur in Phase I data. Other robust variance-covariance estimators (see Chenouri et al. 31 ) can be used instead of ˆD V if a change in the process is suspected to be due to something other than a sustained shift. Unusual profiles can be determined by comparing T statistic based on the eblups from the mixed model works well in the situation where the size of the sustained shift for the out-of-control process is small. However, Chen et al. 24 showed that this method can be distorted if the shift size from the out-of-control process is moderate to large. They proposed to remedy this situation by using a cluster-based method in monitoring parametric profiles.
Also, they demonstrated the performance advantages of using their cluster-based method to detect the out-of-control profiles over the non-cluster-based method. In addition, Chen et al. 24 demonstrated that the probability of signal (POS), a commonly used statistic for evaluating the performance of a method in detecting a change in the process during Phase I analysis, can be very misleading. They proposed supplementing the POS in Phase I analysis with the metrics formed from the classification table (Table   2 .1) after completing the Phase I analysis al. 32 pointed out that similar metrics are used in biosurveillance for applications in which outbreak time periods are to be distinguished from non-outbreak time periods.
In our study, the cluster-based method will be used in analyzing nonparametric profiles. We assume there is a correlation structure within each profile and use a mixed model. Details of the proposed method will be given in Section 3 and the performance of the proposed method will be compared to the method of Abdel-Salam et al. 20 , which is referred to herein as the non-cluster-based method.
Cluster-Based Method in Monitoring Nonparametric Profiles
Recall that in Equation (2.1), the th j response from the th i nonparametric profile can be written as
are nonparametric functions and can be estimated by using a nonparametric mixed model, as for example, model (2.4). With the proposed cluster-based method one will first fit a curve individually to each profile using the p-spline regression method (using, for example, the truncated polynomial basis). Each estimated profile curve will then be represented by a vector of estimated parameters. The corresponding variance-covariance matrix of these m vectors, , V can be estimated by some appropriate method. The second step is to obtain the similarity matrix, S , based on the estimated parameter vectors and variance-covariance matrix. An appropriate clustering method is then used to cluster the profiles based on .
S
To obtain a set of similar profiles, hierarchical clustering with a proper linkage is performed until a main cluster set containing at least half the profiles is formed. the remaining profiles outside of the main cluster set is beyond the control limit or all the profiles in the HDS have been moved to the main cluster set. Upon completion of the algorithm, those profiles contained in the main cluster set are labeled as profiles from the "in-control process" and those not included in the main cluster set are labeled as profiles from an "out-of-control process". A similar iterative procedure was also used in a multivariate control chart setting by Shiau and Sun
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. The proposed algorithm is now outlined in detail.
Step 1. Fit the th i profile by using the p-spline regression method. Note that the p-spline with the first order truncated polynomial basis is used as an example in our paper. We have 
Step 2. 
Step 3. Perform a hierarchical cluster analysis using an appropriate linkage function on the given similarity matrix to obtain the main cluster set of profiles. The initial main cluster set is defined as the first cluster set that contains greater than half of the profiles. We denote the set of indices for the profiles in the main cluster set by C  . Stop the clustering process as soon as at least greater than half of the profiles are contained in the initial main cluster set C  .
Step 4. Use the p-spline mixed model approach to estimate the parameters for the PA profile based on the profiles in C , The estimated PA profile can be represented as
Then for all profiles not in the main cluster set , C compute
where " i " denotes the th i profile not contained in C and add the profiles which have
Here α is the level of the test and [α/m] is the Bonferroni adjustment for multiple comparisons. The degrees of freedom used for the chi-square distribution is K+p, where K is the number of knots and p is the order of the truncated polynomial basis in the p-spline regression.
Step 5. Repeat step 4 until no profile can be added to the main cluster set C or all profiles have been added to the main cluster set C. All these profiles in the main cluster set C will be classified as profiles from the in-control process and will be used to estimate the PA profile with the nonparametric mixed model for Phase II analysis. The estimated PA profile can then be obtain using Equation (2.6) based on all the profiles in C. Individual profiles in C can be estimated using Equation (2.5). The estimated PA profile may then be used to set control limits for the process in Phase II.
Nearly identical results were obtained in all examples and simulations using either "ward" or "complete" linkage. Other linkage functions may work equally as well. Complete linkage was used in all results presented in subsequent sections. Also, in this algorithm, the successive difference variancecovariance estimator is recommended if there is concern about a sustained shift. Other robust variancecovariance estimators such as minimum volume ellipsoid (MVE), minimum covariance determinant (MCD), reweighted MVE or the reweighted MCD can be used as well. The user needs to decide which variance-covariance matrix estimator is best suited for his/her situation.
The Automobile Engine Application
In the automotive application from Amiri et al. 26 the goal is to study the relationship between the torque produced by an engine and the engine speed in revolutions per minture (RPM). The application considered here is for the engine type TU3, which are assembled for a French automobile, the Peugeot.
In this example, there are 20 engines in the HDS and for each egnine, the speed values were set equal to 1500, 2000, 2500, 2660, 2800, 2940, 3500, 4000, 4500, 5000, 5225, 5500, 5775, and 6000 RPM and the engine's corresponding torque values were measured. An engine with mechanical or other issues will 11 yield a relationship that is different from other engines. The raw data set (see Table A -1 in the Appendix), where individual data points for each engine are connected by straight-line segments, is shown in Figure 1 .1. This data set has been analyzed using profile analysis methods by Abdel-Salam et al. 20 and Chen et al. 24 . In our study, the cluster-based method with a nonparametric mixed model, using the p-spline method with the first-order truncated basis, will be used to fit the relationship and to detect any unusual engines.
Step 1. Using p-spline regression, we fit to the data for each engine with the model     Step 2. Using ˆi φ computed in step 1, we obtained the similarity matrix .
S
Step 3. Perform the cluster analysis on the similarity matrix S using complete-linkage. The cluster process is represented by the dendrogram in Figure 4 .1. Since there are 20 engines in total, the initial main cluster must consist of at least 11 engines. The cluster history is listed in Table 4 .4. One can see that the initial main cluster set contains 9 profiles at step 17 and that 6 more profiles are added to this initial main cluster set in cluster step 18, resulting in 15 profiles in the main cluster. Since this is the first step that the main cluster set contains greater than half of the profiles, the cluster step of the algorithm stops at this point. The cluster history (Table 4. 4) shows that the proposed algorithm ended up with 15 engines in the initial main cluster set, consisting of engines 1-10 and 13-17.
Step 4. The corresponding estimated PA profile is then obtained by fitting the p-spline mixed model to the data for the 15 engines in the main cluster. The estimated PA profile is
If we define Step 5. Repeat step 4 and use the mixed model to update the estimated PA profile by using the engines Since the 2 T statistics above show that no profile can be added, the algorithm stops with the in-control engines identified to be 1-10 and 12-19.
Table 4.4: Cluster history based on eblups for 20 engines
Step 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 The cluster dendrogram in Figure 4 .1 shows that clustering phase ends up with a main cluster set of engines and two minor sets, one minor set contains engines 11-12 and the other minor set contains the engines 18-20. After the sequential addition of the remaining engines to the initial main cluster set, the 
A Monte Carlo Study
If the researcher choses a parametric model that is adequate and estimates the parameters for this model appropriately, then the researcher's model is correctly specified and maximum information regarding the curves can be extracted from the data. On the other hand, if the researcher's model is not adequate then this model misspecification inhibits maximum information extraction from the data and incorrect decisions from such an analysis are likely to result. Use of a nonparametric model and a nonparametric method, such as a spline regression technique, are warranted when no adequate parametric model can be determined. In this case, improved fits to the data can often be obtained over use of an inadequate parametric model and better fits often lead to fewer errors in the decision making process. Our Monte
Carlo study demonstrates how model misspecification affects the performance of the cluster-based method and the non-cluster-based method.
Our Monte Carlo study is used to evaluate the average performance of the cluster-based method and the non-cluster-based method when analyzing profiles estimated with a nonparametric method such as p-splines. The performance will be measured by the following metrics: FCC, sensitivity, specificity, ii xb The out-of-control profiles are also generated from Equation (5.1) but with a sustained shift contained in profiles m 1 through m as  values, the FCC values from two methods are very close when the shift value is small. However, when the shift value is moderate or large, the cluster-based-method works uniformly better than the non-cluster-based method. Also, Figure 5 .2 shows that the FCC values for the two methods are increasing as the shift value increases, as expected. The FPR measures the proportion of falsely classified in-control profiles and the smaller values represent the better performance. In Figure 5 .3, the average FPR for the cluster-based method is uniformly smaller than the ones from the non-cluster-based method when the shift is moderate or large regardless of  values, and while shift is small, the FPR values for the two methods are very close.
The POS is another performance metric commonly used in SPC. Figure 5 .4 displays the POS of the two methods with different shift values. The conclusion is consistent with the conclusions from the plots of the FCC and the FPR, i.e., the cluster-based method works better than the non-cluster-based method.   , the nonparametric method works better than the parametric method and the cluster-based method works uniformly better than the non-cluster-based method, whether the parametric or nonparametric methods are used. All simulation results can be found in the tables in the Appendix.
In addition, one can see that the nonparametric method is more robust compared to the parametric method. For example, when 0   , the specificity from the parametric method is 30% larger than the corresponding specificity from the nonparametric method, while the specificity from the nonparametric method is 90% larger than the specificity from the parametric method when 4   .
Conclusions and Outlook of Future Work
The goal of this research is to use a cluster-based method in monitoring nonparametric profiles and to demonstrate an improvement over other methods. The Monte Carlo study demonstrates that, in the presence of a sustained shift, the proposed cluster-based method results in superior performance over a non-cluster-based method regardless of whether the model is correctly specified or not. Further, if the model cannot be correctly specified, the researcher should incorporate a nonparametric model and a corresponding appropriate nonparametric procedure, such as p-splines, in conjunction with the clusterbased method to improve the profile monitoring results over using a non-cluster-based method.
Specifically, our Monte Carlo study indicates that the cluster-based method performs uniformly better than the non-cluster-based method when there is a moderate or large sustained shift. The cluster-based method not only has larger POS values, but also has better performance in classifying the in-control and out-of-control profiles.
In our study, the cluster-based method is illustrated for the case where the response variable is continuous and normally distributed. However, these assumptions will not always be reasonable. For example, the response variable could be counts, a binary variable or a continuous variable from a distribution other than the normal distribution. In these cases, the profile or relationship between the 21 response variable and explanatory variables can be represented by using the generalized linear mixed model. For future work, the cluster-based methods could be applied in those situations where the response variable comes from the exponential family and the relationship between the response variable and explanatory variables can be represented by using the generalized linear model.
Our algorithm was programmed using R and the program is available from the authors upon request.
The algorithm is surprisingly fast. For example, the case study analysis required only a second using a moderately equipped PC. RPM  T_E1  T_E2  T_E3  T_E4  T_E5  T_E6  T_E7  T_E8  T_E9  T_E10  1500 
