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Quantizing polaritons in inhomogeneous dissipative systems
Aure´lien Drezet 1
(1) Univ. Grenoble Alpes, CNRS, Institut Ne´el, F-38000 Grenoble, France
In this article we provide a general analysis of canonical quantization for polaritons in dispersive
and dissipative electromagnetic inhomogeneous media. We compare several approaches based either
on the Huttner Barnett model [B. Huttner, S. M. Barnett, Phys. Rev. A 46, 4306 (1992)] or
the Green function, Langevin noise method [T. Gruner, D.-G. Welsch, Phys. Rev. A 53, 1818
(1996)] which includes only material oscillators as fundamental variables. We show that in order to
preserve unitarity, causality and time symmetry one must necessarily include with an equal footing
both electromagnetic modes and material fluctuations in the evolution equations. This becomes
particularly relevant for all nanophotonics and plasmonics problems involving spatially localized
antennas or devices.
PACS numbers: 42.50.Ct, 41.20.Jb, 73.20.Mf
I. INTRODUCTION
Tremendous progress has been realized in the last
decades concerning the theoretical foundation of quan-
tum optics in dielectric media. While the historical ap-
proach proposed by Jauch and Watson [1] was already
based on the standard canonical quantization formalism
for fields, it neglected dispersion and dissipation which
are intrinsic properties of any causal dielectric media
satisfying Kramers Kro¨nig relations. Since then several
important studies were devoted to the extension of the
method to inhomogeneous and artificially structured me-
dia which are central issues in modern micro and nano
photonics [2–4]. Furthermore, theoretical approaches
adapted to transparent but dispersive media with neg-
ligible losses have been also developed based on different
techniques such as the slowly varying envelope approxi-
mation [5] or the quasi modal expansion method which is
valid near resonance for polaritons [6–9]. More recently,
losses were included in the theory by adding phenomeno-
logically some optical dissipation channels in the light
propagation path [10, 11]. Such a method was success-
fully used for the modeling of Casimir forces in dissipative
media [12] and surface plasmon polaritons [13–15].
Moreover, the most fundamental progress was proba-
bly done when Huttner and Barnett, and others [16–22]
proposed a self-consistent canonical quantization proce-
dure for an homogeneous and causal dielectric medium
by coupling photonic degrees of freedom with mechanical
oscillator variables acting as thermal baths. The method,
based on the pioneer works by Fano and Hopfield [23, 24]
(see also Ref. [25]), was subsequently extended to sev-
eral inhomogeneous systems including anisotropic and
magnetic properties [26–32]. In parallel to these theo-
retical works based on the standard canonical quantiza-
tion method, a different and powerful axis of research
appeared after the work by Gruner and Welsch [33, 34]
(see also Ref.[35]) based on the quantum Langevin noise
approach used in cavity QED (i.e., Quantum Electro-
Dynamics) [36]. The method is also known as the
Green tensor method [34] since it relies on efficient Green
dyadic techniques used nowadays in nano-photonics and
plasmonics [37, 38]. This ‘Langevin-noise’ approach,
which actually extends earlier ‘semi classical’ researches
based on the fluctuation-dissipation theorem by Lifshitz
and many others in the context of Casimir and optical
forces [39–50], was successfully applied in the recent years
to many issues concerning photonics [51–60] and nano-
plasmonics where dissipation can not be neglected [61–
69]. In this context the relationship between the Huttner-
Barnett approach on the one side and the Langevin noise
method on the other side has attracted much atten-
tion in the last years, and several works attempted to
demonstrate the validity of the Langevin Noise method
from a rigorous Hamiltonian perspective which is more
in a agreement with the canonical Huttner-Barnett ap-
proach [26–32, 44].
The aim of this work is to revisit these derivations of
the equivalence between the Langevin noise and Hamito-
nian method and to show that some unphysical assump-
tions actually limit the domain of validity of the previous
attempts. More precisely, as we will show in this work,
the analysis and derivations always included some hy-
pothesis concerning causality and boundary conditions
which actually lead to circularity in the deductions and
are not applicable to the most general inhomogeneous
systems used in nano-optics. Specifically, these deriva-
tions, like the fluctuation-dissipation reasoning in Lifshitz
and Rytov works [39–41, 43], give too much emphasis on
the material origin of quantum fluctuations for explain-
ing macroscopic quantum electrodynamics in continuous
media. However, as it was already pointed out in the
1970’s [43, 70–73], one must include with an equal foot-
ings both field and matter fluctuations in a self consistent
QED Hamiltonian in order to preserve rigorously unitar-
ity and causality [43, 74]. While this doesn’t impact too
much the homogeneous medium case considered by Hut-
tner and Barnett [17] it is crucial to analyze further the
inhomogeneous medium problem in order to give a rig-
orous foundation to the Gruner and Welsch theory [34]
based on fluctuating currents. This is the central issue
tackled in the present work.
The layout of this paper is as follows: In Section II
we review the Lagrangian method developed in our pre-
2vious work [75] based on an alternative dual formalism
for describing the Huttner-Barnett model. In this sec-
tion we summarize the essential elements of the gen-
eral Lagrangian and Hamiltonian model necessary for
the present study. In particular we present the funda-
mental issue about the correct definition of Hamilto-
nian which will be discussed at length in this article.
In Section III we provide a quantitative discussion of
the Huttner-Barnett model for an homogeneous dielec-
tric medium. We discuss a modal expansion into plane
waves and separate explicitly the electromagnetic field
into classical eigenmodes and noise related Langevin’s
modes. We show that both contributions are necessary
for preserving unitarity and time symmetry. We consider
limit cases such as the ideal Hopfield-Fano polaritons
[23, 24] without dissipation and the weakly dissipative
polariton modes considered by Milonni and others [6–9].
We discuss the physical interpretation of the Hamiltonian
of the whole system and interpret the various contribu-
tions with respect to the Langevin noise method and to
the loss-less Hopfield-Fano limit. In section IV we gen-
eralize our analysis to the inhomogeneous medium case
by using a Green dyadic formalism in both the frequency
and time domain. We demonstrate that in general it is
necessary to keep both pure photonic and material fluc-
tuations to preserve the unitarity and time symmetry of
the quantum evolution. We conclude with a discussion
about the physical meaning of the Hamiltonian in pres-
ence of inhomogeneities and interpret the various terms
associated with photonic and material modes.
II. THE HUTTNER-BARNETT MODEL AND
THE DUAL LAGRANGIAN FORMALISM
In Ref. [75] we developed a new Lagrangian formalism
adapted to QED in dielectric media without magnetic
properties. Here we will use this model to derive our ap-
proach but a standard treatment based on the minimal
coupling scheme [76] or the Power-Zienau [77] transfor-
mation would lead to similar results. We start with the
dual Lagrangian density:
L = B
2 −D2
2
+ F ·∇×P− P
2
2
+ LM (2.1)
where B(x, t) and D(x, t) are the magnetic and displace-
ment fields respectively. In this formalism the usual mag-
netic potentialA, defined such as B =∇×A, is replaced
by the dual electric potential F (in the ‘Coulomb’ gauge
∇ · F(x, t) = 0) defined by
B(x, t) =
1
c
∂tF(x, t), D(x, t) =∇× F(x, t). (2.2)
implying
∇×B(x, t) = 1
c
∂tD(x, t), ∇ ·D(x, t) = 0. (2.3)
The material part LM of the Lagrangian density in
Eq. 2.1 reads
LM =
∫ +∞
0
dω
(∂tXω)
2 − ω2X2ω
2
. (2.4)
with Xω(x, t) the material oscillator fields describing
the Huttner-Barnett bath coupled to the electromagnetic
field. The coupling depends on the polarization density
which is defined by
P(x, t) =
∫ +∞
0
dω
√
2σω(x)
pi
Xω(x, t) (2.5)
where the coupling function σω(x) ≥ 0 defines the con-
ductivity of the medium at the harmonic pulsation ω.
From Eq. 2.1 and Euler-Lagrange equations we deduce
the dynamical laws for the electromagnetic field
∇×E(x, t) = −1
c
∂tB(x, t), ∇ ·B(x, t) = 0 (2.6)
with the electric field E(x, t) = D(x, t) − P(x, t). Simi-
larly for the material oscillators we have:
∂2tXω(x, t) + ω
2Xω(x, t) =
√
2σω(x)
pi
E(x, t), (2.7)
We point out that the Lagrangian density in Eq. 2.1 in-
cludes a term −P22 which is necessary for the derivation
of the dynamical laws for the material fieldsXω [75]. Fur-
thermore, to complete the QED canonical quantization
procedure of the material field we introduce the lowering
fω(x, t) and rising f
†
ω(x, t) operators for the bosonic mate-
rial field from the relation fω(x, t) =
i∂tXω(x,t)+ωXω(x,t)√
2~ω
.
As explained in Ref. [75] by using the equal time commu-
tation relations between the canonical variables Xω(x, t)
and ∂tXω(x, t), we deduce the fundamental rules
[fω(x, t), f
†
ω′(x
′, t)] = δ(ω − ω′)δ3(x− x′)I. (2.8)
(with I = xˆ ⊗ xˆ + yˆ ⊗ yˆ + zˆ ⊗ zˆ the unit dyad) and
[fω(x, t), fω′ (x
′, t)] = [f†ω(x, t), f
†
ω′(x
′, t)] = 0 allowing a
clear interpretation of fω(x, t) and f
†
ω(x, t) as lowering
and rising operators for the bosonic states associated
with the matter oscillators.
Moreover, Eqs. 2.5,2.7 can be formally integrated lead-
ing to
P(x, t) = P(0)(x, t) +
∫ t−t0
0
χ(x, τ)dτE(x, t − τ) (2.9)
where t0 is an initial time and where P
(0)(x, t) is a fluc-
tuating dipole density distribution defined by:
P(0)(x, t) =
∫ +∞
0
dω
√
2σω(x)
pi
X(0)ω (x, t)
=
∫ +∞
0
dω
√
~σω(x)
piω
[f (0)ω (x, t) + f
†(0)
ω (x, t)]
(2.10)
3with X
(0)
ω (x, t) = cos (ω(t− t0))Xω(x, t0) +
sin (ω(t− t0))∂tXω(x, t0)/ω and where by definition
f
(0)
ω (x, t) = fω(x, t0)e
−iω(t−t0). We therefore have
D(x, t) = E(x, t) +P(x, t) = P(0)(x, t)
+E(x, t) +
∫ t−t0
0
dτχ(x, τ)E(x, t − τ), (2.11)
which is reminiscent of the general linear response the-
ory used in thermodynamics [78]. We point out that
the term
∫ t−t0
0
χ(x, τ)dτE(x, t − τ) can be seen as an
induced dipole density. However, as we will show in
the next section the electric field itself is decomposed
into a purely fluctuating term E(0)(x, t) and a scat-
tered field E(s)(x, t) which depends on the density P(0).
Therefore, the contribution
∫ t−t0
0 χ(x, τ)dτE(x, t− τ) to
P is also decomposed into a pure photon-fluctuation
term
∫ t−t0
0 χ(x, τ)dτE
(0)(x, t − τ) and an induced term∫ t−t0
0
χ(x, τ)dτE(s)(x, t − τ) related to material fluctua-
tions P(0).
Importantly, the linear susceptibility χ(x, τ) which is
defined by
χ(x, τ) =
∫ +∞
0
dω
2σω(x)
pi
sinωτ
ω
Θ(τ) (2.12)
characterizes completely the dispersive and dissipative
dielectric medium. We can show that the permittivity
ε˜(x, ω) = 1+
∫ +∞
0 dτχ(x, τ)e
iωτ is an analytical function
in the upper part of the complex plane ω = ω′+ iω′′, i.e.,
ω′′ > 0, provided χ(x, τ) is finite for any time τ ≥ 0.
From this we deduce the symmetry ε˜(x,−ω)∗ = ε˜(x, ω∗)
and it is possible to derive the general Kramers-Kro¨nig
relations existing between the real part Re[ε˜(x, ω)] ≡
ε˜′(x, ω) and the imaginary part Imag[ε˜(x, ω)] ≡ ε˜′′(x, ω)
of the dielectric permittivity. Therefore, the Huttner-
Barnett model characterized by the conductivity σω(x)
is fully causal and can be applied to describe any inho-
mogeneous dielectric media in the linear regime.
The central issue of the present paper concerns the def-
inition of the Hamiltonian H(t) in the Huttner-Barnett
model. We remind that in Ref. [75] we derived the result:
H(t) =
∫
d3x
: B2 +E2 :
2
+HM
(2.13)
with HM (t) =
∫
d3x
∫ +∞
0 dω
:(∂tXω)
2+ω2X2ω:
2 where : [...] :
means, as usually, a normally-ordered product for remov-
ing the infinite zero-point energy. Inserting the definition
for fω(x, t) obtained earlier we get for the material part
HM (t) =
∫
d3x
∫ +∞
0
dω~ωf†ω(x, t)fω(x, t). (2.14)
which has the standard structure for oscillators (i.e.,
without the infinite zero-point energy).
However, Hutner and Barnett [17] after diagonalizing
their Hamiltonian found that the total evolution is de-
scribed in the homogeneous medium case by
H
(0)
M (t) =
∫
d3x
∫ +∞
0
dω~ωf†(0)ω (x, t)f
(0)
ω (x, t) (2.15)
While as we will see this is actually a correct description
‘for all practical purpose’ in a homogeneous dissipative
medium for large class of physical boundary conditions,
this is in general not acceptable in order to preserve time-
symmetry and unitarity in the full Hilbert space for in-
teracting matter and light. The general method based on
Langevin forces and noises avoided quite generally men-
tioning that difficult point. We emphasize that while the
conclusions presented in Refs. [33–35] is accepted by more
or less all authors on the subject [51–59, 61–69] they have
been some some few dissident views (see Refs. [79, 80])
claiming, that in the context of an input-output formal-
ism, the Langevin noise formalism is not complete un-
less we consider as well fluctuations of the free photon
modes (see also the replies with an opposite perspective
in Refs. [81, 82]). In the present work we will generalize
and give a rigrous QED like Hamiltonian foundations to
the prescriptions of Refs. [79, 80] and we will show that
it is actually necessary to include a full description of
photonic and material quantum excitations in order to
preserve unitarity. In order to appreciate this fact fur-
ther we will first consider the problem associated with
quantization of the electromagnetic field.
III. THE QUANTIZATION OF
ELECTROMAGNETIC WAVES IN A
HOMOGENOUS DIELECTRIC MEDIUM
A. The general modal expansion
We first introduce the paradigmatic homogeneous
medium case considered initially by Huttner and Bar-
nett [17], i.e., with χ(x, τ) = χ(τ). We start with Fara-
day’s law: ∇×E(x, t) = − 1c∂tB(x, t) rewritten according
to Eq. 2.11 as:
∇×D(x, t) = −1
c
∂tB(x, t) +∇×P(0)(x, t)
−1
c
∫ t−t0
0
dτχ(τ)∂t−τB(x, t− τ). (3.1)
Inserting Eq. 2.3 and using the Coulomb (transverse)
gauge condition we get:
1
c2
∂2tF(x, t) −∇2F(x, t) −∇×P(0)(x, t)
+
1
c2
∫ t−t0
0
dτχ(τ)∂2t−τF(x, t− τ) = 0. (3.2)
4We use the modal expansion method developed in
Ref. [75] and write
F(x, t) =
∑
α,j
qα,j(t)ǫˆα,jΦα(x) (3.3)
with α a generic label for the wave vector kα, Φα(x) =
eikα·x/
√
V (here we consider as it is usually done the pe-
riodical ‘Box’ Born-von Karman expansion in the rect-
angular box of volume V ), j = 1 or 2, labels the two
transverse polarization states with unit vectors ǫˆα,1 =
kα × zˆ/|kα × zˆ|, and ǫˆα,2 = kˆα × ǫˆα,1 (conventions and
details are given in Appendix A of Ref. [75]). Inserting
Eq. 3.3 into Eq. 3.2 we obtain the dynamical equation:
q¨α,j(t) +
∫ t−t0
0
dτχ(τ)q¨α,j(t− τ) + ω2αqα,j(t) = S(0)α,j(t)
(3.4)
with the time dependent source term
S
(0)
α,j(t) = c
2
∫
d3x∇×P(0)(x, t) · ǫˆα,jΦ∗α(x). (3.5)
To solve this equation we use the Laplace transform of
the fields which is defined below.
We are interested in the evolution for t ≥ t0 of a
field A(t) which Fourier transform is not necessary well
mathematically defined since the field is not going to
zero fast enough for t → +∞ (e.g., a fluctuating cur-
rent or field). The method followed here is to consider
the forward Laplace transform of the different evolution
equations (such an approach was also used by Suttorp
by mixing both forward and backward Laplace’s trans-
forms [27]). To deal with this problem we first change
the time t variable in t′ = t− t0 and define A′(t′) = A(t).
We define the (forward) Laplace transform of A′(t′) as:
A′(p) =
∫ +∞
0
dt′e−pt
′
A′(t′) =
∫ +∞
t0
dte−p(t−t0)A(t)
(3.6)
with p = γ − iω (ω a real number and γ ≥ 0). The
presence of the term e−γt
′
ensures the convergence. We
will not here introduce the backward Laplace transform∫ t0
−∞ dte
+p(t−t0)A(t) =
∫ +∞
−t0 due
−p(u+t0)A(−u) since the
time t0 is arbitrary and can be sent into the remote past
if needed.
As it is well known, the (forward) Laplace transform is
connected to the usual Fourier transform since we have
A′(γ − iω) = 2piA˜(ω)e−iωt0 (3.7)
where A˜(ω) =
∫ +∞
−∞
dt
2piA(t)e
iωt is the Fourier transform
of A(t) = A(t)Θ(t− t0)e−γ(t−t0) with respect to t.
Now for the specific problem considered here we ob-
tain the separation qα,j(t) = q
(s)
α,j(t) + q
(0)
α,j(t). The (0)
contribution corresponds to what classically we call a
sum of eigenmodes supported by the medium (i.e. with
P(0) = 0) while the (s) term is the fluctuating field gen-
erated by the Langevin source P(0)(t). More explicitly,
we have for the source term:
q
(s)
α,j(t) =
∫ t−t0
0
dτHα(τ)S
(0)
α,j(t− τ) (3.8)
where we use Eq. 3.5. The propagator function Hα(τ) is
expressed as a Bromwich contour:
Hα(τ) =
∫ γ+i∞
γ−i∞
idp
2pi
epτ
ω2α + (1 + χ¯(p))p
2
(3.9)
where χ¯(p) is defined as χ(x, p) =
∫ +∞
0 dτe
−pτχ(x, τ).
We remind that a Bromwich integral by definition will
vanish for τ < 0 so that on the left side we actually mean
θ(τ)Hα(τ).
The Function Hα(τ) has some remarkable properties
which should be emphasized here. We first introduce the
‘zeros’ of ω2α− ε˜(ω)ω2, i.e., the set of roots Ω(±)α,m solutions
of Ω
(±)
α,m
√
ε˜(Ω
(±)
α,m)± ωα = 0. From the causal properties
of ε˜ we have ε˜(−ω∗) = ε˜(ω)∗ and therefore we deduce
Ω
(±)
α,m
∗
= −Ω(∓)α,m implying that the ‘+’ and ‘-’ roots are
not independent. The important fact is that the roots are
located in the lower complex plane associated with a neg-
ative imaginary part of the frequency [17] (this is proven
in Appendix A). Now, as shown in Appendix B the inte-
gral in Eq. 3.9 can be computed by contour integration in
the complex plane after closing the contour with a semi-
circle in the lower plane and using the Cauchy residue
theorem. We get:
Hα(τ) =
∑
m
−1
2iωα
e−iΩ
(−)
α,mτ
∂(ω
√
ε˜(ω))
∂ω |Ω(−)α,m
+ cc. (3.10)
We also get Hα(τ) = 0 for τ ≤ 0 (after integration in the
upper plane and considering in detail the case τ = 0).
Clearly, the function Hα(τ) is here expanded into a sum
of modes which define the polaritons of the problem (this
is shown explicitly in the next subsection). Here, the
normal mode frequency Ω
(−)
α,m are complex numbers en-
suring the damped nature of the waves in the future di-
rection. We emphasize that in our knowledge this kind
of formula has never been discussed before. The expan-
sion in Eq. 3.10 is however rigorous and generalizes the
quasimodal approximations used in the weak dissipation
regime and discussed in subsection III(F).
Similarly the source-free term q
(0)
α,j(t) reads:
q
(0)
α,j(t) = Uα(t− t0)q˙α,j(t0) + U˙α(t− t0)qα,j(t0)
(3.11)
5with the new propagator function
Uα(τ) =
∫ γ+i∞
γ−i∞
idp
2pi
(1 + χ¯(p))epτ
ω2α + (1 + χ¯(p))p
2
=
∑
m
−ε˜(Ω(−)α,m)
2iωα
e−iΩ
(−)
α,mτ
∂(ω
√
ε˜(ω))
∂ω |Ω(−)α,m
+ cc. (3.12)
Like for Hα we get Uα(τ) = 0 for τ ≤ 0. Additionally,
the boundary condition at t = t0 (i.e., q
(0)
α,j(t0) = qα,j(t0))
imposes ddτUα(τ)|τ=0 = 1 (see Appendix B).
B. The classical eigenmodes
The electromagnetic field can be calculated using the
expansion Eq. 3.8 or 3.11. First, the mathematical and
physical structure of the free-field is seen by using the
modal expansion:
F(0)(x, t) =
∑
α,j
[Uα(t− t0)q˙α,j(t0)
+U˙α(t− t0)qα,j(t0)]ǫˆα,jΦα(x)
=
∑
α,j,m
−ε˜(Ω(−)α,m)
2iωα
e−iΩ
(−)
α,m(t−t0)
∂(ω
√
ε˜(ω))
∂ω |Ω(−)α,m
[q˙α,j(t0)
−iΩ(−)α,mqα,j(t0)]ǫˆα,jΦα(x) + hcc. (3.13)
where we used the symmetries of the modal expan-
sion [83] together with Ω
(−)
α,m = Ω
(−)
−α,m. From this we
directly obtain:
D(0)(x, t) = i
∑
α,j
ωα
c
[Uα(t− t0)q˙α,j(t0)
+U˙α(t− t0)qα,j(t0)]kˆα × ǫˆα,jΦα(x)
=
∑
α,j,m
−ε˜(Ω(−)α,m)
2c
e−iΩ
(−)
α,m(t−t0)
∂(ω
√
ε˜(ω))
∂ω |Ω(−)α,m
[q˙α,j(t0)
−iΩ(−)α,mqα,j(t0)]kˆα × ǫˆα,jΦα(x) + hcc. (3.14)
and similarly for the magnetic field:
B(0)(x, t) =
1
c
∑
α,j
[U˙α(t− t0)q˙α,j(t0)
+U¨α(t− t0)qα,j(t0)]ǫˆα,jΦα(x)
=
∑
α,j,m
Ω
(−)
α,mε˜(Ω
(−)
α,m)
2cωα
e−iΩ
(−)
α,m(t−t0)
∂(ω
√
ε˜(ω))
∂ω |Ω(−)α,m
[q˙α,j(t0)
−iΩ(−)α,mqα,j(t0)]ǫˆα,jΦα(x) + hcc. (3.15)
The (transverse) electric field associated with this free
solutions can also be obtained from the definition
D(0)(x, t) = E(0)(x, t) +
∫ t−t0
0
dτχ(τ)E(0)(x, t − τ). We
have thus D′
(0)
(x, p) = (1 + χ¯(p))E′
(0)
(x, p) and consid-
ering the Laplace transform in Eqs. 3.11 and B4 we can
express the electric field as a function of Hα(τ), i.e.,
E(0)(x, t) = i
∑
α,j
ωα
c
[Hα(t− t0)q˙α,j(t0)
+H˙α(t− t0)qα,j(t0)]kˆα × ǫˆα,jΦα(x)
=
∑
α,j,m
−1
2c
e−iΩ
(−)
α,m(t−t0)
∂(ω
√
ε˜(ω))
∂ω |Ω(−)α,m
[q˙α,j(t0)
−iΩ(−)α,mqα,j(t0)]kˆα × ǫˆα,jΦα(x) + hcc. (3.16)
From Eqs. 3.15 and 3.16 we see that ∇ × E(0)(x, t) =
−∂tB(0)(x, t)/c in agreement with Maxwell’s equation for
a free-field (the other Maxwell’s equations are also auto-
matically fulfilled by definition).
Importantly, in the vacuum case where χ(τ) → 0 we
have Ω
(−)
α,m → ωα and we find that the vacuum fields are
given by
F(v)(x, t) =
∑
α,j
ic
√
~
2ωα
c
(v)
α,j(t)ǫˆα,jΦα(x) + hcc.
D(v)(x, t) =
∑
α,j
−
√
~ωα
2
c
(v)
α,j(t)kˆα × ǫˆα,jΦα(x) + hcc.
B(v)(x, t) =
∑
α,j
√
~ωα
2
c
(v)
α,j(t)ǫˆα,jΦα(x) + hcc..
(3.17)
with c
(v)
α,j(t) = cα,j(t0)e
−iωα(t−t0) as expected. In
the general case however causality imposes that the
imaginary part of Ω
(−)
α,m is negative. Therefore the
optical modes labeled by α, j and m are damped in time
(the only exception being of course the vacuum case
where the only contribution to the field arises from the
source-free term (0) since the (s) terms vanishes together
with P(0)). As a consequence, if t − t0 → +∞ the free
terms vanish asymptotically. In particular, if t0 → −∞
(corresponding to initial conditions fixed in the infinite
remote past) we can omit for all practical purposes the
contribution of F(0), D(0), and B(0) to the field observed
at any finite time t (unless we are in the vacuum) .
This is indeed what was implicitly done by Huttner and
Barnet [17] and Gruner and Welsch [34] and that is why
for all calculational needs they completely omitted the
discussion of the F(0), D(0), and B(0) fields. However,
for preserving the unitarity of the full evolution one
must necessarily include both (0) and (s) terms. While
this problem is apparently only technical we will see in
the following its importance for inhomogeneous systems.
6C. The fluctuating Langevin modes
The previous discussion concerning the omission of the
(0) source free terms is very important since it explains
the mechanism at work in the Huttner Barnet model [17].
To clarify that point further we now express the scattered
field (s) using a Green tensor formalism (In Appendix
C we introduce alternative descriptions based on vecto-
rial and scalar potentials). We first observe that from
D(s)(x, t) =∇×F(s)(x, t) we obtain after integration by
parts:
D(s)(x, t) =
∫ γ+i∞
γ−i∞
idp
2pi
∫
d3x′Sχ(x,x′, ip)
·P′(0)(x′, p)ep(t−t0) (3.18)
with the dyadic propagator [33, 34, 37, 38]:
Sχ(x,x
′, ip) =
∑
α,j
ω2αΦα(x)Φ
∗
α(x
′)ǫˆα,j ⊗ ǫˆα,j
ω2α + (1 + χ¯(p))p
2
(3.19)
The meaning of the tensor Sχ(x,x
′, ip), which depends
on χ, becomes more clear if we introduce the Green tensor
Gχ(x,x
′, ip) solution of
∇×∇×Gχ(x,x′, ip) + p
2
c2
(1 + χ¯(p))Gχ(x,x
′, ip)
= Iδ3(x− x′) = δ(x− x′)
(3.20)
We observe that if we separate the tensor into a trans-
verse and longitudinal part we get Gχ(x,x
′, ip) =
Gχ,⊥(x,x′, ip) + Gχ,||(x,x′, ip) with for the transverse
dyadic green function
Gχ,⊥(x,x′, ip) =
∑
α,j
c2Φα(x)Φ
∗
α(x
′)ǫˆα,j ⊗ ǫˆα,j
ω2α + (1 + χ¯(p))p
2
(3.21)
and for the longitudinal part
p2
c2
(1 + χ¯(p))Gχ,||(x,x
′, ip) = δ||(x− x′) (3.22)
with the unit longitudinal dyadic distribution δ||(x −
x′) =
∑
α kˆα ⊗ kˆαΦ∗α(x′)Φα(x). We have also the im-
portant relations between the tensor Sχ(x,x
′, ip) and
Gχ(x,x
′, ip):
Sχ(x,x
′, ip) = −p
2
c2
(1 + χ¯(p))Gχ,⊥(x,x′, ip)
+δ⊥(x− x′)
= −p
2
c2
(1 + χ¯(p))Gχ(x,x
′, ip) + δ(x− x′)
=∇×∇×Gχ(x,x′, ip)
(3.23)
Now if we write D′(x, p) = E′(x, p) + P′(x, p) = (1 +
χ¯(p))E′(x, p) + P′
(0)
(x, p) and introduce the relation
E′(x, p) = E′
(0)
(x, p) + E′
(s)
(x, p) with E′
(0)
(x, p) the
free mode given by Eq. 3.16 and E′
(s)
(x, p) the source
field, induced by P′
(0)
(x′, p), which is given by
E′
(s)
(x, p) = −
∫
d3x′
p2
c2
Gχ(x,x
′, ip) ·P′(0)(x′, p).
(3.24)
we getD′
(s)
(x, p) = (1+χ¯(p))E′
(s)
(x, p)+P′
(0)
(x, p), i.e.,
Eq. 3.18 as it could be checked directly after comparing
Eq. 3.19 with Eqs. 3.21 and 3.22. Others important
relations between the dyadic formalism and scalar Green
function are given in Appendix D.
Importantly, we can write all scattered field as a
function of the rising and lowering operators f
†(0)
ω (x, t),
f
(0)
ω (x, t). In order to give explicit expressions we use the
Fourier transform notations (i.e., with p = γ − iω with
γ → 0+) and the relation [75]
P˜(0)(x, ω) =
∫ +∞
0
dω′
√
~σω′(x)
piω′
[f
(0)
ω′ (x, t0)
·eiω′t0δ(ω − ω′) + f†(0)ω′ (x, t0)e−iω
′t0δ(ω + ω′)]
(3.25)
We obtain:
D(s)(x, t) =
∑
α,j
∫ +∞
0
dω
ω2αΦα(x)ǫˆα,j
ω2α − ε˜(ω)ω2
√
~σω
piω
f
(0)
ω,α,j(t)
+hcc.
(3.26)
E
(s)
⊥ (x, t) =
∑
α,j
∫ +∞
0
dω
ω2Φα(x)ǫˆα,j
ω2α − ε˜(ω)ω2
√
~σω
piω
f
(0)
ω,α,j(t)
+hcc.
(3.27)
where f
(0)
ω,α,j(t) is a lowering operator associated with the
transverse fluctuating field and defined as
f
(0)
ω,α,j(t) =
∫
d3x′Φ∗α(x
′)ǫˆα,j · f (0)ω (x, t) (3.28)
such that from Eq. 2.8 we get the mode commutator
[f
(0)
ω,α,j(t), f
†(0)
ω′,β,k(t)] = δα,βδj,kδ(ω − ω′) (3.29)
and the harmonic time evolution f
(0)
ω,α,j(t) =
f
(0)
ω,α,j(t0)e
−iωα(t−t0) if we impose the initial condi-
tion f
(0)
ω,α,j(t0) = fω,α,j(t0) =
∫
d3x′Φ∗α(x
′)ǫˆα,j · fω(x, t0).
For the longitudinal electric field we deduce from
7Eq. 3.22 and Eq. 3.24 E′
(s)
|| (x, p) = −
P′
(0)
|| (x,p)
(1+χ¯(p)) (in
agreement with the definition D′||(x, p) = 0) and
therefore:
E
(s)
|| (x, t) = −
∑
α
∫ +∞
0
dω
Φα(x)kˆα
ε˜(ω)
√
~σω
piω
f
(0)
ω,α,||(t)
+hcc.
(3.30)
We have f
(0)
ω,α,||(t) =
∫
d3x′Φ∗α(x
′)kˆα · f (0)ω (x, t) and the
commutator [f
(0)
ω,α,||(t), f
†(0)
ω′,β,||(t)] = δα,βδj,kδ(ω−ω′) and
the time evolution f
(0)
ω,α,||(t) = f
(0)
ω,α,||(t0)e
−iωα(t−t0) with
similar initial condition as for the transverse field. Re-
grouping these definition we have obviously
f (0)ω (x, t) =
∑
α
kˆαΦα(x)f
(0)
ω,α,||(t)
+
∑
α,j
ǫˆα,jΦα(x)f
(0)
ω,α,j(t) (3.31)
Furthermore, we can easily show that we have also
B′
(s)
(x, p) =
∫
d3x′ pc∇×Gχ(x,x′, ip) ·P′
(0)
(x′, p) lead-
ing to
B(s)(x, t) =
∑
α,j
∫ +∞
0
dω
ωckα × ǫˆα,jΦα(x)
ω2α − ε˜(ω)ω2
·
√
~σω
piω
f
(0)
ω,α,j(t) + hcc.
(3.32)
The description of the scattered field (s) given here cor-
responds exactly to what Huttner and Barnett [17] called
the quantized field obtained after generalizing the diago-
nalization procedure of Fano and Hopfield[23, 24]. Here
we justify these modes by using the Laplace transform
method and by taking the limit t0 → −∞ explicitly. This
means that we neglect the contribution of the (0) trans-
verse field which is infinitely damped at time t. Impor-
tantly P(0)(x, t) doesn’t vanish since the time evolution
of f
(0)
ω (x, t) in Eq. 2.10 is harmonic.
D. A discussion on causality and time-symmetry
It is important to further comment about causality and
on the structure of the total field as a sum of (0) and (s)
modes. The (0) (classical polariton) modes are indeed
exponentially damped in the future direction meaning
that a privileged temporal direction apparently holds in
this model. This would mean that we somehow break
the time symmetry of the problem. However, since the
evolution equations are fundamentally time symmetric
this should clearly not be possible. Similarly, propa-
gators such as Gχ(x,x
′, ip) are also spatially damped
at large distance, see Eq. C1, since we have terms like
∼ eiω
√
ε˜(ω)|x−x′|/c
4pi|x−x′| . This also seems to imply a privileged
time direction and would lead to a kind of paradox. How-
ever, we should remind that only the sum (0) + (s) has a
physical meaning and this sum must preserves time sym-
metry. Indeed, we remind that time reversal applied to
electrodynamics implies that if E(t), B(t), and Xω(t) is
a solution of the coupled set of equations given in section
II then the time reversed solutions [84] ET (t) = E(−t),
BT (t) = −B(−t), and Xω,T (t) = Xω(−t) is also defining
a solution of the same equations (we have also FT (t) =
F(−t) and PT (t) = P(−t)). Now, considering the dipole
density evolution we get from Eq. 2.9 after some manip-
ulations:
PT (x, t) = P
(0)
T (x, t) +
∫ 0
t+t0
χ(x,−τ)dτET (x, t− τ)
(3.33)
where P
(0)
T is defined as P
(0) (see the definition Eq. 2.10)
but with X
(0)
ω (x, t) = cos (ω(t− t0))Xω(x, t0) +
sin (ω(t−t0))
ω ∂tXω(x, t0) replaced by X
(0)
ω,T (x, t) =
cos (ω(t+ t0))Xω,T (x,−t0) + sin (ω(t+t0))ω ∂tXω,T (x,−t0).
The presence of the time −t0 everywhere has a clear
meaning. Indeed, from special relativity choosing a
time reference frame with t′ = −t (passive time reversal
transformation) implies that the causal evolution of P
defined for t ≥ t0 will become an anticausal evolution
defined for t′ ≤ t′0 = −t0. Going back to the active time
reversal transformation Eq. 3.33 we see that the new
linear susceptibility χT (x, τ) = χ(x,−τ) is given by
χ(x,−τ) = −
∫ +∞
0
dω
2σω(x)
pi
sinωτ
ω
Θ(−τ) (3.34)
(Θ(−τ) is explicitly written in order to emphasize
the anticausal structure. However, since we have
χ˜T (ω) =
∫ +∞
−∞
dt
2pi e
iωtχT (t) =
∫ +∞
−∞
dt
2pi e
iωtχ(−t) and
χ(−t) = χ∗(−t) we have χ˜T (ω) =
∫ +∞
−∞
dt
2pi e
iωtχ∗(−t) =∫ +∞
−∞
du
2pi e
−iωuχ∗(u) = χ˜∗(ω). This means that the new
permittivity (with poles in the upper half complex fre-
quency space) is now associated with growing anticausal
modes since ε˜T
′′
(ω) < 0. The (active) time reversed evo-
lution is defined for t < −t0 so that we indeed get modes
decaying into the past direction while growing into the
future direction. This becomes even more clear for the
time reversal evolution of the electromagnetic field given
by the separation in (0) and (s) modes. The time rever-
sal applied on the (0) field such as E
(0)
T (t) corresponding
to classical polaritons is now involving frequency −Ω(−)α,m
instead of Ω
(−)
α,m. This leads to reversed temporal evo-
lution such as eiΩ
(−)
α,m(t+t0) and e−iΩ
(−)∗
α,m (t+t0) associated
with growing waves in the future direction (since the
new poles are now in the upper half complex frequency
space). More generally, we have shown (see Appendix C)
8that the full evolution of either (0) or (s) fields is com-
pletely defined by the knowledge of the Green function
and propagators such as
∆χ(τ, |x − x′|) = c2
∑
α
Hα(τ)Φ
∗
α(x
′)Φα(x) (3.35)
(see Eq. C4) with the causal function Hα(τ) given by
the Bromwich Fourier integral
∫ +∞
−∞
dω
2pi
e−iωτ
ω2α−ε˜(ω)ω2 . Now,
like for the susceptibility χT (t) time reversal leads to a
new propagator ∆χ,T (τ, |x− x′|) = ∆χ(−τ, |x− x′|) and
therefore by a reasoning equivalent to the previous one
to
∆χ,T (τ, |x− x′|) = c2
∑
α
H∗α(−τ)Φ∗α(x′)Φα(x) (3.36)
involving the complex conjugate H∗α(−τ) with a Fourier
expansion
∫ +∞
−∞
dω
2pi
e−iωτ
ω2α−ε˜∗(ω)ω2 which again involves the
anticausal permittivity ε˜∗(ω). This naturally leads to
growing waves in the future direction and to Green
function spatially growing as∼ eiω
√
ε˜∗(ω)|x−x′|/c
4pi|x−x′| . The full
equivalence between the two representation of the total
field (s) + (0) is completed if first we observe that the
initial conditions at t0 (i.e., Xω(t0), E(t0), etc...) are
now replaced by ’final’ boundary condition at tf = −t0
(i.e., Xω,T (−t0), ET (−t0), etc...). Second, since the −t0
value is arbitrary we can send it into the remote future
if we want and we will have thus a evolution expressed
in term of growing modes for all times t ≤ tf . The value
of the field at such a boundary is of course arbitrary,
so that if we want the two representation can describe
the same field if for the final field at tf we take the field
evolving from t0 using the usual causal evolution from
past to future. This equivalence is of course reminiscent
from the dual representations obtained using either
retarded or advanced waves [85–87]. Indeed, the total
electric field E can always be separated into Ein + Eret
or equivalently Eout +Eadv where ret and adv label the
retarded and advanced source fields respectively and in
and out label the homogeneous ‘free’ fields coming from
the past and from the future respectively. This implies
that only a specific choice of boundary conditions in the
past or future can lead to a completely causal evolution
and therefore time symmetry in not broken in the
evolution equations but only through a specification of
the boundary conditions. In other worlds, in agreement
with the famous Loschmidt and Poincare´ objections to
Boltzmann, strictly deriving time irreversibility from
an intrinsically time reversible dynamics is obviously
impossible without additional postulates. This point
was fully recognized already by Boltzmann long ago
and was the basis for his statistical interpretation of the
second law of thermodynamics [87].
E. The Fano-Hopfield diagonalization procedure
In order to further understand the implication of the
Huttner-Barnett model [17] we should discuss how the
full Hamiltionan finally reads in this formalism. This
is central since the Langevin noise equations developed
by Gruner and Welsch [34] use only the H
(0)
M (t) Hamito-
nian. In the Huttner-Barnett model the full dynamics is
determined by the complete knowledge of the dipole den-
sity P(0)(t) so that the results of Gruner and Welsch [34]
should be in principle justifiable. However, if we are
not careful, this will ultimately break unitary and time-
symmetry. In order to understand the physical mecha-
nism at work one should first clarify the relation existing
between the Hutner-Barnett model, using P(0)(t) as a
fundamental field, and the historical Hopfield-Fano ap-
proach [23, 24] for defining discrete polariton modes as
normal coordinate solutions of the full Hamiltonian.
We remind that the historical method for dealing with
polariton is indeed based on the pioneer work by Fano
and Hopfield [23, 24] for diagonalizing the full Hamilto-
nian. The procedure is actually reminiscent of the clas-
sical problem of finding normal coordinates and normal
(real valued) eigen frequencies associated with free vi-
brations of a system of linearly coupled harmonic oscil-
lators. The classical diagonalization method [88] relies
on the resolution of secular equations already studied
by Laplace. Actually, the first ‘semiclassical’ treatment
made by Born and Huang [25] is mathematically correct
and equivalent to the one made later by Fano and Hop-
field even though the relation between those formalisms is
somehow hidden behind the mathematical symbols. The
Full strategy for finding normal coordinates and frequen-
cies becomes clear if we use Fourier transforms of the var-
ious fields for the problem under study. Indeed, a Fourier
expansion of a field component A(t) =
∫ +∞
−∞ dΩA˜(Ω)e
−iΩ
will obviously define the needed harmonic expansion. In
the problems considered by Born, Huang, Fano, and Hop-
field, the Fourier spectrum A˜(Ω) is a sum of Dirac dis-
tributions δ(Ω ∓ Ωn) peaked on the real valued eigen-
vibrations Ωn. This specific situation needs a complete
discussion since the Hopfield-Fano model [23, 24] leads
to an exact diagonalization of the full Hamiltonian H(t).
This will in turn makes clear some fundamental relations
with the Laplace Transform formalism used in the previ-
ous subsections.
We start with the Fourier transformed equations
∇×∇× E˜(Ω)− Ω
2
c2
E˜(Ω) =
Ω2
c2
P˜(Ω) (3.37)
(ω2 − Ω2)X˜ω(Ω) =
√
2σω
pi
E˜(Ω) (3.38)
and ∫ +∞
0
dω
√
2σω
pi
X˜ω(Ω) = P˜(Ω) (3.39)
9With the constraint E˜(Ω) = E˜(−Ω)∗, X˜ω(Ω) =
X˜ω(−Ω)∗ coming from the real valued nature of the
fields. From Eq. 3.38 we get using the properties of dis-
tributions:
X˜ω(Ω) = P [
1
ω2 − Ω2 ]
√
2σω
pi
E˜(Ω) + X˜ω
(sym)
(Ω)(3.40)
with
X˜ω
(sym)
(Ω) =
√
~
2ω
[f (sym)ω δ(ω − Ω) + f (sym)∗ω δ(ω +Ω)]
(3.41)
and where we used the reality constraint and introduced
constants of motions f
(sym)
ω , f
(sym)∗
ω which will becomes
annihilation and creation operators in the second quan-
tized formalism. The principal value can be conveniently
written P [ 1ω2−Ω2 ] =
1
ω2−(Ω+i0+)2− ipi2ω [δ(ω−Ω)−δ(ω+Ω)]
or equivalently P [ 1ω2−Ω2 ] =
1
ω2−(Ω−i0+)2 +
ipi
2ω [δ(ω−Ω)−
δ(ω + Ω)]. This leads to two different representations of
Eq. 3.40:
X˜ω(Ω) =
1
ω2 − (Ω + i0+)2
√
2σω
pi
E˜(Ω) + X˜ω
(in)
(Ω)
=
1
ω2 − (Ω− i0+)2
√
2σω
pi
E˜(Ω) + X˜ω
(out)
(Ω)
(3.42)
where X˜ω
(in)
(Ω) and X˜ω
(out)
(Ω) can also be written
like Eq. 3.41, i.e., respectively as
√
~
2ω [f
(in)
ω δ(ω − Ω) +
f
(in)∗
ω δ(ω+Ω)] or
√
~
2ω [f
(out)
ω δ(ω−Ω)+f (out)∗ω δ(ω+Ω)].
This discussion is reminiscent of the different representa-
tion given in Section III D involving retarded, advanced
or time symmetric modes. Of course the usual causal
representation is (in) which is obtained from the defini-
tion of f
(0)
ω (t) given in section III at the limit t0 → −∞.
However, all the descriptions are rigorously equivalent.
It is also easy to show that we have f
(sym)
ω =
f(in)ω +f
(out)
ω
2
which justifies why we called this field symmetrical. It
corresponds to a representation of the problem mixing
boundary conditions in the future and the past in a sym-
metrical way like it was used for instance by Feynman
and Wheeler in their description of electrodynamics [85]
as discussed in Section III D.
Now after inserting the causal representation of
Eq. 3.42 in Eq. 3.39 and then into Eq. E3 we get
∇×∇× E˜(Ω)− Ω
2
c2
ε˜(Ω)E˜(Ω) =
Ω2
c2
P˜
(in)
(Ω) (3.43)
with P˜
(in)
(Ω) =
∫ +∞
0 dω
√
2σω
pi X˜ω
(in)
(Ω) and
ε˜(ω) = 1 +
∫ +∞
0
dτχ(τ)eiωτ (3.44)
This causal permittivity ε˜(Ω) being given by the Huttner-
Barnett model [17, 75] the secular equations ω2α =
Ω2ε˜(Ω) for transverse modes have no root in the upper
complex frequency half-plane and in particular on the
real frequency axis (the longitudinal term is discussed
below). This means that, unlike Eq. 3.40, Eq. 3.43 has
in general no Dirac term corresponding to independent
eigenmodes. The electric field is thus represented by a
source term
E˜(x,Ω) =
Ω2
c2
∫
d3x′Gχ(x,x′,Ω) · P˜(in)(x′,Ω) (3.45)
obtained like in the previous subsection using a causal
Green function. The absence of free normal modes for
the electric field is of course reminiscent from the rapid
decay of the free modes (0) when t0 → −∞ as discussed
before. The representation given here doesn’t distinguish
between transverse and longitudinal fields but this should
naturally occur since we have the constraint ∇ · E˜(Ω) =
−∇ · P˜(Ω) which implies E˜||(Ω) = −P˜||(Ω). Together
with Eq. E3 we thus get
E˜||(Ω) = −P˜||(Ω) = −
P˜
(in)
|| (Ω)
ε˜(Ω)
. (3.46)
Eq. 3.46 is actually reminiscent of the charge screening by
ε˜(Ω). Here we used the fact that ε˜(Ω) has no root on the
real axis otherwise the imaginary part of the permittivity
should vanish and the the medium would be lossless at
the frequency Ω a fact which is prohibited by physical
consideration about irreversibility [89]. This reasoning is
rigorously not valid at Ω = 0 since the imaginary part of
the permittivity is a odd function on the real axis. But
then in general to have a root at Ω = 0 it would require
that the real part of the permittivity vanishes as well
and this is not allowed from usual permittivity model
(see Eq. A5) which makes therefore this possibility very
improbable.
The previous reasoning is clearly formally equivalent to
the ones obtained in the previous subsection and in both
case the field P˜(in)(x′,Ω) orP(0)(t) completely determine
the electromagnetic evolution. Still, there are exceptions
for instance in the Drude Lorentz model with ε˜(Ω) =
1+
ω2p
ω20−(Ω+i0+)2 which forms the basis for the Hopfield [24]
polariton model. This model is rigorously not completely
lossless since we have ε˜(Ω) = 1+P [
ω2p
ω20−Ω2 ] +
ipiω2p
2ω0
(δ(Ω−
ω0)− δ(Ω + ω0)) corresponding to a singular absorption
peak.
Moreover, in this Hopfield model [24], which is a limit
case of the Huttner Barnett model [17, 90], we get the
exact evolution equation
∂2tP+ ω
2
0P = ω
2
pE (3.47)
which in the case of the longitudinal modes leads to solv-
ing the secular equation (ω20 − Ω2)P˜||(Ω) = −ω2pP˜||(Ω).
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It has the solution
P˜||(Ω) = βδ(Ω− ωL) + β∗δ(Ω + ωL) (3.48)
where ωL =
√
ω20 + ω
2
p isthe longitudinal plasmon fre-
quency. However relating this result to Eq. 3.46 re-
quires careful calculations since ε˜(Ω) is here a highly
singular distribution. Indeed, applying Eq. 3.46 will
lead to find solutions of ε˜(Ω)P˜||(Ω) = P˜
(in)
|| (Ω) with
P˜
(in)
|| (Ω) = αδ(Ω − ω0) + α∗δ(Ω + ω0) with α(x) a
longitudinal vector field. This singular (in) field at
Ω = ±ω0 seems to imply that polaritons are resonant
at such frequency in contradiction with the result lead-
ing to Ω = ±ωL for such polariton modes. Now, due to
the presence of absorption peaks at Ω = ±ω0 we have
near this singular points α =
ipiω2p
2ω0
P˜||(ω0) where P˜||(ω0)
is supposed to be regular [91]. Moreover, outside this
narrow absorption band the medium is effectively lossless
and instead of Eq. 3.46 we have (1 +
ω2p
ω20−Ω2 )P˜||(Ω) = 0
which has the singular solution P˜||(Ω) = βδ(Ω − ωL) +
β∗δ(Ω + ωL) with β(x) a longitudinal vector field . Im-
portantly, from the hypothesis of regularity at ±ω0 we
have P˜||(ω0) = 0 and therefore α = 0 which means
that P˜
(in)
|| (Ω) = 0 everywhere. The Lorentz-Drude model
leads therefore to genuine longitudinal polaritons eigen-
frequencies ±ωL solutions of ε˜(ωL) = 0. We empha-
size that the same result could be obtained using the
Laplace transform method. We have indeed E′
(s)
|| (x, p) =
− P
′(0)
|| (x,p)
1+ω2p/(p
2+ω20)
with P′
(0)
|| (x, p) =
pP||(x,t0)+∂t0P||(x,t0)
ω20+p
2 .
Therefore we can rewrite the longitudinal scattered field
as E′
(s)
|| (x, p) = − pP||(x,t0)+∂t0P||(x,t0)ω2L+p2 . Moreover since
there is no longitudinal (0) electric field and since
P|| = −E|| we have P||(t) = cos (ωL(t− t0))P||(t0) +
sin (ωL(t− t0))∂t0P||(t0) which shows that the genuine
longitudinal polariton oscillates at the frequency ωL as
expected.
The transverse polariton modes of the Hopfield model
are obtained in a similar way from Eq. 3.43 with
P˜
(in)
⊥ (Ω) = γδ(Ω − ω0) + γ∗δ(Ω + ω0) with γ(x) a
transverse vector field. As explained in the appendix
G solving the problem with a plane wave expansion
labeled by α and j leads again to a secular equation
ω2α − Ωα,±2ε˜(Ωα,±) = 0 for the two transverse modes
(±) giving a quartic dispersion relation
ω2αω
2
0 − Ω2α,±(ω2α + ω2L) + Ω4α,± = 0 (3.49)
with two usual Hopfield solutions
Ω± =
√
[ω2α + ω
2
L ±
√
((ω2α + ω
2
L)
2 − 4ω2αω20)]√
2
.
(3.50)
The two-modes field have now the structure
E˜(x,Ω) =
∑
α,j,±
E˜α,j,±(Ω)ǫˆα,jΦα(x) (3.51)
with E˜α,j,±(Ω) = φα,j,±δ(Ω − Ωα,±) + ηjφ∗−α,j,±δ(Ω +
Ωα,±) with φα,j,± an amplitude coefficient for the mode
(see Appendix E and [83] for a derivation).
One of the most important issue in the context of
the Hopfield model concerns the Hamiltonian. Indeed,
in this model the full Hamiltonian Eq. 2.13 H(t) =∫
d3xB
2+E2
2 +HM reads
H(t) =
∫
d3x[
B2 +E2
2
+
(∂tP)
2 + ω20P
2
2ω2p
]. (3.52)
If we isolate first the longitudinal term we get
H||(t) =
∫
d3x[
P2||
2
+
(∂tP||)2 + ω20P
2
||
2ω2p
]
=
∫
d3x[
(∂tP||)2 + ω2LP
2
||
2ω2p
] = 2
ω2L
ω2p
∫
d3xβ∗β (3.53)
We can of course introduce a Fourier transform of the
dipole field as P|| =
∑
α Pα(Ω)kˆαΦα(x) and new polari-
ton fields amplitudes βα =
∫
d3xβ(x) · kˆαΦα(x). We
thus have H||(t) = 2
ω2L
ω2p
∑
α β
∗
αβα. This expression of the
Hamiltonian is standard for normal coordinates expan-
sion in linearly coupled harmonic oscillators.
Furthermore, using commutators like Eq. 2.8 one de-
duce [P(x, t), ∂tP(x
′, t)] = i~δ3(x′ − x)I and other
similar ones. In the Fourier space we thus obtain
[Pα(t), P˙β(t)] = i~δα,β which lead after straightforward
transformation to the commutators [fα,||(t), f
†
β,||(t)] =
δα,β, [fα,||(t), fβ,||(t)] = [f
†
α,||(t), f
†
β,||(t)] = 0. with βα =
ωp
√
~
2ωL
fα,|| (the time dependence in the Heisenberg pic-
ture means f||,β(t) = f||,βe−iωLt). This naturally leads
to the Hopfield-Fano Hamiltonian expansion for longitu-
dinal polaritons:
H||(t) = ~ωL
∑
α
f †α,||(t)fα,||(t). (3.54)
A similar analysis can be handled for the transverse po-
laritons modes but the calculation is a bit longer (see Ap-
pendix E). To summarize this calculation in few words:
using a Fourier expansion of the different primary trans-
verse field operators in Eq. 3.52 we get after some ma-
nipulations the Hopfield-Fano expansion [23, 24]
H⊥(t) = 2
∑
α,j,±
(1 +
ω20
ω2p
(
ω2α
Ω2α,±
− 1)2)φ†α,j,±φα,j,±
=
∑
α,j,±
~Ωα,±αf
†
α,j,±(t)fα,j±(t)(3.55)
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with the operator fα,j,±(t) = fα,j,±e−iΩα,±t obeying the
usual commutation rules for rising and lowering opera-
tors. Again this result is expected in a modal expan-
sion using normal coordinates and again the same re-
sult could be alternatively obtained using the Laplace
transform method. To summarize, the approach de-
veloped previously using the Laplace transform formal-
ism agrees with the normal coordinates methods based on
the Fourier expansion in the frequency domain. Both ap-
proaches lead to the conclusion that for an homogeneous
medium the various electromagnetic and material fields
are completely determined by the knowledge of the mat-
ter oscillating dipole density P(in)(t) (Fourier’s method)
or P(0)(t) (Laplace’s method). In the limit t0 → −∞
both approach are equivalent and there is no contribution
of the free field in a homogenous dissipative medium (the
residual E(0),B(0) is exponentially damped in the regime
t0 → −∞). We also showed that if losses in the Hut-
tner Barnett model are sharply confined in the frequency
domain we can find exact polaritonic modes which agree
with the historical method developed by Fano and Hop-
field [23, 24]. These modes fully diagonalize the Hami-
tonian H(t). While we focused our study on the par-
ticular Drude Lorentz model the result is actually gen-
eralizable [92] to homogenous media with conductivity
σ(Ω) =
∑
n
piω2p,n
2 (δ(Ω− ω0,n) + δ(Ω + ω0,n)) which lead
to a permittivity
ε˜(Ω) = 1 +
∑
n
P [
ω2p,n
ω20,n − Ω2
] + i
σ(Ω)
Ω
. (3.56)
In particular the Hamiltonian can in these spe-
cial cases be written as a sum of harmonic os-
cillator terms corresponding to the different lon-
gitudinal and transversal polariton modes. We
thus write H|| =
∑
m,α ~Ωα,mf
†
α,m,||fα,m,|| and
H⊥ =
∑
m′,α,j ~Ω
′
α,m′f
†
α,j,m′fα,j,m′ where m and m
′
label the discrete longitudinal and transverse polaritons
modes. However, for a more general Huttner-Barnett
model where the permittivity is only constrained by
Kramers-Kronig relations such a simple interpretation
is not possible and the Hamiltonian is not fully di-
agonalized. The additional physical requirement [89]
imposing that the imaginary part of the permittivity
should be rigorously positive valued, i.e., ε˜′′(Ω) > 0,
also prohibits these exceptional cases which should
therefore only appear as ideal limits with loss con-
fined in infinitely narrow absorption bands. However
as we will show in the next subsection the lossless
idealization represents a good approximation for a
quite general class of medium with weak dissipation.
The previous results of Hopfield and Fano have still a
physical meaning and are for example used with success
for the description of planar cavity polaritons [30, 93–98].
F. The approximately transparent medium case:
Milonni’s approach
It is particularly relevant to consider what happens in
the Huttner Barnett approach if we relax a bit the de-
manding constraints of the original Hopfield-Fano model
based on Eq. 3.56. For this we consider a medium with
low loss such as the medium can be considered with a
good approximation as transparent in a given spectral
band where the field is supposed to be limited. This ap-
proach was introduced by Milonni [7] and is based on
the Hamiltonian obtained long ago by Brillouin [99] and
later by Landau and Lifschitz [40, 44, 89] for dispersive
but slowly absorbing media. The main idea is to re-
place the electromagnetic energy density (E2 +B2)/2 in
the full Hamiltonian by a term like (dωcε˜(ωc)dωc E
2 +B2)/2
where ε˜(ωc) is the approximately real valued permittiv-
ity of the field at the central pulsation ωc with which the
wave-packet propagates. Since this approach has been
successfully applied to quantize polaritons [6, 8, 9, 44] or
surface plasmons [100, 101] it is particularly interesting
to justify it in the context of the more rigorous Huttner-
Barnett approach developed here. In the mean time this
will justify the use of Hopfield-Fano approach as an effec-
tive method applicable for the low loss regime which is
a good assumption in most dielectric (excluding metals
supporting lossy plasmon modes).
From Poynting’s theorem, it is usual in macroscopic
electromagnetism to isolate the work density We = E ·
∂tD such as the energy conservation reads
∂tu =We + ∂t(
B2
2
) = −∇ · (cE×B). (3.57)
By direct integration we thus get the usual formula
for the time derivative of the total energy H(t) =∫
d3xu(x, t) such as:
d
dt
H(t) =
d
dt
(
∫
d3x
B2
2
) +
∫
d3xE · ∂tD
=
d
dt
(
∫
d3x
B2
2
) +
∫
d3xE⊥ · ∂tD (3.58)
which cancels if the fields decay sufficiently at spatial in-
finity (assumption which will be done in the following)
as it can be proven after using the Poynting vector diver-
gence and Stokes theorem. We now consider a temporal
integration window δt to compute the average derivative∫
δt dt
′ ∫ d3xE⊥(t′) · ∂tD(t′)
δt
+
δ
δt
(
∫
d3x
B2
2
) ≃ 0,
(3.59)
where δ
∫
d3xB
2
2 means the magnetic energy variation
during the time δt and
∫
δt dt
′[...] =
∫ t+δt
t dt
′[...] is an in-
tegration domain from an initial time t to a final time
t + δt. The next step is to Fourier expand the field in
the frequency domain and we write E⊥ = E
(+)
⊥ + E
(−)
⊥
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where the positive frequency part of the field is defined
as E
(+)
⊥ (t) =
∫ +∞
0
dωE˜⊥(ω)e−iωt (the negative frequency
part is then E
(−)
⊥ (t) = [E
(+)
⊥ (t)]
†). We use similar no-
tation for the displacement field and we introduce the
Fourier field D˜(ω). In order to achieve the integration
Eq. 3.59 the temporal window will be supposed suffi-
ciently large compared to the typical period 2pi/ωc of
the light pulse. This allows us to simplify the calculation
and most contributions cancel out during the integra-
tion [44, 89, 99]. Additionally to perform the calculation
we assume that we have D˜(ω) = ε˜(ω)E˜⊥(ω). This is a
usual formula in classical physics where the term P(0) is
supposed equal to zero, but here we are dealing with a
quantized theory and we can not omit this term. Fur-
thermore, we showed that in the Huttner-Barnett model
when t0 → −∞ only the (s) contributions discussed in
section III C remain [17]. Assuming therefore this regime
the transverse field D(s), and E(s) are fully expressed as
a function of operators f
(0)
ω,α,j(t). Eqs. 3.26 and 3.27 allow
us to define the Fourier fields:
D˜(s)(x, ω) =
∑
α,j
ω2αΦα(x)ǫˆα,j
ω2α − ε˜(ω)ω2
√
~σω
piω
f
(0)
ω,α,j(t0)e
iωαt0
(3.60)
E˜
(s)
⊥ (x, ω) =
∑
α,j
ω2Φα(x)ǫˆα,j
ω2α − ε˜(ω)ω2
√
~σω
piω
f
(0)
ω,α,j(t0)e
iωαt0 ,
(3.61)
for ω > 0 (for ω < 0 we have D˜(s)(x, ω) = D˜(s)†(x,−ω)
where D˜(s)(x,−ω) is given by Eq. 3.60 at the positive
frequency −ω. Similar symmetries and properties hold
for the electric and magnetic fields). We thus see that
the relation D˜(ω) ≃ ε˜(ω)E˜⊥(ω) is approximately ful-
filled if we consider only frequencies near a resonance at
ω2α = ε˜(ω)ω
2 (the spectral distribution in Eq. 3.60 is thus
extremely peaked since losses are weak). This dispersion
relation occurs for transverse polaritons modes ω ≃ Ωα,m
(neglecting the imaginary part) and if the wave packet
of spectral extension δω ∼ 1/δt is centered on such a
wavelength we can replace with a good approximation
ω2α by ε˜(ω)ω
2 in the numerator of Eq. 3.60 leading thus
to D˜(ω) ≃ ε˜(ω)E˜⊥(ω). After this assumption the cal-
culation can be done like in classical textbooks [89, 99]
and Eq. 3.59 becomes (this usual calculation will not be
repeated here):
δ
δt
H(t) =
δ
δt
(
∫
d3x[
dωcε˜(ωc)
dωc
E
(−)
⊥ E
(+)
⊥ +
B2
2
]) = 0,
(3.62)
where ωc denotes now the transverse polariton frequency
ωc ≃ Re[Ωα,m] for the homogeneous medium consid-
ered here. In this formula the imaginary part of ε˜(ωc)
is systematically neglected in agreement with the rea-
soning discussed for instance in Ref. [89]. Alterna-
tively Eq. 3.62 could be rewritten using the time average
〈B2〉 ≃ 2E(−)⊥ E(+)⊥ in order to get the classical Brillouin
formula for the electric energy density in the medium but
this will not be useful here. Moreover, we introduce the
mode operators:
E
(+)
α,j,m(t) =
∫
δωα,m
dω
ω2
ω2α − ε˜(ω)ω2
√
~σω
piω
f
(0)
ω,α,j(t).
(3.63)
where δωα,m is a frequency window centered on the po-
lariton pulsation ωc ≃ Re[Ωα,m] := Ω′α,m. Now, if we
suppose that the electromagnetic field is given by a sum
of such transverse modes (without overlap of the fre-
quency domains δωα,m) then Eq. 3.62 reads:
δ
δt
H(t) =
δ
δt
(
∑
α,j,m
[
d(Ω′α,mε˜(Ω
′
α,m))
dΩ′α,m
+
ω2α
Ω′α,m
2 ]E
(−)
α,j,mE
(+)
α,j,m) = 0, (3.64)
where the contribution
ω2α
Ω′α,m
2 arises from a modal expan-
sion of the magnetic field and from using the resonance
condition in the numerator of Eq. 3.32 (which involves
ωωα ≃ ω2ωα/Ωα,m).
What is also fundamental here is that we have the com-
mutators (the derivation in the complex plane in given
in Appendix F):
[E
(+)
α,j,m(t), E
(−)
β,l,n(t)] = δα,βδj,lδm,n
~Ωα,m
2
dΩ2α,m
dω2α
.
(3.65)
and [E
(+)
α,j,m(t), E
(+)
β,l,n(t)] = [E
(−)
α,j,m(t), E
(−)
β,l,n(t)] = 0.
These relation imply the existence of effective rising and
lowering operators f
(+)
α,j,m(t) for polaritons defined by
E
(+)
α,j,m(t) =
√(
~Ωα,m
2
dΩ2α,m
dω2α
)
fα,j,m(t).
These relations were phenomenologically obtained by
Milonni [7, 9] after quantizing Brillouin’s energy for-
mula. Here we justify this result from the ground us-
ing the Huttner-Barnett formalism. Importantly, af-
ter defining the optical index of the polariton mode
nα,m ≃
√
ε˜(Ω′α,m) we can rewrite
d(Ω′α,mε˜(Ω
′
α,m))
dΩ′α,m
+
ω2α
Ω′α,m
2 as 2nα,mc/vg(Ω
′
α,m) where vg(Ω
′
α,m) is the group
velocity of the mode defined by dΩ′α,m/dkα. This
allows us to rewrite the operators as E
(+)
α,j,m(t) =√(
~Ωα,m
2
vg(Ω′α,m)
nα,mc
)
fα,j,m(t) (since
vg(Ω
′
α,m)
nα,mc
=
dΩ2α,m
dω2α
)
and finally to have :
δ
δt
H(t) =
δ
δt
(
∑
α,j,m
~Ωα,mf
†
α,j,mfα,j,m) = 0. (3.66)
13
The total energy is thus defined as H(t) =∑
α,j,m ~Ωα,mf
†
α,j,mfα,j,m which is a constant of
motion defined up to an arbitrary additive constant.
This formula involves only the transverse modes so that
actually it gives the energy H⊥(t) associated with the
transverse polariton modes in weekly dissipative medium
and represents a generalization of Hopfield-Fano results
as an effective but approximative model.
Few remarks are here necessary. First, the model
proposed here relies on the assumption that the fields
is a sum of wave packets spectrally non overlapping.
This hypothesis which was also made by Garrison and
Chio [9] was then called the ‘quasi multimonochromatic’
approximation. This assumption is certainly not nec-
essary since Milonni’s model includes as a limit the
rigorous Hopfield- Fano model [23, 24] which doesn’t
rely on such an assumption. In order to justify further
Milonni’s approach [7] and relax the hypothesis made
it is enough to observe first, that in Eq. 3.60 the
approximation D˜(ω) ≃ ε˜(ω)E˜⊥(ω) is quite robust even
if the fields is spectrally very broad. Indeed, since losses
are here supposed to be very weak the resonance will
practically cancel out if ω differs significantly of a values
where the condition ω2α = ε˜(ω)ω
2 occurs. Second, if we
insert formally Eqs. 3.60 and Eq. 3.61 with the previous
assumption into Eq. 3.62 then instead of the term
δ
δt (
∫
d3xdωcε˜(ωc)dωc E
(−)
⊥ E
(+)
⊥ ) in Eq. 3.62 we get a term
δ
δt (
∫ +∞
0 dω
∫ +∞
0 dω
′ ∫ d3xdωε˜∗(ω)dω E˜⊥(ω)E˜⊥∗(ω′)ei(ω′−ω)t).
This contribution is in general more complicated be-
cause dωε˜
∗(ω)
dω depends on ω. However, using explicitly
Eqs. 3.60 and Eq. 3.61 and specially the Fourier expan-
sion in plane waves we see that for the specific fields
considered here Eq. 3.64 still holds. This means that
we can again introduce polariton operators E
(+)
β,l,n(t),
and E
(−)
β,l,n(t) defined by Eq. 3.63. As previously these
operators depend on a frequency window δωα,m and here
these are introduced quite formally for taking into ac-
count the fact that the resonance 1ω2α−ε˜(ω)ω2 is extremely
peaked near the different polariton frequencies Ωα,m.
A product like 1ω2α−ε˜(ω)ω2
1
ω2α−ε˜∗(ω′)ω′2 occurring in the
integration will thus not contribute unless the frequency
ω′ and ω are in a given window δωα,m. Eq. 3.64 thus
results as a very good practical approximation.
Remarkably, as observed in Eq. 3.65 (and explained in
Appendix E) the commutator does not depend explicitly
on the size of these windows (which are only supposed
to be small compared to the separation between the
different mode frequencies and large enough to include
the resonance peaks as explained in Appendix E).
Therefore, this allows us to renormalize these operators
as before by introducing the same rising and lower-
ing polariton operators fα,j,m such as Eq. 3.66 and
H⊥(t) =
∑
α,j,m ~Ωα,mf
†
α,j,mfα,j,m hold identically. We
thus have completed the justification of the Milonni’s
approach for dielectric medium with weak absorption [7].
An other remark concerns the longitudinal electric
field which was omitted here since it does not play an
active role in pulse propagation through the medium.
We have indeed
∫
d3xE · ∂tD =
∫
d3xE⊥ · ∂tD so that
the reasoning was only done on the transverse modes.
However, this was not necessary and one could have kept
the longitudinal electric field all along the reasoning.
Since the transverse part is a constant as we showed
before, this should be the case for the longitudinal
part as well since H(t) − H⊥(t) is also an integral of
motion. Now, a reasoning similar to the previous one for
transverse waves will lead to the Brillouin formula for
the longitudinal electric energy:
δ
δt
H||(t) =
δ
δt
(
∫
d3x
∫
d3xE|| · ∂tD
≃ δ
δt
(
∑
α,m
d(Ω′α,mε˜(Ω
′
α,m))
dΩ′α,m
E
(−)
α,m,||E
(+)
α,m,||) = 0 (3.67)
where the longitudinal polariton modes are defined by:
E(+)α,m(t) =
∫
δωα,m
dω
−1
ε˜(ω)
√
~σω
piω
f
(0)
ω,α,||(t). (3.68)
In this formalism the longitudinal polariton frequencies
Ω′α,m are the solutions of ε˜
′(Ω′α,m) ≃ 0 (where losses are
again supposed to be weak). The commutator can be
defined using a method equivalent to Eq. 3.65 and we
get:
[E
(+)
α,m,||(t), E
(−)
β,n,||(t)] = δα,βδm,n
~
|Mα,m| . (3.69)
with Mα,m =
dε˜′(ω)
dω |Ω′α,m . After defining the lowering
polariton operator as E
(+)
α,m,||(t) = fα,m,||(t)
√(
~
|Mα,m|
)
we thus obtain:
δ
δt
H||(t) ≃
δ
δt
(
∑
α,m
~Ω′α,mf
†
α,m,||fα,m,||) = 0 (3.70)
as it should be. Milonni’s approach [7] leads therefore
to an effective justification of longitudinal polaritons as
well and this includes the Hopfield-Fano [24] model as a
limiting case when losses are vanishing outside infinitely
narrow absorption bands.
A final important remark should be done since it con-
cerns the general significance of the scattered field (s)
in the lossless limit. Indeed, we see from Eq. 3.63 that
the transverse mode operators E
(+)
α,j,m(t) and E
(+)
α,j,m(t)
rigorously vanish in the limit σω → 0 (this is not true
for longitudinal operators Eq. 3.68 which are physically
linked to bound and Coulombian fields). In agreement
with the sub-section III C we thus conclude that in the
vacuum limit one should consider the (0) fields as the
only surviving contribution. However, we also see that
for all practical needs if the losses are weak but not equal
to zero then by imposing t0 → −∞ the (0) terms should
cancel and only will survive a scattered term which will
14
formally looks as a free photon in a bulk medium with op-
tical index nω ≃ √εω. Therefore, we justify the formal
canonical quantization procedure used by Milonni and
others [6–9, 44, 100, 101] which reduces to the histori-
cal quantization methods in the (quasi-) non dispersive
limit [1, 3]. However, this can only be considered as an
approximation and therefore the original claim presented
in Ref. [33] that the scattered field (s) is sufficient for jus-
tifying the exact limit σω → 0 without the (0) term was
actually unfounded. As we will see this will become spe-
cially relevant when we will generalize the Langevin noise
approach to an inhomogeneous medium.
G. The energy conservation puzzle and the
interpretation of the Hamiltonian for an
homogeneous dielectric medium
The central issue in this work is to interpret the phys-
ical meaning of quantized polariton modes in the gen-
eral Huttner Barnett framework of Section II and this
will go far beyond the limiting Hopfield-Fano [23, 24] or
Milonni’s approaches [7] which are valid in restricted con-
ditions when losses and/or dispersion are weak enough.
For the present purpose we will focus on the Homoge-
neous medium case (the most general inhomogeneous
medium case is analyzed in the next section). It is fun-
damental to compare the mode structure of Eqs. 3.26,
3.27, 3.30, and 3.32 on the one side and the mode struc-
ture of Eqs. 3.14, 3.15 and 3.16 on the other side which
are associated respectively with the free modes ‘(0)’ and
the scattered modes ‘(s)’. The ‘(0)’ modes are the eigen-
states of the classical propagation problem when we can
cancel the fluctuating term P(0). This is however not al-
lowed in QED since we are now considering operators in
the Hilbert space and one cannot omit these terms with-
out breaking unitarity. Inversely the scattered modes are
the modes which were considered by Huttner and Bar-
nett [17]. Moreover only these ‘(s)’ modes survive here
if the initial time t0 is sent into the remote past, i.e.,
if t0 → −∞. For all operational needs it is therefore
justified to omit altogether the ‘(0)’ mode contribution
in the homogeneous medium case. Clearly, this was the
choice made by Gruner and Welsch [34] and later by more
or less all authors working on the subject (see however
Refs. [79, 80]) which accepted this rule even for non-
homogeneous media. If we accept this axiom then the
Hamiltonian of the problem seems to reduce to H
(0)
M , i.e.
in the homogeneous medium case, to
H
(0)
M (t) =
∫
d3x
∫ +∞
0
dω~ωf†(0)ω (x, t)f
(0)
ω (x, t)
=
∑
α,j
∫ +∞
0
dω~ωf
†(0)
ω,α,j(t), f
(0)
ω,α,j(t)
+
∑
α
∫ +∞
0
dω~ωf
†(0)
ω,α,||(t), f
(0)
ω,α,||(t) (3.71)
which depends only on the fluctuating operators
f
(0)
ω,α,||(t), f
†(0)
ω,α,||(t) in agreement with the Langevin
force/noise approach of Gruner and Welsch [34].
Now, there is apparently a paradox: the complete
Hamiltonian of the system is in agreement with Eq. 2.13
given by
H(t) =
∫
d3x :
B(x, t)2 +E(x, t)2
2
:
+
∫
d3x
∫ +∞
0
dω~ωf†ω(x, t)fω(x, t) (3.72)
Can we show that H(t) is actually equivalent to H
(0)
M (t)?
This is indeed the case for all practical purposes at least
for the Homogeneous medium case treated by Huttner
and Barnett[17] that we analyzed in details before. To
see that remember thatH(t) is actually a constant of mo-
tion therefore we should have H(t) = H(t0). This equal-
ity reads alsoH(t) =
∫
d3x : B(x,t0)
2+E(x,t0)
2
2 : +HM (t0).
Now, the central point here is to use the boundary con-
dition at time t0 which imply fω(x, t0) = f
(0)
ω (x, t0). Fur-
thermore, since the time evolution of f
(0)
ω is harmonic
we have f
†(0)
ω (x, t)f
(0)
ω (x, t) = f
†(0)
ω (x, t0)f
(0)
ω (x, t0). Alto-
gether these relations imply
HM (t0) = H
(0)
M (t0) = H
(0)
M (t) (3.73)
so that we have:
H(t) =
∫
d3x :
B(x, t0)
2 +E(x, t0)
2
2
: +H
(0)
M (t).
(3.74)
In other words we get a description in which the Fock
number states associated with the fluctuating operators
f
(0)
ω (x, t) or equivalently f
(0)
ω,α,j(t), f
(0)
ω,α,||(t) diagonalize
not the full Hamiltonian but only a part that we noted
H
(0)
M (t). However, this is not problematic since the re-
maining term
Hrem.(t) =
∫
d3x :
B(x, t0)
2 +E(x, t0)
2
2
: (3.75)
is also clearly by definition a constant of motion since
it only depends on fields at time t0. How can we inter-
pret this constant of motion? We can clearly rewrite
it as Hrem.(t) =
∫
d3x : B(x,t0)
2+(D(x,t0)−P(x,t0))2
2 :.
Therefore, in the F potential vector formalism defined
in Section II, this constant depends on both cα,j(t0)
and c†α,j(t0), i. e., lowering and rising operators asso-
ciated with the transverse D and B fields, and it also
depends on the operators f†ω(x, t0), fω(x, t0) which are
associated with the fluctuating dipole distribution at
the initial time t0. Furthermore since we have also
D(s)(t0) = 0, B
(s)(t0) = 0, E
(s)(t0) = −P(0)(t0) and
since D(t0) = D
(0)(t0) = E
(0)(t0), B(t0) = B
(0)(t0) we
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can alternatively write:
Hrem.(t) =
∫
d3x :
B(0)(x, t0)
2
2
+
(D(0)(x, t0)−P(0)(x, t0))2
2
: . (3.76)
This means that the remaining term Hrem.(t) depends on
the knowledge of D(0)(t0) and B
(0)(t0) electromagnetic
free field. Since in the limit t0 → −∞ these (0) elec-
tromagnetic terms vanish at any finite time t this would
justify to consider Hrem.(t) as an inoperative constant.
However, we have also the contribution of P(0)(t0) which
play a fundamental role in the determination of D(s)(t),
B(s)(t) and E(s)(t) at the finite time t. Therefore, while
Hrem.(t) is a constant of motion it nevertheless contains
quantities which will affect the evolution of the surviv-
ing (s) fields at time t. It is for this reason that we can
say that for ‘all practical purposes only’ Hrem.(t) is un-
necessary and that H
(0)
M (t) is sufficient for describing the
energy problem.
There are however many remarks to be done here
concerning this analysis. First, while the Hamiltonian
H
(0)
M (t) gives a good view of the energy up to an addi-
tive inoperative constant it is the full Hamiltonian which
is necessary for deriving the equations of motions from
Hamilton’s equations or equivalently from Heisenberg’s
evolution like i~ ddtA(t) = [A(t), H(t)]. It is also only with
H(t) that time symmetry is fully preserved. In particular
do not forget that in deriving the Fano-Hopfield [23, 24]
formalism we introduced (see Eq. 3.43) the evolution
∇ ×∇ × E˜(Ω) − Ω2c2 ε˜(Ω)E˜(Ω) = Ω
2
c2 P˜
(in)
(Ω) which de-
pends on the causal ‘in’ field P˜
(in)
(Ω) and on the causal
permittivity ε˜(Ω). Since the knowledge of P(in)(t) is
equivalent to P(0)(t) in the limit t0 → −∞ the (forward)
Laplace transform method is leading to the same result
that the usual Fano method and this fits as well with
the Gruner and Welsch Langevin’s equations [34]. How-
ever, instead of Eq. 3.43 we could equivalently use the
anticausal equation
∇×∇× E˜(Ω)− Ω
2
c2
ε˜∗(Ω)E˜(Ω) =
Ω2
c2
P˜
(out)
(Ω)(3.77)
where P˜
(out)
(Ω) replaces P˜
(out)
(Ω) and where the causal
permittivity ε˜(Ω) becomes now ε˜∗(Ω) which is associated
with amplification instead of the usual dissipation. The
Green integral equation now becomes
E˜(x,Ω) =
Ω2
c2
∫
d3x′GχT (x,x
′,Ω) · P˜(out)(x′,Ω)
(3.78)
where χT (t) replaces χ(t) (see Eq. 3.34) and is associated
with the anticausal dynamics which is connected to the
time-reversed evolution. Both formalism developed with
either ‘in’ or ‘out’ fields are completely equivalent but
this shows that we have the freedom to express the scat-
tered field in term of f
(in)
ω (x, t), and f
(in)†
ω (x, t) or in term
of f
(out)
ω (x, t), and f
(out)†
ω (x, t). Since there is in general
no fully propagative ‘free’ electromagnetic modes (if we
exclude the lossless medium limit considered by Hopfield
and Fano [23, 24]) then the surviving fields at finite time
t obtained either with t0 → −∞ or tf → +∞ corre-
spond to decaying or growing waves in agreement with
the results discussed for the Laplace transform methods.
The full Hamiltonian H(t) is thus expressed equivalently
either as
H(t) =
∫
d3x :
B(x, t0)
2 +E(x, t0)
2
2
:
+
∫
d3x
∫ +∞
0
dω~ωf (in)†ω (x, t)f
(in)
ω (x, t) (3.79)
(with f
(in)
ω (x, t) := f
(0)
ω (x, t) = fω(x, t0)e
−iω(t−t0) the
fluctuating field defined in section II) or as
H(t) =
∫
d3x :
B(x, tf )
2 +E(x, tf )
2
2
:
+
∫
d3x
∫ +∞
0
dω~ωf (out)†ω (x, t)f
(out)
ω (x, t) (3.80)
with f
(out)
ω (x, t) = fω(x, tf )e
−iω(t−tf ) the fluctuating field
using using a final boundary condition at time tf . In the
limits t0 → −∞, tf → +∞ this leads to
H(t) = Hin,rem.(t)
+
∫
d3x
∫ +∞
0
dω~ωf (in)†ω (x, t)f
(in)
ω (x, t) (3.81)
or
H(t) = Hout,rem.(t)
+
∫
d3x
∫ +∞
0
dω~ωf (out)†ω (x, t)f
(out)
ω (x, t) (3.82)
where the remaining terms (see Eq. 3.75) Hin,rem.(t)
and Hout,rem.(t) are two different integrals of mo-
tion. Therefore, it shows that the representation cho-
sen by Gruner and Welsch in Ref. [34] is not uni-
vocal and that one could reformulate all the theory
in terms of P˜
(out)
(Ω) instead of P˜
(in)
(Ω) to respect
time symmetry. Furthermore, we emphasize that while
the two Hamiltonians
∫
d3x
∫ +∞
0
dω~ωf
(0)†
ω (x, t)f
(0)
ω (x, t)
and
∫
d3x
∫ +∞
0 dω~ωf
(f)†
ω (x, t)f
(f)
ω (x, t) have formally
the same mathematical structure they are not associ-
ated with the same physical electromagnetic fields since
Eq. 3.45 and Eq. 3.78 corresponds respectively to de-
caying and growing radiated fields. Causality therefore
requires to make a choice between two different represen-
tations. It is only the choice on a boundary condition in
the remote past or future together with thermodynami-
cal considerations which allow us to favor the decaying
regime given by Eq. 3.45.
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A different but related point to be discussed here
concerns the Hopfield-Fano limit [23, 24] for which
the general conductivity like σ(Ω) =
∑
n
piω2p,n
2 (δ(Ω −
ω0,n)+δ(Ω+ω0)) leads to quasi-lossless permittivity (see
Eq. 3.56). In this regime we found that an exact diago-
nalization procedure can be handled out leading to gen-
uine transverse and longitudinal polaritons. These excep-
tions also fit with the time-symmetry considerations dis-
cussed previously since the quasi-absence of absorption
makes the problem much more time symmetrical that in
the cases where the only viable representations involve
either P˜
(out)
(Ω) or P˜
(in)
(Ω). Of course the Hopfield-
Fano model is an idealization which, in the context of
the Huttner-Barnett framework, gets a clear physical in-
terpretation only as an approximation for low-loss media,
as explained in Section III G.
This leads us to a new problem, which is certainly the
most important in the present work: Considering the
vacuum limit χ(t) → 0 discussed after Eq. 3.16 we saw
that only the (0) electromagnetic modes survive in this
regime and that the (s) modes are killed together with
P(0)(t)→ 0. These vacuum modes are completely decou-
pled from the undamped mechanical oscillators motion
Xω(t) = X
(0)
ω (t). In this limit time symmetry is of course
respected and we see that the full set of eigenmodes diag-
onalizing the Hamiltonian corresponds to the uncoupled
free photons and free mechanical oscillator motions. An
other way to see that is to use again the Fourier formalism
instead of the Laplace transform method. From Eq. 3.43
we see that in the vacuum limit it is not the scattered field
defined by Eq. 3.45 which survives (since P(0)(t) → 0)
but an additional term corresponding to free space pho-
ton modes. While this should be clear after our discus-
sion this point has tremendous consequences if we want
to generalize properly the Huttner-Barnett approach to
an inhomogeneous medium. In such a medium the per-
mittivity ε˜(x,Ω) is position dependent. Now, generally
speaking in nanophotonics we consider problems where
a dissipative object like a metal particle is confined in a
finite region of space surrounded by vacuum. The sus-
ceptibility χ(x, τ) therefore vanishes outside the object
and we expect electromagnetic vacuum modes associated
with free space photon to play a important role in the
final analysis. This should contrast with the Huttner-
Barnett case for homogenous medium which supposes an
unphysical infinite dissipative medium supporting bulk
polaritons or plasmons. The inhomogeneous polariton
case will be treated in the next section.
IV. QUANTIZING POLARITONS IN AN
INHOMOGENEOUS MEDIUM
A. The Green dyadic problem in the time domain
In order to deal with the most general situation of po-
laritons in inhomogeneous media we need first to con-
sider the formal separation between source fields and free-
space photon mode. The separation used here is clearly
different from the one developed in the previous section
since we now consider on the one side as source term
the total polarization P(x, t) (see Eq. 2.9) which includes
both the fluctuating term P(0)(x, t) but also the induced
polarization
∫ t−t0
0 χ(x, τ)dτE(x, t − τ) and on the other
side as source-free terms some general photon modes so-
lutions of Maxwell equations in vacuum. In order not to
get confused with the previous notations we now label
(v) the vacuum modes and (d) the modes induced by the
total dipolar distribution P(x, t).
We start with the second order dynamical equation
1
c2
∂2tF(x, t)−∇2F(x, t)−∇×P(x, t) = 0 (4.1)
which can be solved using the method developed for
Eq. 3.1. Indeed, by imposing χ = 0 in Eq. 3.1 and by
replacing P(0) by P, F(0) by F(v), F(s) by F(d) and so
on in the calculations of Section III we can easily obtain
the formalism needed. Consider first the vacuum fields
F(v), D(v) and B(v). From Eqs. 3.14, 3.15 in the limit
χ(τ) → 0 we get a plane-wave modal expansion for the
free photon field which we write in analogy with Eq. 3.17
as
F(v)(x, t) =
∑
α,j
ic
√
~
2ωα
c
(v)
α,j(t)ǫˆα,jΦα(x) + cc.
D(v)(x, t) =
∑
α,j
−
√
~ωα
2
c
(v)
α,j(t)kˆα × ǫˆα,jΦα(x) + cc.
B(v)(x, t) =
∑
α,j
√
~ωα
2
c
(v)
α,j(t)ǫˆα,jΦα(x) + cc..
(4.2)
with the modal expansion coefficients c
(v)
α,j(t) =
cα,j(t0)e
−iωα(t−t0) showing the harmonic structure of the
fields. Of course this transverse vacuum field satisfies
Maxwell’s equations without source terms and in partic-
ular ∇ × E(v)(x, t) = −∂tB(v)(x, t)/c with E(v)(x, t) =
D(v)(x, t).
We now study the scattered-fields E(d), D(d) and B(d).
Like for the calculations presented in section III for the
homogeneous medium case it appears convenient to use
the Green dyadic formalism which is well adapted for
nanophotonics studies in particular for numerical compu-
tation of fields in complex dielectric environment where
no obvious spatial symmetry are visible. Starting with
this formalism we get for the (d) electric field:
D(d)(x, t) =
∫ γ+i∞
γ−i∞
idp
2pi
ep(t−t0)
∫
d3x′
Sv(x,x
′, ip) ·P′(x′, p). (4.3)
Equivalently, by using the inverse Laplace trans-
form (see Appendix D for details) Qv(τ,x,x
′) =
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∫ γ+i∞
γ−i∞
idp
2pi e
pτSv(x,x
′, ip), we obtain in the time domain
D(d)(x, t) =
∫ t−t0
0
dτ
∫
d3x′Qv(τ,x,x′) ·P(x′, t− τ).
(4.4)
This analysis implies D(d)(x, t0) = 0 and therefore we
have D(x, t0) = D
(v)(x, t0).
Moreover, most studies consider instead of the propa-
gator Sv(x,x
′, ip) the dyadic Green functionGv(x,x′, ip)
which is a solution of
∇×∇×Gv(x,x′, ip) + p
2
c2
Gv(x,x
′, ip)
= δ(x− x′) = Iδ3(x− x′)
(4.5)
and which is actually connected to Sv(x,x
′, ip) by
Sv(x,x
′, ip) = Iδ3(x−x′)− p2c2Gv(x,x′, ip). This dyadic
Green function is very convenient since practical calcula-
tions very often involve not the displacement field D but
the electric field E = D−P. We obtain:
E(x, t) = E(v)(x, t)−
∫ γ+i∞
γ−i∞
idp
2pi
ep(t−t0)
·
∫
d3x′
p2
c2
Gv(x,x
′, ip) ·P′(x′, p). (4.6)
Alternatively in the time domain we have for the scat-
tered field E(d)(x, t) = E(x, t)−E(v)(x, t):
E(d)(x, t) =
∫ t−t0
0
dτ
∫
d3x′Qv(τ,x,x′) ·P(x′, t− τ)
−P(x, t).
(4.7)
This can rewritten by using the propagatorUv(τ,x,x
′) =∫ γ+i∞
γ−i∞
idp
2pi e
pτGv(x,x
′, ip) together with Eq. D12 as:
E(d)(x, t) = −
∫ t−t0
0
dτ
∫
d3x′
∂2τUv(τ,x,x
′)
c2
·P(x′, t− τ)−P(x, t). (4.8)
Finally, we can also use the dyadic formalism to repre-
sent the magnetic field B(d)(x, t). Starting from Eq. 2.6
which yields ∇ × E′(x, p) = − pcB′(x, p) + B(x,t0)c and
therefore
B′(x, p) = B′
(v)
(x, p)
+
∫
d3x′
p
c
∇×Gv(x,x′, ip) ·P′(x′, p). (4.9)
where we introduced the definition B′
(v)
(x, p) =
∇×D′(v)(x,p)
−p/c +
B(x,t0)
p (here we used the condition
B(x, t0) = B
(v)(x, t0)). In the time domain we thus di-
rectly obtain
B(d)(x, t) =
∫ t−t0
0
dτ
∫
d3x′
1
c
∇× ∂τUv(τ,x,x′)
·P(x′, t− τ)
(4.10)
which yields B(d)(x, t0) = 0 as expected.
We emphasize here once again the fundamental role
played by the boundary conditions at t0. What we
showed is that at the initial time t0 we haveD
(d)(x, t0) =
0 and thus D(v)(x, t0) = D(x, t0) which means, by def-
inition of our vacuum modes, E(v)(x, t0) = D(x, t0).
In other words, the electric field associated with vac-
uum modes equals the total displacement fields at
the initial time. This is interesting since it also im-
plies E(x, t0) = E
(v)(x, t0) − P(x, t0) (which means
E(d)(x, t0) = −P(x, t0)). This can be written after sepa-
ration into transverse and longitudinal parts as
E⊥(x, t0) = E(v)(x, t0)−P⊥(x, t0)
= D(v)(x, t0)−P⊥(x, t0)
i.e., E
(d)
⊥ (x, t0) = −P⊥(x, t0) (4.11)
for the transverse (solenoidal or divergence- free) compo-
nents and
E||(x, t0) = −P||(x, t0) (4.12)
for the longitudinal (irrotational or curl-free) compo-
nents. Eq. 4.12 is well known in QED since it rigor-
ously agrees with the definition of the longitudinal field
obtained in usual Coulomb gauge using the A potential
instead of F.
B. Separation between fluctuating and induced
current: macroscopic versus microscopic description
Untill now we didn’t specify the form of the dipole
density P(x, t). The separation between source and
free terms for the field was therefore analyzed from
a microscopic perspective where the diffracted fields
E(d)(x, t) and B(d)(x, t) was generated by the full mi-
croscopic current. In order to generalize the descrip-
tion given in section III for the homogeneous medium
we will now use the separation Eq. 2.9 of P(x, t) into
a fluctuating term P(0)(x, t) and an induced contribu-
tion
∫ t−t0
0
χ(x, τ)dτE(x, t− τ) of essentially classical ori-
gin. Using the Laplace transform we get P′(x, p) =
P′
(0)
(x, p) + χ(x, p)E′(x, p). Now from the previous sec-
tion we have therefore for the Laplace transform of the
electric field the following Lippman-Schwinger integral
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equation
E′(x, p) = D′
(v)
(x, p)−
∫
d3x′
p2
c2
Gv(x,x
′, ip)
·[χ¯(x′, p)E′(x′, p) +P′(0)(x′, p)].
(4.13)
In order to get a meaningful separation of the total field
we here define
E′
(0)
(x, p) = D′
(v)
(x, p)−
∫
d3x′
p2
c2
Gv(x,x
′, ip)
·χ¯(x′, p)E′(0)(x′, p)
(4.14)
and
Gχ(x,x
′′, ip) =Gv(x,x′′, ip)−
∫
d3x′
p2
c2
Gv(x,x
′, ip)
·χ¯(x′, p)Gχ(x′,x′′, ip)
(4.15)
We have clearly
∇×∇×Gχ(x,x′, ip) + p
2
c2
(1 + χ¯(x′, p))Gχ(x,x′, ip)
= δ(x− x′)
(4.16)
and
∇×∇×E′(0)(x, p) + p
2
c2
(1 + χ¯(x′, p))E′
(0)
(x, p) = 0
(4.17)
This allows us to interpret Gχ(x,x
′, ip) as the green
function of the inhomogeneous dielectric medium while
E′
(0)
(x, p) is a free solution of Maxwell’s equation in the
dielectric medium in absence of the fluctuating source
P′
(0)
(x′, p). By direct replacement of Eqs. 4.14 and 4.15
into 4.13 one get
E′(x, p) = E′
(0)
(x, p)−
∫
d3x′
p2
c2
Gχ(x,x
′, ip)
·P′(0)(x′, p).
(4.18)
meaning that the total field can be seen as the sum of
the free solution E′
(0)
(x, p) and of scattering contribution
E′
(s)
(x, p) induced by the fluctuating source P′
(0)
(x′, p).
In the time domain we get for the electric field
E(0)(x, t) = D(v)(x, t)−
∫ t−t0
0
dτ
∫
d3x′
∂2τUv(τ,x,x
′)
c2
·
∫ t−τ−t0
0
dτ ′χ(x′, τ ′)E(0)(x′, t− τ − τ ′)
−
∫ t−t0
0
χ(x, τ ′)dτ ′E(0)(x, t− τ ′)
(4.19)
and for the magnetic field
B(0)(x, t) = B(v)(x, t)
+
∫ t−t0
0
dτ
∫
d3x′
1
c
∇× ∂τUv(τ,x,x′)
·
∫ t−τ−t0
0
dτ ′χ(x′, τ ′)E(0)(x′, t− τ − τ ′)
(4.20)
Which are completed by the constitutive relation:
D(0)(x, t) =
∫ t−t0
0
dτχ(x′, τ)E(0)(x, t − τ) + E(0)(x, t).
Similarly we obtain for the new propagator:
Uχ(t,x,x
′′) = Uv(t,x,x′′)−
∫ t
0
dτ
∫
d3x′
∂2τUv(τ,x,x
′)
c2
·
∫ t−τ
0
χ(x′, τ ′)dτ ′Uχ(t− τ − τ ′,x′,x′′)]
−
∫ t
0
dτ ′χ(x, τ ′)Uχ(t− τ ′,x,x′′)
(4.21)
We have the important properties Uχ(t = 0,x,x
′′) = 0,
∂tUχ(t,x,x
′)|t=0 = c2δ3(x−x′)I. The total electromag-
netic field in the time domain is thus expressed as:
E(x, t) = E(0)(x, t) −
∫ t−t0
0
dτ
∫
d3x′
∂2τUχ(τ,x,x
′)
c2
·P(0)(x′, t− τ) −P(0)(x, t)
(4.22)
B(x, t) = B(0)(x, t)
+
∫ t−t0
0
dτ
∫
d3x′
1
c
∇× ∂τUχ(τ,x,x′) ·P(0)(x′, t− τ)
(4.23)
with E = E(s)+E(0), B = B(s)+B(0) Finally, the consti-
tutive relation for the scattered displacement fieldD(s) =
D −D(0) reads: D(s)(x, t) = ∫ t−t00 dτχ(x′, τ)E(s)(x, t −
τ) + E(s)(x, t) +P(0)(x, t). The boundary conditions at
t0 together with the field equations determine the full
evolution and we have:
E(0)(x, t0) = D
(0)(x, t0) = D
(v)(x, t0)
D(s)(x, t0) = E
(s)(x, t0) +P
(0)(x, t0) = 0
B(s)(x, t0) = 0
B(0)(x, t0) = B
(v)(x, t0) = B(x, t0). (4.24)
We point out that the description of the longitudinal
field should be treated independently in this formalism
since at any time t we have the constraint E||(x, t) =
−P||(x, t) which shows that fluctuating current and field
are not independent. More precisely, if we insert the
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constraint E||(x, t) = −P||(x, t) into the Lagrangian for-
malism developed in section II we get a new effective La-
grangian density for the longitudinal field which reads:
L||(x, t) =
∫ +∞
0
dω
(∂tXω,||(x, t))2 − ω2X2ω,‖|(x, t)
2
−
P2||(x, t)
2
.
(4.25)
From Eq. 4.25 we get the Euler-Lagrange equation:
∂2tXω,||(x, t) + ω
2Xω,||(x, t) = −
√
2σω(x)
pi
P||(x, t),
(4.26)
with P||(x, t) =
∫ +∞
0 dω
√
2σω(x)
pi Xω,||(x, t) and which
agrees with Eq. 2.7 if the constraint E||(x, t) = −P||(x, t)
is used. Now, the formal solution of Eq. 4.26 is obtained
from Eq. 4.27
Xω,||(x, t) = X
(0)
ω,||(x, t)
−
√
2σω(x)
pi
∫ t−t0
0
dτ
sinωτ
ω
P||(x, t− τ) (4.27)
and allows for a separation between a fluctuating term
X
(0)
ω,||(x, t) and a source term X
(s)
ω,||(x, t). From this we
naturally deduce
P||(x, t) = P
(0)
|| (x, t)−
∫ t−t0
0
dτχ(x, τ)P||(x, t− τ).
(4.28)
Integral Eqs. 4.27 or 4.28 could in principle be solved
iteratively in order to find expressions P|| and Xω,||
which are linear functionals of P
(0)
|| and X
(0)
ω,||. Alter-
natively, this can be done self-consistently using the
Laplace transform of Eq. 4.28 which reads P′||(x, p) =
P′
(0)
|| (x, p)− χ¯(x, p)P′||(x, p) and leads to:
P′||(x, p) = −
P′
(0)
|| (x, p)
1 + χ¯(x, p)
. (4.29)
In the time domain we have thus
P||(x, t) = P
(0)
|| (x, t)−
∫ t−t0
0
χeff (x, τ)P
(0)
|| (x, t− τ)
(4.30)
with the effective susceptibility defined as
χeff (x, τ) =
∫ γ+i∞
γ−i∞
idp
2pi
epτ χ¯(x, p)
1 + χ¯(x, p)
(4.31)
We have equivalently for the effective susceptibility
χeff (x, τ) =
∫ +∞
−∞
dω
2pi e
−iωτ ε˜(x,ω)−1
ε˜(x,ω) . After closing the
contour in the complex plane we get χeff (x, τ) =
i
∑
m
1
∂ε˜(x,ω)
∂ω |Ωm
e−iΩmτ + cc. where the sum is taken over
the longitudinal modes solutions of ε˜(x,Ωm) = 0 (with
Ω′′m < 0 and Ω
′
m > 0 by definition). The frequencies con-
sidered here are in general spatially dependent since the
medium is inhomogeneous and are therefore very often
difficult to find. In the limit of the homogeneous lossless
medium we obtain the Hopfield-Fano [23, 24] model.
We emphasize that the present description of the po-
lariton field contrast with the integral solution of Eq. 3.43
∇ ×∇ × E˜(Ω) − Ω2c2 ε˜(Ω)E˜(Ω) = Ω
2
c2 P˜
(in)
(Ω) which was
obtained for the Homogeneous medium:
E˜(x,Ω) =
Ω2
c2
∫
d3x′Gχ(x,x′,Ω) · P˜(in)(x′,Ω)
(4.32)
and which included only a scattering contribution (s) due
to the cancellation of the (0) term for t0 → −∞. Here,
we can not neglect or cancel the (0) mode solutions since
in general the medium is not necessary lossy at spatial
infinity. This will be in particular the case for all scatter-
ing problems involving a localized system such as a metal
or dielectric antenna supporting plasmon-polariton local-
ized modes. However, mostly all studies, inspirited by the
success of the Huttner-Barnett model [17] for the homo-
geneous lossy medium, and following the Langevin-Noise
method proposed Gruner and Welsch [27–29, 32, 34], ne-
glected or often even completely omitted the contribution
of the (0) modes. Still, these (0) modes are crucial for
preserving the unitarity of the full matter field dynamics
and can not be rigorously omitted. Only in those case
where absorption is present at infinity we can omit the
(0) modes.
To clarify this point further consider a medium made
of a spatially homogeneous background susceptibility
χ¯1(p) and of a localized susceptibility χ¯2(x, p) such as
χ¯(x, p) → 0 at spatial infinity. The electromagnetic
field propagating into the medium with total permittivity
χ¯(x, p) = χ¯1(p)+χ¯2(x, p) can be thus formally developed
using the Lippeman-Schwinger equation as:
E′(x, p) = E′
(v)
(x, p)−
∫
d3x′
p2
c2
Gv(x,x
′, ip)
·[χ¯(x′, p)E′(x, p) +P′(0)(x′, p)].
= E′
(1)
(x, p)−
∫
d3x′
p2
c2
Gχ1(x,x
′, ip)
·[χ¯2(x′, p)E′(x, p) +P′(0)(x′, p)].
(4.33)
where we have defined a new background free field
E′
(1)
(x, p) = D′
(v)
(x, p)−
∫
d3x′
p2
c2
Gv(x,x
′, ip)
·χ¯1(x′, p)E′(1)(x′, p)
(4.34)
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and a new Green dyadic tensor for the background
medium
Gχ1(x,x
′′, ip) =Gv(x,x′′, ip)
−
∫
d3x′
p2
c2
Gv(x,x
′, ip) · χ¯1(x′, p)Gχ1(x′,x′′, ip).
(4.35)
We have naturally ∇ × ∇ × Gχ1(x,x′, ip) + p
2
c2 (1 +
χ¯1(x
′, p))Gχ1 (x,x
′, ip) = δ(x − x′) and similarly ∇ ×
∇×E′(1)(x, p) + p2c2 (1 + χ¯1(x′, p))E′
(1)
(x, p) = 0.
Importantly, in the time domain we can write:
E(x, t) = E(1)(x, t) −
∫ t−t0
0
dτ
∫
d3x′
∂2τUχ1(τ,x,x
′)
c2
·[P(0)(x′, t− τ) +
∫ t−τ
0
dτ ′χ2(x′, τ ′)E(x′, t− τ − τ ′)]
−P(0)(x, t) +
∫ t
0
dτχ2(x, τ)E(x, t− τ).
(4.36)
We can check that we have E(x, t0) = E
(1)(x, t0) −
P(0)(x, t0). Moreover, since from Eq. 4.34 (written in
the time domain) we have E(1)(x, t0) = D
(v)(x, t0) and
since P(0)(x, t0) = P(x, t0), we deduce that at the initial
time t0 D(x, t0) = E(x, t0) + P(x, t0) = E
(1)(x, t0) =
D(v)(x, t0) as it should be to agree with the general for-
malism presented in Section IV A.
Now, since the background dissipative medium is
not spatially bound the E(1)(x, t) field associated with
damped modes will vanish if t0 → −∞ as explained be-
fore. We could therefore be tempted [27–29, 32, 34] to
eliminate from the start E(1)(x, t) and thus get in the
Laplace transform language the effective formula:
E′(x, p) = −
∫
d3x′
p2
c2
Gχ1(x,x
′, ip)
·[χ¯2(x′, p)E′(x, p) +P′(0)(x′, p)]
= −
∫
d3x′
p2
c2
Gχ(x,x
′, ip) ·P′(0)(x′, p)]. (4.37)
with the total Green dyadic function
Gχ(x,x
′′, ip) = Gχ1(x,x
′′, ip)
−
∫
d3x′
p2
c2
Gχ1(x,x
′, ip) · χ¯2(x′, p)Gχ(x′,x′′, ip).
(4.38)
obeying to Eq. 4.16 with the total permittivity
χ¯(x, p) = χ¯1(p) + χ¯2(x, p). It is straightforward to check
that Gχ(x,x
′′, ip) satisfies also Eq. 4.15 so that it is the
same Green function.
However, removing E(1)(x, t) from the start in
Eq. 4.36 would mean that the boundary con-
ditions at the initial time t0 have been oblivi-
ated since we should now necessarily have
D(x, t0) = E(x, t0) + P(x, t0) = E
(1)(x, t0) = 0.
This corresponds to a very specific boundary condition
which is certainly allowed in classical physics (where we
can put cα,j(t0) = 0) but which in the quantum formal-
ism means that we break the unitarity of the evolution.
To say it differently, it means that in the Langevin
noise formalism [27–29, 32, 34] the photon field F is not
anymore an independent canonical contribution to the
evolution since all electromagnetic fields are induced by
the material part. The Green formalism presented by
Gruner and Welsch [34], and abundantly used since [51–
69], represents therefore an alternative theory which
rigorously speaking is not equivalent, contrary to the
claim in Refs. [27–29, 32], to the Lagrangian formalism
discussed in section II for the general Huttner-Barnett
model [17]. Our analysis, as already explained in the
introduction, agrees with the general studies made in
the 1970’s and 1980’s in QED [43, 70–74] since one must
include with an equal footings both the field and matter
fluctuations in a self consistent QED in order to preserve
rigorously unitarity and causality.
C. Discussions concerning unitarity and
Hamiltonians
Two issues are important to emphasize here. First, ob-
serve that in the limit where the background susceptibil-
ity χ1(x, τ) vanishes then the term E
(1)(x, t) = D(v)(x, t)
in general does not cancel at any time, and therefore the
coupling to photonic modes can not be omitted even in
practice from the evolution at finite time t. This is is
particularly important in nanophotonics where an inci-
dent exiting photon field interact with a localized nano-
antenna. It is therefore crucial to analyze further the im-
pact of our findings on the quantum dynamics of polari-
tons in presence of sources such as quantum fluorescent
emitters. This will the subject of a subsequent article.
The second issue concerns the Hamiltonian definition
in the new formalism. Indeed, the definition of the full
system Hamiltonian H(t) was previously given for the
homogeneous medium case in section III G. We showed
(see Eq. 3.74) that H(t) is given by
H(t) =
∫
d3x :
B(x, t0)
2 +E(x, t0)
2
2
: +H
(0)
M (t).
(4.39)
where H
(0)
M (t) is the material Hamiltonian defined
in Eq. 3.71 and which depends only on the free
mode operators f
†(0)
ω (x, t), f
(0)
ω (x, t). This H
(0)
M (t) =∫
d3x
∫ +∞
0
dω~ωf
†(0)
ω (x, t)f
(0)
ω (x, t) is the Hamiltonian
considered by the Noise Langevin approach and the
remaining term (see Eq. 3.75) Hrem.(t) =
∫
d3x :
B(x,t0)
2+E(x,t0)
2
2 : is an additional constant of motion.
This constant proved to be irrelevant for all practical
purposes since the only surviving electromagnetic fields
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(i.e. if t0 → −∞) are the induced (s) modes which are
generated by the fluctuating dipole density P(0)(x, t) (see
however the different remarks concerning time symmetry
at the end of section III G). Now, for the inhomogeneous
problem the complete reasoning leading to Eq. 4.39 is
still rigorously valid. The main difference being that
in general the constant of motion Hrem.(t) =
∫
d3x :
B(x,t0)
2+E(x,t0)
2
2 : is not irrelevant at all since the (0)
electromagnetic modes are not in general vanishing even
if t0 → −∞.
In order to clarify this point we should now physi-
cally interpret the term Hrem.(t). We first start with
the less relevant term in optics: the longitudinal polari-
ton. Indeed, the longitudinal field is here decoupled from
the rest and evolves independently using the Lagrangian
density L||(x, t) defined in Eq. 4.25 (this should not be
necessarily true if the polaritons are coupled to external
sources such as fluorescent emitters). We thus get the
following Hamiltonian
H||(t) =:
∫
d3x[
∫ +∞
0
dω
(∂tXω,||(x, t))2 + ω2X2ω,‖|(x, t)
2
+
P2||(x, t)
2
] : .
(4.40)
H||(t) is a constant of motion and can used (with the
Hamiltonian formalism) to deduce the evolution equation
(see Eq. 4.26) and the solution Eq. 4.27. Since H||(t) is
a constant of motion we have H||(t) = H||(t0) and from
the form of the solution we obtain the equivalent formula
H||(t) =
∫
d3x[
∫ +∞
0
dω~ωf
†(0)
ω,|| (x, t)f
(0)
ω,||(x, t)
+
: P
(0)
|| (x, t0)
2 :
2
]. (4.41)
where we have clearly by definition
Hrem,||(t) =
∫
d3x
: P
(0)
|| (x, t0)
2 :
2
(4.42)
and thus H||(t) = H
(0)
M,||(t) +Hrem,||(t) (with H
(0)
M,||(t) =∫
d3x[
∫ +∞
0 dω~ωf
†(0)
ω,|| (x, t)f
(0)
ω,||(x, t)). While Hrem,||(t) is
a constant of motion it is not irrelevant here since the
equivalence of Eq. 4.40 and Eq. 4.41 leads to the com-
plete solution Eq. 4.27 for Xω,||(x, t). Oppositely, taking
H
(0)
M,||(t) and omitting Hrem,||(t) would lead to the free
solution X
(0)
ω,||(x, t) in contradiction with the dynamical
law. This again stresses the importance of keeping all
contributions in the evolution and Hamiltonian.
In order to analyze the transverse field Hamiltonian we
should comment further on the difference between the de-
scription using the F potential used in this work and the
most traditional treatment using the A potential (in the
Coulomb Gauge). Indeed, by analogy with the separation
between (d) and (v) modes discussed in section VI A we
can using theA potential vector representation get a sep-
aration between free-space modes A(v
′)(x, t) and source
field A(d
′)(x, t). Here, we label these modes by an addi-
tional prime for reasons which will become clear below.
First, the source field contribution (d′) is given by
A(d
′)(x, t) =
1
c
∫ t−t0
0
dτ
∫
d3x′∆v(τ, |x − x′|)
·J⊥(x′, t− τ)
(4.43)
and with by definition J⊥(x, t) = ∂tP⊥(x, t). Im-
portantly we have A(d
′)(x, t0) = 0 meaning also
A(v
′)(x, t0) = A(x, t0). The free-space modes (v
′) are
easily obtained using a plane wave expansion as
A(v
′)(x, t) =
∑
α,j
−ic
√
~
2ωα
a
(v)
α,j(t)ǫˆα,jΦα(x) + cc.
(4.44)
where a
(v)
α,j(t) = aα,j(t0)e
−iωα(t−t0). Using the A poten-
tial we therefore get for the free electromagnetic fields:
B(v
′)(x, t) =
∑
α,j
√
~ωα
2
a
(v)
α,j(t)kˆα × ǫˆα,jΦα(x) + cc.
E
(v′)
⊥ (x, t) =
∑
α,j
√
~ωα
2
a
(v)
α,j(t)ǫˆα,jΦα(x) + cc.
(4.45)
These transverse fields satisfy Maxwell’s equation in vac-
uum like the free-fields given by Eq. 4.2 do as well. How-
ever, it should now be clear that this two sets of free-fields
given either by Eq. 4.45 or Eq. 4.2 are not equivalent. To
see that we must express the source field E(d
′)(x, t). The
longitudinal contribution E
(d′)
|| (x, t) is given by the usual
instantaneous Coulomb field
E
(d′)
|| (x, t) = −∇(V (x, t))
=∇
(∫
d3x′
∇
′ ·P(x′, t)
4pi|x− x′|
)
= −P||(x, t) (4.46)
Since there is no other longitudinal contribution this
leads to E||(x, t0) = −P||(x, t0) which is Eq. 4.12. As
mentioned already this is the usual result. However the
most important term here is the transverse source field:
E
(d′)
⊥ (x, t) = − 1c∂A(d
′)(x, t). We get for this term
E
(d′)
⊥ (x, t) = −
1
c2
∫ t−t0
0
dτ
∫
d3x′∆v(τ, |x− x′|)
·∂2t−τP⊥(x′, t− τ)
− 1
c2
∫
d3x′∆v(t− t0, |x− x′|) · ∂t0P⊥(x′, t0)
(4.47)
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which is also written as:
E
(d′)
⊥ (x, t) = −
1
c2
∫ t−t0
0
dτ
∫
d3x′Uv,⊥(τ,x,x′)
·∂2t−τP(x′, t− τ)
− 1
c2
∫
d3x′Uv,⊥(t− t0,x,x′|) · ∂t0P(x′, t0)
(4.48)
Equivalently we have in the frequency domain:
E
(d′)
⊥ (x, t) = −
∫ γ+i∞
γ−i∞
idp
2pi
ep(t−t0)
∫
d3x′Gv(x,x′, ip)
·[p
2
c2
P′(x′, p)− pP⊥(x′, t0)]
(4.49)
This transverse scattered field vanishes at t0 :
E
(d′)
⊥ (x, t0) = 0 (4.50)
and therefore at this initial time it differs by an amount
−P⊥(x, t0) from the scattered field given by Eq. 4.11. We
thus get E(x, t0) = E
(v′)
⊥ (x, t0) − P||x, t0). Importantly,
by comparing Eq. 4.11 and Eq. 4.50 we obtain a relation
for the free-space modes in the two representations using
either the F or A potential vectors:
E
(v′)
⊥ (x, t0) = E
(v)
⊥ (x, t0)−P⊥(x, t0)
(4.51)
This is reminiscent from the relation E⊥(x, t0) =
D(x, t0) − P⊥(x, t0). It shows that while the two fields
E
(v′)
⊥ and E
(v)
⊥ are solutions of the same Maxwell’s equa-
tions in vacuum they are not defined by the same initial
conditions. We must therefore be extremely careful when
dealing with the modes in order not to get confused with
the solutions chosen. We also mention that the scattered
magnetic field B(d
′) is given by
B(d
′)(x, t) =∇×
∫ t−t0
0
dτ
∫
d3x′
1
c
∆v(τ, |x− x′|)
·∂t−τP⊥(x′, t− τ)
=
∫ t−t0
0
dτ
∫
d3x′
1
c
∇×Uv(τ,x,x′)
·∂t−τP(x′, t− τ)
(4.52)
or equivalently by
B(d
′)(x, t) =
∫ t−t0
0
dτ
∫
d3x′
1
c
∇× ∂τUv(τ,x,x′)
·P(x′, t− τ)−
∫
d3x′
1
c
∇×Uv(t− t0,x,x′) ·P(x′, t0)
(4.53)
In the frequency domain this gives:
B(d
′)(x, t) =
∫ γ+i∞
γ−i∞
idp
2pi
ep(t−t0)
∫
d3x′∇×Gv(x,x′, ip)
·(p
c
P′(x′, p)− P(x
′, t0)
c
)
(4.54)
A comparison with the formulas obtained in the subsec-
tion VI A shows that B(d
′)(x, t) differs from B(d)(x, t)
but that at time t0 both vanish so that B
(d′)(x, t0) =
B(d)(x, t0) = 0. It implies that B
(v′)(x, t0) = B(x, t0) =
B(v)(x, t0) so that while B
(v′)(x, t) differs from B(v)(x, t)
for t > t0 they become equal at the initial time t0. Again,
this stresses the difference between the representations
based either on F or A.
Now, this description using A leads to a clear inter-
pretation of Hrem,⊥(t) =
∫
d3x : B(x,t0)
2+E⊥(x,t0)
2
2 :.
Indeed, at time t0 only the (v
′) solution survives for
the transverse part of the field. Importantly, the
set of free-space solutions (v′) actually depends on
lowering and rising operators a
(v′)
α,j (t), a
†(v′)
α,j (t) defined
such that [a
(v′)
α,j (t), a
†(v′)
β,k (t)] = δα,βδj,k and a
(v′)
α,j (t) =
a
(v′)
α,j (t0)e
−iωα(t−t0) with a(v
′)
α,j (t0) = aα,j(t0). Therefore,
by a reasoning similar to the one leading to Eq. 3.74 we
deduce
H⊥(t) =
∫
d3x
∫ +∞
0
dω~ωf
†(0)
ω,⊥ (x, t)f
(0)
ω,⊥(x, t)
+
∑
α,j
~ωαa
†(v′)
α,j (t)a
(v′)
α,j (t) (4.55)
We clearly here get a physical interpretation of the re-
maining term Hrem,⊥(t) as a energy sum over the trans-
verse photon modes propagating in free space. These
free photons are calculated using the A potential vector.
From Eq. 4.51 we know that these modes differ in general
from those in the F potential vector since E
(v′)
⊥ (x, t0) is
not identical to E
(v)
⊥ (x, t0) unless the polarization density
P⊥(x, t0) cancels (which is the case in vacuum).
Now, in classical physics the meaning of expansion
Eq. 4.55 is clear: it corresponds to a diagonalization of
the Hamiltonian in term of normal coordinates, i.e., like
for classical mechanics [88], and similarly to the Huang,
Fano, Hopfield procedure for polaritons [23–25]. In QED
the problem is different since, as explained in details in
Ref. [75] fields like aα,j(t) and fω,⊥(x, t) (and their Her-
mitian conjugate variables) do not commute, unlike it
is for cα,j(t) and fω,⊥(x, t). It is thus not possible to
find common eigenstates of the A(v
′) operators for pho-
tons (in the usual representation) and for X
(0)
ω associ-
ated with the material fluctuations. This is not true
for the representation using F (v) and X
(0)
ω operators but
now the full Hamiltonian is not fully diagonalized as seen
from Eq. 4.39. Only if one neglect the remaining term
Hrem.(t), like it was done in Refs. [27–29, 32, 34], can we
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diagonalize the Hamiltonian. However, then we get the
troubles concerning unitarity, causality and time symme-
try discussed along this manuscript.
V. GENERAL CONCLUSION AND
PERSPECTIVES
The general formalism discussed in this article using
the F potential provide a natural way for dealing with
QED in dispersive and dissipative media. It is based on
a canonical quantization procedure generalizing the early
work of Huttner and Barnett [16–22] for polaritons in Ho-
mogeneous media. The method is unambiguous as far as
we conserve all terms associated with free photons F(0)
and material fluctuations P(0) for describing the quan-
tum evolution. In particular, in order to preserve the full
unitarity and the time symmetry of the coupled system of
equations we have to include in the evolution terms asso-
ciated with fluctuating electromagnetic modes E(0), B(0)
which have a classical interpretation as polariton eigen-
modes and can not in general be omitted if the medium
is spatially localized in vacuum. We also discussed alter-
native representation based on the potential A instead
of F. At the end both representations are clearly equiv-
alent and could be used for generalizing the present the-
ory to other linear media including tensorial anisotropy,
magnetic properties, and constitutive equations coupling
E and B (magneto/electric media). Moreover, the most
important finding of the present article concerns the com-
parisons between the generalized Huttner-Barnett ap-
proach, advocated here, which involves both photonic
and material independent degrees of freedom, and the
Langevin-noise method proposed initially by Gruner and
Welsch [34] which involves only the material degrees of
freedom associated with fluctuating currents. We showed
that rigorously speaking the Langevin-noise method is
not equivalent to the full Hamiltonian QED evolution
coupling photonic and material fields. Only in the regime
where the dissipation of the bulk surrounding medium is
non vanishing at spatial infinity could we, i.e., for all
practical purposes, identify the two theories. However,
even with such assumptions the Langevin noise model
is breaking time-symmetry since it considers only decay-
ing modes while the full Hamiltonian theory used in our
work accepts also growing waves associated with anti-
thermodynamic processes. We claim that this is crucial
in nanophotonics/plasmonics where quantum emitters,
spatially localized, are coupled to photonic and mate-
rial modes available in the complex environment, e.g.,
near nano-antennas in vacuum (i.e. in a spatial domain
where losses are vanishing at infinity). Since most studies
consider the interaction between molecules or quantum-
dots and plasmon/polaritons using the Langevin noise
approach we think that it is urgent to clarify and clean
up the problem by analyzing the coupling regime using
the full Hamiltonian evolution advocated in the present
work. Finally, we suggest that this work could impact the
interpretation and discussion of pure QED effects such as
the Casimir force or the Lamb shift which are strongly
impacted by polariton and plasmon modes. All this will
be the subject for future works and therefore the present
detailed analysis is expected to play an important role in
nanophotonics and plasmonics for both the classical and
quantum regimes.
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Appendix A: Absence of Zeros in the upper half
plane
The relation
ω2α − ε˜(ω)ω2 = 0 (A1)
admits zeros Ω
(±)
α,m as postulated in the text. Writing
ω = ω′ + iω′′ one of such zero and ε˜(ω) = ε′ + ε′′ the
condition Eq. A1 means:
(ω′2 − ω′′2)ε′ − 2ω′ω′′ε′′ = ω2α
(ω′2 − ω′′2)ε′′ + 2ω′ω′′ε′ = 0 (A2)
from which we deduce after eliminating (ω′2 − ω′′2)
2ω′ω′′
ε′2 + ε′′2
ε′′
= 0 (A3)
Therefore a necessary but not sufficient condition for hav-
ing zeros is that if ω′ω′′ > 0 for such a zero then ε′′ < 0
while if ω′ω′′ < 0 then ε′′ < 0. Actually we also see from
Eq. A2 that the zero are allowed to be located along the
real or imaginary axis of the complex ω plane if ε′′ = 0
along these axes. This is in general not possible for a
large class of permittivity function. Consider for exam-
ple the quite general causal permittivity, i.e., satisfying
the Kramers-Kro¨nig relation, defined by:
ε˜(ω) = 1 +
∑
n
fn
ω2n − (ω + iγn)2
(A4)
with fn, γn > 0. Then we have also
ε˜(ω′ + iω′′) = 1
+
∑
n
fn
ω2n − ω′2 + (ω′′ + γn)2 + 2iω′(γn + ω′′)
(ω2n − ω′2 + (ω′′ + γn)2)2 + 4ω′2(γn + ω′′)2
(A5)
Clearly, ε′′ > 0 if ω′ > 0 and ω′′ ≥ 0 in contradiction with
the necessary condition for zeros existence mentioned be-
fore. This reasoning is valid in one quarter plane but now,
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if ω′ + iω′′ is a zero −ω′ + iω′′ is also a zero. Therefore,
the absence of a zero in the quarter plane ω′ > 0, ω′′ ≥ 0
implies the absence of zero in the second quarter plane
ω′ < 0, ω′′ ≥ 0 and therefore Eq. A1 do not admit any
zero in the upper half plane for a very usual permittivity
like Eq. A4. Actually, the case ω′ = 0 should be han-
dled separately. We find from Eq. A5 that for such value
ε′′ = 0. This is acceptable in order to have a zero exis-
tence in agreement with Eq. A2. However, from Eq. A2
we find also that if a zero exists along the axis ω′ = 0
then we should have as well ε′ = −ω2α/ω′′2 < 0. This
is in contradiction with Eq. A5 which implies ε′ > 0.
This completes the proof for the permittivity given by
Eq. A4.
The question concerning the generality of the proof is
however still handling. Huttner and Barnett mentioned
the existence of such a proof in the Landau and Lifschitz
text-book [89] but it is relevant to detail the missing proof
FIG. 1: Integration path deformation leading to the proof
that Eq. A1 has no solution in the upper frequency half-plane
(see Refs. [89, 102]).
here. In order to get the complete result we will use a
method used by Landau and Lifshitz (see Ref. [102] p.
380). In the complex ω-plane we define Z(ω) = ε˜(ω)ω2.
From the properties of ε˜(ω) we deduce Z(−ω∗) = Z(ω)∗.
This implies that Z is real along the imaginary axis and
that Z ′(ω′) = Z ′(−ω′) and Z ′′(ω′) = −Z ′′(−ω′) along
the real axis. Furthermore due to causality we have
ε˜′′(ω′) > 0 and therefore Z ′′(ω′) > 0 if ω′ > 0 along the
real axis. Now we consider the closed contour integral
(see Fig. 1)
∮
C
dω
2ipi
dZ(ω)
dω
Z(ω)− a (A6)
along C made of the real axis and of the semi circle C+
of infinite radius R→ +∞ in the upper half plane. How-
ever, a is a real number and since Z is not real along the
real axis there is no pole along C unless a is infinite or
null. Therefore, since Z is analytical in the upper half
plane Eq. A6 gives the numbers of zeros of Z(ω)− a = 0
in this half space.
We then rewrite Eq. A6 as an integral in the complex
Z − plane: ∮
C′
dZ
2ipi
1
Z − a (A7)
where C′ is the image of C along the mapping ω 7→ Z(ω).
In particular the origin O is mapped on it self while the
semi circle of radius R is mapped onto the circle of radius
R2. The half real axis OA corresponding to ω > 0 is
mapped onto a complex curve located in the upper half
plane of the complex Z-space (since Z ′′ > 0 along this
half line). Similarly, the second half axis OB is mapped
in the lower half plane. As shown on the figure if 0 < a <
+∞ then the contour integral omits the point Z = a and
there is no pole involved in the integral which therefore
vanishes. We thus deduce that Eq. A1 has no solution
in the upper half-plane in the ω space which is the proof
needed.
Appendix B: polar expansion of a causal Green
function
The calculation of Hα(τ) defined by the Bromwich in-
tegral Eq. 3.9 for τ > 0:
Hα(τ) =
∫ γ+i∞
γ−i∞
idp
2pi
epτ
ω2α + (1 + χ¯(p))p
2
=
∫ +∞
−∞
dω
2pi
e−iωτ
ω2α − ε˜(ω)(ω + iη)2
e+ητ
(B1)
can be handled after closing the contour integral in the
lower plane. However, since 1ω2α−ε˜(ω)ω2 is not analyti-
cal in such lower plane we must include the poles Ω
(±)
α,m
(all located in the lower plane see Appendix A), i.e. the
residues, in the integral. We use the separation:
1
ω2α − ε˜(ω)ω2
=
1
2ωα
[
1
ωα − ω
√
ε˜(ω)
+
1
ωα + ω
√
ε˜(ω)
]
(B2)
and express it as a function of ω = Ω
(±)
α,m+ρeiϕ near each
poles (i.e, in the limit ρ→ 0). We get:
1
ωα ± ω
√
ε˜(ω)
≈ ± 1
ρeiϕ
∂(ω
√
ε˜(ω))
∂ω |Ω(±)α,m
(B3)
From the condition Ω
(±)
α,m
∗
= −Ω(∓)α,m and the equality
(
∂(ω
√
ε˜(ω))
∂ω )
∗ = ∂(−ω
∗
√
ε˜(−ω∗))
∂−ω∗ =
∂(ω
√
ε˜(ω))
∂ω |−ω∗ we then
get for τ > 0 after integration in the lower plane Eq. 3.10
and Hα(τ) = 0 for τ < 0 (after integration in the up-
per plane where no pole are present). The value at
τ = 0 deserves some careful analysis. Indeed, if τ = 0
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the integration along the semicircle do not vanish expo-
nentially with it radius R and if we choose to integrate
in the upper half plane (where there is no pole) we get∫ +∞
−∞
dω
2pi
1
ω2α−ω2ε˜(ω) = −
∫ pi
0
idϕReiϕ
2pi
1
ω2−R2e2iϕ = O(1/R) if
R → +∞ since ε˜(Reiϕ) = 1 in this limit in the upper
half plane. Therefore we have indeed Hα(0) = 0 and the
function is continuous at τ = 0. Of course the null value
for negative time t′ have no meaning since the Laplace
transform is only interested in the evolution for positive
time.
This leads to the sum rule:∑
m
1
ωα
Imag[
1
∂(ω
√
ε˜(ω))
∂ω |Ω(−)α,m
] = 0. (B4)
This leads to the sum rule:∑
m
1
ωα
Imag[
1
∂(ω
√
ε˜(ω))
∂ω |Ω(−)α,m
] = 0. (B5)
the free term q
(0)
α,j(t) is defined as
q
(0)
α,j(t) =
∫ γ+i∞
γ−i∞
idp
2pi
(1 + χ¯(p))[pq′α,j(0) + q˙
′
α,j(0)]e
p(t−t0)
ω2α + (1 + χ¯(p))p
2
= Uα(t− t0)q˙α,j(t0) + U˙α(t− t0)qα,j(t0)
(B6)
with
Uα(τ) =
∫ γ+i∞
γ−i∞
idp
2pi
(1 + χ¯(p))epτ
ω2α + (1 + χ¯(p))p
2
=
∑
m
−ε˜(Ω(−)α,m)
2iωα
e−iΩ
(−)
α,mτ
∂(ω
√
ε˜(ω))
∂ω |Ω(−)α,m
+ cc. (B7)
Like for Hα we get Uα(0) = 0. The last line of Eq. B6 is
therefore justified from the fact that the Laplace trans-
form of ddτUα(τ) is pUα(p) − Uα(0) = pUα(p). Now, the
boundary condition at t = t0 imposes
d
dτUα(τ)|τ=0 = 1.
Therefore, from Eq. C1 we deduce the second sum rule:
∑
m
1
ωα
Real[
ε˜(Ω
(−)
α,m)Ω
(−)
α,m
∂(ω
√
ε˜(ω))
∂ω |Ω(−)α,m
] = 1. (B8)
The value at τ = 0 is not defined univocally since
d
dτUα(τ) defined through the Bromwich integral of Uα(τ)
is discontinuous. We point out that considering a direct
integration at τ = 0 could lead to contradictions since
the integration along C± do not vanish. If we choose to
integrate in the upper half plane (where there is no pole)
we get ∫ +∞
−∞
dω
2pi
−iωε˜(ω)
ω2α − ε˜(ω)ω2
= −
∫ pi
0
dϕR2e2iϕ
2pi
1
ω2 −R2e2iϕ = 1/2 (B9)
if R → +∞ since ε˜(Reiϕ) = 1 in this limit in the upper
half plane. We would get ddτUα(τ)|τ=0 = 1/2 (a similar
calculation could be done in the lower space including
poles and residues and we would obtain once again
1 − 1/2 = 1/2). Here we considered carefully the limit
to prevent us from such a contradiction.
Appendix C: The source field: a vectorial and scalar
potentials discussion
The source field can be written as: F(s) =∑
α,j q
(s)
α,j ǫˆα,jΦα. After some algebras we get:
F(s)(x, t) =
∫ γ+i∞
γ−i∞
idp
2pi
ep(t−t0)
∫
d3x′Gχ(|x− x′|, ip)
·∇′ ×P′(0)(x′, p))
=
∫ +∞
−∞
dωe−iωt
∫
d3x′Gχ(|x− x′|, ω + i0+)
·∇′ × P˜(0)(x′, ω)
(C1)
where we introduced the Green function:
Gχ(|x − x′|, ip) = c2
∑
α
Φα(x)Φ
∗
α(x
′)
ω2α + (1 + χ¯(p))p
2
= c2
∫
d3k
(2pi)3
eik·(x−x
′)
c2k2 + (1 + χ¯(p))p2
=
e−p
√
1+χ¯(p)|x−x′|/c
4pi|x− x′| (C2)
computed by contour integration in the complex plane
and solution of ∇2Gχ(|x−x′|, ip)− (1+ χ¯(p))p
2
c2Gχ(|x−
x′|, ip) = δ3(x − x′). Of course, along the real axis
γ → 0+ we get Gχ(|x − x′|, ω + i0+) = eiω
√
ε˜(ω)|x−x′|/c
4pi|x−x′|
which is the usual Green function for an homogenous
medium. We can also write this field without intro-
ducing ω by using the Green propagator ∆χ(τ, R) =∫ γ+i∞
γ−i∞
idp
2pi e
pτGχ(R, ip) which leads to:
F(s)(x, t) =
∫ t−t0
0
dτ
∫
d3x′∆χ(τ, |x− x′|)
·∇′ ×P(0)(x′, t− τ)
(C3)
We have also
∆χ(t− t′, |x− x′|) = c2
∑
α
Hα(t− t′)Φ∗α(x′)Φα(x)
= c2
∑
α,m
−1
2iωα
e−iΩ
(−)
α,m(t−t′)Φ∗α(x
′)Φα(x)
∂(ω
√
ε˜(ω))
∂ω |Ω(−)α,m
+ cc.
(C4)
26
which represent the generalization of retarded propagator
expansion for a lossy and dispersive medium. The role
of causality is here crucial since the modes are always
damped when the time is growing in the future direction
as expected from pure thermodynamical considerations.
This means in particular that ∆χ(t, |x − x′|) tends to
vanish exponentially as t goes to infinity. Importantly, in
the vacuum limit (χ(τ)→ 0) we get naturally
∆v(τ, R) = c
2
∑
α
sinωατ
ωα
Φ∗α(x
′)Φα(x)
=
δ(τ −R/c)
4piR
(C5)
and in the limit t0 → −∞ we obtain the retarded poten-
tial
F(s)(x, t) =
∫
d3x′
∇
′ ×P(0)(x′, t− |x− x′|/c)
4pi|x− x′| (C6)
However, in the vacuum limit we have also: P(0)(x, t)→
0 therefore F(s)(x, t) actually vanishes and we get in this
limit F(x, t) = F(0)(x, t) as it should be. Now, from
Eq. C3 and from the field definition we easily get the
integral formulas for D(s)(x, t) and B(s)(x, t):
D(s)(x, t) =∇×∇×
∫ t−t0
0
dτ
∫
d3x′∆χ(τ, |x− x′|)
·P(0)(x′, t− τ)
B(s)(x, t) =∇×
∫ t−t0
0
dτ
∫
d3x′
1
c
∆χ(τ, |x− x′|)
·∂t−τP(0)(x′, t− τ)
+∇×
∫
d3x′
1
c
∆χ(t− t0, |x− x′|) ·P(0)(x′, t0)
(C7)
These equations have a clear interpretation in term of
generalized Hertz potentials. In particular, taking the
limit t0 → −∞ and using the properties of convolutions
, together with the fact that ∆χ(t− t0, |x− x′|)→ 0, we
get
D(s)(x, t) =∇×∇×Ξ(x, t)
B(s)(x, t) =∇× 1
c
∂tΞ(x, t) (C8)
with
Ξ(x, t) =
∫ +∞
−∞
dt′
∫
d3x′∆χ(t− t′, |x− x′|)P(0)(x′, t′).
(C9)
Appendix D: Complement concerning the Green
Dyadic tensor in a homogeneous medium
By rewriting G(x,x′, ip) in Eq. 3.20 we get after some
rearrangements:
Gχ(x,x
′, ip) = Gχ(x,x′, ip)I
− c
2
p2(1 + χ¯(p))
∇⊗∇Gχ(x,x′, ip)
= −c
2
∇×∇× [Gχ(x,x′, ip)I]
p2(1 + χ¯(p))
(D1)
which involves the scalar Green function defined in
Eq. C2 and from Sχ(x,x
′, ip) =∇×∇×Gχ(x,x′, ip)
Sχ(x,x
′, ip) =∇×∇× [Gχ(x,x′, ip)I]
+Iδ3(x− x′) (D2)
These formulas must be taken carefully since they are not
actually valid at the source location, i.e., if x → x′ due
to the bad convergence of the series defining the dyadic
Green function. After regularization we can obtain the
result
Gχ(x,x
′, ip) = P.V.[Gχ(x,x′, ip)I
− c
2
p2(1 + χ¯(p))
∇⊗∇Gχ(x,x′, ip)]
+
c2
p2(1 + χ¯(p))
Lδ3(x − x′) (D3)
and
Sχ(x,x
′, ip) = (I− L)δ3(x− x′)
+P.V.[∇×∇× [Gχ(x,x′, ip)I]] (D4)
with L a dyadic term depending on the way we define
the principal value [38, 103]:
L =
∮
(Σ)
n⊗R
4piR2
dS (D5)
For a small exclusion spherical volume surrounding the
point x′ we get L = I/3, i.e., the depolarization field
predicted by the Clausius-Mosotti formula [84].
In the particular case χ = 0 we write Gχ(x,x
′, ip) =
Gv(x,x
′, ip) and similarly for other Green functions. We
also consider the time evolution which in vacuum relies
on the propagators
Qv(τ,x,x
′) =
∫ γ+i∞
γ−i∞
idp
2pi
epτSv(x,x
′, ip)
Uv(τ,x,x
′) =
∫ γ+i∞
γ−i∞
idp
2pi
epτUv(x,x
′, ip) (D6)
Explicit calculations lead to:
Qv(τ,x,x
′) =
∑
α,j
ω2α
sin (ωατ)
ωα
Φα(x)Φ
∗
α(x
′)ǫˆα,j ⊗ ǫˆα,j
(D7)
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and similarly for the transverse part of Uv(τ,x,x
′):
Uv,⊥(τ,x,x′) =
∑
α,j
c2
sin (ωατ)
ωα
Φα(x)Φ
∗
α(x
′)ǫˆα,j ⊗ ǫˆα,j
(D8)
while for the longitudinal part we get:
Uv,||(τ,x,x′) = c2τ
∑
α
Φα(x)Φ
∗
α(x
′)kˆα ⊗ kˆα (D9)
We deduce automatically the boundary conditions
Uv,⊥(0,x,x′) = Uv,||(0,x,x′) = Qv(0,x,x′) = 0. We
also obtain
∂τUv,⊥(τ,x,x′) =
∑
α,j
c2 cos (ωατ)Φα(x)Φ
∗
α(x
′)ǫˆα,j ⊗ ǫˆα,j
(D10)
and
∂τUv,||(τ,x,x′) = c2
∑
α
Φα(x)Φ
∗
α(x
′)kˆα ⊗ kˆα (D11)
from which we obtain the boundary condition:
∂τUv(τ,x,x
′)τ=0 = c2I
∑
αΦα(x)Φ
∗
α(x
′) = c2Iδ3(x −
x′). We thus obtain:
Qv(τ,x,x
′) =∇×∇×Uv(τ,x,x′)
= −∂
2
τUv(τ,x,x
′)
c2
. (D12)
Finally, from Eq. D3 we find explicitly for the time de-
pendent Qv(τ,x,x
′) field:
Qv(τ,x,x
′) = (I− L)δ3(x− x′)δ(τ)
+P.V.[∇×∇× [∆v(τ,x,x′)I]]. (D13)
Appendix E: Transverse polaritons in the Hopfield
model: a consistency check
From Eq. 3.38 we deduce in the Hopfield model
(ω20 − Ω2)P˜(Ω) = ω2pE˜(Ω). (E1)
This leads to the solution
P˜(Ω) =
ω2p
(ω20 − (Ω + i0+)2)
E˜(Ω) + P˜(Ω)(in). (E2)
and therefore to
∇×∇× E˜(Ω)− Ω
2
c2
ε˜(Ω)E˜(Ω) =
Ω2
c2
P˜(Ω)(in) (E3)
where the permittivity is given by the lossless Lorentz-
Drude formula ε˜(Ω) = 1 +
ω2p
(ω20−(Ω+i0+)2) . For the trans-
verse fields we expand the different fields as
E˜⊥(x,Ω) =
∑
α,j
E˜α,j(Ω)ǫˆα,jΦα(x)
P˜⊥(x,Ω) =
∑
α,j
P˜α,j(Ω)ǫˆα,jΦα(x) (E4)
with E˜α,j(Ω)
∗ = ηjE˜−α,j(−Ω) and P˜α,j(Ω)∗ =
ηjP˜−α,j(−Ω). Now, we write P˜
(in)
⊥ (Ω) = γδ(Ω − ω0) +
γ∗δ(Ω+ω0) with γ(x) a transverse vector field. We thus
have P˜α,j(Ω)
(in) = γα,jδ(Ω−ω0)+ηjγ∗−α,jδ(Ω+ω0) with
γα,j =
∫
d3xγ(x) · ǫˆα,jΦα(x)∗. We thus get the equation
(ω2α − Ω2ε˜(Ω))E˜α,j(Ω) = Ω2P˜α,j(Ω)(in) (E5)
Near the singularities ω0 we get :
[ω2α − ω20 − i
piω2pω0
2
δ(Ω− ω0)]E˜α,j(Ω) = ω20γα,jδ(Ω− ω0)(E6)
and therefore supposing the regularity (as for the longi-
tudinal case) we have−ipiω
2
p
2ω0
E˜α,j(ω0) = γα,j . The secular
equation [ω2α−Ω2ε˜(Ω)]E˜α,j,±(Ω) = 0 associated with the
transverse modes can be easily solved and this indeed
leads to
E˜⊥(x,Ω) =
∑
α,j,±
E˜α,j,±(Ω)ǫˆα,jΦα(x) (E7)
with E˜α,j,±(x,Ω) = φα,j,±δ(Ω−Ωα,±) + ηjφ∗−α,j,±δ(Ω+
Ωα,±) with φα,j,± an amplitude coefficient for the trans-
verse polariton mode. Importantly we again get from the
regularity condition E˜α,j(ω0) = 0 and thus γα,j = 0 like
for the longitudinal mode. This implies P˜(Ω)(in) = 0 and
from Eq. E2 we get P˜⊥(Ω) =
ω2p
(ω20−(Ω+i0+)2) E˜⊥(Ω). At
the end of the day we obtain the following fields ampli-
tudes
Eα,j,±(t) = φα,j,±e−iΩα,±t + ηjφ−α,j,±e−iΩα,±t
Bα,j,±(t) =
ωα
Ωα,±
(ηjφα,j,±e−iΩα,±t − φ−α,j,±e−iΩα,±t)
(E8)
and
Pα,j,±(t)
ω2p
=
(φα,j,±e−iΩα,±t + ηjφ−α,j,±e−iΩα,±t)
ω20 − Ω2α,±
iP˙α,j,±(t)
ω2pΩα,±
=
(φα,j,±e−iΩα,±t − ηjφ−α,j,±e−iΩα,±t)
ω20 − Ω2α,±
(E9)
(using definitions similar to Eq. E7). These define
the Hopfield transformation between the old variables
Eα,j,±(t), Bα,j,±(t), Pα,j,±(t), P˙α,j,±(t) and the new po-
laritonic variables representing the normal coordinates of
the problem φα,j,± and φ−α,j,±. Up to a normalization
this is equivalent to the work by Hopfield.
Appendix F: Milonni’s model and rising lowering
polariton operators
We start with the amplitude for the transverse polari-
ton field
E
(+)
α,j,m(t) =
∫
δωα,m
dω
ω2
ω2α − ε˜(ω)ω2
√
~σω
piω
f
(0)
ω,α,j(t).(F1)
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where δωα,m is a frequency window centered on the po-
lariton pulsation ωc ≃ Re[Ωα,m] := Ω′α,m. This field is
equivalently written as
E
(+)
α,j,m(t) =
∫ +∞
0
dωFα,m(ω)ω
2
ω2α − ε˜(ω)ω2
√
~σω
piω
f
(0)
ω,α,j(t). (F2)
where Fα,m(ω) is a window function such as Fα,m(ω) ≃
1 if ω belongs to the interval δωα,m and Fα,m(ω) ≃ 0
otherwise. From the commuting properties of f
(0)
ω,α,j(t)
(see Eqs. 2.8 and 3.29) we deduce the commutator:
[E
(+)
α,j,m(t), E
(−)
β,l,n(t)] =
~
pi
δα,βδj,l
·
∫ +∞
0
dωω4ε˜′′(ω)
|ω2α − ε˜(ω)ω2|2
Fα,m(ω)Fβ,n(ω) (F3)
with Fα,m(ω)Fβ,n(ω) ≃ δn,mFα,m(ω). Now consider the
integral:
I =
∫ +∞
0
dω
ω4ε˜′′(ω)
|ω2α − ε˜(ω)ω2|2
Fα,m(ω)
=
∫ +∞
0
dω
ω4ε˜′′(ω)
(ω2α − ε˜′(ω)ω2)2 + ω4ε˜′′(ω)2
Fα,m(ω). (F4)
Since for weak losses the integrand is extremely peaked
on the value Ωα,m we can write I as
I ≃
∫ +∞
−∞
dω
Ω4α,mε˜
′′(Ωα,m)
(ω2α − ε˜′(ω)ω2)2 +Ω4α,mε˜′′(Ωα,m)2
. (F5)
We use the approximation ω2α − ε˜′(ω)ω2 ≃ ω2α −
ε˜′(Ωα,m)Ω2α,m − (ω − Ωα,m)d(ε˜
′(ω)ω2)
dω |Ωα,m = −(ω −
Ωα,m)
d(ε˜′(ω)ω2)
dω |Ωα,m which is valid near the pole where
the conditions ω2α ≃ ε˜′(Ωα,m)Ω2α,m approximately holds
for transverse polaritons. We thus get
I =
1
ε˜′′(Ωα,m)
∫ +∞
−∞
du
γ2
u2 + γ2
=
piΩ2α,m
d(ε˜′(ω)ω2)
dω |Ωα,m
=
piΩα,m
2
dΩ2α,m
dω2α
. (F6)
with γ2 =
(
Ω2α,mε˜
′′(Ωα,m)
d(ε˜′(ω)ω2)
dω |Ωα,m
)2
and u = ω − −Ωα,m. and
where we used the integral
∫ +∞
−∞ du
γ2
u2+γ2 = piγ which
is easily calculated in the complex plane. From this we
finally obtain the commutator of Eq. 3.65. We point
out that the result does not explicitly depends on the
extension of the frequency windows δωα,m if losses and
dispersion are weak enough to have γ ≪ δωα,m.
For the longitudinal polariton field we have a similar cal-
culation. Starting with the definition:
E(+)α,m(t) =
∫ +∞
0
dωFα,m(ω)
−1
ε˜(ω)
√
~σω
piω
f
(0)
ω,α,||(t). (F7)
we can calculate the commutator [E
(+)
α,m,||(t), E
(−)
β,n,||(t)].
We have
[E
(+)
α,m,||(t), E
(−)
β,n,||(t)] =
~
pi
δα,β
·
∫ +∞
0
dω
ε˜′′(ω)
|ε˜(ω)|2Fα,m(ω)Fβ,n(ω) (F8)
with again Fα,m(ω)Fβ,n(ω) ≃ δn,mFα,m(ω). We have to
evaluate the integral
I =
∫ +∞
0
dω
ε˜′′(ω)
|ε˜(ω)|2Fα,m(ω)
=
∫ +∞
0
dω
ε˜′′(ω)
(ε˜′(ω))2 + ε˜′′(ω)2
Fα,m(ω). (F9)
which like for the transverse modes in the limit of weak
losses and dispersion leads after straightforward calcula-
tions to
I ≃ pi
|dε˜′(ω)dω |Ω′α,m |
. (F10)
From this we deduce the commutator given in Eq. 3.69.
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