Researchers in arti cial intelligence and decision analysis share a concern with the construction of formal models of human knowledge and expertise. Historically, however, their approaches to these problems have diverged. Members of these two communities have recently discovered common ground: a family of graphical models of decision theory known as in uence diagrams or as belief networks. These models are equally attractive to theoreticians, decision modelers, and designers of knowledge-based systems. From a theoretical perspective, they combine graph theory, probability theory and decision theory. From an implementation perspective, they lead to powerful automated systems. Although many practicing decision analysts have already adopted in uence diagrams as modeling and structuring tools, they may remain unaware of the theoretical work that has emerged from the arti cial intelligence community. This paper surveys the rst decade or so of this work.
Introduction
Researchers in Arti cial Intelligence (AI) and Decision Analysis (DA) both study formal models of human knowledge and expertise. This common concern notwithstanding, the rst few e orts to de ne an intersection of AI and DA (see, e.g. 45, 49] ) were less than successful. In the years between 1976 and 1981, however, Howard, Matheson, and their colleagues developed in uence diagrams (IDs), which can be viewed as a graphical middle ground between the psychologically valid elicitation techniques used by decision analysts and the computational power of the computer 100, 108, 77] . This innovation|and the subsequent introduction of belief networks (BNs) in AI|led to a convergence of segments of the DA and AI communities. The distinction between an ID-based AI system and a system for automated DA is now more a matter of the designers' backgrounds and a liations than of the systems themselves 91].
This paper surveys the rapidly growing body of work devoted to IDs and BNs. Many references about their theoretical underpinnings already exist 129, 110, 88, 124] . Discussions of their applicability to elicitation and modeling are fewer, but readily available 80, 4] . Writeups of speci c systems provide lucid accounts of actual implementation e orts 61, 62, 63, 7, 15] . The community of researchers interested in these topics is growing quite rapidly, however, and many of its members have been exposed to only one aspect of the models. We have targeted this survey at one such group: DA practitioners who are more familiar with ID-structuring and modeling than they are with the theories and/or algorithms that underly the models and the software based upon them.
2 The Basics 2.1 Motivation AI and DA have traditionally played to di erent audiences. The primary consumers of decision analyses have been decision-makers (DMs) faced with particularly important decisions. These DMs hire analysts to encode the information relevant to their decisions, to help them organize their own thoughts, and to recommend \rational" decisions. Since computation has always been one of the greatest barriers to successful analyses, members of the DA community have long recognized the importance of automation 45]. For the most part, however, automated DA remained restricted to calculations on decision trees until the early 1980's, when Howard and Matheson introduced the ID 77, 79] . In addition to automation, IDs addressed a long-standing problem of the DA community, namely the complexity of representing hierarchical Bayesian inference. The di culty inherent in this task can probably best be appreciated by comparing Schum's excellent analysis of inference without the use of IDs 120] to any of the analyses that use them 80] .
Throughout most of AI's formative years, on the other hand, the eld was essentially restricted to a few research laboratories. This isolation changed in the early 1980's, with the development of expert (or knowledge-based) systems. These systems are based on a simple idea: elicit large amounts of information about a general problem domain from human experts, encode it into a system, and then apply it to solve individual instances of the problem as they arise. One of the most confounding research problems to plague the designers of these systems was uncertainty. How should knowledge-based systems use information that is incomplete, imperfect, or otherwise less than certain? Several schools of thought emerged, ranging from the qualitative and symbolic to the highly mathematical 104]. Despite the obvious appeal of probability theory, many AI researchers preferred ad hoc symbolic approaches and/or quasi-probabilistic calculi because they perceived a variety of representational diculties with probability theory. Some researchers, however, remained within the framework of probability, and addressed its reputation for representational awkwardness by combining it with graph theory (which is known for its representational and algorithmic powers). This line of thought led to the theory of BNs.
Some Fundamentals
The more-or-less simultaneous need for graphical representations of decision theory by two communities has led to a great deal of cross-disciplinary communication. Unfortunately, it has also led to a plethora of terms that describe fundamentally similar constructs. Since many of these terms introduce distinctions without a di erence, however, most readers would probably be served best by making only a single distinction, namely the one between a BN and an ID.
IDs and BNs are both directed acyclic graphs (DAGs) in which (i) nodes represent individual variables, (ii) arcs demonstrate in uence among the nodes, and (iii) functions associated with the arcs indicate the nature of that in uence. Most researchers speak about BNs when their models capture only chance occurrences and deterministic events, and IDs when they capture value judgements and decisions, as well.
In very general terms, BN/ID models capture four types of domain information: objects, states, in uences, and functionalities. Objects include all items that might have an impact on the domain. Each one is represented by an abstract random variable and is modeled as a node. States de ne the sets of values that a variable may assume. State-sets may be binary, multi-valued, continuous, or even symbolic. In uences are shown as arcs, which are drawn to indicate the possibility of a direct relationship between two variables. In a valid model, no set of arcs forms a cycle. In a well-designed network, only strong degrees of in uence lead to arcs; weaker interrelations are captured by sequences of arcs. Functionalities assign speci c relationships (such as conditional probability distributions or algebraic functions) to sets of arcs.
Several authors have related from experience that objects, states, and in uences can often be elicited with relative ease, while the elicitation of functionalities generally creates a bottleneck 9, 7, 66, 61] . The key to a successful elicitation seems to be familiarity with the powerful elicitation techniques developed by psychologists and decision analysts 152]. These procedures de ne a \cook-book" for elicitors by suggesting ways of overcoming the cognitive illusions (or heuristics and biases 83]) that often cloud human perception and judgment. Although some of these standard DA elicitation techniques will be applicable to BN/ID elicitation directly, others will undoubtedly adopt new meanings and new importance as the size of the problems to which they are applied continue to grow, and as their use expands into the knowledge engineering community at large 9].
Levels of Abstraction
Two levels of abstraction are used as part of the ID representation scheme 76, 72, 12] : the relational (topological), and the numeric (functional). In very general terms, the relational level captures objects and in uences, the numeric level states and functionalities. Arcs in IDs are either in uential or informational 12, 129] . Arcs pointing to decision nodes are informational because the direct predecessors of a decision node correspond to uncertain variables whose values will be known at the time that the decision is made. Arcs connecting two chance nodes are in uential; they signify that an in uence may exist between the two nodes. Consider the BN of Figure 1 (a) . One interpretation of this diagram is A may in uence B, where \in uence" means that knowing A is relevant to assessing the chances associated with B's outcome. Now consider the equivalent BN of Figure 1(b) . The equivalence of these networks arises because they both imply that knowledge of A imparts information about B, and vice versa. The Numeric Level The numeric level captures functional relationships among nodes. Although many types of relationships are allowable, the basic purpose of the numeric/functional speci cation of a model is to allow a global joint probability distribution to be factored into marginals and conditionals. This factorization allows the model's author to specify only the best-understood direct relationships among nodes. The deeply nested aggregate relationships that de ne a global model, and that actually reassess desired output variables in terms of readily available inputs, are calulated automatically and algorithmically.
In somewhat less technical terms, the states assumed by a node's predecessors de ne its inputs. The functional form associated with each node must specify an output for every possible combination of states that its predecessors may assume. The most obvious types of relations, of course, are deterministic table-lookups or algebraic equations. These relationships are allowable and useful in BNs and IDs, as they are in many other graphical models. The crucial distinction between BNs, IDs, and earlier related models, however, lies in their ability to capture uncertain, nondeterministic relationships. Since IDs and BNs emerged from the Bayesian community, they are frequently viewed as embodiments of the Bayesian interpretation of uncertainty 119, 47, 116, 151, 29] . According to this interpretation, uncertain relationships are given by conditional probability distributions, and arcs into chance nodes represent probabilistic dependencies. The Bayesian roots of IDs notwithstanding, several other logics and formalisms for uncertainty management have also been forwarded as interpretations of uncertain relationships in graphical models: Dempster-Shafer theory 135, 111], fuzzy logic 153, 38, 43] , and rst order predicate calculus 20] have all been considered. Quasiprobabilistic networks are discussed in Section 7.3. The rest of this article assumes that all uncertain relationships are represented as subjective conditional probability distributions.
Simple Examples
This section contains two simple examples that have been used in the past to illustrate important aspects of BNs and IDs. The rst example, known as the Family Out Problem, is Charniak's 25] adaptation of Pearl's Earthquake Problem 110]. Charniak introduced this simple network as part of his attempt to introduce BNs to a general AI audience \without tears" 25]. We will use it for a similar purpose. No tears should be shed over our second example either. This ID-rendering of the Oil Wildcatter Problem was used by Shachter 129] to show how elegantly IDs capture common DA problems; the original problem was described by Rai a long before the introduction of IDs 116].
Family Out
The Family Out problem was designed to introduce the basic concepts of chance nodes, arcs, and relationships described as conditional probability distributions. An informal description of the problem is as follows:
Suppose when I go home at night, I want to know if my family is home before I try the doors. (Perhaps the most convenient door to enter is double locked when nobody is home). Now, often when my wife leaves the house, she turns on an outdoor light. However, she sometimes turns on this light if she is expecting a guest. Also, we have a dog. When nobody is home, the dog is put in the backyard. The same is true if the dog has bowel troubles. Finally, if the dog is in the backyard, I will probably hear her barking (or what I think is her barking), but sometimes I can be confused by other dogs barking 25].
The translation of this story into a BN is straightforward. The objects and in uences indicated in the story are captured in the network of Figure 2 . Furthermore, the story itself implies that all variables are binary (i.e., true or false), and Charniak developed probability distributions that describe his beliefs about the prior and conditional probabilities of each event.
&% '$ &% '$ To appreciate the illustrative power of Figure 2 , note that in many ways, the absence of an arc between two nodes is more signi cant than the presence of an arc. An arc indicates that there is a direct relationship between two nodes, while a missing arc indicates that there is no such direct relationship. The absence of an arc between two nodes thus represents conditional independence, and the absence of an (undirected) path between two nodes indicates complete independence. In Family-Out, for example, the nodes lo and do are conditionally independent, given their common predecessor, fo. Conditional independence indicates when information ceases to be relevant to our understanding of a variable. Furthermore, Figure 2 illustrates (i) that arcs indicate probabilistic, not absolute in uence, and (ii) that conditional probabilities only need to be assessed where arcs are drawn. The graphical layout, in fact, makes it clear that the global joint distribution may be computed as the product of all marginal and conditional distributions: P(fo; bp; lo; do; hb) = P(hbjdo) P(lojfo) P(dojfo; bp) P(bp) P(fo)
Note that this approach to representation and calculation allows a full speci cation of the probability of any combination of events with only ten elicited probabilities, as opposed to the thirty-one (2 5 ?1) that would be required if the combinations of events were enumerated and assessed individually; the various independence relations indicate that multiple combinations are equiprobable, and thus need not be assessed separately.
Yet another point worth noting in Figure 2 is the network's versatility; it may be used either to predict what will happen (if the family goes out, the dog goes out), or to infer causes from observed e ects (if the light is on and the dog is out, then the family is probably out). If, for example, the light is on but the dog is not barking, the posterior probability of family-out may be recalculated (P(fojlo; :hb) = 0:5).
Oil Wildcatter
The Oil Wildcatter problem, rst stated by Rai a 116] , is a classic|yet fairly simple| decision problem: An oil wildcatter must decide whether or not to drill a potential well. Like most good entrepreneurs, the wildcatter is interested in maximizing pro ts. Thus, he or she will drill if and only if expected returns exceed drilling costs. The wildcatter is considering conducting a test of the site's seismic structure to gain additional information about the amount of oil that it is likely to contain. Shachter took the few steps necessary to convert this problem into a simple ID 129] . The structural component of this ID, shown in Figure  3, Two items in Figure 3 are worth highlighting. First, relationships among chance nodes are probabilistic, not deterministic. The amount of oil at the site, for example, in uences, but does not determine the report of seismic structure; spurious test results are possible. Second, note the path connecting the two decisions. It implies that the wildcatter knows whether or not a seismic test was ordered, (and if so, what it indicated), at the time that he or she makes a decision about drilling. This type of path among decision nodes is called the no forgetting property. There are, of course, many other interesting things that could be said (and that have been said) about this example. For further discussions, see the two original references 116, 129].
Theoretical Foundations
Certain relationships, such as qualitative characterizations of relevance and dependence among variables, seem to be particularly well-suited to graphs. By combining the qualitative representational power of graphs with the numeric precision of probabilities, IDs and BNs promise to become important and powerful modeling tools. The combination of two disparate theories|one essentially qualitative and visual, the other inherently quantitative and conceptual|also raises a variety of interesting questions. Some of them, of course, address the representational capabilities and limitations of these new models: What types of dependencies and independencies can be deduced from the topological properties of a graph? Other questions, however, are somewhat subtler; they deal with the relationship between the visual and the conceptual, between the graphs and the probabilities. Much of the underlying theory thus addresses the following broad classes of questions:
Which types of relationships can be inferred from probabilistic calculations, and how can they be captured in a graph? Which types of relationships can be inferred from graphical manipulations, and how can they be represented probabilistically? How are graphs updated when probabilities are manipulated, how are probabilities updated when graphs are manipulated, and what happens to both graphs and probabilities when new information is discovered?
Basic Terms and Concepts
Most people recognize that some domain items (variables) are more closely interrelated than others. Observations of this sort lead to descriptions of dependence, indirect dependence, independence, and conditional independence. As a result, it is often useful to think of information provided by an expert as a collection of dependence and independence statements about certain domain items. These collections of statements, under the name dependency models, are central to the theory of BNs.
In its most basic and intuitive form, independence means irrelevance to inference; if items x and y are mutually independent, then no amount of information about x will reveal anything about y, and vice versa. The easiest way to conceptualize independence in a graph is by picturing two nodes with no arcs (or even paths) between them; the nodes are pictorially unconnected to represent their conceptual independence. Probability theory also provides a simple method of capturing independence; if the probability of x remains unchanged by information about y, (P(x) = P(xjy)), then x and y are independent. The di erence between the way that graphs and probabilities represent independence highlights a key point. Although many mathematical formalisms provide mechanisms for capturing independence, most of them only approximate abstract independence models. Pearl proved that some forms of probabilistic independence can not be represented in a graph 110]. As a result, anything that is said about independencies captured in (and propagated through) a BN is only an approximation to the sorts of independencies that could be captured by an abstract independence model. These di culties notwithstanding, independence is a very powerful concept, which when recognized can increase the e ciency of almost any procedure by indicating what pieces of information are immaterial to the question on hand, and where not to bother looking for an answer. Unfortunately, complete independence among variables in the same domain is rare enough to be almost meaningless. A somewhat weaker, but much more widely applicable, concept is conditional independence: sometimes two variables are interdependent only in the absence of information about a third variable. Once that third variable becomes known, the rst two are mutually independent. Conditional independence increases the compactness of representation and the e ciency of data collection and information processing. It is thus a crucial concept, and one that deserves a great deal of scrutiny, particularly as it relates to the relationship between the way in which it is captured in a graph and the way in which it is captured in a probability distribution. The use of probability distributions as dependence models is straightforward. In order to use graphs to represent and to derive independence relations, on the other hand, a suitable set of topological characteristics had to be designated. Independence among a DAG's variables, for example, is said to be captured by the lack of a directed path between them. In other words, the variables modeled by two distinct nodes are independent if they are disconnected, or if every path between them contains at least one pair of converging (i.e., head-to-head) arrows.
Pearl, his colleagues, his students, and several independent investigators introduced many de nitions (and a great deal of mathematical machinery) to discuss the relationships among colloquial (or abstract) independence, graphical independence, and probabilisitc independence 112, 110, 54, 118, 143] . In particular, Pearl proved that there are probability distributions that can not be translated directly into a graph without losing some important information 110]. In these instances, graphical translations may capture either all of the dependencies, or all of the independencies, but not both. If a graph contains arcs between all pairs of legitimately dependent nodes, (as well as between some pairs of nodes that are actually independent), then graphical independence implies probabilistic independence; a graph with this property is called an I-Map of the distribution. Similarly, if a graph accounts for all of the distribution's independencies (as well as possibly some spurious ones), then graphical dependence implies probabilistic dependence; a graph with this property is called a D-Map of the distribution. Graphs that are both I-Maps and D-Maps are called perfect maps. Note that for any probability distribution, an empty graph is a trivial D-Map and a complete graph is a trivial I-Map.
Pearl's theory of BNs progressed from the introduction of these new terms for graphical independence, through the axiomatization of a class of dependency models called graphoids and semi-graphoids, to the formal de nition of a BN as a DAG which is a minimal I-Map of a probability distribution 112, 110] . (A minimal I-Map is one from which no arc may be removed without indicating a spurious independence. Appropriate minimization increases the e ciency of both elicitation and computation). Two particularly important points to emerge from the development of this theory were (i) the establishment of formal rules within which the ternary relation I(X; Z; Y )|read \X is independent of Y, given Z"|may be discussed, and (ii) the derivation of a formal mathematical de nition of a BN.
The mathematical formalization of BNs, in addition to being of theoretical interest, opened the door to heuristic algorithms for the automated BN construction. Many automated construction techniques are based on Pearl's own boundary strata method 110]. These methods emerged from the observation that a \good" I-Map is not only minimal, but also sparse. The property of being minimal simply means that no arc may be removed; it does not mean that a completely di erent con guration could not capture the same information more e ciently. This distinction is crucial because only a sparse BN is likely to be comprehensible to the user, to lead to reasonable elicitations, and to be computationally tractable 118] . The boundary-strata-based techniques address this call for sparseness through iteratively reordering the relations in a dependency model before (and while) building the BN. Di erent orders lead to computationally equivalent models with vastly di erent numbers of arcs.
The boundary-strata-based methods are, of course, not the only known BN-construction techniques. Others are discussed in Section 5. It is particularly important to note that automated BN construction techniques (e.g., the boundary strata method) lead to BNs that meet the formal, topological de nition of a BN as a minimal I-map. BNs built by eliciting structure from experts are unlikely to meet this requirement. Nevertheless, most (if not all) of the algorithms derived within a theoretical setting for minimal I-map BNs should be equally applicable to those built through direct elicitation.
Key Lessons
Although every modeler likes to know that the models that he or she uses are rmly rooted in mathematical theory, most modelers are content to know that the theory exists without spending too much time worrying about its details. At the same time, many theoreticians like to believe that their work could (at least in theory) be put to practical use. The theory of BNs is mathematically elegant and quite detailed. Few of the speci c de nitions, theorems, proofs, and algorithms, however, are likely to be interesting enough to transcend the community of theoreticians. In this section, we have attempted to extract some of the theory's most salient points. By way of summary and review, these points|all of which should interest theoreticians and practitioners alike|include:
The common concept captured by both DAGs and probability distributions is independence. The semi-graphoid and graphoid axioms provide a language in which abstract independence relations can be described. Probability distributions and DAGs can both be shown to be special cases of these abstract independence relations. There are sets of independencies induced by probability distributions that can not be captured by DAGs. In other words, it may be impossible to generate a DAG that captures all of the dependencies and all of the independencies that are captured by an input probability distribution. A BN representation of a given probability distribution captures all of the distribution's dependencies, but not necessarily all of its independencies. No arc may be removed from the BN, however, without losing a necessary dependency. There are techniques for constructing BNs from dependence models, and there are heuristics that try to insure that the resultant BN is sparse. There are, however, no algorithms that can guarantee the e ectiveness of the procedure at all cases.
These results, abstracted to their qualitative form, should provide modelers with additional insights about the relationship between colloquial independence, (with which their respondents are certainly aware), and the types of independence captured in DAGs and in probability distributions (on which they may have to sell their respondents).
Inference Methods and Algorithms
The signi cance of IDs and BNs to modelers and system designers lies more in their representational power than in their theoretical elegance. The design of a useful BN-or ID-based system, in turn, can only be accomplished if techniques exist to (i) elicit the information necessary to build the model, and (ii) draw inferences and update information within a model once it has been built and put on line. Unfortunately, the elicitation of the information necessary to build a BN|like the elicitation necessary to build most models|remains essentially an art. Although several articles have addressed the issue 80, 9], model construction has received far less than its fair share of attention. Algorithms for drawing inferences and answering queries, on the other hand, have been widely discussed in the literature.
Inference algorithms are used to respond to queries that the user asks the system. The type of query depends (among other things) on the modeled domain and on the relevant functionalities|and in particular on the formalism chosen to capture uncertain relationships. One common setting, for example, is a diagnostic system using subjective probabilities. In this setting, a typical query might be to determine a posterior probability, P(XjY ), where X and Y are sets of nodes (i.e., variables). Another common setting is a forecasting system, in which a typical query would be to ask for the value (or the distribution of values across the states) of some variable, X, at some time in the future. In most ID settings, inference is used to evaluate alternatives and to derive optimal policies; typical queries concern evaluating and choosing options in the presence of uncertainty. The variety of settings and queries has led to a variety of inference algorithms, most of which are constrained by the same fundamental limitation: the answers to many of the queries posed to BNs cannot be guaranteed within a reasonable time-frame because the underlying problems are NP-hard 33] . For comprehensive surveys of these methods, see 68, 76, 72] .
Inference methods can be divided into two broad classes|exact methods, or methods that exploit the conditional independence revealed when the graph structure is relatively sparse 128], and approximation methods, or stochastic simulation and Monte-Carlo sampling techniques 34]. A further classi cation of the approximation methods is found in 68], while a further classi cation of exact methods is found in 81]. In the latter paper, Jensen, Olesen, and Andersen de ne the static and dynamic components of an algorithm and characterize several exact inference methods in terms of their static and dynamic components. According to their de nitions, an algorithm's static part consists of restructuring the network prior to any interaction with a user, while its dynamic part occurs when new evidence is entered or when queries are posed.
Exact Methods
An early and obvious approach to probabilistic inference across the set of objects captured by an ID was the explicit computation of the global joint distribution as the product of prior and conditional distributions. Howard and Matheson suggested transforming an ID into a decision tree and then using a standard roll-back method 77]. Unfortunately, this simple, straightforward method falls prey to the combinatorial explosion common among brute-force techniques; in this case, the size of the joint distribution is exponential in the number of variables, and the computational and memory requirements are quite heavy even for relatively small sets of variables.
Recall, however, that part of the motivation behind the development of BNs and IDs was the circumvention of this combinatorial explosion through the exploitation of graphical independence properties. These properties allow inference algorithms to factor the joint distribution, thereby greatly reducing the time required for computation. In Henrion's words, \...the key to computational e ciency for inference in BNs is to take advantage of conditional independence speci ed by the network topology, and so to nd ways of propagating the impact of new evidence locally without having to calculate the entire joint distribution" 68]. Several algorithms have attempted to avail themselves of these topological properties. Although some of these algorithms work quite well, however, they all fall prey to the combinatorial explosion at some point; Cooper proved the general problem to be NP-hard 33].
Exact Inference in BNs
Since the general problem of exact (probabilistic) inference in BNs with no topological constraints is intractable, all general-purpose methods have one or more steps that risk becoming victims of the combinatorial explosion. Not all algorithms, however, are general purpose. Some of them are restricted to a single class of topologically constrained networks, such as the polytrees, or singly-connected networks. (A polytree is simply a tree with more than one rooted node). Pearl and Kim derived an e cient (i.e., linear in the number of variables) constraint satisfaction-based algorithm for inferences on polytrees 84, 110]. Pearl then extended this algorithm to multiply connected networks by showing how to use loop cutset conditioning to reformulate complex networks as polytrees 109, 110] . Peot and Shachter presented a sequential polytree algorithm that insures that no node is ever visited more than twice, thereby completing Pearl's algorithm and improving upon its general-case running time 115]. Network reformulation and the polytree algorithms led to a particularly powerful approach to probabilistic inference in a BN, rst introduced by Lauritzen and Spiegelhalter 139, 88] , and later improved upon by Jensen and his colleagues 81, 82] . This method uses a series of graphical manipulations to reformulate an input BN as a computationally equivalent polytree of cliques (maximal sets of interconnected nodes), which may then be solved by any of the polytree algorithms.
Not all inference algorithms, however, require polytrees. Shachter presented a method that applies sequences of value preserving operations to reduce a multiply connected BN to the node or the set of nodes whose value is desired. This reduction is, of course, destructive; most of the information contained in the original network is lost when it is collapsed. Nevertheless, operations like arc reversal, chance node removal and barren node removal are called value-preserving because they preserve the joint distribution of the node(s) being considered. (A \barren" node is one from which no arcs emanate). An example of this property was illustrated in Figure 1 , where the reversal of an arc was shown to leave the relational-level implications of a network unchanged. The application of Bayes' rule allows functional and numeric information to be preserved under arc reversal. The value preservation inherent in chance node removal can similarly be illustrated by considering the fate of a chance node (A), whose only successor is another chance node (B). A can be removed from the BN by \absorbing" it into B and redirecting all of A's direct predecessors to point to B. Repeated arc reversals and node removals reduce the network to the targeted subset of nodes, and return the desired distribution. The order in which these operations are applied, in turn, must be guided by the topology of the network 123 124] , can all be derived within this framework. The clustering algorithm demonstrates that the essence of e cient probabilistic inference is the factorization of the joint probability distribution due to assumptions of conditional independence. This factorization and independence is embodied in a graphical structure called a cluster tree, or a join tree, which organizes the factorization of the joint probability distribution for an e cient computation using message passing. All of these methods rely on some variation of the cluster tree to process information and to perform inference 132].
Exact Evaluation of IDs
The primary di erence between inference in a BN and inference in an ID lies in the nature of the query. Whereas users of BN-based systems desire information about probability distributions across sets of variables, queries posed to IDs normally involve determinations of optimal policies (i.e., sets of decisions). Since BNs are a proper subset of IDs, it should come as no surprise that: (i) Not all algorithms that work on BNs work on IDs, and (ii) Some algorithms that work on BNs can work on IDs with only a few minor modi cations.
Shachter's BN evaluation method based on value-preserving transformations, for example, works quite well on a class of IDs with speci c topological properties. In addition to the chance and barren node removal and arc reversal operations used in the evaluation of BNs, operations for decision node removal and an ID variant of chance node removal are also necessary 129]. When Shachter's algorithm is applied to an ID (of the appropriate topology), it reduces the input network to a single value node with no predecessors whose value is the expected value of the decision problem (assuming that an optimal policy is followed). In addition, the set of optimal decision policies is generated during the algorithm's removal of decision nodes. Breese 20] o ered two variations on Shachter's algorithm, one of which evaluated the diagram as described above, while the other evaluated a chance node rather than a value node (i.e., it returned a probability distribution across the state of a speci ed chance node).
Node elimination methods such as Shachter's algorithm and its variants have several major drawbacks, including the use of excessive memory and a need for global knowledge about the network to order the transformations. In addition, their destructiveness makes it very di cult to provide ex post explanations of the reasoning used in manipulating the network.
These problems motivated Pearl's suggestion that an ID should be evaluated by instantiating decision and observation nodes sequentially, and that the remaining nodes should be viewed as a BN that supplies probabilistic parameters 110]. Shachter's node-elimination method (or any other BN propagation method) can then be used to compute these parameters.
Not all methods for calculating IDs are based on destructive operations like arc reversal and node elimination. Ndilikilikesha, for example, introduced an ID-variant called the potential in uence diagram, in which chance nodes are related by arbitrary non-negative functions, rather then by conditional probability distributions. He showed that in these models, inference can proceeds without reversing any arcs 101]. Perhaps more generally, Shachter and his students used a modi ed clustering algorithm to solve decision problems under uncertainty without reversing arcs or eliminating nodes 144, 145, 133] . Their algorithm converts all decision and value nodes into probabilistic components, thereby generating a one-directional, rooted cluster tree. They show how the entire decision problem can be solved in a single pass through this tree. The key to this method, of course, is that it translates an ID into a BN, and then applies BN-evaluation techniques to solve the ID. Additional ID-to-BN translation algorithms were introduced by Pearl 110] , and others. Finally, Shachter provided a method for probabilistic inference with continuous random variables (an algorithm which required the standard ID machinery to be extended to include relationships speci ed as continuous distributions) 127, 126].
Approximation Methods
Cooper's derivation of the NP-hardness of exact inference has led to the consideration of alternative inference methods, most of which rely on some sort of approximation 68, 76, 72] . Unfortunately, Dagum and Luby recently showed that even approximation falls prey to intractability; the general problem of approximating probabilistic inference in a BN remains NP-hard 35] . Nevertheless, not all approximation algorithms tackle inference problems| some of them simply want to approximate the value of a single variable under a wide range of possible inputs|and there remain a wide variety of settings in which approximations can yield useful results. Thus, Dagum and Luby's results notwithstanding, the development of approximation techniques for BNs and IDs remains an important area of research.
The fundamental idea underlying most approximation techniques is stochastic simulation, or random sampling of network instantiations. Each scenario (or completely instantiated network) de nes a point in a probability space, through which standard Monte Carlo simulations (or other sampling techniques) are applied. Henrion's probabilistic logic sampling 65] is the simplest and most straightforward approach to stochastic simulation. Since BNs are acyclic by de nition, they must contain a set of rooted nodes, (or nodes with no incident arcs). The numeric-level speci cation of these nodes can be expressed in only two ways: a constant value or a (prior) probability distribution. In either case, a rooted node may easily be instantiated, and a single value (or state) may be propagated to its successors. Since the instantiation of a rooted node and the propagation of its instantiated value e ectively removes the node from the underlying BN, it also creates new rooted nodes (i.e., those whose successors have already been instantiated), which may now be instantiated. This procedure can continue until the target node (i.e., the one whose value is being approximated) is instantiated. The instantiation of the target node generates a single data point. Multiple iterations of the procedure yield multiple data points, which may be aggregated to yield an approximate probability distribution across the states of the target variable.
Probabilistic logic sampling is thus a a forward sampling approach in which the instantiations follow the direction of the arcs, and the states with which each variable is instantiated is conditioned on those assumed by its parents. One of the key assumptions underlying forward sampling simulations, however, is that mid-network (non-rooted) nodes are never observed before their parents. In a BN built for prediction or forecasting, this assumption is reasonable because nodes are generally arranged in chronological order. In a causal or diagnostic network, on the other hand, e ects are often observed before causes. Since these observations mandate recalculations of various probability distributions and independence relations, they also limit the applicability of forward sampling procedures.
This potential con ict between stochastic instantiations and actual observations helped motivate Pearl's Markov Sampling 109, 110] . This procedure attempts to shield nodes from the in uences of distant nodes by focusing on its Markov blanket, or the node set that contains its immediate predecessors, its immediate successors, and the immediate predecessors of its immediate successors. The simulation proceeds by selecting a node at random, instantiating its Markov blanket, recalculating its probability, and then instantiating it accordingly (i.e., as per the resulting probability distribution across its states). Although Markov sampling does reduce the impact of observations on the simulation, the method also has some negative sidee ects. Unlike pure logic sampling, successive instantiations of nodes in Markov sampling are not independent. The method's convergence rate may therefore deteriorate when the network contains links that are near deterministic because the network may get trapped in scenarios from which it takes many instantiations to escape 128, 30, 28] . In addition, the computation per trial is often greater than that needed for straight logic sampling because the pre-processing step must take place for every node and for every trial.
Several other approaches have been proposed as ways of overcoming logic sampling's diculties with actual observations. Evidence integration reverses arcs (by iterative applications of Bayes' rule) to convert nodes whose values have been observed into sources (i.e., all arcs emanate outward) 30]. This technique works where it is applicable, but remains general-case intractable. In likelihood weighting or evidence weighting, posed independently by Fung and Chang 51] and by Shachter and Peot 128] , respectively, nodes representing variables that have already been observed are not instantiated as part of the simulation. This approach thus modi es logic sampling by simulating only a subset of the nodes, namely those that have yet to occur. Although the convergence properties of evidence weighting are hard to predict, empirical results are encouraging 51]. Shachter and Peot further enhanced this basic method by introducing importance sampling of BNs. Two types of importance distribution were considered: self-importance and heuristic-importance 65, 68] . This approach alleviates some of the bias caused by the disproportional sampling of the more probable hypotheses. It can be improved further by changing the importance weights dynamically as better probability estimates are obtained.
Two further points about these approximations are worth noting. First, unlike the exact methods, which must converge to be useful, the approximation algorithms are exible 74, 75] or anytime 39] algorithms: they can be halted at any time with a meaningful answer (although the accuracy of their answers obviously depends on the sample size, or on the number of simulation runs conducted before the algorithm is halted). Second, the approximation methods have all been developed for large scale BNs; none of them targeted IDs or decision problems. One reason is that most decision problems modeled as IDs have required relatively small structures. Since standard decision problems rarely involve too many parameters, exact solutions are obtainable in a reasonable time using the simple standard exact inference methods on IDs.
At some point in the future, it will undoubtedly be worthwhile to consider the applicability of approximation schemes to large-scale decision problems. ID simulation, however, is likely to raise an issue that has been safely ignored in diagnostic and forecasting BN settings: value of information 117]. In IDs, some form of meta-level analysis will undoubtedly be necessary to decide when to stop computing and act 73]. Although Matheson investigated issues related to the value of information in approximations as part of his analysis of general decision problems 94], his analogous analysis of decision problems represented as IDs discussed only exact solutions 95].
Software Tools
A rm theoretical foundation and a set of inference algorithms are important assets for any modeling technology. One of the claims often cited by proponents of decision analytic networks, however, is that their models are useful, as well as elegant. The usefulness of any such technology depends, in part, upon the development of suitable software for system design. The purpose of the following discussion is not to provide a software review|which will undoubtedly be obsolete by the time that it is published|but rather to understand the relationship between these rst-generation tools and the theories upon which they are based.
Software systems for BN and ID modeling may be viewed at three levels of abstraction: (i) Theories and algorithms directed towards a speci c task. (ii) Graphical and model-theoretic extensions of conventional IDs. (iii) Shells that provide environments for entering and editing BNs or IDs directly. The upper-end of these programs also provide for automated (Bayesian) inference, optimization, and sensitivity analysis.
Russel, Srinivas, and Agogino's algorithm for the automated construction of sparse BNs, for example, belongs to the rst category 118]. Their algorithm|which requires as input an unstructured probabilistic model (de ned as a predicate that can answer queries about independence in the model) and causal domain information obtained from some source of expertise|helps a user build a network by adding one node at a time. At each step, the algorithm uses the expert's information and a greedy heuristic to guide a search for the next node to add. In theoretical terms, this procedure insures that the network remains a boundary DAG of the given probability model (thereby making it a minimal I-map); in practical terms, it minimizes the number of arcs added at each step. The algorithm was implemented as part of IDEAL (ID Evaluation and Analysis in LISP) 118].
Other examples of software-as-algorithm for building a model from data can be found in the literature. Spirtes and Glymour's work on TETRAD suggested tting a causal structure to statistical data by considering the measure of t of several di erent structures 55]. Pearl criticized TETRAD for its failure to to employ a systematic procedure for nding a best-t structure 110]. This criticism was taken to heart; the project's second incarnation, TETRAD II, approached the problem systematically 140]. Cooper and Herskovits's K2 algorithm constructs a BN from a database of cases by heuristically searching for the most probable BN structure given: (i) a set of nodes, (ii) an ordering on the nodes, (iii) an upper bound on the number of parents a node may have, and (iv) a database of cases 32]. Wen examined the relationships between BNs and relational databases and proposed a method for constructing a BN from given statistical relational data 150]. Pearl and Verma presented a theoretical discussion of the entire problem of learning BNs from statistical data 113]. Algorithms for automated BN-construction have become increasingly prominent at recent conferences, and are rapidly gaining the attention of more and more researchers.
Graphical and model-theoretic extensions of IDs that may assist in knowledge elicitation and representation are de ned in 53, 60]. Heckerman's probabilistic similarity networks apply divide-and-conquer to diagnostic domains, or settings in which the fundamental problem is discrimination among a set of competing hypotheses. Similarity networks reduce the design of a single global ID that discriminates among all possible hypotheses to the design of a set of local IDs that di erentiate among pairs of competing hypotheses. This focus on similar (competing) hypotheses was motivated by the observation that it is frequently easier for a medical expert to describe the distinctions between two very similar diseases than to describe the distinctions among a set of dissimilar diseases. The similarity network itself is an undirected graph, in which the relationship indicated by arcs is \similarity." Two hypotheses with no arc between them are dissimilar; di erentiating between them is trivial. Hypotheses linked by an arc have some similarity, and must be di erentiated by a local ID. When all elicitations have been completed, the local IDs may be collapsed (automatically) into a single ID 60] .
The third class of software systems, the design shells (or environments), were developed to help automate knowledge elicitation and model construction; some of them are now beginning to emerge as commercially viable products. Although Call and Miller discussed and compared some of the earliest systems in a 1990 article 22], many of the systems now available are considerably stronger than those (or their earlier counterparts) available only a few years ago. Examples of systems that have appeared in the literature include DAVID 122], Demos 42], DPL 41], ERGO 48] , and HUGIN 14] . There are undoubtedly others, and more are currently being developed. These systems generally provide domain-independent knowledge elicitation, representation, inference and decision support environments. Some of them provide facilities for automated inference and optimization some automate the actual process of network construction given unstructured input, and all provide modelers with a graphical interface. The needs (or perceived needs) of the marketplace may help foster further innovations and developments. These developments will continue to impact|and to be impacted by|the research community at large as long as the dialog between shell-designers and researchers remains intact.
Implemented Systems
Knowledge acquisition, knowledge representation, and inference all come together in the design of a functioning system. The design of knowledge-based systems has attracted a great deal of attention in the AI community because expert systems are generally considered the sub eld of AI with the greatest (current) commercial viability. Over the past two decades or so, a variety of di erent modeling technologies have been suggested as bases of expert systems. The three most popular frameworks for these systems, logic, rules, and frames, have led to a variety of functioning systems 142]. Nevertheless, these frameworks all pose certain problems. They are inherently symbolic rather than numeric, they do not deal with uncertain information in a natural or an elegant manner, they attempt to mimic human behavior, whether or not humans are the best available problem-solvers for a speci c task, the internal consistency of their knowledge bases is di cult to assess, etc. One of the claims of proponents of BNs and IDs is that graphical representations of probability are an ideal framework for expert (or more appropriately, for knowledge-based) systems. Several existing systems o er empirical substantiation to this claim. Since these systems are based on the methods and principles of Bayesian decision theory, they are normative rather than descriptive; parts of the AI/DA community, in fact, have begun to use the term Normative Systems to refer to AI systems based on IDs or BNs. Normative systems don't try to mimic human experts; instead, they use task analyses to tell a DM/user what he or she should do to behave rationally (as prescribed by utility theory).
Since one of the keys to appreciating a system is an understanding of its domain, a complete review of these systems is beyond the scope of this paper. A few salient facts about a short list of selected systems, on the other hand, is not. IES 13, 92, 93, 18, 90] : A system for machine vision, radar signal detection, and military reconnaissance. IES operates by dynamically and incrementally forming a hierarchy of IDs for image interpretation; it attempts to use visual information as a way of understanding the movements of troops and other objects. Earlier versions of the system were known as ADRIES, and by several other acronyms. Path nder 61, 62, 63] : A medical system that diagnoses hematopathologies, or diseases of the human lymph system. Path nder's designers introduced similarity networks to help elicit the information necessary to develop a single 63-value \disease" node and a (roughly) 100-symptom BN. Virtually all of the relationships in the system are conditional probability distributions, and virtually all information is propagated by Bayes' rule. The principles established by Path nder's design team were also used in a variety of other systems 72].
QMR-BN 69, 99, 138] : A large BN reformulation of the QMR-DT project. QMR (Quick Medical Reference) is a knowledge base and diagnostic aid for internal medicine; it is part of the the Internist-1 system. QMR-DT, in turn, augments the QMR knowledge base with treatment decisions and cost or value models. Comparisons of QMR-BN and QMR-DT promise to o er many insights into the comparative workings of BN-and rule-based representations of the same knowledge.
Rachel 71]: An ID-based advisory system for couples with fertility problems seeking medical help. Rachel combines elements of a single-ID system with that of a shell. Its global-ID framework is used to automatically generate a case-speci c ID, which is then solved by conventional inference algorithms.
SUCCESSOR 17]: A general, 3D model-based vision system currently under development at Stanford University. SUCCESSOR aims at multi-sensor integration, using aspectindependent geometric and material models, in concert with sensor models, to segment and recognize generic objects in imagery. Object recognition is based on physical understanding. Bayesian inference is used to disambiguate object interpretation 18]. Utility theory drives the system's control of inference.
This list is meant to be representative, not exhaustive. The relative recency of these systems reiterates the speed with which BNs and IDs have emerged as an important framework for knowledge-based systems. Systems in a wide variety of domains are currently being developed; the list of signi cant ID/BN systems will undoubtedly grow quite quickly. Nevertheless, the systems described above were all among the rst wave, and thus warrant special mention.
In addition to their use as a framework for knowledge-based systems and decision models, IDs, BNs, and related models of graphical decision theory have also served the AI and DA communities in several other ways. Variants of the model have been studied in the area of heuristic search as Hansson and Mayer's Bayesian Problem Solver (BPS) 56, 57] and as Abramson's expected-outcome model of two-player games 5, 1]. Berzuini showed how to convert petri nets to BNs for inferences about temporal knowledge and processes 16]. Edwards used BNs to model several court cases and to thereby demonstrate both the power of probabilistic reasoning in legal inference and the propriety of statistical evidence 46]. Several researchers have discussed the potential of decision-theoretic approaches to planning under uncertainty, real-time decision-making, monitor and control, and sensory integration 10, 11, 21, 2, 148, 40] . Klein developed a framework for systems based on value theory 85, 86] , and he and Shortli e began exploring the automated generation of explanations of decisiontheoretic choices 87]. Wellman developed a model called the QPN (Qualitative Probabilistic Networks), which traces the qualitative ow of information through a BN; he then forwarded QPN's as a mechanism for explaining probabilistic reasoning 147, 149, 148, 70, 146] . Charniak and Goldman developed a probabilistic language understanding system based on BNs 26, 27] . These topics are all currently being investigated by large communities of researchers. Exposure to graphical models of decision theory by members of these communities, however, has been limited. Some of them may nd that variants of BN and ID models are appropriate and useful representations for the problems that they address. Although probabilistic networks rst appeared as decision models and frameworks for knowledge bases, it is unlikely that they will remain thus restricted. The power latent in these tools is signi cant, and researchers in many areas have already begun to nd them useful.
Extensions and Current Research Topics
The more-or-less simultaneous development of a theory of BNs and IDs, a set of elicitation and modeling tools, and a collection of implemented systems speaks volumes for the power and the promise of decision-analytic networks. Nevertheless, no model can capture everything, and many questions remain unanswered. A second wave of research has already begun to address some of these questions. Researchers are currently investigating ways of incorporating value of information calculations, sensitivity analyses, quasi-probabilistic calculi, and multiple contributors.
Value of Information and Sensitivity Analysis
The value of information is an important concept in DA. When a decision problem is particularly important, DMs often want to obtain additional, relevant information in order to improve the quality of their decisions. Informally stated, the value of an information source is the di erence between the utilities of two optimal strategies, one of which provides a freedom of choice among di erent actions for di erent source outcomes, and the other of which does not 78, 94] . This criterion can be used to rate the usefulness of various information sources and to decide whether a piece of evidence is worth acquiring. Value-of-information calculations were rst introduced in a BN setting by Levitt and Binford 90, 93] , and in an ID setting by Matheson 95 ]. Horvitz's doctoral dissertation provided a detailed discussion of value-of-information and related issues in a variety of AI settings 75].
Value of information calculations become increasingly complex in the presence of multiple information sources because the value of each source can only be calculated relative to the value of other sources, and to the order in which they are investigated. In fact, the general problem of determining an optimal order of information sources is intractable 110]. A heuristic policy that is often used in the case of multiple information sources is myopia, or greediness. This policy is based on the following two assumptions (or constraints): (i) no competition, and (ii) one step horizon. In other words, given a set of information sources (e.g., sets of experts or tests), the best source to poll is the one that would be the most valuable if action were taken immediately after its information were provided 58]. In order to avoid the types of constraints imposed by a myopic policy, several researchers have proposed alternative, non-myopic, approximation methods 58].
The procedure for determining the value of missing information is an example of a sensitivity analysis. In this instance, what is being analyzed is the sensitivity of the decision to the addition of information; standard decision analytic sensitivity analyses have long addressed this issue. Other types of sensitivity analyses are also possible in the context of ID-and BN-based systems. Several, in fact, have been conducted on one such system, Path nder. Heckerman, Horvitz, and Nathwani used a utility model of hematopathologies as part of the system's initial evaluation: the system's penalties were directly proportional to the signi cance of its misdiagnoses (i.e., signi cance with respect to the patient's utility) 63, 62, 61] . This procedure tested the sensitivity of utility to information in a diagnostic setting, rather than in a decision. Abramson and Ng conducted two additional sensitivity analyses of Path nder in order to determine the sensitivity of a BN-based diagnostic system to the degree of re nement of its parameters; these analyses were designed to consider whether elicitation time and cost could be reduced by using coarser probability assessments 103, 105, 9].
Two-Level BNs
A good deal of recent work has focused on a special class of BNs, the two-level, or BN2, networks. This class of bipartite BNs is considered to be particularly important in diagnostic settings; it is de ned as the networks that are composed of independent hypotheses and conditionally independent ndings. Approximations derived by searching the space of instantiated hypotheses are widely used on the BN2 networks. Examples of these search strategies include NESTOR's branch-and-bound algorithm 31], Peng and Reggia's application of minimal covering sets of diseases to explain observed ndings 114], and Henrion's TopN algorithm, which imposes a heuristic search on top of a branch-and-bound algorithm to prune inadmissible paths from the search tree, and to identify the n most probable diagnoses 67].
BN2Os are BN2s with noisy-OR gates and leaks. These additions trade elegance for realism by recognizing that some observations may arise spontaneously without an explicitly modeled cause 69]. Methods for solving BN2O's include a variant of TopN 69], a general approximation method called random sampling with likelihood-weighting 30, 128] , and an exact method called the QuickScore algorithm for BN2Os 64] . Although exact methods are preferable when applicable, Quickscore su ers from numerical instability and from some unrealistic assumptions. Henrion's empirical studies imply that search-based algorithms such as TopN appear to be both promising and practical.
Quasi-Probabilistic Networks
IDs and BNs have been developed by members of the Bayesian research community. Not everyone interested in the representation and manipulation of uncertain information, however, belongs to that community. Various researchers have long felt that the language of probability theory is insu ciently expressive; they have developed a variety of quasi-probabilistic and logic-based calculi for manipulating uncertainty in AI systems. Some of them have also attempted to develop BN-like structures for their calculi; their general strategy seems to be to accept the relational level advantages of the model, but to rethink the functional (and by extension, the numeric) levels. Shafer and Shenoy, for example, applied DempsterShafer theory to BNs by emphasizing factorization over conditional probabilities, and by rejecting completeness as a necessary property of a belief 135]. Shenoy then used this idea to develop graphical valuation networks, (VNs) 136]. Like IDs, VNs depict decision variables, chance variables, utility functions, and informational constraints. Unlike IDs, however, VNs depict probability and utility through explicit functions called valuations. Inference in a VN proceeds through two operations, combination and marginalization. VNs have been claimed to be general and powerful enough to capture several quasi-probabilistic calculi, including 43] . Finally, early work on Path nder considered the applicability of quasi-and non-probabilistic calculi, and found them to be sorely lacking. The system's designers noted that the use of Bayesian decision theory to represent and manage uncertainty led to a much stronger diagnostic ability than any of the other methods 59].
Consensus Network Models
The literature on group decision-making recognizes two broad classes of approaches, mathematical and behavioral. In a mathematical approach, each contributor arrives at an independent answer, and submits it (with no information about how it was generated) to a mathematical aggregation function. In a behavioral approach, contributors work out their differences and negotiate a compromise. Various combinations of mathematical and behavioral approaches have also been suggested.
Both classes of approaches have been considered by designers of BN-based systems. In the context of an automated system, behavioral approaches lead to design-time consensus; contributors all suggest inputs to a single network, and the system is not brought on-line until they agree (see e.g., 52]).
A mathematical approach, on the other hand, leads to run-time consensus; independently designed BNs representing distinct knowledge sources each produce black-box responses, which are then fed into a mathematical aggregation function. The probabilistic multi-knowledge-base architecture (or PMKBS) was proposed as a way of implementing this approach 102, 107, 9] . A PMKBS consists of several distinct BNs, all designed for the same diagnostic task of di erentiating among a common set of hypotheses, and some additional machinery for broadcasting data and combining responses. Several experimental prototype systems were developed for portions of Path nder's domain 102], and a series of simulation experiments were conducted to compare di erent aggregation functions in the diagnostic context 106].
Another approach that may overcome some of the limitations of design-and run-time consensus is compile-time consensus, in which information provided by several contributors is combined into a single BN prior to the introduction of any case-speci c information. Heckerman touched upon this idea in his development of the similarity network 60]. In these models, a large diagnostic problem is partitioned into a set of small problems. A distinct, \local" BN is elicited for each problem, and then combined into a \global" network for the original problem via graph union. Bonduelle approached this coordination problem in an ID-setting by using graph intersection rather than graph union 19]. Shachter considered seeking agreement about the direction of information ow through a BN by imposing a pre-set ordering across the BNs nodes. Arcs that violated that ordering were reversed (accompanied by all other modi cations necessary to perform a legal arc reversal) 130]. Finally, the authors of this survey introduced several algorithms that merge the DAGs underlying BNs provided by di erent contributors into a single \consensus" BN 96, 97, 98] .
Summary
This paper reviewed a recent wave of exciting work surrounding a family of graphical models of Bayesian decision theory. These models ll a long-standing representational gap in our ability to view practical problems within a probabilistic framework. Prior to the advent of IDs and BNs, large-scale probabilistic models were viewed as either unrealistic (under the assumption of universal independence) or intractable (under the assumption of universal interdependence). These di culties caused many researchers to reject probability theory altogether, and to favor quasi-probabilistic calculi and/or ad hoc symbolic reasoning schemes. IDs and BNs allow dependence to captured only where appropriate and direct. They thus constitute a framework within which probabilistic representations are realistic and probabilistic inference algorithms are practical (if still general-case intractable).
This article surveyed the rst decade or so of serious research on IDs and BNs. It drew material from the work of theoreticians, experimentalists, and implementors, and attempted to integrate them into a coherent whole. One of the characteristics of the research community that has led to the rapid rise of IDs and BNs from proposed models to actual systems has been the dialogue between these three oft-distinct groups. This article was our attempt to keep this dialogue going, while at the same time providing an overview of the issues to readers who may have heard of BNs and/or IDs, but who did not realize how widespread and powerful they had become.
IDs and BNs have the potential of becoming important to researchers and practitioners in several di erent elds. This potential has been noted way beyond the con nes of the research community. In a 1989 management brief, in fact, The Economist predicted that network models may be as revolutionary as matrix models once were 44]. Although this claim appears to be premature (at the very least), it should be clear that the work has just begun, and that many interesting results remain.
