Perturbation of quadrics  by Clotet, Josep et al.
Linear Algebra and its Applications 355 (2002) 223–239
www.elsevier.com/locate/laa
Perturbation of quadrics
Josep Clotet a ,∗, M. Dolors Magret a, Xavier Puerta b
aDepartament Matemàtica Aplicada I, Universitat Politècnica de Catalunya (ETSEIB), Av. Diagonal,
647 08028 Barcelona, Spain
bDepartament Matemàtica Aplicada I, Universitat Politècnica de Catalunya (EUPB), Av. Doctor
Marañón 44-50, 08028 Barcelona, Spain
Received 25 August 2000; accepted 7 March 2002
Submitted by G. de Oliveira
Abstract
The aim of this paper is to study what happens when a slight perturbation affects the
coefficients of a quadratic equation defining a variety (a quadric) in Rn. Structurally stable
quadrics are those such that a small perturbation on the coefficients of the equation defining
them does not give rise to a “different” (in some sense) set of points. In particular, we charac-
terize structurally stable quadrics and give the “bifurcation diagrams” of the non-stable ones
(showing which quadrics meet all of their neighbourhoods), when dealing with the “affine”
and “metric” equivalence relations. This study can be applied to the case where a set of points,
which constitute the set of solutions of a problem, is defined by a quadratic equation whose
coefficients are given with parameter uncertainty.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
The concept of structural stability was first introduced by Andronov and Pontrya-
gin in the qualitative theory of dynamical systems (see [1]). Roughly speaking, a
structurally stable element is an element whose “behaviour” does not change when
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suffering small perturbations. In the case of control systems this property has been
widely studied by several authors. Here we will use the notion of structural stability
with respect to an equivalence relation defined on a topological space M, as appears
in [11].
In the case where M is a differentiable manifold and the equivalence relation is
induced by the action of a Lie group G on M, so that the orbits are also manifolds,
then the condition of structural stability is equivalent to the maximal dimension of
the orbit.
Arnold considered the manifold of square matrices under the linear group action
and presented explicitly miniversal deformations, which are the orthogonal linear
varieties to the orbits. The techniques used in this paper will be those used in [2]; that
is to say, we will consider miniversal deformations and derive from them the calculus
of the dimension of orbits (by explicitly calculating a basis of the orthogonal space
to the orbit, with respect to a scalar product).
Our goal is to study what happens when applying a small perturbation to the
coefficients of a quadratic equation which defines a quadric. That is to say, to know
whether this small perturbation gives rise to a set of points of the same type or not
(after defining an equivalence relation to identify “similar” sets of points).
A quadric in Rn is generally thought as the set of solutions of an equation defined
by a symmetric square real matrix of order n+ 1. Then we identify the quadric with
a matrix defining it and consider the differentiable manifold of symmetric square
matrices.
Obviously, there exist equations expressed by means of different symmetric square
matrices giving rise to the same set of points (for example, the sets of solutions of
the equations given by the matrices A and λA, λ ∈ R∗, are the same). Besides, there
exist different matrices such that the corresponding equations have no real points
satistying them (in particular, they give rise to the same set of points: the empty set!).
Nevertheless, for our study it is convenient to deal with the differentiable manifold
S of (all) symmetric square matrices.
The equivalence relations considered in S will be that coming from the affine
equivalence and from the metric equivalence of quadrics. These equivalence rela-
tions may be viewed as those induced by the action of suitable Lie groups.
This fact allows us to use Arnold’s techniques, that is to say, miniversal deforma-
tions. In particular, we can identify structurally stable matrices by a previous calcu-
lation of the dimension of their orbits.
In the case of non-structurally stable matrices giving rise to a non-empty set of
points we will explicitly describe the corresponding bifurcation diagrams from the
study of the partitions in S with respect to these equivalence relations. This allows
us to present the quadrics which meet every neighbourhood of the given quadric,
again identifying the quadric with a symmetric square matrix defining it.
The structure of the paper is as follows.
In Section 2 we introduce the notation (as it will appear below) and set the defi-
nitions and a theorem which will be used throughout the paper.
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In Section 3 we consider equivalence relations in the differentiable manifold
Sn+1 of symmetric square matrices of order n+ 1 with real entries and view them
as those induced by the action of a Lie group, thus obtaining a description of tangent
spaces (and their orthogonals) to the orbits of matrices. This allows us to character-
ize structurally stable matrices. Finally we conclude that the stratification in Sn+1
obtained from “affine equivalence” is Whitney regular.
In Section 4 we describe bifurcation diagrams of the neighbourhood of unstable
matrices, showing some examples.
2. Preliminaries and notation
Throughout the paper we have tried to follow standard notations. The most com-
monly used symbols are the following ones.
R will denote the field of real numbers.
R∗ is the set of all non-zero real numbers.
Mn×m(R) is the set of n×m matrices with real coefficients.
Given a matrix A ∈Mn×m(R), At will stand for the transpose of A and rkA will
denote the rank of A.
In the particular case where n = m, we will simply denote the set of n× n matri-
ces by Mn(R).
The trace of the matrix A ∈Mn(R) will be denoted by trA.
Gln(R) is the set of invertible matrices inMn(R), that is to say, the general linear
group of order n.
On(R) is the set of matrices A in Mn(R) such that AtA = In, that is to say, the
orthogonal group of order n.
Sn+1 is the set of symmetric square matrices of order n+ 1.
An is the set of skew-symmetric square matrices of order n.
If M is a differentiable manifold and x ∈ M , TxM is the tangent space of M at x.
If G is a group acting on M, O(x) denotes the orbit of x in M under the action
of G.
Let F be a vector subspace in Rn. Then F⊥ denotes the orthogonal complement
to F with respect to a scalar product 〈 , 〉 defined in Rn.
Finally, if M, M ′ are differentiable manifolds and ϕ : M −→ M ′ is a differentia-
ble mapping, dϕ denotes the differential of ϕ.
We list now briefly a few of the basic definitions about quadrics which will be
mentioned later.
A quadric Q in Rn is generally thought as a set of points in Rn with coordinates
(x1, . . . , xn) satisfying, in a given system of coordinates, an equation of the form
xtA∞x + 2B tx + c = 0,
where x = (x1 · · · xn)t, A∞ ∈Mn(R) is a symmetric matrix, B ∈Mn×1(R) and
c ∈ R. Equivalently, this equation can be written in the form
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XtAX = 0
with
A =
(
A∞ B
B t c
)
∈Mn+1(R)
and X = (x1 · · · xn 1)t. (Note that A is also a symmetric matrix).
In the case where n = 2 they are classically called conics.
It is possible that the set of solutions of such an equation is the empty set. Actu-
ally, different equations of this type give rise to the empty set. For example, when
considering the equations 1 = 0, −x21 = 1, etc.
Besides, it is obvious that, for all λ ∈ R∗, the symmetric square matrix λA defines
the same set of points than A.
Let XtAX = 0 be the equation of a quadric in a given system of coordinates.
Let us consider another system of coordinates with origin in P = (p1 · · ·pn)t and
axis directions given by the vectors in Rn whose coordinates are the columns of a
matrix S ∈ Gln(R). If (x1 · · · xn)t are the coordinates of the point x in the new system
of coordinates and X = (x1 · · · xn 1)t, then the equation of the quadric in the new
system of coordinates is XtA′X = 0, with
A′ =
(
S P
0 1
)t
A
(
S P
0 1
)
.
In the case where S ∈ On(R) the metric concepts attached to the quadric are pre-
served.
A quadric Q defined by the equationXtAX = 0 is said to be degenerate if rk(A) <
n+ 1 and non-degenerate otherwise.
The centers of a quadric Q may be defined as the set of points in Rn whose coordi-
nates are solutions of the system A∞Z = −B. Note that Q is a quadric with center if
rk(A∞) = rk(A∞|B) and that Q has an unique center if rk(A∞) (= rk(A∞|B)) = n.
The centers thus defined coincide with the set of centers of symmetry of Q.
The concepts of affine and metric equivalence of quadrics are as follows.
Definition 1. Let Q, Q′ be the quadrics defined by the equations XtAX = 0 and
XtA′X = 0, respectively. Then Q and Q′ are called affine equivalent (and we write
Q ∼ Q′) if there exists a matrix(
S P
0 1
)
with S ∈ Gln(R), P ∈Mn×1(R) and λ ∈ R∗ such that
A′ = λ
(
S P
0 1
)t
A
(
S P
0 1
)
.
And Q and Q′ are called metrically equivalent (and we write Q ≡ Q′) if there
exists a matrix
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S P
0 1
)
with S ∈ On(R), P ∈Mn×1(R) and λ ∈ R∗ such that
A′ = λ
(
S P
0 1
)t
A
(
S P
0 1
)
.
We have the following classification theorem (see, for instance, [7, pp. 178 and
206]; [12, p. 376]).
Theorem 1. Let Q be the quadric defined by the equation XtAX = 0. Let us denote
by s(A) and s(A∞) the minimum between the number of positive eigenvalues and
the number of negative eigenvalues of the matrices A and A∞, respectively. Then
rk(A), rk(A∞), s(A), s(A∞) is a complete system of invariants of the affine class of
Q. Moreover Q is affine equivalent to the quadric defined by the equation
x21 + · · · + x2r0 − x2r0+1 − · · · − x2r = 1 or − 1 or 0
if Q has center(s), and
x21 + · · · + x2r0 − x2r0+1 − · · · − x2r + 2xr+1 = 0
if Q does have no center.
Besides, Q is metrically equivalent to the quadric defined by the equation
λ1x
2
1 + · · · + λrx2r = κ, κ ∈ R
if Q has center(s), and of the form
λ1x
2
1 + · · · + λrx2r + 2µxr+1 = 0, µ ∈ R
if Q does have no center, where λ1, . . . , λr are the non-zero eigenvalues of A∞.
These equations are called reduced affine equation (respectively, reduced metric
equation) of Q.
Note that r = rk(A∞) and r0 = r − s, where s = s(A∞).
3. Geometrical study
We denote by Sn+1 the differentiable manifold of symmetric square matrices of
order n+ 1 with real entries.
The definitions in Section 2 lead up to consider the following equivalence rela-
tions in Sn+1.
Definition 2. Two matrices A and A′ in Sn+1 are said to be affine equivalent (and
we write A ∼ A′) if there exists a matrix(
S P
0 1
)
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with S ∈ Gln(R), P ∈Mn×1(R) and λ ∈ R∗ such that
A′ = λ
(
S P
0 1
)t
A
(
S P
0 1
)
.
Two matrices A and A′ inSn+1 are said to be metrically equivalent (and we write
A ≡ A′) if there exists a matrix(
S P
0 1
)
with S ∈ On(R), P ∈Mn×1(R) and λ ∈ R∗ such that
A′ = λ
(
S P
0 1
)t
A
(
S P
0 1
)
.
Let G1, G2 be the Lie groups
G1 = R∗ × Gln(R)× Rn, G2 = R∗ ×On(R)× Rn,
where the group operations are the natural ones,
(λ1, S1, P1) ◦ (λ2, S2, P2) = (λ1λ2, S1S2, P1 + S1P2) in G1,
(λ1, S1, P1) ◦ (λ2, S2, P2) = (λ1λ2, S1S2, P1 + S1P2) in G2.
The starting point in the geometrical approach to the problem of studying the
effects of small perturbations on the coefficients of the matrices is, in order to use
Arnold’s techniques, to view the equivalence classes with respect to the equivalence
relations in Sn+1 defined above as the orbits of the following group actions on
Sn+1:
αi : Gi ×Sn+1 −→Sn+1
((λ, S, P ),A) −→ λ
(
StA∞S StA∞P + StB
P tA∞S + B tS P tA∞P + 2B tP + c
)
= λ
(
S P
0 1
)t
A
(
S P
0 1
)
for i = 1, 2, respectively.
Note that in our set-up the orbits are differentiable manifolds [5, p. 60].
Miniversal deformations are the main tool we will make use of in our study. We
briefly recall the basic definitions of deformations and versality (see, for example,
[2] and [8, pp. 66–68], for further details).
Let M be a manifold, x ∈ M and G a Lie group acting on M via an action
α : G×M −→ M
(g, x)−→ α(g, x).
Definition 3. A deformation of x is a differentiable mapping ϕ : U −→ M , withU
an open neighbourhood of the origin in Rl , such that ϕ(0) = x.
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Definition 4. A deformation ϕ : U −→ M of x is called versal at 0 if for any other
deformation of x, ψ :V −→ M , there exists an open set V′ ⊆V with 0 ∈V′, a
differentiable mapping β :V −→ U with β(0) = 0 and a deformation of the iden-
tity I ∈ G, θ :V′ −→ G, such that ψ(µ) = α(θ(µ), ϕ(β(µ))) for all µ ∈V′.
A versal deformation with minimum number of parameters l is called a miniversal
deformation.
To find versal deformations, the key point is the following result, proved by Ar-
nold in the case where G = Gln(R) acting on M =Mn(R) in [2], whose generaliza-
tion was given by Tannenbaum in the case of a Lie group acting on a manifold (see
[8, p. 66]).
Theorem 2. A differentiable mapping ϕ : U −→ M, where U is an open neigh-
bourhood of the origin in Rl , is a versal deformation of ϕ(0) = x if and only if it is
transversal to the orbit O(x) at x, that is to say, TxM = TxO(x)+ dϕ0(T0(U)).
In particular, locally in x, M is isomorphic to the cartesian product of ϕ(U) and
a submanifold of G (that is to say, (g, ϕ(λ)) ∼−→ g · ϕ(λ)) so that any x′ ∈ M in
a small enough neighbourhood of x is equivalent to an element ϕ(λ) ∈ ϕ(U) (see
proof of Theorem 1.2 in [8, p. 66]).
As an immediate consequence, we obtain a miniversal deformation.
Corollary 1. Let us fix any scalar product in M =Sn+1. Let l be the dimension
of TxO(x)⊥, {v1, . . . , vl} a basis of TxO(x)⊥ and U an open neighbourhood of the
origin in Rl . Then for any x ∈ M, the manifold x + TxO(x)⊥ defines a miniversal
deformation of x. That is to say, the mapping ϕ : U ⊆ Rl −→ M, (λ1, . . . , λl) −→
x + λ1v1 + · · · + λlvl is a miniversal deformation of x.
The following homogeneity property allows us to choose a suitable element from
each equivalence class, thus making easier the calculations.
Proposition 1. Let M be a differentiable manifold and x1, x2 ∈ M be two equivalent
elements (with respect to the equivalence relation defined in M derived from any ac-
tion of a Lie group acting on M). Then there exists a diffeomorphism f : M −→ M
preserving the orbits such that f (x1) = x2.
Proof. If g ∈ G is an element such that x2 = α(g, x1), it suffices to consider the
mapping
f : M −→ M
x −→ α(g, x).
It is easy to check that this map is a diffeomorphism. 
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From now on, we will consider the manifold M =Sn+1 and the following scalar
product in Sn+1: 〈A1, A2〉 = tr(A1At2).
Note that, in particular, we have TASn+1 =Sn+1 for all A ∈Sn+1.
Let
A =
(
A∞ B
B t c
)
∈Sn+1
be a symmetric square matrix of order n+ 1, with A∞ ∈ Mn(R), B ∈ Mn×1(R),
c ∈ R. If α is the action of a Lie group G acting on Sn+1 so that the orbits are
differentiable manifolds, it is well-known that TAO(A) = d(αA)I (TIG) where αA is
the mapping
αA : G −→ Sn+1
g −→ αA(g) = α(g,A)
In the particular cases of the actions α1 and α2 defined at the beginning of this
section we obtain the following characterization of the tangent vector subspaces to
the orbits.
Proposition 2. Let us denote by TAO1(A), TAO2(A) the tangent spaces to the orbits
O1(A), O2(A) of A ∈Sn+1 with respect to α1 and α2, respectively. Then
TAO1(A)=
{(
StA∞ + A∞S + λA∞ A∞P + λB + StB
P tA∞ + B tS + λB t 2B tP + λc
) ∣∣∣∣
λ ∈ R, S ∈Mn(R), P ∈ Rn
}
,
TAO2(A)=
{(
StA∞ + A∞S + λA∞ A∞P + λB + StB
P tA∞ + B tS + λB t 2B tP + λc
) ∣∣∣∣
λ ∈ R, S ∈An(R), P ∈ Rn
}
,
where An(R) is the manifold of skew-symmetric matrices (S = −St) of order n.
Proof. For i = 1, 2, let us consider αiA : Gi −→Sn+1 defined by
αiA(λ, S, P ) = λ
(
StA∞S StA∞P + StB
P tA∞S + B tS P tA∞P + 2B tP + c
)
∈Sn+1.
Then
αiA(1 + ελ, I + εS, εP )
= (1 + ελ)
(
I + εSt 0
εP t 1
)
A
(
I + εS εP
0 1
)
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=
(
A∞ B
B t c
)
+ ε
(
λA∞ + StA∞ + A∞S A∞P + λB + StB
P tA∞ + B tS + λB t 2B tP + λc
)
+O(ε2).
SinceG1 is an open submanifold of R ×Mn(R)× Rn, it follows from elementary
differential geometry that TIG1 = R ×Mn(R)× Rn. On the other hand, TIG2 =
R ×An(R)× Rn. This also follows from elementary properties in differential
geometry and from the fact that TIOn(R) =An(R). 
In spite of the description above, it is not so easy to determine these tangent spaces
or even only to calculate their dimension. It is easier to deal with their orthogo-
nal vector subspaces (with respect to any scalar product). Theorem 3 shows that
TAO1(A)⊥ and TAO2(A)⊥ may be identified with the sets of solutions of suitable
linear equations systems.
Theorem 3. Let us consider the following scalar product in Sn+1 : 〈A1, A2〉 =
tr(A1At2). Let
Y =
(
Y1 Y2
Y t2 Y4
)
be a square matrix of order n+ 1, with Y1 a symmetric matrix in Mn(R), Y2 ∈
Mn×1(R), Y4 ∈ R. Then
(a) Y ∈ TAO1(A)⊥ ⇐⇒


Y1A∞ + Y2B t = 0
Y t2A∞ + Y4B t = 0
Y t2B + Y4c = 0
(b) Y ∈ TAO2(A)⊥ ⇐⇒


Y1A∞ − A∞Y1 + Y2B t − BY t2 = 0
Y t2A∞ + Y4B t = 0
tr(Y1A∞)+ 2Y t2B + Y4c = 0
Proof. First, let us observe that
0=
〈
Y,
(
StA∞ + A∞S + λA∞ A∞P + λB + StB
P tA∞ + B tS + λB t 2B tP + λc
)〉
= tr
(
Y
(
StA∞ + A∞S + λA∞ A∞P + λB + StB
P tA∞ + λB t + B tS 2B tP + λc
))
= 2tr (Y1A∞S + Y2B tS)+ 2[Y t2A∞ + Y4B t]P
+ λ[tr (Y1A∞)+ 2Y t2B + Y4c].
(a) Let us assume Y ∈ TAO1(A)⊥. This holds if and only if, for all λ ∈ R, S ∈
Mn(R) and P ∈ Rn,
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2 tr (Y1A∞S + Y2B tS)+ 2[Y t2A∞ + Y4B t]P
+ λ[tr (Y1A∞)+ 2Y t2B + Y4c] = 0.
In particular, if P = 0 and λ = 0, this equation is equivalent to
tr((Y1A∞ + Y2B t)S) = 0 ∀S ∈Mn(R).
Let us denote by Eij the matrices with the only non-zero entry being 1 at the
position (i, j) (row i and column j). Varying S = Eij in the equation above it is not
difficult to check that this equation is equivalent to
Y1A∞ + Y2B t = 0.
Let us assume now that S = 0 and λ = 0. We denote by ei the n× 1-matrices
with an only non-zero entry being 1 in row i. The equation
(Y t2A∞ + Y4B t)P = 0 ∀P ∈ Rn
is equivalent to
(Y t2A∞ + Y4B t)ei = 0, 1  i  n
and these last equations hold if and only if,
Y t2A∞ + Y4B t = 0.
Finally, if S = 0 and P = 0, the equation above is equivalent to
tr(Y1A∞)+ 2Y t2B + Y4c = 0.
We already know that Y1A∞ + Y2B t = 0 and thus
tr(Y1A∞)+ Y t2B = 0
obtaining
Y t2B + Y4c = 0
The converse is straightforward true.
(b) Let us assume now Y ∈ TAO2(A)⊥. This holds if, and only if, for all λ ∈ R,
S ∈An(R) and P ∈ Rn,
2tr(Y1A∞S + Y2B tS)+ 2[Y t2A∞ + Y4B t]P
+ λ[tr(Y1A∞)+ 2Y t2B + Y4c] = 0.
The proof is similar to the proof of (a). In the case where P = 0 and λ = 0, let us
consider Eij , i = j , the matrices with the only non-zero entries at the positions (i, j)
and (j, i) (row i and column j and row j and column i, respectively), where the entries
are 1 and −1, respectively.
The converse is also straightforward true. 
We observe that, after Theorem 3, a miniversal deformation can be explicitly
described, for any A ∈Sn+1. Also the dimensions of the orbits with respect to α1
and α2 can be calculated.
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We remember now the notion of structural stability as appears in [11].
Definition 5. Let M be a topological space and ∼ an equivalence relation defined
on M. Then x ∈ M is structurally stable if and only if there exists a neighbourhood
U of x such that x ∼ y for all y ∈ U.
Remark. In the case where M is a differentiable manifold and ∼ is the equiva-
lence relation defined by the action of a Lie group acting on M, giving rise to orbits
which are also differentiable manifolds, we have that the following statements are
equivalent:
(a) x is structurally stable.
(b) O(x) is an open submanifold.
(c) dimO(x) = dim M .
(d) dim TxO(x)⊥ = 0.
This characterization allows to know, from the study of the systems in the state-
ment of Theorem 3, which matrices A ∈Sn+1 are structurally stable under the
equivalence relations deduced from the actions of the Lie groups G1 and G2.
Note that when dealing with the equivalence relation derived from the action α1
the structurally stable matrices can be characterized as follows.
Proposition 3. Structurally stable matrices in Sn+1 under the affine equivalence
relation are those symmetric matrices
A =
(
A∞ B
B t c
)
such that A∞ and A have full rank.
Proof. This follows from the lower semicontinuity of the rank of the matrices or
the direct inspection of the linear equations system in the statement of Theorem 3
(a). 
Similarly, we note that there are no structurally stable symmetric matrices in
Sn+1 with respect to the equivalence relation derived from the action α2.
To finish this section, we study whether the partitions of Sn+1 in orbits, accord-
ing to both Lie group actions, are stratifications of Sn+1 and, if so, the regularity
properties they satisfy, recalling first the concept of stratification.
Definition 6. If M is a differentiable manifold, a partition M =⋃i∈I Mi is called a
stratification of M when it is locally finite (that is to say, for all x ∈ M , there exists a
neighbourhood U of x meeting only a finite number of subsets Mi) and for all i ∈ I ,
Mi is a differentiable submanifold of M. Then each Mi is called a stratum.
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Note that the partition inSn+1 according to the α1-action is finite. Therefore this
partition is a stratification: the strata being the orbits under this action. Let us denote
by -1 =⋃A∈Sn+1 O1(A) this stratification. Nevertheless, we can observe that the
partition deduced from the α2-action is not locally finite, therefore the partition of
Sn+1 corresponding to this action is not a stratification.
Let us remember the Whitney regularity condition (see [3], for instance). Let U, V
be two disjoint submanifolds of Rp, and let x∈U ∩ V . V is said to be Whitney regu-
lar over U at x when the following condition holds: let (ui), (vi) be two sequences, in
U and V, respectively, converging to x and such that ui = vi ∀i. Let us denote by Li
the line spanned by vi−ui and Ti be the vector subspace TviV . If (Li)i converges to
L and (Ti)i converges to T, in the corresponding Grassmannians of subspaces of Rp,
then L⊆T . Since given a diffeomorphism of an open set M of Rp onto another open
set M ′ of Rp mapping U, V and x to U ′, V ′ and x′, respectively, V is Whitney regular
over U at x if, and only if, V ′ is Whitney regular over U ′ at x′, we can define the
Whitney regularity condition in the case of an arbitrary differentiable manifold M.
A stratification - of a differentiable manifold M is said to be a Whitney stratifi-
cation if for any pair of strata U,V ∈ -, V is Whitney regular over U at x whenever
U ∩ V = ∅.
To finish this geometrical approach, we can state the following result, which is
a straightforward consequence of the combination of several facts mentioned previ-
ously.
Proposition 4. The stratification inSn+1 defined by the α1-action is Whitney regu-
lar.
Proof. This follows from the fact that the strata are in this case the (finitely many)
orbits under this action. 
4. Perturbation of quadrics
Let Q be a (non-empty) set of points (x1, . . . , xn) in Rn given by an equation of
the form XtAX = 0, A ∈Sn+1, X = (x1 . . . xn 1)t, that is to say, a quadric.
Two quadrics Q1 and Q2 defined by equations XtA1X = 0, XtA2X = 0 with
A1, A2 ∈Sn+1 are equivalent with respect to the affine equivalence (respectively,
with respect to the metric equivalence) if, and only if, so are the matrices A1 and A2.
The concept of structurally stable quadrics will be translated to the concept of
structurally stable matrices defining the quadric. In general, we will identify the
quadric with a matrix defining it and make use of the geometric study made in
Section 3 in Sn+1. Further details about the relationship between symmetric square
matrices and quadrics with respect to the affine and metric equivalence can be found
in [7, Chapter 14, Sections 6 and 11]. Concretely, we can state the following
definition.
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Definition 7. We will say that a quadric is structurally stable when it is defined by
a structurally stable matrix A ∈Sn+1.
As indicated in Section 3, after the proof of Proposition 3, there are no structurally
stable quadrics with respect to the metric equivalence. When considering the affine
equivalence, structurally stable quadrics are those which are both non-degenerate
and with center (note that the center is unique in this case).
In particular, in the case where n = 2, the only structurally stable conics are el-
lipses and hyperbolas (and imaginary ellipses, if we wished to take in consideration
imaginary conics). Obviously, in all these cases the dimension of the orbits is 6.
Let us consider the case of the parabola and the affine equivalence. A reduced
affine equation is: x2 + 2y = 0. It is obvious that we can always restrict ourselves to
consider the reduced equation, as deduced from the homogeneity property in Propo-
sition 1.
A matrix A ∈Sn+1 defining this conic is then
A =

1 0 00 0 1
0 1 0

 .
The set of solutions of the system in Theorem 3(a) is


0 0 00 m 0
0 0 0


∣∣∣∣∣∣m ∈ R

 .
We deduce that
TAO1(A)
⊥ =



0 0 00 1 0
0 0 0




and dim TAO1(A) = 5.
When considering the metric equivalence, a metric reduced equation is x2 +
µy = 0, a matrix A defining this conic is
A =

1 0 00 0 µ2
0 µ2 0


and the set of solutions of the system in Theorem 3(b) is


−µm2 0 00 m1 m2
0 m2 0


∣∣∣∣∣∣m1, m2 ∈ R

 .
We deduce that
TAO2(A)
⊥ =



0 0 00 1 0
0 0 0

 ,

−µ 0 00 0 1
0 1 0




and dim TAO2(A) = 4.
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The other cases can be handled in a similar way.
Tables 1 and 2 show the dimension of the orbits with respect to both equivalence
relations in the cases of conics in R2 and quadrics in R3, using the reduced equations
shown in Theorem 1.
Since the stratification -1 of Sn+1 is Whitney regular, if ϕ : W −→Sn+1, W
a d-dimensional manifold, is a W-parametrized set of matrices (for example, the
miniversal deformation) we can make use of thom transversality theorem (see, for
example, [4, p. 54] or [6, p. 31]) and deduce that the set of those families which are
transverse to the stratification is a dense and open set (in [9], Thom suggests this
fact; see [10] for a most interesting discussion on Whitney (a)-regularity being the
condition which ensures this set is an open set, that is to say, transversality is a stable
property).
Table 1
Conics in R2 and dimension of orbits
Conic Dimension of the orbit Dimension of the orbit
with respect to α1 with respect to α2
Ellipse 6 3 or 4a
Hyperbola 6 4
Parabola 5 4
Non-parallel lines 5 4
Parallel lines 4 3
Double line 3 3
Line 3 3
aDepending on the eigenvalues of A∞ being equal or different, respectively.
Table 2
Quadrics in R3 and dimension of the orbits
Quadric Dimension of the orbit Dimension of the orbit
with respect to α1 with respect to α2
Ellipsoid 10 4,6 or 7a
Hyperboloid of one sheet 10 6 or 7b
Hyperboloid of two sheets 10 6 or 7b
Elliptic paraboloid 9 6 or 7b
Hyperbolic paraboloid 9 7
Real cone 9 6 or 7b
Real elliptic cylinder 8 5 or 6b
Hyperbolic cylinder 8 6
Parabolic cylinder 7 6
Non-parallel planes 7 6
Parallel planes 5 4
Double plane 4 4
Plane 4 4
aDepending on the eigenvalues of A∞ being all equal, two of them equal or different, respectively.
bDepending on the eigenvalues of A∞ being two of them equal or different, respectively.
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The induced stratification in the space of parameters is also a Whitney stratifica-
tion and the codimension of strata are the same (see [3]). This induced stratification
is called the bifurcation diagram of the (generic and stable) family.
Thus we can show the bifurcation diagrams from the miniversal deformations.
From them we can deduce the quadrics meeting all neighbourhood of a given one,
and which are the most probable. Concretely, we show the case of the parabola,
the other cases being handled similarly. Because of Proposition 1, we can restrict
ourselves to consider reduced equations of quadrics, which are listed in
Theorem 1.
Fig. 1. Bifurcation diagram of the parabola.
Fig. 2. Bifurcation diagrams with respect to the affine equivalence of conics in R2.
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When dealing with the affine equivalence, we have to study which conics are
defined by a matrix of the form
1 0 00 m 1
0 1 0

 =

1 0 00 0 1
0 1 0

+

0 0 00 m 0
0 0 0

 ∈ A+ TAO1(A)⊥.
where m ∈ R, which are all the possibilities for quadrics in a neighbourhood of the
given one (see comment after Theorem 2).
It is easy to check that there are only the following possibilities:
1. m = 0, in which case the conic is a parabola,
2. m > 0, in which case the conic is a (real) ellipse,
3. m < 0, in which case the conic is a hyperbola.
Fig. 3. Bifurcation diagrams with respect to the affine equivalence of quadrics in R3.
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We obtain the bifurcation diagram as in Fig. 1.
In the other cases we obtain the bifurcation diagrams as in Fig. 2.
Remark. Note that a perturbation of an “imaginary” conics and quadrics may give
rise to a real conic or quadric.
A similar study can be done in Rn, n  3. Here we present some examples in the
case where n = 3 (see Fig. 3).
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