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1. INTRODUCTION
1w x d. dLet r G 0 be fixed, L s L yr, 0 , R when r ) 0, L s R when r s 0,
 4k  .t 0 s t - t - ??? - t - t s 1 fixed, and f g A, that is,i is1 0 1 k kq1
 .  .  . w x df t, w s f t, w for t g t , t , w g L, and f : t , t = L ª R be ai iy1 i i iy1 i
continuous mapping which takes bounded subsets into bounded subsets,
 .  .i s 1, 2, . . . , k q 1, f 0, w s f 1, w for w g L. Let1 kq1
 w x d  . w x  .X s x: yr, 1 ª R N x t is continuous for t g 0, 1 , t / t ; x t is lefti
 .  .  .continuous at t and x t q 0 exists for i s 1, 2, . . . , k; x t s x t q 1 fori i
w x4t g yr, 0 , and for every x g X denote by x the element of L defined byt
w xx s s x t q s , s g yr , 0 . .  .t
This paper is devoted to the study of existence of solutions of the periodic
boundary value problem for functional differential equations with impul-
sive effects as
w xx9 t s f t , x , t g 0, 1 , t / t , 1.1 .  .  .t i
D x t s I x t y 0 , i s 1, 2, . . . , k , 1.2 .  .  . .i i i
x 0 s x 1 , 1.3 .  .  .
 .  .  . d dwhere D x t s x t q 0 y x t y 0 , I : R ª R is continuous, i si i i i
1, 2, . . . , k.
w x d  .  .A map x: yr, 1 ª R will be called a solution of 1.1 ] 1.3 if and only
  . 4  .  .if x g X l x: x9 t exists for t / t and satisfies relations 1.1 ] 1.3 .i
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The results in the paper are inspired by and improve the ones given by
w x w xHristova and Bainov in 1 , Li and Zhou in 2 , respectively, where they
discussed existence of solutions for ordinary differential equations with
impulses as
w xx9 t s f t , x t , t g 0, 1 , t / t , 1.4 .  .  . . i
D x t s I x t y 0 , i s 1, 2, . . . , k , 1.5 .  .  . .i i i
x 0 s x 1 , 1.6 .  .  .
 .  . w xa special case of 1.1 ] 1.4 with r s 0. In 1 the authors derived some
 .  .sufficient conditions for existence of solutions of 1.4 ] 1.6 in a canonic
domain by use of Brouwer's fixed point theorem and the Poincare mapÂ
 .  . w xassociated with impulsive differential equations 1.4 ] 1.5 . In 2 the
authors gave a coincidence degree theorem concerning existence of solu-
 .  .tions of 1.4 ] 1.6 with the homotopy continuation method and a con-
structive method. In the present paper we will make use of the coincidence
w xdegree theory given by Mawhin in 3, Chap. IV to discuss existence of
 .  .solutions of 1.1 ] 1.3 . In Section 2 we will give a sufficient condition
 . wTheorem 1 associated with existence of the solutions by making use of 3,
xTheorem IV.3 . It will be found that the proof looks simpler than the one
w xused in 2, Theorem A , where the authors focused on finding solutions of
 .  .1.4 ] 1.6 numerically. Sections 3]4 can be seen as applications of
Theorem 1. In Section 3 we first give a definition of a bound set relative to
 .  .  .1.1 ] 1.2 , and give an existence result Theorem 2 by making use of the
wdefinition. That theorem can be viewed as a generalized version of 3,
x w xTheorem VII.9 . In Section 4 we generalize 1, Theorem 2 to the func-
 .tional case Theorem 3 and Corollary 4 . In Section 5 we give a definition
 .  . wof a guiding function for Eqs. 1.1 ] 1.2 and derive by making use of 3,
x  .Theorem IV.3 an existence result Theorem 5 , which not only extends
w x3, Corollary VII.119 to the impulsive case but also is an extension of
w x2, Theorem C even when r s 0.
Topological degree methods have been revealed as a very powerful and
versatile tool in dealing with nonlinear boundary value problems for
 w x.ordinary and functional differential equations see 3]5 . But to ordinary
or functional differential equations with impulses this method has not
been used yet as far as we know. Therefore this paper can be seen as an
illustration of topological degree methods in a new area.
2. A SUFFICIENT CONDITION
In this section we will prove an existence theorem of solutions to
 .  . w xproblem 1.1 ] 1.3 . The method used here is 3, Theorem IV.13 , and
applications of the theorem will be found in Sections 3]4.
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THEOREM 1. Let G ; Rd be an open non-empty bounded subset such
that
 .  .  .1 For e¨ery l g 0, 1 , each possible solution x t of the auxiliary
problem
w xx9 t s l f t , x , t g 0, 1 , t / t , .  .t i
D x t s lI x t y 0 , i s 1, 2, . . . , k , .  . .i i i
x 0 s x 1 2.1 .  .  .
 .  . w x  .satisfies x t g G, x t q 0 g G for t g 0, 1 , i s 1, 2, . . . , k, or x s f Gi
w xfor some s g 0, 1 .
 .  .2 The Brouwer 's degree D h, G / 0, where0
k
1 dh c s f t , c dt q I c , c g R . .  .  .H i
0 is1
 .  .  . w xThen problem 1.1 ] 1.3 has at least one solution x t g G for t g 0, 1 .
w xProof. We will make use of 3, Theorem IV.13 to prove this theorem.
For x g X, denote its norm by
5 5x s sup x t , .
w xtg 0, 1
< < dwhere ? is the Euclidean norm of R , then X is a Banach space. Let
  . w xdom L s x g X N x9 t is continuous for t g 0, 1 , t / t , i si
 .  .1, 2, . . . , k; x9 t is left continuous at t and x9 t q 0 exists for i si i
41, 2, . . . , k ;
dk   .  ..bhj L: dom L ª Z J X = R , x ª x9, D x t , . . . , D x t ;1 k
  .   ..   ...N: X ª Z, x ª f t, x , I x t , . . . , I x t .1 1 k k
d  .It is easily seen that Ker L s R and Im L s y, a , . . . , a g1 k
1  . k 4Z: H y t dt q  a s 0 . Thus, dim Ker L s d s codim Im L, and L is0 is1 i
 w x.a Fredholm mapping with index zero refer to 3, pp. 6]7 . Define the
projectors P, Q by
P : X ª X , xª x 0 , .
k
1
Q: Z ª Z, y , a , . . . , a ª y t dt q a , 0 . .  . H1 k i /0 is1
 .It follows that for y, a , . . . , a g Z,1 k
t
K y , a , . . . , a s y t dt q a , .  . Hp 1 k i
0 t)ti
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where K is the inverse of the restriction L N dom L l Ker P of L top
dom L l Ker P and for each x g X we have
k
1
QNx s f t , x dt q I x t , 0 , .  . .H t i i /0 is1
t 1
K I y Q Nx s f t , x dt y t f t , x dt .  .  .H Hp t t
0 0
k
q I x t y t I x t . .  . .  . i i i i
t)t is1i
  .  . w x 4Let V s x g X : x t g G, x t q 0 g G for t g 0, 1 , i s 1, 2, . . . , k ,i
 .then V is an open bounded subset of X. It is easily seen that QN V is
 .bounded and K I y Q N: V ª X is compact since f takes boundedp
 wsubsets into bounded subsets. Thus N is L-compact on V refer to 3, pp.
x.6]7; 2 . Because Ker L l V s G and for each element x g X, x f ­ V if
 .  . w x  .and only if x t g G, x t q 0 g G for t g 0, 1 , i s 1, 2, . . . , k or k s fi
w x w xG for some s g 0, 1 , the result then follows from 3, Theorem IV.13 .
 .Remark. 1 When r s 0 this theorem is similar to the main result
 . w x wTheorem A of 2 , and our proof looks more direct than the one of 2,
xTheorem A since the latter focused on finding numerically the solution.
 . w2 When I s 0, i s 1, 2, . . . , k, this theorem reduces to 4, Theoremi
x4 .
3. BOUND SET AND AN EXISTENCE THEOREM
 .  .In this section we first give a definition of a bound set of Eqs. 1.1 ] 1.2
 .  .and use it and Theorem 1 to discuss existence of solutions of 1.1 ] 1.3 .
DEFINITION 1. An open bounded subset G ; Rd is called a strict bound
 .  .  d .set for Eqs. 1.1 and 1.2 if for each u g ­ G there exists V g C R , Ru
such that the following conditions hold:
 .  d  . 4i G ; ¨ g R ; V n - 0 .u
 .  .ii V u s 0.u
 .  .  .iii For each t g I, each x g X such that x I ; G, and x t s u,
one has
V X u , f t , x / 0; .  . .u t
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k 4  .  .and for each t g t , each x g X such that x I ; G, and x t q 0 si j js1 i
u, one has
V X u , f t q 0, x / 0, .  . .u i t q0i
X .  .  .where V ? denotes the gradient of V ? , ?, ? denotes the inner productu u
n  .  . w xof R , x denotes the map x s s x s q t q 0 , s g yr, 0 , I st q0 t q0 ii iw x0, 1 .
 .   ..  X  ..  ..iv V u q I u G 0, V u q I u , f t q 0, x ) 0 for i su i u i i t q0i
 .  .  .  .1, 2, . . . , k, and x g X such that x I ; G, x t s u, x t q 0 s u q I ui i i
 X .  ..  .  X .  ..if V u , f t , x ) 0; V n G 0, V n , f t , x - 0 for i s 1, 2, . . . , k,u i t u u i ti i
 .  .  .  .and x g X such that x I ; G, x t s n , x t q 0 s n q I n s u ifi i i
 X .  ..V u , f t q 0, x - 0.u i t iq0
Remark. When the impulsive effects are absent, i.e., I s 0 for i si
w x1, 2, . . . , k, this definition reduces to 3, Definition VII.1 .
LEMMA 1. Suppose that an open bounded subset G ; Rd is a strict bound
 .  .  .  .  .set for Eqs. 1.1 ] 1.2 , and x t is a solution of 1.1 ] 1.3 such that
 . w x  .  . w xx t g G for t g 0, 1 , then x t g G, x t q 0 g G for t g 0, 1 , i si
1, 2, . . . , k.
 . w xProof. We only show that x t g G for t g 0, 1 since similar methods
 .  .will lead to the others. First we claim that x 0 s x 1 g G. If not, let
 .   ..  .h t s V x t , where V ? is the function given by Definition 1. Thenx0. x0.
w xh t s V x t F 0 for t g 0, 1 , .  . .x0.
h 0 s h 1 s V x 0 s 0. .  .  . .x0.
It follows that
0 F h9 1 y 0 s V X x 1 , f 1, x s V X x 0 , f 0, x F 0, .  .  .  .  . .  . .  .x0. 1 x0. 0
 .a contradiction with iii of Definition 1. Similarly we can show that
 .  .  .x t g G for t / t , t g 0, 1 . Now we only need to show that x t g Gi i
 .  .for i s 1, 2, . . . , k to finish the proof. By i and ii of Definition 1, if
 .  4x t g ­ G for some i g 1, 2, . . . , k , theni0 0
w xh t s V x t F 0 for t g 0, 1 , .  . .x t .i0
and
h t s V x t s 0. .  . .i0 x t . i0i0
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Hence,
0 F h9 t y 0 s V X x t , x9 t .  .  . . .i x t . i0 i0i0
s V X x t , f t , x / 0 . .  . .x t . i0 i0 ti0 i0
 .  .  .because of iii of Definition 1. By i and iv of the definition we have
h t q 0 s V x t q I x t s 0, .  . . .  .i x t . i0 i i00 i0 0
and
h9 t q 0 s V X x t q 0 , f t q 0, x ) 0. .  . .  . .i0 x t . i0 i0 t q0i0 i0
 .  .Thus, we have h t ) 0 for some t ) t , and this contradicts i ofi0
 . w xDefinition 1 and x t g G for t g 0, 1 . The proof is complete.
From Lemma 1 and Theorem 1 we have the following
 .  .THEOREM 2. Assume that G is a strict bound set for Eqs. 2.1 ] 2.2 for
 .  .e¨ery l g 0, 1 , and condition 2 of Theorem 1 is satisfied. Then problem
 .  .  .  . w x1.1 ] 1.3 has at least one solution x t such that x t g G for t g 0, 1 .
wRemark. When I s 0, i s 1, 2, . . . , k, this theorem reduces to 3,i
xTheorem VII.3 .
4. CANONIC DOMAIN AND EXISTENCE OF SOLUTIONS
w xIn this section we will extend 1, Theorem 2 to the functional case. Let
us first recall that an open bounded convex subset G ; Rn is called a
canonic domain if x g G is defined with the help of a finite number of
inequalities
F x F 0, i s 1, 2, . . . , m , 4.1 .  .i
where the functions F : Rn ª R are continuously differentiable, and if thei
 .  4equality F u s 0, i g 1, 2, . . . , m holds for a point u g ­ G, theni0 0
F
X u / 0. 4.2 .  .i0
The main result of this section is the following
THEOREM 3. Assume that G ; Rd is a canonic domain such that
 .  4  .1 If u g ­ G then there exists j g 1, 2, . . . , m such that F u s 00 j0w x  . w xand for each t g 0, 1 and each x g X with x s g G for s g 0, 1 such that
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 .x t s u, we ha¨e
F
X u , f t , x F 0. 4.3 .  .  . .j t0
 .  .2 For each x g G, x q I x g G holds, i s 1, 2, . . . , k.i
 .  .Then problem 1.1 ] 1.3 has at least one solution lying in G.
wTo prove Theorem 3 we need a lemma. Its proof is similar to 1, Lemma
x1 .
LEMMA 2. Let G ; Rd be open and bounded such that:
 .  .  .1 g g A and lim g t, x s g t, x uniformly with respect ton. nª` n.
 . w x   . w x4t, x g 0, 1 = v, where v > x : x g X, x t g G for t g 0, 1 is at
bounded closed subset of L.
 .2 lim a s a exists, where a g G, n s 1, 2, . . . .nª` n n
 .3 The impulsi¨ e system
w xx9 s g t , x , t g 0, 1 , t / t , .n. t i
D x t s I x t y 0 , i s 1, 2, . . . , k , .  . .i i i
x 0 s a . n
 . w xhas a solution x t g G, t g 0, 1 .n
Then the impulsi¨ e system
w xx9 s g t , x , t g 0, 1 , t / t , .t i
D x t s I x t y 0 , i s 1, 2, . . . , k , .  . .i i i
x 0 s a .
 . w x   .4has one solution x t g G, t g 0, 1 , and there exists a subsequence x tni
  .4  .  .of x t such that x t ª x t as i ª q` uniformly with respect ton ni
w xt g 0, 1 .
Proof of Theorem 3. Consider the following impulsive system
1
x9 s f t , x J f t , x y x t y c .  .  . .n. t t 0n
D x t s I x t y 0 , i s 1, 2, . . . , k , .  . .i i i
x 0 s x 1 , 4.4 .  .  . n
where c g G is fixed, n s 1, 2, . . . . From Lemma 2, to finish the proof we0
 .need only to show that system 4.4 has a solution lying in G forn
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 .  .n s 1, 2, . . . . For a fixed n, let x t be a solution of 2.1 with f replaced
 . w xby f satisfying x t g G for t g 0, 1 . We assert thatn.
w xx t g G for t g 0, 1 and x t q 0 g G for i s 1, 2, . . . , k . .  .i
 . w x  .At first we show that x t g G for t g 0, 1 . If not, x s g ­ G for some
w x  4s g 0, 1 . By the definition of G, there exists j g 1, , 2 . . . , m such that0
w xF x s s 0 and F x t F 0 for t g 0, 1 . .  . .  .j0 j0
Thus
d
X0 F F x t s F x s , l f s, x . 4.5 .  .  .  . .  . .j0 j0 n. sdt tssy0
 .  . X   ..But from 4.1 , 4.2 , and the convexity of G, we know that F x s is anj0
outer normal of G, thus
F
X x s , x s y c - 0. 4.6 .  .  . . .j0 0
 .Combining 4.3 we have
F
X x s , f s, x ) 0, .  . . .j0 n s
 .  .a contradiction to 4.5 . Secondly, we will show that x t q 0 g G fori
 .  .  .i s 1, 2, . . . , k. Since x t g G, by the condition 2 we have x t qi i
  ..I x t g G. In view of the convexity of G we derivei i
x t q 0 s x t q lI x t .  .  . .i i i i
s 1 y l x t q l x t q I x t g G, .  .  .  . . .i i i i
 .  .since l g 0, 1 . Hence, condition 1 of Theorem 1 is satisfied.
Let c g ­ G, then by the above argument we have
w xc q lI c g G for l g 0, 1 , i s 1, 2, . . . , k . .i
By the definition of G there exists F such thatj0
d
X0 G F c q lI c s F c , I c . .  .  . .  .j0 i j0 idl ls0
 .Similarly to 4.6 we have
F
X c , c y c ) 0. . .j0 0
Thus
F
X c , h c - 0, .  . .j0 n
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 . 1  . k  .where h c s H f t, c dt q  I c , andn 0 n. is1 i
lh c q 1 y l c y c / 0 .  .  .n 0
w xfor l g 0, 1 . Hence,
D h , G s D c y c, G / 0. .  .0 n 0 0
The result then follows from Theorem 1.
 .COROLLARY 4. In the hypotheses of Theorem 3, if 4.3 is replaced by
w xF c , f t , c F 0 for t g 0, 1 .  . .j0
 .  .then problem 1.4 ] 1.6 has at least one solution lying in G.
w xRemark. Corollary 4 extends 1, Theorem 2 .
5. GUIDING FUNCTION AND EXISTENCE THEOREM
In this section we will first give a definition of a guiding function relative
 .  .to 1.1 ] 1.2 and then discuss existence of solutions.
1 d .DEFINITION 2. A function W g C R , R is called a guiding function
 .  .for 1.1 ] 1.2 if there exists r ) 0 such that
W9 x t , f t , x G 0 .  . . .t
w x <  . <for every x g X and every t g 0, 1 for which x t G r and
w xW x t G W x s , s g 0, 1 , .  . .  .
and
W u q lI u y W u G 0 .  . .i
< < w .for every u with u G r, l g 0, 1 , i s 1, 2, . . . , k; or
W9 x t , f t , x F 0 .  . . .t
w x <  . <for every x g X and every t g 0, 1 for which x t G r and
w xW9 x t G W x s , s g 0, 1 , .  . .  .
and
W u q lI u y W u F 0 .  . .i
< < w .for every u with u F r, l g 0, 1 , i s 1, 2, . . . , k.
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 . wRemark. 1 When I s 0, i s 1, 2, . . . , k, this definition reduces to 3,i
xDefinition VII.5 .
 .2 When r s 0, from this definition we derive a definition of a
 .  . X d .guiding function for Eqs. 1.4 ] 1.5 : a function W g C R , R is called a
 .  .guiding function for 1.4 ] 1.5 if there exists r ) 0 such that
W9 u , f t , u G 0, W u q lI u y W u G 0 .  .  .  . .  .i
n < < w x w .for every u g R with u G r, t g 0, 1 , l g 0, 1 , i s 1, 2, . . . , k; or
W9 u , f t , u F 0, W u q lI u y W u F 0 .  .  .  . .  .i
n < < w x w xfor every u g R with u G r, t g 0, 1 , l g 0, 1 , i s 1, 2, . . . , k.
 .  .THEOREM 5. Assume that there exists a guiding function W for 1.1 ] 1.2
 . d < <such that W9 x / 0 for e¨ery x g R with x G r and
< <W u ª q` if u ª q` . .
 .  .Then problem 1.1 ] 1.3 has at least one solution.
w xProof. We will make use of 3, Theorem IV.3 to finish the proof. For
definiteness, we suppose that
< <W u ª ` as u ª q` , .
and
W9 x t , f t , x G 0 .  . . .t
<  . <for every x g X and every t g I for which x t G r and
W x t G W x s , s g I .  . .  .
and
W u q lI u y W u G 0 .  . .i
n < < w .for every u g R with u G r, l g 0, 1 , i s 1, 2, . . . , k.
Let
M : X ª Z, x ª W9 x t , 0 . . . .
Then x g X is a solution of
Lx s lNx q 1 y l Mx .
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if and only if
w xx9 t s l f t , x q 1 y l W9 x t , t g 0, 1 , t / t , .  .  .  . .t i
D x t s lI x t y 0 , i s 1, 2, . . . , k , .  . .i i i
x 0 s x 1 , 5.1 .  .  .
where X, Z, L, and N are defined in Sections 1 and 2. Let
< <r s max W x : x F r , G s x : W x - r , 4  4 .  .
n  . < <then G is an open bounded subset of R since w x ª q` as x ª q` .
  .  . w x 4Let V s x g X : x t g G, x t q 0 g G, t g 0, 1 , i s 1, 2, . . . , k , theni
V is open and bounded in X and M is L-compact on V just as in the
 .  .proof of Theorem 1. To show that lF q 1 y l Hx / 0 for every x, l gx
 .  .dom L l ­ V = 0, 1 where F s L y N, H s L y M, it is enough to
 .  .  . w xprove that every possible solution x t of 5.1 with x t g G, t g 0, 1
 .  . w xsatisfies x t g G, x t q 0 g G for t g 0, 1 , i s 1, 2, . . . , k. This isi
 . w xsimilar to the proof of Lemma 1. To prove that ii of 3, Theorem IV.3 is
 .  .valid, we first show that D H, V s D W9, G . This is similar to theL 0
w x wproof of 3, Lemma VI.1 . By the excision theorem and 3, Proposition
xII.21 we have
D W9, G s D W9, B r s 1, .  . .0 0
 . dwhere B r is the open ball of center 0 and radius r in R .
The proof is complete.
 .  .  .COROLLARY 6. If W x is a guiding function for 1.4 ] 1.5 such that
< <W x ª q` as x ª q` , .
 .  .then problem 1.3 ] 1.5 has at least one solution.
 .Remark . 1 When r s 0, Theorem 5 reduces to Corollary 6. When
w xI s 0, i s 1, 2, . . . , k, this theorem reduces to 3, Corollary VII.119 .i
 . w x  .2 Corollary 6 is an extension of 2, Theorem C and condition ii
2. d.and I g C R of the theorem can be removed. In fact, when a familyi
1. d.  4mof C R functions V exist satisfying:j js0
 . m <  . <i lim  V x s q` ,< x < ªq` js0 j
 . <  . <  . X .  ..ii V x ) 0, sgn V x V x , f t, x ) 0j j j
and
sgn V x V x q lI x y V x G 0 .  .  . .j j i j
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w . n < <for l g 0, 1 , x g R satisfying x G M ) 0, i s 1, 2, . . . , k; j sj
0, 1, . . . , m, denote
m
W x s sgn V x V x , .  .  . j 0 j
js0
< < M  .where x s  M . It is easy to see that W x is a guiding function for0 js0 j
 .  .  . < <  .  .1.4 ] 1.5 , and W x ª q` as x ª q` . Thus, problem 1.4 ] 1.6 has
one solution from Corollary 6.
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