We show how to solve initial-boundary value problems for integrable nonlinear differentialdifference equations on a finite set of integers. The method we employ is the discrete analogue of the unified transform (Fokas method). The implementation of this method to the AblowitzLadik system yields the solution in terms of the unique solution of a matrix Riemann-Hilbert problem, which has a jump matrix with explicit (n, t)-dependence involving certain functions referred to as spectral functions. Some of these functions are defined in terms of the initial value, while the remaining spectral functions are defined in terms of two sets of boundary values. These spectral functions are not independent but satisfy an algebraic relation called global relation. We analyze the global relation to characterize the unknown boundary values in terms of the given initial and boundary values. We also discuss the linearizable boundary conditions.
Introduction
The so-called unified transform [1, 6] , which is also referred to as the Fokas method, provides a general way for solving initial-boundary value problems (IBVPs) for integrable partial differential equations (PDEs). By performing the simultaneous spectral analysis of the Lax pair associated with a PDE, the method expresses the solution in terms of the solution of a matrix Riemann-Hilbert (RH) problem formulated in the complex plane. The Fokas method has been extensively used in the literature to analyse the IBVPs for integrable PDEs on the half line, on the interval and also on simple graph structures; see for example [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . In addition to IBVPs for integrable PDEs, another natural and important issue is the study of IBVPs for integrable differential-difference equations (DDEs). Recently, Biondini and collaborators [17] [18] [19] have initiated the study of implementing the Fokas method to study IBVPs for integrable DDEs on natural numbers. The method of Biondini and collaborators differs from the analogous analysis in PDEs case in two important ways: first, the determinants of the eigenfunctions of the n-part of the Lax pair depend on the potential and the independent variables; second, the t-part of the Lax pair is not traceless. These difficulties were overcame in our very recent paper [20] .
In the present paper, we show how to solve IBVPs for integrable nonlinear DDEs on a finite set of integers. The illustrative example we consider is the integrable discrete nonlinear Schrödinger (DNLS) equation [21] [22] [23] on a finite set of integers i dq n dt + q n+1 − 2q n + q n−1 − ν|q n | 2 (q n+1 + q n−1 ) = 0, ν = ±1, 0 ≤ n ≤ N − 1, 0 < t < T,(1.1)
with the given initial and boundary values q(n, 0) = q 0 (n), 0 ≤ n ≤ N − 1, q(−1, t) = g −1 (t), q(N, t) = g N (t), 0 < t < T.
(1.2)
Here q 0 (n), g −1 (t), g N (t) are compatible at n = t = 0 and at n = N , t = 0, i.e. q 0 (−1) = g −1 (0), q 0 (N ) = g N (0). The DNLS equation also referred to as Ablowitz-Ladik lattice system is an important integrable discrete model with a number of physical and mathematical contexts [21] [22] [23] . Our analysis is based on the extension of the results of [20] from the non-negative integers to the finite set of integers. In analogy with the integrable PDEs on the interval, the analysis involves the following three steps.
Step 1. A RH formulation under the assumption of existence. We assume that there exists a solution q(n, t). By performing the simultaneous spectral analysis of the associated Lax pair of the DNLS equation, we express q(n, t) in terms of the solution of a 2 × 2 matrix RH problem defined in the complex z-plane. This RH problem has explicit (n, t)-dependence in the form of z 2n e i(z−z −1 ) 2 t , and it is uniquely defined in terms of the so-called spectral functions {a(z), b(z)}, {A(z), B(z)} and {A N (z), B N (z)}. The spectral functions {a(z), b(z)} depend on the initial value: q 0 (n); whereas the spectral functions {A(z), B(z)} and {A N (z), B N (z)} depend on two sets of boundary values: {g −1 (t), g 0 (t)} and {g N −1 (t), g N (t)}, where g 0 (t) and g N −1 (t) denote the unknown boundary values q(0, t) and q(N − 1, t). We show that the spectral functions are not independent but they satisfy an algebraic relation called global relation.
Step 2. Existence under the assumption that the spectral functions satisfy the global relation. We define the spectral functions {a(z), b(z)} in terms of the initial datum q 0 (n), define the spectral functions {A(z), B(z)} in terms of the boundary values g −1 (t) and g 0 (t), and define the spectral functions {A N (z), B N (z)} in terms of the boundary values g N −1 (t) and g N (t). We assume that the boundary values are such that the spectral functions satisfy the global relation. We also define q(n, t) in terms of the solutions of the RH problems formulated in step 1. We then prove that the formula for q(n, t) solves the DNLS equation, and furthermore satisfies the given initial and boundary conditions, i.e. q(n, 0) = q 0 (n), q(−1, t) = g −1 (t) and q(N, t) = g N (t).
Step 3. Elimination of the unknown boundary values. Given q 0 (n), g −1 (t), g N (t), by employing the global relation, we characterize the unknown boundary value g 0 (t) and g N −1 (t) through the solution of a system of nonlinear Volterra integral equations.
The paper is organized as follows: in sections 2-4 we implement steps 1-3. In section 5, we present a particular class of boundary conditions, called linearizable boundary conditions. Our results are discussed further in section 6.
A Riemann-Hilbert formulation under the assumption of existence
Assume a solution q(n, t) exists, we will express q(n, t) in terms of the solution of a 2 × 2 matrix RH problem defined in the complex z-plane. To achieve this, we perform the simultaneous spectral analysis of the associated Lax pair by considering appropriate solutions of the n-part of the Lax pair evaluated at t = 0 and of the t-part of the Lax pair evaluated at n = 0 and at n = N .
A Lax pair
We consider a pair of linear spectral problem
where Φ(n, t, z) is a 2 × 2 matrix-valued function, and
.
Hereafter we use the symbols Re(·) and Im(·) denote the real and imaginary parts of a complexvalued function. It can be checked directly that the compatibility condition of (2.1a) and (2.1b) yields nothing but the DNLS equation (1.1). Thus (2.1) provides a Lax pair formulation for the DNLS equation (1.1). We note that the n-part of Lax pair (2.1a) has already appeared in [24, 35] .
The Lax pair (2.1) in comparison with the one in [17, 21] possesses the following two properties: first, the matrix U (n, t) = 1 f (n,t) (Z + Q(n, t)) appearing in the n-part of the Lax pair is unimodular; second, the matrix V (n, t) = iω(z)σ 3 + H(n, t, z) appearing in the t-part of the Lax pair is traceless. It will become clear in section 2.3 that these two properties are very convenient for performing spectral analysis and for formulating the relevant RH problem.
We define the modified eigenfunction µ(n, t, z) by
Then the Lax pair (2.1) becomes
whereẐ acts on a 2 × 2 matrix A as follows:
Furthermore, we let 6) where eσ 3 acts on a 2 × 2 matrix A as follows:
Then the Lax pair (2.4) becomes
It is convenient to introduce the following notations
By employing equation (1.1) we can compute the t-derivative of C(n, t):
Hence,
In particular, for n = 0 we find
The eigenfunctions
As in the continuous case, we define four eigenfunctions with normalizations at each of the corners of the polygonal domain [28] . More precisely, making use of the modified eigenfunction Ψ(n, t, z) in (2.8), we define four eigenfunctions {µ j (n, t, z)} 4 1 that approach the identity matrix respectively at (n, t) = (0, T ), at (n, t) = (0, 0), at (n, t) = (N, 0), and at (n, t) = (N, T ) (see figure 1) as follows:
Note that all the µ j (n, t, z) are analytic in the punctured complex z-plane C/{0}.
We introduce the following domains (see figure 2 ):
,
Let {µ L j (n, t, z)} 4 1 and {µ R j (n, t, z)} 4 1 denote the first and second column of {µ j (n, t, z)} 4 1 respectively. These columns are bounded in the following domains of the complex z-plane:
whereD denotes the closure of a domain D.
By using (2.13) and employing Neumann series (for details see appendix A in [20] ), we can derive the asymptotic behavior of µ j (n, t, z) both as z → 0 and as z → ∞. For 1 ≤ n ≤ N − 1, we find 16) where the functions C(n, t), E(−1, t), E(N − 1, t),Ê(−1, t),Ê(−1, t) are defined by (2.9).
Here and in what follows the notation O(z 2 , even) (O(z −2 , even)) means that there is a convergent asymptotic expansion of the remainder in z (z −1 ) and the higher order terms are all even powers of z (z −1 ), while the notation O(z 3 , odd) (O(z −3 , odd)) means the higher order terms of the expansion are all odd powers of z (z −1 ), and the notation z → (∞, 0) (z → (0, ∞)) means z → ∞ (z → 0) for the first column of µ j (n, t, z) and z → 0 (z → ∞) for the second column of µ j (n, t, z). For n = 0, we find
For n = N , we find
(2.18)
The spectral functions
The n-part of Lax pair (2.1a) implies the equation det Φ(n + 1, t, z) = det Φ(n, t, z). The matrix V (n) = iω(z)σ 3 + H(n, t, z) appearing in the t-part of the Lax pair is traceless. These two facts imply the important identities:
Since the matrices {Φ j (n, t, z)} 4 1 are fundamental solutions of the same Lax pair, they are related by the equations Then the matrices {µ j (n, t, z)} 4 1 satisfy the equations
Equations (2.21a) and (2.21c) imply
Evaluating equations (2.21a) at n = t = 0, we find
Evaluating equations (2.21b) at n = t = 0, we find
Evaluating equation (2.21c) at n = N , t = 0 we find
Evaluating equation (2.21b) at n = 0, t = T , we find
Evaluating equation (2.21c) at n = N , t = T , we find
Equations (2.13) and (2.24), (2.27), (2.28) imply
We will use the following notations:
By employing the symmetries of the spectral functions, we will show below (see section 2.4) that ã(z),b(z) , Ã (z),B(z) and Ã N (z),B N (z) can be expressed respectively in terms of
Equations (2.24)-(2.26), the determinant condition (2.22) and the asymptotic behavior of {µ j (n, t, z)} 4 j=1 imply the following properties of the spectral functions: Properties of a(z) and b(z).
• a(z), b(z) are analytic in the punctured complex z-plane C \ {0};
Properties of A(z) and B(z).
• A(z), B(z) are analytic in the punctured complex z-plane C \ {0};
• A(z), B(z) are bounded inD + ;
Properties of A N (z) and B N (z).
• A N (z), B N (z) are analytic in the punctured complex z-plane C \ {0};
In the case of integrable PDEs, it was shown in [4, 7] that the initial datum q(x, 0) can be expressed in terms of the associated spectral functions through the solution of a RH problem. This problem is a singular RH problem: its solution can have poles (at possible zeros of spectral functions), therefore, residue relations have to be added to its formulation. In [8] , the authors present an alternative construction of the RH problem, which is regular relative to an augmented contour containing additional parts (see [26] ). In such a formulation, one does not need any hypothesis on the zeros of the associated spectral functions. Here we will extend such an approach to the construction of the RH problem to the discrete case.
Define the domain D 0 as follows:
where ε and R are chosen such that all the zeros of a(z) from |z| > 1 are in D 0 . We define a sectionally holomorphic matrix-valued function M (n) (n, z) by:
Equations (2.16) and (2.31) imply
as z approaches the oriented contour L (n) in the complex z-plane from the corresponding side (see figure 3 ) are related by 37) where the jump matrix J (n) (n, z) is defined by
We define a sectionally holomorphic matrix-valued function M (0) (t, z) by: 
The limits M (0)
as z approaches the oriented contour L in the complex z-plane from the corresponding side (see figure 4) are related by
where the jump matrix J (0) (t, z) is defined by
Similarly, we define a sectionally holomorphic matrix-valued function M (N ) (t, z): 
The limits M (N ) 
The symmetries
From the symmetry properties of Q(n, t) and H(n, t, z) it follows that
Moreover, the asymptotic behavior of {µ j (n, t, z)} 4 j=1 imply the following symmetry conditions:
(2.47)
A Riemann-Hilbert problem
We define a sectionally holomorphic matrix-valued function M (n, t, z) by:
Here the domain D 0 is of the form (2.34) where ε and R are chosen such that all the zeros of a * (
The limits M ± (n, t, z) of M (n, t, z) as z approaches the oriented contour L in the complex z-plane from the corresponding side (see figure 4 ) are related by:
(2.50)
Here the jump matrix J(n, t, z) has explicit (n, t)-dependence
where J 0 (z) is defined by:
• For z ∈ L, |z| ≤ 1, we have
where
(2.53)
• For z ∈ L, |z| > 1, we have
where the superscript † denotes the Hermitian (conjugate transpose) of a matrix.
• For z ∈ L, z ∈ D 0 , we have J 0 (z) = I.
Equations (2.16), and (2.31)-(2.33) imply
) and making use of (2.55), we find the following expression for the solution:
(2.56)
The Global relation
We now show that the six spectral functions are not independent but satisfy an algebraic relation called global relation. (2.30) , where s(z), S(z), S N (z) are defined by equations (2.24) , (2.27) , (2.28) , and µ 2 (n, t, z), µ 3 (n, t, z) are defined by equations (2.13) 
Proposition 1 Let the spectral functions
{a(z), b(z)}, {A(z), B(z)}, {A N (z), B N (z)} be defined in equations
in terms of the smooth function q(n, t).
These spectral functions are not independent but they satisfy the global relation
57)
Proof Equation (2.21b) implies
Evaluating (2.58) at n = 0 and t = T , we find
Evaluating (2.23) at n = 0 and t = T , we find
Substituting (2.59) into (2.60), we find
The (1, 2)-entry of this equation yield the global relation (2.57).
Existence under the assumption that the global relation is valid
The analysis of section 2 motivates the following definitions and results for the spectral functions.
Definition 1 (the spectral functions a(z) and b(z)). Given q 0 (n), define the vector φ(n, z) = (φ 1 (n, z), φ 2 (n, z)) T 
(here and in what follows the symbol T denotes the transpose of a vector)
as the unique solution of
where f 0 (n) = 1 − ν|q 0 (n)| 2 . Given φ(n, z) define the spectral functions a(z) and b(z) by
Properties of a(z) and b(z):
• a(z), b(z) are analytic for z ∈ C \ {0};
• a(z), b(z) satisfy the asymptotics
Definition 1 gives rise to the map
The inverse of this map
can be defined as follows:
where M (n) (n, z) is the unique solution of the following RH problem:
• M (n) (n, z) is a sectionally holomorphic function relative to the contour L (n) (see figure 3 ).
• The limits M (n) ± (n, z) of M (n) (n, z) as z approaches L (n) are related by (2.37), where the jump matrix J (n) (n, z) is defined in terms of the spectral functions a(z) and b(z) by (2.38).
• The asymptotics of M (n) (n, z) satisfies (2.36). H 0 (t, z) the matrix H(0, t, z) , in which q(−1, t) and q(0, t) are replaced by g −1 (t) and g 0 (t). Given the smooth functions g −1 (t) and g 0 (t) define the vector ϕ(t, z) = (ϕ 1 (t, z), ϕ 2 (t, z)) T by the unique solution of
Definition 2 Denote by
Given ϕ(t, z) define the spectral functions A(z) and B(z) by
Properties of A(z) and B(z):
• A(z), B(z) are analytic for z ∈ C \ {0};
• A(z), B(z) are bounded for z ∈D + ;
• A(z), B(z) satisfy the asymptotics
Definition 2 gives rise to the map
where M (0) (t, z) is the unique solution of the following RH problem:
• M (0) (t, z) is a sectionally holomorphic function relative to the contour L (see figure 4 ).
• The limits M (0)
as z approaches L are related by (2.41) , where the jump matrix J (0) (t, z) is defined in terms of the spectral functions A(z) and B(z) by (2.42).
• The asymptotics of M (0) (t, z) satisfies (2.40). H N (t, z) the matrix H(N, t, z) , in which q(N − 1, t) and q(N, t) are replaced by g N −1 (t) and g N (t). Given the smooth functions g N −1 (t) and g N (t) define the vector ψ(t, z) = (ψ 1 (t, z), ψ 2 (t, z)) T by equations similar to (3.7) with H 0 (t, z) replaced by H N (t, z).
Definition 3 Denote by

Given ψ(t, z) define the spectral functions A N (z) and B N (z) by
Properties of A N (z) and B N (z):
• A N (z), B N (z) satisfy the asymptotics
Definition 3 gives rise to the map
The inverse of this map 16) can be defined as follows:
where M (N ) (t, z) is the unique solution of the following RH problem:
• M (N ) (t, z) is a sectionally holomorphic function relative to the contour L (see figure 4 ).
• The limits M (N )
as z approaches L are related by (2.45), where the jump matrix J (N ) (t, z) is defined exactly as (2.42) with A(z), B(z) replaced by A N (z), B N (z).
• The asymptotics of M (N ) (t, z) satisfies (2.44). 
where G(z) is analytic for z ∈ C \ {0} and
Then we call the functions g −1 (t), g 0 (t), g N −1 (t), g N (t) an admissible set of functions with respect to q 0 (n).
Theorem 1 Suppose that the set of functions
, according to definitions 1, 2 and 3.
Define M (n, t, z) as a solution of the following 2 × 2 matrix RH problem:
• M (n, t, z) is sectionally holomorphic for z ∈ C \ L; see figure 4 for the contour L.
• For z ∈ L, M (n, t, z) satisfies the jump conditions (2.50) , where the jump matrix J(n, t, z)
is defined in terms of the spectral functions a(z), b(z), A(z), B(z), A N (z), B N (z) by equations (2.51)-(2.54).
• The asymptotics of M (n, t, z) satisfies (2.55).
Then M (n, t, z) exists and is unique. Define q(n, t) in terms of M (n, t, z) by
Then q(n, t) solves the DNLS equation (1.1) with
Proof The proof follows the analogous steps as in the case of integrable PDEs on the interval; see for example [7, 8] . The main steps are as follows. The function M (n, t, z) satisfies a regular RH problem. The unique solvability of this RH problem is a consequence of the existence of a vanishing lemma; see [25, 27] .
Proof that q(n, t) solves the DNLS equation. Following the proof in the case of the DNLS equation on the non-negative integers, it can be verified directly that if M (n, t, z) solves the above RH problem and if q(n, t) is defined by (3.20) , then q(n, t) solves the DNLS equation; see [20] .
Proof that q(n, 0) = q 0 (n). The proof that q(n, t) satisfies the initial condition q(n, 0) = q 0 (n) follows from the fact that it is possible to map the RH problem for M (n, 0, z) to that for M (n) (n, z). Indeed, it follows from (2.35) and (2.48) that 22) where the transformation matrix T (n) (n, z) are given by
Proof that q(−1, t) = g −1 (t) and q(0, t) = g 0 (t). The proof that q(n, t) satisfies the boundary conditions q(−1, t) = g −1 (t) and q(0, t) = g 0 (t) follows from the fact that it is possible to map the RH problem for M (0, t, z) to that for M (0) (t, z). In fact, it follows from (2.39) and (2.48) that
where the transformation matrix T (t) 0 (t, z) are given by
Here G 1 (z) is the left hand side of the global relation, namely,
Proof that q(N − 1, t) = g N −1 (t) and q(N, t) = g N (t). The proof that q(n, t) satisfies the boundary conditions q(N − 1, t) = g N −1 (t) and q(N, t) = g N (t) follows from the fact that it is possible to map the RH problem for M (N, t, z) to that for M (N ) (t, z). In this respect, the transformation matrix T 
(3.27)
Elimination of the unknown boundary values
In this section, we will show how to characterize the unknown boundary values g 0 (t) and g N −1 (t) in terms of the given initial value q 0 (n) and boundary values g −1 (t) and g N (t). The approach we employ is the discrete analogue of the approach presented in [29] [30] [31] , which uses certain asymptotic considerations of the global relation. We introduce the functions {φ 1 (t, z), φ 2 (t, z)} and {ϕ 1 (t, z), ϕ 2 (t, z)} as follows
Then φ 1 (t, z) and φ 2 (t, z) satisfy the following system of nonlinear integral equations:
whereas ϕ 1 (t, z) and ϕ 2 (t, z) satisfy the equations:
(4.4) Equation (2.27) implies
Following (2.17) we find
Following (2.18) we find
(4.8)
We now express the global relation in terms of the eigenfunctions {φ j (t, z)} 2 j=1 , {ϕ j (t, z)} 2 j=1 . For each t ∈ (0, T ), let R(n, t, z) be the solution of the n-part of the Lax pair of (2.4a) such that R(N, t, z) = I, i.e., R(n, t, z) is the unique solution of the equation
Then R(n, t, z) is related to µ 3 (n, t, z) by
Substituting (2.21a) into (4.10), we find
Evaluating (4.11) at n = 0, we find
Using (4.1) and (4.2), the (1, 2)-entry of equation (4.12) yields the global relation 13) where G(t, z) = R 12 (0, t, z) is the (1, 2)-entry of R(0, t, z), and R(n, t, z) is defined by equation (4.9) . From (4.9), we find
where we have used (2.12).
For simplicity, we shall consider here the case of zero initial conditions: q 0 (n) ≡ 0, which yields C(n, 0) ≡ 1 and a(z) ≡ 1, b(z) ≡ 0. In this case, the global relation (4.13) reduces to 15) and (4.14) becomes
Employing the global relation (4.15) and the equation (4.16), the integral (4.23) can be evaluated as follows:
Equations (4.25)-(4.27) imply the formula (4.18) . In what follows we describe an effective characterization of the unknown boundary value g 0 (t) and g N −1 (t) by employing a suitable perturbation expansion. We consider the expansions of φ j (t, z), ϕ j (t, z), q(m, t) in the following forms:
where ǫ is a small perturbation parameter. Substituting (4.28) into (4.3) we find
(4.29)
The formulae for ϕ j,k (t, z) are similar to those of φ j,k (t, z) where g 0,k (t ′ ) and g −1,k (t ′ ) are replaced by g N,k (t ′ ) and g N −1,k (t ′ ), respectively. Equation (2.9) implies the expansion
(4.34)
The linearizable boundary conditions
It was shown in section 4 that the spectral functions {A(z), B(z)} and {A N (z), B N (z)} can be expressed in terms of the given boundary data through the solution of a system of nonlinear integral equations. In general it is not possible to solve directly the spectral functions {A(z), B(z)} and {A N (z), B N (z)} only in terms of the known data. However, there exists a particular class of boundary conditions, called linearizable, for which one can compute explicitly all spectral data necessary to construct the RH problem from the initial data. We will identify such linearizable boundary conditions by using the algebraic manipulation of the global relation [2, 4] . In the case T = ∞, the global relation (2.57) becomes In order to compute ρ(z) and ρ 1 (z), we need to derive an additional symmetry for spectral functions {A(z), B(z)} and {A N (z), B N (z)}. Following [6] and [32] , we find the following result.
Proposition 3 Let z → f (z) be the transformation in the complex z-plane which leaves ω(z) invariant, i.e., ω(f (z)) = ω(z), f (z) = z. Let V 0 (t, z) = iω(z)σ 3 + H(0, t, z). If there exists a t-independent non-singular matrix P 0 (z) such that V 0 (t, f (z))P 0 (z) = P 0 (z)V 0 (t, z), (5.4) then the spectral functions {A(z), B(z)} possess the following symmetry properties:
A(f (z)) det P 0 (z) = P Similarly, let V N (t, z) = iω(z)σ 3 + H(N, t, z). If there exists a matrix P N (z) such that V N (t, z) and P N (z) satisfy a relation in form of (5.4) , then the spectral functions {A N (z), B N (z)} possess the symmetry in the form of (5.5) , where P 0 (z) is replaced by P N (z).
A necessary condition for the existence of P 0 (z) is that det V 0 (t, f (z)) = det V 0 (t, z), which in turn yields There are three particular solutions of the above equation:
g 0 (t) = 0, g −1 (t) = 0, g −1 (t) = c 1 g 0 (t), (5.8) where c 1 is an arbitrary real constant. With an analogous argument for g N −1 (t) and g N (t), we find the linearizable boundary conditions are g N (t) = 0, g N −1 (t) = 0, g N −1 (t) = c 2 g N (t), (5.9) where c 2 is an arbitrary real constant. For economy of presentation, here we only consider the case of g −1 (t) = 0 and g N (t) = 0; other cases can be discussed in a very similar manner. In this case, in order to satisfy equation (5.4) we take P 12 0 (z) = P 21 0 (z) = 0 and P 22 0 (z) = z 2 P 11 0 (z). Then (5.5) yields
Analogously, we find P 12 N (z) = P 21 N (z) = 0 and P 11 N (z) = z 2 P 22 N (z), which in turn yields {A(z), B(z)} and {A N (z), B N (z)} depend on two sets of boundary values: {g −1 (t), g 0 (t)} and {g N −1 (t), g N (t)}. We showed that the spectral functions satisfy an algebraic global relation and characterized the unknown boundary values in terms of the given initial and boundary values by employing this global relation. We also discussed the linearizable boundary conditions.
The approach presented here can be generalized to other integrable discrete nonlinear evolution equations on finite sets of integers, such as the Volterra lattice [39, 40] , the Toda lattice [41] and the four-potential Ablowitz-Ladik lattice [21, [36] [37] [38] .
