We study compositions of the integer n in which the first part, successive differences, and the last part are constrained to lie in prescribed sets L, D, R, respectively. A simple condition on D guarantees that the generating function f (x, L, D, R) has only a simple pole on its circle of convergence and this at r(D), a function independent of L and R. Thus the number of compositions is asymptotic to Ar(D) −n for a suitable constant A = A(L, D, R). We prove a multivariate central and local limit theorem and apply it to various statistics of random locally restricted compositions of n, such as number of parts, numbers of parts of given sizes, and number of rises. The first and last parts are shown to have limiting distributions and to be asymptotically independent. If D has only finitely many positive elements D + , or finitely many negative elements D − , then the largest part and number of distinct part sizes are almost surely Θ((log n) 1/2 ). On the other hand, when both D + and D − have a positive asymptotic lower "local log-density", we prove that the largest part and number of distinct part sizes are almost surely Θ(log n), and we give sufficient conditions for the largest part to be almost surely asymptotic to log 1/r(D) n. 
Introduction
Let Z be the integers and N the strictly positive integers. When we refer to either positive or negative numbers, we exclude zero.
Definition 1 ((L, D, R) compositions) Let L ⊆ N and R ⊆ N be nonempty. Let D ⊆ Z contain at least one positive integer and at least one negative integer. For positive integers n and k, an (L, D, R) composition of n into k parts is an ordered k-tuple of positive integers a 1 , a 2 , . . . , a k satisfying (a) k i=1 a i = n, (b) a 1 ∈ L, a k ∈ R, and (c) a i+1 − a i ∈ D, 1 ≤ i < k.
If there are no (L, D, R) compositions, we say (L, D, R) is trivial. Note that 0 is has no compositions.
Remark 1 Condition (a) is the standard definition of a composition of the positive integer n. We impose the additional restrictions that the first part, successive differences, and last part be in prescribed sets.
Remark 2
If the elements of D were allowed to be all of one sign, the parts of the composition would be monotonic and so we would be dealing with partitions of numbers, which behave very differently from our compositions. Since D is often fixed, we usually omit it, and sometimes we omit L and R when the meaning is clear. Let c(n) = k c(n, k). Thus n c(n)x n = f (x, 1). We may introduce additional variables to keep track of additional counts.
Example 1 (ordinary compositions) When L = R = N = {1, 2, . . .}, and D = Z, we have ordinary compositions. Since c(n, k) = n−1 k−1 , the number of such compositions, the distribution of the number of parts, and the distribution of the end parts is easily studied. With z k keeping track of parts of size k, the generating function for a single part is t x k z k and so the generating function for the compositions is 1 − t x k z k −1 , which can be used to obtain information such as a multivariate normal. More difficult are the largest part and number of distinct parts. It is known that the latter two are almost surely asymptotic to log 2 n. Information about their distributions is more difficult to obtain. See Hitczenko and Stengle [8] and Hwang and Yeh [9] . A historical discussion and various results are given by Hitczenko and Louchard [7] .
Example 2 (Carlitz compositions) When L = R = N and D is the nonzero integers, we have Carlitz compositions: compositions where adjacent parts must be different. Carlitz [4] obtained the formula f (x, t, L, R) = g(x, t) 1 − g(x, t) where g(x, t) = k≥1 (−1) k−1 (xt)
This can be analyzed to establish various facts, including:
• the radius of convergence of f (x, 1, L, R) is r ≈ 0.78397,
• x = r is a simple pole and the only singularity on the circle of convergence,
• the number of parts in a randomly chosen Carlitz composition is asymptotically normal with mean and variance asymptotically proportional to n.
With further work, it can be shown that the largest part and number of distinct parts are almost surely asymptotic to log 1/r (n). See the papers [5, 7, 10, 11] for further discussion, additional results, and more precise asymptotics. Various people have studied rises and falls in Carlitz and other compositions. See Heubach and Mansour [6] for results and further discussion. number of votes) is fixed and n varies. There is a fairly extensive literature on this in probability theory. For example, the largest part is Θ(k 1/2 ) [12] . The composition viewpoint focuses on what happens when n is fixed. In this case, we will see that k is expected to grow linearly with n and the largest part is expected to be Θ((log n) 1/2 ). We are unaware of literature from this viewpoint.
For sets P and S of integers define
(unsigned negative elements) P ± S := {p ± s | p ∈ P and s ∈ S} (sum or difference of elements).
(1.
2)
The following theorem summarizes our major results.
In what follows, random variables are based on the uniform distribution on (L, D, R) compositions whose parts sum to n and limits are as n → ∞. (A and r can be computed by applying Theorem 3 to (3.2).) (b) Let P n be the number of parts in a composition. There is a central limit theorem independent of L and R; that is, there are constants µ(D) > 0 and σ(D) > 0 such that
uniformly in x.
If we have gcd(D − D) = 1, then there is a local limit theorem:
(c) In "nondegenerate" cases the joint distribution for number of rises, falls, equalities (when 0 ∈ D), local maxima and minima, various part sizes, and various adjacent differences is asymptotically normal with means vector and covariance matrix proportional to n. The meaning of "nondegenerate" and a way to test for a local limit theorem is discussed in the proof of (c) in Section 5.
(d) Let F n and L n be the first and last parts of a composition. All moments of F n and of L n about 0 are finite and they have limiting distributions which are independent.
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(e) Let M n be the largest part in a composition of n. If g(n) → ∞, then
where r is as in (a).
(f ) Let D n be the number of different part sizes in a composition of n.
1/2 ) almost surely and M n = Θ((log n) 1/2 ) almost surely.
(g) Suppose D + and D − are both infinite. If the elements of
where
and so the gcd conditions in the theorem can all be replaced with gcd(D) = 1.
Remark 4
We conjecture that the result D n ∼ M n in (g.iii) is true if gcd(D) = 1 with no additional conditions on D. Of greater interest is M n − D n . The distributions of M n and D n have been studied for ordinary and Carlitz compositions, from which it follows that the expected value of M n − D n is nearly constant. This may be true under the much weaker condition gcd(D) = 1.
If (L, D, R) is nontrivial but gcd(D) > 1, the situation is more complicated than in Theorem 1. For example, if L = R = {d} and D = {±d}, then the sum of the parts in an (L, D, R) composition is a multiple of d. It is also possible for (a) to hold but for r to depend on L and R as well as D. As an example, we will prove
has a unique singularity on its circle of convergence and the singularity is a simple pole. Thus
in each case; however, r 1 < r 2 < · · · < r δ−1 .
In Section 2 we prove a central and local limit theorem for functions of a particular form. Sections 3-8 are devoted to proving Theorems 1 and 2. Section 9 discusses the average number of parts of size k for fixed k. The final section presents some computational results.
In [2] we prove a local limit theorem for a more general class of locally restricted compositions: the restrictions may involve nonadjacent parts, and can be more general than what is expressable in terms of differences. That result implies the local part of Theorem 1(c), but, unlike the proof of Theorem 1, does not provide a practical way to estimate the parameters accurately.
A central and local limit theorem
We shall prove Theorem 1 by using the following theorem, which may be of some independent interest.
Theorem 3 (a limit theorem) Suppose that t keeps track of ℓ parameters and that
where A, F , G and H have multivariate power series expansions about the origin and the coefficients of A and H are nonnegative. Define
Suppose that there are ρ > r > 0 and τ > 1 such that (a) the series for F , G and H converge whenever |x| < ρ and |t i | < τ for 1 ≤ i ≤ ℓ,
Let X n be a random variable with
.
If, in addition to the previous conditions, (f ) H spans R ℓ+1 over R, the electronic journal of combinatorics 12 (2005), #R57 then we have a central limit theorem for X n : the distribution of X n is asymptotically normal with mean nm and covariance matrix nB where
If instead of (f ) we have the stronger condition (g) H spans Z ℓ+1 over Z, then we have a local limit theorem for X n :
uniformly in k.
Proof: Condition (a) guarantees that the singularities of A(x, t) with |x| < ρ and |t i | < τ are due to H(x, t) = 1. Furthermore (b) and (c) guarantee that there is a singularity of A(x, 1) at x = r. Thus the singularities of A(x, 1) with |x| ≤ r are given by the solutions to H(x, 1) = 1. Since H has nonnegative coefficients and some H n is nonempty, x = r is a root of multiplicity 1 of H(x, 1) = 1. Since G(r, 1) = 0, x = r is a simple pole of A(x, 1). Condition (e) and the nonnegativity of the coefficients of H(r, 1) insure that this simple pole is the only root of H(x, 1) = 1 with |x| ≤ r and hence the only singularity of A(r, 1) on its circle of convergence. Equation (2.1) follows. We now prove the central limit theorem. For t ∈ R ℓ and t near 1, let r(t) be the radius of convergence of H(x, t). Thus r(1) = r. Since h n,k ≥ 0, it follows from (f) that H x (r, 1) > 0 and so r(t) is analytic in a neighborhood of t = 1. Corollary 1 of [3] gives a central limit result with
and
provided the m i are positive and B is positive definite. We begin by showing that (2.2) is correct (which implies m i > 0) and then prove B is positive definite. From now on, it is understood that unspecified evaluations are at (x, t) = (r, 1). Since r(t) is given by H(r(t), t) = 1, we have
It follows that m i = −(1/r)(∂r/∂t i ) = H t i /rH x and so the value of m i in (2.2) is correct. We now show that the value of B i,j is correct. From (2.4) and m i = −(1/r)(∂r/∂t i ),
and so
Note that
where the sums are over n and k. Putting everything together,
From the formula for m i ,
Thus the formula for B i,j in (2.2) is correct.
Since
Thus it suffices to show that the set of equations
has only the trivial solution. (2.5) This will be true if
for some r i ∈ R and (n i , k i ) ∈ H. Thus 0 = r i n i and w = − r i k i . Consequently w = r i (n i m − k i ) ∈ span S and so S spans R ℓ . This completes the proof of the central limit theorem. By Corollary 2 of [3] , the local limit theorem will follow if H(x, t) = 1 has no solutions with |x| = r and |t i | = 1 for 1 ≤ i ≤ ℓ other than x = r and t = 1. Note that
with equality if and only if arg(x n t k ) is constant for all (n, k) where h n,k = 0. Since we want the sum to equal 1 in value, not just magnitude, it follows that, when |x| = r and
H(x, t) = 1 if and only if arg(x n t k ) = 0 whenever h n,k = 0.
Since H spans Z ℓ+1 over Z, we have arg(x) = arg(t i ) = 0. This completes the proof.
Some functional equations
We discuss in detail recursions that keep track of the sum and number of parts; that is, recursions for the f of Definition 2. Then we briefly sketch the modifications needed to keep track of some other quantities. The important fact about these modifications is not the details but rather the observation, to be made later, that Theorem 3 can be applied to obtain a joint normal distribution.
Keeping track of number of parts
For any set S of positive integers define
We will prove
Remark 5 It may appear natural to attempt to solve (3.2), obtaining explicit functions as Carlitz did in (1.1). However, this presents two problems. Most obvious is the fact that we cannot do it except in the simplest cases. Less obvious is that doing so can make it more difficult to prove uniqueness of the singularity on the circle of convergence: For fixed t > 0 the power series in the denominator in (3.2) has no positive coefficients except the constant term, whereas the behavior of the denominator of f in (1.1) is unclear. (Compare the arguments for Carlitz compositions given in [10] and [11] with our use of Theorem 3 for the general case in the Sections 4 and 5.)
(Recall that, by definition, c has at least one part and all its parts are strictly positive.) Subtract 1 from every part. The remaining string of nonnegative integers has one or more alternating nonempty regions of zeros and nonzeros. We claim that this 1-reduction of c can be uniquely parsed as one of the two regular expressions
where Z denotes a nonempty string of zeros, X i a nonempty string of nonzeros, and ǫ S = the empty string λ, if 1 ∈ S nothing, otherwise.
(Thus, when 1 / ∈ S, X + ǫ S = X and, when 1 ∈ S, X + ǫ S = X ∪ {λ}.) To see this, note that X 1 covers the case "there are no zeros," while the second form is the case "there is at least one zero." Furthermore, we could have c 1 − 1 = 0 if and only if 1 ∈ L, which explains the presence of ǫ L .
Not only does the 1-reduction of every (L, D, R) composition have a unique parsing as described above, but there is also a converse: We will show how to uniquely construct all the (L, D, R) compositions from such regular expressions. Start with any pattern of X's and Z's as in (3.4) and proceed as follows.
• If 0 / ∈ D, replace each Z by one zero. If 0 ∈ D replace each Z by one or more zeros.
•
• Replace X 2 with any (
• Replace each X 3 with any (
• Replace X 4 with any (D + , D, R ′ ) composition.
• Finally, add 1 to every part. It is easily verified that the result is an (L, D, R) composition and that every (L, D, R) composition arises uniquely by such a process. Now pass from the strings to their generating functions, noting the following.
• If g(x, t) is a two-variable generating function for some set of compositions, then g(x, xt) is the generating function for the set of compositions obtained when 1 is added to every part.
• Z has generating function z(t) given in the theorem.
• (X 3 Z) * has generating function
This completes the proof.
Rises and falls
We can easily modify (3.2) to include variables to keep track of equality (a i = a i+1 ), rises (a i < a i+1 ) and falls. Introduce the vector (t e , t u , t d ) for equality, rises and falls. If we count a rise at the first part and a fall at the last, then the rises plus falls plus equalities is one more than the number of parts. Thus at most two of the three variables t e , t d , t u should be introduced. Furthermore, if 0 ∈ D, there are no equalities and so only one variable, either t d or t u , should be introduced. The adjustments to (3.2) are as follows. Set
Replace χ(1 ∈ L) with χ(1 ∈ L)t u and χ(1 ∈ R) with χ(1 ∈ R)t d .
Local maxima and minima
Given a composition, we add a part of 0 to each end for the purpose of counting local maxima. If a i < a i+1 = · · · = a i+k > a i+k+1 , either (a) we count this as one local maximum or (b) we have 0 ∈ D and we count this as k local maxima.
(If 0 ∈ D, we could never have k > 1.) Likewise for local minima. In (a), local maxima and minima alternate, starting and ending with a local maximum. Thus there is exactly one more local maximum than local minima and so only one of the two counts should be made for a central or local limit theorem. In (b), there is no such dependence and so both counts can be made; however, max −1 −min is congruent to the number of equalities modulo 2 so the local limit theorem fails if maxima, minima and equalities are all counted. Let t M count local maxima and t m count local minima. Define
where z(t) is given by (3.3) or its modification in Section 3.2.
In the recursive construction, local maxima are introduced only in the composition 1, . . . , 1. Thus we subtract χ(1 ∈ L ∩ R) z(xt) from the right side of (3.2) and add
In the recursive construction, local minima are introduced by the 1, . . . , 1 strings that appear between other parts. Thus the regular expression (
is broken into a sum of up to four terms:
Then Z 2 is replaced by z(xt) given by (3.3) and Z 1 is replaced by z(xt, t m ). When the result is summed because of the * , we obtain the same fraction on the right of (3.2) with z(xt, t m ) in the denominator, some minor corrections to the numerator plus correction terms similar to those for local maxima.
Adjacent differences
We can keep track of the number of times particular differences occur between adjacent parts. It may be easiest to assume that a composition begins and ends with zero. We keep track of differences other than zero, which is covered by t e in Section 3.2. If we are interested in a certain set S of differences, those elements of L, D and R should be marked, say with m s for s ∈ S. Two sets with the same elements are considered different if their marks differ. When the recursion (3.2) is applied, those marks are carried along. When a set S ′ is constructed from S, a mark on s ∈ S becomes a mark on s − 1 ∈ S ′ . If 1 ∈ L and 1 is marked m s , then χ(1 ∈ L) is multiplied by u s , a variable keeping track of an upward difference of s. Similarly with R, using variables to keep track of the downward differences.
Part sizes
We introduce a variable s i to keep track of the number of parts of size i. If the largest part of interest has size k, we need s 1 , . . . , s k and set s i = 1 for i > k. Equation (3.2) must be modified as follows.
• Replace χ by s 0 χ and z(α) with z(αs 0 ).
• Apply S to the right side of (3.2), where S replaces s i by s i+1 for all i.
Since the recursion is obtained by (a) increasing each part size by 1 and (b) introducing new parts of size 1, it is easily seen that the generating function satisfies this recursion. Furthermore, if we start with the generating function f that does not keep track of part size and iterate the recursion k times, then we will be keeping track of all part sizes up to and including k.
Obviously we can set various s i equal after the above iteration; for example, s i = s for i ∈ S and s i = 1 otherwise. Thus s keeps track of the number of parts in S. This only works for finite S. In the case of an infinite S, such as counting the number of parts which are prime, one still gets normality. See [2] .
Basic Lemmas
Definition 3 (some notation) Let t 1 keep track of the number of parts and t 2 , . . . , t ℓ keep track of other things as discussed in Section 3. Think of t as a real valued vector near 1. In writing the generating functions, we may suppress t 2 , . . . , t ℓ and replace t 1 with t.
Let rad g(x, t) be the radius of convergence, with respect to x, of the power series for g(x, t).
If c is a composition, we denote the sum of its parts by Σ ( c).
To prove Theorem 1(a-c) we want to show that Theorem 3 can be applied to the recursions (3.2) and the extensions discussed in Section 3. The application involves showing that, as a function of x, f (x, xt 1 , t 2 , . . . t ℓ ) has a larger radius of convergence than f (x, t) and then showing that (3.2) satisfies the hypotheses of Theorem 3. In this section we collect the necessary lemmas.
Lemma 2 Suppose (L, D, R) is nontrivial. There exist λ ∈ (0, 1) and ǫ > 0, both depending only on D, such that
for infinitely many pairs (n, k n ) satisfying k n ≥ λn.
We will show by a construction that for each pair L, R such that (L, D, R) is nontrivial there exist constants k 0 , n 0 , C 0 such that for all sufficiently large n,
where C 0 ≤ C 1 , a constant depending only on D. Thus we may choose λ = 3(
the second inequality being true for all n ≥ n 0 . We now turn to the details of the construction. Let a 1 , . . . , a k 0 be an (L, D, R) composition with k 0 > 1 and call its sum n 0 . We may assume that a ℓ ≤ d for some ℓ < k 0 for, if not, consider
Define the up and down sequences
Consider the two sequences
With Σ ( s ) denoting the sum of the parts in s,
The regular expression
is bounded by a function of D, proving the lemma.
Lemma 3 Suppose (L, D, R) is nontrivial and t 2 = · · · = t ℓ = 1. For any T > 0 and R ∈ (0, 1) there is a positive δ = δ(T, R) independent of (L, D, R), such that, if 0 < t ≤ T and rad f (x, t) ≤ R, then rad f (x, xt) ≥ (rad f (x, t)) (1 + δ). Proof: Let T > 0 and R ∈ (0, 1) be given, and let δ > 0 satisfy the two conditions
(The latter is possible since δ δ → 1 as δ → 0 + .) Let (L, D, R) be a non trivial triple, 0 < t ≤ T , and suppose that rad f (x, t) = r ≤ R. We will prove that the sum n,k c(n, k)x n+k t k converges for 0 < x < r 1/(1+δ) . It follows that rad f (x, xt) ≥ r 1/(1+δ) , and this is sufficient to establish the lemma because
To prove the asserted convergence, let 0 < x < r 1/(1+δ) , and split the sum into two parts.
, the number of unrestricted compositions of n into k parts,
say. Since x 1+δ < r, we see immediately that S 2 < ∞. As for S 1 , if xt ≤ δ then S 1 ≤ δ n (1 + δ) n−1 x n < ∞ by the first condition in (4.3). Otherwise xt > δ, and
and again S 1 is finite, this time by the second condition in (4.3).
Lemma 4 Suppose gcd(D) = 1 and t
(a) 0 < r(t) < 1,
Proof: Since there are at most 2 n−1 compositions of n, r(t) ≥ 1/2t. By Lemma 1 every triple (L, D, R) is nontrivial. By Lemma 2 there is an ǫ > 0, depending only on D, such that rad f (x, 1, L, D, R) ≤ (1 + ǫ) −1 . Since r(t) is clearly a nondecreasing function of t, this proves (a).
Choose R ∈ 1 1+ǫ
, 1 and let δ = δ(t, R) be given by Lemma 3. Thus
Call this radius of convergence r 0 (t). Since f (x, t, L 0 , D, R 0 ) has nonnegative coefficients, it has a singularity at x = r 0 (t). Consider equation (3.2) with f (x, t, L 0 , D, R 0 ) on the left side. All f 's on the right side have radii of convergence greater than or equal to (1 + δ)r(t) by (4.4). The only way this can happen -for the power series on the right to have radii greater than r 0 (t) and f (x, t, L 0 , R 0 ) to have a singularity at r 0 (t) -is for the denominator on the right, 1
, to vanish at x = r 0 (t). Since the coefficients of z(xt)f (x, xt, D + , D, D − ) are nonnegative, this is the unique positive zero of the denominator. The coefficients of the factors in the numerator are nonnegative, and so there can be no cancellation due to vanishing of the numerator. Thus r 0 (t) is independent of L 0 and R 0 . Taking the infimum over all L 0 , R 0 satisfying (4.5), r(t) = r 0 (t) and so (c) holds. It follows that every generating function f (x, t, L, D, R) has the same radius of convergence, r(t), proving (b). By Lemma 3, rad f (x, xt, L, R) > rad f (x, t, L, R), which equals r(t), proving (d).
Lemma 5 Suppose gcd(D) = 1. There exist constants ρ > r > 0 and τ > 1 such that for each pair L, R there are power series F (x, t), G(x, t), and H(x, t) satisfying
the series for F , G and H converge whenever |x| < ρ and |t i | < τ .
Proof: Let F, G, H be the three power series on the right side of equation (3.2): the summand, the numerator, and 1 minus the denominator, respectively. Let r(t) be as in Lemma 4 and let r = r(1). By that lemma, rad G(x, 1) > r, rad H(x, 1) > r and H(r, 1) = 1. Since its coefficients are nonnegative, G(r, 1) = 0. It remains to prove (d) by finding appropriate ρ and τ . Let t x = (xt 1 , t 2 , . . . , t ℓ ). By the nature of what the t i count, no t i appears to a higher power than n in [
Thus, with δ = δ(1, r) given by Lemma 3,
Let τ = (1 + δ) 1/2ℓ and ρ = r(1 + δ) 1/2 .
Proofs of Theorem 1(a-c) and Theorem 2
To establish Theorem 1(a-c), we will show that Theorem 3 can be applied to the right side of (3.2) with H(x, t) = zf (x, t x , D + , D − ), where t x = (xt 1 , t 2 , . . . , t ℓ ) and z is either z(xt) or an appropriate modification of it as in Section 3.2, 3.3 or 3.5.
Note that either of the conditions on D stated in the first sentence of Theorem 1 implies that gcd(D) = 1. The existence of ρ, r, τ and conditions (a)-(c) of Theorem 3 are thus established by Lemma 5. Part sizes require a bit of care since, as discussed in Section 3.5, the variables counting parts of a given size change from one side of (3.2) to the other. This is not a problem because the only time these variables are not equal to 1 is in the latter half of the proof of Lemma 5.
Condition (d) of Theorem 3 holds because, by definition, the nonzero terms c(n, k)x n t k of our generating functions occur only for n > 0. To prove Theorem 1(a,b), we can assume that ℓ = 1; that is, only the number of parts in a composition of n is being counted.
We We now verify that Theorem 3(e-g) hold when gcd(D − D) = 1. Let S be the span of H over Z. We first show that (1, 0) ∈ S, by two cases depending on whether 0 ∈ D or not. This implies (e) and (f), the latter since (n, k) ∈ H for some n and k = 0. 
Since they have the same number of parts k and differ in sum by d + , it follows that 
Since they have the same number of parts k and differ in sum by d
We now show this implies that (1, 0) ∈ S.
+ we can write d
We now verify S = Z 2 to establish the local limit part of Theorem 1(b). Since (1, 0) ∈ S, it suffices to show that
If 0 ∈ D, this is trivial since we can always repeat a part in a composition with k parts to get a composition with k + 1 parts. If 0 / ∈ D, the composition
, by the previous paragraph, we know that gcd(D + + D − ) = 1. This completes the proof of Theorem 1(a,b). We have also verified Theorem 3(e) in general.
We now turn to Theorem 1(c). Since Theorem 3(a-e) have been verified, only (f) and (g) remain. This is a matter of exhibiting enough compositions to verify that H spans either R ℓ+1 (for a central limit theorem) or Z ℓ+1 (for a local limit theorem), remembering to include the number of parts as one of the variables. (This is what "nondegenerate" meant in the statement of the theorem.) This is usually straightforward for specific D and variables being counted; however, it may be difficult to establish a result for an entire class of cases. Particularly easy are the cases of all compositions and Carlitz compositions because of the great freedom provided by D. 
Thus we have
. 
Thus gcd{n | H
where we have used the facts that 1 ≤ i < δ = gcd(D − ) and δ is an odd prime.
Proof of Theorem 1(d)
Add variables u and v to f to keep track of first and last parts. When this is done, (3.2) becomes
As usual, let r be the radius of convergence of f (x, 1, L, R). We claim that the radius of convergence of f (x, x, u, v, L, R) exceeds r provided |u| and |v| are not much larger that 1, say less than 1 + ǫ. This follows from two facts. First, no single part can exceed the sum of the parts. Second, by Lemma 3, f (x, x, L, R) has radius of convergence larger than r.
The joint distribution for u and v is J n (u, v) =
. Set t = 1 in (6.1) and assume |u|, |v| < 1 + ǫ. By the previous paragraph, all occurrences of f on the right side of (6.1) have radius of convergence exceeding r. Thus we are still dealing with a simple pole and so we obtain
a product of distributions. One could also compute partials with respect to u and/or v before carrying out the asymptotics, which would lead to the corresponding partials in (6.2). Thus all moments are finite since f (r, r, u, 1, L ′ , D) is analytic for |u| < 1 + ǫ and f (r, r, 1, v, D, R ′ ) is analytic for |v| < 1 + ǫ.
Upper Bounds on D n and M n
Since D n ≤ M n , an upper bound on M n is an upper bound on D n , it suffices to prove upper bounds on M n . We begin with the upper bound in Theorem 1(e). Suppose a 1 , . . . , a k is an (L, D, R) composition of n in which a i = ℓ for some 1 < i < k. All such compositions can be built by listing an (L, D, N) composition a 1 , . . . , a i−1 for some i, the part ℓ and then an (N, D, R) composition a i+1 , . . . , a k . Not all compositions built this way need be (L, D, R) compositions and those with more than one large part will be counted more than once, but this is of no concern since we want an upper bound on the number. Letting a 1 + · · · + a i−1 = t, it follows from Theorem 1(a) that the number of such compositions is bounded above by (C 1 r −t )(C 1 r −(n−t−ℓ) ) for some C 1 > 0. Since k ≤ n, the number of (L, D, R) compositions having at least one part of size at least L is bounded above by
To prove the upper bound, it suffices to have L > log 1/r (n) + g(n) for any function g(n) → ∞.
The upper bound in Theorem 1(f) requires more work and the remainder of this section is devoted to it. Our proof could be adapted to obtain results between (log n) 1/2 and log n for some cases when D + and D − are infinite but much sparser than allowed in (g). We begin with a lemma whose proof is immediate from Theorem 1(a).
Lemma 6 Let D satisfy the hypotheses of Theorem 1. Define S t = {s ∈ S | s < t}. Let c t (n) be the number of (L t , D, R t ) compositions of n. Thus c ∞ (n) is the number of (L, D, R) compositions of n. It follows that c t+1 (n) ≥ c t (n) and, in the notation of By the lemma, it suffices to study the largest part in (L, D, R t ) compositions provided we let t → ∞. By symmetry, we can assume that D − is finite. Let d = max D − and let h = C 1 (log n)
1/2 where C 1 > 0 will be specified later. Let t → ∞ but t < h/2 − d. We now bound the number of (L, D, R t ) compositions containing a part larger than h.
Since the number of (N, D, N) compositions f is at most C 2 r − Σ( f ) . the number of compositions obtained in this manner is at most
where the sum is over all ways to choose Σ ( a), Σ ( b) and Σ ( c). The number of choices is bounded by n 2 . Thus we construct at most C 3 2 r −n (n 2 r h 2 /4d ) compositions. Since there are at least C 3 r −n (L, D, R) compositions for large n, we are done provided n 2 r h 2 /4d → 0, which will happen if h ≥ C 1 (log n)
1/2 and C 1 is sufficiently large.
Lower Bounds for D n and M n
In this discussion the C i are positive constants whose explicit values are not of concern. We claim that there is a τ > 0 so that almost all (L, D, R) compositions of n have at least τ n parts of size 1. Given this, it suffices to prove lower bounds in Theorem 1(e,f) for such compositions. To prove the claim, we to apply Theorem 1(c), keeping track of parts of size 1. By Section 3.5, the relevant denominator is 1 − z(xs 1 )f (x, x). For every composition of n with k parts we obtain at least a term xs 1 x n x k = x n+k+1 s 1 . Since the vectors (n + k + 1, 1) span R 2 , we are done. Let S n (p) be the number of (L, D, R) compositions of n having at least τ n parts of size 1 and no parts of size p. Suppose we have a ({1}, D, {1}) composition of σ(p) + 1 containing a part of size p. Let c be this composition with the first part removed. If a 1 , . . . , a k is a composition of n not containing p, we can insert c immediately after any a i = 1. This produces at least τ n|S n (p)| distinct (L, D, R) compositions of n+σ(p). Since there are less than C 1 r −n−σ(p) such compositions for some C 1 > 0,
If p = p(n) is such that nr σ(p) → ∞, it will follow that a composition almost surely contains a part of size p. If it follows that the probability a composition does not contain any parts in P(n) is o(1). Appropriate choices of P(n) will then complete the proofs of Theorem 1(f,g).
We begin with (f). Choose any d + ∈ D + and d − ∈ D − and keep them fixed. Let
Recall the definitions in (4.1). Let p = kd + 1 and
According to (4.2) , the sum of the parts is
The left side of (8.2) is bounded above by
It suffices to choose C 4 so that C 3 C 4 log(1/r) < 1. This proves that D n ≥ C 5 (log n)
1/2 with probability 1 − o(1). This completes the proof of (f).
We now turn our attention to the lower bounds in ( may miss the upper bound by as much as a factor asymptotic to ρ + . This gives the value ρ + ρ − appearing in Theorem 1(g.ii). To prove (g.i) for D n , we cannot simply sum over the constructions in the previous paragraph because the number of elements in D + not exceeding some value L may be as little as log 1/ρ + L, which would lead to a lower bound for D n on the order of log log n. b s ), b s , . . . , b 2 , p, c 2 , . . . , c t , r(c t ), noting that Σ ( d) ≤ C 1 p for all C 1 > 1/ρ + +1/ρ − −1 and all sufficiently large n, depending on C 1 . It suffices to take P(n) = {k < C 2 log n} where C 1 C 2 log(1/r) < 1.
It remains to prove (g.iii). From (f) and (g.ii), it follows that M n ∼ log 1/r n almost surely. Note that the conditions on C 1 and C 2 in the previous paragraph become C 1 > 1 and C 2 < 1/ log(1/r). Thus |P(n)| ≥ C 3 log 1/r n for all C 3 < 1 and all sufficiently large n depending on C 3 . Since D n ≤ M n , we are done by Theorem 1(e).
Average number of occurrences of a part
One can use the generating function procedure from Section 3.5 to study the average number of parts of a given size k; however, there is an easier approach. Simply sum over p the number of ways to form a composition of p followed by a part of size k followed by a composition of (n − p − k), being careful to consider the empty compositions when p = 0 or n − p − k = 0. Then divide this result by the total number of compositions of n.
To illustrate, consider unrestricted compositions; that is, L = R = N and D = Z. Since there are 2 n−1 compositions of n when n > 0, the average number of parts of size k in a composition of n is
when 0 < k < n. Thus the average number of parts of size k is asymptotic to n2 −k−1 , and so the average falls off by a factor of 2 each time the size is increased by 1. The general behavior need not be this regular, but we do have the following formula. We use the notation of (1.2) and Theorem 4. For fixed k, the average number of parts of size k in a composition of n is asymptotic to B k nr k−1 where
Proof: We proceed as discussed above. For asymptotic purposes we can limit the index of summation p to an interval [ω(1), n − ω(1)]. Use (3.2), noting that the coefficients of
are asymptotic to (G(r)/rH ′ (r))r −n . A part a immediately preceding the part of size k must have k − a ∈ D, which is equivalent to −a ∈ (D − {k}). Likewise, for a following part b, b − k ∈ D and so b ∈ (D + {k}).
Remark 6 By treating the part of size k differently, we obtain alternate formulations of the preceding theorem. If we construct a composition up to and including the part followed by a composition without the part, we obtain the estimate
for the average number of parts of size k. If the first composition ends with k and the second begins with k and we discard one of the extra copies of the part, we obtain
Example 4 (Carlitz compositions) For Carlitz compositions, the B k are asymptotically constant as k → ∞ because L k and R k only exclude the part k. The asymptotic value is obtained by replacing R k and L k with N, which is the same as D + and D − . However, there is a simpler formula in this case: Let C(x) be the generating function for Carlitz compositions and C k (x) the generating function for Carlitz compositions with last part not equal to k, allowing the empty composition in the latter case. Then
1+x k . The total number of parts of size k in Carlitz compositions of n is [
. Substituting the formula for C k (x), the average number of parts of size k in a Carlitz composition of n is
where r < 1 is the radius of convergence of C(x) and A = lim x→r ((1−x/r)C(x)), the value in Theorem 1(a). Summing the formula on k provides an asymptotic formula for µn, the average number of parts. Thus µ = A k≥1 periodic.) If D is eventually periodic, only a finite number of the recursions (3.2) suffice to determine f (x, x, D, D). Thus, it is relatively straightforward to estimate f (x, x, D, D) for any given x and so determine the radius of convergence. Since the right side of (3.2) is monotonic in the f values, we can obtain upper and lower estimates for all computations by using two trivial bounds for f (x, x ℓ t, L, R) for large ℓ: a lower bound of zero and an upper bound based on all compositions:
Since derivatives can also be computed and bounded, the asymptotic mean nµ and variance nσ 2 of the number of parts can be determined. Similarly, the constant A in c L,R (n) ∼ Ar −n can be determined when L and R are also eventually periodic. Results for various D and either (L, R) = (D + , D − ) or L = R = N are shown in Table 1 , except that we have not computed σ. Of course, the results for all compositions and Carlitz compositions were already known. In the case d = 1, these correspond, via reversing the order of parts, to our case D = {0, 1} ∪ N, which is the next to last example in Table 1 Table 1 : Values of various constants in Theorem 1. The first two rows are the well-studied cases of unrestricted compositions and Carlitz compositions. The last two rows require that decreases in value be limited to steps of 1. We have a central limit theorem in all cases but do not have a local limit theorems for D = {±1} or for D = odd. Table 2 : Entry n is the total number of compositions of n of the type indicated at the top of the column, divided by r n . These ratios converge to A as n → ∞. In the first case, L = R = {1} and in the other two cases L = R = N. Table 3 : Entry (n, k) is the average number of k's in a Carlitz composition, divided by (nr k−1 ). These ratios converge to B k as n → ∞. 
