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Abstract
In this paper we extend Luzin inequality for functions defined by the Cauchy-
Leray-Fantappie` integral on the complement of a convex domain in Cn.
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1. Introduction
Let G ⊂ C be a Radon domain, for z ∈ ∂G we consider a sector S(z) = {ξ ∈
G : dist((, ξ), ∂G) ≥ 12 |ξ − z|}. It is well known (see [18], [3]), that for function
f holomorphic on G one has
‖If‖Lp(∂G) ≤ c(p,G) ‖f‖Lp(∂G) , 1 < p <∞, (1)
with some constant c(p,G), where If is an area-integral
If (z) =


∫
S(z)
|f ′(ξ)|2dµ(ξ)


1/2
(2)
and dµ is Lebesgue measure on C.
There are many many generalizations of this inequality for holomorphic func-
tions on regular domains in Cn by P. Ahern, J. Bruna ([1]), A. Nagel, E.M.
Stein, S. Wainger [11], G. Sardine [15], S. Krantz and S.Y. Lee [6]. Our main
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result (theorems 4.1, 4.2) is extension of this inequality to functions generated
by Cauchy-Leray-Fantappie` integral and defined on the complement of a convex
domain in Cn. The motivation of this paper is the possibility of applications of
these results to the characterization of spaces of analytic functions by pseudo-
analytical extensions (see [14]).
2. Main notations and definitions
Let Cn be the space of n complex variables, n ≥ 2, z = (z1, . . . , zn), zj =
xj + iyj;
∂jf =
∂f
∂zj
=
1
2
(
∂f
∂xj
− i ∂f
∂yj
)
, ∂¯jf =
∂f
∂z¯j
=
1
2
(
∂f
∂xj
+ i
∂f
∂yj
)
,
∂f =
n∑
k=1
∂f
∂zk
dzk, ∂¯f =
n∑
k=1
∂f
∂z¯k
dz¯k, df = ∂f + ∂¯f.
The notation
〈∂f(z), w〉 =
n∑
k=1
∂f(z)
∂zk
wk.
is used to indicate the action of ∂f on the vector w ∈ Cn, and
|∂¯f | =
∣∣∣∣ ∂f∂z1
∣∣∣∣+ . . .+
∣∣∣∣ ∂f∂zn
∣∣∣∣ .
The euclidean distance form the point z ∈ Cn to the set D ⊂ Cn we denote
as dist(z, D) = inf{|z − w| : w ∈ D}. Lebesgue measure in Cn we denote as dµ.
For a multiindex α = (α1, . . . , αn) ∈ Nn we set |α| = α1 + . . . + αn
and α! = α1! . . . α2!, also z
α = zα11 . . . z
αn
n and ∂
αf = ∂
|α|f
∂z¯
α1
1 ...∂z¯
αn
n
.
Let Ω = {z ∈ Cn : ρ(z) < 0} be a strongly convex domain with a C3-smooth
defining function. We need to consider a family of domains
Ωt = {z ∈ Cn : ρ(z) < t}
that are also strongly convex for each |t| < ε, where ε > 0 is small enough, that
is d2ρ(z) is positive definite when |ρ(z)| ≤ ε. For z ∈ Ωε \ Ω−ε we denote the
nearest point on ∂Ω as pr∂Ω(z). Then the mapping
pr∂Ω : Ωε \ Ω−ε → ∂Ω
2
is well defined, C2−smooth on Ωε \ Ω and |z − pr∂Ω(z)| = dist(z, ∂Ω).
For ξ ∈ ∂Ωt we define the complex tangent space
Tξ = {z ∈ Cn : 〈∂ρ(ξ), ξ − z〉 = 0} .
The space of holomorphic functions we denote as H(Ω). Throughout this
paper we use notations ., ≍ . We let f . g if f ≤ cg for some constant c > 0,
that doesn’t depend on main arguments of functions f and g and usually depend
only on dimension n and domain Ω. Also f ≍ g if c−1g ≤ f ≤ cg for some c > 1.
3. Cauchy-Leray-Fantappie` formula
In the context of theory of several complex variables there is no unique
reproducing formula formula, however we could use the Leray theorem, that
allows us to construct holomorphic reproducing kernels ([2], [10], [12]). For
convex domain Ω = {z ∈ Cn : ρ(z) < 0} this theorem brings us Cauchy-Leray-
Fantappie` formula, and for f ∈ H1(Ω) and z ∈ Ω we have
f(z) = KΩf(z) =
1
(2pii)n
∫
∂Ω
f(ξ)∂ρ(ξ) ∧ (∂¯∂ρ(ξ))n−1
〈∂ρ(ξ), ξ − z〉n =
∫
∂Ω
f(ξ)K(ξ, z)ω(ξ),
(3)
where ω(ξ) = 1(2pii)n ∂ρ(ξ) ∧ (∂¯∂ρ(ξ))n−1, and K(ξ, z) = 〈∂ρ(ξ), ξ − z〉
−n
.
The (2n−1)-form ω defines on ∂Ωt Leray-Levy measure dS that is equivalent
to Lebesgue surface measure dσt (for details see [2], [8], [9]). This allows us to
identify Lebesgue spaces defined with respect to measures dσt and dS. Also
note, that measure dV defined by the 2n-form dω = (∂∂¯ρ)n is equivalent to
Lebesgue measure dµ in Cn.
By [13] the integral operator KΩ defines a bounded mapping on L
p(∂Ω) to
Hp(Ω) for 1 < p <∞.
The function d(w, z) = |〈∂ρ(w), w − z〉| defines on ∂Ω quasimetric, and
if B(z, δ) = {w ∈ ∂Ω : d(w, z) < δ} is a quasiball with respect to d then
σ(B(z, δ)) ≍ δn, see for example [13]. Therefore {∂Ω, d, σ} is a space of homo-
geneous type.
3
Note also the crucial role in the forthcoming considerations of the following
estimate that is proved in [14].
Lemma 3.1. Let Ω be strongly convex, then
d(w, z) ≍ ρ(w) + d(pr∂Ω(w), z), w ∈ Cn \ Ω, z ∈ ∂Ω.
3.1. Kora´nyi regions
For ξ ∈ ∂Ω and ε > 0 we define the inner Kora´nyi region as
Di(ξ, η, ε) = {τ ∈ Ω : pr∂Ω(τ) ∈ B(ξ,−ηρ(τ)), ρ(τ) > −ε}.
The strong convexity of Ω implies that area-integral inequality by S. Krantz
and S.Y. Li [6] for f ∈ Hp(Ω), 0 < p <∞, could be expressed as
∫
∂Ω
dσ(z)


∫
Di(z,η,ε)
|∂f(τ)|2 dµ(τ)
(−ρ(τ))n−1


p/2
≤ c(Ω, p)
∫
∂Ω
|f |p dσ. (4)
Consider the decomposition of vector τ ∈ Cn as τ = w + tn(ξ), where
w ∈ Tξ, t ∈ C, and n(ξ) = ∂¯ρ(ξ)|∂¯ρ(ξ)| is a complex normal vector at ξ. We define
the external Kora´nyi region as
De(ξ, η, ε) = {τ ∈ Cn \ Ω : τ = w + tn(ξ),
w ∈ Tξ, t ∈ C, |w| <
√
ηρ(τ), |Im(t)| < ηρ(τ), ρ(τ) < ε}. (5)
The main result of this paper is the area-integral inequality similar to (4) for
external regions De(ξ, η, ε).
We point out two rules for integration over regions De(ξ, η, ε). First, for
every function F we have∫
Ωε\Ω
|F (z)| dµ(z) ≍
∫
∂Ω
dσ(ξ)
∫
De(ξ,η,ε)
|F (τ)| dµ(τ)
ρ(τ)n
.
Second, if F (w) = F˜ (ρ(w)) then
∫
De(ξ,η,ε)
|F (τ)| dµ(τ) ≍
ε∫
0
∣∣∣F˜ (t)∣∣∣ tndt.
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Similar rules are valid for regions Di(ξ, η, ε).
We could clarify the estimate of d(τ, w) in lemma 3.1 for τ ∈ De(z, η, ε).
Lemma 3.2. Let Ω be a strongly convex domain and ε, η > 0, then
d(τ, w) ≍ ρ(τ) + d(z, w), z, w ∈ ∂Ω, τ ∈ De(z, η, ε).
Proof. For τ ∈ De(z, η, ε) we denote τˆ = pr∂Ω(τ), then d(τˆ , z) . ηρ(τ) and
by lemma 3.1
d(τ, w) . ρ(τ) + d(τˆ , w) . ρ(τ) + d(τˆ , z) + d(z, w) . ρ(τ) + d(z, w).
On the other hand,
ρ(τ) + d(z, w) . ρ(τ) + (d(z, τˆ ) + d(τˆ , w)) . (1 + η)ρ(τ) + d(τˆ , w)
. ρ(τ) + d(τˆ , w) . d(τ, w).

4. Area-integral inequality for external Kora´nyi region
Let Ω ⊂ Cn be a strongly convex domain and η, ε > 0. For function g ∈
L1(∂Ω) and l ∈ N we define a function
Il(g, z) =


∫
De(z,η,ε)
∣∣∣∣∣∣
∫
∂Ω
g(w)dS(w)
〈∂ρ(τ), τ − w〉n+l
∣∣∣∣∣∣
2
dνl(τ)


1/2
, (6)
where dS(w) = 1(2pii)n ∂ρ(w) ∧ (∂¯∂ρ(w))n−1 (see (3)) and dνl(τ) = dµ(τ)ρ(τ)n−2l−1 .
Theorem 4.1. Let Ω be strongly convex domain and g ∈ Lp(∂Ω), 1 < p <∞,
Then ∫
∂Ω
Il(g, z)
pdσ(z) .
∫
∂Ω
|g(z)|p dσ(z). (7)
Note that in the one-variable case the integral (6) is a holomorphic function and
the result of the theorem follows from [3].
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Recall that (semi)norm in BMO = BMO(∂Ω) is defined by
‖f‖ = sup 1
σ(B)
∫
B
|f − fB| dσ,
where fB = sup
1
σ(B)
∫
B
fdσ is the average value of f on the quasiball B and the
supremum is taken over all quasiballs B ⊂ ∂Ω.We prove that operator Il is also
bounded on BMO.
Theorem 4.2. Let Ω be strongly convex domain then
‖Il(g)‖BMO . ‖g‖BMO . (8)
The main idea of proof of these theorems is that the operator Il could be
considered as a sum of operators with values in some model L2-space on function
(see decomposition (15) and formula (16) for kernel).
Definition 4.1. Assume, that defining function ρ for strongly convex domain
Ω has the following form near 0 ∈ ∂Ω
ρ(z) = 2Re(zn) +
n∑
j,k=1
Ajkzj z¯k +O(|z|3) (9)
with positive definite form Ajkzj z¯k. We define a set
D0(η, ε) = {τ ∈ Cn \ Ω : |τ1|2 + . . .+ |τn−1|2 < ηRe(τn),
|Im(τn)| < ηRe(τn), |Re(τn)| < ε}. (10)
Lemma 4.3. Suppose, that ρ has the form (9). There exist constants c, ε0 > 0
such that
De(0, η, ε) ⊂ D0(cη, cε), D0(η, ε) ⊂ De(0, cη, cε) for 0 < η, ε < ε0.
Proof. For the function ρ of the form (9) the Kora´nyi sector (5) could be
expressed as follows
De(0, η, ε) = {τ ∈ Cn \ Ω : |τ1|2 + . . .+ |τn−1|2 ≤ ηρ(τ),
|Im(τn)| ≤ ηρ(τ), ρ(τ) < ε}
6
and
ρ(τ) ≤ 2Re(τn) + c0
(
|τ1|2 + . . .+ |τn−1|2 + Im(τn)2 +Re(τn)2
)
≤ (2 + c0Re(τn))Re(τn) + c0(1 + ηρ(τ))ηρ(τ), τ ∈ De(0, η, ε).
Thus for η < η0 =
1
8c0
we have ρ(τ) ≤ cRe(τn).
It is easy to see, that |τ | → 0 when ρ(τ) → 0, τ ∈ De(0, η, ε). Then by
convexity of Ω
2Re(τn) = ρ(τ) −
n∑
j,k=1
Ajkτj τ¯k +O(|τ |3) ≤ ρ(τ), τ ∈ De(0, η, ε0)
for some ε0 ∈ (0, η0).
Finally De(0, η, ε) ⊂ D0(cη, ε) and analogously D0(η, ε) ⊂ De(0, η, ε) for
0 < η, ε < ε0. 
Theorem 4.4. There exists such covering of the set Ωε \ Ω−ε by open sets Γj
such that for every ξ ∈ Γj we can find a holomorphic change of coordinates
ϕj(ξ, ·) : Cn → Cn such that
1. The mapping ϕj(ξ, ·) transforms function ρ to the type (9) and could be
expressed as follows
ϕj(ξ, z) = Φj(ξ)(z − ξ) + (z − ξ)⊥Bj(ξ)(z − ξ)en, (11)
where matrices Φj(ξ), Bj(ξ) are C
1-smooth on Γj , and en = (0, . . . , 0, 1).
2. Let ψj(ξ, ·) be an inverse map of ϕj(ξ, ·), and let Jj(ξ, ·) be a complex
Jacobian of ψj. Then
sup
τ∈Ωε\Ωε
|Jj(ξ, ·)− Jj(ξ′, ·)| . |ξ − ξ′| , (12)
sup
τ∈Ωε\Ωε
|ψj(ξ, ·)− ψj(ξ′, ·)| . |ξ − ξ′| . (13)
Note that real Jacobian is then equal to |Jj(ξ, ·)|2 = Jj(ξ, ·)Jj(ξ, ·).
3. There exist constants c, ε0 > 0 such that for 0 < η, ε < ε0
ϕj(ξ,D
e(ξ, η, ε)) ⊆ D0(cη, cε), ψj(ξ,D0(η, ε) ⊆ De(ξ, cη, cε). (14)
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Proof. Let ξ ∈ ∂Ω, by linear change of coordinates z′ = (z − ξ)Φ(ξ) we could
obtain the following form for function ρ
ρ(z) = ρ(ξ +Φ−1(ξ)z′)
= 2Re(z′n) +
n∑
j,k=1
A1jk(ξ)z
′
j z¯
′
k +Re
n∑
j,k=1
A2jk(ξ)z
′
jz
′
k +O(|z′|3).
Setting z′′n = z
′
n +A
2
jkz
′
jz
′
k and z
′′
j = z
′
j, 1 ≤ j ≤ n− 1, we have (see [12])
ρ(z′′) = 2Re(z′n) +
n∑
j,k=1
A1jk(ξ)z
′′
j z¯
′′
k +O(|z′′|3).
Denote B(ξ) = Φ(ξ)⊥A2(ξ)Φ(ξ), then
ϕ(ξ, z) = Φ(ξ)(z − ξ) + (z − ξ)⊥B(ξ)(z − ξ)en.
We choose Γj such that the matrix Φ(ξ) could be defined on Γj smoothly,
this choice we denote as Φj , and the change corresponding to this matrix as ϕj
ϕj(ξ, z) = Φj(ξ)(z − ξ) + (z − ξ)⊥Bj(ξ)(z − ξ)en.
Thus mappings ϕj satisfy the first condition. Easily, the second condition also
holds.
The last condition (14) follows immediately from lemma 4.3. This ends the
proof of the theorem. 
Further we will assume, that the covering Ωε \ Ω−ε ⊂
N⋃
j=1
Γj and maps
ϕj , ψj are chosen by the theorem 4.4. For covering {Γj} we consider a smooth
decomposition of identity on ∂Ω :
χj ∈ C∞(Γj), 0 ≤ χj ≤ 1, supp χj ⊂ Γj ,
N∑
j=1
χj(z) = 1, z ∈ ∂Ω.
Fix parameters 0 < ε, η < ε0, denote D0 = D0(η, ε). Then by (14)
De(z) = ϕj(z,D
e(z, η/c, ε/c)) ⊂ D0
8
and
Il(g, z)
2
=
N∑
j=1
χj(z)
∫
De(z)
∣∣∣∣∣∣
∫
∂Ω
g(w)Jj(z, τ)dS(w)
〈∂ρ(ψj(z, τ)), ψj(z, τ)− w〉n+l
∣∣∣∣∣∣
2
dµ(τ)
Re(τn)n−2l+1
.
N∑
j=1
∫
D0
∣∣∣∣∣∣
∫
∂Ω
g(w)χ
1/2
j (z)Jj(z, τ)dS(w)
〈∂ρ(ψj(z, τ)), ψj(z, τ)− w〉n+l
∣∣∣∣∣∣
2
dµ(τ)
Re(τn)n−2l+1
. (15)
We will consider the function
Kj(z, w)(τ) =
χ
1/2
j (z)Jj(z, τ)
〈∂ρ(ψj(z, τ)), ψj(z, τ)− w〉n+1
(16)
as a map ∂Ω × ∂Ω → L (C, L2(D0, dνl)), such that its values are operator of
multiplication from C to L2(D0, dνl), where dνl(τ) =
dµ(τ)
Im(τn)n−2l+1
is a measure
on the region D0. Throughout the proof of the theorem 4.1 j, l will be fixed
integers and the norm of function F in the space L2(D0, dνl) will be denoted
as ‖F‖ .
We will show that integral operator Tj defined by kernel Kj is bounded on
Lp. To prove this we apply T 1-theorem for transformations with operator-valued
kernels formulated by Hyto¨nen and Weis in [7], taking in account that in our case
concerned spaces are Hilbert. Some details of the proof are similar to the proof
of the boundedness of operator Cauchy-Leray-Fantappie`KΩ for lineally convex
domains introduced in [13]. Below we formulate the T 1-theorem, adapted to
our context.
Definition 4.2. We say that the function f ∈ C∞0 (∂Ω) is a normalized bump-
function, associated with the quasiball B(w0, r) if supp f ⊂ B(w0, r), |f | ≤ 1,
and
|f(ξ)− f(z)| ≤ d(ξ, z)
γ
rγ
, ξ, z ∈ ∂Ω.
The set of bump-functions associated with B(w0, r) is denoted as A(γ, w0, r).
9
Theorem 4.5. Let K : ∂Ω× ∂Ω→ L (C, L2(D0, dνl)) verify the estimates
‖K(z, w)‖ . 1
d(z, w)n
; (17)
‖K(z, w)−K(ξ, w)‖ . d(z, ξ)
γ
d(z, w)n+γ
, d(z, w) > Cd(z, ξ); (18)
‖K(z, w)−K(z, w′)‖ . d(w,w
′)γ
d(z, w)n+γ
, d(z, w) > Cd(w,w′) (19)
for ξ, z, w ∈ ∂Ω and some constant C > 0.
Assume that operator T : S (∂Ω)→ S ′(∂Ω,L (C, L2(D0, dνl))) with kernel
K verify the following conditions.
• T 1, T ′1 ∈ BMO(∂Ω, L2(D0, dνl)), where T ′ is formally adjoint operator.
• Operator T satisfies the weak boundedness property, that is for every pair
of normalized bump-functions f, g ∈ A(γ, w0, r) we have
‖〈g, T f〉‖ ≤ Cr−n.
Then T ∈ L (Lp(∂Ω), Lp(∂Ω, L2(D0, dνl)) for every p ∈ (1,∞).
In the following four lemmas we will prove that kernels Kj and correspond-
ing operators Tj satisfy the conditions of the T 1-theorem. In particular, in lem-
mas 4.7,4.9 we prove that T 1, T ′1 ∈ L∞(∂Ω, L2(D0, dνl)) ⊂ BMO(∂Ω, L2(D0, dνl)).
Lemma 4.6. The kernel Kj verify estimates (17-19).
Proof. By lemma 3.2 we have |〈∂ρ(τ), τ − w〉| ≍ ρ(τ) + |〈∂ρ(z), z − w〉| ,
z, w ∈ ∂Ω, τ ∈ De(z, cη, cε). Thus
‖Kj(z, w)‖2 =
∫
D0
|Kj(z, w)(τ)|2 dνl(τ) .
∫
De(z,cη,cε)
dνl(τ)
|〈∂ρ(τ), τ − w〉|2n+2l
.
∫
De(z,cη,cε)
1
(ρ(τ) + |〈∂ρ(z), z − w〉|)2n+2l
dµ(τ)
ρ(τ)n−2l+1
.
∞∫
0
t2l−1dt
(t+ |〈∂ρ(z), z − w〉|)2n+2l .
1
|〈∂ρ(z), z − w〉|2n .
1
d(z, w)2n
.
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Similarly,
‖Kj(z, w)−Kj(z, w′)‖2
.
∫
De(z,cη,cε)
∣∣∣∣∣
1
〈∂ρ(τ), τ − w〉n+l
− 1
〈∂ρ(τ), τ − w′〉n+l
∣∣∣∣∣
2
dνl(τ).
Denote τˆ = pr∂Ω(τ), then
|〈∂ρ(τ), τ − w〉| . ρ(τ) + |〈∂ρ(τˆ ), τˆ − w〉|
. ρ(τ) + |〈∂ρ(z), z − w〉|+ |〈∂ρ(τˆ ), τˆ − z〉| . ρ(τ) + |〈∂ρ(z), z − w〉| ,
which combined with lemma 3.2 and estimate
d(w,w′) = |〈∂ρ(w), w − w′〉| < C |〈∂ρ(z), z − w〉| = Cd(z, w)
implies
|〈∂ρ(τ), τ − w〉| ≍ ρ(τ) + |〈∂ρ(z), z − w〉| ≍ ρ(τ) + |〈∂ρ(z), z − w′〉|
≍ |〈∂ρ(τ), τ − w′〉| .
Next, we have
|〈∂ρ(τ), τ − w′〉 − 〈∂ρ(τ), τ − w〉| = |〈∂ρ(τ), τˆ − w〉 − 〈∂ρ(τ), τˆ − w′〉|
≤ |〈∂ρ(τ) − ∂ρ(τˆ), w − w′〉|+ |〈∂ρ(τˆ ), τˆ − w〉 − 〈∂ρ(τˆ), τˆ − w′〉|
. ρ(τ) |〈∂ρ(w), w − w′〉|1/2 + |〈∂ρ(τˆ), τˆ − w〉|1/2 |〈∂ρ(w), w − w′〉|1/2
. |〈∂ρ(τ), τ − w〉|1/2 |〈∂ρ(w), w − w′〉|1/2
Hence,
‖Kj(z, w)−Kj(z, w′)‖2 .
∫
De(z,cη,cε)
|〈∂ρ(w), w − w′〉|
|〈∂ρ(τ), τ − w〉|2n+2l+1
dνl(τ)
.
∞∫
0
|〈∂ρ(w), w − w′〉| t2l−1dt
(t+ |〈∂ρ(z), z − w〉|)2n+2l+1 .
|〈∂ρ(w), w − w′〉|
|〈∂ρ(z), z − w〉|2n+1 =
d(w,w′)
d(z, w)2n+1
.
The last inequality (19) is a bit harder to prove.
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Let z, ξ, w ∈ ∂Ω, Cd(z, ξ) < d(z, w), and estimate the value
A = |〈∂ρ(ψj(z, τ)), ψj(z, τ)− w〉 − 〈∂ρ(ψj(ξ, τ)), ψj(ξ, τ) − w〉| .
Denote τz = ψj(z, τ), τξ = ψj(ξ, τ), then by (11)
τ = Φ(z)(τz − z) + i(τz − z)TB(z)(τz − z)en
= Φ(ξ)(τξ − ξ) + i(τξ − ξ)TB(ξ)(τξ − ξ)en,
whence denoting Ψ(z) = Φ(z)−1 and introducing L(z, ξ, τ) we obtain
τz = z +Ψ(z)τ − (τz − z)TB(z)(τz − z)Ψ(z)en,
τξ = ξ +Ψ(ξ)τ − (τξ − ξ)TB(ξ)(τξ − ξ)Ψ(ξ)en,
τz − τξ = z − ξ + (Ψ(z)−Ψ(ξ))τ + L(z, ξ, τ)en.
Note, that norms of matrices ‖Ψ(ξ)‖ are bounded, thus
|L(z, ξ, τ)| ≤
∣∣(τz − z)TB(z)(τz − z)(Ψ(z)−Ψ(ξ))∣∣
+
∣∣(τz − z)TB(z)(τz − z)− (τξ − ξ)TB(ξ)(τξ − ξ)∣∣ ‖Ψ(ξ)‖
. |z − ξ| |τz − z|2 +
∣∣(τz − z − τξ + ξ)TB(z)(τz − z)∣∣
+
∣∣(τξ − ξ)TB(z)(τz − z)− (τξ − ξ)TB(ξ)(τξ − ξ)∣∣
. |z − ξ| |τz − z|2+ |z − ξ| |τ |+
∣∣((Ψ(z)−Ψ(ξ))τ + L(z, ξ, τ)en)TB(z)(τz − z)∣∣
+
∣∣(τξ − ξ)T (B(z)−B(ξ))(τz − z)∣∣+ ∣∣(τξ − ξ)TB(ξ)(τz − z − τξ − ξ)∣∣
. |z − ξ| |τz − z|2 + |z − ξ| |τ |+ |τ | |L(z, ξ, τ)|+ |z − ξ| |τ |2 + |τ |L(z, ξ, τ).
Choosing ε > 0 small enough we get |τ | ≤ η |Im(τn)|+ (1 + η) |Im(τn)| ≤ 3ε
and |L(z, ξ, τ)| . d(z, ξ)1/2 |τ | , for τ ∈ D0 = D0(η, ε). Hence,
A ≤ |〈∂ρ(τz)− ∂ρ(τξ), τz − w〉|+ |〈∂ρ(τξ), τz − w〉|
. |τz − τξ| (ρ(τz) + d(z, w)1/2) + |〈∂ρ(τz)− ∂ρ(τξ), z − ξ〉|+ |〈∂ρ(z), z − ξ〉|
+ |〈∂ρ(τξ), (Ψ(z)−Ψ(ξ))τ〉|+ |〈∂ρ(τξ), L(z, ξ, τ)〉| . d(z, ξ)1/2d(τz , w)+
|τz − ξ| |z − ξ|+ d(z, ξ) + |z − ξ| |τ |+ |L(z, ξ, τ)| . d(z, ξ) + d(z, ξ)1/2d(z, w)1/2
. d(z, ξ)1/2d(z, w)1/2
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Combining this estimate with inequality |〈∂ρ(τz), τz − w〉| ≍ |〈∂ρ(τξ), τξ − w〉|
we obtain
‖Kj(z, w)−Kj(ξ, w)‖2 .
∫
De(z,cη,cε)
∣∣χj(z)1/2 − χj(ξ)1/2∣∣2
|〈∂ρ(τ), τ − w〉|2n+2l
dµ(τ)
ρ(τ)n−2l+1
+ χj(ξ)
∫
D0
|〈∂ρ(z), z − ξ〉| |〈∂ρ(z), z − w〉|
|〈∂ρ(τz), τz − w〉|2n+4
dµ(τ)
Re(τn)n−2l+1
.
|〈∂ρ(z), z − ξ〉|
|〈∂ρ(z), z − w〉|2n +
|〈∂ρ(z), z − ξ〉|
|〈∂ρ(z), z − w〉|2n+1 .
|〈∂ρ(z), z − ξ〉|
|〈∂ρ(z), z − w〉|2n+1
.
d(z, ξ)
d(z, w)2n+1
.

Lemma 4.7. Let τz = ψj(z, τ), then∥∥∥∥∥∥
∫
∂Ω
dS(w)
〈∂ρ(τz), τz − w〉n+l
∥∥∥∥∥∥ . 1
and, consequently, ‖Tj(1)‖ . 1.
Proof. The function 〈∂ρ(τz), τz − w〉 is holomorphic in Ω with respect to w,
then
Tj(1)(τ) =
∫
∂Ω
χj(z)
1/2Jj(z, τ)dS(w)
〈∂ρ(τz), τz − w〉n+l
=
∫
Ω
χj(z)
1/2Jj(z, τ)dV (w)
〈∂ρ(τz), τz − w〉n+l
. (20)
Analogously to lemma 3.2 we have |〈∂ρ(τz), τz − w〉| ≍ Im(τn) + |ρ(w)| +
|〈∂ρ(z), z − wˆ〉| , where wˆ = pr∂Ω(w).
Hence,
|Tj(1)(τ)| .
∫
Ω
dµ(z)
|〈∂ρ(τz), τz − w〉|n+l
.
T∫
0
dt
∫
∂Ωt
dσt
(t+ Im(τn) + |〈∂ρ(z), z − wˆ〉|)n+l
.
T∫
0
dt
∞∫
0
vn−1dv
(t+Re(τn) + v)n+l
.
T∫
0
dt
(t+Re(τn))l
. (Re(τn))
1−l ln
(
1 +
1
Re(τn)
)
, (21)
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and
∫
D0
|Tj(1)(τ)|2 dνl(τ) .
∫
D0
(Re(τn))
2−2l ln2
(
1 +
1
Re(τn)
)
dνl(τ)
.
ε∫
0
ln2
(
1 +
1
s
)
sds . 1. (22)
This finishes the proof of the lemma.
Lemma 4.8.
∥∥T ′j(1)∥∥ . 1.
Proof. Consider
T ′j(1)(w)(τ) =
∫
∂Ω
χj(z)
1/2Jj(z, τ)dS(z)
〈∂ρ(τz), τz − w〉n+l
=
∫
∂Ω
χj(z)
1/2Jj(z, τ)(dS(z)− dS(τz))
〈∂ρ(τz), τz − w〉n+l
+
∫
∂Ω
χj(z)
1/2Jj(z, τ)dS(τz)
〈∂ρ(τz), τz − w〉n+l
= L1+L2.
Note that |z − τz | . Re(τn), therefore |dS(z)− dS(ψ(z, τ))| . Re(τn)dσ(z) and
|L1| .
∫
∂Ω
Re(τn)dσ(z)
|〈∂ρ(τz), τz − w〉|n+l
.
Re(τn)dσ(z)
(Re(τn) + |〈∂ρ(z), z − w〉|)n+l
.
∞∫
0
Re(τn)v
n−1dv
(Re(τn) + v)n+l
.
1
Re(τn)l−1
.
Thus we get
∫
D0
|L1|2 dνl(τ) .
∫
D0
1
Re(τn)2l−2
dµ(τ)
Re(τn)n−2l+1
.
ε∫
0
tndt
tn−1
. 1 (23)
To estimate L2 we recall that dξ
dS(ξ)
〈∂ρ(ξ), ξ−z〉n = 0, z ∈ ∂Ω, ξ ∈ Cn \ Ω, and
consequently
dξ
dS(ξ)
〈∂ρ(ξ), ξ − z〉n+l
=
(∂¯∂ρ(ξ))n
〈∂ρ(ξ), ξ − z〉n+l
− (n+ l) (∂¯ξ (〈∂ρ(ξ), ξ − z〉) ∧ ∂¯∂ρ(ξ))
n−1
〈∂ρ(ξ), ξ − z〉n+l
= − l
n
dV (ξ)
〈∂ρ(ξ), ξ − z〉n+l
.
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By Stokes’ theorem we obtain
L2 =
∫
∂Ω
χj(z)
1/2Jj(z, τ)dS(τz)
〈∂ρ(τz), τz − w〉n+l
=
∫
Ωε1\Ω
∂¯z
(
χj(z)
1/2Jj(z, τ)
) ∧ dS(τz)
〈∂ρ(τz), τz − w〉n+l
− l
n
∫
Ωε1\Ω
χj(z)
1/2Jj(z, τ)dV (τz)
〈∂ρ(τz), τz − z〉n+l
Again similarly to lemma 3.2 we have |〈∂ρ(τz), τz − w〉| ≍ Im(τn) + ρ(z) +
|〈∂ρ(zˆ), zˆ − w〉| , where zˆ = pr∂Ω(z), and the estimate ‖L2‖ . 1 is proven anal-
ogously to lemma 4.7. Combining this with the estimate (23) we get ‖Tj(1)‖ . 1.

Lemma 4.9. Operator Tj is weakly bounded.
Proof. Let f, g ∈ A(12 , w0, r), denote again τz = ψj(z, τ), then
‖〈g, Tjf〉‖2 .
∫
D0
dνl(τ)


∫
B(w0,r)
|g(z)| dS(z)
∣∣∣∣∣∣∣
∫
B(w0,r)
f(w)dS(w)
〈∂ρ(τz), τz − w〉n+l
∣∣∣∣∣∣∣


2
.
Denote t := inf
w∈∂Ω
|〈∂ρ(τz), τz − w〉| and introduce the set
W (z, τ, r) := {w ∈ ∂Ω : |〈∂ρ(τz), τz − w〉| < t+ r} .
Note that supp f ⊂ B(w0, r) ⊂W (z, τ, cr) ⊂ B(z, c2r) for some c > 0, therefore,
∣∣∣∣∣∣∣
∫
B(w0,r)
f(w)dS(w)
〈∂ρ(τz), τz − w〉n+l
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
∫
W (z,τ,cr)
f(w)dS(w)
〈∂ρ(τz), τz − w〉n+l
∣∣∣∣∣∣∣
.
∫
W (z,τ,cr)
|f(z)− f(w)| dS(w)
|〈∂ρ(τz), τz − w〉|n+l
+ |f(z)|


∣∣∣∣∣∣∣
∫
∂Ω\W (z,τ,cr)
dS(w)
〈∂ρ(τz), τz − w〉n+l
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
∂Ω
dS(w)
〈∂ρ(τz), τz − w〉n+l
∣∣∣∣∣∣


= L1(z, τ) + |f(z)| (L2(z, τ) + L3(z, τ)) .
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It follows from the estimate |f(z)− f(w)| ≤
√
v(w, z)/r that
L1(z, τ) .
1√
r
∫
B(z,c2r)
v(w, z)1/2
(Re(τn) + v(w, z))n+l
.
1√
r
c2r∫
0
tn−1/2dt
(Re(τn) + t)n+l
.
1√
r
c2r∫
0
dt
(Re(τn) + t)l+1/2
.
1√
r
(
1
Re(τn)l−1/2
− 1
(Re(τn) + r)l−1/2
)
=
1√
r
(Re(τn) + r)
l−1/2 − rl−1/2
Re(τn)l−1/2(Re(τn) + r)l−1/2
.
1√
r
(Re(τn) + r)
2l−1 − r2l−1
Im(τn)l−1/2(Re(τn) + r)2l−1
.
1√
r
rRe(τn)
2l−2 + r2l−1
Re(τn)l−1/2(Re(τn) + r)2l−1
.
Estimating the L2(D0, dνl)−norm of the function L1(z, τ), we obtain
∫
D0(τ)
L1(z, τ)
2dνl(τ)
.
∫
D0(τ)
(
rRe(τn)
2l−3
(Re(τn) + r)4l−2
+
r4l−3
Re(τn)2l−1(Re(τn) + r)4l−2
)
dµ(τ)
Re(τn)n−2l+1
. r
∞∫
0
s4l−4
(s+ r)4l−2
ds+ r4l−3
∞∫
0
ds
(s+ r)4l−2
. 1 (24)
To estimate the second summand L2 we apply the Stokes theorem to the domain
W0 = {w ∈ Ω : |〈∂ρ(τz), τz − w〉| > t+ cr}
and to the form dS(w)
〈∂ρ(τz), τz−w〉
n+l
∫
∂Ω\W (z,τ,cr)
dS(w)
〈∂ρ(τz), τz − w〉n+l
=
∫
W0
dV (w)
〈∂ρ(τz), τz − w〉n+l
−
∫
w∈Ω
|v(τz ,w)|=t+cr
dS(w)
〈∂ρ(τz), τz − w〉n+l
= L4 − 1
(t+ cr)2n+2l
∫
w∈Ω
|v(τz,w)|=t+cr
〈∂ρ(τz), τz − w〉
n+l
dS(w).
By the proof of lemma 4.7
‖L4‖ ≤
∫
W0
dV (w)
|〈∂ρ(τz), τz − w〉|n+l
≤
∫
Ω
dV (w)
|〈∂ρ(τz), τz − w〉|n+l
. 1.
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Applying Stokes’ theorem again, now to the domain
{w ∈ Ω : |〈∂ρ(τz), τz − w〉| < t+ cr} ,
we obtain
L5 :=
∫
w∈Ω
|v(τz,w)|=t+cr
〈∂ρ(τz), τz − w〉n+ldS(w)
= −
∫
w∈∂Ω
|v(τz,w)|<t+cr
〈∂ρ(τz), τz − w〉n+ldS(w)
+
∫
w∈Ω
|v(τz,w)|<t+cr
∂¯w
(
〈∂ρ(τz), τz − w〉n+l
)
∧ dS(w)
+
∫
w∈Ω
|v(τz,w)|<t+cr
〈∂ρ(τz), τz − w〉
n+l
dV (w).
Since
∣∣∣ ∂¯w
(
〈∂ρ(τz), τz − w〉n+l
)
∧ dS(w)
∣∣∣ . |〈∂ρ(τz), τz − w〉|n+l−1 we get
|L5| .
t+cr∫
t
(sn+lsn−1+ sn+lsn+ sn+l−1sn)ds .
t+cr∫
t
s2n+l−1ds . r(t+ r)2n+l−1 .
Note that t ≍ ρ(τz) ≍ Im(τn) and consequently
∫
D0
L5(z, τ)
2dνl(τ) .
∫
D0
(
r(Re(τn) + r)
2n+l−1
(Re(τn) + r)2n+2l
)2
dνl(τ)
.
∞∫
0
r2
(t+ r)2l+2
tndt
tn−2l+1
= r2
∞∫
0
t2l−1
(t+ r)2l+2
tndt
tn−2l+1
. r2
∞∫
0
dt
(r + t)3
. 1.
(25)
Summarizing estimates (24, 25), lemma 4.7 and condition |f(z)| ≤ 1, z ∈
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∂Ω, we obtain
‖〈g, T f〉‖2
≤
∫
D0
dνl(τ)


∫
B(w0,r)
|g(z)| (L1(z, τ) + |f(z)|(L2(z, τ) + L3(z, τ))) dS(z)


2
. ‖g‖2L1(∂Ω) sup
z∈∂Ω
∫
D0
(
L1(z, τ)
2 + L2(z, τ)
2 + L3(τ, z)
2
)
dνl(τ)
. ‖g‖2L1(∂Ω) . |B(w0, r)|2 .
The last estimate implies weak boundedness of operator T and completes the
proof of the lemma. 
Proof (of the theorem 4.1). Since operators Tj with kernels Kj verify the
conditions of T 1-theorem, we have Tj ∈ L (Lp(∂Ω), Lp(∂Ω, L2(D0, dνl)) and
‖I(g)‖pLp(∂Ω)
N∑
j=1
∫
∂Ω
‖Tjg(z)‖p dS(z)
=
N∑
j=1
∫
∂Ω
dS(z)


∫
D0
∣∣∣∣∣∣
∫
∂Ω
g(w)χ
1/2
j (z)Jj(z, τ)dS(w)
〈∂ρ(ψj(z, τ)), ψj(z, τ)− w〉n+1
∣∣∣∣∣∣
2
dµ(τ)
Re(τn)n−1


p
. ‖g‖pLp(∂Ω) .
Thus by decomposition (15)
∫
∂Ω
Il(g, z)
p dσ(z) .
∫
∂Ω
|g(z)|p dσ(z), which proves
the theorem. 
5. Boundedness of area-integral Il(g, z) on BMO(∂Ω).
In this section we prove theorem 4.2. Analogously to theorem 4.1 in is
enough to prove that Tj ∈ L
(
BMO(∂Ω),BMO(∂Ω, L2(D0, dνl))
)
.
Lemma 5.1. Functions Tj(1), T
′
j(1) satisfy Ho¨lder condition with exponent 1/2.
Proof. Similarly to lemma 4.6 we can prove, that
‖Kj(ξ, w) −Kj(z, w)‖ . d(ξ, z)
1/2
d(z, w)n+1/2
, x, z ∈ ∂Ω, w ∈ Ω
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thus by Jensen’s inequality and by expression (20) for Tj(1)
‖Tj(1)(z)− Tj(1)(ξ)‖ =
∥∥∥∥
∫
Ω
(Kj(ξ, w) −Kj(z, w)) dV (w)
∥∥∥∥
.
∫
Ω
‖Kj(ξ, w) −Kj(z, w)‖ dV (w) .
∫
Ω
d(ξ, z)1/2
d(z, w)n+1/2
. d(ξ, z)1/2.
The estimate for T ′j is obtained analogously.
Lemma 5.2. Tj , T
′
j ∈ L
(
BMO(∂Ω),BMO(∂Ω, L2(D0, dνl))
)
.
Proof. Let b ∈ BMO(∂Ω) and fix a quasiball Bε = B(z0, ε) ⊂ ∂Ω. We de-
compose b as a sum b = b1 + b2 + b3, where b1 = bBCε , b2 = (b − b1)χBCε(z0),
χBCε(z0) is a characteristical function of a quasiball BCε(z0), and C > 0 is large
enough. Here we will Use notation |Bε| = dS(Bε) (recall that measures dS and
dσ are equivalent).
By [4] we have |b1| ≤ ‖b‖BMO log 1ε , hence by lemma 5.1
1
|Bε|
∫
Bε
‖Tjb1(z)− (Tjb1)Bε‖ dS(z) .
|b1|
|Bε|2
∫
Bε
∫
Bε
‖Tj1(z)− Tj1(ξ)‖ dS(ξ)dS(z)
. |b1|ε1/2 ≤ ε1/2 log 1
ε
‖b‖BMO . ‖b‖BMO .
To estimate Tjb2 we use the boundedness of

 1
|Bε|
∫
Bε
∥∥Tjb2 − (Tjb2)Bε(∥∥ dS


2
.

 1
|Bε|
∫
Bε
‖Tjb2‖ dS


2
.
1
|Bε|
∫
∂Ω
‖Tjb2‖2 dS . 1|Bε|
∫
∂Ω
|b2|2dS
=
1
|Bε|
∫
BCε
|b(z)− bBε |2dS(z) . ||b||2BMO
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Finally, estimating Tjb3 we have
1
|Bε|
∫
Bε(z0)
‖Tjb3 − (Tjb3)Bε‖ dS
.
1
|Bε|2
∫
Bε

∫
Bε
∥∥∥∥∥∥
∫
∂Ω
(K(ξ, w)−K(z, w)) b3(w)dS(w)
∥∥∥∥∥∥ dS(z)

 dS(ξ)
.
1
|Bε|2
∫
Bε
∫
Bε
∫
∂Ω
d(ξ, z)1/2
d(w, z)n+1/2
|b3(w)|dS(w)dS(z)dS(ξ)
. ε1/2
∫
∂Ω\BCε(z0)
|b(w)− bCε(z0)|
d(w, z0)n+1/2
dS(w) . ||b||BMO,
because d(ζ, z) . ε and d(w, z) ≍ d(w, z0) when C > 0 is large enough. The
proof for T ′ is analogous. 
By decomposition (15) this finalizes the proof of the theorem 4.2.
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