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Molecular Dynamics and Time Correlation Functions Theories
Russell H. DeVane
ABSTRACT
The research presented in this thesis makes use of theoretical/computational techniques
to calculate nonlinear spectroscopic signals and molecular volumes. These techniques have
become more practical with advances in computational resources and now are an integral part
of research in these areas. Preliminary results allude to the power of these techniques when
applied to relevant problems and suggest that much progress can be made in understanding
the complex nature of nonlinear spectroscopic signals and molecular volume contributions.
The nonlinear spectroscopy work involves writing the quantum mechanical response func-
tions in terms of classical time correlation functions which are amenable to calculation using
classical molecular dynamics. The response functions reported in this thesis include the fifth
order response function, probed in the fifth order Raman experiment, and the third order
response function probed in the two dimensional infrared experiment. The molecular vol-
ume calculations make use of modern algorithms used in molecular dynamics simulations to
calculate the full thermodynamic volumes of molecules.
vi
Chapter 1
Introduction
The availability of modern, high speed computers has made the use of computational meth-
ods for scientific investigation a practical approach. Although limited to approximations
on simple model systems in the early days, computational techniques are now capable of
accurately modeling and investigating relevant, complex systems, e.g . biologically relevant
systems such as proteins embedded in a lipid membrane. Work presented in this thesis
involves the application of computational methods to two separate areas of investigation.
First, classical molecular dynamics (MD) methods and classical time correlation function
(TCF) theory formalism was used to investigate and predict non-linear spectra. Second,
classical MD methods were used to develop a method for calculating molecular volumes that
is applicable to biologically relevant systems.
Advances in laser technology have allowed the development of novel non-linear spectro-
scopic techniques that promise to provide new insight into the structure and dynamics of
materials. These non-linear effects, not obvious in everyday experience, arise when the ma-
terial is allowed to interact with electric fields of sufficient intensity, such as those provided
by lasers.
Initially, one-dimensional experiments such as the optical Kerr effect and coherent anti-
Stokes Raman scattering were expected to provide new information about the system being
1
investigated. However, it was shown that these experiments probed the same information at-
tainable in conventional linear experiments. As an alternative, multi-dimensional techniques
were proposed as necessary for gaining new insight. In particular, the two-dimensional (2D)
fifth-order Raman technique was proposed to help distinguish between the contributions
to spectral line shapes arising form homogeneous and in-homogeneous contributions. Re-
cently, another multidimensional technique that has shown much preliminary hope is the
two-dimensional infrared (2DIR) experiment. This technique has the ability to provide time
resolved structure on sub-picosecond time scales.
While these techniques provide a wealth of information, it comes at the expense of more
complex spectra. To make progress in unraveling the information provided in these spectra,
a firm theoretical foundation is necessary. The quantum mechanical nature of the problem
makes it difficult to approach theoretically and thus new techniques are required. Application
of time correlation function theories provides a means of calculating non-linear spectroscopy
that is amenable to the use of standard classical computational methods. Such approaches
were shown to be possible for one-dimensional spectroscopy experiments. Original research
presented in this thesis includes the development of time correlation function theories for the
fifth-order response function probed in the fifth-order Raman experiment and the third-order
response function probed in the 2DIR experiment.
A microscopic understanding of the contributions to molecular volumes is necessary to
complement modern photothermal experimental techniques that are capable of measuring
molecular volume changes of solvated molecules on nanosecond timescales. The second area
of original research presented in this thesis involves the development of a technique for cal-
culating time resolved molecular volumes using isothermal-isobaric (NPT) MD simulations.
The so called “pluck” method allows the calculation of thermodynamic volumes for solvated
condensed phase systems. This technique also allows the contributions from electrostriction
to be easily evaluated.
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In Chapter 2, the time correlation function formalism for the interaction of light and
matter is introduced. In addition, the derivation of a time correlation function form of a
one dimensional response function (in which an exact TCF theory is possible) is outlined
to provide an idea of the approach used to develop the fifth order Raman and 2DIR TCF
theories. Chapter 3 presents the polarizability model used in the calculations. Chapters 4
and 5 present the development of the time correlation function theories of the fifth-order
Raman response function and the third-order response function probed in the fifth order
Raman and 2DIR experiment respectively. Chapter 6 and 7 discusses results for the fifth-
order response function and the 2D IR signal calculations. In Chapters 8 and 9 we present
the “pluck” method and results of its application respectively. Finally, Chapter 10 presents
conclusions, and a brief discussion of future directions for theoretical studies of fifth order
Raman and 2DIR spectroscopy.
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Chapter 2
Time Correlation Function Theories of Spectroscopy
This chapter presents the origins of time correlation function theories for describing the
interaction of light and matter. We begin with Fermi’s Golden Rule from time dependent
perturbation theory and show how the time correlation function formalism arises naturally.
We then show the development of a time correlation function theory for a single dimensional
spectoscopic technique based on a non-linear response function and how that experiment
probes the same information as the conventional linear experiments. TCF theories help to
elucidate the fact that spectral features arise from the dynamics of the system and that the
spectra are merely frequency domain representations of such dynamics. For example, the
linear absorption spectra is given by the dipole correlation function of the system which is
dependent on the dynamics of the nuclei and electrons as will be shown below.
2.1 Linear Absorption
For an electric field,
E(t) = Eo²cosωt (2.1)
interacting with a system of N molecules that are initially in the quantum state i, a material
transition will take place to some final state f if the frequency of the electric field satisfies
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the Bohr relation, Ef − Ei/~. The Golden Rule, from time dependent perturbation theory,
gives the probability that such a transition takes place and is given by
Pi→f (ω) =
piE2o
2~2
|Mfi|2[δ(ωfi − ω) + δ(ωfi + ω)]. (2.2)
where, Mfi =< f |M |i > is the dipole matrix element and ωfi = ωf − ωi. The perturbation,
the interaction with the electric field, is given by
H ′(t) = −M · E(t) (2.3)
with M being the total electric dipole operator of the system. Here we have invoked the
electric dipole approximation since we consider the molecules to be much smaller than the
wavelength of the electric field. [1]
To relate the probability of transitions to a physical observable such as the absorption
lineshape, it is necessary to show a connection between the absorbed radiation and the the
probability of the transitions. The amount of energy lost from the incident field will show
up as a change in the intensity of the incident radiation upon exiting the material. The
expression showing the amount of energy lost from the radiation is given by
−E˙rad =
∑
i
∑
f
ρi~ωfiPi→f . (2.4)
where ρi is the probability that the system is in state i. The absorption cross section, or
coefficient, which describes the amount of radiation absorbed by the system, is given by the
ratio of energy lost by the electric field and that incident on the system
α(ω) =
E˙rad
E˙inc
. (2.5)
where E˙inc =
c
8pi
E2o . The cross section, α(ω) now takes the form
α(ω) =
4pi2
~cn
ω(1− e−β~ω)
∑
i
∑
f
ρi|Mfi|2δ(ωfi − ω). (2.6)
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The absorption cross section is related to the absorption line shape by
I(ω) ≡ 3~cn(ω)α(ω)
4pi2ω(1− e−β~ω) . (2.7)
Further, by introducing the definition of the Dirac delta function,
δ(ω) =
1
2pi
∫ ∞
−∞
eiωtdt (2.8)
we have
I(ω) =
3
2pi
∑
i,f
ρi < i|² ·M |f >< f |² ·M |i >
∫ ∞
−∞
dte[
Ef−Ei
~ −ω]it (2.9)
where, in the Heisenberg representation
M(t) = eiH0t/~Me−iH0t/~ (2.10)
and the closure relation is defined as∑
f
|f >< f | = 1. (2.11)
We now have the absorption lineshape,
I(ω) =
1
2pi
∫ ∞
−∞
dte−iωt < M(0)M(t) > (2.12)
written as the Fourier transform of a dipole-dipole time correlation function. [1, 2]
2.2 Non-linear Spectroscopy
The TCF theory approach was shown to be successful for non-linear response functions as
well and lead to the recognition of the lack of novel information being provided by early
experiments that depend on the third-order response function such as the OKE technique.
[3–6] Starting with the quantum mechanical third order response function probed in the
third order Raman experiment, we have
R(3)(t) =
i
~
< [pi(t), pi(0)] > (2.13)
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where the square brackets indicate the commutator relationship, [a, b] = ab− ba. Expanding
the commutators gives,
R(3)(t) =
i
~
[< pi(t)pi(0) > − < pi(0)pi(t) >] (2.14)
where the angle brackets indicate the quantum mechanical trace
< pi(t)pi(0) >=
1
Q
Tr{ρpi(t)pi(0)}. (2.15)
We now have the response function written in terms of two quantum mechanical time cor-
relation functions. In the classical limit, ~ → 0, the polarizability operators commute and
< pi(t)pi(0) >=< pi(0)pi(t) >. Thus, taking the classical limit of the quantum mechanical
TCF’s would imply no signal for the third order Raman experiment. However, since this is
not the case, it is necessary to write the response function in terms of one of the quantum
TCF’s. In the classical limit, it becomes the classical TCF that is easily calculated using
classical molecular dynamics techniques.
We will identify each of the two quantum TCF’s in the response function as C(t) and
D(t) where they are defined as,
C(t) =< pi(t)pi(0) > D(t) =< pi(0)pi(t) > . (2.16)
Now with the response function written as R(3)(t) = i~ [C(t) − D(t)] we will identify
relationships between the two TCF’s. The quantum mechanical traces are written out with
the operators in Heisenberg notation and are given as
D(t) =
1
Q
∑
s
< s|e−βHe−iHt/~pieiHt/~pi|s > (2.17)
and
C(t) =
1
Q
∑
s
< s|e−βHeiHt/~pie−iHt/~pi|s > . (2.18)
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It is easy to show that the TCF’s, C(t) and D(t), are related as C(t) = D∗(t) giving
R(3)(t) =
i
~
[C(t)− C∗(t)]. (2.19)
This lead to a time domain response function that is dependent only on the imaginary part
of the quantum TCF given by
R(3)(t) =
−2
~
[CI(t)]. (2.20)
However, CI(t) has no valid classical limit thus making it impossible to calculate using
classical techniques. It is necessary to identify a relationship between the real and imaginary
parts of the quantum TCF such that the response function can be written in terms of a real
TCF, which has a valid classical limit.
To identify this relationship, it is helpful to work in the frequency domain and consider
the frequency domain forms of C(t) and C∗(t). The Fourier transform is defined as
FT [C(t)] = C(ω) =
1
2pi
∫ ∞
−∞
dte−iωtC(t). (2.21)
and similarly for C∗(t). C(ω) is given by
C(ω) =
1
Q
∑
s
∑
t
e−βEspistpitsδ(ω − Ets/~) (2.22)
where Q is the partition function, pist =< s|pi|t > and Ets = Et−Es. The Fourier transform
of C∗(t) gives
C(−ω) = 1
Q
∑
s
∑
t
e−βEspistpitsδ(ω − Est/~) (2.23)
Comparing C(ω) and C(−ω) we see that flipping the indices of C(−ω), s↔ t, we can easily
rewrite C(−ω) as
C(−ω) = 1
Q
∑
s
∑
t
e−βEtpitspistδ(ω − Ets/~). (2.24)
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With ~ω = Ets, we are able to relate the two frequency domain correlation functions as
C(ω) = eβ~ωC(−ω). (2.25)
This relationship represents a detailed balance relationship and applying it to the frequency
domain response function
R(3)(ω) =
i
~
[C(ω)− C(−ω)] (2.26)
we have
R(3)(ω) =
i
~
[C(ω)(1− eβ~ω)]. (2.27)
In the classical limit, we Taylor expand the exponential giving
R(3)(ω)~→0 =
i
~
[C(ω)(1− 1 + β~ω)]. (2.28)
Simplification leads to the frequency domain form of the response function in the classical
limit
R(3)(ω)~→0 = iβωC(ω)cl. (2.29)
In the time domain, the response function will take the form that is amenable to calcula-
tion. The frequency domain response function becomes a derivative of the TCF in the time
domain via the Fourier transform relationship given as
d
dt
C(t) =
d
dt
∫ ∞
−∞
dωeiωtC(ω) (2.30)
which is easy to show is equivalent to
d
dt
C(t) = i
∫ ∞
−∞
ωdωeiωtC(ω). (2.31)
Thus, in the time domain the response function is given as the derivative of the one time
TCF
R(3)(t) = β
dC(t)
dt
(2.32)
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where
C(t) =< pi(t)pi(0) > . (2.33)
This is the correlation function that is measured in the conventional Raman experiment.
Thus this nonlinear technique provides no new information that is not available in the linear
Raman experiment.
An alternative approach which will prove useful in the derivation of the fifth order re-
sponse function involves the use of tanh relationships. We begin with the time correlation
function
C(t) = [CR(t) + CI(t)]. (2.34)
We can then define the fourier transforms for the real and the imaginary parts in time as
follows
CR(ω) =
1
2pi
∫ ∞
−∞
e−iωtdtCR(t) (2.35)
and
CI(ω) =
1
2pi
∫ ∞
−∞
e−iωtdtCI(t). (2.36)
In the frequency domain, the correlation functions are real,
CR(ω) = C
∗
R(ω) (2.37)
CI(ω) = C
∗
I (ω) (2.38)
where CI(ω) indicates the Fourier transform of the imaginary part of the TCF. We can define
the Fourier transforms of the real and imaginary TCF’s as
CR(ω) =
1
2
[C(ω) + C(−ω)] (2.39)
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CI(ω) =
1
2
[C(ω)− C(−ω)]. (2.40)
Then, using the definition of the tanh(β~ω) = eβ~ω/2−e−β~ω/2
eβ~ω/2+e−β~ω/2 , we have
CI(ω)
CR(ω)
=
1− e−β~ω
1 + e−β~ω
(2.41)
rewritten as
CI(ω)
CR(ω)
= tanh(
β~ω
2
). (2.42)
Applying tanh relationships gives
R(3)(ω) =
i
~
[tanh(
β~ω
2
)2CR(ω)] (2.43)
where in the classical limit we have
R(3)(ω)~→0 =
i
~
[CR(ω)(β~ω)] (2.44)
which is the same as the frequency domain response function given in equation 2.29.
A similar approach will be used to derive the TCF theory of the fifth order response
function in Chapter 4. It will be shown that it impossible to rewrite the fifth order response
function exactly in terms of a single TCF as was possible in the above case; however, it is
possible to make approximations that lead to an effective TCF theory. Finally, the approach
will be applied again in Chapter 5 to the third order response function probed in the 2DIR
experiment.
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Chapter 3
The Polarizability Model
In order to calculate the time correlation functions necessary for predicting spectroscopic
signals via time correlation functions, a suitable, practical polarizability model is necessary.
For the calculations in this work, we used an atom dipole interaction model that takes into
account the interaction of dipoles with the field created by the other dipoles in the system.
The model is known as a point atom polarizability approximation (PAPA) model is effective
at predicting molecular polarizabilities. [7]
The induced dipole moment of unit i, consisting of the contribution from the electric field
and all other induced dipoles in the system, is given by
µi = αi[Ei −
N∑
j=1,i6=j
Tijµj] (3.1)
where Ei is the applied electric field at site i, Tij is the dipole field tensor and αi is the
polarizability tensor of unit i. The traceless dipole field tensor dictates the interaction of
sites i and j and is given by
Tij = − 3
r5
 x2 − 1/3r2 xy xzxy y2 − 1/3r2 yz
xz yz x2 − 1/3r2
 (3.2)
where r is the distance between units i and j and x,y and z are the cartesian components of
the vector from unit i to j. [7]
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Solving for the “many body” polarizability, we begin by rewriting equation 3.1 as
α−1i µi +
N∑
j=1,i6=j
Tijµj = Ei (3.3)
which can be rewritten into the matrix equation Equation 3.4.
α−11 T12 · · · T1N
T21 α
−1
2 · · · T2N
...
...
...
T21 · · · · · · α−1N


µ1
µ2
...
µN
 =

E1
E2
...
EN
 (3.4)
If we define the 3N × 3N matrix as A˜ such that equation 3.4 can be written as A˜µ˜ = E˜.
Solving for µ˜, we have
µ˜ = B˜E˜ (3.5)
where B = A−1 and is given by
B˜ =

B11 B12 · B1N
B21 B22 · B2N
...
...
...
...
BN1 BN2 · BNN
 (3.6)
where Bij are 3× 3 matrices. Equation 3.5 is can be rewritten as N equations equivalent to
µi = [
∑N
j=1Bij]E, where we have considered the molecule to be in a uniform electric field
such that Ei = E for all i. [7] The total induced dipole moment in the molecule is then given
by
µmol =
N∑
i=1
µi = [
N∑
i=1
N∑
j=1
Bij]E (3.7)
with the molecular polarizability being given by
αmol = [
N∑
i=1
N∑
j=1
Bij]. (3.8)
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3.1 Calculating the Polarizability
Polarization forces are not explicitly included in the MD calculations. However, in calculating
the system polarizability to be used in the TCF, full many body polarization effects were
included by solving the equation 3.9. The expression for the effective polarizability, α˜i, for
site (atom) i is given by
α˜i = αi + αi
n∑
j 6=i
T (rij) · α˜j (3.9)
where αi is the isotropic point polarizability for site i and T (rij) is the dipole field tensor
between sites i and j in a system with n sites. [7] The total system polarizability is given by
summing the effective polarizabilities for all sites:
Π =
n∑
i=1
α˜i (3.10)
Two forms of the many body polarizability model were used in our calculations; truncating
Eq. (3.9) to terms first order in T (rij), the first order dipole induced-dipole model (FODID),
and the exact solution, infinite order dipole induced-dipole (MBP). The MBP model requires
iteratively solving Eq. (3.9) or a matrix inversion (matrix inversion was employed in the
present calculations) while the FODID only requires a single iteration of Eq. (3.9). Although
the FODID approximation is sufficient for some spectroscopic calculations [8], it will be
shown that this approximation neglects large contributions to the fifth order Raman signal.
3.2 Rotational Invariants
Assessing the polarization dependence of a spectroscopic signal is greatly facilitated by the
introduction of rotational invariants of the system polarizability. [8,9] For an isotropic system,
it is possible to improve sampling of a tensor by allowing the laboratory frame to be rotated
through all 4Π steradians of the system. By including all these contributions it is possible
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to write combinations of tensors in terms of a limited number of terms called rotational
invariants.
We can define a rotation matrix R, that can be used to transform a tensor from a given
coordinate frame to another [9]
R(θ, φ, γ) =
 cosθcosφcosγ − sinθsinγ cosθcosφsinθ + sinθcosγ −cosθsinφ−sinθcosφcosγ − cosθsinγ −sinθcosφsinγ + cosθcosγ sinθsinφ
sinφcosγ sinφsinγ cosφ
 (3.11)
Here, γ and θ take on values form 0 to 2pi and φ takes values from 0 to pi. Rotation about
the original z axis is defined by γ and the original y axis by φ. Finally, θ defines the rotation
about the new z axis. Rotation of a tensor from a given frame i to another frame i′ then
takes the form
ai =
∑
i′
Rii′ai′ (3.12)
For a tensor such as the polarizability tensor piij that we are interested in, the rotation takes
the form
piij =
∑
i′,j′
Rii′Rjj′pii′j′ (3.13)
where the summation includes all combinations of the coordinates x′, y′ and z′. For a product
of tensors we can define the orientational average as
aijbkl =
∑
i′,j′
∑
k′,l′
Rii′Rjj′Rkk′Rll′ai′j′bk′l′ (3.14)
where we have the product of two tensors shown here that could represent the polariz-
ability tensor measured at two different time such as that which appears in a TCF, e.g .
< pixx(0)pizz(t) >. Since the averaging of the tensors is accomplished through integration
(rotation) about the 4Π steradians of the system, we can rewrite the orientational average
as
aijbkl =
∑
i′,j′
∑
k′,l′
Rii′Rjj′Rkk′Rll′ai′j′bk′l′ (3.15)
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where the tensors have been removed from the average since they have no angle depen-
dence. [9] The average of the rotation matrices is then given by
Rii′Rjj′Rkk′Rll′ =
∫ 2pi
0
dθ
∫ pi
0
dφ
∫ 2pi
0
dγRii′Rjj′Rkk′Rll′sinφ. (3.16)
For the product of two tensors, there are only three nonzero averages, xxxx, xyxy, xxyy
(and their permutations) with only two of these being unique.
For the present case we are interested in the product of three tensors, as will be shown in
chapter 4, we will be calculating TCF’s of the from < aijbklcmn >. The orientational average
of the product of three tensor elements is given by
aijbklcmn =
∑
i′,j′
∑
k′,l′
∑
m′,n′
Rii′Rjj′Rkk′Rll′Rmm′Rnn′ai′j′bk′l′cm′n′ (3.17)
For this case, nonzero orientational averages exist for the polarization combinations xxxxxx,
xxxxyy, xxxyxy, xxyyzz and xyxzyz (and their permutations) where these indices indicate
the indices ijklmn for < aijbklcmn >. For the rotation matrices, there are eleven nonzero
orientational averages given by
R6ii′ =
1
7
(3.18)
R4ii′R
2
ij′ =
1
35
(3.19)
R4ii′R
2
jj′ =
3
35
(3.20)
R2ii′R
2
ji′R
2
ki′ =
1
105
(3.21)
R2ii′R
2
ji′R
2
jj′ =
2
105
(3.22)
R2ii′R
2
ji′R
2
kj′ =
1
35
(3.23)
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R2ii′R
2
jj′R
2
kk′ =
8
105
(3.24)
R3ii′Rji′Rij′Rjj′ = −
1
70
(3.25)
R2ii′Rij′Rik′Rjj′Rjk′ = −
1
210
(3.26)
R2ii′Rjj′Rjk′Rkj′Rkk′ = −
1
42
(3.27)
Rii′Rij′Rji′Rjk′Rkj′Rkk′ =
1
105
(3.28)
where i,j and k are not the same and represent x, y and z in the cartesian system. [9]
Substituting these values into equation 3.17 and summing over all combinations of indices,
the averages are reduced to combination of three rotational invariants, the trace
Tr(a) =
∑
i
aii (3.29)
the pair product
PP (a, b) =
∑
i,j
aijbij (3.30)
and the triple product
TP (a, b, c) =
∑
i,j,k
aijbijcij. (3.31)
It is now possible to write any combination (polarization) of products of three tensors in
terms of these three invariants. Using the invariants, the averages can be written as
axxbxxcxx =
1
105
Tr(a)Tr(b)Tr(c) +
8
105
TP (a, b, c) (3.32)
+
2
105
[Tr(a)PP (b, c) + Tr(b)PP (a, c) + Tr(c)PP (a, b)].
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axxbxxcyy =
1
35
Tr(a)Tr(b)Tr(c)− 4
105
TP (a, b, c) (3.33)
− 1
105
[Tr(a)PP (b, c) + Tr(b)PP (a, c)] +
2
35
Tr(c)PP (a, b).
axxbxycxy = − 1
210
Tr(a)Tr(b)Tr(c) +
1
35
TP (a, b, c) (3.34)
+
1
42
Tr(a)PP (b, c)− 1
105
[Tr(b)PP (a, c) + Tr(c)PP (a, b)].
where the three polarization conditions are the conditions of interest; the other three, xxyyzz,
xxyzyz and xyxzyz would follow in a similar way. [9]
The orientational averages are useful for evaluating the effects of using the FODID ap-
proximation to the polarizability. In addition, it is possible to predict contributions to a line
shape for various polarization conditions. Both of these will be addressed in chapter 4.
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Chapter 4
The Fifth Order Raman Response Function
In this chapter, a TCF theory of the fifth order response function is presented. The work
took the approach similar to that which was successful in relating third order spectroscopies
to classical TCF’s as was shown in Chapter 2. [3–6] While it is not possible to obtain a
simple TCF expression that is exact in this case, [10] significant progress along these lines
is possible.
4.1 Fifth Order Raman Experiment
The fifth order Raman experiment is a six wave mixing technique that involves electronically
non-resonant Raman excitation of a system with a pair of fs pulses that occur at time 0. This
leaves the system in a vibrational coherence. After some time delay, t1, of free evolution, the
system is excited with a second pair of fs pulses that transfers the system to a new vibrational
coherence or a population state. After a second time delay, t2, the system is probed with
a single pulse that generates a scattering event. A strong echo signal, when t2 = t1, would
indicate that the excitations are long lived, outliving there own period. Alternatively, the
lack of an echo would suggest that dynamics are being interfered with on there own timescales
and are relatively short lived (homogeneously broadened). [8, 11, 12]
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4.2 Polarization
The principle observable in spectroscopy is the material polarization that arises from the
interaction of the material with the applied radiation field. Expansion of the polarization in
terms of a power series in the radiation field is given by
P (r, t) ≡ P (1)(r, t) + PNL (4.1)
where
PNL ≡ P (2)(r, t) + P (3)(r, t) + ... (4.2)
with the superscript indicating the power in the electric field. [5] The linear term, P (1)(r, t),
represents the polarization arising from a weak applied radiation field. This term is respon-
sible for processes such as absorption and is probed in the linear IR experiment. The terms
refered to as PNL are the non-linear terms that are probed in non-linear experiments. In
isotropic media, even powered polarization terms are identically zero. Therefore, P (3)(r, t)
is the first surviving term for a system with inversion symmetry. Many non-linear experi-
ments are related to P (3)(r, t) including photon echo, transient grating, coherent anti-stokes
Raman scattering and the 2D IR experiment. [13] The next polarization term to survive in
an isotropic material is P (5)(r, t) which is probed in the fifth order Raman experiment. In
this chapter, the fifth order polarization is of interest.
The polarization of the material depends on the electric field(s) applied at earlier times
and is given by the integral of the material response function, R, and applied electric fields,
E as follows:
P (N)(r, t) =
∫ ∞
0
dτ1 · · ·
∫ ∞
0
dτNR
(N)(τ1, · · · , τN)E(r, t− τ1) · · ·E(r, t− τN) (4.3)
The response function is real and causal tensor of rank n+1. In Equation 4.3, τ represents
the time delays between pulses. The TCF theories presented in this thesis are formulated in
terms of the material response functions.
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4.3 Fifth Order Response Function
The quantum mechanical expression for the electronically non-resonant fifth order polariza-
tion response is given by: [5, 14–16]
R(5)(t1, t2) =
(
i
~
)2
Tr{Παβ(t1 + t2)[Πγδ(t1), [Π²φ(0), ρ]]} (4.4)
In Equation 4.4, ρ = e−βH/Q, for a system with Hamiltonian H and partition function
Q at reciprocal temperature β = 1/kT , and k is Boltzmann’s constant; Tr represents the
trace of the operators and Π is the system polarizability tensor and the Greek superscripts
denote the elements being considered. The square brackets represent the commutator of
the operators. The trace gives a classical limit that is an order ~2 contribution that results
from a combination of four two time correlation functions that are themselves equivalent
classically.
This is similar to the third order spectroscopies resulting from an order ~ contribution of
the trace in the third order response function, R(3)(t) = ( i~)Tr{[Παβ(t), [Πγδ(0), ρ]]}. [5,14,16]
The trace can be written as the difference between two one time correlation functions that
are equivalent classically, e.g. 〈Π(0)Π(t)〉 − 〈Π(t)Π(0)〉; the angle brackets are the trace of
the operators divided by the partition function in the standard notation. [1] In that case the
difference between the quantum mechanical TCF’s is the imaginary part of the TCF that is
exactly related to the real part in frequency space, CI(ω) = tanh(β~ω/2)CR(ω), where the
subscripts denote real functions that are the Fourier transform of the real and imaginary
parts of C(t) = 〈Π(0)Π(t)〉. In the classical limit CR(ω) is the Fourier transform of the
classical TCF, [1] making the third order response function and the linear spectroscopies
simply related to conventional TCF’s.
For R(5), the trace of the nested commutators must be of order ~2 in the classical limit,
to cancel the prefactor of ~−2. In Section 4.4 it will be demonstrated that a multiplicative
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factor of leading order ~ can be obtained exactly using frequency domain (detailed balance)
relationships between the two time quantum mechanical TCF’s that constitute R(5)(t1, t2). A
combination of real and imaginary parts of a two time TCF remain, and we require their O(~)
contribution for the classical limit. If a relationship between the real and imaginary parts
of the two time correlation function existed, the explicit ~-dependence could be determined
as in the third order case, and the classical fifth order response could be written as second
derivatives in time of a classical TCF. However, no exact analytic relationship is discernible.
To proceed further, a simple approximate relationship is shown to exist between the real
and imaginary parts of the two time TCF for a harmonic system with nonlinear polarizability,
that is required to produce a fifth order response for a harmonic system. [9, 17, 18] In the
spirit of quantum correction, this relationship is used to write the exact quantum mechanical
response function approximately in terms of classical TCF’s. The resulting TCF expression is
then calculated from (fully anharmonic) molecular dynamics calculations supplemented by a
suitable spectroscopic (polarizability) model. The approximate expression is demonstrated
to have correct limiting behaviors and leads to a two dimensional spectrum for ambient
carbon disulfide in excellent agreement with existing experimental and theoretical work.
The proposed approach makes the calculation of fifth order response functions practical for
a wide variety of chemically interesting systems.
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4.4 Constructing a TCF Theory
Expanding the commutators in the trace in Equation 4.4 gives the fifth order response
function as:
R(5)(t1, t2) = (−1/~2)[g(t1, t2)− f ∗(t1, t2)− f(t1, t2) + g∗(t1, t2)] (4.5)
In Equation 4.5, f(t1, t2) = 〈Π∗(t1)Π(t2)Π〉, g(t1, t2) = 〈Π(t2) Π Π∗(t1)〉, f ∗(t1, t2) =
〈Π Π(t2)Π∗(t1)〉, and g∗(t1, t2) = 〈Π∗(t1) Π Π(t2)〉; the superscript star indicates the complex
conjugate. The superscript notation on Π denoting the polarization directions is suppressed
and the results apply to all possible polarizations. The expression inside the square brackets
in Equation 4.5 is the difference between the real part of the functions f and g, gR(t1, t2)−
fR(t1, t2), with a leading term order ~2 in the classical limit. This also demonstrates that
R(5) is real in time, while the correlation functions are complex functions of time.
It is convenient to evaluate f and g explicitly in the energy representation.
f(t1, t2) =
1
Q
∑
i
〈i|e−βHe−iHt1/~ΠeiHt1/~eiHt2/~Πe−iHt2/~Π|i〉
Inserting three complete sets of energy eigenstates,
∑
α |α〉〈α|, with H|α〉 = Eα|α〉, operating
and simplifying gives:
f(t1, t2) =
1
Q
∑
i
∑
j
∑
k
e−βEiΠikΠkjΠjieit1Eki/~eit2Ekj/~
Eαβ = Eα − Eβ
Παβ = 〈α|Π|β〉
As noted above, the functions all obey, f(t1, t2) = f
∗(−t1,−t2), and this also implies that
the Π matrix elements can be chosen real, and will be taken as real.
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In the frequency domain:
f(ω1, ω2) = (
1
2pi
)
∫ ∞
−∞
dt′e−iω1t1(
1
2pi
)
∫ ∞
−∞
dte−iω2t2f(t1, t2)
f(ω1, ω2) =
1
Q
∑
i
∑
j
∑
k
e−βEiΠikΠkjΠjiδ(ω1 − Eki/~)δ(ω2 − Ekj/~) (4.6)
Similar manipulations lead to the frequency domain functions below. To obtain them in
the form presented, the identity that the double Fourier transform of the complex conjugate
of the TCF’s gives the complex conjugate of the frequency domain function evaluated at
negative the frequency argument, e.g. FT [f ∗(t1, t2)] = f ∗(−w1,−w2), is used. FT repre-
sents the Fourier transform process shown in Equation 4.6, and the fact that the frequency
domain functions are all real is also used. The functions can be seen to be real because, e.g.
FT [f(t1, t2)] = f(ω1, ω2) = FT [f
∗(−t1,−t2)] = f ∗(ω1, ω2).
f ∗(t1, t2) = 〈Π Π(t2)Π∗(t1)〉 (4.7)
f(−ω1,−ω2) = 1
Q
∑
i
∑
j
∑
k
e−βEiΠikΠkjΠjiδ(ω1 − Eik/~)δ(ω2 − Ejk/~)
g(t1, t2) = 〈Π(t2) Π Π∗(t1)〉 (4.8)
g(ω1, ω2) =
1
Q
∑
i
∑
j
∑
k
e−βEkΠikΠkjΠjiδ(ω1 − Eki/~)δ(ω2 − Ekj/~)
g∗(t1, t2) = 〈Π∗(t1) Π Π(t2)〉 (4.9)
g(−ω1,−ω2) = 1
Q
∑
i
∑
j
∑
k
e−βEkΠikΠkjΠjiδ(ω1 − Eik/~)δ(ω2 − Ejk/~)
Also, another correlation function h(t1, t2) is presented that does not appear in the re-
sponse function, but has the same classical limit as f and g and will prove useful later; this
set of two time correlation functions represents the entire set that can be created with the
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relevant operators for the two time TCF’s:
h(t1, t2) = 〈Π Π∗(t1)Π(t2)〉 (4.10)
h(ω1, ω2) =
1
Q
∑
i
∑
j
∑
k
e−βEjΠikΠkjΠkiδ(ω1 − Eki/~)δ(ω2 − Ekj/~)
h∗(t1, t2) = 〈Π(t2)Π∗(t1) Π〉 (4.11)
h(−ω1,−ω2) = 1
Q
∑
i
∑
j
∑
k
e−βEjΠikΠkjΠjiδ(ω1 − Eik/~)δ(ω2 − Ejk/~)
In Equations 4.7-4.11 the forms presented are a result of using index switching to maxi-
mize the similarity of the delta functions. For example, another form of Equation 4.11 can be
obtained by switching the i and j indicies. Index switching is equivalent to taking advantage
of cyclic permutations of the trace to obtain different expressions. The Hermiticity of the
polarizability was also used to equate, e.g. Πik = Πki, which is true for real matrix elements.
It is clear from Equations 4.6-4.11 that the set of functions f(ω1, ω2), g(ω1, ω2), and
h(ω1, ω2) differ only in the Boltzmann factor weighting the expressions, e.g. e
−βEi in f(ω1, ω2)
and e−βEk in g(ω1, ω2). The same applies to the set of function of negative frequency
f(−ω1,−ω2), g(−ω1,−ω2), and h(−ω1,−ω2). This implies the following relationships be-
tween the frequency domain functions:
ωˆ = ω1 − ω2 (4.12)
eβ~ω1g(ω1, ω2) = f(ω1, ω2) (4.13)
eβ~ω2g(ω1, ω2) = h(ω1, ω2) (4.14)
e−β~ωˆf(ω1, ω2) = h(ω1, ω2) (4.15)
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e−β~ω1f(ω1, ω2) = g(ω1, ω2) (4.16)
e−β~ω1g(−ω1,−ω2) = f(−ω1,−ω2) (4.17)
e−β~ω2g(−ω1,−ω2) = h(−ω1,−ω2) (4.18)
eβ~ωˆf(−ω1,−ω2) = h(−ω1,−ω2) (4.19)
eβ~ω1f(−ω1,−ω2) = g(−ω1,−ω2) (4.20)
In Equations 4.12-4.20 enforcing the relevant delta functions allows the frequency factor
to be taken outside the summations. There is, however, no direct relationship between the
functions of positive and negative frequency. It is now useful to take sums and differences of
the functions, and use the relationships in Equations 4.12-4.20, e.g. f(ω1, ω2)± g(ω1, ω2) =(
eβ~ω1 ± 1) g(ω1, ω2). Taking the ratio of the sum and differences leads to the following
relationships:
f(ω1, ω2)− h(ω1, ω2) = tanh(β~ωˆ/2)[f(ω1, ω2) + h(ω1, ω2)] (4.21)
f(ω1, ω2)− g(ω1, ω2) = tanh(β~ω1/2)[f(ω1, ω2) + g(ω1, ω2)] (4.22)
h(ω1, ω2)− g(ω1, ω2) = tanh(β~ω2/2)[h(ω1, ω2) + g(ω1, ω2)] (4.23)
f(−ω1,−ω2)− h(−ω1,−ω2) = tanh(−β~ωˆ/2)[f(−ω1,−ω2) + h(−ω1,−ω2)] (4.24)
f(−ω1,−ω2)− g(−ω1,−ω2) = tanh(−β~ω1/2)[f(−ω1,−ω2) + g(−ω1,−ω2)] (4.25)
h(−ω1,−ω2)− g(−ω1,−ω2) = tanh(−β~ω2/2)[h(−ω1,−ω2) + g(−ω1,−ω2)] (4.26)
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This allows the fifth order response function to be rewritten as:
R(5)(ω1, ω2) = (1/~2)tanh(β~ω1/2) (4.27)
×[f(ω1, ω2)− f(−ω1,−ω2) + g(ω1, ω2)− g(−ω1,−ω2)]
In the classical limit, Equation 4.27 has a prefactor of β~ω1/2, and to obtain an expression in
terms of classical TCF’s a term order ~ needs to be obtained from the functions in the square
brackets. The expression inside the square brackets in Equation 4.27 is the difference between
the Fourier transform of the imaginary parts of the functions f(t1, t2) and g(t1, t2), that will
be denoted as gI(ω1, ω2) − fI(ω1, ω2), where the subscripts denote the Fourier transform of
the real (R) or imaginary (I) parts of the TCF’s, both of which are themselves real functions
of frequency.
It is now useful to write Equation 4.27 in terms of only one function, g(ω1, ω2), using
Equations 4.13 and 4.17:
R(5)(ω1, ω2) = (1/~2)tanh(β~ω1/2)[(1 + eβ~ω1)g(ω1, ω2)− (1 + e−β~ω1)g(−ω1,−ω2)] (4.28)
To obtain the classical limit, ~ω ¿ kT , the exponentials are expanded and terms order ~
are retained,
R(5)(ω1, ω2) = (
1
~2
)tanh(
β~ω1
2
) (4.29)
×[(2 + β~ω1)g(ω1, ω2)− (2− β~ω1)g(−ω1,−ω2)]
R(5)(ω1, ω2) = (
1
~2
)tanh(
β~ω1
2
) (4.30)
×[2(g(ω1, ω2)− g(−ω1,−ω2))− (β~ω1)(g(ω1, ω2) + g(−ω1,−ω2))]
27
R(5)(ω1, ω2) = (
1
~2
)(
β~ω1
2
) (4.31)
×[4gI(ω1, ω2) + 2β~ω1gR(ω1, ω2)],
where it is understood that the leading contributions in ~ to the TCF are to be kept, zero-
order for gR and first-order gI . In the time domain Equation 4.31 takes the form:
R(5)(t1, t2) = −β2∂2/∂t21 gR(t1, t2)− 2
iβ
~
∂/∂t1 gI(t1, t2) (4.32)
It is worth noting that Equation 4.31 can be obtained from the frequency domain version
of Equation 4.5 by writing R5, at that point, in terms of the g(ω1, ω2) using the frequency
domain relationships between f and g and Taylor expanding the resulting exponentials.
Equation 4.28 is, however, exact for all frequencies and is a starting point to develop an
approximation that is valid for intramolecular or high frequency intermolecular spectroscopy
for which ~ω À kT .
Equation 4.32 is exact in the classical limit. When ~ω ¿ kT the function, gR(ω1, ω2)
becomes the Fourier transform of the classical TCF, 〈Π(0)Π(−t1)Π(t2)〉 = 〈Π(0)Π(t1)Π(t1+
t2)〉, and the times have been reordered because they commute in the classical limit. For
a one time correlation function, C(t), a simple relationship exists between the real and
imaginary parts of the function, CI(ω) = tanh(β~ω/2)CR(ω). While it is clear that gI
makes a contribution that is order ~, there is no general relationship between the real and
imaginary parts of g. Therefore, the gR term in Equation 4.32 can be calculated from classical
TCF’s but gI has no apparent classical limit.
Nevertheless an approximate connection between gR and gI can be established for a har-
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monic system with a nonlinear polarizability, and this is the simplest (harmonic) system
that produces a fifth order response. [9,17,18] The goal is to determine the relationship be-
tween the real and imaginary parts of g(ω1, ω2) for a harmonic system with potential energy,
V = 1/2mΩ2Q2. Such a result leads to an approximate correlation function expression for
R(5). To proceed, the polarizability is expanded to second order in the harmonic coordinate
in order to evaluate the matrix elements in Equation 4.8:
Π = Π0 +Π′Q+ 1/2 Π′′Q2 (4.33)
In Equation 4.33 the primes represent derivatives with respect to the harmonic coor-
dinate, Q. When Equation 4.8 is evaluated for the harmonic system, the lowest order
non-zero contributions to R(5) involve two Π’ and one Π”; the correlation functions have
contributions from one Π0 and two Π′, that can be denoted as g011(ω1, ω2), g101(ω1, ω2) and
g110(ω1, ω2), but these do not contribute to the response function when treated exactly;
this point will be revisited below. The superscripts on g represent the power of the coor-
dinate that is used to evaluate the polarizability matrix elements appearing as ΠikΠkjΠji
respectively. The total contribution to the first non-vanishing order, is then written as:
g(ω1, ω2) = g
211(ω1, ω2) + g
121(ω1, ω2) + g
112(ω1, ω2). The evaluation involves standard re-
sults for the harmonic oscillator and evaluating several geometric series, [19] and gives, in
the frequency domain:
g211(ω1, ω2) = Π
′′Π′Π′
1
Q
(
~
2mΩ
)2
1
2
∑
k
(e−β~Ω)k (4.34)[
(k + 1)(k + 2)δ(ω1 + 2Ω)δ(ω2 + Ω) + (k + 1)(2k + 1)δ(ω1)δ(ω2 + Ω)
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+k(2k + 1)δ(ω1)δ(ω2 − Ω) + k(k − 1)δ(ω1 − 2Ω)δ(ω2 − Ω)
]
Fourier transforming to the time domain:
g211(t1, t2) = Π
′′Π′Π′
(
~
2mΩ
)2
(4.35)
×
[ 2
(1− e−β~Ω)2 [e
−i2Ωt1e−i2Ωt2 ] + [
(3e−β~Ω + 1)
(1− e−β~Ω)2 ][e
−iΩt2 ] +
[
(3e−β~Ω + e−β~Ω2)
(1− e−β~Ω)2 ][e
−iΩt2 ] + [
(2e−β~Ω2)
(1− e−β~Ω)2 ][e
i2Ωt1eiΩat2 ]
]
Adding the complex conjugate to yield the real part in the time:
g211R (t1, t2) = Π
′′Π′Π′
(
~
2mΩ
)2
1
4
[
[
(2 + 2e−β~Ω2)
(1− e−β~Ω)2 ][cos(2Ωt1 + Ωt2)] (4.36)
+[
(e−β~Ω2 + 6e−β~Ω + 1)
(1− e−β~Ω)2 ][cos(Ωt2)]
]
Subtracting the complex conjugate to yields the imaginary part in the time:
g211I (t1, t2) = Π
′′Π′Π′
(
~
2mΩ
)2
1
4
[
[
(2e−β~Ω2 − 2)
(1− e−β~Ω)2 ][sin(2Ωt1 + Ωt2)] (4.37)
+[
(e−β~Ω2 − 1)
(1− e−β~Ω)2 ][sin(Ωt2)]
]
Similar manipulations lead to the following expressions in the other two cases:
g121R (t1, t2) = Π
′Π′′Π′
(
~
2mΩ
)2
1
4
[
[
(2 + 2e−β~Ω2)
(1− e−β~Ω)2 ][cos(Ωt1 + 2Ωt2)] (4.38)
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+[
(e−β~Ω2 + 6e−β~Ω + 1)
(1− e−β~Ω)2 ][cos(Ωt1)]
]
g121I (t1, t2) = Π
′Π′′Π′
(
~
2mΩ
)2
1
4
[
[
(2e−β~Ω2 − 2)
(1− e−β~Ω)2 ][sin(Ωt1 + 2Ωt2)] (4.39)
+[
(e−β~Ω2 − 1)
(1− e−β~Ω)2 ][sin(Ωt1)]
]
g112R (t1, t2) = Π
′Π′Π′′
(
~
2mΩ
)2
1
4
[
[
(4e−β~Ω)
(1− e−β~Ω)2 ][cos(Ωt1 − Ωt2)] (4.40)
+[
(3e−β~Ω2 + 2e−β~Ω + 3)
(1− e−β~Ω)2 ][cos(Ωt1 + Ωt2)]
]
g112I (t1, t2) = Π
′Π′Π′′
(
~
2mΩ
)2
1
4
[
[
(3e−β~Ω2 − 3)
(1− e−β~Ω)2 ][sin(Ωt1 + Ωt2)]
]
(4.41)
The three functions just discussed are composed of two terms with distinct t or ω de-
pendence for a total of six contributions to g. Each has an order ~ relationship between
the real and imaginary parts. However, to get a classical result, the relationship for all
the terms must be of the same form because the different contributions cannot be dis-
tinguished in performing a classical MD and TCF calculation; this point will be revisited
below. While no expression works perfectly for all the terms, we will now demonstrate that
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1 2 3 4 5 6
gR gI ω1 ω2 -β~(ω1/4 + ω2/2)
g211 term 1 4 (Eq. 4.36) -4 β~Ω (Eq. 4.37) 2 Ω Ω - β~Ω
g211 term 2 8 (Eq. 4.37) -2 β~Ω (Eq. 4.38) 0 Ω - 1/2 β~Ω
g121 term 1 4 (Eq. 4.38) -4 β~Ω (Eq. 4.39) Ω 2Ω - 5/4 β~Ω
g121 term 2 8 (Eq. 4.39) -2 β~Ω (Eq. 4.40) Ω 0 - 1/4 β~Ω
g112 term 1 4 (Eq. 4.40) 0 Ω -Ω - 1/4 β~Ω
g112 term 2 8 (Eq. 4.41) -6 β~Ω (Eq. 4.41) Ω Ω - 3/4 β~Ω
Table 4.1: The success of the relationship gI(ω1, ω2) = tanh(−β~(ω1/4 + ω2/2))gR(ω1, ω2)
for the harmonic system is demonstrated. In the classical limit, for the proposed relationship
between the real and imaginary parts of g to work, multiplying the coefficient of gR (column
2) by the value of −β~(ω1/4 + ω2/2) (column 6) should give the coefficient of gI (column 3)
for each term. The proposed relationship works exactly for three of the terms and very nearly
for the other three.
gI(ω1, ω2) = tanh(−β~(ω1/4+ω2/2))gR(ω1, ω2) is an excellent approximation in the classical
limit, and leads to a TCF approximation for R(5) that has reasonable limiting behaviors.
In the classical limit, to leading order in ~, tanh (−β~(ω1/4 + ω2/2)) = −β~(ω1/4 +
ω2/2). Table 4.1 shows the limiting form of the frequency prefactors and the value of
−β~(ω1/4 + ω2/2) for the six terms listed above, and each contribution to g consists of
two terms. In the classical limit, for the proposed relationship between the real and imag-
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inary parts of g to work, multiplying the coefficient of gR (column 2) by the value of
−β~(ω1/4 + ω2/2) (column 6) should give the coefficient of gI (column 3) for each term.
The proposed relationship works exactly for three of the terms and very nearly for the other
three. For the terms that are not handled quite correctly , namely the g211 (term 2) and g112
(term1), this leads to errors in “filtering the dynamics” according to the harmonic system
dynamics. While the present theory is not a harmonic theory – it relies on fully anharmonic
dynamics to calculate the relevant TCF derivatives – the harmonic system serves to weight
the different phonon processes as they would contribute in such a system. [17] Thus the er-
rors associated with this approximation are to relatively over weight the processes associated
with the stated terms. In a subsequent paper it will be shown that this approximation leads
to results in liquid xenon, for which the fifth order response can be calculated numerically
exactly, [20] in nearly quantitative agreement. [21]
This analysis focuses on the frequency prefactors and the value of each frequency argu-
ment, ω1 and ω2 for each term. This is sufficient because odd functions of frequency, such
as tanh(β~ω), are able to convert the real part of such a function to the imaginary part by
converting the sum of delta functions to a difference. The delta function combinations are
themselves the result of Fourier transforming the sin and cos functions associated with the
imaginary and real parts of g respectively (that are referenced explicitly in Table 4.1). For
example, in one time dimension:
FT [cos(Ωt)] = (1/2)[δ(ω − Ω) + δ(ω + Ω)] (4.42)
FT [sin(Ωt)] = (1/2i)[δ(ω − Ω)− δ(ω + Ω)] (4.43)
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When tanh(β~ω) multiplies Equation 4.42 the frequency argument ω is replaced by the value
of the harmonic frequency, Ω. Ω has the same magnitude but opposite sign for each delta
function in Equation 4.42. The resulting function of the harmonic frequency Ω can then be
factored out and a difference of delta functions remain, i.e. those in Equation 4.43. Thus the
relationship gI(ω1, ω2) = tanh(−β~(ω1/4+ω2/2))gR(ω1, ω2) is nearly exact for the harmonic
system in the classical limit. The small errors associated with this approximation serve to
slightly overweight the physical processes associated with the terms that are not accounted
for exactly.
In the spirit of quantum correction schemes, [4, 22, 23] in which an exact result for a
relatively simple system is used to make quantum mechanical expressions amenable to clas-
sical calculation, the relationship gI(ω1, ω2) = tanh(−β~(ω1/4 + ω2/2))gR(ω1, ω2) is used in
Equation 4.31 to give (in the classical limit):
R(5)(ω1, ω2) = (1/~2)(β~ω1/2)[−2β~ω2gR(ω1, ω2)) + β~ω1gR(ω1, ω2)] (4.44)
In the time domain, Equation 4.44 takes the form:
R(5)(t1, t2) = −β2/2[∂2/∂t21 gR(t1, t2)− 2 ∂2/∂t1∂t2 gR(t1, t2)] (4.45)
Equation 4.45 is the principle result of the TCF theory of the fifth order response function
and represents an approximation to the fifth order response function that only requires
calculating a classical TCF, albeit a somewhat novel correlation of three variables with two
time arguments, identifying gR(t1, t2) = 〈∆Π(0)∆Π(t1)∆Π(t1 + t2)〉 in the classical limit
with, ∆Π = Π− < Π >. Here we have identified gR(t1, t2) as the correlation function
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of the polarizability fluctuations; this does not affect the response function or the formal
development of the TCF theory, but is a necessary step.
There is a remaining problem with the result
gI(ω1, ω2) = tanh(−β~(ω1/4 + ω2/2))gR(ω1, ω2) (4.46)
in that it works well for the higher order terms g211, g121 and g112, but is wrong for the lower
terms, g011, g101 and g110, that have exact relationships between the real and imaginary
parts that differ from the choice made here; the exact relationships lead to the cancellation
between the two terms in Equation 4.32 and thus no contribution to the fifth order response.
Physically, calculating R(5)(t1, t2) using Equation 4.45 and gR(t1, t2) = 〈Π(0)Π(t1)Π(t1+ t2)〉
leads to contamination from the lower order terms involving Π0, the static polarizability, that
do not contribute to the fifth order experiment. To correct this problem it is sufficient to use
the correlation function of the polarizability fluctuations: gR(t1, t2) = 〈∆Π(0)∆Π(t1)∆Π(t1+
t2)〉. To see that this eliminates these contributions consider a harmonic system in the
energy representation with the polarizabilty expanded via Equation 4.33: < Π >= Π0 +∑
iΠ
′〈i|Q|i〉 + 1/2Π′′∑i〈i|Q2|i〉. The second term is clearly zero and the third term is
order ~ and would not contribute classically. Thus correlating the polarizability fluctuations
eliminates contributions from the static polarizability by construction and thus does not allow
the lower order “contaminating” terms, g011, g101 and g110 to contribute to the correlation
function. This particular demonstration relies on a harmonic system but a similar argument,
based on orders of ~ is clearly possible; all terms but the first are proportional to some power
of ~. Further, it is easy to show that the original R(5)(t1, t2) expression, Equation 4.4, is
35
unaffected by the substitution of ∆Π = Π− < Π > for ∆Π and thus the TCF theory of the
fifth order response is established.
Equation 4.45 can also be obtained more directly by starting with the the fifth order
response function directly, Equation 4.47 (below). To obtain a classical limit, one of the
commutators of the polarizability is replaced by a Poisson bracket, its classical limit, [A,B] =
i~{A,B}; the curly brackets represent the Poisson bracket of operators A and B. [15] The
resulting expression contains a classical TCF piece and Poisson bracket contribution, but
here the quantum version is retained. It is worth noting that the present TCF theory of the
fifth order Raman response function results in a TCF approximation for the Poisson bracket
contribution to the classical response function.
Rewriting Equation 4.4 gives:
R(5)(t1, t2) =
(
i
~
)2
〈[[∆Π(t1 + t2),∆Π(t1)],∆Π(0)]〉 (4.47)
R(5)(t1, t2) = −β2(∂2/∂t21 − ∂2/∂t1∂t2)〈∆Π(0)∆Π(t1)∆Π(t1 + t2)〉 (4.48)
+(
β
i~
)∂/∂t1(〈∆Π(t2)∆Π(0)∆Π(−t1)〉 − 〈∆Π(t2)∆Π(−t1)∆Π(0)〉)
The first term, Equation 4.48, is already a TCF contribution. The second term can be
identified, using Equations 4.8 and 4.11 as g(t1, t2) − h∗(t1, t2). Using Equation 4.18 this
can be rewritten in frequency as g(ω1, ω2) − e−β~ω2g(−ω1,−ω2). Taylor expanding the ex-
ponential and keeping terms order ~ gives 2gI(ω1, ω2) + β~ω2gR(ω1, ω2). Using gI(ω1, ω2) =
tanh(−β~(ω1/4 + ω2/2))gR(ω1, ω2) gives the result in Equations 4.44 and 4.45. This ap-
proach does, however, immediately invoke the classical limit, and the generality of Equation
4.27 is lost.
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Next the behavior of our theory of the fifth order response function, Equation 4.45 is
assessed. It is easy to show that at the time origin, t1 = t2 = 0, R
(5)(0, 0) = 0. This implies
that
(
∂2/∂t21〈∆Π(0)∆Π(t1)∆Π(t1 + t2)〉
) |0,0 (4.49)
= 2
(
∂2/∂t1∂t2〈∆Π(0)∆Π(t1)∆Π(t1 + t2)〉
) |0,0,
and this can be easily verified; [1] the vertical line denotes evaluating a function at the
specified time points. Perhaps a more demanding test is that R(5)(t1, t2 = 0) = 0. This
implies that
(
∂2/∂t21〈∆Π(0)∆Π(t1)∆Π(t1 + t2)〉
) |t1,0 (4.50)
= 2
(
∂2/∂t1∂t2〈∆Π(0)∆Π(t1)∆Π(t1 + t2)〉
) |t1,0,
which is also true. It is encouraging that we find these correct limiting behaviors.
4.5 FODID vs. MBP
Polarization forces are not explicitly included in the MD calculations used to generate config-
urations for calculations of the TCF’s. However, in calculating the system polarizability to
be used in the TCF, full many body polarization effects are included by solving the dipole-
induced dipole equations for the PAPA model and these results will be compared with an
approximate first order evaluation described in Chapter 3. [7] The exact classical calcula-
tion of R(5)(t1, t2) was performed only in the FODID approximation to make the calculation
feasible. [8]
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Assessing the polarization dependence of the signal is greatly facilitated by making use
of rotational invariants of the system polarizability. [9] The task of fully understanding the
implications of using an FODID approximation is made easier by considering the response
function directly in terms of the rotational invariants discussed in Chapter 3. [8, 9]
Because correlated fluctuations of the total system polarizability are being considered (for
an atomic liquid the single atom polarizability α is static) only the induced polarizability
contributes. In the FODID approximation, in which the only terms kept are first order in
T (rij) (a traceless tensor) this leads to Tr(∆Π) = 0. To see how this manifests itself in
the overall response function we have to consider how the invariants combine to give the
orientational average of a product of three tensors. [9]
axxbxxcxx =
1
105
Tr(a)Tr(b)Tr(c) +
8
105
TP (a, b, c)
+
2
105
[Tr(a)PP (b, c) + Tr(b)PP (a, c) + Tr(c)PP (a, b)] (4.51)
Equation (4.51) presents the fully polarized case and the line over the tensor product repre-
sents isotropic averaging. The important thing to note here is that PP terms always appear
coupled to a Tr term. The form of Eq. (4.51), linear combinations of invariant products,
holds not just for the fully polarized case shown here but for all of the possible polariza-
tion conditions. The various contributions are weighted differently in the other cases and
the coefficients are shown in Chapter 3. [9] Considering the FODID approximation, the Tr
contributions are zero and this eliminates any contribution from the PP and leaves only the
TP contribution (making all polarization conditions equivalent to within a constant). In
the MBP case the Tr contribution is small but the PP is sufficiently large that the product
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contributes significantly to the overall signal.
Figure (4.1) presents a slice of the invariants for liquid xenon along t1 = 0 for the MBP
model. The relative magnitudes of the four distinct contributions along t1 = 0 (where
Tr(∆Π(0))PP (∆Π(t1),∆Π(t2)) = Tr(∆Π(t1))PP (∆Π(0),∆Π(t2))) are clear. Specifically,
the plot shows the TP (solid line),
TP (∆Π(0),∆Π(t1),∆Π(t2)), (4.52)
the (Tr)(PP ) product combinations (line with circles and dashed respectively),
Tr(∆Π(0))PP (∆Π(t1),∆Π(t2)) (4.53)
Tr(∆Π(t2))PP (∆Π(0),∆Π(t1)) (4.54)
and Tr (dotted)
Tr(∆Π(0))Tr(∆Π(t1))Tr(∆Π(t2)). (4.55)
Also shown, for comparison, in Fig. 4.1 is the TP using the FODID model (line with
squares). Each of the (Tr)(PP ) terms have amplitudes that are sizable and significant
compared to the TP contributions. It is evident from Fig. 4.1 that neglecting the significant
PP contributions in the FODID case severely alters the lineshape.
In addition, the FODID approximation predicts that all of the polarization conditions
will yield identical lineshapes (with varying amplitudes) since only the TP appears (with
different weightings). Indeed, it will be seen in Chapter (6) that the two models yield vastly
different spectra and that within the MBP model the various polarizations provide distinct
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Figure 4.1: Rotational Invariants. Time slices (for short times) of the rotational invariants
for R
(5)
xxxxxx(t1, t2) from Eq. (4.51). Shown is the triple product, TP (∆Π(0),∆Π(t1),∆Π(t2)),
for MBP (solid) and FODID (line with squares), the trace pair product combinations for
MBP, Tr(∆Π(0))PP (∆Π(t1),∆Π(t2)) (line with circles), Tr(∆Π(t2))PP (∆Π(0),∆Π(t1))
(dashed), and Tr(∆Π(0))Tr(∆Π(t1))Tr(∆Π(t2)) (dotted). The slice was taken along t1 = 0
where Tr(∆Π(0))PP (∆Π(t1),∆Π(t2)) = Tr(∆Π(t1))PP (∆Π(0),∆Π(t2)).
information. It is worth noting that both the MBP and FODID models predict similar line
shapes with a slight variation in magnitudes for the TP contributions.
This result implies that the fifth order response function contains several terms, when
calculated using a MBP model, that do not contribute to a FODID calculation (all the
terms that couple to the Tr, that is zero within a FODID approximation). This result is
in stark contrast to the third order polarized spectrum, that is dominated, for noble gas
liquids, by pair product contributions and therefore does not change significantly within
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a FODID calculation (although a small Tr contribution is neglected within the FODID
approximation). [8] Obtaining a third order isotropic spectrum does, however, depend on
using a MBP model because it vanishes within a FODID treatment. It is therefore not
surprising that the (fully polarized) fifth order signal changes significantly when a FODID
model is used; such a treatment neglects terms that clearly are important.
41
Chapter 5
Two-dimensional Infrared Spectroscopy
Revealing the three-dimensional molecular structure of transient species in condensed phases
is experimentally challenging, but necessary to understand the nature of time-dependent pro-
cesses, such as protein folding. The congested spectra produced under these conditions often
cannot be resolved using linear infrared (IR) spectroscopy or other traditional techniques.
X-ray diffraction and multidimensional nuclear magnetic resonance (NMR) effectively re-
veal time-averaged three-dimensional structures, but fail to accurately describe short-lived
species, such as peptides in solution. Recently, 2DIR spectroscopy has been the subject of ex-
tensive theoretical and experimental study, has shown promise for providing new information
about these time evolving structures. [24–28] While multidimensional NMR only captures
processes on a millisecond time scale, 2DIR can approach a time scale on the order of picosec-
onds or even femtoseconds. [29–33] Recently, 2DIR techniques have been used to investigate
the coupled carbonyl stretches of Rh(CO)2(C5H7O2), [30,34–37] the nuclear potential energy
surface of coupled molecular vibrations, [38] vibrational relaxation, [39, 40] interactions be-
tween solvent and solute, [41–43] conformational fluctuations in peptides, [29,32,33,44], the
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three-dimensional structure of peptides and small proteins, [31, 45–51], and the coupling of
cytidine and guanosine in DNA. [52] Using 2DIR, couplings and projection angles between
two coupled anharmonic vibrations can also be inferred. [38] A method similar to the one
used in Chapter 4 for the fifth order response function will prove useful here to simplify the
response function probed in the 2DIR experiment and obtain an approximate TCF theory
that is amenable to evaluation using classical MD and TCF techniques.
5.1 2DIR Experiment
2DIR uses a sequence of four time ordered femtosecond length IR pulses to create vibra-
tional coherences, couple them, and detect the final polarization state of the system being
investigated. In the experiment, a third-order nonlinear polarization is thus generated and
subsequently detected. This polarization P
(3)
i at time t is simply the convolution of the third
order response function R(3) with the three input electric fields: [5, 53,54]
P
(3)
i (τ1, τ2, t) =
∫ ∞
0
∫ ∞
0
∫ ∞
0
R
(3)
ijk`(t1, t2, t3)E3j(t− t3)E2k(t+ τ2 − t3 − t2)
×E1`(t+ τ1 + τ2 − t3 − t2 − t1)dt1dt2dt3 (5.1)
The E represent the pulsed laser fields, and t is the time elapsed after the final laser pulse.
The variable τ1 is the time delay between the first and second pulses, and τ2 is the delay
between the second and third pulses. In the vibrational echo 2DIR experiment τ2 = 0. [5,36]
Also note that in the idealized limit of delta function pulses the polarization becomes
equivalent to the response function in the time domain, which becomes the experimental ob-
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servable. Because the waiting times are by definition positive, in the frequency domain the
Fourier-Laplace transform of the response function is often reported, giving a real and imag-
inary part that contains both the Fourier transform of the response function and principal
part integrals over the frequency domain response function. With the theoretical expressions
to be developed we have no difficulty taking the full Fourier transform, which contains all
time-domain information.
The numerical results on water presented below will focus on the case where τ2 = t2 = 0
although a more general theory is developed. The tn are the time intervals between the field-
matter interactions, and equal the τn if the pulse lengths are substantially shorter than the
time scale of the dynamics. The third-order response function R(3) is a fourth rank tensor
and depends on the polarization components i, j, k, ` ² {XY Z} of the incident laser fields.
5.2 2DIR Response Function
For a resonant 2DIR experiment, R(3) is given by: [36]
R
(3)
ijk`(t1, t2, t3) =
(−i
~
)3
〈[[[µi(t3 + t2 + t1), µj(t2 + t1)], µk(t1)], µ`(0)]〉 (5.2)
In Equation 5.2, the µ represent the dipole moment operators in the subscripted labo-
ratory Cartesian direction and the time dependent dipole is the Heisenberg representation
of the operator, µ(t) = eiHt/~µe−iHt/~. The square and the angle brackets represent commu-
tators and quantum mechanical averages respectively in a standard notation. [1] Evaluation
of the R(3) expression is computationally demanding because it requires the evaluation of
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several quantum mechanical TCF’s that result from expanding the commutators. Even in
the classical limit, the commutators become Poisson brackets of the dynamic variables at
various times that are prohibitively difficult to evaluate computationally. [8, 14]
Theoretical methods that approximately relate quantum mechanical and classical TCF’s
have successfully been applied to one dimensional spectroscopies (as presented in Chapter
2) that have an exact classical limit in terms of (time derivatives of) a classical TCF and to
describing high frequency spectroscopy using quantum correction schemes to approximate
the relevant quantum mechanical TCF. [4, 5, 22,55–61]
The R(3) expression contains a trace of nested commutators, which must be imaginary and
have a leading contribution of order ~3 to cancel the prefactor of i/~3 in the classical limit;
this is a useful way to examine the expression because a theory in terms of a single TCF must
have a classical limit of order ~0. It should be noted that we are interested in a result that is
appropriate for high frequencies and examining the low frequency expansion is used primarily
as analytic tool in seeking an expression in terms of a single TCF, although low frequency
2DIR spectroscopy is also possible. Expansion of the commutators reveals four distinct
quantum mechanical time correlation functions. In Section 5.3, it will be demonstrated that
R(3) can be written approximately in terms of only one of these TCF’s. It will also be
demonstrated that in the classical limit, β~ω → 0, a contribution of order ~3, is obtained
from the linear combination of TCF’s that cancels the prefactor. Without resorting to
approximations, one ~ prefactor is eliminated exactly, and R(3) can be rewritten in terms of
only two TCF’s. This is accomplished using frequency domain detailed balance relationships
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between two pairs of quantum mechanical TCF’s appearing in R(3). The remaining two ~
are not eliminated exactly, but can be by using exact results for a harmonic system with a
linearly varying dipole to relate the TCF’s.
The resulting expression is exact for the harmonic system and can be applied to fully
anharmonic dynamics derived using classical MD. The use of the results for the harmonic
reference system only serves to weight the different dynamical events that contribute to
the response function as they would be for a harmonic system. Consequently, our theory
has the essential feature that a harmonic oscillator with a linearly varying dipole (no ”elec-
trical” anharmonicity) gives no 2DIR signal; the approximation serves to “filter out” the
less interesting harmonic dynamics and enhances the anharmonic couplings in the resulting
signal [36].
Anharmonic dynamics and couplings are a main focus of 2DIR spectroscopy and they are
critical in extracting physical insight. [36,51] It is possible to use a different reference system
to relate the TCF’s and a (cubic and quartic) anharmonic oscillator system (treated pertur-
batively) may be another good, albeit more complicated, choice for the present methods and
this avenue is being pursued. [62]
5.3 Constructing a TCF Theory
The commutators in Equation 5.2 can be expanded to give four TCF’s and their complex
conjugates. In terms of these time correlation functions, R(3) can now be written
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R
(3)
ijk`(t1, t2, t3) =
(−i
~
)3
[A(t1, t2, t3)−B(t1, t2, t3)− C∗(t1, t2, t3) +D∗(t1, t2, t3)
−D(t1, t2, t3) + C(t1, t2, t3) +B∗(t1, t2, t3)− A∗(t1, t2, t3)] (5.3)
In Equation 5.3 the star superscript represents the complex conjugate of the complex
(time domain) TCF and the expression in square brackets can be seen to be the sum and
difference of the imaginary parts of the four TCF’s, namely 2(AI − BI − CI + DI). The
subscripts I or R denote the imaginary and real parts of a time domain TCF (or of its
Fourier transform) respectively. At this point evaluation of the R(3) expression requires the
calculation of four different quantum mechanical time correlation functions, a formidable
task. To minimize computational effort, it is desirable to rewrite R(3) in terms of only one
TCF that can be approximated as its classical counterpart. The four TCF’s that appear in
Equation 5.3 are:
A(t1, t2, t3) = 〈µi(t3 + t2 + t1)µj(t2 + t1)µk(t1)µ`(0)〉
B(t1, t2, t3) = 〈µj(t2 + t1)µi(t3 + t2 + t1)µk(t1)µ`(0)〉
C(t1, t2, t3) = 〈µ`(0)µj(t2 + t1)µi(t3 + t2 + t1)µk(t1)〉
D(t1, t2, t3) = 〈µ`(0)µi(t3 + t2 + t1)µj(t2 + t1)µk(t1)〉 (5.4)
Because the dipole moment operators commute classically, the four TCF’s have the same
classical limit. To proceed and to verify the classical limit of a TCF, it is helpful to rewrite
it in the energy representation, for example:
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A(t1, t2, t3) = 〈µi(t3 + t2 + t1)µj(t2 + t1)µk(t1) µ`〉
=
1
Q
∑
a
〈a|e−βHeiH(t3+t2+t1)/~µie−iH(t3+t2+t1)/~eiH(t2+t1)/~µje−iH(t2+t1)/~
×eiHt1/~µke−iHt1/~µ`|a〉 (5.5)
In Equation 5.5 the dipole moment operators are multiplied by ρ = e−βH/Q and the
trace is taken. Q is the partition function and µa(t) = e
iHt/~µae
−iHt/~. Next, it is possible to
insert four complete sets of energy eigenstates,
∑
a |a〉〈a| with H|a〉 = Ea|a〉, operate, and
simplify [63] to get expressions of the form:
A(t1, t2, t3) =
1
Q
∑
abcd
e−βEaµiadµ
j
dcµ
k
cbµ
`
bae
iEabt1/~eiEact2/~eiEadt3/~
Eab = Ea − Eb
µab = 〈a|µ|b〉
Next, consider the complex conjugate of A(t1, t2, t3) ; note that the dipole moment op-
erator matrix elements are hermitian, i.e. µ∗ij = µji. The µ matrix elements can be chosen
and are taken as real, it is then clear that A∗(t1, t2, t3) = A(−t1,−t2,−t3).
A∗(t1, t2, t3) = 〈µ`(0)µk(t1)µj(t2 + t1)µi(t3 + t2 + t1)〉
A∗(t1, t2, t3) =
1
Q
∑
abcd
e−βEaµiadµ
j
dcµ
k
cbµ
`
bae
iEbat1/~eiEcat2/~eiEdat3/~ (5.6)
The triple Fourier transform of A(t1, t2, t3) gives the frequency domain function
A(ω1, ω2, ω3). Similar manipulations give the frequency domain functions for B, C, and D.
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Index switching (exchanging summed over dummy indicies), which is equivalent to taking
cyclic permutations of the trace, have be used to maximize the similarity between the four
expressions. [28,63]
A(ω1, ω2, ω3) =
1
Q
∑
abcd
e−βEaµiadµ
j
dcµ
k
cbµ
`
ba
×δ(ω1 − Eab/~)δ(ω2 − Eac/~)δ(ω3 − Ead/~)
B(ω1, ω2, ω3) =
1
Q
∑
abcd
e−βEaµidcµ
j
adµ
k
cbµ
`
ba
×δ(ω1 − Eab/~)δ(ω2 − Eac/~)δ(ω3 − Edc/~)
C(ω1, ω2, ω3) =
1
Q
∑
abcd
e−βEbµidcµ
j
adµ
k
cbµ
`
ba
×δ(ω1 − Eab/~)δ(ω2 − Eac/~)δ(ω3 − Edc/~)
D(ω1, ω2, ω3) =
1
Q
∑
abcd
e−βEbµiadµ
j
dcµ
k
cbµ
`
ba (5.7)
×δ(ω1 − Eab/~)δ(ω2 − Eac/~)δ(ω3 − Ead/~)
Using the fact that the Fourier transforms of the TCF’s are real, [63] it is simple to find
frequency domain expressions for the complex conjugates of the TCF’s. Taking the triple
Fourier transform of the complex conjugates gives the same frequency domain functions
evaluated at negative frequency, i.e. FT[f ∗(t1, t2, t3)] = f(−ω1,−ω2,−ω3).
A(−ω1,−ω2,−ω3) = 1
Q
∑
abcd
e−βEaµidaµ
j
cdµ
k
bcµ
`
ab
×δ(ω1 − Eba/~)δ(ω2 − Eca/~)δ(ω3 − Eda/~)
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B(−ω1,−ω2,−ω3) = 1
Q
∑
abcd
e−βEaµicdµ
j
daµ
k
bcµ
`
ab
×δ(ω1 − Eba/~)δ(ω2 − Eca/~)δ(ω3 − Ecd/~)
C(−ω1,−ω2,−ω3) = 1
Q
∑
abcd
e−βEbµicdµ
j
daµ
k
bcµ
`
ab
×δ(ω1 − Eba/~)δ(ω2 − Eca/~)δ(ω3 − Ecd/~)
D(−ω1,−ω2,−ω3) = 1
Q
∑
abcd
e−βEbµidaµ
j
cdµ
k
bcµ
`
ab (5.8)
×δ(ω1 − Eba/~)δ(ω2 − Eca/~)δ(ω3 − Eda/~)
At this point, if the frequency domain expressions only differed by the Boltzmann factor
weighting them, it would be possible to derive detailed balance relationships between all of
them. This is only the case for the pairs of TCF’s (A,D) and (B,C). Using the Boltzmann
factors to relate the members of each pair and then enforcing the delta functions, four
detailed balance relationships arise. Simple relationships between members of different pairs
and between positive and negative frequency TCF’s do not generally exist. [63] This is true
even though the time domain TCF’s, e.g. A and A∗, have the same real part and their
imaginary parts are the same function of opposite sign; both the real and imaginary portion
of the time domain TCF contribute to the frequency domain TCF’s.
D(ω1, ω2, ω3) = e
β~ω1A(ω1, ω2, ω3)
D(−ω1,−ω2,−ω3) = e−β~ω1A(−ω1,−ω2,−ω3)
C(ω1, ω2, ω3) = e
β~ω1B(ω1, ω2, ω3)
C(−ω1,−ω2,−ω3) = e−β~ω1B(−ω1,−ω2,−ω3) (5.9)
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If the classical limit of each TCF is taken as e−βE → 1, an unexpected problem arises.
The members of each pair can clearly be seen to have the same classical limit, i.e. (A,D)
and (B,C) but the equivalence between the pairs is not obvious. This point will be re-
examined later. Along with the relationships shown in Equation 5.9, taking the ratios
between sums and differences of time correlation functions will provide four relationships
useful for simplifying the R(3) expression. [63]
D(ω1, ω2, ω3)− A(ω1, ω2, ω3)
= tanh(β~ω1/2)[D(ω1, ω2, ω3) + A(ω1, ω2, ω3)]
D(−ω1,−ω2,−ω3)− A(−ω1,−ω2,−ω3)
= − tanh(β~ω1/2)[D(−ω1,−ω2,−ω3) + A(−ω1,−ω2,−ω3)]
C(ω1, ω2, ω3)−B(ω1, ω2, ω3)
= tanh(β~ω1/2)[C(ω1, ω2, ω3) +B(ω1, ω2, ω3)]
C(−ω1,−ω2,−ω3)−B(−ω1,−ω2,−ω3) (5.10)
= − tanh(β~ω1/2)[C(−ω1,−ω2,−ω3) +B(−ω1,−ω2,−ω3)]
Fourier transforming R(3) into the frequency domain and directly substituting the re-
lationships from Equations 5.9 and 5.10 into it, the third order response function can be
written exactly in terms of only two-time correlation functions, A and B.
R(3)(ω1, ω2, ω3) =
i
~3
tanh (5.11)
×
(
β~ω1
2
)
[(1 + eβ~ω1)(B+ − A+) + (1 + e−β~ω1)(B− − A−)]
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In Equation 5.11 the notation f+ = f(ω1, ω2, ω3) and f
− = f(−ω1,−ω2,−ω3) is intro-
duced for clarity and f represents any of the functions A,B,C,D. This equation is exact
for all frequencies and implies that the 2DIR signal is zero along the ω1 = 0 frequency axis.
At this point it is insightful to examine the classical limit of R(3). The exponentials are
expanded and terms of order ~ are retained. The result is that one ~ prefactor is eliminated
exactly from R(3) in the classical limit.
R(3)(ω1, ω2, ω3) =
i
~3
(
β~ω1
2
)
[(2 + β~ω1)(B+ − A+) + (2− β~ω1)(B− − A−)] (5.12)
It is easily proven that f++f− = 2fR, where fR(ω1, ω2, ω3) denotes the Fourier transform
of the real part of f(t1, t2, t3), and f
+−f− = 2fI , where fI(ω1, ω2, ω3) is the Fourier transform
of the imaginary part of f(t1, t2, t3), both of which are themselves real functions. These
relationships allow R(3) to be written
R(3)(ω1, ω2, ω3) =
iβω1
~2
[2(BR − AR) + β~ω1(BI − AI)] (5.13)
Equation 5.13 makes it clear that the (Fourier transform of the) imaginary part of A and B
must have a leading difference order ~ and the real parts order ~2 for a meaningful classical
limit to exist. At this point, back Fourier transforming to the time domain gives R(3) written
in terms of time derivatives. In general
f(t1, t2, t3) =
∫
eiω1t1eiω2t2eiω3t3f(ω1, ω2, ω3)dω1dω2dω3
d
dt1
f(t1, t2, t3) =
∫
iω1e
iω1t1eiω2t2eiω3t3f(ω1, ω2, ω3)dω1dω2dω3
d2
dt21
f(t1, t2, t3) = −i
∫
ω21e
iω1t1eiω2t2eiω3t3f(ω1, ω2, ω3)dω1dω2dω3
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Then, in the time domain, R(3) can be written in terms of t1 derivatives as shown. This
expression is exact in the classical limit.
R(3)(t1, t2, t3) =
2β
~2
[
d
dt1
BR(t1, t2, t3)− d
dt1
AR(t1, t2, t3)
]
+
iβ2
~
[
d2
dt21
AI(t1, t2, t3)− d
2
dt21
BI(t1, t2, t3)
]
(5.14)
In order to further simplify R(3) , it is necessary at this point to make approximations. By
evaluating the TCF’s invoking a harmonic approximation it is possible to find a relationship
between A and B. A harmonic potential V = mΩ2q2/2 is assumed with partition function
Q = e
−β~Ω/2
1−e−β~Ω . Additionally, the dipole moment functions appearing in the time correlation
functions are expanded out to first order in the harmonic coordinate, giving the required
matrix elements: [63]
µij = µ
0δij + µ
′qij
qij =
(
~
2mΩ
)1/2
[δi,j+1(j + 1)
1/2 + δi,j−1j1/2] (5.15)
In Equation 5.15, the primes represent derivatives with respect to the harmonic coordi-
nate q. In both A and B, expansion of the four µ’s gives the sum of sixteen terms, each
distinct in the powers of coordinates used to evaluate the dipole moment matrix elements.
Many of these terms can be neglected because their delta functions force them to equal zero.
Additionally, from examining Equation 5.14 it is clear that to contribute to R(3), a term
(in the time domain) must have a nonzero derivative with respect to t1 (although Equation
5.14 only considers the classical limit the neglected higher order terms would also involve
higher order t1 derivatives). Under these conditions, only four nonzero terms remain for each
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TCF: three terms with two µ′ and two µ0 (denoted 0110, 1100 and 1010 to denote the order
of coordinate that is used in evaluating the dipole matrix elements in the order presented
above in Equations 5.7 and 5.8), then one term with four µ′ (denoted 1111). The 0110, 1100,
and 1010 terms are identical in TCF’s A and B. Because R(3) is now expressed in terms of
differences between TCF’s A and B, these three terms vanish. The 1111 term is the only
one left to consider. In A(t1, t2, t3) the 1111 term is the sum of six distinct parts, labeled a
through f . The six terms from A1111 are:
A1111a(t1, t2, t3) = µ
′
iµ
′
jµ
′
kµ
′
`
(
~
2mΩ
)2 [
1
(1− e−β~Ω)2
]
2e−2β~ΩeiΩ(t1+2t2+t3)
A1111b(t1, t2, t3) = µ
′
iµ
′
jµ
′
kµ
′
`
(
~
2mΩ
)2 [
1
(1− e−β~Ω)2
]
2e−iΩ(t1+2t2+t3)
A1111c(t1, t2, t3) = µ
′
iµ
′
jµ
′
kµ
′
`
(
~
2mΩ
)2 [
1
(1− e−β~Ω)2
]
(e−β~Ω + e−2β~Ω)eiΩ(t1+t3)
A1111d(t1, t2, t3) = µ
′
iµ
′
jµ
′
kµ
′
`
(
~
2mΩ
)2 [
1
(1− e−β~Ω)2
]
(1 + e−β~Ω)e−iΩ(t1+t3)
A1111e(t1, t2, t3) = µ
′
iµ
′
jµ
′
kµ
′
`
(
~
2mΩ
)2 [
1
(1− e−β~Ω)2
]
2e−β~ΩeiΩ(t3−t1)
A1111f (t1, t2, t3) = µ
′
iµ
′
jµ
′
kµ
′
`
(
~
2mΩ
)2 [
1
(1− e−β~Ω)2
]
2e−β~Ωe−iΩ(t3−t1) (5.16)
Similarly, for TCF B, the 1111 term can be written as the sum of terms a through f .
Terms a and b are identical to those found for TCF A, while terms c through f have different
prefactors. The four terms unique B1111 terms are:
B1111c(t1, t2, t3) = µ
′
iµ
′
jµ
′
kµ
′
`
(
~
2mΩ
)2 [
1
(1− e−β~Ω)2
]
2e−β~ΩeiΩ(t1+t3)
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B1111d(t1, t2, t3) = µ
′
iµ
′
jµ
′
kµ
′
`
(
~
2mΩ
)2 [
1
(1− e−β~Ω)2
]
2e−β~Ωe−iΩ(t1+t3)
B1111e(t1, t2, t3) = µ
′
iµ
′
jµ
′
kµ
′
`
(
~
2mΩ
)2 [
1
(1− e−β~Ω)2
]
(e−β~Ω + 1)eiΩ(t3−t1)
B1111f (t1, t2, t3) = µ
′
iµ
′
jµ
′
kµ
′
`
(
~
2mΩ
)2 [
1
(1− e−β~Ω)2
]
(e−2β~Ω + e−β~Ω)e−iΩ(t3−t1) (5.17)
Considering only the 1111 terms, it is now possible to define an exact relationship between
the two TCF’s A and B and use it to simplify R(3). For terms a through f , the relationship
between A1111 and B1111 is easily found by comparing their cofactors. The result is a set
of six relationships between the two TCF’s. These relationships hold in both the time and
frequency domain, since they only depend on the terms’ coefficients.
A1111a = B1111a
A1111b = B1111b
A1111c =
1
2
(1 + e−β~Ω)B1111c
A1111d =
1
2
(1 + eβ~Ω)B1111c
A1111e =
(
2
1 + eβ~Ω
)
B1111e
A1111f =
(
2
1 + e−β~Ω
)
B1111f (5.18)
Carefully considering the six relationships shown above, it is possible to define a function
g(ω1, ω2, ω3) and its negative frequency counterpart g(−ω1,−ω2,−ω3) that relates A and B
in positive and negative frequency in terms of the dynamical variables ω1,ω2, and ω3; this
function is not necessarily unique but is the simplest functional form that was obtained.
55
The frequency domain TCF delta functions allow the harmonic frequency Ω to be written
in terms of ω1, ω2, and ω3 in the usual fashion.
A(ω1, ω2, ω3) = g(ω1, ω2, ω3)B(ω1, ω2, ω3)
g(ω1, ω2, ω3) =
1 + e−β~(ω1+ω3−ω2)/2
1 + e−β~(ω1−ω3)/2
A(−ω1,−ω2,−ω3) = g(−ω1,−ω2,−ω3)B(−ω1,−ω2,−ω3) (5.19)
g(−ω1,−ω2,−ω3) = 1 + e
−β~(ω2−ω1−ω3)/2
1 + e−β~(ω3−ω1)/2
To demonstrate this result, the explicit expressions for A and B (Equations 5.16 and 5.17)
can be substituted into Equation 5.18 and and then enforcing the delta functions immediately
leads to the results in Equation 5.19 – this type of manipulation is demonstrated in detail
in a previous paper. [63]
At this point, it is interesting to revisit the question of the classical limits of TCF’s A and
B. Above, it was not obvious that these two TCF’s shared the same classical limit. It is worth
noting that as β~Ω → 0, the six relationships in 5.18 all approach A = B. Additionally,
g(ω1, ω2, ω3) → 1 and g(−ω1,−ω2,−ω3) → 1. It is clear that the two TCF’s have identical
classical limits for the harmonic system with a linear dipole. If the classical limit is taken by
expanding the exponentials out to first order in ~, g(ω1, ω2, ω3) and g(−ω1,−ω2,−ω3) can
be simplified as shown below:
g(ω1, ω2, ω3) = 1 + β~ω2/4− β~ω3/2
g(−ω1,−ω2,−ω3) = 1− β~ω2/4 + β~ω3/2 (5.20)
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Next, g(ω1, ω2, ω3) and g(−ω1,−ω2,−ω3) can be incorporated into Equation 5.12 to sim-
plify the R(3) expression even further. TCF A has been completely eliminated from R(3),
leaving behind only TCF B. In the classical limit
R(3)(ω1, ω2, ω3) =
i
~3
(
β~ω1
2
)[
β~
4
(2ω3 − ω2)
]
(5.21)
×[2β~ω1BR(ω1, ω2, ω3) + 4BI(ω1, ω2, ω3)]
Two of the three ~ prefactors have been eliminated completely and R(3) is written in terms
of only BR(ω1, ω2, ω3) and BI(ω1, ω2, ω3), the Fourier transforms of the real and imaginary
parts of B(t1, t2, t3); in this limit BR becomes the classical TCF that can be computed using
MD. Finding a relationship between BR and BI will allow the removal of the last ~ prefactor
in the classical limit and also give an expression (in which the frequency factors are not
Taylor expanded) entirely in terms of BR that is valid for all frequencies – the primary goal
of this paper.
Considering a one-time correlation function f(t), fR(ω) and fI(ω) have a simple func-
tional relationship, fI(ω) = tanh(β~ω/2)fR(ω). [63, 64] If a similar relationship exists be-
tween BI(ω1, ω2, ω3) and BR(ω1, ω2, ω3), R
(3) can then be written in terms of only BR. How-
ever, such a relationship is not immediately obvious. To attempt to find one, each nonzero
term of B(t1, t2, t3) (terms 0011, 0101, 1001 and the six 1111 terms), was separated into its
real and imaginary components and the two parts were Fourier transformed separately. The
ratio between BI(ω1, ω2, ω3) and BR(ω1, ω2, ω3) was then determined for each term. Com-
paring the nine ratios, an exact relationship for the terms considered, similar in form to the
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above relationship for the one time correlation function, becomes apparent.
BI(ω1, ω2, ω3) = − tanh
[
β~(ω1 + 2ω2 − ω3)
4
]
BR(ω1, ω2, ω3) (5.22)
Equation 5.22 is exact for the harmonic system. (it should be noted we are only considering
the 1111 terms for the harmonic system in constructing this relationship – the lowest order
terms that contribute to R(3) within the harmonic approximation cunt). With the ability to
relate BR(ω1, ω2, ω3) and BI(ω1, ω2, ω3), it is possible to make one final simplification, which
removes the final remaining ~ prefactor in the classical R(3) expression. In the classical limit,
the final expression for R(3) is given by
R(3)(ω1, ω2, ω3) =
β3
8
(2ω21ω3 − ω21ω2 − 5ω1ω2ω3 + 2ω1ω22 + 2ω1ω23)BR(ω1, ω2, ω3)
R(3)(t1, t2, t3) =
β3
8
(
d3BR
dt21dt2
− 2 d
3BR
dt1dt22
− 2 d
3BR
dt21dt3
− 2 d
3BR
dt1dt23
+ 5
d3BR
dt1dt2dt3
)
(5.23)
The derivatives appearing in the time domain expressions result from taking time deriva-
tives of the Fourier transform of B(ω1, ω2, ω3). To examine high frequency phenomena,
taking the classical limit of the R(3) is not desirable. In this case, in the frequency domain
expression takes the form:
R(3)(ω1, ω2, ω3) = (
i
~3
)tanh(β~ω1/2)
×(1 + eβ~ω1)(1− g(ω1, ω2, ω3))(1− tanh[β~(ω1 + 2ω2 − ω3)/4])
+(1 + e−β~ω1)(1− g(−ω1,−ω2,−ω3))(1− tanh[β~(ω1 + 2ω2 − ω3)/4])
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×BR(ω1, ω2, ω3) (5.24)
Equation 5.24 is now in a form that can be evaluated using classical MD and TCF tech-
niques. BR(t1, t2, t3) is replaced by its classical counterpart and Fourier transformed into the
frequency domain. The frequency factors are then taken into account and the resulting func-
tion can be back transformed to the time domain to produce the desired response function
that can then be used in Equation 5.1; Equation 5.24 is the central result of this chapter
and will be used to examine the 2DIR spectrum of ambient water in Section 7. As noted in
the introduction, Equation 5.24 would give zero signal for a harmonic system with a linear
dipole. This result can be verified by substituting the Equations in 5.17 into Equation 5.24.
Thus the use of the harmonic reference system makes the expression sensitive to anharmonic
couplings while filtering out the harmonic contributions.
We have presented a fully three-dimensional theory. While expressing the response in
terms of a classical correlation represents an enormous simplification, a three-time classical
correlation remains a formidable challenge. Because of that, and because of the available
experiments, we aim to discuss a 2D theory in detail. There are two questions: do the
experiments probe a 2D response function, and is the 2D response determined by a 2D
classical correlation? The IR echo experiment nominally has t2=0. For finite pulse lengths
this condition is not literally enforced. However, as the ideal limiting case, and a good
approximation to the real experiment, we will evaluate the 2D response, specifically:
R(3)(ω1, ω3) ≡ (5.25)
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R(3)(ω1, t2 = 0, ω3) = (
1
2pi
)3
∫
dt1e
−iω1t1
∫
dt2e
−iω2t2
∫
dt3e
−iω3t3R(3)(t1, t2, t3) δ(t2)
Equation 5.25 implies that we need to evaluate the response function given by (the Fourier
transform of) Equation 5.24 at t2 = 0. Within our theory it is computationally far more
convenient to evaluate the TCF, BR(t1, t2, t3) using the condition t2 = 0. This is complicated
by the form of Equation 5.24 because the TCF is multiplied by a complicated function of
frequency and the product would need to be back Fourier transformed to implement the
condition in time and in general this does not lead to evaluating BR(t1, t2 = 0, t3). However,
in the limit that all three frequencies are high, β~ω1,2,3 À 1, an approximate simplification
is possible and this is the relevant experimental frequency regime. Defining everything on
the right hand side of Equation 5.24 that multiplies BR as h(ω1, ω2, ω3) gives R
(3) within our
theory as:
R(3)(t1, t2 = 0, t3) = (5.26)[∫
dω1e
iω1t1
∫
dω2e
iω2t2
∫
dω3e
iω3t3h(ω1, ω2, ω3)BR(ω1, ω2, ω3)
]
t2=0
Equation 5.26 only implies that the TCF only needs to be evaluated at t2 = 0 if h is not
a function of ω2. In the limit of high frequency this is the case, although at ≈ 3000 cm−1 it
is still weakly ω2 dependent and the limiting value is not reached until ≈ 6000 cm−1 when
ω1 ≈ ω3 ≈ 3000 cm−1 at 300K. Thus, h hardly changes over the width of an intramolecular
resonance and the resulting lineshapes will be little changed. Therefore, for the purposes
of demonstrating the theory we will assume the high frequency limit and take h as only
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a function of ω1 and ω3, h(ω1, ω3). In this case Equation 5.26 can be evaluated to give
BR(ω1, t2 = 0, ω3) and when Equation 5.24 is evaluated a large ω2 is chosen, in this case
ω2 = 10000 cm
−1. To test the choice a variety of smaller ω2 values were tried and the
lineshapes were very similar. This 2D theory involves further approximation but is not a
limitation of the general theory presented but rather a computational convenience to avoid
calculating the three-time TCF that is generally required in Equations 5.1 and 5.24.
Equating the TCF BR(t1, t2, t3) with its classical counterpart is a further approximation
and this is frequently done in the case of one dimensional TCF’s and tends to change the
magnitude of spectroscopic signals more than the actual lineshapes themselves. [60] A better
approach is to quantum correct the (Fourier transform of the) classical TCF based on the
relationship between the quantum and classical TCF for an exactly solvable model system,
e.g. a harmonic system. In the multidimensional case this is somewhat more difficult. One
proceeds by forming the ratio of the terms in the B function, Equation 5.17, with their
classical limit. That ratio is then used to quantum correct the frequency domain classical
TCF. The problem in the multidimensional case is that the ω1,ω2, and ω3 dependence is
under-determined and only the harmonic frequency dependence on Ω is known; in the one
dimensional case there is a one to one correspondence between the harmonic frequency, Ω
and the spectroscopic observation frequency (conjugate to t) and no ambiguity results. In
Chapter 7 two quantum correction schemes that are both exact for the harmonic model
system results are presented and it is demonstrated that the resulting lineshapes are not
greatly changed. Further, the lack of a unique quantum correction scheme is not a major
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limitation given that challenging 2DIR experiments do not focus on absolute intensities and
the present approach represents a computationally tractable theory of 2DIR spectroscopy
that can be applied to chemically interesting systems simulated in atomistic detail.
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Chapter 6
Fifth Order Raman Results
In this chapter, results from the application of the TCF theory for the fifth order Raman re-
sponse function from chapter 4 are presented. The first system tested was ambient CS2 which
is also compared to available experimental results. Liquid xenon was also investigated and
the TCF results compared to extant exact classical calculations. Although the experimental
data available is sparse, it will be seen that the TCF theory reproduces certain characteris-
tics of experimental results as well as displaying limiting behavior. For liquid xenon, it will
be shown that the TCF quantitatively reproduces the exact classical calculations.
6.1 Results for Ambient CS2
To test Equation 4.45 against experimental and other theoretical approaches, the two time
TCF was calculated for ambient CS2 and liquid xenon. Classical MD simulations were
performed using a code developed at the Center for Molecular Modeling at the University
of Pennsylvania, which uses reversible integration and extended system techniques. [65, 66]
Microcanonical MD simulations were performed on ambient CS2 with an appropriate density
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[58,67–70] and an average temperature of 298K. 7.0 million four femtosecond MD time steps
were performed, and TCF data was correlated every 8.0 fs femtoseconds for a total of 3.5
million configurations; the fifth order response functions derived from these computations
were smoothed by averaging every five points together to better visualize the overall shape
of the resulting functions.
Figure 7.1 shows the two time TCF, 〈∆Π(0)∆Π(t1)∆Π(t1 + t2)〉 for the fully polarized
geometry with all of the polarizability elements are the same Cartesian direction.
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Figure 6.1: The two time correlation function of the polarizability, 〈∆Π(0)∆Π(t1)∆Π(t1 +
t2)〉.
The TCF decays to zero at long times with only limited structure at intermediate times, in
contrast to its highly structured derivatives. The function decays most rapidly between zero
64
and 500 fs and shows some oscillatory behavior along t2, with t1 = 0. Even after significant
averaging the TCF shows some noise at longer times, although the short time information
between zero and one picosecond, that is significant in calculating the fifth order response
function, is well averaged. Figures 6.2a-b present the (magnitude of the) fully polarized
fifth order response function, |R(5)(t1, t2)| calculated using Equation 4.45 with two different
TCF times steps. The limiting behaviors, with R(5)(t1, t2) going to zero at the origin and
everywhere along t2 = 0 are apparent.
Further, along t1 = 0 the response exhibits an intermediate-time plateau. This behavior
has been observed experimentally for ambient CS2 . [11, 12, 14] The ridge along t1 = 0 has
also been observed in numerically exact calculations of R(5) performed in liquid xenon [8]
and for model systems. [5,18,71,72] It is encouraging that the present TCF theory captures
this distinctive feature of the fifth order response.
The fifth order response function does exhibit oscillatory behavior with a frequency cor-
responding to symmetric stretching (≈ 658. cm−1). To verify the origin of the feature a CS2
model was run with a frequency 20. cm−1 larger and the oscillations in the signal appeared
with the new frequency. The symmetric stretch is the only vibrational mode that has a non-
zero first polarizability derivative and all vibrational coordinates have zero second polariz-
ability derivatives in the gas phase. The physical mechanism permitting the intramolecular
mode signal appearing in the fifth order response function is currently under investigation
and may be interaction induced with intermolecular couplings leading to non-zero second
polarizability derivatives for a particular mode. Non-zero second polarizability derivatives
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Figure 6.2: The application of the present theory of |R(5)(t1, t2)| is shown for ambient CS2 .
The TCF used to generate the fifth order response function is calculated with a time step of
(a) dt = 0.008 ps and (b) dt = 0.04 ps.
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would be required for at least an independent harmonic mode to contribute as can be seen
in Equation 4.34. Other theoretical investigations in CS2 have used rigid models [73,74] or
do not state/control the polarizability derivatives to match experimental values. [14] Figure
6.2b shows the response that results from calculating the TCF using a larger time step that
naturally filters out most of the high frequency oscillations and makes the overall shape of
the surface easier to discern.
Overall, in the fifth order response, a single large peak is found at short times for both time
arguments, and this is similar to the experimental results that are available. Recent work
by Jansen et. al. has also described the fully polarized fifth order response of ambient CS2
using a non-equilibrium simulation / finite field approach that can be shown to reproduce the
third order polarization response calculated for the same model using TCF methods. [73,74]
The results are difficult to compare because the polarizabilty models used are different. The
present model was employed because it quantitatively reproduced the OKE spectrum of
liquid CS2 from boiling to freezing at atmospheric pressure. In any case, Jansen obtained
results for four different polarizabilty models all of which show the signal decaying over like
time scales and exhibiting limiting behaviors similar to the results presented here. Trying
our theory with different polarization models is planned for future investigations.
Figure 6.3 highlights time slices of R(5), t1 = 0 (upper-left), t2 = 0(upper-right), t1 = t2
(lower-left), and compares the theoretical time slices on an absolute scale (lower-right).
Figure 6.3 also show recently published experimental data for the same time slices; the
experimental measurements are not in absolute units and are scaled to match the theoretical
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Figure 6.3: Three time slices of R(5) for CS2; (upper-left) along t2 with t1 = 0, (upper-
right) along t1 with t2 = 0, and (lower-left) along t1 = t2 are shown. The theoretical results
(lines with symbols) are compared with recent experimental measurements (lines with no
symbols). [11] (lower-right) The theoretical times slices are compared with an absolute scale
(t1=0 - lines with circles; t1=t2 - lines with triangles; t2=0 - no symbols). In this and
subsequent figures the theoeretical results are given in the stated absolute units with β in
Equation 4.45 taken as unity.
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data. In contrast to the theoretical results, the experimental measurements [11] are not
simply the nuclear contribution to R(5). They also include an electronic response at short
times and perhaps some contamination from other processes. [11] Nonetheless, the agreement,
especially the rate and location of decay of the functions is very similar outside of 100
fs (although it appears somewhat longer for t1 = 0). The electronic contribution to the
signal is dominant in the experimental signal for times up to at least 100 fs. A measure
of this is the signal along t2 = 0 where the nuclear fifth order response vanishes and the
principle contribution to the experimental signal is from electronic response. Our theoretical
expression, Equation 4.45, also gives zero along t2 = 0 and the theoretical data demonstrate
this result. (The first few points are small nonzero values that are statistically equivalent
to zero; taking derivatives at points close to the axis requires numerical algorithms that are
correct to lower order, and the signal results from the cancellation of positive and negative
contributions.)
Along t1 = 0 both sets of data show a rapid decay and a plateau at about 500 fs that
can be seen as a ridge in Figure 6.3(upper), and the agreement between the two sets of
data is excellent. The theoretical data show an oscillation with a period characteristic
of the symmetric stretch. This oscillation, in phase and magnitude, is also hinted at in
the experiments, but it is unclear how noisy the experimental measurements are. Fourier
transforming both the theoretical and experimental one dimensional data sets (along t1 = 0)
does give a peak of similar width in the symmetric stretching spectral region. At longer
times, after a few picoseconds, the response function approaches zero everywhere.
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Along t1 = t2 there is a small or no signal and no significant echo that has been the sub-
ject of discussion concerning R(5). [8] The experimental data along t1 = t2 are very similar
to t2 = 0 again reflecting the small nuclear response that is observed. A large contribu-
tion along t1 = t2 could be interpreted as an echo, indicating the existence of long lived
intermolecular modes but this appears not to be the case. This absence of a significant re-
sponse along t1 = t2 suggests that intermolecular modes are highly damped. From Equation
4.45, the contribution along t = t1 = t2 can be shown to result from the difference between
two TCF’s: 〈∆Π˙(0)∆Π(t)∆Π˙(2t)〉 − 〈∆Π˙(0)∆Π˙(t)∆Π(2t)〉, in which Π˙ represents a time
derivative. Evidently the TCF’s are very similar.
6.2 Results for Liquid xenon
The most rigorous test of this theory is to compare the resulting spectra to those from exact
numerical results for the same model system. To evaluate this approach exactly, the classical
limit is taken directly by replacing the commutators with Poisson brackets. Then, R(5) is seen
to contain brackets of variables at different times, which requires the exceedingly difficult task
of calculating the dependence of a many-body dynamical variable on its initial conditions.
Calculating R(5) in this way is only practical for small simple systems and results for liquid
xenon were reported previously. [8] To compare our theory to those results, microcanonical
MD simulations were performed for the neat liquid xenon consisting of 108 atoms. The
atoms interacted via a Lennard-Jones pair potential and the systems reduced density and
temperature were ρσ3=.8 and kT/²=1.0 and the same model parameters were used as in the
70
|R
(5)
(t 1
,t 2
)|2
(A
3 /p
s2
)
 0
 0.2
 0.4
 0.6
 0.8
 1
t1 /ps
 0
 0.2
 0.4
 0.6
 0.8
 1
t2 /ps
 0
 0.1
 0.2
 0.3
 0.4
 0.5
Figure 6.4: TCF FODID results for |R(5)xxxxxx(t1, t2)|2 liquid xenon. Contours are evenly
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exact calculation. [8]
Results for the square of the fully polarized fifth order response function, |R(5)xxxxxx(t1, t2)|2,
within the FODID approximation, are shown in Figure 6.4. Figure 6.5 shows the result using
our TCF theory is overlayed on the exact classical calculation performed by Ma and Stratt [8];
even though an exact TCF theory is not possible, [10] the present theory is very effective. It
captures the characteristic features present in the exact calculation including the same decay
times and the lack of an echo signal along the diagonal – that implies that the intermolecular
modes have lifetimes of less than a full period. The signal is sharply peaked around t1 ≈
30 fs,t2 ≈ 350 fs. Decay times vary along each axis with the signal dying out along t1 by
400 fs; along t2 there is a long time decay that continues beyond the 1 ps that is shown. In
contrast to liquid xenon, the plot of the spectrum of CS2 [11, 63] is roughly symmetric, so
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Figure 6.5: Results for |R(5)xxxxxx(t1, t2)|2, using the FODID approximation for liquid xenon.
The exact classical molecular dynamics calculation (red), Stratt et.al., was reported in arbi-
trary units and is normalized here to our TCF theory data (green) at the maximum point.
the extreme asymmetry of the xenon simulation, with the peak practically on the t2 axis,
is striking. [11, 63, 73] The capability of the TCF theory to correctly yield symmetric or
asymmetric spectra is further strong evidence of its general applicability.
To highlight the effectiveness of the TCF theory, Figure 6.6 shows a slice of |R(5)xxxxxx(t1, t2)|2
along t2 with t1=0. The dashed line is from the exact classical calculation and the solid line
marked with squares represents the same result shifted forward in time by 34.7 fs. The solid
line without symbols is from our TCF theory. The TCF result and the time shifted exact
calculation show quantitative agreement. The difference between the exact result and the
TCF theory, the shift in time, is very likely due to finite system size effects on the exact
calculation. Ma and Stratt were limited to using only 32 atoms in their simulation – even
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Figure 6.6: Slices of |R(5)xxxxxx(t1, t2)|2 along t2 with t1=0. The dashed line represents the exact
classical calculation, the line marked with squares represents the time shifted exact classical
calculation and the solid line without symbols represents the result from the TCF theory.
within the FODID approximation that is far less computationally demanding than a MBP
evaluation of the polarizability. To test the effect of the small system size they performed a
simpler calculation of a one dimensional slice of ∂
2 gR(t1,t2)
∂t1∂t2
|t2=0 for 32 and 108 atoms, because
a non-Poisson bracket piece of the fifth order signal with this form may be identified. [75]
The resulting lineshape had the same shape but with a time phase shift nearly identical to
that apparent in Figure 6.6 (see Figure 4 of their paper) implying that the present theory
may agree even better then the figure suggests. [8]
Figure 6.7 shows |R(5)(t1, t2)|2 for liquid xenon using the MBP model. [76] The MBP result
is a prediction of the experimental fifth order response function – xenon is highly polarizable
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and the FODID approximation is not strictly valid. The use of the FODID model effectively
acts to remove contributions from the trace of the polarizability matrix [8] – one of three
matrix invariants (in isotropic media) that give rise, in different combinations, to the signals
for different polarization conditions. [9] Although the trace contributions are small in 1D
correlation functions, [8] in 2D correlation functions the invariants appear as products and a
zero trace invariant kills off other significant terms that include sizable invariants multiplied
by the trace contribution. [9] Thus, the use of the FODID approximation in the 2D correlation
functions acts to remove significant contributions that lead to different signals – including
removing the echo contribution.
Figure 6.8 compares results for |R(5)xxxxxx(t1, t2)|2 using the MBP model (red) and the
FODID model (green). The most notable differences are that the MBP signal has faster
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Figure 6.8: TCF MBP theory results for |R(5)xxxxxx(t1, t2)|2 using MBP model (red,peaks ear-
lier) vs FODID approximation (green).
decay times, along both the t1 and t2 axis, and the peak is shifted to earlier times along t2.
The signal is characterized by a strong peak around t1 ≈ 45 fs, t2 ≈ 125 fs and dies out by
200 fs along both t1 and t2. As in the FODID approximation, no echo signal appears along
the diagonal and the signal appears featureless beyond 300 fs in both t1 and t2 directions.
While the FODID model captures much of the response, the distinct differences observed
are a result of the exclusion of the polarizability tensor invariant contributions mentioned
above.
The utility of multidimensional spectroscopy is the ability to select out specific system
information due to the two-dimensional nature of the experiment. This can be accomplished
by using the various polarization conditions to enhance or diminish specific Liouville path-
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ways that contribute to R(5)(t1, t2). [9] The use of the FODID approximation removes this
utility by predicting the same TCF for all polarization conditions as discussed in Sec. (5.3);
however, the MBP model retains this capability. Table 6.1 shows a summary of the anal-
ysis performed by Fourkas et.al. to aid in evaluating the spectra presented here. [9] The
left column indicates the experimental polarization conditions considered and the top row
shows the contributions to the response function in terms of Liouville pathways; below each
pathway is the effect of each polarization condition on the correlation function contributing
to it.
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Table 6.1: A summary of the analysis performed by Fourkas et.al.. [9] The top row repre-
sents the pathways that correspond to those in Fourkas’s analysis and the effect of various
polarization conditions (left column) is indicated in each column. The xxzzxx combination
enhances the echo signal.
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Ideally, enhancing the pathway leading to the echo-like signal, R(Π
(1)Π(2)Π(1)) in Table 6.1,
and/or diminishing the others would lead to interesting information. Note that the pathway
notation used here is that of Fourkas et. al. and differs from other literature references
including our earlier work. [15, 63, 77, 78] A major reason for developing fifth order Ra-
man spectroscopy was to probe intermolecular dynamics for modes with characteristics that
would produce an echo signal. The utility of polarization conditions is shown in table 6.1;
each polarization condition, except the fully polarized, leads to a unique correlation func-
tion contributing for one pathway. In the fully polarized condition, the different Liouville
space pathways are equally weighted suggesting that this is a poor choice for selecting out
specific information; in addition, this makes it impossible to determine if a single pathway
is dominant in the fully polarized signal. The other possible polarization conditions provide
a means by which certain pathways can be enhanced while others are diminished and this
analysis is based on a harmonic model of the dynamics where nonlinearity in the polarizabil-
ity provides the signal. [9] To aid in identifying the dominant pathway for each polarization
condition, Table 6.1 has been included. For semipolarized (xxxxzz,xxzzxx,zzxxxx) and
depolarized (xzxxxz,xxxzxz,xzxzxx) polarization conditions, [17] the pathway with a cor-
relation function that has the “odd” index (zz for semipolarized; xx for depolarized) on Π(2)
leads to enhancement of that pathway. For example, for the xxxxzz polarization condition,
the odd index, zz, is on Π(2) in the correlation function Π
(1)
xxΠ
(1)
xxΠ
(2)
zz . From Table 6.1, this
corresponds to the pathway R(Π
(1)Π(1)Π(2)). The enhancement results from an emphasis of the
dominant invariant combination Tr(Π(2))PP (Π(1),Π(1)) for those forms. The polarization
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conditions xxzzxx and xzxxxz lead to a correlation function for the echo-like pathway of
the form Π
(1)
xxΠ
(2)
zz Π
(1)
xx and Π
(1)
xzΠ
(2)
xxΠ
(1)
xz respectively, and thus enhance that pathway. The
other pathways are enhanced by other polarization conditions in a similar way. It should
be pointed out that the leading order terms in fifth order non-resonant spectroscopy involve
Π(2), e.g. terms of the form Π(1)Π(2)Π(1). [9] In cases where there is dominant anharmonicity,
terms of the form Π(1)Π(1)Π(1) can make contributions. [79] However, this contribution is not
expected to be large in a Lennard-Jones fluid under these conditions.
The lower panel of Figure 6.9 shows |R(5)xxzzxx(t1, t2)|2 using the MBP model with the
instantaneous normal mode (INM) vibrational DOS for xenon appearing in the inset. [76,80]
The most notable feature of this figure is the echo peak that exists along the diagonal.
The echo signal is elliptical with the length along the diagonal being nearly twice as long
as the width perpendicular to the diagonal. In fifth order Raman spectroscopy, the echo
peak implies that an intermolecular mode, excited at time zero, is still oscillating at the
time of the measurement one period later and suggests that the spectrum is dominated
by inhomogeneous contributions. As shown is Figure 6.9, associating a period with the
oscillation leads to the first echo signature at 53cm−1 (100 fs) and the end of the signal
occurs at a frequency of 12 cm−1 (450fs). The echo onset frequency is in the tail of the INM
DOS and the last echo occurs near the maximum of the INM DOS and the echo signature
spans nearly the entire INM DOS. The appearance of an echo in such a simple liquid implies
that intermolecular modes may generally live at least a period in more complicated liquids
that have significant Lennard-Jones interactions. The signal along the diagonal of Figure 6.9
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Figure 6.9: |R(5)xxzzxx(t1, t2)|2 with MBP for liquid xenon. The solid lines parallel to the t2
axis represent the width and location of (the beginning and end of) the echo peak along the
diagonal (0.1 ps, 0.45 ps) – using the diagonal to choose the lines leads to them overlapping
off-diagonal features in the figure. The inset shows the INM DOS for liquid xenon with
vertical lines placed to show the breath of the vibrational periods associated with the echo
peak.
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was fit to a single exponential of the form e(−t/τ) , where t is the time and τ is the lifetime,
and was found to have a lifetime of approximately 190 fs. This serves as an estimate of mode
lifetimes. Note that the echo signal is smaller in magnitude than the other contributions
that hide it in other polarization geometries. The presence of an echo signal for the R
(5)
xxzzxx
polarization condition was suggested by Fourkas et.al. and only appears using the MBP
model. [9] The use of the FODID approximation acts to remove distinguishing contributions
to differing polarization conditions by only allowing the triple product invariant to contribute
with varying magnitudes. [8, 9]
To date, molecular liquids have not shown an echo feature in 2D Raman experiments.
This implies that the other pathways are dominating the echo signal making it difficult
to detect. The stronger signal in molecular liquids may be dominated by rotations but
this remains to be examined. However, it maybe that the presence of a single molecule
polarizability in that case will overwhelm the lesser magnitude echo contribution.
Figure (6.10) represents the remaining semipolarized polarization conditions. The upper
panel shows |R(5)zzxxxx(t1, t2)|2 with its strong ridge at t1=0 along t2. The signal is instantly
nonzero along t1 and begins to grow in along t2 at around 200 fs and the ridge continues
beyond the 1 ps shown here. In the t1 direction the signal decays to zero by t1 ≈ 200 fs.
Figure (6.11) shows a slice of the zzxxxx polarization signal taken along t2 with t1=0
where the decay time can be seen to extend to approximately 3 ps. The signal also appears
to decay in phases with periods of slow or almost no decay followed by periods of rapid
decay. The lower panel of Figure 6.10 shows |R(5)xxxxzz(t1, t2)|2 which nearly quantitatively
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Figure 6.10: Results for semipolarized polarization conditions of |R(5)(t1, t2)|2, using the
MBP model for liquid xenon: zzxxxx (top panel), xxxxzz (lower panel). Upper panel:
Three contour lines are evenly spaced from 0.05-0.15 ; lower panel: Four contour lines are
evenly spaced from 0.02 - 0.08.
81
0 0.5 1 1.5 2 2.5 3
t2 (ps)
0
0.05
0.1
0.15
0.2
|R(
5) (
t 1,
t 2
)|2  
(A
3 /p
s2
)
Figure 6.11: Time slice of |R(5)(t1, t2)|2 for the zzxxxx polarization along t2 with t1=0.
reproduces the fully polarized result (in shape with a different amplitude due to the different
weighting coefficients) , |R(5)xxxxxx(t1, t2)|2. This suggests that there is one dominant pathway
that contributes to the fully polarized signal and it is enhanced in the |R(5)xxxxzz(t1, t2)|2. Using
the analysis from above, it would be expected that the pathway enhanced in this polarization
would be the pathway labeled R(Π
(1)Π(2)Π(1)) in table 6.1.
Figure (6.12) represents the depolarized polarization conditions. The upper panel shows
|R(5)xzxxxz(t1, t2)|2 which resembles the fully polarized result. Using Table 6.1, we can predict
that this polarization would be expected to enhance the echo-like pathway by observing the
fact that the correlation function contributing to that pathway takes the form Π
(1)
xzΠ
(2)
xxΠ
(1)
xz .
The signal is slightly elongated along the diagonal suggesting that the pathway leading to the
echo is enhanced although with less efficiency than the xxzzxx polarization. As discussed by
Fourkas et.al., earlier theoretical analysis suggested that the signal should not be instantly
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Figure 6.12: Depolarized results for |R(5)(t1, t2)|2, using the MBP model for liquid xenon:
xzxxxz (top panel), xxxzxz (middle panel) and xzxzxx (lower panel). Upper and middle
panel: five contour lines spaced from 0.02-0.1; lower panel: four contour lines spaced from
0.01-0.04. 83
nonzero along either axis, but should build in along both t1 and t2. [9] Although, the theory
predicts a signal that is rigorously zero along t2 = 0, the signal in Figure 6.12 shows some
noise along that axis due to numerical error in taking the required derivatives. The top
panel of Figure 6.13 shows slices along t2 = 0 (dotted-dashed line) and t1 = t2 (solid line)
for |R(5)xzxxxz|2 plotted with error bars (±0.0081A˚3/ps2). The error estimate was calculated
along the t2 = 0 axis representing the maximum estimated error due to the need to calculate
a lower order numerical derivative on the zero axis and the lack of any real signal.
The result for |R(5)xxxzxz(t1, t2)|2 (Figure 6.12 middle panel) shows a combination of various
polarization characteristics. From Table 6.1, we would expect a signal that enhances the
pathway R(Π
(2)Π(1)Π(1)), the same enhanced in the zzxxxx polarization. Indeed, both xxxzxz
and zzxxxx share the dominant ridge along t2 with t1=0. The sharp, fast rising peak near
the origin resembles that seen in the fully polarized result with similar decay times. The
signal is instantly nonzero along t1 and grows in rather quickly along t2. The signal then
continues in the t2 direction well beyond the 1 ps time shown. In the t1 direction the signal
decays to zero by 200 fs.
Note that the R(Π
(2)Π(1)Π(1)) pathway is zero for a harmonic or a Brownian oscillator sys-
tem. [15,77,78] Therefore the ridge contribution must dominated by anharmonic dynamical
contributions as was suggested by an earlier MD and INM analysis. [8, 81]
The lower panel shows |R(5)xzxzxx(t1, t2)|2. It would be expected that this polarization
would enhance the same pathway enhanced in the xxxxzz polarization. Both polarization
conditions do bear strong resemblance to the fully polarized with shorter decay times along
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Figure 6.13: Time slices of |R(5)(t1, t2)|2 for the xzxxxz polarization (upper) along t2 = 0
(dotted-dashed line) and t1 = t2 (solid line) and for xzxzxx along t1 = t2 plotted with error
bars. The error estimates for the slices were ± 0.0081 A˚3/ps2 for the t2 = 0 slice of xzxxxz
and ± 0.0025 A˚3/ps2 for the t1 = t2 slice of xzxzxx.
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the diagonal in the xzxzxx signal. This again agrees with earlier theoretical work. [9]. The
small bump appearing around 250 fs is suggestive of an echo. The lower panel of Figure 6.13
shows the t1 = t2 slice of |R(5)xzxzxx|2 plotted with error bars (±0.05A˚3/ps2). This suggests
that the small bump is not an artifact of numerical error in the calculations.
It is possible to enhance specific pathways more by combining signals from multiple po-
larizations. The upper panel of Figure 6.14 shows |R(5)xxzzxx(t1, t2) − R(5)xxxxzz(t1, t2)|2 which
enhances the echo signal relative to the other features. Figure 6.10 (upper) shows a ridge
along t1=0 and (lower) shows a relatively sharp peak near the origin (a spike). The dominant
pathways for these two figures are R(pi
(2)pi(1)pi(1)) (upper) and R(pi
(1)pi(1)pi(2)) (lower). [9] There-
fore these two pathways will be referred to here as the “ridge” and “spike” pathways respec-
tively. Taking the difference of xxzzxx and xxxxzz polarization signals acts to diminish the
“spike” pathway contribution that is a dominant feature in both the xxxxzz (Figure6.10) and
xxzzxx (Figure6.9) signals. As shown in table 6.1 the correlation functions that contribute
to the “ridge” pathway are pi
(2)
xx pi
(1)
xx pi
(1)
zz and pi
(2)
xx pi
(1)
zz pi
(1)
xx for xxxxzz and xxzzxx respectively.
Within each correlation function, the pi′s commute and so the correlation functions are iden-
tical for these two polarization conditions. This leads to perfect cancellation of the “ridge”
contribution for this combination. Note, that for the zzxxxx polarization conditions, the
correlation function that contributes to the ridge pathway is pi
(2)
zz pi
(1)
xx pi
(1)
xx . This correlation
function is not identical to those from either xxxxzz or xxzzxx, thus taking the difference
of zzxxxx and xxxxzz or zzxxxx and xxxxzz would not lead to perfect cancellation of the
“ridge pathway”. The “ridge” contribution can be seen in both the zzxxxx (Figure6.10) and
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xxzzxx (Figure6.9) signals.
The lower panel of Figure 6.14 shows |R(5)xzxxxz(t1, t2) − R(5)xzxzxx(t1, t2)|2 in which similar
cancellation takes place. The “spike” pathway contribution is effectively removed along with
exact cancellation of the “ridge” pathway contribution with this combination. Note the
signal to noise ratio is significantly lower in the depolarized signals as seen in the lower panel
of Figure 6.14. Lastly, while it is possible to preferentially enhance a pathway relative to the
other pathways, it is not possible to reduce the fifth order response to a single pathway. The
pathways are convoluted in such a way that no combination of various polarization condition
signals will yield a result that depends on a single pathway.
Although the analysis by Fourkas et. al. was applied to existing experimental CS2 results,
it is general and applies equally well to liquid xenon. The differences in the semipolarized
and depolarized spectra is not at all unexpected. A combination of factors could lead to these
differences including diminished ability of the depolarized conditions to enhance/diminish
the pathways relative to one another. If indeed there is one dominant pathway that leads to
the fully polarized spectra, then it would be expected that the depolarized results would have
fully polarized characteristics. In addition, the effect of the pathway R(Π
(2)Π(2)Π(2)) has not
been stressed in our analysis. The fact that this pathway contributes equally within each
of these two polarization forms (semipolarized and depolarized) makes it somewhat more
difficult to appreciate its contribution without further analysis. It is also remarkable the
variety of lineshapes that can be obtained for the 2D Raman spectrum of even simple liquids.
This suggests rich information content in the signal that requires better understanding to
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Figure 6.14: |R(5)xxzzxx(t1, t2) − R(5)xxxxzz(t1, t2)|2 (upper panel) and |R(5)xzxxxz(t1, t2) −
R
(5)
xzxzxxls−(t1, t2)|2 (lower panel) for liquid xenon using the MBP model. Six contour lines
are evenly spaced from (top panel) 0.02-0.12 and (bottom panel) 0.01-0.05.
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Chapter 7
2D IR Results
Application of the TCF theory of the third order response function probed in the 2DIR
experiment is presented in this chapter. The present theory of the third order response
function and 2DIR spectroscopy was applied to ambient liquid water. Recent experiments
have examined the OH stretching region for dilute solutions of HOD in D2O; there are
experimental challenges associated with examining neat H2O due to its strong IR absorbance.
[82,83] Applying the present theory to HOD in D2O is the subject of an ongoing investigation.
7.1 Applications to Ambient Water: Models and Computational Details
To obtain time ordered water configurations, classical MD simulations were performed using a
code developed at the Center for Molecular Modeling at the University of Pennsylvania,which
uses reversible integration and extended system techniques. [66, 84] A flexible SPC model
was used to perform the MD simulations. microcanonical simulations were performed on
a system consisting of 64 H2O molecules with a density of 0.99 g/cm
3 and a temperature
of 295 K; these conditions produce a pressure of 1.0 atmosphere for this water model as
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determined by constant temperature and pressure (NPT) simulations. Previous studies
demonstrated a system size of 64 water molecules is adequate to reproduce the IR spectrum of
water. [85] The water intramolecular potential includes a harmonic bending potential, linear
cross terms and a Morse OH stretching potential and the model parameters are presented
in previous works. [61, 64] MD simulations with a length of 1.4 million 1.0 fs time steps
were performed and configurations were stored every 4.0 fs producing a total of 350,000
configurations that are subsequently used to calculate two-time TCF’s; this time spacing
gives a Nyquist frequency of 4167 cm−1. [86]
The MD was performed without explicit polarization forces. However, a spectroscopic
model is used to calculate the time dependent dipole of liquid water that explicitly includes
many body polarizability. The model is parametrized to produce accurate dipoles and po-
larizability tensors (and their coordinate derivatives) in the gas phase. Specifically a point
atomic polarizability (PAPA) model is used that has been successfully applied in quantita-
tively reproducing the (linear) IR spectrum of water [61,85] and the SFG spectroscopy of the
water/vapor interface. [64] The PAPA model accurately accounts for induced dipoles and
their derivatives in the condensed phase and this is evidenced by the success of the model in
reproducing condensed phase spectra. In addition, a permanent dipole model, fit to ab initio
calculations used in another study [87] was also adopted and checked successfully against
experimental IR gas phase intensities. [88] Induced dipole derivatives are responsible for
most of the observed liquid state IR intensity in the OH stretching region while the bending
intensity is largely determined by the permanent dipole derivative.
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To evaluate the present theory (in the specific case of 2DIR spectroscopy with no time
delay between the second and third laser pulses) it is necessary to calculate the classical two-
time TCF, BR(t1, t2, t3) = 〈µj(t1)µi(t3 + t1)µk(t1)µ`(0)〉 and subsequently Fourier transform
the result. This implicitly involves calculating the TCF at both positive and negative time
in performing the integral:
BR(ω1, ω3) =
(
1
2pi
)2 ∫ ∞
−∞
dt1e
−iω1t1
∫ ∞
−∞
dt3 e
−iω3t3〈µj(t1)µi(t3 + t1)µk(t1)µ`(0)〉 (7.1)
To calculate the correlation function it is convenient to only work with positive times and
thus it is necessary to consider the behavior of the two-time TCF in four different cases
corresponding to quadrants in the two dimensional plane determined by t1 and t3. It is
easy to show that in the diagonal quadrants both the quantum and classical TCF’s are
identical ; the quadrants are denoted below by a superscript (++) for t1 > 0 t3 > 0, and
(−−) when t1 < 0 t3 < 0) . Thus they can be evaluated for positive values of the time
arguments as: B++ = 〈µj(t1)µi(t3 + t1)µk(t1)µ`(0)〉. In the off-diagonal quadrants ((+,−)
and (−,+)) the two functions are also identical and can be evaluated for positive values of
the time arguments as: B+− = 〈µj(t1+ t3)µi(t1)µk(t1+ t3)µ`(t3)〉, and here time stationarity
properties have been used to rewrite the TCF in terms of positive times; [1] the order of
the dipole evaluation is irrelevant classically and is presented in the quantum mechanically
correct form.
Thus two different classical TCF’s need to be calculated and both contribute to the
2DIR signal at a given pair of frequencies. Note that this can be avoided in calculating
R(3)(t1, t2) in the classical limit, Equation 5.23, because the result is given in that case by
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time derivatives that can be calculated via finite difference using the data local in time
and Fourier transforming the TCF can be avoided. [63] The scheme employed here, where
high frequency vibrations are of interest, is to perform a series of one dimensional FFT’s to
evaluate Equation 7.1 and use the B++ data in the diagonal quadrants and B+− data in
the off-diagonal quadrants. The nature of the contribution made by the two TCF’s can be
understood by rewriting Equation 7.1 as:
BR(ω1, ω3) =
(
1
2pi
)2 ∫ ∞
0
dt1 cos(ω1t1)
∫ ∞
0
dt3 cos(ω3t3)
(
B+− +B++
)
+
(
1
2pi
)2 ∫ ∞
0
dt1 sin(ω1t1)
∫ ∞
0
dt3 sin(ω3t3)
(
B+− −B++) (7.2)
Therefore, the frequency contributions to the 2DIR spectrum arise from adding the double
cosine transform of the sum of the two TCF’s to the double sine transform of their difference.
Therefore, B+− and B++ were calculated for liquid water using the model described
above. The two dimensional TCF’s decayed slowly [89] and were calculated using a maximum
correlation time of 20 ps in each time dimension. Over this duration each TCF decays
approximately 90% from its initial value but has not quite reached the asymptotic value
of zero and the final value at 20 ps is slightly different for distinct time slices. Therefore,
different baseline values are subtracted off for each slice in performing the series of one
dimensional Fourier transforms. This does not significantly affect the lineshape, and this was
checked by performing the identical protocol on the linear IR absorption lineshape [85] (and
the relevant TCF, < µ(0)µ(t) >, is similar to the 2DIR time slices) and it was unaffected as
compared to a Fourier transformed TCF that decayed fully to zero. Ideally, longer correlation
times would be employed, allowing the signal to decay to zero. However, the computational
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Figure 7.1: The magnitude of the Fourier transform, in arbitrary units, of the two-time cor-
relation function of the system dipole, |BR(ω1, ω3)|, is shown for the intramolecular stretching
region.
demands become large as the time is increased due to the small time step needed (∆t =4.0
fs) to produce a Nyquist frequency that allows the resolution the O-H stretch frequency of
water [86] and the two dimensional nature of the data. For example, to allow the TCF
to get 99% of the way to the zero baseline would require a maximum correlation time of
approximately 50 ps (that represent the well averaged portion of a calculation correlated out
to about 100ps) and this would produce several gigabytes of data to be stored and processed.
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7.2 The 2DIR Spectrum of Ambient Water
Figure 7.1 shows the magnitude of the Fourier transformed fully polarized two-time TCF
(i.e. the dipole components are all the same), |BR(ω1,ω3)|, for the intramolecular vibrations;
multiplying this result by the appropriate frequency factors in Equation 5.24 would give
our approximation to the third order response function. For the purpose of demonstrating
the theory only the fully polarized signal will be presented. Note that BR(t1, t2, t3) and
its Fourier transforms are real functions while R(3)(t1, t3) is real and its Fourier transform is
purely imaginary. They both have positive and negative contributions in time and frequency.
As expected, a strong diagonal signal dominates the frequency domain landscape indicating
strong self-coupling of vibrational modes [51] – dominant peaks are present in the water
bending (≈ 1800 cm−1) and stretching (≈ 3300 cm−1) regions. Also, there is a continuous
non-zero signal along the diagonal analogous to the non-zero signal present in the linear IR
spectrum in this region. Aside from the dominant diagonal signal, slowly decaying ridges
are present that run along ω3. These ridges are positioned at ω1=1800 cm
−1 and 3300 cm−1
indicating coupling between water bending and stretching in the condensed phase revealed via
the two-time correlation function. Also, note that while water has a distinct antisymmetric
and symmetric stretch in the gas phase, the condensed phase normal modes are nearly pure
local O-H stretching modes and the “mixing” of the two gas phase vibrational resonances in
the liquid leads to the broad O-H absorption. [22,60,61]
One dimensional frequency slices of BR(ω1,ω3) are shown in Figures 7.2a-c to reveal the
detailed lineshapes. Figures 7.2a and 7.2b are edge slices along ω3 with ω1=0 cm
−1 and
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Figure 7.2: Three one dimensional frequency slices of BR(ω1,ω3) are shown: (a) along ω3
with ω1 = 0 , (b) along ω1 with ω3 = 0, and (c) along ω1 = ω3 While the spectra are shown in
absolute units, the diagonal slice is shown smoothed (using a simple multi-point average) in
both frequency directions to eliminate the oscillations near and along the diagonal apparent
in Figure 7.1 and this leads to a smaller signal magnitude.
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ω1 with ω3=0 cm
−1 respectively. Figure 7.2a reveals a signal with a different phase for the
bend and stretch. Figure 7.2b shows a signal similar to the linear IR experiment although
the bend is relatively more intense. Figure 7.2c shows a diagonal slice, where ω1=ω3, of
BR(ω1,ω3) and here the phases of the bend and stretch are reversed from Figure 7.2a and the
intensity of the bend is diminished with respect to the O-H stretching. The relative intensities
along the diagonal are reminiscent of the linear IR experiment. Seeing differing phases for
the resonances is interesting and similar phase information from the 2DIR experiment has
be used to extract structural information about the system being probed, for example in
determining the relative orientation of transition dipoles of coupled vibrational modes. [53]
To display the data in a different format, Figures 7.3a-b display a series of single time
Fourier transforms of the the TCF, BR(t1,ω3) and BR(ω1,t3) respectively. In both cases
the signal magnitudes decay monotonically with time and the widths stay about the same.
It remains to be seen what way of examining the spectra proves most useful. For example,
questions arise in this mixed time frequency representation such as - what physical insight can
be obtained by understanding the rate of decay of the signal in time at a given frequency? To
quantitate the signal diminution, the decay of the OH stretching band maximum amplitude
vs time was fit to both single and double exponentials and the two exponential fit was much
better at capturing an apparent fast and slower decay process. The OH stretching peak had
a fast and slow time decay constant of 42 fs 2.4 ps respectively. These numbers compare
favorably to recent spectroscopic measurements of vibrational relaxation of OH stretching
in D2O that also find two decay time scales. [53, 90, 91] The rapid, resonant decay time is
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Figure 7.3: 1-D Fourier transforms of the TCF are shown:, (a) BR(t1,ω3), (b) BR(ω1,t3). In
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Figure 7.4: Theoretical spectra for ambient water are presented. (upper) The linear IR
spectrum of water is shown in the top panel. (lower) A contour plot of the application of the
present theory of the third order response function, R(3)(ω1,ω3) is shown in the bottom panel.
faster in our case because the OH oscillator is strongly coupled to other OH stretches via
hydrogen bonding and in their case the OD stretch is only non-resonantly coupled. The
slower relaxation time is due to structural rearrangements that would be expected to be
similar for both pure and isotopically mixed water and the experiments obtain similar values
for this relaxation time. Displaying the time dependent frequency data highlights the rich
information content of 2DIR spectroscopy and one of the goals of using short pulses in time
is to resolve time dependent structural and dynamical features.
Figure 7.4 (upper) shows the theoretical linear IR spectrum that results from Fourier
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transforming the dipole-dipole autocorrelation function derived from the water model de-
scribed above. [22] In the figure, the location of the major vibrational resonances is clear and
it is presented to aid in interpreting the more complicated 2D spectrum presented in Figure
7.4(lower).
Application of the present theory of the fully polarized third order response function
is presented as a contour plot of the (non-quantum corrected) signal R(3)(ω1,ω3) in Figure
7.4(lower). As explained in Section 5.3, Equation 5.24 is evaluated using BR(ω1,t2 = 0,ω3)
and setting ω2=10000 cm
−1 to mimic the 2DIR experiment. R(3)(t1, t3) becomes equivalent
to the third order polarization P (3)(t1, t2 = 0, t3) in the limit of delta function pulses although
this limit is not generally experimentally feasible and in that case, Equation 5.1 needs to be
evaluated to calculate the observed polarization; this limiting case is a good approximation
to the real experiment. [36]
It should be noted that the back Fourier transform of R(3)(ω1,ω3) is the time domain re-
sponse function R(3)(t1, t3) that is measured in the ideal short pulse limit experiment. How-
ever, a frequency domain display of experimental data requires use of the Fourier-Laplace
transform of the time domain response function that includes both the frequency domain
response function (full Fourier transform) itself and principal part integrals over the func-
tion. For simplicity, we show only R(3)(ω1,ω3). It contains the same information as the
experimental observable, and is susceptible to the same physical interpretation, but does not
correspond exactly to the real or imaginary parts of the Fourier-Laplace transform.
Figure 7.4(lower) reveals a strong echo signal along the diagonal with major peaks at
100
about 1850 cm−1 (bending) and 3300 cm−1 (stretching). The frequency factors that multi-
ply the frequency domain TCF in Equation 5.24 significantly modify the relative intensities
on and off the diagonal. The diagonal peak located at 3300 cm−1 is elongated parallel to
the diagonal indicating inhomogeneous broadening. It is also elongated at an angle to the
diagonal, parallel to ω3 axis, indicating lifetime broadening. [34] The angle of the elonga-
tion of peaks relative to the diagonal yields information on the degree of correlation of the
broadening. [34]
Although the magnitude of the signal in the off-diagonal coupling regions is low compared
to the diagonal, significant signal is present and experimental pulse sequences can be con-
structed that suppress the (often less interesting) strong diagonal features; [51] a principal
goal of 2DIR spectroscopy is to uncover couplings between vibrational modes. The broad
and extensive couplings present in the water 2DIR spectrum are consistent with the fast
vibrational energy redistribution known to take place in water. [90, 92]
Figures 7.5a-d show one dimensional frequency slices of R(3)(ω1,ω3). Figure 7.5a displays
a slice along ω1 with ω3=0 cm
−1. The intense water bending and stretching peaks located in
the regions of 1850 cm−1 and 3300 cm−1 respectively, dominate the frequency slice lineshape.
Figure 7.5b shows the diagonal, ω1=ω3, slice of R
(3)(ω1,ω3). The intense diagonal water
stretching peak shows up in the 3300 cm−1 region and the less intense water bending peak
shows up in the 1850 cm−1 region. Figure7.5c presents a slice along ω1 with ω3=1800 cm−1.
The water bending peak, located in the region of ω1=1850 cm
−1, corresponds to a diagonal
peak. The inset provides details of the weaker water OH stretch peak, with a negative
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Figure 7.5: Four frequency slices of R(3)(ω1,ω3) are shown. Insets provide detailed structure
of lineshape. (a) along ω1 with ω3 = 0 cm
−1, (b) along ω1=ω3, (c) along ω1 with ω3=1800
cm−1, (d) along ω1 with ω3=3300 cm−1.
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amplitude, located in the ω1=3300 cm
−1 region. Also of interest are the relative intensities
of the diagonal and off-diagonal peaks. Figure 7.5d shows a slice along ω1 with ω3=3300
cm−1. The dominant peak is located in the region of ω1=3300 cm−1 and represents the
dominant peak of the diagonal. Off-diagonal peaks are also located approximately in the
region of ω1=1850 cm
−1 as can be seen in the inset.
7.3 Quantum Corrections
As was pointed out in Section 5.3, Equating the TCF BR(t1, t2, t3) with its classical counter-
part is a further approximation and this is a common practice in the case of one dimensional
TCF’s. A better approach is to quantum correct the (Fourier transform of the) classical TCF
based on the relationship between the quantum and classical TCF for an exactly solvable
model system, e.g. a harmonic system. In the multidimensional case this is somewhat more
difficult and this will be discussed below. Two quantum correction schemes for our theory
of R(3) were constructed and tested for plausibility. These schemes provide two alternatives
that relate the real part of the quantum mechanical two-time TCF to the corresponding
classical TCF. The quantum corrections are chosen to exactly relate the (real part of the)
six (lowest order contributing) terms for a harmonic system B function, Equation 5.17, with
their classical limits. That ratio of the quantum and classical TCF’s is then used to quantum
correct the frequency domain classical TCF: [63]
BQR (ω1, ω2, ω3) =
β~ω1
8
[(ω1 − ω3 + 2ω2) coth2(β~ω1
2
) (7.3)
+(ω1 + ω3 − 2ω2)csch2(β~ω1
2
)]
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×BC(ω1, ω2, ω3).
BQR (ω1, ω2, ω3) =
β~ω3
8
[(ω3 − ω1 + 2ω2) coth2(β~ω3
2
) (7.4)
+(ω1 + ω3 − 2ω2)csch2(β~ω3
2
)]
×BC(ω1, ω2, ω3).
BQR represents the real part of the quantum time correlation function and B
C represents
its classical limit. Note that only the harmonic frequency dependence on Ω is known from
Equation 5.17 and not the ω1, ω2, and ω3 dependence. It might be possible to unambiguously
determine this dependence for a more complex reference system, perhaps by considering a
step wise time dependent harmonic oscillator model system. Here, the two possibilities given
in Equations 7.3 and 7.4 were chosen as the simplest functional forms relating BQR and B
C
exactly for a harmonic system. Equation 7.3 may be more reasonable than Equation 7.4
because the latter equation predicts no signal along the ω1 axis with ω3 = 0, although
Equation 5.24 approaches zero for high frequencies even uncorrected. Equation 7.3 gives the
third order response as zero along the ω3 axis with ω1 = 0 and this is consistent with the
exact result, Equation 5.11.
Figures 7.6a-c show slices of the quantum corrected R(3)(ω1,ω3) signal in order to compare
the two quantum correction schemes considered. Figures 7.6a-b show the ω1 with ω3=0 cm
−1
slice and the ω1=ω3 slice respectively using the quantum correction scheme in Equation 7.3.
Figure 7.6c shows ω1=ω3 for the quantum correction scheme in Equation 7.4 and it would give
no signal along ω1 with ω3=0 cm
−1. The changes to the presented signals for both schemes is
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Figure 7.6: Three frequency slices of the quantum corrected R(3)(ω1,ω3) signal are shown.
Insets provide detailed structure of lineshape. (a) along ω1 with ω3 = 0 with quantum correc-
tion scheme shown in Equation 7.3, (b) along ω1=ω3 with quantum correction scheme shown
in Equation 7.3 and (c) along ω1 = ω3 with quantum correction scheme shown in Equation
7.4.
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largely only in magnitude and there is no significant difference in lineshape with and without
quantum correction as is noted by comparing the three ω1=ω3 slices, Figure 7.5b and Figures
7.6b-c. This results is consistent with quantum correction schemes for one dimensional
spectroscopies that change the magnitude of the signal more than the lineshape because
quantum corrections are nearly flat functions over the width of a vibrational resonance.
[60,93] This implies that the present classical MD based TCF theory may be able to capture
the essential features of 2DIR spectroscopy even without quantum correction.
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Chapter 8
Molecular Volume Calculations
This chapter presents a novel MD method for determining both thermodynamic volumes
of solvated molecules and time dependent volume changes in the condensed phase. The
method utilizes contemporary MD methods, [94,95] specifically, extended system, NPT MD
to determine the volume of a system while simultaneously exploring the dynamics of the
system.
8.1 Molecular Dynamics
The original research presented in this thesis was all performed with the aid of fully atomistic
classical molecular dynamics simulations. These simulations involve accounting for all atoms
in the system and solving Newton’s equations of motion for each atom. The ability of classical
mechanics to sufficiently describe the dynamical behavior of materials is the case for a wide
range of material. In fact, quantum effects are of concern only when we are considering light
atoms or molecules or high frequency vibrations such that the vibrational energy is much
greater than the thermal energy of the system, e.g . hν >> KT .
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For pedagogical purposes, we can consider a very simple, ideological simulation to un-
derstand the basic features of a simulation. We would first start with the system interest
and the conditions that define it e.g . the number of particles, volume or the density, etc.
Initial velocities and positions are then selected. Typically, we could start from a lattice for
simple systems such as atomic species, or for more complicated structures such as proteins, a
crystal structure could provide the initial configuration. Velocities can be randomly selected
from a Boltzmann distribution. From the interaction potential, we calculate the forces on
all the atoms and use these forces in the integration of the equations of motion. The force
calculation and integration steps are repeated for each time step. Numerical algorithms are
used to integrate the equation and are based on Taylor expansions of the position variable.
At each time step, we can record the instantaneous measurements of interest. Calculating
observables from classical MD requires being able to express the observable in terms of the
position and/or momentum of the system particles.
Simulations which involve fixing the number of particles, N, and the volume, V, of a
system and solving Newtons equations naturally have the energy, E as a constant of motion.
For these NVE simulations, the time averages from the simulations do correspond to en-
semble averages from the thermodynamic micro-canonical (NVE) ensemble. However, NPT
MD algorithms are not strictly equivalent to microcanonical (NVE) dynamics, although the
method employed here samples the isothermal-isobaric (NPT) ensemble exactly. [94] These
methods couple the real system variables to fictitious variables that regulate the thermody-
namic properties of interest (e.g thermostat the temperature and barostat the pressure) such
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that they fluctuate around the desired, preset average values. The methods for calculating
thermodynamic volumes is therefore exact for a given MD potential energy model, and the
only issue is whether dynamical events observed are physically relevant. NPT dynamics does
closely mimic true microcanonical dynamics (e.g. the perturbation of the dynamics is order
1/
√
3N where N is the number of atoms in the system), and has even been suggested as the
method of choice for biophysical systems. [96]
8.2 The Pluck Method
The thermodynamic volume of a solution is obtained directly from the volume coordinate
in NPT MD. Consider, e.g., a single solute in a solvent. Solute volumes can be calculated
by “plucking” the solvated species from the system, i.e. simulating the remaining system
in the absence of solute-solvent forces. After re-equilibration, the volume of the remaining
system, in this case pure solvent, is determined using NPT MD. The difference between
the solution and solvent volumes determines the solute molecular volume. “Plucking” the
molecule from an otherwise equilibrated system often produces an initial condition for a
system configurationally near the new equilibrium and thus aids in equilibration; this is
especially important in simulating complex systems. Also, in simple solutions consisting of
a single yet variable solute, the volume of the neat solvent need only be determined once,
simplifying the computation. The method is, however, not limited to simple solutions and
can be used in very complex biological simulations to determine molecular volumes of any
of the components of an assembly of biomolecules and solvents.
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NPT dynamics produces a fluctuating volume coordinate and the thermodynamic vol-
ume is the average value over time. This leads to an uncertainty in the thermodynamic
volume calculation that must be assessed. It is demonstrated in Section 9.2 that the volume
fluctuations are Gaussian and thus the standard deviation of the volume fluctuation is a
useful measure of the uncertainty. However, as a consequence of the dynamical nature of
the MD, successive volume values are not statistically independent. Following earlier work,
the correlation time of the volume coordinate is calculated and only uncorrelated values
are sampled. [97–99] This is equivalent to sampling more frequently and correcting for the
correlation between volumes. For the aqueous systems investigated here solute volume un-
certainties of about 1.0 ml/mole are obtained from a few nanoseconds of dynamics and all
the volume values in the paper are given with respect to the change in solute volume.
The motivation in using NPT dynamics to calculate volume changes via this approach
is to mimic photothermal experiments on biological systems that also determine molecu-
lar volume changes on nanosecond time scales with similar precision. [100–102] For example,
photothermal experiments can identify protein/peptide intermediates with characteristic vol-
umes that have lifetimes of several nanoseconds. The present theoretical methods can be
employed in the same fashion. Transient species with characteristic volumes can be iden-
tified by statistically significant changes in the volume coordinate over time, indicative of
metastable equilibrium between the solute and solvent. MD can then provide microscopic
resolution to the observation by identifying the structures of any intermediates. Further,
while the NPT MD is not dynamically exact, it is always possible to verify configurational
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events by repeating simulations microcanically to verify the veracity of the dynamics. The
dynamic interpretation of the proposed methods is therefore a computational convenience.
Computational efficiency is, however, clearly desirable given the inherent challenge of sim-
ulating interesting biological systems for hundreds of nanoseconds, a relatively short time
scale over which to look for large conformational changes in biopolymers. To access longer
time scales and to sample volume efficiently, multiple time scale integration techniques are
employed and permit the use of larger MD time steps. [95] It is notable that photother-
mal methods can also map out enthalpy profiles over similar time scales, and MD directly
complements these measurements by providing a molecular interpretation of the energetics.
Other effective methods exist to calculate molecular volumes and related excess compress-
ibilities [103–106] but the “pluck” method is ideally suited to modeling biological systems and
their time evolution. The flexibility in dissecting the physical origin of volume changes using
the “pluck” method will also be demonstrated by the examples that will be presented. For
example, by varying potential energy interactions between a solute and solvent the volume
can be dissected into different contributions in a thermodynamically consistent manner. [107]
It is important to note that the precision of measuring volume changes will be affected by
the duration of the simulation that is (computationally) possible for larger systems. For
example, when modeling large solvated proteins (e.g. greater than one hundred residues),
simulations are currently limited to durations on the order of a hundred nanoseconds. It
is demonstrated below that 10 ns of MD would permit the determination of the volume to
within about 4.0 ml/mole. Also, the protein volume is larger in this case and the relative er-
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ror in the volume measurement is reduced. Further, volume changes associated with folding
may be greater, on a per residue basis, for larger proteins. [108]
In Section 9.1, the molecular volume of a β-sheet peptide, that has been investigated
experimentally using photothermal methods, [100] is calculated to demonstrate the analysis
involved in the “pluck” method. The technique is then applied on model systems includ-
ing neat water, both neutral and (fictitious) charged aqueous methane in Section 9.2. A
series of molecules was chosen to highlight the methods ability to probe the relative volume
changes associated with electrostriction and ionic solvation. The present methods can also
be extended to calculate excess compressibilities by simulating at different pressures and
calculating the compressibility via finite difference. [104–106]
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Chapter 9
Molecular Volume Results
In this chapter, results are presented for the application of the “pluck” method. Two systems
are investigated. For testing the method, a simple model system of solvated methane is tested
and the effects of electrostriction are investigated by adjusting the point charges on the
atoms. Electrostriction contributions are shown to be potentially significant depending on
the nature of the system leading to large volume changes. Preliminary data for a beta-sheet
peptide is presented here as well.
9.1 Methods and Applications to a Model System
Figure 9.1 presents a snapshot of a solvated β-sheet peptide including a panel with the
solvent removed for better visualization. The peptide was chosen because it is currently
the subject of experimental investigation using photothermal methods. [100] Chan and co-
workers synthesized a “caged” unfolded version of the peptide that can be photolysed in
neat water solution to initiate peptide folding. [100, 109] Using photothermal methods it
is then possible to map out volume and enthalpy profiles during the roughly 1.0 µ-second
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Figure 9.1: A snapshot of the β-sheet peptide is shown (right) with solvent and (left) with
water removed for better visualization and in a different orientation to better display the
three dimensional structure of the peptide. The colors represent the atom types as follows:
C-green, O-red, N-blue and H-white.
folding process. The folded structure was created based on an NMR structure, [109] and two
separate folded systems were prepared and their equilibrium structures were compared and
found to be essentially indistinguishable. To demonstrate the “pluck” method Figure 9.2
shows a time trace of the solvated peptide volume coordinate. For comparison, the relaxation
of the system volume after the peptide is “plucked” from solutions is also shown.
The inset of Figure 9.2 shows the short time dynamics of the system to highlight the
transient volume change. The system quickly approaches a new equilibrium and has a system
volume characteristic of pure water 50.0 ps after removal of the peptide. Equilibrium volume
fluctuations are then followed for several nanoseconds in order to determine the volume of
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Figure 9.2: The curve with the larger average value shows a time trace of the volume fluctu-
ations for the folded aqueous β-sheet peptide. The lower curve displays the relaxation of the
neat water system volume to its equilibrium value after the peptide is “plucked” from solution.
The inset presents the short time volume fluctuations to highlight the relaxation to equilib-
rium. Note that the volume of the “plucked” system transiently spikes to a value greater
than the previous equilibrium fluctuations after the peptide is removed. The horizontal lines
represent the average system volume.
the systems to a desired precision; 2.0 ns of the dynamics are shown in Figure 9.2.
Fluctuations of observable quantities from their means, obtained from MD simulations,
are typically Gaussian. They can thus be characterized by their standard deviation, σ. The
inset of Figure 9.3 presents a histogram of the volume fluctuations of the solvated peptide
system. Clearly the distribution is well described as Gaussian. If the successive values of
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the volume were uncorrelated, one could calculate the uncertainty of the volume simply as:
∆V = σ/
√
ℵ (9.1)
In Equation 9.1 ℵ is the total number of samples. However, closely spaced values of an
observable quantity (in this case the volume is of interest) are not statistically independent
because they are connected to each other implicitly by the dynamical equations of motion.
It is possible to define a correlation time, tc = s ∆t, during which the volumes are not
independent, and s is the statistical inefficiency or number of correlated data measurements.
[97, 99] Multiplying s by ∆t, the time length between successive measurements, gives the
correlation time, tc. The s value is calculated by performing volume averages over blocks
of time of successively longer lengths ending with the entire length of the MD run. The
parameter s is formally defined by : [98]
s = lim
τB→∞
τB σ
2
B / σ
2
σ2B =
1
NB
NB∑
B=1
(< V >B − < V >)2 (9.2)
In Equation 9.2, NB is the number of blocks of length τB such that the product, NB τB = ℵ,
the total number of samples. The inherent correlations then modify the uncertainty in the
volume as ∆V =
√
s/ℵ σ. This modified formula reduces to Equation 9.1 if the time
between successive volume samples is longer than tc, and in that case s = 1. For long
MD runs it is computationally convenient to save a minimal amount of data and therefore
choose a sampling time slightly greater than tc, and this approach was adopted; s and tc are
determined initially via trial MD runs.
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Figure 9.3: The uncertainty in the volume of the β-sheet peptide system as a function of the
length of the MD simulation. Volume uncertainties for specific times of interest are also iden-
tified. The inset displays a histogram of the system volume fluctuations and a superimposed
gaussian function with a standard deviation calculated from the volume fluctuations.
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Figure 9.3 also displays a curve demonstrating how the ∆V values decrease over time for
the solvated β-sheet peptide. The graph demonstrates that 50.0 ns of dynamics results in
an uncertainty of 0.68 ml/mole. This several nanosecond time scale corresponds to a typical
photothermal experimental time resolution for identifying dynamical intermediates. The
volume resolution over this time scale is sufficient to identify relatively modest conformational
changes in a peptide/protein or other biomolecule. In fact, one study estimated that volume
changes of about 3.0 ml/mole/residue are to be expected for a helix to coil transition in a
protein. [107] Because the uncertainty in the volume diminishes only as the square root of
the number of volume measurements, 50.0 ns times scales are needed to reduce the error
to the 0.68 ml/mole level. However, it is encouraging that meaningful volume differences
were obtained from only a nanosecond of dynamics where the error is 4.2 ml/mole. The
figure also gives a volume of 1668. +/- 2.4 ml/mole for the folded peptide from the 7.5 ns of
dynamics that were performed in this study. The molar volume of the neat water system was
determined once with sufficient precision to not effect the net volume uncertainty, and this
will be discussed further in Section 9.2. For the folded peptide, the value of the statistical
correlation time was found to be, tc = 2.4 ps.
Preliminary investigations involving 5.8 ns of MD for an unfolded configuration of the
peptide resulted in a volume of 1672. +/- 3.1 ml/mole. It is interesting that the folded
and unfolded state, to within the present statistical certainty, have the same volume. This
is somewhat surprising due to the difference in solvation structure associated with each
state. Longer MD simulations are required to distinguish between the volumes of these
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two distinct conformational states. Further, this result does not necessarily imply that
dynamical intermediates with significantly different volumes are not present during folding.
Further experimental and theoretical investigations are required to determine the volume
changes during folding. The determination and structural and dynamical origin [106] of
any volume change upon folding is the subject of ongoing investigation. It is notable that
larger proteins may exhibit larger (per residue) volume changes making them amenable to
investigation using the present technique. [108]
The simulations were performed using a code originally developed by the Klein group at
the Center for Molecular Modeling at the University of Pennsylvania, and the Space group is
currently a co-developer and user of the code. It is a fast code that includes parallel execution,
extended system, particle mesh Ewald and multiple time scale integration algorithms. The
code has been employed in a number of biological MD simulations. [65,110–112] The extended
system MD methods employed require a coupling between the real system and extended
system variables and this could alter the effectiveness of the volume sampling. A variety
of coupling constants (representing the coupling of the barostat to the system) between
the volume coordinate and the molecular coordinates were tried in preliminary simulations.
Physically acceptable values of the “barostat” mass [94, 95] led to only a weak dependence
on the sampling efficiency for the solvated peptide system.
In the simulations, the water model was a flexible SPC model described elsewhere.
[22,60,61] The force field includes partial charges on the hydrogen and oxygen atoms repre-
senting the condensed phase permanent dipole. The protein force field was Amber ff99. All
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the aqueous methane systems employed 62 water molecules. The peptide [109] had no net
charge and was solvated with 810 water molecules using cubic periodic boundary conditions.
An all atom methane model was used including a flexible force field fit to reproduce ex-
perimental infrared frequencies with harmonic C-H bonds. [113] Lennard-Jones interactions
were introduced only between the methane carbon and water oxygen with σ = 3.33A˚ and
² = 51.0K. The equilibrium bond length for the C-H interaction is 1.09 A˚, and its geometry
is tetrahedral. When simulating ionic systems the net charge on the system is canceled by
employing a neutralizing background in the standard fashion. [97] In all cases, the temper-
ature was 298K and the pressure was 1.0 atmosphere. The multiple time scale integration
methods allowed the stable use of 4.0 fs time steps performing NPT dynamics and 8.0 fs
time steps when simulating at constant NVE.
This system serves to introduce the method and its properties. Using NPT MD in this
fashion permits both the calculation of equilibrium molar volume changes and identification
of metastable dynamic intermediate species exhibiting distinct molar volumes. The method
will also be ideally suited to decomposing volume changes into differing physical origins such
as attributing a volume change to peptide or solvent rearrangements and assessing the role
of, e.g. sterics and electrostatics; this will be discussed further in the next section.
9.2 Results from a Simple Model System
In order to test the approach and demonstrate its flexibility molar volumes were calculated
for neat water and a solvated methane model. These systems were the subject of earlier
investigations, although somewhat different potentials were used in that work. [104] First,
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the volume of the flexible SPC water was calculated to high precision to minimize the error
in calculating volumes of aqueous solvated species, and was found to be 18.0 +/- .0057
ml/mole. The state point considered in all these studies is a pressure of 1.0 atmosphere and
a temperature of 298K.
To assess the effects of electrostatic forces in solvation aqueous methane was simulated
for a variety of models with differing partial charges on the CH4 atoms and for an uncharged
model. When there are no partial charges on the hydrogens the methane-water potential
energy interaction becomes equivalent to an united atom description of methane. The partial
charges in the first model were fit to the electrostatic potential surface calculated via ab initio
electronic structure methods that reproduce the octupole moment of gas phase methane (the
resulting charges are -.52 e− on C and +.13 e− on H). [114] With these partial charges the
methane volume is 31.54 +/- .41 ml/mole and without them it is 31.74 +/- .41 ml/mole.
The volume correlation time was found to be tc= 1.6 ps for these systems. The volume of a
methane is calculated as the difference between the system volume of the aqueous methane
and a neat water system with the same number of H2O molecules as the solvated methane,
i.e. the volume of the original aqueous system after the methane is “plucked” out. These
uncertainties were obtained from 10.0 ns of dynamics. The slight volume change obtained
is not statistically significant; the electrostriction effects associated with the solvated highly
symmetric methane, that lacks a permanent dipole and quadrupole moment but has an
octupole moment, are expected to be small.
Figure 9.4 shows the time evolution of the solvated uncharged methane system volume.
Figure 9.5 shows the time dependent error estimates for the uncharged methane model, and
the quadrupolar methane error estimate curve is very similar. These volume uncertainties
are similar to that obtained in the case of the solvated β-sheet peptide, suggesting that the
observed behavior would be similar in other aqueous systems. Figure 9.5 also demonstrates
that slightly over 100 ns of dynamics would be required to resolve any difference between
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Figure 9.4: The curve shows a time trace of the volume fluctuations for the aqueous uncharged
methane system. The average system volume value and its uncertainty are also represented
in the figure.
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Figure 9.5: The uncertainty in the uncharged aqueous methane system as a function of the
length of the MD simulation is shown. Volume uncertainties for specific times of interest
are also identified. The inset displays a histogram of the system volume fluctuations and a
superimposed gaussian function with a standard deviation calculated from the volume fluctu-
ations.
these methane models. The inset of Figure 9.5 demonstrates the Gaussian nature of the
system volume fluctuations.
To further test the effects of electrostatic moments on solvation and to assess the asso-
ciated volume changes, both fictitious monopolar (charged) and dipolar methane was sim-
ulated. The dipolar methane consisted of again placing a partial charge of -.52 e− on C
and a +.52 e− on only one of the hydrogens, while the other three were uncharged. These
charges result in a permanent dipole of 2.7 Debye, comparable to that of liquid water that
has an average dipole of 2.4 Debye for the model used here. The permanent dipolar methane
exhibits a molecular volume change from the uncharged methane via electrostriction with
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Figure 9.6: left) The radial distribution function between the methane carbon atom and the
water oxygen atoms is shown. right) The radial distribution function between the methane
carbon atom and the water hydrogen atoms is displayed. The solid line represents the anion,
the dashed line the cation and the dotted line is the uncharged molecule.
net volume decrease of 1.73 +/- 1.02 ml/mole compared to the uncharged methane model.
The relatively small volume change associated with dipolar solvation is consistent with the
lack of volume change observed upon solvation of the octupolar model.
Next, a charge of +e− and -e− was placed on the methane carbon and the hydrogens were
left uncharged. In both cases the aqueous charged models produced dramatic electrostriction
effects, and the solvated anion had the largest volume change. The volume change was -40.13
+/- .48 ml/mole for anionic solvation and -20.96 +/- .39 ml/mole for cationic solvation. The
errors are the result of 10.0 ns and 12.0 ns of dynamics respectively. Notice that this implies
a negative solution volume for the anion. The larger anionic electrostriction effect is due
to the nature of its solvation. This result highlights the importance of properly accounting
for electrostatic interactions in calculating molecular volumes, and this effect may well be
important in volume changes associated with the dynamics of biomolecules.
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Figure 9.6 shows the radial distribution function between the methane carbon atom and
(Figure 9.6 left) the water oxygen atoms and (Figure 9.6 right) the water hydrogen atoms.
The radial distribution functions are presented for both solvated ion systems along with the
uncharged methane system. It is clear that the solvated anion permits the water hydrogen to
penetrate effectively into the carbon van der Waals sphere, thus maximizing the interaction
between the positive partial charge on the hydrogen and the negative ionic charge. The cation
is also tightly solvated compared to the neutral, and both ions display a far more structured
solvation shell than the neutral. The cation hydrogen first neighbor peak is in approximately
the same location as the neutral but is sharper, indicative of more ordering; the anion second
neighbor peak is shifted slightly inward from the neutrals first peak. Electrostriction effects
are essentially screened out by about 5.5 A˚. The radial distribution functions in Figure
9.6 are clearly consistent with the observed volume changes and demonstrate the physical
mechanism giving rise to electrostriction. Solvating the cation draws the oxygen atoms in
more tightly to the methane and causes some solvent ordering, but does not dramatically
disrupt the solvent structure. Solvating the anion causes the water to preferentially point
a hydrogen in toward the negative charge, creating a new species of coordinated hydrogen
atoms appearing between 1.5 and 2.2 A˚ in right side of Figure 9.6.
A strength of MD is in providing detailed molecular mechanisms for observed structure
and dynamics. The upper panel of Figure 9.7 shows a snapshot of the solvated anion.
The anion is solvated such that the water aligns itself with one of the hydrogens effectively
penetrating in toward the negative carbon atom while the second hydrogen is held at a
distance. This is consistent with Figure 9.6 where we see high ordering with the first sharp
hydrogen peak representing the hydrogen that effectively penetrates and a second sharp
peak representing the second hydrogen being held at a distance from the negative carbon.
The lower panel of Figure 9.7 also demonstrates that the water solvates the cation with the
oxygen approaching close to the methane molecule and the hydrogens pushed back; however,
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Figure 9.7: Representative snapshot of solvated methane anion(top) and cation (lower).
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the bulkier oxygen cannot penetrate as effectively.
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Chapter 10
Conclusion
Reducing the problem of calculating the fifth order response function to the calculation of
a two-time TCF represents a considerable decrease in difficulty, even though such TCF are
not currently well understood. One might also conclude that novel information is less likely
to be found in R(5), although the question remains open. By invoking a two-time TCF our
theory stands, on a scale of difficulty, in between calculation of a two-time Poisson bracket
and the generalized Langevin equation [72] theory, which expresses R(5) with conventional
TCF’s, as does the mode coupling theory [115] of Denny and Reichman.
Given the present computationally tractable theory for R(5), examining the temperature
dependence of the signal for CS2 , xenon, water and other liquids will help establish the
nature of the R(5) measurement and its variability. The theoretical results for the harmonic
system, Equations 4.33-4.41 can be used to formulate a quantum mechanically derived INM
theory of R(5). [60, 116] Constructing such a theory, that would include only harmonic dy-
namics, would permit comparison with the present TCF theory that is a hybrid of harmonic
and fully anharmonic dynamical behaviors. Work along these lines is being pursued.
Application of the TCF theory methods to R(3)(t1, t2) has also led to a practical TCF
theory of the 2DIR experiment. [117] It would appear that although exact TCF theories
are impossible, approximate yet effective TCF theories of all nonlinear spectroscopy maybe
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possible. These theories bring the power of MD simulations to bear the difficult task of the-
oretically modeling the spectroscopy of complex condensed phase chemical systems. When
multidimensional nonlinear optical experiments were first proposed it was expected they
could have an impact similar to introducing higher dimensional techniques into NMR. A
major impediment to developing and interpreting these spectroscopies has been the lack of
tractable yet accurate molecularly detailed theory of the spectroscopy and TCF theories
serve to fill this void.
The present computationally tractable theory for R(3), the 2DIR technique can now open
up the possibility of examining complex molecular systems and other polarization conditions
to better understand the information content of the nonlinear spectroscopy. The present
theory is well suited as both a predictive and interpretive tool and retains a fully molecular
detailed description of 2DIR spectroscopy.
We have presented an approach to calculating molar volume changes that is especially
useful for comparing with photothermal experimental results. Both the experimental and
theoretical methods permit the determination of time dependent molar volume changes, and
the identification of metastable intermediate species with lifetimes lasting tens of nanosec-
onds. The method is also useful in accounting for the molecularly detailed origin of observed
molar volume changes, including dissecting such changes into physically meaningful partial
contributions from different potential energy interactions. The observation that anionic sol-
vation leads to larger molar volume changes than cationic solvation is in agreement with
experimentally measured trends and the observed volume changes are on the same order of
magnitude. [118]
The MD models employed here serve to demonstrate the power of the methods presented
for prediction of spectroscopic signals and molar volume changes associated with solvation
in the presence of different electrostatic fields.
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