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ABSTRACT 
This thesis presents the design and implementation of XML based Linux File System Runner 
(XML LFS), a file system simulator that integrates the representation ability of Extensible Markup 
Language (XML) with the beauty of Linux file system architecture. XML LFS uses a layered 
approach to design a generic file system runner from scratch utilizing Java programming language 
and JDOM. The hierarchical directory structure of the file system is kept in an XML file for easy 
manipulation as well as on disk for crash recovery. UNIX-like file systems such as the Second 
Extended File System (Ext2), a native mini file system (mini3fs) and Linux kernel codes for file 
system operations are explored for the real implementation work. 
Traditional file system consists of a hierarchical tree, composed of directories and files. Each 
directory can contain both files and subdirectories. This is an equivalent concept to "semi-structured" 
elements in XML. Embedding an XML log file layer into the Linux file system architecture can speed 
up the directory look up by combining the power of XML and XQuery as well as eliminating the 
limitations of the existing fixed-attribute file system model by treating files as elements to a 
customizable XML document. Thus, the whole development environment is more useful for future 
file system research. The future of XML file system is discussed in detail. Complete system 
architecture and functionalities are built and the process is described in the thesis. Initial Bonnie-like 
and Andrew-like benchmarks of the prototype implementation show that XML LFS achieves the 
expected performance results. 
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INTRODUCTION 
File system is a very important layer of computer system architecture which provides 
functionalities to store and organize data files for easy use. File systems either use a physical storage 
device such as a hard disk or CD-ROM to maintain the organization of files on these devices or are 
virtual to provide only an access method to virtual data over network. Formally speaking, a file 
system is a set of methods used by users to store, organize, manipulate, navigate, access, and retrieve 
data. 
File systems become familiar to every computer user due to their blooming population. All kinds 
of file systems have been designed and implemented to achieve better performance for specific 
purposes. The most familiar file system use an underlying storage device to hold the data and offer 
access methods to data blocks on the device. The file system is responsible to organize files and 
directories and keeps track of which data block belongs to which file and which one is not being used. 
File names are associated with files typically through directories, usually by connecting the file name 
to an index into a file allocation table of some sort, such as the FAT in an MS-DOS file system, or an 
inode in a UNIX-like file system. Directories may be organized to a flat form or a hierarchical 
structure which allows subdirectories to exist. 
Currently, UNIX and UNIX-like file systems adopt the hierarchical idea of the directory 
organization. Hierarchical directory structure has more advantages than flat directory structure of the 
past. It is more natural for a directory tree to carve up a name space nicely. More importantly, this 
organization can make an efficient file search and neat directory content management. However, as 
mentioned in [1], UNIX-like file systems have some inevitable limitations. Two big limitations are 
maximum file size and maximum file name due to its internal representations of the files. New file 
systems are proposed to remove these limitations but raise new problems. Now the maximum file size 
has been extended to 4G or similar size according to the different internal file representations. The 
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maximum file name can be 255-character long. Besides this, we have a potential limitation here for 
heterogenous meta-data information representation. Existing file systems have same meta-data 
information format of a file such as file size, fie type, file access right, actual data addresses and so on. 
This kind of fixed-attribute model is fast to use, but it greatly limits the meta-information associated 
with different files, and thus limits the ways files can be organized [2], Generating more flexible and 
scalable file representations is a promising direction for the file system researchers to follow in the 
future. 
The appearance of a representation language for semi-structured data, Extensible Markup 
Language (XML) brings lights for the future of file systems. The flexible, extensible, cross-platform 
and easy-to-use features of XML speed up its explosion of innovation. Almost every field of 
computer science, even the basic building blocks such as databases, network, file systems, web 
applications and so on, has developed real use cases of XML. The basic idea of XML is very simple -
each piece of data is extracted and identified by a given tag. However, XML is more powerful than 
what it can be at the first glance. In early days, it was just equated to HTML or even disparaged as 
nothing but an expanded delimited text file. A. Russell Jones mentions in his article [2] that just 
because of its expansion in content body, XML poses five more capabilities which can be used to 
differentiate XML from other delimited file formats: 1) standard and universal construction rules; 2) 
hierarchical structure; 3) Metadata as well as file data is contained in XML document; 4) XML 
schema provides more meanings; 5) all above together provides a document validation method. In 
contrast, plain text files don't have these advanced features for data representation. Neither a standard 
schema nor a hierarchical data structure can be applied to validate data in plain text files, which 
forces application developers to write custom codes to parse and validate the file contents. Recently, 
many applications have been developed to take advantages of XML. For example, the transformation 
from HTML web page to XHTML web pages is under way; most of modern application configuration 
files are written in XML because of its human-readable and modifiable text content, hierarchical data 
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structure and data validation abilities; GUI can be described by XML without any restrictions; and for 
more interests we concern is that XML can even dominate future file systems. 
The hierarchical directory structure of modern file systems is very similar to the idea of "mixed-
content" elements in XML document, which contains both data and other elements. As we mentioned 
above, the fixed-attribute model of file systems has some limitations that can be solved by using 
XML. If we can represent data files in XML documents, we can do content-based searches and in the 
meanwhile, the limitation for the maximum file size can be removed by paginating XML document or 
using specific XML document storage techniques. Also the complexity of file systems will be greatly 
reduced since we don't use pointers or other similar data structures any more to complete file system 
operations or file operations. XML parser and XQuery can be used to parse the document and retrieve 
the elements of interest very fast. Besides this, XML file system can associate descriptive data with 
any file, not just those whose associated applications have annotation capabilities. 
The work presented in this paper is trying to design and implement an XML Linux-like file 
system runner from scratch. Our goal is to get some ideas about the usage of XML in future operating 
systems and try to prove the feasibility of XML-based file representation. To the best of our 
knowledge, this idea is totally new and no related work in this direction has been done and can be 
referred. Due to the time and resource limitations, we don't want to modify the Linux kernel to 
support our brand new file system; instead, we adopt another way to solve the problem. Instead of 
building a fledged file system, we try to build a file system simulator to demonstrate the basic 
functionalities that general file system would provide. In order to manipulate the XML document 
which is embedded in the middle of the system, we use Java and JDOM as the implementation 
language. Several usages of XML in applications discussed above are demonstrated in our XML-LFS 
runner such as the configuration files and flexible-attribute data model. Although we can't compare 
our experimental results with other real Linux file systems, we can get a feeling about the 
performance of XML-based file system and expect the improvement potentials in the future. 
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The contributions of the work presented here are as follows: 
First, we design and implement an XML-based Linux-like file system simulator from scratch. 
This generic idea is useful to show the usage of XML in system-level applications such as file 
systems. 
Second, this work provides another direction for file system researches. Limitations of existing 
file systems and advantages of XML file systems have indicated that XML will dominate future file 
systems. Files will no longer be presented in a uniform format. Various file representations will 
emerge and the file search will become more and more content-based and easier. 
The remainder of the paper is organized as follows: 
Chapter 1 discusses the future of XML file systems by exploring the limitations of UNIX-like file 
systems and the beauty of XML. In this chapter, why to combine XML with file systems and what is 
XML file system will be explained in detail and a simple XML file system example will be given to 
show what the XML file system looks like. As a summary of this chapter, the future of XML file 
system will be predicted and the research directions are pointed out. 
Chapter two examines some related work and provides a background in order to understand the 
design and implementation of the new file system. The Linux virtual file system which is used to ease 
the new file system addition and system call mapping is described. And Linux file system architecture 
is presented to show the relationship between the virtual file system layer and different file system 
instances. A concrete file system instance- the Second Extended Filesystem (Ext2) is inspected for the 
internal schemes such as caching, space allocation and read/write strategies. At last, some other 
XML-related information systems are mentioned to show the usage of XML and the potentials of 
XML file systems. 
Chapter three gives an overview of the XML-based Linux file system runner (XML-LFS) 
architecture. The whole system is examined in a layered approach. The roles and functionalities of 
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each layer are defined. This Chapter helps readers to understand the design and implementation 
details presented in the next few chapters. 
Chapter four describes the design and implementation of XML-LFS. The XML layer of XML­
LFS is introduced and functionalities and operations for this layer are defined. The XML-LFS system 
layout on disk is presented in page format to help readers get a clear idea of what XML-LFS is and 
how it works. Operations such as create file system, mount/unmount file system, create/delete files, 
make/remove directories, change working directory and edit files that are supported by the system are 
described in great detail. Finally, the design and integration of graphical user interface are presented. 
Chapter five provides some experimental results to show the performance of XML-LFS. Two 
kinds of benchmark tools are discussed. Bonnie-like benchmark results shows the I/O performance of 
the file system runner and Andrew-like benchmark results try to disclose the relationships between 
files and directories within the same file system. Both benchmark results show that our XML-LFS has 
achieved our original expectations and potential improvements are still possible. 
The final section of the thesis summarizes the contributions and the results of XML-LFS and 
suggests some research directions in the future work. 
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CHAPTER 1: XML DOMINATES FUTURE FILE SYSTEMS 
1.1 Introduction and background 
This section first discusses the roles that the file system plays in the computer system and 
explains the reasons why the file systems are so important. An introduction to UNIX-like file system 
is followed to provide some background knowledge of file systems and then the limitations of 
existing UNIX-like file systems are examined. Finally, basic knowledge of Extensible Markup 
Language (XML) is introduced and the beauty of XML is presented. 
1.1.1 Roles of file systems 
As mentioned in [3], for most users, the file system is the most visible aspect of an operating 
system. It provides the mechanism for data storage and manipulations. The two basic components of a 
file system usually are: a collection of files, each storing related data and a directory structure which 
organizes files in the file system. From a user's point of view, a file is just a named collection of bytes 
which is permanently and conveniently available at any time. From the operating system's point of 
view, a file is mapped from a named collection of bytes to a collection of blocks on physical storage. 
In this way, the operating system provides a uniform logical view of information storage. Moreover, 
the storage device which holds the file data are nonvolatile, so the contents are persistent across 
system reboots and power failures. 
The file system plays several roles in operating systems, among which there are four basic jobs 
the file system conducts. The first task performed by the file system is called name conversion. As we 
know, each file has an associated name which identifies itself. A file name usually consists of a string 
of characters such as HelloWorld.java. When a file is named, it becomes independent of the process, 
the user, and even the system that creates it. The file becomes a storage unit on the storage device [3], 
After that, this file can be specified by its name. The file system needs to do the name conversion job 
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to map the file name to the file and also map the offset within a file to the disk block number or even 
to the cylinder group number and sector number of the disk. Name conversion makes files available 
for users conveniently. Given the file name, the user can get what he wants in very short time. The 
second task that the file system does is to protect the files from abused by unauthorized users and 
unpermitted actions. Upon created, each file is associated with some access control information which 
is a part of meta-data of this file. Access control information includes ownership, access information 
and permitted actions on this file. In [4], the owner of a file is defined as the user who is assigned the 
control of this file and who may be able to grant or deny access to other users and who can change 
these privileges. A simple version of access information may consist of the user's name and password 
for each authorized user and permitted actions are usually referred to controlled reading, writing, 
executing and transmitting over a network. Access control information protects files from 
unauthorized access and unpermitted reading, writing and execution, and thus ensures the integrity of 
the file data. Since the stored file data will be retrieved by the user some time later, file systems 
should provide a mechanism to keep the file content permanently and correctly even if the power 
failures or system reboots happen. In other words, keeping the information safely for a long period of 
time is the third duty of the file system. The file system is trusted by users to keep the file data for 
future use and hence it should be able to give back the data stored by the user when requested. In 
normal situations, this can be done smoothly, but in some hazardous situation such as power failure 
when writing, the data should be written correctly. The last but not the least, the file system needs to 
do its routine work- the disk management and space allocation. Whenever a file expands or shrinks, 
disk space is allocated or deallocated. There are a lot of issues about the disk management scheme 
and the space allocation strategy here. Where to allocate a new data block for a file to achieve fastest 
file read and write, when to do the real disk write, how many free data blocks to allocate or deallcoate 
and so on are all issues the file system should take care of. But the same goal is to make efficient uses 
of disk space and achieve fast accesses to files. 
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1.1.2 Limitations of UNIX-like file systems 
In order to examine the limitations of UNIX-like file systems, we need to know the internal 
representation of a file in this kind of file systems. In UNIX/UNIX-like file systems, every file 
corresponds to a unique copy of a data structure called inode (index node). The inode contains all 
necessary information for a process to access the file, such as the file ownership, the file size, the file 
access right and the location of the file's data in the file system. As observed in section 1.1, each file 
uniquely corresponds to a path name and the OS kernel maps the path name to the file's inode. There 
are two kinds of inodes to cooperate together for file manipulations. The inode that exists in a static 
form on disk is called disk inode and the inode that is kept in the memory for OS kernel uses is called 
in-core inode. Disk inodes consist of the following fields: 
• File owner identifier: individual owner and group owner. 
• File type: regular file, directory, character or block device and FIFO pipes. 
• File access permissions: access control information such as ownership, access control list and 
permitted actions. 
• Link count: number of names the file has in the directory hierarchy. 
• File size: size of the file in byte. 
• File access time: the time when the file was created, last modified and last accessed. 
• Datablock addresses: disk addresses of the file data lock. 
The in-core inode contains the following fields in addition to the fields listed above [5]: 
• The status of the in-core inode: whether the inode is locked; whether a process on the queue is 
waiting for the inode; whether the in-core inode has been changed but not flushed into the disk 
inode; whether this file is a mount point and so on. 
• The magic number of the file system that contains the file. 
• The inode number (i-number): the index of the corresponding disk inode in the inode list on disk. 
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• The pointer to other in-core inodes. 
• A reference count: indicates the number of active instances of this file. 
The typical structure of a disk inode is shown in Figure 1. The size of this inode is 64 bytes 
consisting of 16 32-bit words. Each word stores the information mentioned above. Specifically, word 
3 ~ word 12 contain 13 3-byte physical block addresses. The first 10 addresses are the physical block 
addresses of the first 10 blocks of the file; the 11th address called first level index block identifies an 
index disk block which holds the addresses of following file data blocks; the 12th address is called 
second level index block which holds the addresses of further first index blocks and the 13th block 
address is a third level index block which contains the addresses of further second level index blocks. 
r 
Link Count 
Group Id 
file size (in bytes) 
Direct 0 
Direct 1 
Directs 
Direct? 
Single indirect 
Double indirect 
Time last accessed 
Time last modified 
Time first created 
32 bits 
Figure 1. Representation of inode on disk 
There are some advantages and disadvantages to use this inode structure to organize the files on 
disk. Data in small files can be accessed directly from the inode. Since for small files, all file data will 
be stored in the first 10 data blocks, only two disk accesses are needed, which are one read operation 
that fetches the inode and another read operation that fetches the data block. Similarly larger files can 
be accessed efficiently, because an indirect index block points to many data blocks. Each data block 
will be filled up before another new block is allocated so disk can be filled completely with little 
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wasted space (ignoring partially-filled blocks). However, because inode information is kept separately 
from the real file data, accesses of the file data often require a long seek time when the file is initially 
accessed. Generally speaking, in order to access the file data, we first need to get the inode number 
(i-number) by mapping the file name; then we use this i-number as an index to the inode list on disk 
to retrieve the inode of the file, get the data block addresses from the inode and finally access the file 
data. The whole process takes several disk accesses to retrieve the inode and the file data. Because the 
file name conversion is more complex than what we thought at the first glance. During the name 
conversion, each directory along the path needs to be examined to locate the target inode number 
which may involve several disk reads if the situation becomes complicated. Moreover, the inodes of 
files in the same directory are not kept together on disk which leads to low performance for the 
directory search operation. And the data blocks of a file may not be consecutive on disk which makes 
it hard to access the file sequentially. Therefore, there is a trade-off between the data block size and 
the performance. If the data block size is small, the data transfer becomes inefficient while the 
utilization of space is high because the last block of a file is usually half-filled, the smaller the block 
size is, the less the space is wasted; conversely, if the data block size is large, the data transfer is 
efficient but the space is not well utilized. And as the data blocks are allocated and deallocated, the 
free list of data blocks quickly becomes scrambled which increases the overhead of finding free 
blocks and makes things worse. 
We have discussed some performance limitations introduced by the inode structure. Now we turn 
to the space limitations of UNIX/UNIX-like file systems. First, let's do a maximum-file-size 
estimation by doing a simple computation. Assume the block size is 512 bytes in the file systems we 
concern. The computation steps are described as follows: 
• The 10 direct block addresses in the inode can hold 512*10=5120 byte file. 
• The first level index block addresses a further 512/3=170 data blocks which allows a maximum 
file size of 5120+170*512=92160 bytes with an overhead of 512 bytes for the index block. 
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• The second level index block addresses 512/3=170 first level index blocks each of which 
addresses 170 data blocks which allows a maximum file size of 92160+170*170*512=14888960 
bytes with an overhead of (170+l)*512=87552 bytes for index blocks. 
• The third level index block addresses 170 second level index blocks which allows a maximum 
file size of 14888960+170*170*170*512=2530344960 (-2.5G) with an overhead of 
(170* 170+1)*512=14797312 bytes for the index blocks. 
In this case, the maximum file size is limited to 2.5G. Now we have another drawback of this 
inode structure. That is, the size of a file in UNIX/UNIX-like file systems is limited by the size of its 
disk inode. In order to get fast disk operations, the inode should be kept in small size which sets a 
limit for the maximum file size. 
Another space limitation for existing UNIX-like file systems is the maximum length of a file 
name. Before we go into any details, it is always helpful for us to know what are inside the directories. 
Recall from the inode fields, the directory is a file type that gives the file system the hierarchical 
structure. They play an important role in the file name conversion which maps a file path name to the 
file's inode number. The data in a directory file is a sequence of entries consisting of an inode number 
and the corresponding file name. A path name is a character string divided into separate components 
by the delimiter ("/" in UNIX and "\" in Windows). The last component is a regular file name and 
other components are names of directories along that path. In order to ease the operation, the length of 
the directory entry is fixed, which means the maximum length of a file name is set according to the 
size of the directory entry. 
Figure 2 depicts part of the content of the directory "/myDir". Every directory contains the file 
name And which means the directory itself and its parent directory, respectively. As shown in 
Figure 2, some entry with the inode number of "0", which means that this entry is deleted but it once 
represented the file named "file55". The size of a directory entry can be 16 bytes, 257 bytes or other 
figures. So if the size of the inode number is fixed, 2 bytes in this example, the maximum length of a 
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file name can be 14, 255 or other number of characters separately. Therefore, we can't name a file 
with any length. The maximum length of a file name is limited. 
Inode Number File Names 
(2 bytes) 
83 
2 
1798 liait 
1276 Fsck 
85 Clri 
1268 Motd 
1799 Mount 
88 Mknod 
2114 Passwd 
1717 U mount 
2851 Checklist 
92 Fsdblb 
84 Confïg 
1423 Getty 
0 File 5 5 
95 Mkfs 
188 inittab 
Figure 2. Contents of a data block for directory "/myDir" 
The maximum file size and the maximum length of the file name are considered two major 
limitations of UNIX/UNIX-like file systems. Besides, the maximum number of files in the file system 
is also limited by the number of disk inodes. Some improvements have been made to increase those 
upper bounds. However, unless the inode structure is changed, this problem will not be solved 
completely. Moreover, one interesting issue we concern more is the fixed-attribute model the 
UNIX/UNIX-like file systems represent. As A. Russell Jones says in his article [2], the fixed-
attributes model works fast but greatly limits the meta-data of the file. The fixed-attribute model here 
refers to the inode structure used by UNIX-like file systems. Any type of files are uniquely identified 
by their inodes and described by some fixed attributes such as file size, file type, file access time, etc. 
Since the inode structure is same for all types of files, the ways files can be organized are greatly 
limited. For example, for some files, the user only cares about the file size so other fields in the inode 
are left empty that wastes the space; for some other files, the user wants to know more besides the 
information provided in the inode, but there is no place for these information to be kept. As we 
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mentioned in the introduction section, XML helps eliminate these restrictions by treating files as 
elements attached to a customizable XML document. 
1.1.3 Beauty of Extensible Markup Language (XML) 
W3C defines the recommendations for XML not only because of its simple but very flexible text 
format but also because it is becoming more and more important in the exchange of a wide variety of 
data over the internet. XML stands for extensible Markup Language and is now almost used in 
everywhere. XML and HTML come from the same family of what is called SGML (Standard 
Generalized Markup Language) and used to mark up meta-data which is self describing [6], In the 
past few years, HTML has achieved a big success due to its ability of information display and linkage, 
but the limitations of the language itself set up obstacles for its further development. HTML has fixed 
number of tags and tag names while XML does not. The basic look of XML is very similar to HTML-
with parts of a page enclosed in tags. However, XML can represent information more flexible and 
powerful than HTML does. XML gives users the ability to manipulate and represent the content 
freely by attaching a user-defined tag. These tags are more user-friendly and readable so that the 
document is more understandable for common users. Another advantage of user-defined tags is that 
labeling the data with user-defined tags makes it possible for other users to extract pieces of 
information from this XML document and then reuse it somewhere else. Moreover, the hierarchical 
structure of the content and the powerful representation ability of XML are especially suitable for 
information with long lifespan, dynamic and application-oriented features. In simple words, the 
beauty of XML is that the user can design whatever format he wants to describe his data [6], Figure 3 
gives a very simply example of an XML document which describes one student and his course 
records. 
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<?xml version-"!.0" encoding ="utf-8" ?> 
<!- -This example shows the structure of a simple XML document-> 
<Document> 
<Student> 
<StudentlD>227981791 </StudentlD> 
<Classification>Sophomore</Classification> 
<GPA>3.53</GPA> 
<MentorlD>201586985</MentorlD> 
<CreditHours>38</CreditHours> 
</Student> 
<Course> 
<CourseCode>Coms 511</CourseCode> 
<CreditHours>3</CreditHours> 
<lnstructorlD>201586970</lnstructorlD> 
<Classification>Professor</Classification> 
</Course> 
</Document> 
Figure 3. Simple XML document example 
Elements are nested in above document with some hierarchy indicating by its indent as shown in 
Figure 4. This document contains two different kinds of records: student record and course record, 
each of which has different attributes. More complex elements may have attributes enclosed in their 
tags. In XML, this kind of heterogonous data can be presented without wasting space or leading lower 
performance. XML parser and DOM are used to navigate and manipulate the XML document. After 
the XML document is parsed into a sequence of elements by XML parser, DOM will be used to 
retrieve the elements of interests. 
As a summary, the beauty of XML is exhibited as follows: 
• Simple, flexible but powerful text format is suitable for dynamic, heterogonous and semi-
structured information. 
• User-defined tags are more user-friendly and make the information reuse possible. 
• XML documents can be queried, traversed or manipulated quickly by cooperating Xquery, XML 
parser, DOM or other tools. 
• The future of XML is very promising. 
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Figure 4. Hierarchy of the XML document 
This section first describes the idea of combining XML with file systems and explains the 
reasons why we try to use XML in file systems. Then a simple XML file system example is given to 
show what the XML file system looks like and two running query examples are used to show how to 
retrieve data from this XML file system. Finally, the future of XML file systems is predicted and 
further research directions are pointed out. 
1.2.1 Why XML file system 
The idea of combining XML with the file system first comes to our mind when we realize that 
XML can eliminate the limitations exposed in UNIX-like file systems. The most promising point is 
that XML is based on a flexible-attribute model and thus dynamic and heterogonous data can be 
added or deleted whenever needed. Meta-data of files is no longer fixed or restricted to the inode 
fields like in the traditional fixed-attribute file systems. In XML file systems, different types of files 
can be described by different attributes. For example, we can use file name, file size, access time, 
access right and data block addresses to represent regular files; instead, we can just associate number 
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of files and other necessary information with directories. In this way, various file organizations are 
created. 
Given a group of files, different users may have different views on the relationships among those 
files. For example, for a movie database, one user may organize it by the alphabetic order of the 
movies' names while the others may sort it by the production year, or by the name of actors or some 
other orders. Traditional file systems do not provide any functions to reorganize files it contains and 
thus file sorting becomes very difficult or inefficient even if it can do. However, using XML to do 
this job is much easier. It's often extremely convenient to reorganize an XML document by doing 
some queries. If the file system is implemented as an XML document and each file is treated as an 
element of this document, reorganizing files into several categories or adding comments or meta-data 
that accompany the file will become very simple. User can then generate customized file systems 
based on his interests very easily. 
File search is another place where UNIX/UNIX-like file systems do not play well. The reason for 
low performance on file search operation in UNIX-like file systems is due to the data structure of 
directories and inodes. We have known in section 1.2 that directory implements the hierarchy of the 
file system and plays an important role in mapping the file name to its inode number. The data of a 
directory is a sequence of entries consisting of the file name and its corresponding inode number. 
When we do a file search, each component of the file's path name except the last one will be parsed 
into a directory name. And then this directory will be searched for the next name component. 
Directory search involves recursively data block reading and name comparison and thus is an 
expensive operation. For example, in order to search the file- /etc/fs/ext2/inode.c, the following steps 
need to be done. First, root directory ("/") is searched for the file "etc". In this step, data blocks of the 
root directory are read in and each entry in the data blocks is compared with the file name "etc" till 
the file name is found and its inode number is returned. Next, since the file "etc" is a directory, it is 
searched for the next file "fs" on the path by using its inode number returned by the first step. The 
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data blocks of the directory "etc" are read and entries are compared with the name "fs" till the file is 
found and the inode number is returned. The same process proceeds till the last file name is reached. 
If the file "inode.c" exists, its inode will be returned by the last directory search "ext2", otherwise, the 
search fails. As we can see, file search operations in UNIX-like file systems are more complicated 
than what we think at the first glance. However, this task becomes much simpler in XML file system. 
In XML file system, since files are treated as a sequence of elements in one flat XML document. The 
hierarchical structure of the file system is still kept but the file search becomes much easier because 
all the steps are done on the same file and the searches based on the tag names can be done faster by 
using DOM parser and Xquery. 
We still have another reason to transfer from UNIX-like file systems to XML file systems. That is, 
XML file system supports content-based search while UNIX-like file systems do not. Traditional 
UNIX-like file system only provides name-based file search. Given a file name, we can search the file 
system and get the files with the same name. Nothing else can be done beyond this. Recently more 
and more applications need more than that. Given a piece of information, the file system should 
return all the files which contain this piece of data. To my best of knowledge, no existing file system 
which supports this kind of content-based file search has been designed and implemented. XML file 
system shows its potentials again on this point. Since all the information including the real file data 
about files is stored in the XML document, content-based file search is just a piece of cake. Like 
name-based file search, content-based file search does the same thing because both the file data and 
the file meta-data are treated same (a stream of bytes), file search is basically a comparison operation. 
Now, it is much clearer why we choose XML to build a through new file system. Besides the 
reasons we talked above, XML still has lots of other advantages and potentials in operating systems. 
By testing XML in file system first, we can gain some hand-on experience for future XML researches 
in operating system fields. 
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1.2.2 XML file system overview 
XML file system tries to use XML to represent the file system hierarchy. As shown in Figure 5, 
each file composed of the meta-data and the real file data is wrapped into an XML element. The 
meta-data of the file such as the file name, file size and file access right is represented as the attributes 
of the XML element. File data is enclosed in the element as the content. The nested structure of all 
elements in this XML document indicating by the indent ahead is compared to the hierarchical 
structure of directories in traditional file systems. Different type of files is identified by different tag 
name of its element such as "directory" or "file" shown in the Figure 5. 
<?xml version="1.0" encoding="utf-9" ?> 
<fi lesy stem > 
<drive letter="C"> 
<di rectory name-'software" No.OfFiles-:07> 
<di rectory name-music" No. Of F il es-T> 
<directory name-"country No.OFiles="4"> 
<dinectory name-light" No.OfFiles="2"> 
<file name-love" mode-:R" size-'3.0M" >love.mp3</file> 
<file name="beautifulgirl" mode="R" size="&.0M" >beautifulgirl.mp3</file> 
</di rectory > 
<file name="rockme" mode-'R" size="4.5M">rockme.mp3</file> 
<file name-'countryroad" mode-'R" si ze="4M">co u ntry roa d. mp3<'fiIe> 
<file name=*cl osemyeye" mode="R" size="6.3 M">closemyey e. mp3</file> 
</di rectory > 
<.'di recto ry> 
<di rectory name= "Windows" No.OfFiles="2"> 
<file name="System32" mode="R-E" size="55M7> 
<file name^'Vv'in" mode="R-E" size="500M" >win.exe<'fiIe> 
</di recto ry> 
</drive> 
<drive letter="D"> 
<directory name="Backup" No.OfFiles="2"> 
<file name="temp1" mode="R-W" size="0.1M">2006-03-01 .bak<.'file> 
<file name="temp2" mode="R" size=:: I M"> 20 0 E-C'3-25. ba il e> 
c.'di recto ry> 
</drive> 
</filesystem> 
Figure 5. XML-based file system example [7] 
The root element of this XML document is <filesystem>, which contains an arbitrary number of 
<drive> elements as its direct children. Like in traditional file systems, <drive> acts as the disk 
partition and in turn, contains an arbitrary number of <directory> or <file> or other elements which 
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denotes different types of files and each <directory> element contains an arbitrary number of 
<directory> and <file> elements. Now, this simple XML file system example has the same structure 
as a traditional file system. The relationships between directories and files are presented in XML, and 
then we can view this XML document as a file repository which stores files and directories 
permanently and use database-like query operations to retrieve data in this file system. Simple 
examples using Xquery to retrieve data from this XML document are given in the following: 
• Query 1 : get all the names of directories in Drive C. 
<Result> 
FOR $d in document ("filesystem.xml")/filesystem/drive[@letter="C"]//directory 
RETURN <directory>$d/name</directory> 
</Result> 
The document ("filesystem.xml") part indicates the file system: an XML file named 
filesystem.xml. The above query returns the following legal XML document: 
<Result> 
<directory> software </directory> 
<directory> music </directory> 
<directory> country </directory> 
<directory> light </directory> 
<directory> Windows </directory> 
</Result> 
• Query 2: retrieve all the files in Drive D. 
<Result> 
FOR $f in document ("filesystem.xmP')/filesystem/drive[@letter="D"]//file 
RETURN $f 
</Result> 
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The Query returns the following legal XML document: 
<Result> 
<file name= "tempi" mode= "R-W" size= "0.1M">2006-03-01.bak</file> 
<file name= "temp2" mode= "R" size= "lM">2006-03-29.bak</file> 
</Result> 
If we don't want to store real file data in this XML document in order to achieve better 
performance for common operations which are not related to data accesses, XML also provides a set 
of tools for linking documents and subdocuments, extensible Linking Language (XLL) can be used 
for this purpose. In this way, the real file data can be stored in another document and linked to the file 
system document by XLL. File data is accessed only when needed and thus the performance can be 
greatly improved. 
1.2.3 The future of XML file systems 
The future of XML file systems is promising not only because the XML file system is built on a 
flexible-attribute model which brings various new file organizations but also because the simplicity 
and syntactical rigor of XML makes it easy for both humans and computers to understand. As Simon 
St. Laurent said in his article [8], XML's promise is mainly due to its extensibility. User can create 
tags rather than just given a set of tags like HTML does and thus a wide variety of structured and 
unstructured data types can be represented in XML by creating tag sets. XML file systems make use 
of this feature and treat files and directories as structured elements to build the hierarchy of the file 
system. Because elements and attributes in XML can be easily mapped into existing object-oriented 
programming structures, file elements or directory elements can easily be manipulated using object-
oriented languages. As we can see in above examples, it is often extremely convenient to reorganize 
files into different categories by querying the XML file system document or add/delete meta-data of a 
file without interfering the file itself by using DOM to do some attribute-level operations. That is, 
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XML file system has the potentials to provide instant comments for any files, not just those whose 
associated applications have the annotation capability [2], 
However, lots of issues such as the performance and security problems are still open for further 
researches. One of the main obstacles which limit the deployment of XML documents is the 
performance bottleneck. We can easily transfer a plain text file to a structured XML file but get an 
explosion in file size. The size of XML documents can easily be ten to twenty times larger than an 
equivalent binary representation of the same information [9], Several approaches have been proposed 
in [9] to improve its efficiency such as compressing and squeezing XML, ignoring XML validity, 
rewriting the parser and changing the rules. But still lots of work need to be done to remove or 
mitigate this bottleneck. Another big obstacle that prevents XML from moving into operating system 
level is the security issues. Along with the more and more uses of XML in computing fields, many 
XML security problems arise. XML itself is not related to security because it just presents some data 
format for document. But someone may ask whether additional measurements need to be placed to 
ensure the security of the applications where XML is used. XML file system is a good example here. 
Since different users may have different access rights to the same file, we need to categorize end-
users into different groups according to their privileges. Owners of this file can change the meta-data 
of the file while other common users may not, and thus we can ensure that only authorized end users 
can directly control the important information of the file. Data authentication and encryption play a 
large role in this area. However, "There is no single answer for security with XML; people want both 
of these things in the entire range of coarse to fine grain" said J.P. Morgenthal, president of NC.Focus, 
in Hewlett, N.Y. 
Besides other XML-oriented issues, more filesystem-related work needs to be done for XML file 
systems. For example, how to make the XML file system scalable for very large system size, how to 
make the file system endure severe system crash or power failures, how to protect the XML file 
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system from attacks by malicious users and so on. We can predict that the future of XML file systems 
will be very promising and the research in this area will become very hot. 
23 
CHAPTER 2: RELATED WORK 
2.1 Introduction 
In Chapter 1, we have discussed the roles file systems play in computer systems, identified the 
limitations of existing UNIX-like file systems by looking into the internal representation of files and 
predicted the future of XML file systems. In this chapter, we will examine some related work and 
provide the necessary knowledge for the rest of this thesis. We will briefly introduce the evolutions of 
Linux virtual file system and present its architecture. We will also discuss the advantages of Linux 
virtual file system layer. After that, a practical file system, the Second Extended Filesystem (Ext2) is 
inspected for some important schemes such as caching, space allocation and read/write strategies. 
Finally, some other XML-based information systems are introduced. 
In [1], a brief historical story is described to tell the history of Linux virtual file system. Today, 
we all know that Linux is a UNIX-like operating system. But at the very beginning of Linux, it was 
designed just as an extension to another operating system called Minix operating system [10]. When 
Linux was being designed and implemented by a cross-work under Minix operating system, the 
author, Linus Torvalds, believed that providing a support for the existing Minix file system is much 
easier than writing a new one for Linux. And thus the rudiments of Linux virtual file system were 
built. However, the limitations of Minix file system can not meet the increasing need of Linux file 
system, so people started thinking and working on the development of new file systems. In order to 
support addition or deletion of new file systems in Linux, the virtual file system layer was designed 
and written by Chris Provenzano and later rewritten and integrated into the Linux kernel by Linus 
Torvalds. From then on, the Linux virtual file system came into exist. 
Now many file system instances such as NFS, Ext2 and ReiserFS have been designed, 
implemented and added into the Linux file system architecture, among which Ext2 is a file system we 
24 
are interested in. Ext2 was first integrated into Linux 0.96c in April 1992. Since then, it has been 
becoming more and more popular because it mitigates two big limitations of the Minix file system: 
the maximum file size was expanded to 2G and the maximum length of the file name was increased 
to 255 characters [1]. Although this is a big improvement, Ext2 still has some problems left unsolved. 
Moreover, since Ext2 adopts the inode structure to represent files as we talked in Chapter 1, it suffers 
the limitations identified for all inode-structured file systems and the scheme to keep free space or 
free inodes makes things even worse. Ext2 uses link-lists to keep all free data blocks and free inodes. 
However, this makes a bad performance as the file system is used because the link-lists will become 
unsorted and some holes will be generated on disk space. 
2.2 Linux file system 
Linux file system is different from other file systems. It contains two layers: one is called Virtual 
File System layer (VFS) and the other is called file system instance layer. VF S is the subsystem 
integrated into the Linux kernel and implements the filesystem-related interfaces. It doesn't do any 
actual work except mapping system calls from the user space to some underlying file system instance. 
The file system instance is responsible for implementing the real function calls. By embedding a 
virtual file system layer between the users and the file system instances, many file systems can 
coexist and cooperate with one another. In virtual file system layer, the file operations such as openQ, 
read() and writeQ are only defined as abstractions but not implemented. So the flow of function calls 
from user-space to kernel space and finally to the storage hardware is like what is shown in Figure 6. 
Usericalls VFS calls 
disk I/O 
calls' 
( openO )—|—^ svs openO —]—*(^ext2 openO 
! VFS ! Ext2 
user space ! kernel space 
Figure 6. The flow of file system calls 
disk 
storage 
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In Figure 6, one user program issues a file system call- open(), and this call causes a system trap 
from the user space to the kernel space. During the system trap, this system call is passed onto the 
virtual file system and a corresponding system call- sys_open() is made. But as we said before, 
sys_open() seems like a stub function that does not do anything but contains the entrance address of 
the real function-ext2_open(). The real file system call will be mapped to ext2_open() by the virtual 
file system and ext2_open() will do the real work including making I/O system calls to complete this 
operation. 
2.2.1 The virtual file system and the file system instance 
One of the most important features of Linux file system is the virtual file system layer. This layer 
provides a uniform file system interface to user processes and supports several file system instances 
to coexist on the same machine, thus allowing transparent accesses to different file systems mounted 
locally. VFS provides file system call interfaces for users, maintains internal data structures and 
passes tasks to the underlying file system instances. In [11], the author mentions another important 
task of VFS, which is performing the standard actions. For example, as a rule, no file system 
instances provide the IseekQ function since this function is provided as a standard action of VFS. 
The virtual file system is an object-oriented scheme [4] and works on some objects we have 
mentioned above such as file (regular file, directory, character/block device, pipe and etc.), inode 
(internal representation of files), and file name (a string of characters used to identify files and 
retrieve the file's inode number) and supplies a collection of methods which can be called on these 
objects. Each object contains both data and entry points of file operations implemented by file system 
instances. The basis of this scheme is what we have introduced about UNIX file systems in Chapter 1. 
As a summary, a file system is presented as a directory hierarchy. Each directory is analogous to a 
folder which may contain an arbitrary number of files or subdirectories. Since one directory can 
contain another directory, a tree hierarchy is constructed. Traversing this tree structure from the root 
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to either a subsequent directory or a file will generate a path name, each component of which except 
the last one is a directory name. In UNIX/UNIX-like file systems, the directory is implemented as a 
file which consists of filename—i-number entry pairs as the file data. The file name conversion is 
done by searching directories along the pathname. In this section, we will introduce some other 
important objects and file system operations in order to know more about VFS. 
For users, a file system instance serves as a system which provides functions to create files and 
define their attributes, supports operations allowed on those files and is responsible for organizing the 
directory structure. Besides these functionalities, a file system also needs to implement algorithms to 
map the logical file system onto the physical storage device and allocate/deallocate free inode/space, 
which means the address translation and the space management separately. To understand these 
design issues of UNIX/UNIX-like file systems, let's first look at the disk layout of the whole file 
system. 
Boot block Super block Inode list Data block list 
Figure 7. Disk layout of UNIX-like file system instance 
As we can see in Figure 7, a simplest UNIX-like file system instance usually has four partitions 
on disk: boot block, super block, inode list and data block list each of which plays a different role in 
the file system. 
The boot block occupies the beginning of a file system, typically the first sector of the allocated 
space for the file system. It may contain the boot trap code that would be read into the memory to 
boot the machine, or initialize the operating system. Although only one boot block is needed to boot 
the system, every file system instance has a boot block that is possibly empty. 
The super block describes the status of a file system, in other words, it keeps the meta 
information of the file system such as how large the system is, how many files the system can store, 
where to find free space on the file system, what kind of file system it is, how large a data block is 
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and some other statistical or behavioral information. The super block is stored in a special sector on 
disk because of its special purpose, and besides this, it also contains a list of operations which can 
operate on those meta information. Those super block operations are designed as functions that the 
operating system kernel can invoke. Some of them are listed in the following [4] : 
• Readinode: read a specified disk inode into its in-core inode from a mounted file system. 
• Write inode: write a given in-core inode to its corresponding disk inode. 
• Put inode: release inode. 
• Delete inode: delete inode information from disk. 
• Notify change: called upon inode attributes are changed. 
• Put super: release the given superblock 
• Write super: write superblock to disk. 
• Statfs: get the status of the file system 
• Remount fs! remount the file system with new options 
The inode list is a list of disk inodes that follows the super block in the disk layout and the 
starting point of the inode list is recorded in the super block as an index. The position of an inode 
in this inode list is called i-number that we have mentioned before and used as an index to locate 
a specific inode. Administrators can specify how many disk inodes the file system can have 
when configuring the file system. The bitmaps stored in the super block are used to keep the 
records of the usage of inodes. One inode is chosen to be the root inode recording the root 
directory of the file system. This inode makes the root directory accessible after the execution of 
the mount system call that we will talk about later. 
The data block list starts at the end of the inode list and contains file data and administrative data. 
Any allocated data block can only belong to one file in the file system but the data blocks of the same 
file may not be continuous or ordered, instead, they are spread in the data block list and kept ordered 
in the data block address area of its inode. Bitmaps are used again to keep the records of the usage of 
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all data blocks on disk and free data blocks are linked together to ease space allocation and 
deallocation. For any one file, only the last data block can be half-full filled and all the previous 
blocks must be fully filled. We have already known that inode is the internal representation of a file 
which contains the meta-data of this file. Therefore, keeping all inodes together in the same place and 
all data blocks together in another place separates the describing data from the real file data which 
results the low performance of the directory search operations. 
Above is just a simplest model for the disk layout of a UNIX-like file system. Most practical file 
system instances have lots of extra information stored on disk to protect the system from hardware 
failures or system crashes. For example, instead only one super block is stored in the super block 
partition, the disk is partitioned into different cylinder groups, each of which contains a copy of the 
super block in case the super block is destroyed during a disk failure. When a file expands, the file 
system tries to allocate a data block in the same cylinder group as all the other data blocks of this file 
to decrease the distance between each data block, avoid disk head moving and then reduce the 
searching time while reading this file. To increase the possibility of success, the file system allocates 
several data blocks instead of just one block in response to one request. We will cover more 
optimization issues in the following sections. 
The virtual file system provides two groups of operations: file operations to operate on files and 
file system operations to manage the file system. Users can use file operations to open/close a file, 
read/write a directory, seek a read/write position within a file and synchronize the inode with the 
current status of the file, etc. the file system operations are used to do the file system management 
routines such as getting the status of the file system, allocating/deallocating inodes or data blocks, 
updating the super block, mounting/unmounting the file system, etc. 
Although the virtual file system layer makes all files within the file system appear to be under one 
directory, it doesn't mean one file system only occupies one disk. One file system can span any 
number of disks each of which only contains part of its files. Before the user can access the files on 
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one disk, this device need to be made accessible. This operation is called mount file system. In 
UNIX/UNIX-like file systems, the virtual file system layer eases the addition and deletion of new file 
system instances by providing the mount/unmount functionalities. 
2.2.2 Linux file system architecture 
User space Application process 
System call 
System call interface 
Virtual file system (VFS) 
Kernel space 
Xml fs Bxt2 FS Mini3fS 
Caching Management 
Device Driver 
I/O request 
Disk Management 
Disk space 
Figure 8. Linux file system architecture 
Figure 8 shows us the architecture of Linux file system. As we can see, the whole space is 
divided into three different parts: user space, kernel space and disk space. Application processes run 
in the user space and can issue some system calls provided by the system call interface. After the 
system call is made, the process traps into the kernel space. Figure 8 indicates that the Linux virtual 
file system plays within the kernel space and is responsible for dispatching the system calls from the 
user space to its underlying file system instances. All the file system instances share the same caching 
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management to do the inode caching or data block caching. The caching management layer 
communicates with the device driver to initiate the read/write commands. All the actual disk-
accessing jobs are completed by the device driver. The device driver issues disk I/O requests to the 
hard disk as well as providing the necessary information. All the data including the representation 
data and the real file data are stored on disk permanently. 
In Figure 8, Mini3fs is a mini-size file system designed and implemented by Sean Stanek as a 
course project [12]. It plays the same role as Ext2 file system in the kernel space but has different 
features. Xmlfs is the file system that is a little different from what we present in this paper. 
Currently, since VFS has the fixed system call interfaces, we can only view Xml fs as a file system 
instance lying below the virtual file system layer just like others. In the future, if we can write a new 
operating system kernel from scratch, we can make it support a completely independent XML file 
system that we are trying to present in this paper. 
The separation between the user processes and the file system instances made by a virtual file 
system layer has several advantages. The major point is that VFS makes it easier to add a new file 
system and makes the file access transparent to users. Each underlying file system instance can have 
different aspects especially suitable for some use cases. Therefore, the user can select the proper file 
system according to their applications and then get a better performance. 
So far, we have seen how the Linux file system is logically laid out. However, there is one more 
issue we need to make clear, that is, how the system works. In other words, we need to know how 
those data structures introduced so far coordinate with the operating system to make the file system 
work. Figure 9 shows the interactions between the operating system and the file system. Besides the 
inode list, the operating system kernel maintains two other data structures: the in-core inode table and 
the user file descriptor table to communicate with the file systems. The in-core inode table is a global 
kernel structure which contains the in-core inodes of all files opened by applications. But the user file 
descriptor table is allocated on a process base within which each entry consists of an open file 
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descriptor and a pointer to the relevant in-core inode in the in-core inode table. When a process opens 
or creates a file, the kernel allocates an entry from each above table, corresponding to the file's disk 
inode. Entries in these three tables maintain the state and user accesses of those files. The in-core 
inode table keeps track of the byte offset in the file where the user's next read or write can start and 
the access rights allowed to the process. The user descriptor table identifies all open files for a process. 
Basically, the file descriptor is an integer returned by an open or create file system call which can be 
used as an index to the user file descriptor table. When executing read and write system calls, the 
kernel starts from the given file descriptor, follows the pointer in the file descriptor table to the inode 
entry in the in-core inode table and then according to the data block address information in the inode, 
finds the data in the file. 
Process table 
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File descriptor table 
fd ptr 
0 
1 X 
2 
Process 2 
File descriptor table 
fd ptr 
0 
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2 
In-core inode table 
In-core inode for "foo" 
Status, l-number, offset 
Disk inode copy 
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Inode information: 
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Inode information: 
Type/inode 
On the disk 
Figure 9. Interactions between the OS kernel and the file system 
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2.3 Exploration of the Second Extended Filesystem (Ext2) 
In section 2.1 and 2.2, we have discussed the architecture of Linux file system and introduced a 
very important concept: virtual file system. We described the roles that VFS plays and we also talked 
about the data flow of a file system call originated from the user space. In this section, we will go 
beyond the virtual file system layer and look into the underlying file system instances. We will cover 
several implementation issues such as caching schemes, space management schemes and disk 
read/write strategies here. 
The Second Extended Filesystem, abbreviated as Ext2, is one of the earliest but still widely-used 
Linux file system instances. Due to its light weight and better performance on two big limitations of 
Minix file system, Ext2 was once the symbol of Linux file systems. Although, later on, many other 
file systems were developed such as Ext3, Coda, NFS, etc. many strategies used in Ext2 are still the 
basis. So it is useful for us to go inside further for more details. 
2.3.1 The disk layout of Ext2 
The Ext2 file system is built on a premise that the data of a file is stored in data blocks on disk 
[13]. All these data blocks have the same data block size which can be configured during the creation 
of the file system. As we have mentioned before, every file consists of an integer number of data 
blocks and only the last block can be half filled by the file data. Unfortunately, this means for every 
file, we will waste half-a-block space on average. Thus, there is a tradeoff here between the space 
utilization and the file system performance. If the data block size is small, the space waste is reduced 
but more disk accesses are needed to read/write a file which results low performance. Otherwise, the 
file read/write performance is high but more space is wasted since now half a block counts more. In 
Ext2, there is not a single super block, inode list or datablock list for the entire file system like 
discussed before. As shown in Figure 9, the Ext2 file system divides its disk space into several groups, 
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each group contains a copy of the super block, inode/block bitmap, inode list, data block list and other 
information about this group. In this way, each group keeps a duplicate copy of the super block and 
other information critical to the integrity of the file system just in case of the disk disasters. Some 
synchronization schemes are applied periodically to keep all groups at the same status. 
Block Group 0 Block Group N-1 Block Group N 
Copy of 
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Group Descriptor 
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Figure 10. Disk layout of Ext2 
Both Ext2 inode and Ext2 super block have the same physical structure as described before. For 
an Ext2 inode, besides some fields containing the statistical and behavioral information, it contains 
direct, first-level index, second-level index and third-level index pointers to the data blocks also. One 
specialty of the Ext2 inode is that it can describe special device files. There are no data but device 
handlers in these files, which can be used by programs to access devices [13]. For the Ext2 super 
block, it only describes the status of the file system. Although a copy of the super block is kept for 
each group partition, usually only the super block in Block Group 0 is read when the file system is 
mounted. Other copies are just in case of the system crashes. 
Another data structure which is duplicated by every group is the group descriptor list. For the 
same purpose, the group descriptor list is kept by all the groups just in case of the file system 
corruption. Each logical partition has a group descriptor and all of them together compose the group 
descriptor list and this list is duplicated in each group. The group descriptor contains some location 
information about the rest of the partitions. For example, it contains the block number of the blocks 
where the inode bitmap, block bitmap and the inode list are stored. And also it keeps the information 
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such as the number of free blocks, free inodes and so on. Same as the super block, only the first copy 
of the group descriptor list is used. 
The Ext2 directories have the same content as before, which is a sequence of i-number-filename 
pairs. And they play the same role in the file system also, which is helping the file system to do the 
pathname conversion. Since their structure has not been changed, the Ext2 directories suffer the same 
limitation on the maximum file name length. 
2.3.2 How to find a file in Ext2 
We have mentioned how the UNIX/UNIX-like file system does the pathname conversion in 
Chapter 1. In the Ext2 file system, since the filename has the same format as all UNIX filenames have, 
the conversion process is same also. The file pathname is composed of several parts each of which 
except the last one is a directory name and the last component can be either a directory or file name. 
No matter what the filename is, in order to find the inode of the given filename within the Ext2 file 
system, we need to know the inode number first. The Ext2 file system parses the filename, one 
component at a time until it reaches the last one. The first inode of any complete pathname is the root 
inode of the file system. Since the root inode is the starting point of all file operations, it is kept in the 
super block so that it is accessible after the file system is mounted. The data blocks of the root inode 
contain the sequence of i-number-filename pairs. This list is searched until the next name component, 
which is another directory name, is found and the corresponding i-number is returned. Using this i-
number, we can retrieve the inode for the next name component on the path. In the same way, the 
data of this directory is read and searched until another component is found. Process continues until 
the last file name is reached and its inode number is returned. Therefore, lots of disk accesses occur 
before a file is reached in Ext2 file system. 
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2.3.3 How to expand a file in Ext2 
Changing the file size is a common operation in file systems. When some new content is added, 
the existing file need to be expanded to hold the new extra data; conversely, when the file shrinks, 
unused space should be freed. Even thought this is a simple operation from users' point of view, this 
operation actually involves lots of internal data structures of the file system. Usually, when a file 
expands, the following steps will happen. The kernel process first locks the file system super block to 
allocate a new data block from the free block list. If this allocation succeeds, a data block buffer is 
allocated also to hold the new data, and finally the kernel is responsible for updating the inode by 
adding a new data block address and unlocking the superblock. However, there is one issue left 
unclearly. If the original size of the file is small and all 10 direct data blocks are not filled up, this 
expansion is easy. How about a very big file? Suppose the data block size is 512 byte and we want to 
write some new data to an existing file. Unfortunately, this file size is 5120 bytes already which 
occupies the first 10 direct data blocks. In this case, the kernel will first lock the super block and look 
up the free block list, then it allocates a new block as the first indirect index block, write the block 
number to the single indirect field of the inode and allocates another new block to hold the new data 
and records the data block number to the first position of the first indirect index block. 
Above describes a common strategy used in file systems to expand a file, but this scheme has 
some disadvantages. First, since the data block is allocated or deallocated from a single free block list, 
the data blocks for one file tend to be spread and far away from each other over the file system. This 
results the low performance on a sequential read operation. Furthermore, allocating one data block at 
a time makes the situation even worse since usually more than one consecutive new data blocks are 
needed to hold the new data. Ext2 file system tries to overcome these shortcomings by using another 
allocation strategy. It allocates the new blocks for a file physically close to its current data blocks or 
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at least in the same block group and also pre-allocates more data blocks to reduce the effects of file 
fragmentations. 
When a file expands and new data is added, the kernel first checks if the last block has been used 
up. If it does, a new data block needs to be allocated for this file. The process is similar as before. The 
kernel first locks the super block, then allocates a new data block that is physically close to its current 
data blocks and marks the super block as "dirty" indicating some changes have been made, and 
finally the inode will be updated and the superblock is unlocked. The access to the super block is 
based on the first-come-first-served basis. Once a process gains the control of the super block it keeps 
control until it has finished. All other processes that want to allocate data blocks are blocked on the 
super block's waiting queue and one of them can posses the control of the super block after the 
current process releases it. If there are enough free data blocks left in the file system, allocation 
succeeds. Otherwise, the file system returns a failure. 
Ext2 also pre-allocates data blocks to reduce the file fragmentation effects. But Ext2 file system 
doesn't really pre-allocate data blocks considering the space waste, it only reserves those data blocks 
in the block bitmap. If later on, a data block that is pre-allocated is needed indeed, this data block can 
only be used for this file. If this pre-allocated data block is not used upon the completion of the file 
expansion, this reserved space will be released for other uses. 
2.3.4 Caching management in Ext2 
Caches are wildly used to smooth the data transportation between low speed hard disk and high 
speed CPU or memory. Since file systems are I/O intensive systems, a good caching scheme is 
necessary and important. In section 2.2, Figure 8 has shown us that all the underlying file system 
instances in Linux file system share the same caching management. There are two different kinds of 
caches for two different purposes. VFS maintains the inode cache and directory cache to speed up the 
access to the meta-information of the file system and the operating system maintains the buffer cache 
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to accelerate the I/O disk operations. The inode cache and directory cache are implemented as hash 
tables with the link-list collision resolution. The inode cache keeps the most often used inodes to save 
disk accesses when directory look-up happens. The directory cache contains the most often used 
directory entries to make the filename-inode mapping easier. Buffer cache serves the same purpose as 
the buffer manager in database systems. It stores frequently used data blocks to save disk read/write 
operations. All these three caches use LRU (Latest-Recently-Used) replacement policy to filter out 
stale memory pages. And a special system daemon is responsible for assigning or taking the memory 
space whenever needed. 
2.3 Other XML-related information systems 
Due to the flexibility and extensibility power of XML, more and more information systems have 
integrated XML to their design. Database systems may be the most popular place for XML. In [14], 
lots of XML-database products have been categorized such as XML-Enabled databases and Native 
XML databases. XML-Enabled database system is actually the database system with XML extensions 
and primarily for data-centric applications. Native XML database is to store XML in "native" form 
and mainly for data- and document-centric applications. Most of the commercial database systems 
belong to the first category including Access2002, DB2, Informix, FoxPro, Oracle, etc. Berkeley OB 
XML is the most famous native XML database system. 
Another kind of XML-related system mentioned in [14] is the content management system. The 
XML-based content management system refers to the applications built on top of native XML 
databases and/or the file system for content or document management. Dynabase developed by Red 
Bridge Interactive, One-to-One Content built by BroadVision and Prowler that is an open source can 
be the examples in this category. 
XML has already been used in many existing file systems. By combining the power of Java, 
XML, and SQL, Oracle iFS (Internet File System) empowers developers with much more flexibility 
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and choices to store and manipulate files when using a standard file system. All the XML files in 
storage are first parsed and stored as parsed original files. When users want to use this XML file, the 
Internet File System will reconstruct a new file based on the parsed files to meet the users' 
requirements. This Internet File system also can exchange the file format between XML and others 
such as unstructured data file [15]. In this case, XML is used as a storage method to make the file 
system go into the content level. Similar idea also appears in [8], File search can go deep into the 
content level by using XML to represent the file data. 
There are also many XML-related commercial products such as XML server, XML wrapper, 
XML query engine, XML data binding, and XML editor, etc. As we say before, XML has already 
penetrated almost every aspect of computing. As XML continues to spread over the network, its 
future will become more and more promising. 
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CHAPTER 3: XML-LFS ARCHITECTURE 
3.1 Introduction 
In Chapter 2, we have discussed the Linux virtual file system in detail and also presented the 
Linux file system architecture. We know that the virtual file system layer plays a very important role 
in Linux file system. After that, we explored a Linux file system instance, Ext2. We talked about 
some design issues of Ext2, which will help us understand the internals of general file systems. 
Finally, we introduced some other XML-related information systems that gave us an overview of the 
commercial market of XML products. 
From this chapter on, we will turn to the discussion of XML-based Linux file system runner 
(XML-LFS). Chapter 3 gives an overall inspection about XML-LFS architecture. We will examine 
the whole system in a layered approach and define the roles of each layer. Rather than going into 
details, this chapter just tries to shape readers' mind and helps readers understand the design and 
implementation details presented in the next few chapters. Chapter 4 and Chapter 5 will present 
design and implementation issues in detail. 
In previous chapters, we have already examined the limitations of existing UNIX/UNIX-like file 
systems and the advantages of XML file systems. We also predict that the future of XML file system 
will be very promising. However, when we really try to build a generic XML file system from scratch, 
we find that it is not an easy job, or in some sense, an impossible mission in a short period. The big 
obstacle in front of us is that we need to rewrite part of the Linux kernel and Linux virtual file system 
to make them support XML file system module. As we all know, all Linux file system instances use 
the same inode model that makes it possible for them to coexist under the virtual file system layer. 
But the XML file system tries to break this fixed-attribute inode model and wants to introduce more 
flexible attribute representations. This difference makes XML file system incompatible with others 
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and impossible to reside under the Linux virtual file system layer. Therefore, it is necessary for us to 
find another way to achieve our goal. Since we don't know whether this idea is feasible or not in 
practice, we don't want to build a fledged XML file system at the very beginning of this mission. All 
of us may have this experience that we finally find one idea is impossible or impractical after wasting 
lots of money and time. To avoid this situation, first we try to prove the feasibility of XML file 
system here by building an XML file system runner to simulate the file system functionalities. If this 
idea got proved, everything becomes simple. Since we still use the similar disk organization of the 
existing Linux file system and borrow the power of XML to record the systematic file information, 
we call our simulator as XML-based Linux file system runner. 
In XML-LFS runner, we adopt the disk organization presented in Chapter 2, section2.1. The 
whole file system is built on a Java random access file which is a continuous sequence of bytes on 
disk. This Java random access file serves as the disk space allocated for this file system and is divided 
into several parts which include boot block, super block, inode bitmap, datablock bitmap, inode list, 
and datablock list. All these partitions together serve as the disk layer of XML-LFS and have similar 
functionalities as other Linux file system instances. Above this layer, we build an XML file system 
layer to record the system information such as the directory hierarchy and file information. This layer 
is synchronized with the disk layer and can be computed from the disk layer on the fly. All 
information requests can be done directly on this XML layer. XML-LFS provides some system calls 
that can be called by applications to create/delete files, make/remove directories, list all files in some 
directory, change current working directory and even edit a file. In this way, XML-LFS simulates the 
conventional file systems. The only difference is that all these functions are performed on a single 
Java random access file. 
XML-LFS provides a graphical user interface. By simply pushing the buttons on the GUI, the 
user can easily mount/unmount the file system and perform usual file operations. In order to create a 
new XML file system, the user need to create a configuration XML file within which some important 
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information such as the file system name, file system size, data block size, file system type, number 
of disk inodes and buffer size is included. When the user tries to mount a file system, this 
configuration file is read by XML-LFS to create the corresponding file system on a Java random 
access file. XML-LFS also provides a file editor for the user to edit the files created in this simulator. 
This file editor will read the requested file data from the disk and write back modified data for the 
user. It serves as an application for the file system simulator to test the functionalities provided by 
XML-LFS. 
To manipulate the XML file system layer embedded between the disk file system and the user, 
XML parser is used to parse the document to a stream of XML elements and JDOM is used to create 
new XML elements, add/delete XML elements from the right position and reconstruct the XML 
document from the element stream. The XML file system layer keeps the same directory hierarchy as 
the physical file system on disk. 
In the next few sections, we will first give an overview of this XML-LFS runner and then discuss 
the roles of each layer in this architecture. 
3.2 Overview of XML-LFS 
So far, we have explored the Linux file system part by part. To get an overall idea of this file 
system, let's look at the systematic view of the Linux file system first. Figure 11 shows the details of 
the Linux file system architecture including the logic view of the file system layers and physical view 
of the disk space organization. Logically, the system can be divided into the user space, the kernel 
space and the disk space. The applications in the user space make system calls to perform file 
operations such as open a file, create a file and so on. These system calls are actually the interfaces 
provided by the Linux virtual file system. They are defined in the VFS but implemented by the 
underlying file system instances. After trapping into the kernel space, the VFS is responsible for 
passing those system calls to some file system instance which holds the real implementations of those 
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system calls. All file system instances share the same cache management to do the inode caching, 
directory caching and data block caching, etc. Some replacement policy is used to achieve high hit 
rate. By using a cache, we can save large amount of disk accesses and then make the file system more 
efficient. However, disk read/ write is inevitable in most of situations. The device driver is called by 
the cache manager to do the actual disk I/O tasks when necessary. 
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Figure 11. Exploration of Linux file system 
Since there may be several operating systems on the same hard disk and several file systems 
within one operating system, how to keep boundaries among different operating systems and file 
systems, that is, how to partition the disk, becomes important at this point. Figure 11 shows an 
example. In this example, the whole disk is divided into three partitions, each of which is occupied by 
one operating system (Linux OS takes partition II). Within the same operating system partition, the 
space is further divided into several zones. Each zone has its different purpose and one of them is for 
the file system use. In our example, The Linux OS partition is further divided into 4 zones and the 
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third zone is used for the file systems. In some cases, disk partitioning stops at this point and the 
entire disk space for file systems is used by only one file system. However, in Linux file system, disk 
partition continues because several file system instances can coexist under VFS. Figure 11 shows that 
the file system zone in Linux OS is divided into three parts and each part holds a concrete file system 
instance. 
Now we continue to amplify our exploration of the disk. After the file system instance gets its 
disk quota, it has entire control of it. For example, Zone II is assigned to Ext2 in the Linux file system. 
Ext2 then divides its disk space into four parts as we mentioned before. For most of file systems, the 
boot block is empty. Every file system has one or several super block copies. The file system contains 
a linear list of inodes and an inode is free if its type field has a value of zero. When an application 
needs to get a new inode, the kernel could theoretically search the inode list for a free inode. However, 
such a search would be expensive, requiring at least one read operation (possibly from disk) for every 
inode [5], In order to improve the performance, the file system super block caches an array of free 
inode numbers which point to the actual inode locations in the inode list. To allocate a new inode, the 
kernel first locks the super block to prevent other processes from accessing it at the same time and 
then checks if the array of free inode number in the super block is empty. If the array is not empty, the 
kernel assigns the next available inode number, allocates a free in-core inode for the newly assigned 
disk inode, uses the i-number to locate the disk inode, copies the disk inode into the in-core inode, 
initializes the fields in the inode and returns the locked inode. After that, the disk inode is marked in 
use by filling a non-zero value in the type field according to the file type. This is the simplest case. 
However, if this array of free inode number in the super block is empty, the situation becomes a little 
bit more complicated. First, the kernel needs to scan the disk inode list to fill up the array with the 
free inode numbers if possible. In order to scan the disk inode list, the kernel reads the inode list on 
disk block by block and checks each inode's type field. If it is a free inode, its inode number (offset in 
the inode list) is loaded into the super block free inode list and the largest inode number is 
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remembered. This inode is called remembered inode which means the last inode saved in the super 
block. The next time the kernel scans the disk inode list, it uses the remembered inode as its starting 
point, thereby assuring that it wastes no time reading disk blocks where no free inodes should exist. 
Secondly, the kernel starts the same inode allocation routine as in the simplest case. Whenever an 
inode is allocated successfully, the free inode count in the super block is decreased by one. In the 
opposite, when an inode is freed, the kernel tries to add its i-number to the free inode list in the super 
block first and then updates the corresponding disk inode with a zero value in the type field. If 
unfortunately the free inode number list in the super block is full, the kernel only updates its disk 
inode rather than adding it to the list. In Figure 11, the remembered inode number is 125 and the array 
of free inode number is half-full. 
The file system contains another important linear list called the free datablock list to organize free 
data blocks on disk. For the same reason, the super block caches an array of free data block numbers. 
When an application writes data to a file, the kernel must allocate disk blocks from the file system as 
direct data blocks and, sometimes, as indirect blocks. All the data blocks of a file system are 
organized in a linked list and each link of the list is a data block that contains an array of free data 
block numbers. The last data block number in each link refers to the next block on the linked list. 
Figure 11 shows an example of the linked list, where the first block is in the super block with the 
number 106 pointing to the next block on the linked list. When the kernel wants to allocate a block 
from a file system, it searches the free datablock array in the superblock for the next available block 
number. Once allocated, this data block cannot be allocated again until it is freed. If the allocated 
block number is the last entry in the super block cache, this means the free datablock array is empty. 
The kernel follows this pointer to the next block with free datablock numbers on the linked list and 
reads the block, populates the superblock array with the new list of free datablock numbers and then 
proceeds to use the first available datablock number. Each successful allocation of data block is 
followed by an allocation of a buffer so that the kernel can work with the buffer. If the file system has 
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no more free data blocks, the allocation fails. If this application keeps adding data to the file, the 
kernel repeats the above allocation process. However, different file system may have different 
allocation strategy. In some file systems, the kernel may assign one block at a time. While as we 
mentioned in Chapter 2, Ext2 uses a pre-allocation scheme to pre-allocate several data blocks at a 
time to make data blocks dispensed to the same file are close to each other. This allocation strategy 
helps improve performance because it reduces disk seek time and latency when the application reads 
a file sequentially. Unfortunately, the order of the data block numbers in the linked list becomes 
disordered with frequent allocations and deallocations because the free block numbers enter and leave 
the linked list in a random manner. 
The deallocation of data blocks is the opposite process of allocation. If the free datablock array in 
the superblock is not full, the block number of the newly freed block is placed there. If, however, the 
free datablock array is full, the newly freed datablock becomes a link block and the OS kernel dumps 
the array in the superblock into the freed block and writes the block to disk. It then places the block 
number of this newly freed block as the first entry in the free datablock array. 
The cache management is done on the system heap in memory. Similar to the disk partition, the 
physical memory is also partitioned for different purposes. As shown in Figure 11, the lower memory 
location is reserved for system uses. All system global variables, system heap and system stack are 
kept there. The system will allocate memory space according to the current memory usage for buffer 
cache, inode cache and directory cache during the system boot time. Part or entire superblock will 
also be loaded into the cache to improve the system performance. 
So far, we have examined the Linux file system architecture in a systematic scope. XML-LFS 
runner adopts the similar architecture except one embedded XML layer. Unlike Ext2 in the Linux file 
system, XML-LFS is a self-contained file system simulator. It can perform several file operations 
based on a Java random access file. Inode allocation and datablock allocation follow the same rules as 
the Linux file system described above. And the disk partition on the random access file is also similar. 
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However, in XML-LFS, rather than using a free inode or free datablock linked list, we use the inode 
bitmap and datablock bitmap to keep records of the usage of inodes and data blocks. From the 
implementation's point of view, bitmap representation is much easier than the linked list 
representation. All allocation and deallocation jobs are done only on one bitmap block and since only 
one bit is needed for one inode or one data block, the bitmap representation becomes very scalable. 
Currently, XML-LFS is not a multi-task environment. Only one process can exist in the system at any 
time. We do not provide any kernel routines such as lock and unlock to do the synchronization job 
between multiple processes. Therefore, we can view XML-LFS runner as a file system application. 
Because our main purpose is to show another application of XML at the system level, especially in 
the file system, at this point, XML-LFS runner achieves its goal. 
3.3 XML-LFS architecture 
In last section, we give an overview of Linux file system and examine two important internal 
schemes also used by XML-LFS. In this section, we will present the architecture of XML-LFS runner 
and then explain each part of it. 
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Figure 12 shows the layered architecture of XML-LFS. Similar to the Linux file system 
architecture, the entire space is divided into three different parts: the user space, the application space 
and the hard disk space which is actually a Java random access file on disk. Each part plays a 
different role in the system context. Readers should keep it in mind that XML-LFS runner is not a real 
file system but a file system simulator which performs similar functions just like a real file system 
does. Based on this premise, we can treat the application space as the kernel space similar in the 
Linux file system architecture and the Java random access file as the hard disk. All the file operations 
are performed on this file. In other words, you can think of this random access file as a sequence of 
bytes on disk. You can create other files or directories within this file and moreover, everything about 
the file system including the boot block, superblock, inode list and datablock list is within this file. 
Whenever a user in the user space issues a filesystem-related command, this command will be 
"trapped" into the kernel space through the graphical user interface. The graphical user interface layer 
defines the appearance of the XML-LFS runner. It provides easy-to-use command buttons and file 
editing areas to ease the file operations. For example, instead of typing file system commands in the 
command line to create a new file system or configure a file system, the XML-LFS users only need to 
make an XML configuration file in the default path. XML-LFS runner will load this configuration file 
automatically, create and configure the right file system according to the system parameters provided 
in the configuration file. To create another file system, the user only needs to generate another 
configuration file. XML-LFS will take care of the rest. This XML configuration file may contain 
some important system information such as the file system type, file system name, number of disk 
inodes, and number of data blocks, etc. XML-LFS will use this information to create the 
corresponding file system. 
After trapped into the kernel space, the file system call will be mapped into different functional 
parts according to its type. If it is the first time for the user to use the XML-LFS runner, it is 
necessary to create the file system first. In this case, the user should issue the Create file system 
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command first to make a new file system, actually generating a Java random access file on disk and 
formatting it. After receiving this command, the Filesystem Creator loads the XML configuration file 
in the default path and creates the superblock, inode/datablock bitmaps, inode/datablock list on the 
newly generated random access file. If this process is done smoothly, the file system creation 
succeeds. Next, some indications are given on the GUI to instruct the user to mount the file system. 
Mount file system command is similar to the Mount command in Linux file system. Before being able 
to access data in some disk partition, the user should make this space available for use. After 
receiving the Mount file system command, The Filesystem Creator will load the superblock of this file 
system as well as part of inode/datablock bitmaps into the memory to make preparations for the future 
file operations. When all these initialization work is done, the file system is ready to use. 
As we can see, the Filesystem Creator is responsible for creating and mounting a new file system. 
In the same layer, the Filesystem Manager will take care of all file operations performed on a file or a 
directory. These file operations in current XML-LFS runner can be creating a file, deleting an existing 
file, making a directory, removing an existing directory, listing all the file names in some directory 
and changing current working directory. Besides those, the Filesystem Manager also provides a file 
editor for editing the existing files. The Filesystem Manager needs to work with the Filesystem 
Creator to make sure the file system has already been created and mounted correctly before the user 
can issue file-related commands. For example, a user wants to create a file by clicking the Create a 
file button on the GUI, this command is passed to the Filesystem Manager. The Filesystem Manager 
checks with the Filesystem Creator to make sure the file system has already been created and 
mounted. After that, the Filesystem Manager passes this command to the Create function. This 
function will perform a series of file system operations to create a new empty file with the given file 
name. First, the inode bitmap is looked up for the next available free inode number and this inode 
number is allocated for this file. Once this operation succeeds, an in-core inode copy is allocated and 
the inode number together with the given file name is stored in a hash table to keep records. After that, 
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the in-core inode is initialized with some fields filled and then write back to the disk inode for 
permanent storage. If no free inode number is available in the inode bitmaps, operation returns an 
error to indicate the reason of the failure. Similar process but in an opposite way happens during 
deleting a file. The Mkdir and Rmdir commands are similar to the create and delete commands except 
the file here is a directory but not a regular file. 
List command is just a search operation performed on the directory data. When the user issues a 
list command, the current working directory is used as the default directory and the command asks 
XML-LFS to give all the file names existing in the current working directory. First, the hash table is 
looked up to get the inode number of the directory. Then, the in-core inode is looked up to find the 
entry address of its data blocks. After that, the data blocks of this directory is read from disk and the 
directory entries are retrieved. Finally, the file names are listed. The above process happens when it is 
the first time to list this directory. Once the directory entries have been brought into memory, they are 
kept in the directory cache for future uses. Therefore, next time, when the user tries to list the same 
directory, the data will be read directly from the directory cache and disk reads are saved. 
CD command is used by users to change the current working directory. For example, "./" stands 
for the root directory of the system. After the system boots up, all files and directories are created 
within this directory. In some cases, the user wants to change the current working directory and work 
under another directory so that the file organization can be customized. CD command is used for that 
purpose. Basically, this command makes traversing the hierarchical directory structure of the file 
system possible. 
Another interesting function provided by the Filesystem Manager is the File Editor. This function 
provides users a very simple but workable file editor. The user can open an existing file by issuing 
this command. This function will read the file data from disk and present them in the content edit area. 
The user can modify the file data at will and then issue the command again. At this time, this function 
will save the file data on disk for the next read. In order to open a file, the Filesystem Manager needs 
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to check whether this file exists or not first. If this file exists in the file system, the in-core inode of 
this file will be read for the necessary information. After checking the authorization information, the 
Filesystem Manager will follow those address pointers to read the file data block by block. The file 
data will be presented in the edit area of the system. The user can edit the file in the edit area and then 
save it back on disk. 
In summary, the Filesystem Manager serves as a real file system to perform the real file 
operations defined in the interface and the Filesystem Creator acts like a micro OS kernel to perform 
some filesystem-related commands. However, in between XML-LFS runner has embedded another 
layer called XML file system layer to make use of XML at the system level. This layer is just of the 
interest. It is basically an XML file generated by the Filesystem Creator when the file system is 
created. From then on, this XML file serves as another file system space just like the Java random 
access file underlying the Filesystem Creator and Filesystem Manager. Whenever a file is created, a 
new XML element representing this file will be created and inserted into the right position of the 
whole file system hierarchy within this file and a link. The same thing is done during the file deletion 
and directory creation/deletion operations. Synchronization work is done by the Filesystem Creator 
and the Filesystem Manager together to make sure this XML file has the latest version of the file 
system hierarchy. Or we can compute this XML file from the Java random access file on the fly too. 
In a word, this XML file stores the same information as the underlying file system. The whole idea is 
very simple, but it benefits a lot. First, the authorized user can view the whole file system hierarchy at 
one glance since the whole file system is stored in one XML file. Secondly, the interested user can 
perform certain kind of file system searches on this layer for some statistical information which is 
difficult to get in existing file systems. The example of this kind of file system search can be "give the 
files with the same name 'temp.txt' in the file system no matter where they are". To perform this 
search, the existing UNIX/UNIX-like file system will search all directories in the file system 
recursively to find out a match and this operation is no doubt very expensive since large amount of 
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disk accesses are incurred. Instead, this operation can be easily performed on a parsed XML file. A 
parsed XML file by any XML parser can be viewed as a sequence of XML elements. In our case, 
each element is either a file or a self-contained directory. All necessary information for this search is 
in the file and thus the file system search is converted into a content-based search on an XML file. 
Thirdly, we can get a flexible-attribute file system with the same file data as the underlying file 
system. For different kinds of files, we can create different inode representations in the XML file. The 
flexible-attribute file system can bring more diversity into the file organizations and this is just the 
main reason why we try to use XML in file systems. 
The bottom of the XML-LFS architecture is the Java random access file layer where the real file 
data is stored. This file is created when the file system is created and then used as the disk space for a 
general file system. This file is treated as a sequence of bytes on disk and partitioned into four parts as 
shown in Figure 12. We have already talked about the disk organization of general Linux file system 
and explored each part of it in detail. XML-LFS employs the similar partitions as before except using 
inode/datablock bitmaps instead of linked lists to keep record of the usage of free inodes and data 
blocks. Since only one bit is needed for one inode or one datablock at a time, bitmap representation is 
more space efficient. And also the bit operation is much simpler and faster than pointer operations. 
This partition job is done during the system creation. According to the file system configuration, the 
Filesystem Creator can compute how many bitmap pages are needed and then generate those pages as 
well as inodes on disk from scratch. This random access file has the same structure as the disk 
partition of a general file system instance in Linux OS. 
So far, we have examined every part of the XML-LFS architecture. The whole file system 
simulator acts as a real file system to perform file operations that common users are familiar with. By 
embedding an XML file system layer, XML-LFS inherits all advantages of XML file systems. At this 
point, XML-LFS runner achieves our original goal. 
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CHAPTER 4: DESIGN AND IMPLEMENTATION OF XML-
LFS 
4.1 Design of XML-LFS 
In this chapter, we first talk about some general design issues of XML-LFS runner, and then 
discuss more details about the design of superblock, bitmap, inode and datablock list. Finally, we give 
descriptions of some important system calls and algorithms which need to be implemented in XML-
LFS runner. 
4.1.1 Introduction 
In the last chapter, the system architecture of XML-LFS is presented. The whole simulator can be 
viewed as a layered system which consists of three system layers: GUI layer, system kernel layer and 
random access file layer. Each layer plays its role in the entire system and all together serves as the 
file system simulator by providing some Linux-like file system operations. 
As shown in Figure 12, XML-LFS has the similar disk layout as Linux file system instances. The 
only difference is that in XML-LFS the entire system is built on a regular file created in the existing 
file system. We perform all the file system operations on this file just like we have a micro hard disk. 
This file is generated by calling a Java RandomAccessFile class during the creation of the file system 
and treated as a real disk partition for some file system. All the information needed for the disk 
partition comes from a user-defined XML configuration file which can be loaded ahead from the 
default path. The parameters are retrieved from this configuration file by the Filesystem Creator and 
used to create all the partitions of the file system. The boot block is left empty for the same reason as 
before. The superblock contains some important system information such as file system name, file 
system type, file system size, number of disk inodes, number of data blocks, data block size and so on. 
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The bitmaps are composed of two parts: inode bitmap and datablock bitmap. According to the 
number of disk inodes and data blocks in the system, we may have several bitmap pages for each kind. 
We don't choose free inode or datablock linked list to organize the free inode or data blocks because 
we try to simplify our system kernel. Instead, we use bitmaps that can be implemented easily by using 
Java Bitset class to achieve the same goal. We don't need to look through all the disk inodes to make 
the free inode linked list. And also the cost to keep these linked lists is reduced greatly by converting 
the linked list operations to a bit flip operation. The inode list contains all the disk inodes (used or 
unused) and each inode in the list is indexed by its inode number. The inode has the same structure as 
the UNIX inode we described before. Similarly, the datablock list contains all the data blocks in the 
system and each datablock is addressed by its datablock number that is the location in the list. The 
inode/datablock allocation and deallocation are performed on the inode/datablock bitmap and 
synchronized with the inode/datablock list. Therefore, XML-LFS has the same internal system 
structures as existing Linux file system instances. 
Another feature of XML-LFS is that an XML file system layer is embedded at the system level to 
keep the statistical information of the system. Because of the advantages of XML, we can build a 
flexible-attribute file system at this layer. Different files don't need to have the same inode structure 
any more. They can add any personalized information at will. The beauty of XML file system is 
displayed at this point in some sense. The system is responsible for synchronizing the XML file 
system layer with the disk file system so that the XML file system layer is always kept updated. The 
interface of the system provides several functions for users. And users can call these system functions 
to perform file operations such as create a file or delete a file. In order to design an easy-to-use file 
system simulator, we use the graphical user interface. The user doesn't need to issue commands in the 
command line, instead all the work they have to do is just several button clicks. This graphical user 
interface makes XML-LFS runner a user-friendly file system simulator. 
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There are still some design issues we need to discuss. For example, how to do the file name 
mapping, how to allocate and deallocate an inode if there are several inode/datablock bitmap pages, 
how to synchronize the XML file system layer with the underlying file system and so on. In the next 
few sections, we will examine these problems one by one and give our solutions. 
4.1.2 Embedded XML file system 
4.1.2.1 Overview of the embedded XML file system layer 
XML file system layer is a layer embedded in the system kernel space and communicates with 
the Filesystem Creator and Filesystem Manager. The main job of XML file system is to record the 
statistical information of the file system and provides another file organization with more flexibilities 
for this system. Since the whole file system information is kept in one XML file generated by the 
Filesystem Creator during the system creation, the user can query this file to get some statistical 
information. For example, the user can issue an XQuery to retrieve all the files in the file system with 
the same filename. In traditional Linux file system, this query needs a lot of directory search on the 
disk. Many disk inodes and data blocks need to be brought into the memory for checking which is a 
very expensive operation incurring lots of disk accesses. But in XML-LFS, the query only needs a 
search on this XML file. Even though this file may be very large and needs several disk accesses to 
bring all elements into the memory, much fewer disk accesses are involved. Besides, XML file 
system layer provides another file organization. In Chapter 1, we have examined that one big 
limitation of existing UNIX/UNIX-like file systems is the fixed-attribute file model. All files are 
represented in the same inode structure no matter what kind the file is. In some situation, we don't 
really have to keep all information in the inode for some type of files and instead we may want to 
store some other characteristic information into this file's inode. Existing file system does not provide 
such kind of functionality to modify the inode structure. However, this XML file system layer helps 
achieve this goal. Whenever a new file is created, an XML inode-structured element is generated and 
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inserted into the corresponding position in the system directory hierarchy. This XML element has a 
flexible-attribute inode structure and for different types of files, this element can contain different 
kind of information. Similarly, when a file is deleted, not only the inode is freed but also the XML 
inode element will be deleted from this XML file. 
Because the XML file is synchronized with the underlying file system, it also serves as a backup 
of the system metadata. All system information can be recovered from this XML file whenever the 
underlying file system becomes unavailable. 
4.1.2.2 Operations for the embedded XML file system layer 
Several operations are provided by the system to manipulate the XML file system layer. The 
synchronization with the underlying file system is done automatically by the Filesystem Manager. 
Whenever a user tries to create a new file, a file system call is made and passed through the GUI layer 
to the Filesystem Manager. The Filesystem Manager first checks with the Filesystem Creator to make 
sure the file system has already been created and in a proper status. After that, the Filesystem 
Manager checks whether the same file has already existed in current system by looking up a global 
filename hash table. If the file exists, an error indicating the reason is returned to the GUI. Otherwise, 
the full pathname for this file will be put into the hash table. The full pathname is generated by 
concatenating the current working directory and the absolute file name and kept unique in the system 
wide. Next, the Filesystem Manager tries to allocate a free inode from the next available inode bitmap 
page. Starting from the first page, it looks up the bitmap pages one by one in a sequential order. If 
there is a free inode left in some page, this inode will be allocated with the inode number returned and 
the corresponding bit will be flipped to indicate this successful allocation. If the first inode bitmap 
page has no free inodes left, the Filesystem Manager needs to check the second inode bitmap page 
and tries to allocate one for this file if free inodes are available in that page. If unfortunately all free 
inodes have already been allocated, the Filesystem Manager returns an error and the file creation fails. 
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One inode can be allocated only once till it is freed again. After the i-number is returned, an in-core 
inode will be allocated for this disk inode and one directory entry containing a filename—i-number 
pair will be added into the datablock of this file's parent directory. The in-core inode will be 
initialized with some status information and marked dirty. At some point, the in-core inode will be 
written back to the disk inode for permanent storage. Then, a new inode-structured XML element 
representing this in-core inode is generated from scratch with the same status information and a right 
insertion position is looked up in the existing directory hierarchy given the full pathname of this file. 
Finally, the self-contained element will be inserted into the XML file which represents the XML 
filesystem layer. If all these operations are done smoothly, the file creation succeeds and a new file is 
created both on the disk and on the XML file system layer. Other operations have similar process as 
the file creation operation. In this way, the XML file system layer is synchronized automatically with 
the underlying file system. 
Both file create/delete and directory make/remove commands involve the basic operations of the 
XML layer which consist of element generating, position lookup and element insertion or deletion. 
After the Filesystem Manager allocates a free inode successfully, it will generate a new XML element 
according to the file type. This XML element has an inode-like structure with its attributes as inode 
fields to storing the information of interest. Different types of files may have different structures for 
this element which means in the XML file system layer the inode structure is relaxed and the attribute 
model now becomes variable and no longer fixed. 
In order to keep the directory hierarchy of the file system in the XML layer, we need to know the 
right position where this newly-generated file should reside in the directory tree. The lookup 
operation is implemented to do this job. The whole process is similar to a depth-first search of a 
directory tree. The full pathname of a file is decomposed to several parts each of which is a directory 
name along the path or the absolute file name at the end of the path. The whole XML document is 
parsed into a list of element nodes. The parent-child relationship between element nodes is enforced 
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by their positions in the list. So the goal of the look-up operation is to locate the position of the target 
element in the element list. This is done in a recursive fashion. Starting from the root element 
representing by "/", for each search level, all children nodes of the parent node will be compared with 
the current name component in order to locate the position of the current name component in the list. 
If the current name component is found, the current name component becomes the parent node and 
then the same search process is repeated till the last directory name is reached. For example, the full 
pathname of a file is "/usr/document/note.txt" and the look-up operation is done as follows: the initial 
parent node is the root element of the parsed element list corresponding to the root directory "/" and 
the current name component is "usr". First, all children nodes of the root element are searched for the 
node "usr". If node "usr" is found, it becomes the parent node and "document" becomes the current 
name component. All children nodes of the node "usr" will be searched for the node "document". The 
same process is repeated till in the last round, the node "note.txt" is found and its position in the list is 
returned. If node "usr" is not found, "Not Found" error will be returned. 
After the insertion point is located, the remaining job becomes much easier. The newly-generated 
element is appended as the first child node to its parent node and the parent node is inserted back to 
the right position. Deletion is same except that the operations are in the opposite order. 
As more and more files or directories are created, the entire XML file is becoming too large to be 
held into the memory. Therefore, we need to store this XML file on disk to save memory usage as 
well as to backup the system directory hierarchy. To store the XML document efficiently, several 
techniques have been developed. CanStoreX (Canonical Storage for XML) [16] is a native storage 
technique for XML documents developed by our database group members. It stores each XML 
document in a self-contained page by paginating the large XML document and this idea is very 
powerful and useful to store the XML file system layer in our XML-LFS runner. 
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4.1.3 XML-LFS on-disk layout 
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Java SDK provides a class called RandomAccessFile which support both reading and writing to a 
random access file. A random access file behaves just like a large sequence of bytes stored in the file 
system. There is an offset pointer within this file and moves back and forth to locate the read/write 
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position. So from application's perspective, a random access file is just like a hard disk except the 
limitations on the file size. In Chapter 1, we have computed that for a 64-byte inode the maximum file 
size is approximately 2.5G with the 512-byte block size. As we talked before, XML-LFS runner is 
based on a java Random Accès sFile instance and thus the maximum file system size for this simulator 
is limited by the maximum file size of the host file system. 
The architecture of XML-LFS shows that the Random Accès sFile instance lies at the bottom of 
the system and has the similar structure as the Linux file system instances. Suppose we have a 32M 
disk space with a IK block size, then the total number of blocks is 32768. If this file system only 
supports 32768 disk inodes and the metadata of each inode bitmap page occupies 28 byte, one inode 
bitmap page can support (1024-28)*8=7968 inodes and we need totally 32768/7968=5 inode bitmap 
pages. If each disk inode occupies 64 byte and the page header is 12 byte, we need totally 
(32768*64)/(1024-12)=2073 pages to hold all disk inodes. Similarly, we can compute the total 
datablock bitmap page is 5 and we have 30684 datablock pages left for the real file data. Figure 13 
shows us the disk layout of this design and Figure 14, 15 and 16 show us the details about the 
superblock page, bitmap page and the inode page. 
4.1.4. Functionalities of XML-LFS 
4.1.4.1 Create file system 
XML-LFS provides several functionalities to realize above system design. First of all, since for 
now we don't have any existing operating system which can support this brand-new file system, 
XML-LFS runner needs to be able to create the file system on disk by itself. The Filesystem Creator 
takes this responsibility. After the XML-LFS runner starts, the user can issue a command to create the 
file system. The Filesystem Creator first reads the configuration file, initializes the system parameters 
and then creates a random access file on disk from scratch. From then on, this random access file will 
server as the disk space of this file system simulator. After the disk space is allocated, the Filesystem 
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Creator will generate the boot block page, super block page, inode bitmap pages, data block bitmap 
pages, inode pages and data block pages one after the other on this file. For each page, the page 
header and necessary information will be written. For each inode, every field will be initialized. At 
this moment, the whole file system has been created and ready to use. However, there is another 
important job left to be done before any file system operations can be performed. The Filesystem 
Creator will create an XML file (XML LFS.xml) to remember the whole file system directory 
structure. After this XML file is created successfully, the creation of the file system is finished. 
4.1.4.2 Mount/unmount file system 
Just as a file needs to be opened before we can use it, the file system must be mounted before we 
can perform operations on it. XML-LFS has a similar functionality to mimic the Linux 
mount/unmount command. In Linux file system, the whole directory structure can be built from 
multiple partitions. All these parts must be made available within the same file system name space 
after the mount procedure. Hence, the mount procedure becomes very straightforward. Given the 
device name where the file system resides and the mount point where the file system will be attached 
within the whole system hierarchy, the operating system first verifies the given device contains a 
valid file system and then registers it in its directory structure. But for XML-LFS, we don't have 
multiple partitions and the system-wide directory structure, the whole file system occupies the whole 
disk which is the random access file. Therefore, the mount procedure in XML-LFS does a different 
job. It first brings all necessary information about the system such as the boot block page, super block 
page, the first inode bitmap page and the first data block bitmap page into the memory. And then it 
sets the current working directory to be the root directory of the file system. Finally, it parses the 
XML file and gets the root element of this file to make the whole system ready to accept file 
operation commands. After mounting the file system, the user can create or delete files and directories 
as usual. Similarly, the unmount command does exactly the same thing except writing system 
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information back into the disk instead of reading from disk and closing the system XML file instead 
of opening it. 
4.1.4.3 Create/delete a file 
After the file system is mounted, XML-LFS is ready to accept file operation commands from 
users. Like other existing file systems, XML-LFS provides a system call to create a new file in the 
system. In Linux file system, given a pathname and a mode the creat system call will return a file 
descriptor. The pathname is a file name and the mode gives the file permissions such as read, write 
and execute. The returned file descriptor can be used by other file operations to read/write file 
contents, seek current read/write points, get the file status information and finally close the file. The 
kernel will create a new file with the specified name and mode if no file with the same file name 
exists previously; otherwise, the kernel will clear up all the file content and set the file size to 0 
according to its access permissions. However, in order to create a file at the right point within the 
system hierarchy, the kernel first parses the pathname following an algorithm called namei. If no such 
file exists previously, every component in the pathname will be filtered out and searched for the next 
component till the last component of the pathname is reached, namely, the file name that it will create. 
Next, a disk inode and in-core inode copy will be allocated and necessary information will be updated 
to the in-core inode copy. If the parent directory is allowed to write, the in-core inode of this directory 
will be locked and a new entry consisting of the newly-allocated inode number, file name and offset 
will be added to the next available slot in the directory's data block. Afterwards, the kernel releases 
the in-core inode of the parent directory. The parent directory now contains the name of the new file 
and its inode number. But in order to keep this addition permanently, the kernel needs to write the in-
core inode copy to the disk inode copy. In Linux file system, the kernel writes the newly-allocated file 
inode to disk first and then writes the parent directory inode. Obviously, one situation could happen 
here [5], If the system crashes between two write operations, an allocated but not referenced inode 
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will exist in the system. However, this won't affect the system's normal functionality. If, on the other 
hand, the kernel changes the order of the two write operations and the system happens to crash in 
between, the system would contain a pathname that refers to a bad inode. 
If unfortunately, the file has already been created in the system, there must be an inode allocated 
and registered in the same path. The kernel must find it while searching the pathname components. If 
the old file is write-allowable, the system can truncates the file and free all its data blocks so that it 
looks like a newly created file. If not, the system call fails. Once the new file is created successfully, 
the kernel will allocate a new entry in the file descriptor table and return the index to this entry as the 
file descriptor to the user. 
XML-LFS provides a similar system call to allow user to create a new file in the file system 
simulator. Due to the limitations of no support from the operating system, we don't assign file access 
permissions separately; instead all the files can be read and written. But our XML-LFS can create 
different types of files with different inode structures which is also the main goal that XML-LFS 
wants to achieve. Given the file name and the file type, XML-LFS will follow a similar process as 
above to create a new file in the system. Since all the filenames are stored in a system wide hash table 
to keep its uniqueness, the file name is first concatenated with the current working directory to make 
the full pathname and then this pathname will be examined in the hash table to make sure no such file 
created in the system previously. Meanwhile, according to the file type, a new XML element with the 
proper file type will be generated in order to update the directory structure within the XML file in the 
future. If no file with the same pathname exists, a new disk inode and in-core inode copy will be 
allocated and initialized just as described above. The same procedure proceeds till the last step. In the 
last step, besides writing the inode back into the disk, the system also writes the XML element into 
the XML file to keep track of the system directory structure and instead of returning a file descriptor; 
XML-LFS returns the newly-created inode. The algorithm of create system call is presented in Figure 
17. 
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Algorithm: createFile (filename, ftype) 
Input: relative file name 
file type (file, directory) 
Output: inode 
{ 
/"get the absolute file name*/ 
pathname=concat (workingdir, filename); 
/"create xml element according to file type*/ 
if (ftype==file) generate a file element ; 
else generate a directory element ; 
/"check if file already exists*/ 
if(isFileExist(pathname)) return null; 
else 
{ 
/"allocate disk inode and in-core inode*/ 
i-num=inodeAllocate(); 
if(i-num==-1) return null; 
else 
{ 
/"initialize inode*/ 
initiallnode(i-num); 
/"write inode back to disk*/ 
readlnode (); 
write I node (); 
lock parent inode; 
/"add a new entry to its parent directory*/ 
addEntry(i-num, filename); 
unlock parent inode; 
/"add file pathname into hash table*/ 
addHashtable (pathname) 
/'append xml element into XML-LFS.xml*/ 
appendNode (position, element); 
return(inode);} 
} 
Figure 17. Algorithm for creating a file 
Since the system provides a way to create a new file, it must provide a way to delete a useless file. 
As we all know, deleting a file is just a reverse process of creating a file. So the whole process is very 
similar except that the operation is reversed. After receiving a delete-file command, XML-LFS first 
generates the full pathname of the file by concatenating the current working directory and the 
filename given by the user and then it checks the filename hash table to make sure the existence of the 
target file. Next, a full pathname parsing step follows. If the target exists, its inode and data blocks 
will be deallocated and the entry in the hash table and its parent directory will be deleted also. Finally, 
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the corresponding element in the XML file will be deleted to indicate the result of this deletion. The 
algorithm of delete system call is presented in Figure 18. 
Algorithm: deleteFile (filename, ftype) 
Input: relative file name 
file type (file, directory) 
Output: Error code 
{ 
/'get the absolute file name*/ 
pathname=concat (workingdir, filename); 
/"create xml element according to file type*/ 
if (ftype==file) generate a file element ; 
else generate a directory element ; 
/'check if file already exists*/ 
if(not isFileExist(pathname)) return -1; 
else 
{ 
lock parent inode; 
/'delete file entry from parent directory*/ 
deleteEntry (filename); 
unlock parent inode; 
/'deallocate file inode*/ 
if (not inode Deallocate (i-num)) return -2; 
else 
{ 
/"delete pathname from hash table*/ 
deleteHashtable(pathname); 
/"delete xml element from XML-LFS.xml*/ 
removeNode (position, element) ; 
return 0; 
Figure 18. Algorithm for deleting a file 
4.1.4.4 Make/remove a directory 
Since directories play a different role from files in the file system, Linux file system categorizes it 
as a special file and uses a different system call to create and delete it. Mknod and rmnod serve for 
this purpose. It is very similar to the creat system call. The kernel parses the concatenated pathname 
of the directory and examines each name component to check whether this directory already exists in 
the system or not. If the file does not yet exist, the kernel allocates a new disk inode and in-core inode 
copy and adds the new directory name and inode number to its parent directory's data blocks. The 
kernel will update the file type field in the inode to indicate the new file is a directory. Rmnod does 
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the same job except deallocating the inode instead of allocating the inode, deleting the entry from its 
parent directory instead of adding the entry. 
For XML-LFS, the situation is a little bit different. XML-LFS uses the same system call to make 
or removing directories but giving a different file type as the parameter. The whole process is exactly 
same except that XML-LFS will generate a different XML element to add into the system directory 
structure. In this way, we achieve our goal that different file type may have different inode structures. 
4.1.4.5 List the contents of a directory 
Usually, UNIX/UNIX-like systems also provide an Is command. This command displays the 
contents of a directory and is very helpful for users to browse files in directories. If this command is 
asked without any flag, only the contents of the directory will be displayed that are the file names in 
this directory; if some flag which specifies a file or directory parameter is given, the Is command 
writes the contents of each specified directory parameter or the name of each specified file parameter 
to the standard output. Also, the user can specify the output format to make the display more human-
readable. 
In XML-LFS, we provide a similar command list to simulate the Is command. Although, due to 
the time and resource limitations, list can only display the contents of the current directory and is not 
as powerful as Is command, it still achieves our purpose. The user of XML-LFS can look up files and 
directories using this command easily. As we discussed before, since we keep the embedded XML 
file system layer synchronized with the file system on disk, the list command can look up the 
XML LFS.xml file to list file names in the specified directory as well as reading the directory content 
from disk. In our implementation, we adopt the first method to make use of the XML system layer. 
The whole process works as follows. Given a pathname, the system will first check whether this 
pathname exists or not. If it exists, the pathname will be parsed into name components and for each 
name component its position in the system directory tree that is kept in the file XML LFS.xml will be 
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remembered in its parsing round. When finally the last name component is reached, it is positioned in 
the system directory hierarchy. After that, all its children nodes will be retrieved from the 
XML LFS.xml file, in other words, the sub tree rooted at the last name component will be returned as 
the result. The algorithm of the list command is presented in Figure 19. 
Algorithm: listFile (pathname) 
Input: the pathname of the target directory 
Output: a list of file names 
{ 
/'Check if the given directory exists*/ 
if (! isExist(pathname)) return null; 
else 
{ 
/"parse pathname into name components*/ 
strtok=new StringTokenizer(pathname,7"); 
/"get the root dir and root element*/ 
parent=strtok.nextToken(); 
parentNode=rootElement; 
/*loop strtok and position the name component*/ 
While(strtok.hasMoreTokens()) 
{ 
/*get next token*/ 
pathname=strtok.nextToken(); 
/*get children node of current parent node*/ 
childList=parentNode.getChildren(); 
/'Loop children list to find the next name component*/ 
while(childList.hasNext()) 
{ 
element=childList.next(); 
if(find the last name component) break; 
} 
/'remember the parent node of the last name component*/ 
parentNode=element; 
parent=pathname; 
} 
/*get the children nodes of the target directory node*/ 
Nst=parentNode.getChildren(); 
/*get the filenames of the children node list*/ 
filenames=getFileNames(list); 
} 
return filenames; 
Figure 19. Algorithm for listing the contents of a directory 
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4.1.4.6 Change the working directory 
In order to navigate the directory tree, all existing file systems provide a functionality to change 
the current working directory. When the system is first booted, process 0 made the mount point as the 
file system root. Afterwards, when other processes are created, they will inherit the working directory 
from their parents by sharing some information with their parents. The algorithm chdir is just for this 
purpose. Given a new directory pathname, chdir will change the current working directory to this new 
directory and from then on all the work will be done under the new directory. The whole procedure is 
described as below. First, the system kernel calls the algorithm namei to parse the given pathname 
into name components and makes sure the target component name is a directory name with write 
permission. Secondly, the old record about the previous working directory in the u area within the 
system kernel will be updated and a new record about the new working directory will be added. Other 
information such as the inode reference count will be updated too to indicate the status of the inode so 
that the inode can be deallocated and allocated again. The new record will be kept in the u area till the 
next chdir command. After the execution of the chdir system call, the default starting point of the 
algorithm namei for all pathnames that don't begin with the root directory will be the new working 
directory. To simulate the Linux file system, XML-LFS also has a system call cd to change the 
current working directory so that the user can work at different positions within the directory 
hierarchy. But since we lack the support from the operating system, we can not store all necessary 
information into the system kernel. Instead, we use a global parameter to keep the current working 
directory. Each time when any system call that relates to the pathname is called, the given relative file 
name will be concatenated first with the current working directory to make the full pathname. And the 
full pathname and its inode number are stored in the global hash table as a pair. In this way, the name 
collision problem is resolved. Another feature of XML-LFS is that it does not support multiple 
processes, so there is no need to keep the inode reference count in a global parameter. The algorithm 
cd is very simple. It first checks the existence of the new directory and then resets the current working 
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directory. Figure 20 shows this algorithm. Like other file systems, and represent the root 
directory of the system and the parent directory separately. For example, the command "cd ./" means 
"return to the system root directory". 
Algorithm: CD (dir) 
Input: the directory name that you want to change to 
Output: Error code 
{ 
/'Check if the given directory exists*/ 
if(! isExist(dir) ) return -1 ; 
else{ 
/'set current directory, if success, return 0; otherwise,-2*/ 
if(setCurDirectory (dir)) return 0; 
else return -2; 
} 
Figure 20. Algorithm for changing the current working directory 
4.1.4.7 Edit a file 
After files and directories have been created, the user needs a way to use the files. The files are 
stored in binary format on disk and nobody knows what the raw data means without the help of a file 
processor to bring them out of the disk and display them in a meaningful way. Nowadays, we have 
lots of powerful file editor tools such as Microsoft Word, WordPad, and Text Editor, etc. to help users 
generate and edit different types of files. These file editors need to communicate with the file system 
and the operating system to get enough information for file operations. Usually, it provides a set of 
interfaces to make the data blocks of the files within the file system accessible so that the user doesn't 
have to know much about the file system calls in order to read or write a file. File editors make the 
use of the files much easier. Before bringing a file from disk to the user, the file editor usually makes 
some preparations. It first makes sure the requested file does exist in the file system and has the 
requested permissions. After that, the file editor calls open file system call to open the file and stores 
the returned value that is the file descriptor in the n area of the kernel for future uses. At this moment, 
the disk inode of this file is copied into the in-core inode and the necessary information such as the 
file read/write position, inode reference count, and addresses of the file data blocks, etc. are read. 
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Then, the editor starts from the file read/write position to fetches the data from the addressed data 
blocks and assembles them into a whole part. Finally, before rendering the contents of the file, the file 
editor lays out the data to make the data more human-readable. As we can see, a common "open file" 
command in a file editor is actually a very complex procedure. 
Algorithm: editFile (filename) 
Input: the target file name 
Output: file content 
{ 
/'compose the pathname of the file*/ 
pathname=concat (curDir, filename); 
/'check if the file exists or not*/ 
if(! (i_num=isFileExist(pathname))) return null; 
else 
{ 
/*load the disk inode into in-core inode*/ 
inode=loadlnode(i_num); 
/*read necessary information from the inode*/ 
loadlnfo(inode); 
/*open the file*/ 
fd=openFile(inode); 
/*check the file size and read the file content*/ 
filecontent=readFile(fd); 
/*return the file content*/ 
return filecontent; 
Figure 21. Algorithm for editing a file 
We have described before that XML-LFS runner has a similar system structure as Linux file 
system instances. In order to simulate the Linux file system thoroughly, XML-LFS also provides an 
edit system call to serve as a file editor. Without the help of the edit system call, the user can not write 
anything into a file and can not read the data out of a file either. The edit system call of XML-LFS 
follows a similar procedure as above. It first checks whether the file already exists in the file system 
by checking the system-wide inode hash table. If the file exists, the inode number is returned as the 
result of the check function. By using this inode number, the Filesystem Manager will copy the disk 
inode into the in-core inode and gather necessary information such as the addresses of the file data 
blocks to open the file on disk. After opening the file and knowing where the file content is, the 
Filesystem Manager can bring the data out of the disk one block at a time and reassemble them into a 
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file content stream. This file content stream will be passed to the GUI for further format processes 
before being displayed to the user in a friendly way. The whole process is presented in Figure 21. 
Algorithm: saveFile (filename, filecontent) 
Input: the target file name 
the file content to be updated 
Output: true: success; false: failed 
{ 
/•get the pathname of this file*/ 
pathname=concat (curDir, filename); 
/•get the inode number for updating filecontent*/ 
if (I (i_num=isFileExist(pathname))) return false; 
else 
{ 
/•read the in-core inode*/ 
inode=readlnode (inodeTable); 
/•empty and deallocate old file data blocks*/ 
while(inode.datablocks.hasNextQ) 
{ 
datablocklD=deallocate(inode); 
emptyDatablock(datablocklD); 
} 
/•write new file content*/ 
while(filecontent.hasNextPageQ) 
{ 
datablocklD=allocate (inode); 
writeDatablock (datablockID); 
} 
/•update disk inode*/ 
updateDisklnode (i_num); 
/•release in-core inode*/ 
releaselncorelnode (i_num, inodeTable); 
/•remove entry in the inode hash table*/ 
removeEntry (i_num, inodeHashtable); 
return true; 
} 
Figure 22. Algorithm for closing a file 
Also when the user does not want to access the file any more, the system needs to close the file in 
order to update the changes as well as protect the file data. The operating system kernel closes the file 
by manipulating three table entries described before: the file descriptor table, open file table and the 
inode table. For the real file system, since multiple processes can share the same file data, the close 
operation only decrements the reference count of the open file table entry by 1. If the reference count 
becomes 0, those three entries will be released and the in-core inode copy will be freed also. 
Otherwise, it means other processes still refer to this file, only the reference count is decremented by 
1 and in-core inode is left allocated. When the close file system call completes, there will be no 
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entries related to this file left in the file descriptor table and the open file table. The file descriptor 
does not exist any longer unless another open system call is performed to reassign it. 
In XML-LFS, we also need this kind of function to close the open file when the file is no longer 
used. Due to the lack of supports from operating systems, XML-LFS can not support multiple 
processes and therefore the close system call becomes easy. All it needs is just updating the file data 
blocks with the input data, updating the disk-inode fields and releasing the in-core inode copy and 
other information stored temporarily. XML-LFS does not need to take care of increasing or 
decreasing the reference count happened only in the multi-process situation. The algorithm saveFile 
is presented in Figure 22. 
4.2 Implementation of XML-LFS 
In the first section, we have talked about several design issues of XML-LFS and we also gave the 
designs of some important system calls and their corresponding algorithms which are needed to be 
implemented. In this section, we will present the concrete implementation details such as the system 
flow chart and the graphical user interface. And we will also list some important java classes to show 
the implementation of XML-LFS runner. 
4.2.1 Introduction 
In the last section, we first talked about some general design issues in order to achieve our system 
goal. These issues include designing embedded XML file system layer and its operations, designing 
the disk layout of the whole file system including the design of boot block page, super block page, 
bitmap pages, inode pages and data block pages. After that, more concrete design issues are presented. 
These issues involve the design details of this system such as the functionalities XML-LFS 
should have and the algorithm of each function. 
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Given these design details of the system, it is just a matter of time to implement the system by 
following the design. However, before we can start, we need to decide which programming language 
is more suitable for this job. We compared C programming language and Java programming language. 
Each of them has some advantages and disadvantages. For C, it is a low level programming language 
and the code written in C is very efficient and runs fast. And also most of the UNIX/UNIX-like file 
systems are written in C which can be a good reference to our implementation. But the file system 
implemented in C much more relies on the operating system to realize the file operation system calls. 
Since due to the time limit, we don't want to change the operating system kernel to make it support 
XML-LFS, it seems C is not suitable for this project. Another reason we don't prefer C is just because 
it is a low-level programming language. To implement file system calls, we need to do lots of bit-
level operations. Although low level programming languages can provide users much more control of 
the system resources than high level programming languages but in the meantime, it brings much 
more complexities of the code to the developers. Contrarily, Java is a high level programming 
language and after several years' development, it becomes mature and also has a very large class 
library containing plenty of useful classes. Although, the user does not have much control over the 
system resources, instead all of these jobs are taken care of by the Java Virtual Machine (JVM), it 
makes the code securer. Especially, nowadays the computer speed has already made the code 
efficiency not a big issue. Another important reason we prefer Java is that Java provides a 
Random Accès sFile class which is very suitable to serve as the virtual hard disk of our file system 
simulator. There are lots of existing methods of this class which can be called directly. This makes 
things much easier. And also Java is a cross-platform and object-oriented language. The program 
implemented in Java can be transferred to any other platform with little changes and also can be used 
together with XML. After this comparison, we decide to use Java to implement our XML-LFS runner. 
Another implementation issue we need to consider is how the system communicates with the 
users. There are two choices: command-line user interface or graphical user interface. The command 
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line user interface can save time and make the operation faster once the user gets familiar with the 
commands. But the users need to learn all the commands before they can start to use the system. The 
graphical user interface is more user-friendly and the user can perform file operations by just several 
mouse clicks. And also the users do not need to care about the format and the order of parameters. 
GUI will take care of everything. Finally, we decide that GUI is more suitable for XML-LFS because 
of its user-friendliness. 
There are some other implementation issues such as the work flow of the system and the 
integration of the system and GUI that need more considerations. We will talk about them when we 
come to the point in the next few sections. 
4.2.2 Flow chart of XML-LFS 
Start 
Open system GUI 
Event Listener 
Show Metadata Create Filesystem Clear input area 
Success? -No-
Exit 
Activate file operation 
buttons 
End 
Event Listener 
Cd XML-LFS yes Create File yes Delete File yes Mkdir List Edit File 
Success? Success? Success? Success? Success? Success? Success? Success? 
Error Handling 
Figure 23. Flow Chart of XML-LFS 
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Figure 23 shows us the working procedure of XML-LFS runner. At the beginning of the system 
start, the GUI module will be called first. The system layout is displayed on the screen. After that, the 
event listener of the system starts to listen to the system events that probably are button clicks. If the 
event "Show Metadata" happens, this event's handler will take over the job and call the display 
module. The XML configuration file which holds the system metadata will be displayed in a newly-
opened window by this module. At the same time, the system event listener keeps listening to the 
system-wide events. If the event "Clear Input Area" or "Exit" happens, their corresponding event 
handler will take over the job and deal with the event also. Specifically, the event handler of "Clear 
Input Area" will reset the input area while the event handler of "Exit" will bring the system a stop. 
But in most cases, once the system starts successfully, the user will click the Create Filesystem button 
to use the system. In this case, the event "Create Filesystem" happens. Once this event is detected, the 
event handler of the "Create Filesystem" event will begin to deal with this event. It makes a system 
call to create a Java RandomAccessFile instance and format this file into the file system format. 
During this process, if some errors occur, these exceptions will be captured and the system will stop. 
If the file system is created successfully, all file operation buttons will be activated and ready for 
accepting users' commands. Now, the system event listener is ready to work again. If at some time, 
the user clicks some button to perform some file operation. The corresponding event is generated and 
then captured by the system event listener. The corresponding event handler will take over the job and 
make the proper function calls to perform the file operation. After that, the system control returns to 
the event listener again and the system goes to the next round of operation. If something wrong 
happens during this process; corresponding exceptions will be thrown and caught. In this case, the 
error handling module will be called to handle different types of errors and finally returns the system 
control to the system event listener. At any time, if the user clicks the Exit button, this event will 
make the system stop. 
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4.2.3 Descriptions of main Java classes 
Since the whole system can be divided into three parts: GUI, Filesystem Creator, Filesystem 
manager and Java RandomAccessFile instance, we will introduce the main Java classes part by part. 
For more details about the main Java classes, the reader can refer to the Appendix. 
The GUI part is the user interface of the system and responsible for rendering the XML file in a 
newly-opened browser window. Therefore, there are two major Java classes: GUIFrame.java and 
BrowserControl.java in this part. GUI Frame.java is mainly responsible for displaying the system 
layout, registering the event listeners, handling the events and transferring parameters between the 
user and the system kernel part. BrowserControl.java [17] will display a URL in the system browser. 
The kernel of XML-LFS is composed of the Filesystem Creator and Filesystem Manager. The 
Filesystem Creator is responsible for reading the system configuration file, creating the file system on 
disk and formatting the file system pages. The Filesystem Manager will perform all file operations 
given by the user. The main classes in these two functional modules include Config.java, Fslnfo.java 
and FsManager.java. 
The Java RandonAccessFile instance serves as the disk space of our XML-LFS runner. Its 
responsibility includes doing the disk I/O and holding metadata and file data of this file system. 
Page.java and Inode.java are two main classes in this part. 
There are some other auxiliary Java classes. Due to the space limit, we omit them here. 
4.2.4 Graphical user interface 
4.2.4.1 Graphical user interface layout 
Most computer users benefit from the graphical user interface of computer programs. A well-
designed graphical user interface can make the program easier to use and free the user from learning 
complex command languages. However, if the users get familiar with the command languages, they 
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may find it more effectively working with the command line driven interface because they can save 
much more time by avoiding transferring between the mouse and the keyboard. In XML-LFS. we 
provide a GUI in the purpose of easing the job. The user can just click the buttons to finish the file 
operations. The system will take care of the communications between the GUI and the system kernel. 
The GUI layout of XML-LFS is presented in Figure 24. We will explain the relationships between the 
interface components and the system calls we introduced in the last section one by one. 
Show Metadata 
Clear File Content 
Create, a fiij§: I Make a dir I | List a dir I Edit a File 
Delete a I Remove. a dir I I Cd I XML_LF5.xrnl 
Bonnie-like 
Andrew-like 
Clear Command 
Exit 
Copyright:2006, Qian Zhang 
Figure 24. XML-LFS GUI layout 
4.2.4.2 Integration of XML-LFS and GUI 
As we can see in Figure 24, there are four groups of buttons and two text areas on the GUI layout 
of XML-LFS. The first group of buttons at the right-top comer is responsible for creating the file 
system, mounting/unmounting the file system, showing the metadata of the file system and clearing 
the file content in the upper input area. The second group of buttons in the middle of the two input 
areas is a list of file operation commands including create/delete file, make/remove directory, list 
director} content, change the current working directory and read/write file. Besides this, the 
XML LFS button will display the hierarchical tree structure of the current file system. The third 
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group of buttons is designed for benchmarking. The last group of buttons is used to clear the system 
running-time information and exit the system. All those together makes the system work on a 
common file created in the host file system. 
S XML based Linux File System Simulator — t 
-!•! *1 
t Fjjgsysjjgjjjïl 
5how Metadata 
Clear File Content 
File system:XHL_LFS has been created successfully! 
File system has already been mounted successfully... 
ie-like j 
Clear Command 
Copyright:2006, Qian Zhang 
Figure 25. GUI for the mounted XML-LFS 
At the first time when the system is started, all filesystem-related buttons except the Create 
Filesystem button will be disabled in case of the user's misoperations. The user can click the Show 
Metadata button to take a look at the system configuration parameters. This command will display all 
system configuration parameters specified in the configuration file in an opened system browser 
window. These configuration parameters include some important file system information such as the 
file system size, file system name, number of disk inodes and starting position of data blocks, etc. and 
will be used by the Filesystem Creator module to create the file system on disk. Or the user can click 
the Exit button to exit the system. If the user clicks the Create Filesystem button, a function call will 
be made to load the system configuration file and create the file system on disk according to the 
parameters specified and at the same time, the XML file system layer w ill be created also. If the file 
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system is created successfully, it is ready to be mounted; otherwise, error messages will be displayed 
in the output area at the bottom. 
After the file system is created successfully, the user can click the Mount Filesystem button to 
make the file system accessible. The mount function will be called by the Filesystem Creator to bring 
some necessary information into the memory, set the current working directory to be the root of the 
system and also open the XML-LFS.xml file. If this is done smoothly, all filesystem-related buttons 
will be activated like shown in Figure 25 and the file system is now ready to accept file operation 
commands. 
Once the file system is mounted, the user can perform file operations by clicking the proper file 
operation command button. For example, if the user wants to create a new file in the root directory, he 
can click the Create a file button. Then a popup window is prompted to ask for the file name. After 
the user inputs the file name, the Filesystem Manager will call the Create function to create the file in 
the root directory. If the user wants to create files in another directory, he first needs to create the 
directory and then change the current working directory to be that target directory by using make a dir 
and cd buttons. Or he can give an absolute pathname of the file to create it in another directory 
directly. But, in this case, he needs to make sure the absolute path exists. At any time, the user can 
simply click the List a dir and XML LI'S.xml button to check out the directory content and the current 
system directory tree. For now, the List a dir command only displays the names of files and 
directories within the target directory. Displaying with flags will be left for the future. Similarly, 
when the user clicks the Edit a File button, he can input an existing file name to edit the file. After 
receiving the target file name, the Filesystem Manager calls editFile function call. This function first 
fetches current file content from this file's data blocks and then displays it in the top text area. The 
user can edit the file in the text area and click the Save the File button that is originally the Edit a File 
button to save the file after he finishes. An example shows how to use this simple file editor. In this 
example, after creating and mounting the file system successfully, I create a directory called 
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"research". After I enter this directory, I create a file named "thcsis.txt" and click the Edit a File 
button to edit this file. After I input the file name in the popup dialogue window, the Edit a File 
button becomes the Save the File button as shown in Figure 26 and the upper text area is ready for 
input. I input something in the input area and then click the Save the File button. The content in the 
input area will be saved into the file "thcsis.txt". Next time, when I edit this file again, the content I 
saved previously will be shown in the input area for further editing. At any time, if the user clicks the 
Unmount Filesystem button, all file operation buttons will be disabled till the next Mount command is 
issued. 
S- XML based Linux File System Simulator — version 1.0 
-i°i *i 
this is my thesis draft... 
Delete a Pile Remove a dir Cd 
Save the File 
XML_LFS.xml 
File system:XML_LFS has been created successfully ! 
File system has already been mounted successfully... 
./>mafce a new directory ... 
./>The directory : research has already been created successful 
./research/^ 
./research/>create a new file ... 
./research/>A new file : thesis.txt has already been created sue 
Unmount Filesystem | 
Show Metadata | 
Clear File Content | 
Clear Command 
Copyright:2006, Qian Zhang 
Figure 26. GUI for editing a file 
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CHAPTER 5: PERFORMANCE EVALUATION 
5.1 Introduction 
So far, we have talked about the design and implementation of XML-LFS runner. In this chapter, 
we will evaluate the performance of this file system simulator. We first compare two common 
benchmark tools usually used in UNIX file systems and then give the design and results of our 
evaluation experiments. Finally, we give the performance evaluation for XML-LFS runner. 
Benchmarking is very important when evaluating the file system performance but hard to do 
correctly [18]. Whenever we do a system benchmarking, we need to be very careful, especially for the 
file systems due to two reasons. First, the file system has lots of interactions with I/O devices, 
memory cache, system kernel or other components. Those interactions can be complex and result in a 
system behavior that is hard to trace and analyze. Second, different file system has different features 
and is optimized for certain conditions and workloads, so there is no single standard way to evaluate 
every file system. In the technical report [18], the authors find that "no single benchmark adequately 
measures all file system performance". 
There are two kinds of benchmark tools for UNIX/UNIX-like file systems that are commonly 
used. One is called Boonie benchmark and the other is called Andrew benchmark. Boonie [19] is a 
benchmark tool that is used to evaluate the performance of UNIX file system operations, especially, 
to identify the system bottlenecks. The author of Boonie benchmark believes that the limitation of the 
computer's memory resource maximizes the use of caches and many I/O operations are postponed 
and performed in an organized way so that a random seek on UNIX file system is surprisingly slow. 
Therefore, the author thinks it is worthwhile to measure real I/O speeds to see whether it becomes the 
bottleneck of the system. Boonie performs a series of tests on a file of known size. These tests include 
real I/O speed measurement and the seek time measurement. The real I/O speed tests can be further 
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divided into character I/O read/write test, block I/O read/write test and bytes processed per second, 
per CPU second and per % CPU usage test. In order to test the real I/O speed, different kinds of 
dataset are used to test the performance in different situations. For a sequential output, the time for 
allocating the space and writing a character into the file are used to measure the character I/O speed; 
for block I/O speed, only the time for allocating space is used; for a rewrite I/O speed test, the 
effectiveness of the file system cache and the speed of data transfer need to be measured because each 
time a chunk of the file is read, dirtied and rewritten, a file seek operation is required. For a sequential 
input, the time to read a character is used as the measurement for character I/O speed and the time to 
read a block as the measurement for block I/O speed. But for a random seek operation, the time to 
measure the I/O speed includes the time to locate a datablock which is the datablock number 
computation time (convert from the offset to the datablock number) and the seeking time in the 
datablock array of the inode. 
Andrew is a benchmark tool created in 1988 to evaluate the performance of the Andrew File 
System [20]. The benchmark script works on a read-only directory subtree containing the source code 
for a program. The file operations chosen for this benchmark are tended to represent the average user 
workload. There are five phases to do the Andrew benchmark: 
• MakeDir - Create a new directory subtree with the same hierarchy as the original subtree. 
• Copy - Copy all of the files from the source subtree to the target subtree. 
• ScanDir - Recursively examine the status of each file in the target subtree. 
• ReadAll - Read every byte of every file in the target subtree once. 
• Make - Compile and link all files in the target subtree. 
According to [18], there are two major problems with this benchmark. First, the final phase of the 
benchmark dominates the benchmark's run time and introduces all drawbacks of compile benchmarks. 
Second, this benchmark is not scalable. The default data set is small enough to be held in the cache of 
most current systems. So after phase 2, no disk accesses happen. Several research papers then use a 
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modified version of the Andrew benchmark (MAB) after 1990 [21]. The modified Andrew 
benchmark uses the same complier for the last phase to make the results more comparable. But it 
introduces some other problems. 
As we can see, Bonnie and Andrew benchmark are designed for different testing purposes. The 
Bonnie benchmark tends to test the speed of the interactions between the file system and I/O devices. 
But the Andrew benchmark prefers to evaluate the interactions between the file system and operating 
system kernel, memory cache and other system components besides the I/O devices. Especially, in 
Andrew benchmark, more interactions among the internal system components are considered during 
the creation of the directory subtree, the examination of the status of each file and the examination of 
each byte for each file. Since in our file system simulator, we concern more about the file system 
kernel as well as the interactions between the file system and the I/O devices, the Andrew benchmark 
seems more suitable for our application. Because our system is implemented in a high-level 
programming language which is different from most existing UNIX/LINUX file systems, we can not 
compare our benchmark results with others. Moreover, the embedded XML filesystem layer makes 
this comparison more meaningless. 
5.2 Benchmark results 
We compare two widely used file system benchmarks in the last section and know that the 
Andrew benchmark is more suitable for our system. However, just like mentioned in [18], there is no 
single standard benchmark that works for all the cases, we need to design our own benchmark 
methods according to our system features. In this section, we introduce two benchmarks that we use 
to evaluate our XML-LFS runner. These two benchmarks are called Bonnie-like and Andrew-like 
benchmark just because they have the similar ideas as the Bonnie and Andrew benchmark but 
designed and implemented in a different way to suit our system. 
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5.2.1 Bonnie-like benchmark results 
In Boonie-like benchmark, we try to measure the I/O speed of our XML-LFS runner. We do our 
tests on the file basis. We measure the time usage for reading and writing the same file and compare 
the results of different file size. 
In current XML-LFS runner, we store real file data into the XML file system layer as well as the 
file system disk space which is a single Java RandomAccessFile instance. The whole system works 
like an original file system plus one more XML layer. We do not care much about the I/O read/write 
speed since we need to synchronize the XML file system layer with the underlying 
RandomAccessFile instance whenever we perform a file operation. Therefore, we can infer that the 
read/write speed of XML-LFS will be slower. Although the goal of our system is not to achieve fast 
read/write file operations, we still want to evaluate the performance of this system feature. 
In Bonnie benchmark, they use different datasets to test the I/O speed in different situations. 
Considering our system, we do not want to test the I/O speed in such details. Instead, we only test the 
I/O speed based on different file size. This experiment is designed as follows: 
• First, we use the Create a file command to create a file at some directory level. 
• Then, we use the Edit a file command to add some content to make this file be the certain size. 
• After that, we use the Save the file command to save this file to both the disk space and the XML 
filesystem layer, which is basically a write operation. 
• Finally, we use the Edit a file command to read the same file, which brings the file content from 
the XML filesystem layer. 
• We measure the time usage of read and write operations and apply the same procedure to files at 
different directory level as well as different file size on the same laptop with the Intel Pentium M 
1.7G CPU and 512M RAM hardware configuration. Table 1 shows our experiment results: 
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File size Ave. Read Ave. Write Directory Experiment 
(millisecond) (millisecond) level times 
IK 0.37 0.95 1 5 
15.7K 1.41 2.64 1 5 
IM 147.08 33 7.5 5 1 5 
IK 0.52 1.77 5 5 
15.7K 1.65 2.S9 5 5 
IM 154.09 358.38 5 5 
Table 1: Boonie-like benchmark results 
In our experiments, we measure the total time usage in millisecond and each experiment is 
conducted five times to get the average value. The directory level in Table 1 means the file position in 
the directory hierarchy. The larger the level is, the more time is needed to search the file during the 
read and write operation. For example, the file ",/dirl /dir2/dir3/dir4/file 1 .txt" is at the level 5, but the 
file "./filc2.txt" is at the level 1. It takes more time to locate filel.txt than file2.txt in the filesystem. 
According to the experiment results shown in Table 1, we can make the following conclusions. 
For the same file, it takes more time to read and write the file content from the XML-LFS.xml layer at 
the deeper directory position because it takes more time to position the file element node for the file 
with larger depth in the XML LFS layer; It takes more time to write the file than read the file. The 
reason is that when reading a file, the system just returns the requested file content and does not 
rewrites the parsed XML elements to the XML document. But when writing a file, the system needs 
to reorganize the parsed XML elements and rewrite them to the XML document. For different files, It 
takes more time to read and write larger files than smaller files at the same directory depth because 
larger files involve more disk accesses and thus need more time. 
5.2.2 Andrew-like benchmark results 
Since the goal of XML-LFS runner is trying to achieve more flexible and scalable internal file 
representations, remove some limitations on file size or maximum file name length of the existing file 
systems and embed XML into the operating system kernel, we want to evaluate the interactions 
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between the internal file system parts more carefully. According to our discussions in last section, we 
design an Andrew-like benchmark to test the system performance on those aspects. The Andrew-like 
benchmark has four phases: 
• MakeDir - Create a directory hierarchy. 
• Write - Write content to each file. 
• ScanDir - Recursively examine the status of each file. 
• ReadAll - Read each byte of each file 
In Step 1, we try to create a directory hierarchy with fixed depth. This directory hierarchy is 
composed of given number of directories and files at each level; In Step 2, we recursively visit each 
file created in Step 1 and write some random-generated file content with given size to each file; In 
Step 3, we recursively examine the status of each file by touching the inode information; Finally, in 
Step 4, we read each byte of each file, which means reading the file content of each file. The whole 
experiment is designed as follows: 
• In Step 1, given the number of directories and files in each directory, we generate a directory 
hierarchy with a directory depth 4. The total number of files including directories and files can 
not exceed the maximum number of available inodes in the current system, which is 32768. 
• In Step 2, given the file size, we first generate the file content and then write the same file 
content to each file. 
• In Step 3, we touch the inode information of each file. 
• Finally, we read each byte of each file and then rewrite different content with the same size to 
each file. 
• We measure the time usage of each step as well as the total time usage of all four steps. The 
hardware environment is same as the Bonnie-like experiments. But due to the increase of time 
usage, we use second as our time unit. Table 2 gives the experiment results. 
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>o.of Dirs >o. of Files Filesize Total No. Step 1 Step 2 Step 3 Step 4 Total time 
(each level) (each level) (No.Char) of Files (second) (second) (second) (second) (second) 
2 3 10 75 046 0.39 0.09 0.47 1.33 
2 3 1000 75 044 0.56 O.OS 0.87 1.95 
4 4 10 680 56.23 59.75 0.37 65.67 1E2.02 
1 500 10 2004 6940 147.82 0.62 162.46 3 SO.30 
Table 2: Andrew-like benchmark results 
In Table 2, No.of Dirs and No.of Files means the number of directories and files that will be 
created in each directory. Filesize is measured by the number of characters and total No.of Files 
means the total number of files at all four directory levels including directories and regular files in 
each directory. The experiment results in Table 2 show us the following s. First, for the same directory 
structure, different file size does not affect Step 1 and Step 3 because generating the directory 
hierarchy and touching the inode of each file do not have anything to do with the file size. But for 
Step 2 and Step 4, the bigger the file is, the more time it needs because larger files have more data 
blocks to write which involves more time. Secondly, when the number of directories in each directory 
increases, the time usage will dramatically increase. This is because we will create the same number 
of directories and files in each directory. The more directories we have, the more files we will create. 
Thirdly, comparing the last two results in Table 2, although we need to create much more files in the 
last experiment, the time usage in Step 1 does not increase so much. The reason may be the complex 
directory structure takes more time to create. Finally, the reason that Step 3 takes much less time than 
other steps is because in Step 3 we only touch the inode information in the XML filesystem layer but 
in other steps we access the XML filesystem layer as well as the file system on disk space. 
Although for the reasons we described before, we can not compare our experiment results with 
the real Bonnie and Andrew benchmark results, we can still see the processing of XML elements need 
plenty of time so that the Andrew-like experiment result is not so good. In order to measure the effect 
of XML, we conduct another Andrew-like experiment on the system without the XML layer. Table 3 
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shows the experiment results. In the future, we hope the system with the virtualized XML layer can 
achieve a performance in between. 
No.of DITS No. of Files Filesize Total No. Step 1 Step 2 Step 3 Step 4 Total tone 
(each level) (each level) (No.Char) of Files (second) (second) (second) (second) (second) 
2 3 10 75 0.02 0.01 0.01 0.02 0.06 
2 3 1000 75 0.02 0.02 0.01 0.03 O.OS 
4 4 10 6S0 0.17 0.05 0.04 0.15 0.41 
1 500 10 2004 0.16 0.0S 0.05 0.24 0.53 
Table 3: Andrew-like benchmark results (without XML file system layer) 
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CONCLUSIONS AND FUTURE WORK 
In this thesis, we proposed a brand-new Linux-like file system model which employs the 
advantages of extensible Markup Language and the Linux file system architecture. We also provide 
an implementation of XML-LFS runner which simulates the proposed file system architecture. In this 
section, we conclude how the proposed goals have been met. In addition to this, we also present some 
directions for the future work which arise from the implementation work. 
In this thesis, we have presented the design and implementation of XML-LFS runner, which is a 
file system simulator that integrates the representation ability of XML language with the beauty of 
Linux file system architecture. The main reason that we want to embed XML into file system scope is 
that we want to remove the limitations of existing file systems. Most traditional file systems consist 
of a hierarchical directory tree, composed of directories and files. Each directory can contain both 
files and subdirectories. But, for most of file systems, the internal data structures of files or directories 
are fixed which means for any kind of files, the internal representation of this file is all the same, in 
other words, they have the same attribute fields. In some situation, this could become a limit of the 
filesystem. While the hierarchical structure of the file system is an equivalent concept to "semi-
structured" elements in XML. Embedding XML into the Linux file system architecture can not only 
speed up the directory look up by combining the power of XML and XQuery but also eliminate those 
limitations by treating files or directories as elements in a customizable XML document. 
We have studied several UNIX/UNIX-like file systems for the purpose of finding future research 
directions of file systems. Two big limitations of existing file systems are maximum file size and 
maximum file name length due to the internal representation of files. Now, the maximum file size for 
most file systems is 4G or similar according to the different size of data structures and the maximum 
file name length can be 255-character long. Besides this, we also found a potential limitation of 
existing file systems for heterogenous metadata information representation. Existing file systems 
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have same metadata information format of a file such as the file size, file type, file access right, data 
space addresses, etc. This kind of fixed-attributes model is fast to use, but it greatly limits the meta-
information associated with the file, and thus limits the ways files can be organized [2], Therefore, we 
found that generating more flexible and scalable file representations could be a promising research 
direction for future file systems. 
The first idea that came to our mind is trying to embed XML into the file system architecture 
because XML language is a representation language especially suitable for semi-structured data. The 
basic idea of XML is very simple: split the data into pieces and identity them by a given tag. While 
the hierarchical directory structure of modern file systems is very similar to the idea of "mixed-
content" elements in XML document. Therefore, those limitations with most fixed-attribute file 
system models can fortunately be removed by using XML. In our proposed file system architecture, 
we embed an XML file system layer which is basically an XML document into the existing Linux file 
system architecture. This XML document serves as a hard disk to hold all the information of the file 
system including the metadata and the actual data of files. Hence, the directory look-up operation can 
be speeded up on this XML document and the maximum file size limitation can be removed by 
paginating the XML file or using other XML storage techniques. Besides that, we gain another 
benefit by doing so: the complexity of the filesystem implementation can be greatly reduced since we 
don't have to use pointers any more in the file system implementation. XML has already been a 
matured language and several tools such as XML parser and XQuery can be used to manipulate the 
document elements very quickly. 
In this thesis, we are trying to give a simple implementation of this XML-embedded Linux file 
system model. Since we need to do everything from scratch and there are little previous work we can 
use for reference, our goal is not to build a fledged, fully functional or error-proof system. We only 
want to get some ideas for future researches of the usage of XML in operating system level and try to 
prove the feasibility of XML-based file representation. We don't modify the operating system kernel 
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to make it support our file system, and instead we try to steer clear of this obstacle. We build a 
simulator to simulate the filesystem operations and demonstrate the basic functionalities that general 
file system would provide. We use Java and JDOM as the implementation language and the whole 
filesystem is running on a Java RandomAccessFile instance which is further formatted into the file 
system structure. Our simulator can perform 8 general file operations such as create/delete a regular 
file, make/remove a directory, list a directory content, change the working directory and so on. In 
order to provide a way to test our simulator, we also provide a simple file editor. The user can read, 
edit and write existing files freely. Generally speaking, this XML-LFS runner has already achieved 
our initial goals and also indicates a research direction for future file systems. Files will no longer be 
presented in a uniform format. Various file representations will emerge and the file search will 
become more and more content-based and faster. 
During our implementation, we also found several issues that could be further studied in the 
future. For example, in addition to those benefits we mentioned before, embedding XML into the 
system kernel can bring more flexible security levels to the file system. Since the XML document 
may be made of different resources and different parts of the document may have different security 
levels. We can use existing XML security techniques to separate different security levels between 
each portion for each user. That's a big point which can not be done in current file system. For now, 
the XML-LFS runner does not has any security schemes to protect its file data so that the whole file 
system is very vulnerable to attacks. If in the future, we can import some security mechanisms into 
XML-LFS, we can do the file protection at the file content level. In our current implementation of 
XML-LFS runner, we did not include anything but the metadata into the XML file system layer 
because we are still not sure whether it is safe or not. And there are some considerations about the 
position of the XML layer in the system and what information should be included into this layer. In 
order to do the multi-level security and the content-based search, we need to include everything 
including both the metadata and the actual data of the file into the XML layer. But doing this can also 
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bring some new problems. For example, the problem can be how and when to do the synchronization 
with the hard disk and whether we still need the copy on the disk. Another practical issue would be 
how to achieve this multi-security paradigm, in other words, how to hide different information from 
different users with different access levels so that only the authorized user can see the metadata part 
of the files. 
Another issue we want to explore more in the future is about the system performance. XML has a 
reputation for being so big and slow because of the following two reasons [22]. A common XML file 
is often larger than the equivalent file in other format because of extra XML tags and processing time 
and computer resources are much more for an XML file. A common XML file also needs to go 
through complex parsing and transformations before being used, which can take much of CPU power 
and time. These two problems exist in our system too. The same file can even expand several times of 
the original size if the file is small and tends to be fragmented. Our evaluation results also show this 
problem. It takes more time and CPU power to execute a file operation than other file system. Along 
with the development of XML language and optimization tools, we believe that in the near future 
there must be some way to make XML run faster and more efficiently. In the meanwhile, we can try 
another way to overcome this shortage of XML. We can virtualize this XML file system layer rather 
than materialize it in the future. Since the XML file system layer has exactly the same meta-data of 
the file system as on the disk, we can incremently compute this layer on the fly whenever needed. In 
this way, we avoid the XML processing in every single step which can save much more time. 
However, we can still view the entire file system on disk as an XML document and the data entries 
stored in the data block as the XML elements. 
In the future, we still want to apply B-tree structure in the datablock address part of the inode 
structure to remove the maximum file size limitation. The basic idea is to replace the 3-level 
datablock address representation to the 2-level B+ tree representation as shown in Figure 27. By using 
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B+ tree representation in inode structure, we hope that we can improve the upper bound for maximum 
file size greatly. 
56 bytes Logical order o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Type/Mode Link Count 36 46 38 40 address 
User ID Group ID 
Logical view of the file data blocks File size (in bytes) 
Direct 0 (20) 
Direct 1 (21) Direct 2 (22) 
Direct 3 (32) 
Direct 4 (34) 
Direct 5 (35) Direct 6 (36) 
Direct 7 (55) 
Direct 8 (46) 
B+Tree pointer d Direct 9 (64) 
Time last accessed 
Time last modified 
40 84 89 45 Time first created 
32 bits B+ tree representation of datablock addresses 
Figure 27: B+ tree inode structure 
Besides the issues mentioned above, we still need to discuss whether we should give the right to 
create different internal representations of files to the user or not because of the security 
considerations. And converting the system into a real operating system would also be a big challenge 
for the future although we have done some work to show that C and GDOM can also be used as the 
programming language to do this job. 
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APPENDIX MAIN JAVA CLASSES 
• GUI Frame class 
getJButton 1 ()-getJButton 16() methods initialize all buttons on the GUI layout and register event 
listener and event handler with these buttons. 
getJTextAreal O-getJTextArea2() methods initialize two text areas on the GUI layout. 
getJScrollPane()-getJScrollPanel() methods make these two text areas scrollable. 
getJContentPaneQ method adds all buttons and text areas into the content container. 
initializeQ method initializes the content pane and renders the system layout. 
• BrowserControl class 
displayURL(String url) method displays a file in the system browser. 
isWindowsPlatformQ method tries to determine whether this application is running under 
Windows or some other platform. 
• Config class 
This class is responsible for parsing the configuration XML file specified by the user, cleaning all 
parsed Text-nodes in the parsed XML file and loading the file information into the memory. 
isConfigLoadedQ method checks if the configuration file has already been loaded into the 
memory. If it is, we don't need to load the information again. 
getFsInfo(String filesystemname) method parses the configuration file given by the user, peels off 
each information wrapped in an XML element and returns an Fslnfo instance. 
loadConfigO method uses W3C DOM to load the XML document into the memory 
clean (Node node) method removes all TEXTNODE. Because the text file may contains some 
white space, multiple (or unnecessary) nodes are created in the DOM tree. This function eliminates 
such nodes. 
• Fslnfo class 
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This class is used to set and return all system parameters. 
setCurDirectory(String dir) and getCurDirectory() methods set and get the system working 
directory separately. 
isInodePage(int PagelD) method tests whether the page is an inode page. 
getBbStartPagelDQ and setBbStartPageID(int pagelD) methods get and set the boot block start 
page ID separately. 
setBbNumOfPages(int numofpages) and getBbNumOfPagesQ methods set and get the number of 
boot block pages. 
setSbStartPageID(int pagelD) and getSbStartPagelDQ methods set and get the superblock start 
page ID. 
setSbNumOfPages(int numofpages) and getSbNumOfPagesQ methods set and get the number of 
superblock pages. 
setibmpStartPageID(int pagelD) and getibmpStartPagelDQ methods set and get the start page ID 
of the inode bitmap pages. 
setibmpNumOfPages(int numofpages) and getibmpNumOfPagesQ methods set and get the 
number of inode bitmap pages 
setdbmpStartPageID(int pagelD) and getdbmpStartPagelDQ methods set and get the start page ID 
of the data block bitmap pages 
setdbmpNumOfPages(int numofpages) and getdbmpNumOfPagesQ methods set and get the 
number of data block bitmap pages 
setiStartPageID(int pagelD) and getiStartPagelDQ methods set and get the start page ID of the 
inode pages. 
setiNumOfPages(int numofpages) and getiNumOfPagesQ methods set and get the number of 
inode pages. 
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setdStartPageID(int pagelD) and getdStartPageID() methods set and get the start page ID of the 
data block pages 
setdNumOfPages(int numofpages) and getdNumOfPagesQ methods set and get the number of 
data block pages. 
setFsName(String name) and getFsName() methods set and get the file system name. 
setsbVersion(int version) and getsbVersionQ methods set and get the superblock version number. 
setfsLocation(String location) and getfsLocationQ methods set and get the file system location. 
setfsSize(int size) and getfsSize() methods set and get the file system size. 
setTotalNumOfInodes(int num) and getTotalNumOfInodes() methods set and get the total 
number of inodes. 
setTotalNumOfPages(int num) and getTotalNumOfPages() methods set and get the total number 
of data block pages in this file system. 
• FsManager class 
This class is the most important Java class of the system. It includes all necessary file operation 
methods and file system control methods. 
createFS(String fsname, int pages, int inodenum) throws Exception: this method creates a file 
system simulator whose name is fsname. This file system has Pages pages and contains totally 
inodenum inodes. 
mountFS(String fsname) method mounts a file system whose name is fsname. 
readInodeBMP(int index)throws Exception method gets the bitmap of the inode bitmap pages at 
the position of index. 
readDataBMP(int index)throws Exception method gets the bitmap of the datablock bitmap pages 
at the position of index. 
getFreeInodeNumInPage(int index) method gets the number of free inodes in this inode bitmap. 
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getFreeDatablockNumInPage(int index) method gets the number of free data block pages in this 
datablock bitmap. 
getTotalFreeInodeNum() method gets the total number of free inodes in this file system. 
getTotalFreeDatablockNumO method gets the total number of free data block pages in this file 
system. 
hasMoreFreeInode(int index) method checks if there is a free inode at indexed inode bitmap page. 
hasMoreFreeDatablock(int index) method checks if there is a free data block at indexed datablock 
bitmap page. 
allocateDatablockQ method allocates a data block and flips a bit in the data block bitmap page to 
indicate a page is allocated. 
allocatelnodeQ method allocates an inode and flips a bit in the inode bitmap page to indicate an 
inode is allocated. 
deallocateDatablock(int datablockID) method resets a bit to 0 in the datablock bitmap at the 
indexed position. 
deallocateInode(int inodeNo) method resets a bit to 0 in the inode bitmap at the indexed position. 
unmountFS() method unmounts a file system and update the inode or datablock bitmap page if 
changed. 
updateInodeBmPage(int index) method updates the inode bitmap page. 
inodeBitMapToBytes(int index) throws Exception method changes the inode bitmap to a 
sequence of bytes. 
updateSuperblockQ method updates the mount/unmounted field in the superblock. 
updateDatablockBmPage(int index) method updates datablock bitmap page. 
dataBitMapToBytes(int index) throws Exception method changes the data block bitmap to a 
sequence of bytes. 
createBootPageQ method creates an empty boot page. It is empty by default. 
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createSbPage() method creates the superblock page. 
createInodeBitmapPage(int index) method creates the inode bitmap page. 
createDataBitmapPage(int index) method creates the data block bitmap page. 
createInodePage(int index) method creates the pages to hold the inodes. 
createDatablockPage(int index) method creates the data block pages. 
getBitSetToByte(BitSet bs) method gets a byte for a bit set. 
writePage(Page page, int pagelD) method writes a page into the file system. 
readPage(int pagelD) method reads a page from the file system. 
getAllocatedInodesNum(int index) method gets the number of allocated inodes in the indexed 
inode bitmap page. 
getTotalAllocatedlnodeNumQ method gets the total number of allocated inodes. 
getAllocatedDatablockNum(int index) method gets the number of allocated data blocks in the 
indexed data block bitmap page. 
getTotalAllocatedDatablockNumQ method gets the total number of allocated data blocks. 
getInodeBitMapString(int index) method reads the indexed inode bitmap string. 
getDatablockBitMapString(int index) method reads the indexed data block bitmap string. 
createFile(String filename, String ftype) method creates a new file and popup s a dialogue to get 
the file name. 
appendNode(String workingdir,Element node) method appends an element to the proper position 
in the file system directory structure. 
deleteFile(String filename,String ftype) method deletes a named file. 
removeNode(String workingdir,Element node) method removes an Element from some directory. 
editFile(String filename) method reads an existing file. 
updateNode(String workingdir,String filecontent,String filename,int[] dbPagelD) 
returnNodeContent(String workingdir,String filename) 
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touchNode(String workingdir,String filename,String ftype) 
saveFile(String filename, String filecontent) method saves the file content to a named file. 
isFileExist(String filename) method checks if the file exists or not in the working directory. 
listFile(String pathname) method lists filenames of the files which reside in some directory. 
CD(String dir) method changes the current working directory. 
The Java RandomAccessFile part serves as the base of the system. It involves lots of byte- or bit-
level operations. The main classes in this part are listed below. 
• Inode class 
This class is used to set and retrieve the information associated with the inode. 
setInodeNum(int inum) and getlnodeNumQ methods set and get the inode number. 
setFileType(int filetype) and getFileTypeQ methods set and get the file type. 
setFileMode(int filemode) and getFileModeQ methods set and get the file mode. 
setLinkcount(int filelc) and getLinkcount() methods set and get the inode link count. 
setUserID(String userlD) and getUserlDQ methods set and get the user ID. 
setGroupID(String groupID) and getGroupIDQ methods set and get the group ID. 
setFileSize(int filesize) and getFileSize() methods set and get the file size. 
setAccessTime(Date time) and getAccessTimeQ methods set and get the last access time. 
setModifyTime(Date time) and getModifyTime() methods set and get the last modified time. 
setCreateTime(Date time) and getCreateTimeQ methods set and get the creation time. 
• Page class 
This class is used to set and retrieve the information associated with the page. 
getBytesQ method gets the page content. 
setPage(byte[] apage) method set the page content. 
getInodeBytes(int curINo, int isize) throws Exception method returns 64 bytes of an inode if this 
page is an inode page. 
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getNumOflnode() throws Exception method extracts the number of Inodes from a header of the 
current page. 
getPagelDQ throws Exception method gets the current page ID. 
getNextPagelDQ throws Exception method returns the next page ID. 
writeHeader(int inodeNum, int pID, int npID) method writes the header information into the 
current page. 
writeBytes(int offSet, byte[] src, int length) method is a utility to write bytes to a page based on 
the offset of page. 
readBytes(int offSet,int length) method is a utility to read a sequence of bytes in the current page. 
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