In this paper the generation of random fields when the domain is much larger than the characteristic correlation length is made using an adaptation of the Karhunen-Loève expansion (KLE). The KLE requires the computation of the eigen-functions and the eigen-values of the covariance operator for its modal representation. This step can be very expensive if the domain is much larger than the correlation length. To deal with this issue, the domain is split in sub-domains where this modal decomposition can be comfortably computed. The random coefficients of the KLE are conditioned in order to guarantee the continuity of the field and a proper representation of the covariance function on the whole domain. This technique can also be parallelized and applied for non-stationary random fields. Some numerical studies, with different correlation functions and lengths, are presented.
Introduction
The representation of fluctuating parameters by means of random fields is very common in many scientific domains. Samples of stationary random fields can be generated through a sum of harmonic functions with random uniform phase and amplitude depending on the spectral density [1, 2] . This kind of representation can be performed in the spectral domain [3] [4] [5] , leading to the spectral representation method that can be efficiently computed using the FFT [6] . In case of multi-dimensional random fields, the spectral representation has been combined with the turning bands methods [7] for a more efficient computation [8] . In a huge domain the numerical cost can be a major issue. In [9] , to deal with this problem, the domain is split in several small sub-domains in which the samples of the random fields are generated. Then, samples on the whole domain are obtained by using an overlapping technique.
Auto-regressive models, in which a state only depends linearly on its own previous values, can also be employed to represent random fields [10] [11] [12] [13] . The linear dependency coefficients can be computed by maximizing a likelihood function or by solving a linear system involving the inversion of a matrix representing the discretized covariance.
Other methods use the direct decomposition of the covariance to simulate generation of the field. The Cholesky decomposition of the discretized covariance can be used to correlate a set of random variables representing the discretization of the random field section. The method is then generalized to 2D and 3D random fields ("Generation of multi-dimensional random fields" section). Then, the generation of non-stationary fields is discussed in "Extension to non-stationary random fields" section. In this work only random fields with values in R are considered. Some numerical applications are provided ("Numerical applications" section).
Karhunen-Loève expansion for large scale 1D random processes
In this section the Karhunen-Loève expansion is adapted to generate samples of a large scale 1D stationary random process. In "Standard 1D Karhunen-Loève expansion" section, the generalities of the standard KLE, applied on a domain of size equal to L, are presented.
For simplicity, the method is firstly illustrated for a domain composed of just two subdomains ("Principles of the generation method on a large domain" section). The continuity of the generated samples is investigated in "Continuity of the generated samples" section.
Then the extension to a domain composed of an arbitrary number of sub-domains is discussed in "Extension of the expansion on an arbitrary large domain" section.
Standard 1D Karhunen-Loève expansion
Let ( , F, P) be a probability space and f (s, θ ) with θ ∈ a centred stationary random field, indexed by the variable s, whose covariance function C(|s − t|) is equal to:
For simplicity, the case of a stationary random field is treated in this section. An extension to non-stationary fields is given in "Extension to non-stationary random fields" section. For the application of the Karhunen-Loève expansion [18] , the first step is an eigenvalue decomposition of the covariance operator: 
where δ ij represents the Kronecker delta and δ(s) is the Dirac distribution function. The second equation is due to the completeness of the eigen-functions set [39] .
The random field f (s, θ) and its covariance are therefore expressed as a truncated sum of N terms on the domain s ∈ [0, L]:
λ i ϕ i (s)ϕ i (t) (5) where η i (θ) are random centred uncorrelated (Gaussian if the process is Gaussian) random variables with unit variance defined as the projection of the random process onto the KLE basis:
In case of non-Gaussian processes, the probability distribution of the KLE coefficients can be obtained by projecting an available set of realisations of the fields onto the KLE basis [40] or by an iterative procedure [41, 42] .
When the random field is stationary, the KLE modes are alternatively symmetric or skew-symmetric as demonstrated in [27, 43] :
An odd (even) i corresponds to a symmetric (skew-symmetric) mode. The mean-square truncation relative error 2 KL is related to the sum of the eigen-values
The mean square truncation error decreases monotonically with the number of terms retained in the expansion. This rate depends on the decay of the spectrum S(ω) of covariance operator [44] , where ω indicates the frequency. The larger the rate of the spectral decay is (which means the more correlated the process is), the smaller the number of terms needed in the expansion for a given error. When L/l c → ∞ (where l c is the correlation length) the KLE is equivalent to the spectral representation of random fields [30] . Equation (2) can be analytically solved in a few cases, such as rational spectra processes as detailed in [45] or in case of Slepian processes where the eigen-functions are finite trigonometric polynomial functions [46] . However, generally the problem has to be solved numerically. When the random field is discretized into n s uniformly spaced points over a domain, Eq. 2 leads to a n s × n s eigen-value problem. This corresponds to the optimal linear estimation method [25] , which is used in this paper. When the domain is huge and a fine discretization of the field is needed the eigen-problem is very heavy to solve, having O(n 3 s ) complexity.
Other methods, described and compared in [26] can be used to approximate the eigenfunctions more efficiently, such as collocation and Galerkin integration [26] . In this case, the eigen-functions are approximated by a set ofñ s < n s basis functions, leading tõ n s ×ñ s matrix generalized eigen-problem whose complexity is O(2ñ 3 s ). However, sinceñ s increases with the size of the domain, solving the eigen-problem still remains an obstacle for large scale random fields. In the frame of this work, any numerical method can be used of solving the KLE but, for simplicity, the optimal linear estimation method is employed.
Principles of the generation method on a large domain
The general principles of the random fields generation method, which is the main object of this paper, are highlighted in this section through the explanation of a simple case.
In this section the eigen-functions and eigen-values calculated in Eq. (2), defined for s ∈ [0, L], are used to generate a sample of the random process in a domain with s ∈ [0, 2L]. The size of the domain is thus doubled. The method can be straightforwardly extended to an arbitrary-sized domain by iterating the technique presented in this section. The general idea is to firstly generate two independent samples, each covering half of the domain, and then impose a correlation between the KLE coefficients of the two samples. At the end, continuous samples of the process on the whole domain with a respected correlation structure are obtained. f 1 (s, θ 1 ) andf 2 (s, θ 2 ), with θ 1 , θ 2 ∈ , are two independent samples sets of the random field f (s, θ) introduced in the previous section (see the black curves in Fig. 1 ):
Each one of the two KLE coefficients sets η i (θ 1 ) and η i (θ 2 ) is composed of normalized and uncorrelated random variables as stated in Eq. (6) . Since the two sets are independently generated, they are uncorrelated, implying the decorrelation of the random fields:
The expression of the covariance function C(|s − t|) of the field f (s, θ ) is known for 0 ≤ s, t ≤ 2L. K denotes the N × N matrix, here called coupling matrix, whose elements are given by the projection of C(|s − t|), in the domain s ∈ [0, L] and t ∈ [L, 2L], onto the basis ϕ i (s):
The matrix K represents the correlation that the two KLE coefficients sets (completely uncorrelated since independently sampled) should have in order to represent a correlated process on the complete domain. This matrix will be therefore used to impose a correlation structure between the two KLE coefficients set. L denotes the lower triangular matrices defined through Cholesky decomposition as:
where I is the N × N identity matrix. Note that the matrices K and L are defined and used in [33] for generating sets of correlated random fields. In this work they represent the coupling between two sub-domains belonging to a large domain. The positive definiteness of the matrix I − K T K is demonstrated in B. Note that the numerical cost to perform this Cholesky decomposition is not related to the size of the whole domain: it is related to the size of the sub-domain L and the KLE truncation error 2 KL (which determines the number of terms N ). H is a N -dimensional column vector gathering all the KLE coefficients η i (θ ). Therefore the matrices K and L are used to condition the second KLE coefficients generation set:
This new set of coefficientsη i (θ 2 , θ 1 ), gathered in the vectorH(θ 2 , θ 1 ), is then used to generate samples of the random fieldsf (s, θ 1 , θ 2 ) defined on the domain [0, 2L]:
An example of the generation by doubling the size of the domain is shown in Fig. 1 for a random process characterized by a Gaussian correlation function with the correlation length equal to 0.15L and a KLE truncation error set to 0.001 (which leads to 12 retained terms). As shown, in the second part of the domain the realization is modified according to the generation in the first part of the domain. Note that the modification effect is mostly localised near the breaking point s = L, while it is weak far from this point.
Correlation structure across the coupled sub-domains
In Eq. (14) , the samples are piecewise generated in the two sub-domains. The KLE coefficient set related to the second sub-domain has been correlated to the first one in Eq. (13) .
This correlation imposed to the KLE coefficients sets determines the cross-covariance between the two sub-samples:
]. In practice, the correlation structure across the two subdomains is approximated under its projection onto the KLE basis ϕ i (s). This basis, as explained in "Standard 1D Karhunen-Loève expansion" section, is optimal for the representation of the covariance C(|s − t|) in one sub-domain (Eq. 2). As said the basis terms are selected according to a truncation error decaying as the spectrum S(ω), which is the Fourier transform of the covariance C(|s − t|).
When N → ∞, because of the basis completeness (Eq. 4), the expression in Eq. (15) is exactly equal to C(|s − t|). Otherwise, in the same way as the standard KLE, the crosscovariance is approximated. The cross-spectrum of the two sub-samples is equal to S(ω)e −ıωL . The more similar the decays of S(ω) and cross-spectrum are, the fewer extra terms are needed for a good approximation of the correlation structure.
While the matrix K imposes a correlation between two sets of KLE coefficients (coupling effect), the matrix L guarantees that the new KLE coefficientsH(θ 2 , θ 1 ) are uncorrelated between them, i.e. Eq. (6) is still satisfied. This means that the KLE representation of the correlation structure, in the second sub-domain, is preserved:
Continuity of the generated samples
Let us suppose that the process f (s, θ ), defined in "Standard 1D Karhunen-Loève expansion" section, is almost surely continuous, i.e. almost all its sample paths are continuous [47] , for s ∈ [0, L]:
If this condition is satisfied, then the KLE eigen-functions ϕ i (s) are continuous on their domain. Note that the almost-sure continuity condition is supposed (in the sub-domain) for simplicity. When this condition is not fulfilled, the KLE can still be used. Concerning the samples piecewise-generated in Eq. (14), the continuity is not automatically ensured at the breaking point (s = L). In this section, the continuity of the sample paths is investigated in this location. Let us introducef (s, θ 1 , θ 2 ) as the two random variables corresponding to the left and right limits of the random fields calculated at the breaking point locations (s = L):
The following continuity error c is defined as:
where the expectations are calculated using Eqs. (5) and (15). This error compares the variance of the difference between the two-sided limits to the variance of the limits. In other words, if the covariance of the two limits is equal to their variance, the two limits are equal. When this error is small enough, one can assume that the discontinuity jump, at the breaking point, is small compared to the variance of the process. Note that, because of the completeness of the KLE basis (Eq. 4), when N → ∞ the error tends to zero, making equal to one the probability that the left and the right limits take the same value (satisfying the continuity at the breaking location s = L).
In numerical applications, the random process is discretized in n s steps with discretization step equal to l = L n s . The continuity error c can still be evaluated as:
In practice, the covariance evaluated across the breaking point is compared to the covariance at the lag equal to l for s = L (at the border of the first sub-domain). For instance, when the correlation at the lag equal to l is very weak, just a few terms in the sum will make the error¯ c small. The decay of the continuity error is numerically evaluated in "Inuence of the correlation kernel" section for different correlation structures. Note that an overlapping method for representing large scale random fields is proposed in [9] . This overlapping strategy can be applied to any random fields generation methods (KLE included). By overlapping the sub-domains the continuity issues are avoided, but an error on the correlation representation is introduced. In this paper, the correlation across the sub-domains is imposed. Then the continuity error that can be reduced by adding more terms in the expansion. Since the modal decomposition is affordably performed in one sub-domain, adding more terms in the expansion is not a numerically expensive task.
Extension of the expansion on an arbitrary large domain
The sequential extension on an arbitrary long domain is straightforward. ML is the length of the domain composed of M sub-domains. M independent realizations are generated in each sub-domain. Then, the M independently generated random coefficients sets are sequentially correlated:
with m = (2, . . . , M) andH (1) = H (1) (θ 1 ). This generation implies that, in each subdomain, the random process m is conditioned by the m − 1 previous parts:
with
) generated as in Eq. (9), samples of the processf (s, θ 1 , . . . , θ M ) are generated on the whole domain.
In this section the generation in each sub-domain is performed sequentially. Some aspects concerning the parallelisation are discussed in "Parallel computing of the random field generation" section.
Generation of multi-dimensional random fields
In this section, the random fields generation method presented in "Karhunen-Loève expansion for large scale 1D random processes" section for 1D processes is generalized to 2D and 3D random fields. Note that the term "multi-dimensional" refers to the dimension of the indexing variable of the fields. In this work only random fields with values in R are considered. The principle of the method is essentially the same as what has been presented in "Standard 1D Karhunen-Loève expansion" section. The only difference is that, in case of multi-dimensional random fields, one sub-domain must be conditioned with more sub-domains along the different directions (and not only one direction as for 1D processes).
In this section the generation method is described for a general case. If the tensorization is possible, the computational cost for the modal decomposition of the covariance and the random field generation can be reduced. The case generation with tensorizable correlation is reported in A.
f (s, θ) is centred random field, indexed by the variable s ∈ R d (with d being the dimensionality), with covariance function equal to C(s, t).
For the application of the KLE, over the domain D = [0, L] d , the modal decomposition of the covariance operator is performed as in Eq. (2) with multi-dimensional eigen-functions. Then, N eigen-values and eigen-functions are retained in the expansion to obtain realizations of the field on the domain D as in Eq. (5) .
In this section a larger domain of sizeD = [0, ML] d is considered. The steps of the method are here summarized. For clarity purposes, a 2D example is illustrated step-bystep.
• Step 1: Domain subdivision
The first step consists in the domain subdivision into M d sub-domains D k (with The next step is the computation of the coupling matrices. Each sub-domain is connected with the surrounding sub-domains. K (pq) indicates the coupling matrix concerning the sub-domains D p and D q . Its elements are calculated as:
Note that, when the field is stationary,
Moreover, two coupling matrices are equal if the relative position between their respective sub-domains is the same in stationary conditions. For instance, with respect to Fig. 2 , K (12) = K (23) , K (14) = K (47) , K (15) = K (59) , and so on. In this way the number of coupling matrices, and the consecutive Cholesky decompositions, is reduced.
• Step 3: KLE coefficients conditioning
The third step is the conditioning of the KLE coefficients sets in each sub-domain with respect to its neighbour sub-domain. At first, the order in which the KLE coefficients sets are conditioned is chosen. Different strategies can be adopted. For example, referring to Fig. 2 , the order can be chosen by simply using the domain numbering. Then, each set is generated and conditioned with the sets of all its neighbour subdomains that have been already generated.
D k is the sub-domain which is connected with n k sub-domains already generated whose indices are gathered in the set I k . For the sub-domains already generated the following equation holds:
where p, q ∈ I k andH (p) (θ p ) is a vector gathering the KLE coefficients in the sub-domain D p .
A linear system of n k coupled matrix equations is defined such that each equation takes the form:
where q ∈ I k and X q are the n k (N × N sized) matrix unknowns. There are n k coupled matrix equations, each one N ×N sized. This leads to N linear systems of equations having the same coefficient matrix of size n k N ×n k N . This coefficient matrix is symmetric positive definite. After its resolution, the matrix L (k) is defined trough Cholesky decomposition:
Finally the set of KLE coefficientsH (k) (θ k ) in the domain D k is generated as:
where
The structure of the linear system ensures that the cross-correlation between the neighbour sets is taken into account: by using the expectation of Eq. (24) and the definition of the system in Eq. (25) it can be proven that:
. This ensures the respect of the correlation structure in the same way as for the 1D case (Eq. 15).
As for the computation of the coupling matrix described in the previous step, if the field is stationary, the linear system solution and the Cholesky decomposition are the same if two sub-domains take the same relative position with respect to their neighbour sub-domains previously generated. For example, with respect to the sequential generation shown in Fig. 2 , this situation occurs for the sub-domains 2 and 3, 4 and 7, 5 and 8, and so on.
• Step 4: Random field generation
The last step is the generation of the field in each sub-domain:
Parallel computing of the random field generation
In this section the strategies to adopt for parallelizing the generation method are discussed. The sequential conditioning presented above is simply applicable but, since each part is conditioned by the previous ones iteratively, this technique is not parallelizable. When one wants to use several processors to generate a very large sample of the field another strategy is more advisable. The first part of this section discusses the parallelization of the 1D processes generation technique. Then, the parallelization strategy for general multi-dimensional fields generation is described.
In this section the parallelization is performed with respect to the indexing variable of the random field (computation of several sub-domains at the same time). However, it is always possible to run distributed computations along the statistical axis, if one needs to sample several realizations of the random fields. 
1D processes generation parallel computing
Let us consider that M is odd, without loss of generality. At first, M sets of KLE coefficients are independently generated (H(θ 1 ), . . . , H(θ M )). Then each part corresponding to an even m is conditioned by the parts at the left and the right:
with m = 2 × (1, . . . , (M − 1)/2) and R being the lower triangular matrix such that:
The correlation structure, as in the case of the one-sided conditioning ("Principles of the generation method on a large domain" section), is ensured by the correlation between the KLE coefficients sets: because of the conditioning in Eq. (29) , it follows that
In this way, each even part can be parallely conditioned and, then, the KLE coefficients sets are used to generate the sample in each sub-domain. The coefficients corresponding to the odd parts are not changed. Therefore only M − 1 coefficients sets are conditioned. An example to show how this technique works is presented in Fig. 3 with M = 3. Note that when M is even, the only difference is that the last sub-domain (m = M) is only conditioned from the left side (as done in "Principles of the generation method on a large domain" section).
Multi-dimensional fields generation parallel computing
For parallelizing the multi-dimensional fields generation method presented in "Generation of multi-dimensional random fields" section, the only difference with the sequential conditioning technique is the sub-domains ordering. Indeed, if two sub-domains do not interact, i.e. they are enough far to consider their correlation equal to zero, they can be 
For instance, with respect to Fig. 2 where d = 2 and M = 3, the sub-domains 1-3-7-9 are processed parallely and independently. Then the sub-domains 4 and 6 are parallely computed, followed by the numbers 2 and 8 (computed at the same time). At the end the sub-domain number 5 is processed.
A total number of 4 steps are needed for generating a 2D random field. This sequential generation with parallel computing is illustrated in Fig. 4 for a case when M = 5. The generation is performed in 4 steps. The top row of the figure shows the generation without conditioning the KLE random variable, while the middle row shows the generation after the conditioning. Note that the steps 2 and 3 cannot be combined in a single step because the sub-domains generated in step 3 are conditioned by the sub-domains generated in step 2, just around their corners.
Extension to non-stationary random fields
All the methods cited above concern stationary random fields. The representation of nonstationary random fields can be achieved by modifying a stationary field (already generated) using one of the methods described in the introduction or the method proposed in this paper. A stationary process can be multiplied by a deterministic slowly-varying function for reproducing a non-stationary effect as in [48, 49] . In [3, 50] the spectral representation is extended to non-stationary processes with evolutionary power spectrum [51] , i.e. when the power spectral density can be modulated by a deterministic function depending on the frequency and the support variable, with the possibility to improve the computation by using the FFT [52] . Concerning the ARMA method, it has been extended to non-stationary processes by introducing time-dependent coefficients [53] .
Conversely, the application of the KLE does not require that the random field is stationary. C(s, t) is the covariance of a non-stationary random field. After splitting the domain of size ML in M parts, to apply the method described in "Karhunen-Loève expansion for large scale 1D random processes" section, the covariance decomposition has to be performed in each sub-domain since the covariance kernel depends on the indexing variable:
with m = 1, . . . , M and s ∈ [(m − 1)L, mL]. The coupling matrix, defined in Eq. 11, also depends on the domain part:
When the field is non-stationary and the variance varies along the indexing variable, it is not possible to condition the KLE coefficients from the left and the right side, i.e. the decomposition in Eq. 30 is not possible. For this reason the conditioning is sequential:
with:
Examples of generation, with M = 3 and covariance shown in Fig. 5 , are illustrated in Fig. 6 .
Note that, because of covariance non-stationarity, the sets of eigen-functions (and also their number) ϕ 
Numerical applications

Example of generation on a large domain
In this section the generation of a sample of a 2D random field on the domain D ∈ [0, ML] 2 , with M = 21 is presented. The random field is characterized by the following (anisotropic and non-tensorizable) correlation function:
with l c1 = 0.2L and l c2 = 0.1L. The field is discretized into (n s M) 2 steps, with n s = 100. The KLE truncation error 2 KL is set to 0.001, giving a number of retained terms in the expansion N equal to 9600. Using directly the standard KLE on such a large domain as the one here considered is unaffordable: using the optimal linear estimation method [25] would require an eigendecomposition of a (n s M) 2 × (n s M) 2 , i.e. 4,410,000 × 4,410,000, sized matrix. The method described in "Generation of multi-dimensional random fields" section is employed in this section to generate the sample. No parallel computing is performed: this field is generated sequentially in each sub-domain.
The computational time for the generation is indicated in Table 1 . Note that the computation of the coupling matrices is the most step of the process. This fact is due to the number of retained KLE terms, which determines the size of the coupling matrices and therefore the complexity of the linear systems (solved using the Cholesky decomposition of the coefficient matrix) formulated in "Generation of multi-dimensional random fields" section. A sample of the random field thus generated is shown in Fig. 7 .
The correlation function of the generated random field is shown in Fig. 8 for two different locations. The correlation structure is well respected in the proximity of the junction point (s = [L, L]). Note that in this location the error is lower than the chosen truncation error. 
Computational complexity
In this section the computation time of the standard KLE is compared with the generation method proposed in this work in the case of tensorizable and non-tensorizable correlation functions. A 2D random field defined on the domain s ∈ [0, ML] d , with d being the dimension. The modal decomposition is solved using the optimal linear estimation method [25] in which the domain is uniformly discretized. Let us indicate as n s the number of discretization steps of a segment of length L along one of the directions. The domain is thus discretized in (n s M) d parts. 
Tensorizable covariance kernel. n s number of discretization steps of a segment of length L, M number of prolongations in one direction, d dimension,N maximal number of retained KLE terms among all the directions (dimensions) for M = 1
In the first part of this section, an example concerning a tensorizable 2D random field is presented. In the second part, the numerical complexity of the standard and the conditioned KLE are compared.
In Tables 2 and 3 the complexity of the standard KLE and the conditioned KLE proposed in this work are compared for the case of, respectively, non-tensorizable and tensorizable kernel covariance. In these tables N indicates the total number of retained KLE terms, whileN indicates the maximal number of retained KLE terms among all the directions (dimensions) for M = 1.
Kernel modal decomposition
The modal decomposition complexity does not depend on M when the conditioned KLE is employed. For the standard KLE, this complexity grows with O(M 3 ), when the covariance kernel is tensorizable, and O(M 3d ) when not. This is the main limit for directly using the KLE on the whole domain.
Conditioning matrices computation
The computation of the matrices used for conditioning the KLE coefficients, described in "Generation of multi-dimensional random fields" section, requires some Cholesky decomposition operations. Its complexity does not depend on M, but on the number of KLE terms (depending on the truncation error) and the sequential prolongation strategy. In fact, the size of the linear system in Eq. (25) , that is solved with Cholesky decomposition of the coefficient matrix, depends on the number of connections of the considered sub-domain. The complexity, indicated in Table 2 , for the non-tensorizable kernel case is referred to the resolution of the largest linear system (the one that is associated with the sub-domain having the largest number of neighbours).
Random field sampling
The sample generation is the only operation growing with M when the conditioned KLE is used: in this case the complexity grows with O(M d ). The use of the standard KLE requires a complexity, for this stage, of O(M 2d ), in case of non-tensorizable kernel and O(M d+1 ), in case of a tensorizable kernel. Another advantage of using the method proposed in this work, is the possibility, due to the domain splitting, of storing separately each part of the sample corresponding to a sub-domain. This can prevent memory issues when the total size of the domain is huge.
As example, the evolution of computational costs for the random field generation when the numbers of sub-domains increases (using the standard and the conditioned KLE) is analysed for two cases: non-tensorizable correlation of Eq. (37) and tensorizable correlation defined as:
with l c1 and l c2 respectively equal to 0.3L and 0.2L. The KLE truncation error is chosen to be equal to 0.001 (corresponding to a number of terms N = 54 when the size of the domain is [0, L] 2 ). The evolution of the computation cost is shown in Fig. 9 . The slopes indicated on the figures are coherent with the complexities (with respect to the numbers of sub-domains M) indicated in Tables 2 and 3 .
Since the modal decomposition is the most expensive stage, it is convenient to partition the domain in smaller sub-domains, even tough, in this case, the random field sampling stage will be more expensive. However, the correlation structure should be well represented in one sub-domain, i.e. the correlation should tend to zero at a lag equal to L. This is because, with the method proposed in this paper, the correlation across two sub-domains which are not neighbour is neglected.
Influence of the correlation kernel
In this section the influence of the correlation kernel is discussed when the conditioned KLE is employed. expression is indicated in Table 4 . The parameter l c (here called correlation length) is equal to 0.15L for all the cases. The KLE truncation error 2 KL (Eq. 8) is set to 0.001. The choice of this truncation error determines the number of retained KLE terms N and the continuity error (defined in Eq. 19) , that are indicated in Table 4 . Note how the number of terms increases as the spectral density decay (Fig. 11) is slower. For instance, the exponential correlated processed requires more than 8 times more terms than the Gaussian correlated process.
The coupling matrices K of each random process are displayed in Fig. 12 . Note that, even though the number of required KLE terms to guarantee the same error is the largest one for the exponential correlated process, only few first modes are significant for the coupling. Conversely, for the sine damped correlated process, only the last modes are important for the coupling. In fact, the last (less energetical) modes represent the oscillation (not totally damped for s = L) of this correlation function. This oscillation is fundamental for the coupling. Concerning the triangular correlation function, all the modes interact for the coupling. Table 4 , from the left: exponential, triangular, damped sine and Gaussian correlation Fig. 13 Example of generation of a random process using the conditioned KLE. Correlation functions in Table 4 , from the top left to the bottom right: exponential, triangular, damped sine and Gaussian correlation. Before (black solid line) and after (red dashed line) conditioning Examples of generated samples, when the size of the domain is split into two subdomains (M = 2), are shown in Fig. 13 . Note that, in all the cases except the damped sine correlated process, the corrections due to the conditioning of the KLE terms only concern the region around the breaking points (s = L), while the process samples are weakly modified far from this location. In case of the damped sine correlation function, the correction modifies the sample in the whole second sub-domain. This is due to the oscillating behaviour of the correlation function (Fig. 10) .
The evolution of the continuity error defined in Eq. (19) is shown in Fig 14 and compared with the KLE truncation error (Eq. 8) for correlation kernels considered in this section (Table 4) with three different correlation lengths. Note how the continuity error, for the damped sine correlation, is firstly constant before suddenly decaying after adding more terms. For the triangular correlation, this error decays not continually. Note that the sample-path continuity of the field is ensured only if the number of terms in the KLE tends to infinity (use of a complete orthonormal basis). In the other cases, the sample-path continuity is not recovered in the breaking points locations, but the discontinuity jump can be reduced in order to be enough small for the numerical applications.
Conclusion
Solving the KLE modal decomposition, when the domain is much larger than the correlation length and a small discretization step is needed, represents a computational issue that can become unaffordable. To deal with this issue, a "conditioned" Karhunen-Loève expansion is proposed. The domain is subdivided in sub-domains where the modal decomposition can be comfortably computed. Then, parts of the field are generated in each sub-domain and conditioned with their neighbours in order to ensure the continuity and the correlation structure.
This generation method is applicable to multi-dimensional fields with a strong simplification in case of tensorizable covariance kernels. The capability of the KLE for generating non-stationary random fields is also preserved with the proposed generation method. In every case the computational cost is largely reduced. Another important advantage is that the proposed technique can be easily parallelized to further reduce the computational time.
Moreover, another advantage of using the method proposed in this work is the possibility, due to the domain splitting, of working locally on each part of the sample corresponding to a sub-domain. This can prevent memory issues when the total size of the domain is huge.
The method presented in this paper concerns Gaussian centred random fields. NonGaussians fields can be obtained by transforming the generated Gaussian fields by the application of the Rosenblatt transformation to obtain the prescribed first order marginal probability function. However, for keeping the notation simple, without loss of generality, in this section a uniform multi-dimensional grid T is chosen as truncation set. This means that the set T is obtained by tensorizing the sets T l (that are derived from the setT ) andT ⊆ T . The setsT and T are shown in Fig. 15 for a case involving a tensorizable Gaussian correlation function with correlation lengths l c1 = 0.25L and l c2 = 0.15L and choosing a KLE error for the optimal set 2 KL = 0.001. Therefore, in the domain D, the field is generated as:
For the random fields generation on a large domain of size [0, ML] d , the 1D prolongation technique ("Principles of the generation method on a large domain" section) is used in each dimension. The steps are here reported.
• Step 1: Domain subdivision
The first step is the same as for the non-tensorizable correlation case: (ML) d subdomains are obtained.
• Step 2: Determination of the conditioning matrices
In this step the matrices used for conditioning the KLE coefficients are computed. Differently from the non-tensorizable case, where the matrices are computed for all possible multi-dimensional directions, here for each uni-dimensional direction there
Since the matrix K T K is semi-positive definite, all its leading minors are non-negative. Using the properties of the determinants, it follows that:
An upper bound for the leading minors of the matrix K T K is given by:
By replacing the expression of the elements of the matrix K, given in Eq. (11), it follows that:
By introducing the power spectral density S(ω) of the considered random process in Eq. (2), where the modal decomposition of the covariance kernel operator is performed, the following equation is obtained:
where i (ω) = L 0 ϕ i (s)e −ıωs ds and the over bar represents the complex conjugate. From the above equation, the following property is derived:
By the same way it can be derived that S(ω) i (ω) = λ i i (ω). By using the orthonormality and the completeness of functions ϕ i (s) basis set (Eq. (4)), the following property is obtained:
Note that the functions i (ω) are a complete set of orthonormal basis functions equipped with the following inner product:
S(ω) denotes the power spectral density that can be introduced in Eq. (47) . By using the properties derived above, one can assert that:
By the application of the Bessel's inequality, the expression in Eq. (47) 
Note that this upper bound, derived through the application of the Bessel's inequality in Eq. (53) , is strictly lower than one for every i = 1, . . . , N except when N → ∞ or when the correlation function is constant. In this latter particular case the matrix K T K has one only diagonal element equal to one and all the other elements equal to zero, leading to a null determinant for the matrix K T K (in this case there is not a unique Cholesky decomposition). In practice, a constant correlation function means that each sample of the random field is constant in the whole domain.
For all the other correlation functions, the application of the bound of Eq. (54) in Eq. (45), with a strict inequality, states that all the leading minors of the matrix I − K T K are greater than zero, satisfying the Sylvester's criterion (Eq. 44) and meaning the positive definiteness of that matrix.
Appendix C: Influence of the sub-domain size
The Cholesky decomposition in Eqs. (12)- (30) implies a positive definiteness of the matrix to decompose. After imposing a correlation between two KLE sets using the matrix K (Eq. 11), the matrices L and R guarantee that, in each sub-domain, the KLE coefficients are normalized and uncorrelated, i.e. that the generated random field has a prescribed correlation structure.
In "Appendix B", it is shown that the Cholesky decomposition is always possible when the sub-domain is only conditioned from one side. When trying to correlate the KLE coefficients with the left and the right sets, as in "1D processes generation parallel computing" Table 4 . The step used to discretize the fields is chosen to be equal to 0.01L. White areas indicate a negative minimal eigen-value. The blue line indicates the limit. From the left to the right right: exponential, triangular, damped sine, and Gaussian correlation functions section, the positive definiteness of the matrix I − KK T − K T K needs to be checked. In B it has been shown that N j=1 K 2 ij ≤ 1 for every i (Eq. 53). When imposing a correlation from two sides, the same constraint is twice imposed. The latter sum must be lower than 0.5 to ensure the positive definiteness condition:
Adding more terms in the KLE increases the value of the sum that can exceed the value of 0.5. In fact, when more KLE terms are added for representing the random field, although the correlation structure is better represented (the KLE truncation error is reduces), a larger number of constraints act on the KLE coefficients set.
The correlation length is another limitation. For a given correlation structure and truncation error, the more correlated (lower ratio L l c ) the process is, the fewer number of KLE terms are needed [30] . This means that, for highly correlated processes, few terms are needed to represent the correlation and therefore the left and right constraints conditioning constraint: the condition in Eq. (55) can be exceeded with few terms. The minimal eigen-value of the matrix I − KK T − K T K is shown in Fig. 16 according to the number of KLE terms and the correlation lengths (parameter l c ) for the correlation functions listed in Table 4 . The step used to discretize the fields is chosen to be equal to 0.01L. For shorter correlation lengths the conditioning operation is possible since the eigen-values are positive. For the damped sine correlation a negative eigen-value appears suddenly when the number of terms is increased. This is due to the periodic behaviour of the correlation function. Note that, for the triangular correlation, the conditioning is always possible, even when the correlation length is equal to the size of the sub-domain.
In order to prevent this problem, a larger size of the sub-domain can be chosen (increasing the ratio L l c ).
