Abstract. We deal with a real valued integral operator L of Laplace transformation type acting between Lebesgue spaces on the semi-axis. Sufficient conditions for belonging L to Schatten type classes are obtained. Some upper asymptotic estimates for the approximation numbers of L are also given.
Introduction and preliminaries
Given an operator T between arbitrary (quasi-)Banach spaces X and Y a n (T ) = inf{ T − K X→Y : K : X → Y, rank K < n} t(♯{n ≥ 1 : a n (T ) > t} 1/α < ∞, 0 < α < ∞.
Schatten-Lorentz classes S α,β and S α,∞ are defined by 
when 1 ≤ p < ∞, 0 < q < ∞, λ > 0 and a non-negative weight function v is locally integrable on R + .
Boundedness and compactness properties of the Laplace transform L in the Lebesgue spaces were completely studied in [15] and [18] . (i) Let 1 < p ≤ q < ∞, p ′ := p/(p − 1) and q ′ := q/(q − 1). Denote κ 1 := q −2/q [min{2, 2 q−1 }] 1/q andκ 1 :=
The operator L is L p − L q -bounded if and only if A L (t) = sup Moreover, since 1 ≤ q < p < ∞ then the boundedness of the operator L : L p → L q is equivalent to the compactness of L from L p to L q .
(iii) If 0 < q < 1 < p < ∞ then L is bounded if B L < ∞. If L is bounded then B q p ′ := R + y −λp ′ /q v p ′ (y)dy 1/p ′ < ∞. Besides,
If L is bounded then ess sup t∈R + B q (t) := ess sup
Moreover, in view of
is bounded if and only if
Schatten-von Neumann norms of L : L 2 → L 2 were studied in [17] (see also [16] ).
(ii) If L ∈ S α for 0 < α ≤ 2 then X 2 < ∞. 
where 1 ≤ α < ∞, L is compact on L 2 and ·, · is the inner product.
Applying the functions
into the left-hand side of (1.5) we obtain
where
Thus, the parts (i) and (ii) of the theorem 1.2 have been changed as follows:
This work is devoted to approximation numbers of the operator L in (quasi-)Banach case of Lebesgue spaces. We obtain sufficient conditions for the Laplace transformation to belong to weighted Schatten classes
when the operator is acting from L p to L q with 1 ≤ p < ∞ and 0 < q < ∞.
The results imply upper estimates either for the corresponding SchattenLorentz norms (1.2) or for the Schatten-von Neumann classes (1.1). Some upper asymptotic estimates for the sequences {a n (L )} are also given in the article.
Approximation numbers of integral operators have being intensively studied since late seventies of the last century. In particular, in some recent papers (see e.g. [2] - [6] , [8] - [12] , [14] ) authors deal with Volterra type integral operators. The results in [2] , [6] , [12] and [14] are even on the operators with non-factorised kernels. The purpose of our work is study approximation numbers of an integral operator of such a type.
For achieving our results we mainly adapt remarkable methods which were originated in [3] , [4] , [5] and continued in [11] for Hardy integral operator H R + ,v,w defined by (4.1). The transformation L and the Hardy operator are related to each other by Lemma 1 from [15] , which is true for subclasses of non-negative functions from Lebesgue spaces only. By using this fact we extract some upper estimates for approximation numbers of the operator L .
For our purposes Lemma 1 [15] has to be modified as follows.
If f ≥ 0 and 1 < q < ∞ then
where α 0 = max{2, 2 q−1 } and
The article is organised as follows. In Section 2 we obtain preliminary estimates for a-numbers of L . Section 3 is devoted to the norms of Schatten type (see Theorems 3.1 and 3.8). Section 4 is on asymptotic estimates (see Theorem 4.1).
Throughout the article products of the form 0·∞ are supposed to be equal to 0. We write A ≪ B or A ≫ B when A ≤ c 1 B or A ≥ c 2 B with constants c i , i = 1, 2, depending on λ, p, q, s only. A ≈ B means A ≪ B ≪ A. Symbols Z and N denote integers {k} and naturals {n} respectively. χ E stands for a characteristic function of a subset E ⊂ R + . We also use =: and := for marking new quantities.
Approximation numbers
Let (a, b) =: I ⊆ R + and L b be an operator given by
and notice that in view of the denotation (1.6)
We start from 2.1. Case 1 ≤ p, q < ∞. Following the classical scheme for the Hardy integral operator (see [3] , [11] ) we define quantities
, which sandwich the norm K(I) as follows.
For the reverse estimate we assume f ≥ 0 and pass from
to the inequality
(2.6) by using Lemma 1.4. Thus,
when p = 1.
Lemma 1.4 and arguments for the Hardy integral operator applied to the left-hand side of the inequality (2.6) give us
For 1 = q < p < ∞ we obtain (2.4) by direct and reverse Hölder's inequalities.
Assume that L is compact. In view of local integrability of v, on the strength of the conditions (1.4) and by Lemma 2.1 the quantity K(I) continuously depends on an interval I ⊆ R + . Thus, any given ε > 0 such that 0 < ε < L p→q we can find N = N (ε) and, therefore, points 0 = c 0 < c 1 < . . . < c N +1 = ∞ to form intervals I n = [c n , c n+1 ], k = 0, . . . , N, so that the norm K(I n ) is equal to ε for all k = 0, . . . , N − 1 and
This immediately implies (2.8) for p = 1. If p > 1 then (2.8) follows by
Hölder's inequality.
2.2. Case 0 < q < 1 ≤ p < ∞. In this part we operate with the constant B 0 (δ) I , when δ = q, and quantities r = pq/(p − q),
The analog of Lemma 2.1 for
Proof. Since q < 1 we have by a monotonicity argument
(see [15, p. 1131 ] for details). Therefore,
For the reverse estimate we assume f ≥ 0 and complete the proof of (2.10) and (2.11) by using Minkovskii's and Hölder's inequalities.
If L is compact and 0 < ε < L p→q then by Lemma 2.3 the norm K(I), as before, continuously depends on an interval I. Thus, for a sufficiently small ε > 0 we can find points 0 = c 0 < c 1 < . . . < c N +1 = ∞, N = N (ε), with
there exists N (ε) < ∞ and points 0 = c 0 < c 1 < . . . < c N +1 = ∞ such that
Proof. Taking the operator (2.9) with rank P ≤ N we obtain provided q < 1
The Holder's inequality completes the proof of the theorem as follows
3. Schatten type norm estimates
Ω(l, m) := l≤k≤m−1 ∆ k with integers l < m and
The result of the section reads Theorem 3.1. Let the operator L : L p → L q be compact and s > θ.
Proof of the results follows from (3.1) and Section 3. Lemma 3.2. If 0 < s < ∞, 1 < p < ∞, 0 < q < ∞ and l < m then
Proof. To prove (3.1) we put A s s :
We have
Hence,
To prove (3.2) note first that
Thus, we obtain (3.2) with help of (3.3).
The next two lemmas are also analogous to some statements from [11] .
We will apply them when 1 < p ≤ q < ∞. Therefore, we actually need δ = 1
Proof.
Lemma 3.5. Let θ = p ′ q/(p ′ + q), I n = (c n , c n+1 ), z n ∈ I n and 2 k−1 < c 1 < . . . < c l+1 < 2 k . Then
Proof. By Hölder's inequality with (p ′ + q)/q and (p ′ + q)/p ′ we obtain
The next statement is an analog of the previous Lemma but working in the case 0 < q < p < ∞.
Proof. We have by Hölder's inequality
Upper estimates for Schatten type norms.
Theorem 3.7. Let 1 < p, q < ∞, θ = p ′ q/(p ′ + q) and r = pq/(p − q).
Assume L : L p → L q is compact and s > θ.
(ii) If 1 < q < p < ∞ and s > r then n∈N a n (L )n
Proof. Let 0 < ε < L p→q and points 0 = c 0 < c 1 < . . . < c N +1 = ∞, N = N (ε) be chosen so that K(I n ) = ε if I n := (c n , c n+1 ), n = 0, . . . , N − 1, and K(I N ) ≤ ε. Then for any c n with n = 1, . . . , N there exists an integer
For all intervals I n from n = 1 to n = N − 1 we have two only choices: ( * ) two neighbour points, say, c n 0 and c n 0 +1 , have different k(n 0 ) and
, that is k(n 0 ) < k(n 0 + 1) for some n 0 ; ( * * ) two or more neighbour points, say c n 1 , . . . , c n 1 +ln 1 −1 with l n 1 > 1, are in the same interval
and l n 1 > 1.
Let 1 < p ≤ q < ∞. Using Lemmas 2.1 and either 3.4 or 3.5 we obtain
and
As for the interval I 0 = [c 0 , c 1 ], the estimate (2.1) yields
Thus,
On the other side we have from Lemma 2.2 
Now let 0 < q < p < ∞, p > 1 and consider the cases ( * ) and ( * * ) for n = 1, . . . , N − 1. If n ∈ ( * ) then we have by (2.3), (2.10) and (3.2) from Lemma 3.2
If n ∈ ( * * ) then Lemma 3.6 implies
If n = 0 then combination (2.3) or (2.10) with (3.2) gives
where k(0) = −∞. Now put Z * := {k(n) ∈ Z : n ∈ ( * )} and arrange sets Z * 1 and Z * 2 as follows:
Therefore,
Note that for a fixed i = 1, 2 we have
Besides, Lemmas 2.2 and 2.4 yield
In the case s > r we have
The result of the section reads
Proof of the theorem follows very similar to Section 3.1.2 by using technical statements below instead of Lemmas 3.2 and 3.4 -3.6 respectively.
Lemma 3.9. If 0 < q < s < ∞ and l < m then
Proof is analogous to the proof of Lemma 3.2.
Remark 3.10. Formulas (3.5) and (3.6) are true for all 0 < s, q < ∞. Moreover, similar to Collorary 3.3 we havē
The following two Lemmas are concerned the case 1 = p ≤ q < ∞. This means that we need δ = 1 andσ k (1) = 1 − 2 −λ 1/q 2 −kλ/qv ∆ k . Proofs of these lemmas are similar to 3.4, 3.5.
Lemma 3.12. Let I n = (c n , c n+1 ), z n ∈ I n and 2 k−1 < c 1 < . . . < c l+1 < 2 k .
We complete the row of technical lemmas and the section by a statement which is working when 0 < q < 1 = p. 
Asymptotic estimates
and define a Hardy integral operator (4.1)
with weight function w(t) = t −(λ+1)/q . In the case q ≥ 1 Lemma 1.4 implies
If we take non-negative constants ξ and ζ instead of weights v, w ≥ 0 then we obtain for the norm H I;1,1 L p (I)→L q (I) by changing variables:
have α 1,q = 1. The next statement easy follows from triangle inequality for all 1 < p ≤ q < ∞:
Since the set of step functions is dense in a Lebesgue space then for any η > 0 there exist simple functions v η , w η on
We may assume v η = mη j=1 ξ j χ U j and w η = mη j=1 ζ j χ U j with disjoint U j . Now given 0 < ε < L p→q consider a finite sequence 0 = c 0 < c 1 < . . . < c N < c N +1 = ∞, N = N (ε), of c n chosen as follows:
.
It was shown in [4, p.67] and in [11] that if U j is contained in some I n for all ε > 0 then K(U j ) = 0, and, therefore, vw = 0 a.e. on U j . So, fixed η > 0 let ε j = inf{ε > 0 : there exists n such that I n ⊃ U j } and put ǫ = min{ε j : ε j > 0}. Then if 0 < ε < ǫ it follows that U j I n for all n, j.
Now we estimate the difference
with the sum over those j ∈ {1, . . . , m η } for which U j v(t)w(t)dt = 0. If
If 1 < p < q < ∞ then θ > 1 and we have from [11] that
Therefore, for all 1 ≤ θ < ∞ (4.6)
Since U j v(t)w(t)dt = 0 then ε j > 0. Thus, we may let 0 < ε < ǫ and put K = n : there exists j such that
− 2m η and we obtain with help of (4.2)-(4.4) that
We assume that v η = mη j=1 ξ j χ U j and w η = Further, similar to the proof of the part (i) we obtain lim sup 
