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A process concept is introduced similar to that of Staples and Nguyen (Theoref. Comp. Sci. 
26 (1983) 343-353) but more general. Processes are represented by the sets of scenarios they 
are able to realize. They communicate via shared places. A partial order of processes and some 
operations of combining processes similar to those of Mimer (Lecrure Notes in Comp. Sci. 93 
(1980)) are defined. The partially ordered set of processes is a complete lattice. The operations 
preserve least upper bounds. 8 1987 Academic Press, Inc. 
1. INTRODUCTION 
For a number of years a considerable effort has been devoted to the study of dis- 
tributed processes. One of the first papers was by Petri [S] following some ideas of 
relativity theory. Recently there has been a growing interest in finding out 
operations of combining processes and in developing useful algebras (cf. Kahn [4], 
Milner [7], Winskel [ 121, Staples and Nguyen [9], Mazurkiewicz [6]). 
One tendency (as in [4,9]), the data flow approach, is based on rather restric- 
tive assumptions on communication. First works (cf. [4]) required determinism of 
processes and communication. Recent ones (cf. [9], and Brock and Ackerman [ 11) 
consider indeterministic processes, but still deterministic communication. On the 
other hand, important features of the data flow approach are the modularity of 
process specification, and that concurrency is clearly reflected. 
Another tendency (as in [7, 12, 61) is to consider operations of combining 
processes with indeterminism both of processes and communication involved. Some 
of the works (as [7]) do not consider explicit means for expressing concurrency; 
some others (as [12, 63) do, but not in such a direct manner as in the data flow 
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approach, or only to some extent. The latter works have their origin in Petri nets 
(see Genrich et al. [Z] for the concept). 
In this paper an attempt is made in developing concepts of processes and 
operations on processes so that the existing approaches can be covered, but their 
shortcomings avoided. 
The process concept is similar to that in [ 1,9]. A process is characterized by the 
set of scenarios it can realize. However, diffeent from Cl, 91, the scenarios represent 
not only the input-output behaviours of processes but also some information on 
their internal structure. This modification is introduced with the intention of dis- 
tinguishing with the aid of scenarios solely between processes which have the same 
input-output behaviour but perform differently in a certain context. Following the 
ideas of [8, 10,5, 111, the scenarios are delined in terms of messages, events, and 
the causal order of messages and events. The messages are supposed to occur in the 
same places as those in the Petri nets. The places may be local in the process under 
consideration or shared with other processes. 
Processes can be combined as in [7], but the only communication is by message 
passing (via shared places). Since processes are concrete mathematical objects and 
the operations of combining them are concrete operations, an algebra of processes 
is developed such that properties of operations can be derived directly from 
definitions and do not need to be assumed as axioms. For example, there exists the 
least upper bound of a set of processes with respect to a natural order, and it has 
properties of indeterministic sum. 
The paper is organized as follows. 
In Section 2 the intuition of a process is given and formalized. In Section 3 some 
operations on processes are illustrated and defined and fundamental properties of 
such operations are stated. Section 4 contains some comments on the approach, its 
relation to other works, and possible applications. 
2. PROCESSES 
The process concept in this paper is a combination of the concept of data flow as 
in [9] with the idea of shared places of Petri nets. 
A process is regarded as a potential consumption and production of data. The 
data are assumed to reside in some places of infinite capacity in the form of 
massages with some contents. There are input data the process takes up from its 
environment in input places, local data which are produced and available only 
within the process in some unspecified local places represented by the question 
mark (?) which is not a place, and output data the process delivers to its environ- 
ment in output places. The input and local data are consumed and transformed into 
new local data and output data. Since the input and output places are shared by the 
process and its environment, not all the data appearing in input places are 
necessarily consumed. Some of them may be consumed by other processes running 
in the environment. Such data are not included in the process under consideration. 
571/35/2-5 
208 WINKOWSKI AND MAGGIOLO-SCHETTINI 
FIGURE 1 
EXAMPLE 1. Think of a process of enqueueing received symbols and emitting 
them when needed in the order of enqueueing. Suppose that the process declares its 
readiness to accept a symbol by a message 1 in output place A. Suppose that each 
successive symbol to be enqueued is announced by a message 0 in the same place 
(regarded as input place) and delivered as a message in input place B. Suppose that 
the environment of the process requires a symbol from the process by a message 1 
in input place C. Suppose that the first symbol of the queue, if any, is removed from 
the queue, announced by a message 0 in C (regarded as output place), and 
delivered to the environment as a message in output place D. Finally, suppose that 
the queue in its current state is represented as a single message residing in a local 
place, and that the initial queue is created according to a message delivered to the 
process in input place E. 
This process has one unspecified local place, input places A, B, C, E, and output 
places A, C, D. We denote it as CHANNEL and represent it graphically in Fig. 1. 
Note that with this process there may interfere other processes running in the 
environment. For instance, in the environment there may be another copy of 
CHANNEL with the same input and output places as shown in Fig. 2, and with its 
own local place. In such case the symbols appearing in place B may be taken up, 
enqueued, and next delivered to place D by any of the two processes. Which 
process takes up a particular symbol is indeterministic. 
The considered processes are assumed to develop in indivisible (and possibly 
concurrent) steps, called events, each event transforming some messages into some 
other messages. 
the environment 
FIGURE 2 
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How a process under observation will actually develop depends on what 
messages will be accessible in input and local places and which of the messages that 
are accessible will be taken up by the process. This property holds true at every 
stage of process development. What has happened up to a certain stage of process 
development is represented as a partial history of the process. Such a representation 
specifies the events which have occurred and the messages which have been 
consumed and produced in each of the events. For the reason which has been men- 
tioned in the introduction the internal structure of the process is also represented. 
EXAMPLE 2. Consider the process in Example 1 and its partial history which 
consists of the following three consecutive events: the event of initiating the process 
with the empty queue, the event of enqueueing one received symbol, and the event 
of emitting the symbol to the environment. This history can be represented by the 
bipartite graph in Fig. 2. The graph has nodes of two types: circles representing 
messages and bars representing events. That a message is consumed in an event is 
represented by an edge from the corresponding circle to the corresponding bar. 
That a message is produced in an event is represented by an edge from the 
corresponding bar to the corresponding circle. Each circle is labeled by a pair 
indicating the content and the position of the represented message. That the position 
of a message is unspecified (as in case of local places) is represented by the question 
mark (?). Each message is produced in at most one event and consumed in at most 
one event or, equivalently, each circle has at most one incoming edge and at most 
one outgoing edge. Only messages which are consumed or produced by the process 
are considered or, equivalently, there is no isolated circle. Each message which is 
consumed but not produced within the process must reside in an input place or, 
equivalently, each initial circle (i.e., one without incoming edge) must be labelled 
such that the indicated position is an input place. On the other hand, the messages 
residing in local places and the ones delivered by the process to output places must 
be produced within the process or, equivalently, the circles representing such 
messages cannot be initial. 
The bipartite graph in Fig. 3 can be regarded as a labelled Petri net or, more 
precisely, as a labelled occurrence net (cf. [2] for the concept). It is acyclic, has no 
isolated circles, and each of its circles has at most one incoming edge and at most 
one outgoing edge. The edges define a partial order of nodes which represents the 
causal order of messages and events. 
In general, histories of processes are represented by finite labelled occurrence nets 
without isolated circles, where circles represent messages, bars represent events, and 
the labelling extends on circles. The labels of circles represent the contents and the 
positions of the corresponding messages. The initial messages (i.e., the ones which 
are minimal with respect to the causal order) must be in positions which are input 
places. On the other hand, the mssages the positions of which are not specified (i.e., 
are equal to ?) cannot be initial. 
Each particular history of a process is a finite initial segment of a particular run 
571/35/2-S’ 
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ii (C=the empty queue,E) 
FIGURE 3 
of this process with particular messages and events. It realizes a certain pattern of 
behaviour called a scenario, where a scenario is defined as an isomorphism class of 
labelled occurrence nets representing histories with respect to graph isomorphisms 
preserving the types of nodes and the labelling of circles. 
There exists a natural partial order of histories which reflects the fact that some 
histories are initial segments of some others, where an initial segment, called also a 
prefix, is supposed to contain all messages produced by its events. To this order 
there corresponds a partial order of scenarios which reflects the fact that some 
scenarios are prefixes of some others. 
A process is represented by the set of scenarios realized by its possible histories. 
This set is partially ordered by the partial order of scenarios. It is prefix-closed in 
the sense that together with a scenario it also contains all the prefixes of this 
scenario. 
EXAMPLE 3. The process in Example 1 can be represented by the partially 
ordered set of its scenarios as shown in Fig. 4 (the order of scenarios is indicated by 
dotted lines). 
During a particular run of a process a directed set of scenarios of this process is 
realized, each scenario in this set being possibly a prefix of a “longer” scenario. This 
corresponds to the fact that the set of events which have been executed may be 
augmented by new events. Note that new events may consume only such messages 
which have not been consumed yet by the events which have been executed earlier. 
Which directed set of scenarios is realized by a process under observation may be 
indeterministic, where the type of indeterminism depends on the process. 
The concepts which have been described can be formalized as follows. 
Let contents be a nonempty set of possible contents of messages and p&es a 
nonempty set of possible places in which messages can reside such that the question 
mark (?) does not belong to places. 
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The P.O. set of scenarios of CHANNEL 
FIGURE 4 
Given a binary relation R c U x V, let uRu stand for (u, u) E R, let AR and RB 
denote the sets {o~V:uRo for some UGA} and {u~U:uRv for some OEB}, 
respectively, and let {u} R and R{ u} be written as uR and Ru, respectively. 
DEFINITION 1. A history is 
where 
h = (X,,, Y,,, F,,, content,, position,), 
(1) X, and Y, are finite disjoint sets of messages and euents, respectively, 
(2) Fh E X, x Y, u Y, x X, is a binary relation in X, u Y, called the causal 
dependency relation, 
(3) the reflexive and transitive closure of F,, is a partial order dh called the 
causal order. 
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(4) for every x E X,, there exists at most one y E Y, such that yF,,x and at most 
one ZE Y,, such that xFhz, 
(5) for every x E X, there exists y E Y, such that yFAx or z E Y, such that xF,z, 
(6) contenth: X, -+ contents is a mapping called the content function, 
(7) position,,: X,, +pfaces U (?} is a mapping, called the position function, such 
that position,,(x) # ? whenever x is minimal with respect to the causal order. 
Each m Eplaces such that m =position,(x) for some x E X,, (some nonmaximal 
x E X,, some nonminimal x E X,) is called port (resp.: input port, output port). The 
set of ports (input ports, output ports) is denoted ports,, (resp.: inports,?, outports,,). 
If X,, and Y, are empty then h is called the empty history and denoted empt?‘. 
A motivation of this definition has been given earlier (cf. Example 2). 
Conditions (I) and (2) say that (X,, Y,, F,,) is a finite Petri net or, equivalently, 
a finite bipartite directed graph whose set of nodes is partitioned into two subsets: a 
subset X, of circles and a subset Y, of bars, each edge (u, u) E Fh connecting only 
nodes of different types. Due to conditions (3) and (4) this net is an occurrence net 
(it is acyclic and each circle has at most one incoming edge and at most one out- 
going edge). Condition (5) says that the net does not contain isolated circles. 
Conditions (6) and (7) give a labelling of circles by the contents and the positions 
of the represented messages such that the position of each initial (minimal) message 
is an input port. 
Conditions (1 k(4) imply the following property of histories. 
PROPOSITION 1. If for two different events y, z E Y, there exists a message 
XE(F~ yuyF,,)n(F,,zuzF,,) then either x~yF~nF,,z or XEF,, ynzF,. 
Put in another way, if one of two different events produces a message then the 
other may only consume it and vice versa. 
DEFINITION 2. A prefix of a history h is any history 
g = (X,, Y,, FR, content,, position,) 
such that 
(1) g is the restriction of h to an initial segment of (X, u Y,, d h), i.e., to a subset 
UcX,,uY,,such that u<,oand VEUimpliesuEU, 
(2) y E Y, and yFhx implies x E X,. 
That g is a prefix of h is written as g$ h. 
Condition (1) says that h is an extension of g. Condition (2) says that the 
messages produced by the events of h belonging to g also belong to g. Con- 
sequently, due to condition (4) of Definition 1, g is extended to h by adding only 
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such events which consume messages that are represented by maximal elements of g 
or are not represented in g. 
The following three facts are direct consequences of the definitions. 
PROPOSITION 2. If a history g is a proper prefix of a history h, i.e., if g< h and 
g # h, then h contains more events than g. 
PROPOSITION 3. The empty history is a prefix of all histories. 
PROPOSITION 4. The relation < is a partial order. 
DEFINITION 3. An isomorphism from a history g to a history h is a bijection 
b: X,u Y,+X,,v Y, such that 
(1) b(X,) = X,, and b( Y,) = Y,, 
(2) uF,v iff b(u) F&b(v), 
(3) content,(x) = content,(b(x)), 
(4) position,(x) =position,(b(x)). 
If such an isomorphism exists then g and h are said to be isomorphic. 
Conditions (1) and (2) say that b is an isomorphism of the underlying nets, i.e., a 
graph isomorphism which preserves the types of nodes. Conditions (3) and (4) say 
that the labelling of circles is also preserved. 
DEFINITION 4. A scenario is an isomorphism class H of histories. The members 
of H are called instances of H. All such instances have t,he same set of ports (input 
ports, output ports) denoted ports, (resp. : inports,,, outports,). The scenario 
whose (and the only) instance is the empty history is called the empty scenario and 
denoted q . 
DEFINITION 5. A prefix of a scenario H is any scenario G such that each 
instance g of G is a prefix of an instance h of H. That G is a prefix of H is written as 
G c H. 
PROPOSITION 5. The empty scenario is a prefix of all scenarios. 
Proof: Obvious. 
PROPOSITION 6. The relation E is a partial order. 
ProoJ: It is obvious that c is reflexive and transitive. Suppose that G c H and 
H c G. Then there exist histories g E G, h E H, f E G such that g < h =$ f and g and f 
are isomorphic. Since g and f are isomorphic, they must contain the same number 
of events. So g cannot be a proper prefix of h and h cannot be a proper prefix off: 
Consequently, g = h =f and thus H = G. 
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DEFINITION 6. A process is a nonempty set P of scenarios such that HE P and 
G E H implies GE P, or briefly a nonempty prefix-closed set of scenarios. The 
unions over all HE P of ports,, inports,, and outports, are denoted respectively 
ports,, inports,, and outports,, and are called respectively the set of ports, the set 
of input ports, and the set of output ports of P. The process containing only the 
empty scenario 0 is denoted Nil. 
This definition reflects the fact that all that has happened up to a certain stage of 
process development is a realization of a scenario, and that during the realization of 
this scenario all its prefixes are also realized. 
3. OPERATIONS ON PROCESSES 
With the concept of a process as described in Section 2, it is possible to introduce 
operations on processes. In particular, it is possible to introduce operations similar 
to those in [7] with shared places playing the role of ports. 
EXAMPLE 4. Consider a process similar to CHANNEL in Example 1, but such 
that the received symbols can be enqueued in (and emitted from) any of a number 
of queues residing in a nonlocal place L. This process, denoted PRECHANNEL, 
has input places A, B, C, E, L, and output places A, C, D, L, as shown in Fig. 5, but 
has no local place. Its scenarios are illustrated in Fig. 6. Some of them refer to a 
single queue created and next residing all the time in L, and they are essentially as 
in the case of CHANNEL (cf. Fig. 4). Some others may contain independent events 
referring to separate queues which may appear in L and disappear. 
Process CHANNEL can be regarded as the result of internalization of the non- 
local place L in PRECHANNEL: 
CHANNEL = [internal L] PRECHANNEL. 
The internalization of L makes L inaccessible for the environment and thus it 
selects from among the scenarios of PRECHANNEL only such ones in which all 
the messages appearing in L are produced within the process. All the other 
scenarios, i.e., the ones in which some messages appearing in L are initial, are 
FIGURE 5 
AN ALGEBRA OF PROCESSES 215 
8 
(s,L) 
(s,E) 
The p.o. set of scenarios of PRECHANNEL 
FIGURE 6 
excluded. For instance, all the scenarios which begin with enqueueing or emitting a 
symbol, and thus require the presence of a queue in L at the beginning, must be 
excluded. 
EXAMPLE 5. The process in the previous example can be regarded as a com- 
position of two processes sharing place L: one, denoted TRANSFER, with input 
place E, output place L, and scenarios as in Fig. 7, and another, denoted Q, with 
input places A, B, C, L, output places A, C, D, L, and scenarios as in Fig. 8. This is 
represented graphically in Fig. 9 and written as 
PRECHANNEL = TRANSFERJIQ. 
\ / \ \ ,L . . 
FIGURE 7 
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FIGURE 8 
The operation of composing processes combines two processes which cooperate by 
passing one to another messages into one process. Each message which is 
exchanged is represented in the respective scenarios of the components and its 
representation in one scenario is identified with the representation in the other. 
More formally, the operation of composing process unifies pairs of compatible 
scenarios of the components into scenarios of the resulting process. The unificaton 
consists in identifying some final messages of one scenario with initial messages of 
the other and conversely. The compatibility means that the resulting structure is a 
scenario. The unification of a pair of compatible scenarios of TRANSFER and Q is 
illustrated in Fig. 10. 
EXAMPLE 6. Process TRANSFER in Example 5 can be regarded as a sum of a 
family of processes. In this concrete case the family consists of processes T(s), where 
each T(s) is a process with the two scenarios shown in Fig. 11 and s is a string over 
the considered alphabet. In general, the sum of a family of processes is a process 
whose set of scenarios consists of scenarios of components. 
FIGURE 9 
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of Q 
of TRANSFER 
a scenario of the composition of TRANSFER and Q 
FIGURE 10 
EXAMPLE 7. Process Q in Example 5 is a solution of the following fixed-point 
equation : 
X=X1( P, 
where P is the sum of all possible processes CONCATENATE (s, b) with scenarios 
as in Fig. 12, s being a string, and b being a symbol, and of all possible processes 
FIRSTFROM with scenarios as in Fig. 13 and t being a nonempty string. It can 
be defined as the sum of processes Nil, P, P 11 P, (PII P)II P, . . . . The scenarios of P 
consist of single events (of enqueueing or emitting a symbol). Those of P 11 P are 
obtained by unifying pairs of compatible single-event scenarios of P, etc. Thus one 
obtains scenarios consisting of arbitrary finite numbers of events of enqueueing 
symbols or emitting them. The events may be concurrent (if they refer to different 
queues) or must follow in some order (if they refer to’the same queue). This is 
illustrated in Fig. 14. 
EXAMPLE 8. Imagine a process M with input places k, m, . . . . and output places 
m, n, . . . . The replacement of m and n by A and B, respectively, in the labels of 
messages represented in scenarios of the process leads to a process Ml, denoted 
C{(m,A), (n,B)}l ~4. Th e resulting process has input places k, A, . . . . and output 
places A, B, . . . . Similarly, the replacement of k and m by D and C, respectively, 
FIGURE 11 
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(b,B) (O,A) (s,L) 
FIGURE 12 
FIGURE 13 
(ubc,L) (1,A) 
(u,L) (0.C) (a,D) 
\ --- 
FIGURE 14 
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leads to a process M2 = [{(k, D), (m, C)}] M with input places C, D, . . . . and out- 
put places C, n, . . . . Processes Ml and M2 can be composed with CHANNEL as 
shown in Fig. 15. Then A, B, C, D can be internalized, which leads to a process N 
consisting of the two processes Ml and M2 connected by CNANNEL as in the 
data flow model. Here CHANNEL plays the role of a FIFO channel from Ml to 
M2. 
EXAMPLE 9. Each of the processes T(s) in Example 6 is a one-event process 
without local places. It has two scenarios: the empty scenario and a scenario con- 
taining exactly one event. Such a process is atomic in the sense that it cannot be 
obtained by applying operations illustrated in previous examples to simpler 
processes. One can combine T(s) and the process Q of Example 5 into a process 
T(s). Q by prefixing T(s) to Q. The intended meaning of T(s). Q is that the com- 
ponent T(s) produces messages for the component Q but not conversely. Process 
T(s). Q looks like PRECHANNEL in Fig. 6, but it has less scenarios. Namely, 
PRECHANNEL contains all possible scenarios of transforming a message (t, E) 
into a message (t, L), whereas T(s) . Q contains only one, namely with t = s. In 
general, any atomic process e can be prefixed to any process P meaning that the 
resulting process e . P consists of e and P, where e produces messages for P. 
Examples 4-9 illustrate the following operations on processes: 
- composition (of pairs of processes), 
- summation (of families of processes), 
~ replacement (of nonlocal places in a process), 
- internalization (of nonlocal places in a process), 
- prefixing (an atomic process to a process). 
k0 0 
FIGURE 15 
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These operations are similar to ones of CCS (the Calculus of Communicating 
Systems) as described in [7]. Nonlocal (input and output) places of processes play 
the role of ports. The replacement of nonlocal places corresponds to renaming of 
ports. The prefixing of an atomic process to a process corresponds to prefixing an 
action to a process. 
Formal definitions of the operations are as follows. 
Let processes denote the set of all processes with the contents of messages in 
contents and the positions of messages in places u (?}. In this set there exists a 
partial order, namely the one defined by the containment of the respective prefix- 
closed sets of scenarios. 
DEFINITION 7. A process P is said to be contained in a process Q iff P E Q. 
The following facts are direct consequences of the definition. 
PR~P~~ITI~N 7. The relation G is a partial order of process. 
PROPOSITION 8. Every nonempty family (P(i) : i E I) of processes has the greatest 
lower bound in processes, namely the intersection n (P(i) : i E I). 
PROPOSITION 9. The empty set of processes has the least upper bound in 
processes, namely the process Nil. 
PROPOSITION 10. Every nonempty family (P(i): is I) of processes has the least 
upper bound in processes, namely the union IJ( P( i) : i E I). 
PROPOSITION 11. In processes there exists the least upper bound of the set of all 
processes, namely the process consisting of all possible scenarios, denoted Chaos. 
PROPOSITION 12. The empty set of processes has the greatest lower bound in 
processes, namely the process Chaos. 
These facts can be summarized as follows. 
THEOREM 1. The partially ordered set of processes is a complete lattice with the 
bottom element Nil and the top element Chaos. 
The sum of a family of processes (cf. Example 6) is thought of as a process which 
develops as an anonymous member of the family, i.e., as a process the only 
specification of which is that it belongs to the given family of processes. 
Formally, the sum of a family of processes is defined as the least upper bound of 
the family in the partially ordered set of all processes, or the union of the family. 
Other operations on processes are defined on the basis of several simple concepts 
and facts. 
The composition of processes (cf. Example 5) is defined as follows. 
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DEFINITION 8. A scenario H is said to consist of scenarios A and B iff there exist 
histories h E H, a E A, b E B such that 
(1) X,,=XouXb, Y,,= Y,u Y,, Fh=F,uFb, and Y,n Y,=FOnFb=@, 
(2) content, 1 X, = content,, position, 1 X, = position,, content, 1 X, = contentb, 
position, 1 X, = position,. 
In other words, His a sort of union of A and B such that A and B may have only 
such common elements which represent messages. Note that H is supposed to be a 
scenario. This implies that the possible common elements of A and B must be 
maximal in A and minimal in B, or maximal in B and minimal in A, and that the 
union of A and B cannot contain any cycle. 
The relation “to consist of” has the following properties. 
PROPOSITION 13. If H consists of A and B then each prefix of H consits of some 
prefixes of A and B. 
ProoJ: Let H consist of A and B with some h E H, a E A, b E B satisfying the 
respective conditions and let G be a prefix of H with g E G such that g 4 h. Then the 
restrictions of a E A and b E B to g are respectively profixes of a E A and b E B and 
the conditions of Definition 8 are satisfied for g and such prefixes. 
PROPOSITION 14. Zf H consists of A and B then it consists of B and A. 
Proof: Obvious. 
PROPOSITION 15. If H consists of A and B and B consists of C and D then there 
exists E such that E consists of A and C and H consists of E and D. 
ProoJ Let H consist of A and B with some h E H, a E A, b E B satisfying the 
required conditions. Similarly, let B consist of C and D with some b’ E B, c E C, 
dE D. As b’ is isomorphic with b, and c and d are restrictions of b’, we can choose 
b’, c, d such that b’ = 6. 
Then X, n X, n X, = 0 and thus X, n X,., X, n X,, X,. n X, are mutually dis- 
joint. This implies that 
e=(X,,uX,, Y,u Y,,-F,uF,., content,IX,uX,,position,IX,uX,.) 
is an instance of a secario E which consists of A and C, and that H consists of E 
and D. 
PROPOSITION 16. Given two processes P and Q, the set of all scenarios H such 
that H consists of a scenario A of P and a scenario B of Q is a process R. 
Proof From Proposition 13. 
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DEFINITION 9. Let P and Q be any two processes and let R be the process as in 
Proposition 16. Then R is called the composition of P and Q and it is denoted PII Q. 
PROPOSITION 17. The composition of processes is commutative, associative, and 
has a neutral element, namely the process Nil. 
Proof The commutativity follows from Proposition 14. The associativity 
follows from Proposition 15. The equality P = P II Nil follows from the fact that each 
scenario H consists of H and the empty scenario. 
PROPOSITION 18. Q 11 U (P(i): i E I) = U (Q 1) P(i) : iE I) for every process Q and 
every nonempty family (P(i) : i E I) of processes. 
Proof: From the definition. 
The replacements of nonlocal places in processes (cf. Example 8) are defined as 
follows. 
DEFINITION 10. Let S splaces x places be a partial function called a 
replacement. The result of replacement S in a scenario H, denoted [S] H, is the 
unique scenario G such that g E G iff there exists h E H satisfying 
(1) (X,, Y,, F,, content,) = (X,, Y,, F,,, content,), 
(2) position,(x) = 
S(m) ifposition, = m and S(m) is defined, 
position,,(x) otherwise. 
The result of replacement S in a process P, denoted [S] P, is the process which con- 
sists of the results of replacement S in the scenarios of P. 
It is obvious that the result of replacement S in a scenario H always exists and is 
defined uniquely by S and H. It is also obvious that the set of results of replacement 
S in the scenarios of a process is a process too. 
The replacements enjoy the following properties which are direct consequences of 
the definition. 
PROPOSITION 19. [T] ( [S] P) = [S 0 T] P, where S 0 T denotes the superposition 
of S and T, i.e., So T(m)= T(S(m)). 
PROPOSITION 20. [S] P = P whenever S(m) is not defined for every m Eports,. 
PROPOSITION 21. [S](U(P(i): iEZ))= U([S] P(i): iEZ). 
PROPOSITION 22. [S](P 11 Q) = ([S] P)II ([S] Q) whenever S is such that, for all 
m E ports, and n E portsa, the property S(m) = S(n) or S(m) = n with S(n) undefined 
or S(n) = m with S(m) undefined implies m = n. 
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The internalization of nonlocal places in a process (cf. Example 4) is defined as 
follows. 
DEFINITION 11. Let M be a set of places. The set M is said to be internalizable 
in a scenario H iff the positions of minimal elements of (instances of) H do not 
belong to M. Given a scenario H such that M is internalizable in H, the result of 
internalization of M in H, denoted [internal M] H, is the unique scenario G such 
that g E G iff there exists h E H satisfying 
(1) (X,, Yg, Fg, content,) = (X,, Y,, F,,, content,,), 
(2) position,(x) = 
? if position,,(x) E M, 
i, osition,(x) otherwise. 
The result of internalization of M in a process P, denoted [internal M] P, is the 
process which consists of the results of internalization of M in all the scenarios of P 
in which M is internalizable. 
It is obvious that the result of internalization of M in a scenario H such that M is 
internalizable in H always exists and is defined uniquely by M and H. It is also 
obvious that the set of existing results of internalization of M in the scenarios of a 
process is a process too. 
The internalization has the following properties which follow directly from the 
definition. 
PROPOSITION 23. [internal M]( [internal N] P) = [internal Mu N] P. 
PROPOSITION 24. [internal M] P = P whenever M n ports, = 0. 
PRopos1T10~ 25. [internal M](lJ(P(i): iEZ))= U ([internalM] P(i): iEZ). 
PROPOSITION 26. [ internalM]( P 11 Q) = ( [ internalM] P)Il( [ internalM] Q) when- 
ever M is disjoint with ports,nportso. 
PROPOSITION 27. [internal M]( [S] P) = [S]( [ internal M] P) whenever M is 
disjoint with the domain and range of S. 
The operation of prefixing an atomic process to a process (cf. Example 9) is 
defined as follows. 
PROPOSITION 28. Zf P is a process without local places which contains exactly one 
nonempty scenario (such a scenario must contain exactly one event) then Q E P 
implies Q = Nil or Q = P, P = Q 11 R implies that one of the processes Q, R is Nil and 
the other is P, and P = [internal M] Q implies Q = P and M n ports, = 0. 
Proof: Straightforward. 
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DEFINITION 12. A process P as in Proposition 28 is said to be atomic and it is 
called an atom. 
DEFINITION 13. A process Q is said to be the result of prefixing an atom e to a 
process P, and it is denoted e. P, iff it consists of scenarios H such that either H is 
empty or for every instance h E H there exist an instance b of the only nonempty 
scenario of e and an instance g of a scenario of P satisfying 
(1) X,,=X,,uX,, Y,,= Y,u Y,, F,,=F,uF,, and Y,n Yg=Ft,nFF,=@, 
(2) content, 1 X, = content,, position, 1 X, =position,, content, 1 X, = content,, 
position, 1 X, =position,, 
(3) each x E X, n X, is maximal in (X,, Gb) and minimal in (X,, d g). 
It is obvious that e . P is a process and that it is defined uniquely by e and P. 
Moreover, it follows from the definition that the operation of prefixing has the 
following properties. 
PROPOSITION 29. e. P= e 11 P whenever e is an atom such that inports, n 
outports, = 0. 
PROPOSITION 30. d. (e . P) = e . (d . P) whenever d and e are atoms such that 
ports, n ports, = 0. 
PROPOSITION 31. e.(U(P(i): iEZ))=U(e.P(i):iEZ)for every atom e and every 
nonempty family (P(i) : iE I) of processes. 
PROPOSITION 32. e.([S] P)= [S](e.P) h w enever e is an atom such that ports, 
is disjoint with the domain and range of S. 
PROPOSITION 33. e . ( [internal M] P) = [in ternal M] (e . P) whenever ports, is 
disjoint with M. 
The introduced operations can be used to define processes by fixed-point 
equations (cf. Example 7). Solutions of such equations exist and can be found due 
to the following theorem. 
THEOREM 2. The complete lattice of processes together with the operations 11; [S] 
(where S E places x places are replacements), [internal M] (where M E places are 
sets of places), and e (where e are atoms), as described above, is a continuous algebra 
(called the algebra of processes), i.e., all the operations preserve least upper bound. In 
particular, each derived operation f: processesn + processe$’ has the least fixed point 
P which is given by the formula 
P= u (f(Ni1”): i=O, 1, 2, . ..). 
Proof. From Theorem 1 and the stated properties of the operations. 
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4. COMMENTS 
One of the main features of the presented approach is that processes are 
represented not only in terms of events but also in terms of data. The internal 
behaviours of processes are represented by specifying how data are consumed and 
produced by events. The communication of processes is represented by identifying 
some of the data one process produces and delivers to a place with some of the data 
another process takes up from this place and consumes. There is no concept of joint 
execution of events by processes. Each event is regarded to be executed by a single 
process. Other processes (one or more) can only make the execution possible by 
delivering suitable data. 
The distribution of events among communicating processes and the restriction of 
communication to message passing makes the approach especially well suited for 
modelling processes in distributed systems without central control (such as long- 
haul computer networks). 
On the other hand, with the message passing as the only communication 
mechanism there seems to be no direct way of adequate modelling of synchronous 
execution of actions as in CCS or CSP (cf. Hoare [3]). In order to see this suppose 
that an action e of sending a value v from a processes P to a process Q is to be syn- 
chronized with an actionf of receiving this value by Q. Then e may be represented 
by two events: an event el transforming the local state of P into an intermediate 
local state and a message with content u in a place mP, and an event e2 transform- 
ing both the intermediate local state and appropriate acknowledgment from Q in a 
place nP, whereas f may be represented by a single event transforming the local 
state of Q and the message received from P in mP into a new local state of Q and 
the corresponding acknowledgment for P in nP. However, such a representation 
does not reflect adequately the concept of joint execution of actions e and f as 
assumed in CSP and CCS. This can be seen from the following example (suggested 
by one of the references), where a deadlock may occur while it should not occur 
according to the semantics of CSP: 
P:: do Q!x + Q?x od II Q:: do P?y + skip 0 P!y + skip od. 
The key point is that the action of sending a value from one process to another is 
not an indivisible operation when modelled as described. 
A way of overcoming this difficulty might be to not require that a process is 
prefix-closed or, equivalently, to admit a process to develop in indivisible steps 
which consist of more than one event. Then the processes P and Q in the example 
could be represented as in Fig. 16 and their composition with internalized common 
places would not exhibit a deadlock. 
In any case a modification of the approach is possible such that the concept of 
joint execution of actions by processes can be modelled. On the other hand, the 
interaction of a process with a distributed environment is reflected more adequately 
than in CSP and CCS. Namely, it is possible to model events which transform data 
produced by more than one process into data consumed by more than one process. 
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FIGURE 16 
The presented approach allows one to model data flow systems. The idea of 
modelling has been sketched in Example 8 in Section 3. Observe that channels, 
which are primitives of the data flow approach, are modelled as processes with the 
aid of primitives of lower lovel, namely shared places. The latter are more general in 
the sense that they allow one to model the possible indeterminism of com- 
munication. 
Since the approach offers a mathematical description of processes, it can be 
applied not only to specify processes but also to prove their properties. An idea of 
such a proof is illustrated by the following example. 
EXAMPLE 10. Suppose that one wants to prove that CHANNEL as in Exam- 
ples 1 and 3 which starts with an empty queue emits symbols in the order it absorbs 
them. Then the proof may be as follows. 
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Let G be any nonempty scenario of CHANNEL. Since CHANNEL = 
[inter&L] PRECHANNEL, there exist: a scenario H of PRECHANNEL and 
histories g E G, h E H such that 
(X,, Yg, F,, content,) = (X,, Y,,, Fh, content,), 
position,(x) = 
? ifposition, = L, 
o&ion,(x) otherwise, 
and position,(x) # L for minimal x E X,. Since PRECHANNEL = TRANSFER 11 Q, 
where Q is the least solution of the equation Q = Qll P with P standing for the 
sum of all processes CONCATENATE@, b) and FIRSTFROM( Y,, consists of 
one event u of TRANSFER and disjoint sets I’ and W of events of processes 
CONCATENATE(s, b) and processes FIRSTROM( t), respectvely. Since L 
becomes a local place of CHANNEL, each event y E Vu W must consume a string 
which is produced and delivered to L by another event of Vu W or by U. Thus the 
events of Y, must constitute a chain 
such that y, , . . . . yk E Vu W and 
for some x0, x,, . . . . xk, xk+ , such that position, (x0) = E and position,, (xl ) = . . = 
position, ( xk + , ) = L. 
Now, if a symbol c is emitted after a symbol b then there must be events yi and yj 
which produce b and c, respectively, such that i<j. However, due to the mechanism 
of enqueueing absorbed symbols, this is possible only if the event of enqueueing b 
precedes the event of enqueueing c. Thus b must be absorbed before c. 
The proof in the example is carried out by formulating the required property as a 
property of possible scenarios and by deriving it by way of building the process of 
its components. However, in more complicated cases more invention may be 
necessary. For example, in order to show that by communicating with a process we 
can stop it, we have to consider the internal control of this process and represent it 
by suitable messages. In general, the approach gives only a potential possibility of 
formulating and proving properties of processes, not a formal proof system. 
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