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1. Introduction
One of the very active research areas in matrix theory and operators of Banach spaces is the study
of Linear Preserver Problems (LPP). The object of LPP is to characterize maps on algebras that satisfy
two assumptions: they are linear and they preserve some property, set, relation or function. The
earliest papers on the study of linear preserver problems is Frobenius [1], who determined the form
of determinant preserving linear bijective maps on Mn, the linear space of n × n complex matrices.
Since then, this ﬁeld has been very active and many results on linear preservers have been obtained;
see for example the introduction to this topic in the paper [3] and the references within.
Recently, some researchers suggested that the assumptions of linearity and the preserving property
be replaced by a single weaker assumption (see [4,5,8–19]). For example, let B(H) be the algebra of all
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bounded linear operators on an inﬁnite-dimensional complex Hilbert space H, Dolinar [13] showed
the surjective maps on B(H) satisfying the single assumption that A − λB is idempotent if and only
if φ(A) − λφ(B) is idempotent, A, B ∈ B(H) and λ ∈ C, is either of the form φ(A) = TAT−1 where
A ∈ B(H) and T is a continuous invertible linear operator onH, or of the form φ(A) = TA∗T−1 where
A ∈ B(H) and T is a continuous invertible conjugate linear operator on H.
One of important techniques in the study of LPP is to reduce to the known ones (see [7,6]). However,
the example using the technique in the study of invariant preserver problem with a single weaker
assumption has not appeared in the literature. In this paper with the help of the above mentioned
result by Dolinar we show the following:
Theorem 1.1. Let B(H) be the algebra of all bounded linear operators on an inﬁnite-dimensional complex
Hilbert spaceH. Supposeφ : B(H) → B(H) is a surjective map satisfying A − λB is involution if and only
ifφ(A) − λφ(B) is involution,A, B ∈ B(H) andλ ∈ C. Thenφ is either of the formφ(A) = εTAT−1where
A ∈ B(H), ε ∈ {±1} and T is a continuous invertible linear operator onH, or of the form φ(A) = TA∗T−1
where A ∈ B(H), ε ∈ {±1} and T is a continuous invertible conjugate linear operator on H.
2. Main results
Suppose H is a complex Hilbert space H. Let B(H) be the algebra of all bounded linear operators
on H. For an operator T ∈ B(H), the symbol R(T) will denote the range space of T . Denote P =
{A : A ∈ B(H) and A2 = A},Γ = {A : A ∈ B(H) and A2 = idH}, We deﬁne a sequence of sets by
Δ1 = {0}
and
Δm = {A ∈ B (H) : ∃λ /= 0, B ∈ Δm−1, s.t. λA + B ∈ P} , m 1.
Lemma 2.1. B(H) = ∪5k=0Δk.
Proof. It is easy to see that
A ∈ Δm ⇐⇒ −A ∈ Δm, m ∈ N. (1)
We prove by induction onm that
mi=1Pi ∈ Δm, ∀Pi ∈ P. (2)
By the deﬁnition of Δ1, (2) holds of the case m = 1. Assume that m−1i=1 Pi ∈ Δm−1 for m 2, then
−m−1i=1 Pi ∈ Δm−1 by (1). Note that(
mi=1Pi
) + (−m−1i=1 Pi) = Pm ∈ P ,
using the deﬁnition of Δm, (2) holds of the casem 2.
We use the result of Pearcy and Topping [2], which states that every operator A ∈ B(H) is the sum
of ﬁve idempotents, and (2), we have that
B (H) ⊂ ∪5k=0Δk ⊂ B (H) . 
Lemma 2.2. P ∈ P if and only if idH − 2P ∈ Γ .
Proof. The proof is simple, so we omit it. 
Lemma 2.3. SupposeA ∈ Γ \{idH,−idH}. Then there exists a nonzero bounded linear operator B ∈ B(H)
such that A − λB ∈ Γ , for any λ ∈ C.
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Proof. Let P = 2−1(idH − A), then P ∈ P\{0, idH}. Assume that P has the operator matrix form
P =
(
idR(P) P1
0 0
)
with respect to the space decomposition H = R(P) ⊕ R(P)⊥. Let C be a nonzero bounded linear
operator from R(P)⊥ to R(P), and deﬁne an operator B by
B = T−1
(
0 C
0 0
)
T , where T =
(
idR(P) P1
0 idR(P)⊥
)
.
Then B is a nonzero bounded linear operator in B(H), P = T−1(idR(P) ⊕ 0)T , and
(A − λB)2 = (idH − 2P − λB)2
=
(
idH − 2T−1 (idR(P) ⊕ 0) T − T−1
(
0 λC
0 0
)
T
)2
= T−1
(−idR(P) −λC
0 idR(P)⊥
)2
T = idH, ∀λ ∈ C.
Thus A − λB ∈ Γ , for any λ ∈ C. 
Lemma 2.4. Supposeφ : B(H) → B(H) is a surjective map satisfying A − λB ∈ Γ if and only ifφ(A) −
λφ(B) ∈ Γ , A, B ∈ B(H)andλ ∈ C. Thenker φ = 0andφ(idH) ∈ {−idH, idH},whereker φ :=φ−1(0).
Proof. By φ is a surjective map, then ker φ /= ∅. For any X ∈ ker φ, note that
φ(idH) − λφ(X) = φ(idH) ∈ Γ , ∀λ ∈ C,
we have that idH − λX ∈ Γ ,∀λ ∈ C, and hence X = 0.
For any given A ∈ Γ \{−idH, idH}, using Lemma 2.3, there exists a nonzero B ∈ B(H) such that
A − λB ∈ Γ , for any λ ∈ C, and thereby φ(A) − λφ(B) ∈ Γ . If φ(A) ∈ {−idH, idH}, then it is easy to
verify that φ(B) = 0, which is a contradiction with ker φ = 0.
Noting that φ is a surjective map, we complete the proof. 
Lemma 2.5. Suppose P ∈ P , a ∈ {1,−1}, b ∈ C\{0, 1,−1}, X ∈ B(H) satisfying (i) (X + 2b−1P)2 =
idH, (ii) (X + (b−1 − a)idH)2 = b−2idH. Then there is a (Hamel) base {ei : i ∈ I} of H and J ⊂ I such
that
Pei = 0, Pej = ej , ∀i ∈ I\J, j ∈ J, (3)
and
Xei = aei, Xej = (a − 2b−1)ej , ∀i ∈ I\J, j ∈ J. (4)
Proof. If P is 0 or idH, (3) is obvious. Suppose P ∈ P\{0, idH}. Assume that P has the operator matrix
form
P =
(
idR(P) P1
0 0
)
with respect to the space decomposition H = R(P) ⊕ R(P)⊥. Let {fj : j ∈ J} and {fλ : λ ∈ } be the
bases of R(P) and R(P)⊥, respectively. Set T =
(
idR(P) −P1
0 idR(P)⊥
)
, I = J ∪ , and ei = Tfi, i ∈ I.
Then {ei : i ∈ I} is a base of H and (3) holds.
It follows from (i) that
X2 + 2b−1 (XP + PX) + 4b−2P2 = idH, (5)
and it follows from (ii) that
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X2 + 2
(
b−1 − a
)
X +
(
b−1 − a
)2
idH = b−2idH. (6)
Using (5) and (6), a ∈ {1,−1} and P2 = P, we obtain
PX + XP + 2b−1P + (ab − 1) X = (b − a) idH. (7)
Using (3) and (7), when i ∈ I\J, we have
(b − a) ei = PXei + XPei + 2b−1Pei + (ab − 1) Xei
= PXei + (ab − 1) Xei.
Using P2 = P, then
(b − a) Pei = 0 = P2Xei + (ab − 1) PXei = abPXei.
By b /∈ {0, 1,−1}, a ∈ {1,−1}, then PXei = 0, and (b − a)ei = (ab − 1)Xei, togetherwith a ∈ {1,−1},
we get
Xei = aei, ∀i ∈ I\J.
Using (3) and (7), when j ∈ J, we have
(b − a) ej = PXej + XPej + 2b−1Pej + (ab − 1) Xej
= PXej + Xej + 2b−1ej + (ab − 1) Xej
= PXej + 2b−1ej + abXej.
This together with P2 = P, a ∈ {1,−1}, then
(b − a) ej = (b − a) Pej = P2Xej + 2b−1Pej + abPXej (8)
= Xej + 2b−1ej + abPXej.
By b /∈ {0, 1,−1}, a ∈ {1,−1}, then ab /= ±1, andXej = PXej , we derive from (8) and a ∈ {1,−1} that
(1 + ab) Xej =
(
b − a − 2b−1
)
ej = (1 + ab)
(
a − 2b−1
)
ej.
This together with ab /= ±1, we complete the proof. 
Lemma 2.6. Suppose φ : B(H) → B(H) is a surjective map satisfying φ(idH) = idH and A − λB ∈ Γ
if and only if φ(A) − λφ(B) ∈ Γ , A, B ∈ B(H) and λ ∈ C. Then
φ(μidH − 2A) = μidH − 2φ(A), ∀A ∈ B (H) , μ ∈ C.
Proof. Based on Lemma 2.1, we prove the lemma by induction on A ∈ Δk , k ∈ {0, 1, . . . , 5}.
It follows from μidH − (μ − 1)idH = idH ∈ Γ and μidH − (μ + 1)idH = −idH ∈ Γ that
φ(μidH) − (μ − 1)φ(idH) ∈ Γ , φ(μidH) − (μ + 1)φ(idH) ∈ Γ .
Together with φ(idH) = idH, we get (φ(μidH) − μidH) ± idH ∈ Γ , that is
((φ(μidH) − μidH) ± idH)2 = idH,
and thereby φ(μidH) = μidH, i.e., the conclusion holds for A ∈ Δ0.
Assume the conclusion holds for any B ∈ Δk−1 (k 1). Now, we prove the conclusion holds for
any A ∈ Δk . It follows from the deﬁnition of Δk that there exist B ∈ Δk−1 and λ ∈ C\{0} such that
λA + B ∈ P . By Lemma2.2,weobtain (idH − 2B) − 2λA ∈ Γ , this impliesφ(idH − 2B) − 2λφ(A) ∈
Γ . ForB ∈ Δk−1, using the inductivehypothesis,wehaveφ(idH − 2B) = idH − 2φ(B). Hence, idH −
2φ(B) − 2λφ(A) ∈ Γ , togetherwith Lemma2.2,wederiveλφ(A) + φ(B) ∈ P . Letσ ∈ C\{−λ, 0, λ}.
The remaining proof will be divided into the following three steps.
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Step 1. φ(εidH − 2σA) = εidH − 2σφ(A) for ε ∈ {−1, 1}.
It follows from (εidH − 2σA) + 2σA = εidH ∈ Γ and ((1 − λσ−1ε)idH − 2B) + λσ−1(εidH −
2σA) = idH − 2(λA + B) ∈ Γ that
φ(εidH − 2σA) + 2σφ(A) ∈ Γ (9)
and
φ((1 − λσ−1ε)idH − 2B) + λσ−1φ(εidH − 2σA) ∈ Γ . (10)
Since B ∈ Δk−1, by the inductive hypothesis, we get
φ((1 − λσ−1ε)idH − 2B) = (1 − λσ−1ε)idH − 2φ(B). (11)
Substituting (11) into (10), we obtain
((1 − λσ−1ε)idH − 2φ(B) + λσ−1φ(εidH − 2σA))2 = idH. (12)
Set
X = φ(εidH − 2σA) − 2σλ−1φ(B) ∈ B (H) . (13)
Substituting ξ :=λσ−1 ∈ C\{0, 1,−1} and (13) into (9) and (12), we have(
X + 2ξ−1 (λφ(A) + φ(B))
)2 = idH (14)
and
(X +
(
ξ−1 − ε
)
idH)
2 = ξ−2idH. (15)
Set P = λφ(A) + φ(B) ∈ P , by Lemma 2.5, then there is a base {ei : i ∈ I} of H and J ⊂ I such that
(λφ(A) + φ(B)) ei = 0, (λφ(A) + φ(B)) ej = ej , ∀i ∈ I\J, j ∈ J,
and
Xei = εei, Xej = (ε − 2σλ−1)ej , ∀i ∈ I\J, j ∈ J.
This, together with (13), implies that
φ(εidH − 2σA)ei =
(
X + 2σλ−1φ(B)
)
ei
= εei + 2σλ−1 (−λφ (A)) ei
= εei − 2σφ (A) ei, ∀i ∈ I\J.
and
φ(εidH − 2σA)ej =
(
X + 2σλ−1φ(B)
)
ej
= (ε − 2σλ−1)ej + 2σλ−1 (idH − λφ (A)) ej
= εej − 2σφ (A) ej , ∀j ∈ J,
Hence φ(εidH − 2σA) = εidH − 2σφ(A), this complete proof of the Step 1.
Step 2. φ(γ idH − 2σA) = γ idH − 2σφ(A), for γ ∈ C\{−1, 1}.
It follows from γ ∈ C\{−1, 1} and σ ∈ C\{−λ, 0, λ} that there exists δ ∈ {−1, 1} such that (γ −
δ)−1σ /= ±λ. In fact, if (γ − 1)−1σ ∈ {λ,−λ}, then (γ − 1)λ ∈ {σ ,−σ }, and thereby (γ + 1)λ =
2λ ± σ /∈ {−σ , σ }, (otherwise, it controdicts with σ ∈ C\{−λ, 0, λ} and λ /= 0). Therefore, (γ +
1)−1σ
/= ±λ. Similarly, it follows from (γ + 1)−1σ ∈ {λ,−λ} that (γ − 1)−1σ /= ±λ.
It follows from (γ idH − 2σA) − (γ − δ)(idH − 2σ(γ − δ)−1A) = δidH ∈ Γ and ((1 −
λσ−1γ )idH − 2B) + λσ−1(γ idH − 2σA) = idH − 2(λA + B) ∈ Γ that
φ(γ idH − 2σA) − (γ − δ)φ(idH − 2σ(γ − δ)−1A) ∈ Γ , (16)
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and
φ((1 − λσ−1γ )idH − 2B) + λσ−1φ(γ idH − 2σA) ∈ Γ . (17)
Because of (γ − δ)−1σ /= ±λ, using Step 1, we have
φ(idH − 2σ(γ − δ)−1A) = idH − 2σ(γ − δ)−1φ(A). (18)
Because of B ∈ Δk , by the inductive hypothesis, we get
φ((1 − σ−1λγ )idH − 2B) = (1 − σ−1λγ )idH − 2φ(B). (19)
Substituting (19) into (17), we derive
(λσ−1φ(γ idH − 2σA) + (1 − λσ−1γ )idH − 2φ(B))2 = idH. (20)
Set
Y = φ(γ idH − 2σA) − 2σλ−1φ(B) − (γ − δ)idH ∈ B (H) . (21)
Substituting ξ :=λσ−1 ∈ C\{0, 1,−1}, (18) and (21) into (16), we obtain
(Y + 2ξ−1 (λφ (A) + φ (B)))2 = idH, (22)
Substituting (21) into (20), we derive
(Y + (ξ−1 − δ)idH)2 = ξ−2idH. (23)
By Lemma 2.5 and the similar way as Step 1, we have
φ(γ idH − 2σA) = γ idH − 2σφ(A). (24)
This complete the proof of Step 2.
Finally, for any μ ∈ C, σ ∈ C\{−λ, 0, λ}, it follows from ((1 − μσ)idH + 2σA) + σ(μidH −
2A) = idH ∈ Γ that
φ((1 − μσ)idH + 2σA) + σφ(μidH − 2A) ∈ Γ . (25)
In views of σ ∈ C\{−λ, 0, λ}, using Steps 1 and 2, we have
φ((1 − μσ)idH + 2σA) = (1 − μσ)idH + 2σφ(A). (26)
Substituting (26) into (25), we get
idH + σ(φ(μidH − 2A) − μidH + 2φ(A)) ∈ Γ . (27)
Because that (27) holds for every σ ∈ C\{−λ, 0, λ} and so forces φ(μidH − 2A) − μidH + 2φ(A) =
0. We complete the proof. 
Lemma2.7 [13]. Letφ : B(H)→ B(H) be a surjectivemap and letP be the set of all idempotents inB(H).
Assume that
A − λB ∈ P if and only if φ (A) − λφ (B) ∈ P
for every A, B ∈ B(H), λ ∈ C. Then there exists a continuous invertible linear operator T on H such that
φ(A) = TAT−1 for every A ∈ B(H), or a continuous invertible conjugate linear operator T on H such that
φ(A) = TA∗T−1 for every A ∈ B(H).
Proof of Theorem. By Lemma 2.4 we have φ(idH) ∈ {−idH, idH}.
Case 1. φ(idH) = idH. It follows from Lemma 2.2 and Lemma 2.6 that
A − λB ∈ P
⇐⇒ (idH − 2A) + 2λB ∈ Γ
⇐⇒ φ (idH − 2A) + 2λφ (B) = idH − 2φ (A) + λφ (B) ∈ Γ
⇐⇒ φ (A) − λφ (B) ∈ P , ∀A ∈ B (H) , λ ∈ C.
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By Lemma 2.7, the theorem of this case is proofed.
Case 2. φ(idH) = −idH. Let ψ(X) = −φ(X),∀X ∈ B(H). Then ψ is of the ﬁrst case.
The proof is complete. 
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