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The ultimate goal of all optimization methods is to solve real-world prob-
lems. For a successful project execution, knowledge about optimization and
the application has to be pooled. As it is too inefficient to highly train
one person in both fields, a team of experts is usually put together. Un-
fortunately, communication errors must be expected when several people
collaborate. In this work, we deal with the avoidance and the repair of these
communication errors. The tools proposed in this regard are, among others,
the algorithm engineering cycle, checklists for structuring communication,
and knowledge databases. The discussion is enriched with examples from
continuous optimization, but most tools have a much wider applicability,
even beyond optimization.
1 Introduction
People working in algorithmics have long ago noticed the additional troubles caused by
real-world problems compared to purely theoretical work [62]. As a consequence, the
field of algorithm engineering was founded [43, 54], to focus the attention of research in
algorithmics more towards results with practical utility. The goal of the initiative was
to establish a feedback loop in the algorithm development process, with experimental
validation of theoretic results as the key innovation [54]. While this approach was ac-
cepted quickly and achieved considerable success [10], a “blind spot” still seems to have
remained.
This blind spot is our ineptitude in dealing with troubles related to other professions,
especially the social sciences. For example, Weihe speaks of “unavoidable communication
problems” between practitioners and algorithm developers [62]. The question arises if
unavoidable is really the right adjective. In the author’s opinion, the reason why so few
1
progress has been made in this regard may be partly ignorance, because many of the
difficulties probably are not considered scientifically interesting in the exact sciences,
but more severe seems to be our inability to grasp what the actual problem with our
communication is.
Especially in black-box optimization, where the author has personal experience, com-
munication between the client and the optimization expert regarding the problem prop-
erties is often minimal. This seems to be due to the common advertising of black-box
optimization algorithms as being able to solve a problem without any other information
than the return values of the objective function. While this may be true in principle,
it must always be emphasized that ideally the optimizer is already consulted for the
problem formulation, to try to turn it into a “grey box”. As a rule of thumb, the more
problem information is available, the better can the problem formulation and the opti-
mization heuristic be custom tailored to each other and the easier gets the optimization.
Otherwise, clients may overestimate the abilities of optimization heuristics considerably.
In current practice, the optimizer often begins the development with little more infor-
mation than the data type, dimension, and bounds of the search space and the knowledge
that the problem is likely multimodal because local search procedure X has been tried
and yields unsatisfactory results. Sometimes there even exists uncertainty about the
“natural” data type of the search space. For example, software for embedded systems
may be designed to avoid floating point arithmetic by using integers of an appropri-
ately small measuring unit instead. So, is it advisable to apply a discrete method or a
real-valued one?
Often project goals are missed, but not because the problem is overly difficult, but
because the existing knowledge is not communicated properly. Thus, certain problem
properties will be overlooked and consequently the optimization methods are applied
wrongly. This ineptitude does not necessarily have to lead to a complete failure of the
project, as it can be usually detected by a thorough analysis of the results. However,
repairing the situation is typically expensive, because the potentially laborious devel-
opment process has to be reiterated, incorporating the newly gained information. For
example, a ship propulsion optimization problem [45], which was initially treated as a
black box, turned out to have many more optima than expected [52]. A satisfactory
solution could finally be found with considerable effort [52], but a conclusion was that
it would have been advisable to spend more time in interdisciplinary teams to explore
the problem and maybe find a less demanding formulation.
In his popular-science book “The Checklist Manifesto”, Gawande [22] proposes check-
lists as a useful tool for structuring routine tasks and teamwork in many professional
fields. He argues that a major challenge of complex tasks is “making sure we apply the
knowledge we have consistently and correctly” [22, p. 10]. His recommendations are
based on his own experiences with the development of the world health organization’s
(WHO) safe surgery checklist [25, 63], which contains a small number of well-proven
safety checks advisable for every operation.
It turns out that there is even an older example of checklists in a field very close to
algorithm engineering. This is the work of Coleman and Montgomery [11] on planning
of designed experiments. They propose pre-design experiment guide sheets, which are
2
essentially checklists in a read-do form (meaning an action is taken after reading the
corresponding item, as opposed to carrying out all tasks and confirming everything
afterwards in a do-confirm style). They write that “[t]he guide sheets are designed
to be discussed and filled out by a multidisciplinary experimentation team consisting
of engineers, scientists, technicians/operators, managers, and process experts. These
sheets are particularly appropriate for complex experiments and for people with limited
experience in designing experiments.”
Based on these anecdotes, we identify three key topics for quality improvement in
optimization:
1. systematic collection of existing expert knowledge,
2. better structuring of communication,
3. adopting an iterative improvement process.
The core contribution of this work is to present these three topics as an integrated
approach, with a focus on continuous optimization. As a first step, we define a general
algorithm development cycle in Sect. 2. The remaining sections then deal with measures
to be taken to improve individual parts of this cycle.
2 A Simplified Algorithm Engineering Cycle
In the 1990s, a growing divide between theoretical and practical results was observed
in algorithmics [26]. As root causes, ignorance of characteristics of modern computer
hardware and of real-world problem instances were identified [10]. The solution to
these problems was the (re-)introduction of the scientific method for experimental re-
search [54], establishing the field of algorithm engineering. Surveys on the topic can be
found in [10, 43, 54]. As all these texts have an intended audience of algorithm theo-
rists, the carrying out of experiments is mostly presented as an extension to theoretical
analysis. Additionally, there is a special emphasis on aspects related to (low-level) pro-
gramming in all descriptions of algorithm engineering, as, e. g., consideration of memory
hierarchies or software reuse by building libraries of algorithms and problems.
Unfortunately, a rigorous analysis is seldom possible for inexact approaches such as
heuristic optimization methods [4]. Müller-Hannemann and Schirra [43] are the only
ones who leave theoretical analysis out of the core development cycle and let it have its
own separate cycle with algorithm design. (The two together correspond to the classical
“pen-and-paper” approach to algorithmics [54].) If we take [43] as a basis and omit
the extra topics mentioned above, we are left with the simplified development cycle
in Fig. 1. This cycle is also suited for purely experimental work and thus should be
general enough to serve as a guideline for any algorithm development. It suggests that
theoretical analysis and real-world application are (at least in some iterations) optional
to the development process.
While a feedback loop as in Fig. 1 should be standard practice in algorithm devel-
opment nowadays, our goal is to reduce the number of costly cycles in it. A first step
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Figure 1: A simplified algorithm engineering cycle based on the one by Müller-
Hannemann and Schirra [43].
towards this goal is a better up-front communication between the customer and the
developer in the planning phase. This is attempted in Sect. 3, by following a checklist
in the same fashion as for designed experiments [11]. When the problem definition has
been chosen, the algorithm design phase begins. Here, the developer has to take the
information gathered in the meeting(s) and find a good optimization approach. At this
point, it would be advantageous to have a lot of experience in optimization. However,
in Sect. 4 we discuss strategies how to make life easier for us. This encompasses col-
lecting basic recommendations for less experienced people, making existing knowledge
better searchable, and automating the development as much as possible. Section 5 reca-
pitulates some guidelines for good experimentation before everything is summarized in
Sect. 6.
3 A Checklist for Determining the Optimization Problem
The attractivity of checklists lies in their ability to serve two purposes at once: guiding
communication and storage of expert knowledge. They have initially been developed
in the aviation sector to structure the execution of routine tasks (see, e. g., Degani and
Wiener [12, 13]). By now, the awareness of the virtues of checklists has also spread to
other disciplines. For example, there has recently been an initiative to introduce check-
lists into medicine in an attempt to make surgeries safer [25, 63]. Earlier work of similar
character could greatly reduce infections from central venous lines [50]. The benefit of
checklists has also been recognized in statistics, where they are used for planning of
designed experiments [11].
While the term “checklist” may for some people have a negative connotation of being
rigid and restrictive, it should be noted that for good checklists this is not necessarily
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so. Instead of dictating the approach to solving a problem, they can also be used to
specify communication tasks [22, p. 65]. This means that the checklist simply requires
the involved parties to discuss certain topics and to choose a solution that is deemed
appropriate.
While checklists focus on executing tasks, questionnaires in comparison focus on data
collection. Thus, questionnaires may lay out several options, while checklists are rather
phrased to define tasks and should only allow affirmative answers [12]. If, however,
the task is to answer a question, then the two forms can be obviously converted into
one another. For example, Doneit et al. [16] developed a questionnaire with a similar
problem as ours in mind, namely to obtain information from experts about function
approximation [17]. This form of presentation might be more appropriate when experts
are to be interviewed individually, while checklists could be used more generally as an
orientation guide for teams.
Figure 2 contains a checklist for determining an optimization problem. To save space,
it is only presented in condensed form, without check boxes and space for the answers.
It should be used in the inaugural project meeting (and potentially in following meetings
that mark the beginning of a new iteration in the development cycle, see Fig. 1) to obtain
a common understanding of the problem and to ensure that all the expert knowledge
is transferred. This hopefully would help to prevent avoidable mistakes, which might
otherwise be made due to misunderstandings or omissions. The checklist’s style closely
resembles that of [11] and likewise it should be completed by the client and the optimizer
together. By working through the questions, the answers should be written down, either
on paper or digitally. Note that it may not be possible to answer all questions completely.
We will now explain each item in detail.
Introductory Part The first item requires all participants of the meeting to introduce
themselves, in aspiration to enable good teamwork. (This idea is taken from the WHO
checklist [25].) The goal of the second item is to ask the customers what their actual
requirement is for the outcome of the optimization. This should especially reveal if an
a-priori approach is sought, where the optimization algorithm returns a single solution,
an a-posteriori method, where a set of solutions is prepared for human inspection or
some other post-processing [38], or even an interactive method with a human in the
loop. The intention of item three is to inquire about general expert knowledge that may
be available. Especially, it should be figured out which degree of maturity the studied
system and its current solution has. This may indicate how much effort is required for
further improvement, according to the Pareto principle. Furthermore, the context of the
optimization problem should be explained.
After the initial questions have been answered, there come three sections regarding
objective functions, decision variables, and side constraints. The order in which these
sections are processed does not seem too important and for some problem formulations
they may even be intertwined. Note that the sets of the three entities collected here
should not be pruned prematurely, but should contain all potentially useful candidates
for objectives, variables, and constraints.
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1. Introduce participants, including their reason for attendance or, if already specified, their
role in this project.
2. Define optimization goal (e. g., find feasible/robust/best solution, detect several local op-
tima, approximate level set, approximate Pareto-set or -front)
3. State relevant background on objective function(s) and decision variables: (a) theoreti-
cal relationships; (b) expert knowledge/experience; (c) previous attempts/existing data.
Where does this project fit into the study of the process or system?
4. List each objective function and answer the following questions:
• Can it be decomposed into terms of different meaning? Is it additively separable?
– If yes, treat each part separately in this discussion.
• Is the analytic form/gradient information available?
• Is it linear/quadratic/convex/multimodal/unknown?
• If multimodal, does it have a global structure (i. e., funnel property, symmetries)?
• Is it deterministic?
• What are its domain and image/range?
• What is its (distribution or range of) run time and/or cost?
5. List each decision variable and answer the following questions:
• What is its domain (data type, lower/upper boundaries)?
• What is its current default value?
• What is the expected influence on each objective function?
• Should a nonlinear transformation (log, sqrt, etc.) be applied?
6. List each side constraint and answer the following questions:
• Is it known (K) or hidden (H)?
• Is it an a priori (A) constraint or simulation-based (S)? Related to this: What is its
(distribution or range of) run time and/or cost?
• Is it relaxable (R) or unrelaxable (U)?
• Is it quantifiable (Q) or nonquantifiable (N)?
7. If more than one objective function, list possibly conflicting pairs.
8. Decide on a problem formulation, potentially limited to a subset of the components iden-
tified in steps 4 to 6.
9. Choose a cost model and the (maximum) budget to spend on the problem.
10. Allocate responsibilities to people.
Figure 2: A checklist for determining optimization problems.
Objectives Regarding the objective functions, several properties must be checked. First
of all, it is inquired if the function is composed of more elementary functions, e. g., if
f(x, y) can be represented as g(x, y) + h(x, y). This is an important issue, because the
sub-functions are expected to have a different meaning and thus could be conflicting.
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A special case of composition is an additively separable function f(x, y) = g(x) + h(y),
which could be divided into completely independent sub-problems. In any case, the iden-
tified components of the functions should be treated separately in following questions.
The most important properties are retrieved in the following. A very important one is
if the analytic form of the function is known, because this has severe consequences on the
preferred optimization approach. If the analytic form is known and it is differentiable,
then a gradient descent method, quasi-Newton method, or maybe even an analytic so-
lution could be possible. To this end, the type of the function should be narrowed down
further. If the type is unknown or the function is multimodal, further (possibly esti-
mated) properties become relevant. For example, important discrete and real-valued
multimodal problems exhibit a certain global structure in which local optima are cor-
related in quality and position. Examples are the traveling salesperson problem [32]
or molecular conformation problems [61]. It is well known that if a problem has such
a so-called funnel structure, it is advisable to use certain specialized approaches such
as iterated local search (discrete case) [32], basin hopping [61], or IPOP-CMAES (real-
valued case) [2]. However, in reality the property is not binary and so far there exists
no approach to quantify the degree of “funnelishness” of a problem. So, the current
practice is mainly to guess the property’s value from the observed performance of the
corresponding optimization algorithms [1].
Another relevant feature would be random noise in the evaluations, which can stem
from various sources [7]. Which decision variables form the domain of the function is of
course mandatory information and also to know lower or upper bounds for the function
values can be useful. These properties naturally have to be given for each individual
function, because, e. g., the domains of different objective functions naturally do not have
to be identical [23, p. 125]. Finally, also the run time and other costs of the objective
function should be estimated. The costs may be considered either constant or variable
(e. g., dependent on some solution properties). If possible, also further theoretical and/or
empirical properties should be listed. To this end, it may also be useful to go through
the questionnaire of Doneit et al. [16].
Decision Variables For decision variables, data type and boundaries should be given.
If no bounds are known, this may indicate a client’s inexperience with the problem. If an
implemented solution exists, it would be interesting what the currently used values are in
the decision variables. Furthermore, the expert should give an estimate how influential
a decision variable is on each objective function. This would affect the decision which
variables to select for the final problem formulation and possibly the chosen optimization
approach, too. Sometimes, if a decision variable spans several orders of magnitude, it
can be very beneficial to apply a nonlinear transformation [49, 60], e. g., the logarithm.
Constraints Side constraints are somewhat similar to objective functions. Here, too, it
is most important how much information we can get, i. e., is the error condition specified,
do we have a mathematical formulation of the constraint, can we compute the amount
of constraint violation? The questions in this section constitute the QRAK classification
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scheme of Le Digabel and Wild [31]. In this scheme, each constraint is described by a
four-letter code, which indicates the difficulty introduced by this constraint and can be
linked to directions how to best treat it. For example, a hidden constraint must be nec-
essarily also classified as nonquantifiable, unrelaxable, and simulation-based (NUSH). It
is the worst kind of constraint, because it essentially means dealing with faulty software.
Known constraints can be categorized into eight classes with the remaining questions.
The a priori group corresponds to relatively “cheap” constraints, where usually standard
approaches exist for certain subclasses (e. g., linear, nonlinear). Simulation-based con-
straints, on the other hand, require potentially expensive calls to simulation software.
A constraint is called relaxable if the objective function can still be reliably evaluated
even when the constraint is violated, and unrelaxable otherwise. Finally, quantifiabil-
ity means that the degree of feasibility and/or violation can be quantified. For further
explanation and examples, we refer to the original paper [31].
Concluding Tasks To complete the checklist, the team has to decide on a final problem
formulation. To do this, it seems advisable to discuss which objective functions are
conflicting and which are not, so the number of objectives in the final problem can be
kept low. Some functions also may be switched from objective to constraint or vice
versa. (Note that it is generally not unusual to treat the optimization problem under a
different paradigm than the most obvious one. For example, single-objective problems
can be treated by multiobjective methods [49, 55], multiobjective problems can be treated
as single-objective by scalarization [30], and so on.) Then it has to be decided which
decision variables make up the search space and which are held constant. The cost
model, e. g., time or some bottleneck operation, has to be fixed and the budget must be
determined. Finally, the contributions and responsibilities of the people involved in the
project are set out in writing.
3.1 Remarks on the Design and Validation of Checklists
As situations in medicine and aviation are often very time-critical, the prevailing checklist
style there is brief and concise. As we are not subject to such restrictions, also more
extensive variants are possible. Thinking this further, they could also be extended to
decision trees, as Gunter proposes in [24]. However, the format should be such that
everything can be worked through in one meeting.
Weiser et al. [64] report on their approach of developing the WHO surgical safety
checklist. After an initial collection of potentially relevant topics and converting them
into checklist items, points were sought in the surgical workflow where interruption by
reading a checklist seemed fitting. The initial checklist was then iteratively refined by
small trials, using a process oriented to the plan-do-study-act (PDSA) paradigm [40].
The PDSA cycle is based on the scientific method [40] and was popularized as a quality
improvement process in the 20th century by Deming [15, p. 88]. Figure 3 illustrates its
four stages: 1) plan: define the objectives and changes to achieve them, 2) do: implement
the changes, 3) study: analyze the results, 4) act: decide whether to accept or reject the
changes; if accepted, carry out changes on a large scale, making them the new standard.
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Study
ActDo
Figure 3: The plan-do-study-act cycle. Note the similarity to Fig. 1.
Due to the shared origin in the scientific method, PDSA and the algorithm engineering
cycle are quite similar.
Weiser et al. finally validated the checklist by conducting a large empirical study
in several hospitals around the world, obtaining positive results [63]. Also checklists
in aviation are developed by iteratively refining them in flight simulators. While the
other checklist and questionnaire examples [11, 16] may have been designed by domain
experts, they have not been experimentally validated, to the authors best knowledge.
Unfortunately it also seems similarly laborious to validate checklists in optimization as
it is difficult to recruit a sufficient number of qualified test persons and find a large
number of applications. Additionally, checklists for the structuring of communication
probably depend largely on culture and personal preference, as it is often mentioned
that they may be individually adapted to it [11, 64]. In summary, it does not seem too
severe if communication-oriented checklists are not immediately validated in a controlled
environment. The proposal in Fig. 2 shall serve as a stimulus to start a discussion and
exploration of this topic.
Inspiration on possible approaches for future validation may be taken from software
engineering, where the empirical comparison and assessment of programming languages
and tools is also very challenging, but slowly making progress [47].
4 Expert Knowledge in Optimization
In this section we discuss possible ways to obtain, store, and distribute knowledge in
optimization, to reduce the dependency on the developer’s capability in the algorithm
design step (see Fig. 1).
4.1 Basic Recommendations
For people with limited experience, with a tight schedule, or without academic require-
ments, some general advice in abridged form is certainly helpful for quick results. This
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advice may consist of simple rules of thumbs, which proved beneficial in most situations.
For example, the safety checks in the WHO checklist [25] are of this character. Also in
optimization, some rules of thumb have almost universal validity, an example of which is
given in Sect. 4.1.1. Checklists or decision trees again seem to be a good form of presen-
tation. They could be used as model for choosing a general optimization approach for
a given problem, as designing a new algorithm from scratch should be usually avoided
if possible. A first attempt into this direction is taken by Mittelmann [39]. Also the
MathWorks documentation webpages for the Optimization Toolbox [34] and the Global
Optimization Toolbox [33] contain decision tables providing advice which algorithm to
use, depending on the problem class.
Unfortunately, further advice when to use which method is widely scattered in the
literature, and only few papers explicitly discuss strengths and weaknesses of methods.
This has of course partly political reasons, but often it is also because the experiments
carried out are not large enough to provide such information (more on this topic in
Sect. 5). Some positive examples for papers containing general advice in continuous
optimization are [20, 29, 56, 57].
4.1.1 An Example from Continuous Optimization
Some pitfalls of optimization problems are frequently neglected in the scientific litera-
ture, because the workarounds are simple. An example for this are implicit assumptions
about the size of the search space often built into optimization methods in continuous
optimization. Some algorithms handle this topic explicitly by requiring the specification
of bound constraints as part of the problem description. Examples for this group are
model-based optimization algorithms [29]. They use this information to draw a uniform
initial sample and to bound the space in which to search for promising points for im-
provement of the model. Local search algorithms, e. g., direct search methods, do not
necessarily have this requirement, because they only use a single starting point. How-
ever, people should recognize that their initial step size contains an implicit assumption
about the size of the attraction basin it is started in. (We would rather not choose
the step size larger than the expected distance to the optimum we are interested in.)
If this assumption is wrong, i. e., especially if the step size is too small, the obtained
performance may be very bad even on unimodal functions. Here are two examples:
• The simplex search by Nelder and Mead [46] is a direct search method. For its
search in n dimensions, the algorithm uses a simplex consisting of n + 1 points.
Most of the common implementations today provide no interface for specifying a
region of interest, an initial step size, or an initial simplex. Instead, they construe
the initial simplex from the starting point by using questionable heuristics. In
Matlab’s fminsearch and SciPy, the points xi, i = 2, . . . ,n + 1 of the simplex are
obtained from the starting point x1 by the following rule:
xi =
{
(x1,1, . . . , x1,i−2, 1.05x1,i−1, x1,i, . . . , x1,n)⊤ if x1,i−1 6= 0 ,
(x1,1, . . . , x1,i−2, 0.00025, x1,i , . . . , x1,n)⊤ else.
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This approach is purportedly due to an “L. Pfeffer at Stanford”, according to [19].
As a consequence of this approach, a very small simplex is generated if the starting
point is close to the origin. Even if only one coordinate is close to zero, the simplex
is more or less degenerated, which is also bad. The implementation in R’s optim
method is slightly better, using
xi = (x1,1, . . . , x1,i−2, x1,i−1 + 0.1 ·max{|x1,1|, . . . , |x1,n|}, x1,i, . . . , x1,n)
⊤
as construction rule. This rule, which was adopted from [44, pp. 168-178], is only
problematic if all coordinates of the starting point are close to zero. However, note
that there is in general no reason to assume such a special role for the origin in
the search space.
• The recent survey of optimization algorithms by Rios and Sahinidis [51] uses an
unusually large search space of [−104, 104]n for the benchmarking. This search
space normally does not match the assumptions of algorithms’ default parame-
ters. Some of the algorithms in the competition were specifically adapted to this
search space, and one of these performed best in the comparison. However, this is
merely evidence for a good parameter tuning and not so much for the algorithm’s
superiority over the other contestants.
Normalizing the search space (or the region the starting points are drawn from) to [0, 1]n
would eliminate the latter problem. There do not seem to be any drawbacks associated
with this action, so we propose to always do it in continuous optimization. Other authors
have given this recommendation before, but probably did not insist strongly enough [1, 5].
Additionally, developers of unconstrained optimization algorithms should make sure that
their algorithm performs best in the unit hypercube, e. g., by choosing an appropriate
default step size. This is already often done, because floating point operations after all
yield the highest precision close to zero, but it should be communicated more explicitly.
Additionally, the user should have the opportunity to modify the initialization, to handle
special cases.
4.2 Networked Science
In Sect. 4.1, several papers were cited for the useful advice they were giving. However,
the corresponding evidence is not (completely) included in these papers. This is of course
unsatisfactory from a scientific point of view, but is a general problem of the relatively
short articles forming our main communication channel. Another difficulty of this format
is to aggregate results from different persons and to update existing knowledge with new
information [65].
The question arises how to store and communicate data that is too bulky or not
scientifically interesting enough to be included in publications. To the author’s best
knowledge, large-scale comparisons in optimization are currently mostly carried out in
competitions and special sessions at conferences. In machine learning, the topic seems
already more advanced. People there have begun to tackle the problem by storing
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raw data in experiment databases [9, 58] and subsequently building a website around
these databases [59]. The website is now organized around the basic concepts of ma-
chine learning experiments: a small number of pre-defined machine learning tasks (e. g.,
classification, regression) can be associated with the input data sets, workflows describe
algorithms to solve certain tasks, and runs contain the results of executions of such work-
flows. Anybody can register at the website and upload their own work, while the website
presents everything in an attractive way to the general public. The whole approach
nowadays runs under the catch phrase networked science [59]. It seems equally useful
for optimization, but setting up such a project is of course extremely labor-intensive.
4.3 Automated Algorithm Design
The practical suitability of any algorithm depends on problem features. Using inductive
reasoning, one could optimistically assume that observed properties of a sample of in-
stances from a certain problem class are also given for other instances of the problem.
This reasoning is inherently uncertain, but often successful in practice. For example, in
algorithm engineering there exist many reports of applications with special distributions
of problem instances, which only make up a small fraction of the space of theoretically
possible instances for the corresponding problem class. This expert knowledge has been
successfully exploited in “manual” algorithm development [10], by specially adapting
an algorithm to the sample of instances. From a point of view of machine learning, the
adapted algorithm constitutes a constant prediction model, unconditionally choosing the
same algorithm for all future problem instances.
It is possible to reduce human involvement in the design process, by treating the
search for the best algorithm as an optimization problem. This problem is generally
known under the terms algorithm selection [8] or algorithm configuration [28], depend-
ing on whether the emphasis is on the choice between different algorithms or between
different parameter settings of the same algorithm. (However, note that this distinction
is rather philosophical.) Unfortunately, such problems are typically expensive and noisy.
Algorithm configuration often also deals with mixed variables, which is why algorithm
selection is normally regarded as the easier of the two.
Usually, a model for the configuration/selection is built during an offline training
phase. The simplest case of a constant model was already mentioned above. If we want
a conditional model, appropriate problem features must be available. The systematic
search for such features is nowadays a research topic of its own [36]. In continuous
optimization, it is called exploratory landscape analysis (ELA) [35, 37]. Based on these
features, we may then predict an algorithm’s performance on a problem instance, and
consequently choose the best algorithm from a portfolio. The approach is useful when
an algorithm can be identified, being so much better than the default algorithm that it
can make up for the additional cost of ELA. Thus, calculating the features should be as
cheap as possible.
Apart from a conventional offline training approach, algorithm selection may also be
treated as a multi-armed bandit problem [21]. In this case, no features are required
at all.
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Controllable
Figure 4: Different categories of process variables.
5 Experimentation
In comparison to the planning of optimization projects, the experimental analysis of
optimization algorithms is nowadays a relatively well-researched topic. Twenty years
ago, this was not so. Experimental analyses were less accepted than today [26], and
existing work was criticized as unsuitable to yield insight into the working principles
of algorithms [27]. As a root cause, Hooker identified the competitive nature of most
experiments, which in the long run leads to overfitting to the used benchmark sets [27].
He contrasts this approach with scientific testing, which requires to incorporate more
factors into the experimental design and analysis, to actually be able to explain the made
observations.
To understand what this means, we have to give a brief introduction to the termi-
nology of designed experiments (also see [14, pp. 3–16]). A designed experiment is an
experiment in which the test locations are planned by the experimenter, and this set of
locations is called the experimental design. The test locations are points in the region
of interest, which is in turn a subset of the possible input space of the process or system
in consideration. The input variables are called factors. Responses are outputs of the
process. In his proposal for scientific testing, Hooker essentially suggests to not only use
one factor “optimization algorithm”, but to identify modular components of algorithms.
Furthermore, it was requested several times to incorporate problem features as factors
in the experiment [18, 26].
At this point, it seems appropriate to distinguish three different types of factors:
controllable, observable, and non-observable/noise (in [11] the latter are called nuisance
factors). This classification is shown in Fig. 4. It is not novel, but also not standard
practice in optimization. Thus, many benchmarking experiments suffer from confusion
about which information is available in the real-world. The classification is justified as
follows: naturally, the planning of test locations is only possible for controllable factors,
e. g., the properties of optimization algorithms. In real-world applications, some of the
factors cannot be controlled or even observed. This applies especially to most, but
not all features of optimization problems. The “observability” of a factor is important,
13
because it has implications for the factor’s treatment in real-world applications. For
example, a problem’s number of decision variables n is always known to us and therefore
an optimization algorithm is not required to possess a good performance over all possible
values of n. Instead we can always choose the most appropriate algorithm for the
current n before we begin the optimization (given that we somehow possess this expert
knowledge). On the other hand, tuning or otherwise configuring an algorithm for a
specific problem instance and reporting the tuned results without accounting for the
additional cost is unsound, if the problem instance is a black box in reality.
Luckily we can actually control most if not all of the factors (even pseudorandom
numbers) in computational experiments using artificial problems. This general observa-
tion is usually ascribed to Taguchi (see, e. g., [14, pp. 223–234] or [53]), who proposed
to incorporate uncontrollable factors into the experimental design, to obtain results ex-
hibiting robustness later in the real world. The general approach of the experimental
evaluation should be to select the best configuration among the control factors, regarding
all possible levels of noise factors, but depending on particular levels of the observable
factors.
Unsurprisingly, we recommend to use Coleman and Montgomery’s checklist [11] for
planning the experiment. It should especially help to classify the factors according to
Fig. 4. Additionally, a standardized scheme should be used for reporting on the ex-
periment. Barr et al. [3] give some general advice in this regard. Preuss [4, 48] more
concretely proposes an organization into research question, pre-experimental planning,
task, setup, results, observations, and discussion. This structure aims to facilitate the
distinction of objective results and subjective comments, and to improve the repro-
ducibility of results without access to the implementation. Regarding the analysis of the
obtained data, Montgomery emphasizes the importance of visualizations in his practical
guidelines, especially for presenting the results to others [41, p. 16]. Trellis graphics are
a viable method to investigate on the interactions of the various factors [6].
6 Summary
In this work we suggested concrete measures to improve the development of optimization
algorithms, especially with regard to real-world applications. The basis of the proposal
is a simplified algorithm engineering cycle (cf. Fig. 1), which serves as an iterative de-
velopment process. This cycle consists of planning, implementation, experimentation,
and application. For the planning stage, a checklist was proposed to guide an interdis-
ciplinary team in defining the optimization problem. The purpose of the checklist is
not to prescribe solutions, but to structure communication. Furthermore, the research
community was encouraged to explore new ways of storing and exchanging results, apart
from research papers. The algorithm design, which was regarded as a part of the plan-
ning stage here, could be automated more, leading in principle to another optimization
problem in the algorithm parameter space. Finally, we briefly dealt with experiments,
recommending to classify factors according to their observability in the real-world, to
eventually increase the information content of experimental results. Also the reporting
14
on experiments should be structured more.
The implementation of optimization algorithms was not discussed in this work, as
the topic should be sufficiently covered by the algorithm engineering [42] and general
software development literature [47]. Also the application was not dealt with because it
seems completely case-dependent.
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