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ABSTRACT
Disorder has been a long-standing driver across all sectors of materials en-
gineering, ranging from energy and transportation, to electronics and com-
munications, and to biomedicine and environment. Disorder engineering has
focused primarily on tuning its spatial configuration and distribution to es-
tablish desirable structure-property relations. However, while band theory
and phenomenological random-walk models are available in the crystalline
and amorphous limits respectively, the picture for energy and charge trans-
port in hybrid ordered-disordered materials is still incomplete. This is es-
pecially true when structural disorder possesses long-range correlation and
dynamic nature. These subjects are the concern of this work. The goal is to
numerically understand how different types of disorder can modify phonon
and electron transport properties.
I first establish how uncorrelated structural disorder affects vibrational
energy transport in low-dimensional disordered materials. The recently syn-
thesized amorphous graphene and glassy diamond nanothreads are studied.
Modal localization analysis, molecular dynamics simulations, and a general-
ized analytical model together demonstrate that the thermal properties of
these materials exhibit both similarities and differences from disordered 3D
materials. Similar to 3D, the low-dimensional systems exhibit both propa-
gating and diffusive vibrational modes. Different from 3D, however, diffu-
sonic contribution to thermal transport in these low-dimensional systems is
shown to be negligible, which results from the intrinsically different nature
of random walks in lower dimensions. Despite the lack of diffusons, the sup-
pression of thermal conductivity due to disorder in low-dimensional systems
is shown to be mild. The mild suppression originates from the presence of
low-frequency vibrational modes that maintain well-defined polarizations and
help preserve the thermal conductivity in the presence of disorder. This study
brings the domains of low-dimensional materials and disordered materials to-
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gether, and establishes appropriate theoretical approaches to characterize the
vibrational energy transport at the atomic scale when disorder is present.
The second part deals with correlated but static disorder. The model sys-
tem will be a hybrid ordered/disordered nanocomposite that consists of a
crystalline silicon membrane decorated by regularly patterned disordered re-
gions. Combining molecular dynamics and the Boltzmann theory, I predict
a thermoelectric figure of merit ZT ≈ 0.5 at room temperature. To facili-
tate the Boltzmann theory, I have derived an analytical model for electron
scattering with cylindrical defective regions based on partial-wave analysis.
Furthermore, I find glass-crystal duality for the vibrational transport in these
hybrid systems. Lattice dynamics reveals substantial hybridization between
the localized and delocalized modes, which induces avoided crossings and har-
monic broadening in the dispersion. Allen/Feldman theory shows that the
hybridization and avoided crossings are the dominant mechanisms of the re-
duction. Anharmonic scattering is also enhanced in the patterned nanocom-
posites, further contributing to the reduction. These findings indicate that
“patterned disorder” can be a viable strategy to tailor vibrational transport,
and ion beam irradiation could be a promising fabrication strategy.
In the third part, I focus on the disorder that is both correlated and dy-
namic. Two lead iodide perovskites, XPbI3 (X=Cs, methylammonium),
are the representative materials. In these perovskites, sublattice symmetry-
breaking and dynamically correlated disorder affect substantially their vi-
brational and thermal properties. In contrast to the conventional phononic
theory, analysis of spectral energy density reveals that thermal carriers ex-
hibit more propagonic and diffusonic characteristics. Strong anharmoncity
in these perovskites, two orders higher than silicon, is observed both on
the inorganic framework and surprisingly for the interactions between PbI6
framework modes and localized A-site modes. Based on first-principles calcu-
lations, I ascribe the former to long-range interactions arising from resonant
bonding, while the latter to A-site rattling in CsPbI3, and polar rotor scat-
tering instead in MAPbI3. I also observe “waterfall-like” dispersions, which
I show to be an emergent phenomenon due to dynamical averaging of dif-
ferent dispersions that belong to energetically equivalent disordered phases.
This work would be of interest to the design and functionalization of a broad
family of hybrid materials, including metal-organic frameworks, molecular
crystals and hierarchically organized materials.
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Chapter 1
INTRODUCTION
This chapter discusses the motivation of the current dissertation, focusing on
applications of energy materials and existing challenges for theoretical mod-
els. Four emerging energy materials are discussed: silicon, hybrid perovskites,
low-dimensional carbonaceous materials, and superlattices/metamaterials.
The objectives and scope of this dissertation are then presented.
1.1 Motivation
1.1.1 Applications: thermoelectrics and photovoltaics
Since their discovery, thermoelectric (TE) and photovoltaic (PV) materials
have attracted extensive interest for direct conversion from heat and light to
electricity [1, 2]. As opposed to fossil fuels, TE and PV energy conversion
are pollution-free and stable during operation, and have decent scalability [1].
Therefore, TE and PV materials can be competitive alternatives to fossil fuels
if the conversion efficiency reaches 30% (lower for intermediate-temperature
TE) [1]. Fueled by environmental concerns and thermal emissions that con-
tinue to spike globally, interest in TE and PV for sustainable direct electricity
conversion continues to grow steadily [3, 4, 5, 6].
Still, large-scale adoption of these materials (particularly TE) is severely
hampered by low energy conversion efficiencies [7]. As illustrated in Fig.1.1,
the PV efficiency of most commercial solar cells using silicon is currently
approaching 20% [2, 8], and the TE efficiency of thermoelectric generators
using silicon remains below 5% [2, 9]. Therefore, the efficiency of TE and
PV materials still needs be improved for large-scale adoption. To this end,
earlier efforts focused on either optimizing existing materials or searching for
better alternative materials [2].
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Figure 1.1: The development of PV (upper red) and TE (lower blue)
efficiency for silicon and hybrid perovskites. While the widely used silicon
shows stable performance, the recently discovered hybrid perovskites
quickly surpassed disordered silicon, and now have become promising
alternatives.
For the former purpose, to optimize currently existing materials, those
which are economic and offer ease of processing are favorable candidates, such
as silicon [10]. To enhance bulk silicon, patterned nanostructures have been
recently shown to be promising for both TE and PV applications [2, 9], which
warrants further investigations in connection with viable material synthesis.
Among all artificially patterned nanostructures, superlattices and metamate-
rials are shown to be most promising [11, 12]. Through integration of multiple
disparate materials, superlattices provide a viable approach to capitalizing
on the signature properties of all parent materials. For example, GaAs/AlAs
superlattices [13, 14, 15, 16, 17, 18] can replace AlGaAs alloys in various elec-
tronic and optoelectronic devices, on account of greater carrier mobility and
shallower dopant binding energies [19]. Recently the interest in superlattices
has been further renewed [20], stemming from studies of the thermoelectric
performance of semiconductor quantum wells [21, 22]. Several new superlat-
tice materials have been shown to be promising for thermoelectrics, such as
Si/Ge [18, 23, 24, 25, 26] and Bi2Te3/Sb2Te3 [27, 28].
More recently, low-dimensional materials have attracted growing attention
for energy-related applications [29, 30]. A variety of two-dimensional mate-
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rials, such as graphene [31], boron nitride [32], and those kindred analogues
[30] have been successfully synthesized and extensively characterized. How-
ever, the two-dimensional lattice conductivity is less understood [20, 33].
For instance, it has been suggested that the thermal conductivity of pure
two-dimensional materials diverges logarithmically with increasing total size
[34, 35]. This is in stark contrast to three dimensions, and still under
debate. Of particular interest is the recent successful fabrication of two-
dimensional graphene and boron nitride composites [36], and even ordered
2D graphene/boron nitride superlattices [37]. They are expected to open
new possibilities for next-generation (opto-)electronics [37], but their ther-
mal properties are not well characterized. It is neither theoretically unclear
how nanostructures play their roles in low dimensions differently from or
similarly to three dimensions.
On the other hand, alternative materials are actively sought, such as hy-
brid organic-inorganic perovskites [38, 39]. As shown in Fig. 1.1, these
perovskites have gained noticeable increase in TE and PV efficiency during
the last five years and have now become promising alternative candidates. To
uncover the mechanisms that are responsible for these promising properties,
extensive attention has recently been placed on experimental and computa-
tional studies [39, 40, 41]. Nevertheless, the mechanisms for their thermal
properties are still under debate. Several fundamental questions, such as
why these crystals have ultralow thermal conductivity (about 0.5 W/m K at
room temperature), have yet to be answered.
Moreover, economical carbonaceous materials in different morphologies
are also promising for a wide range of applications [7]. The pristine forms
(e.g., diamond, graphene, graphite, and carbon nanotubes) have been un-
der investigation for decades [42]. Recently, disordered carbons in different
dimensions have been synthesized and show promising applications, such
as one-dimensional diamond nanothreads [43], two-dimensional amorphous
graphene [44], and three-dimensional amorphous diamond [45]. Interesting
mechanical and thermal properties have been demonstrated for these mate-
rials [46]. Other forms of disordered carbons, such as coal and carbon black,
have recently gained increasing attention due to their wide availability and
low cost [47]. However, it is still unclear how different types of disorder in
these materials modify their thermal and electrical properties.
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1.1.2 Theory: nanoscale energy and charge transport
Understanding the role of structural disorder on thermal and charge trans-
port transport is still a theoretical challenge. This challenge arises from the
fact that conventional theories become inapplicable while new models are
missing. For weakly disordered systems, perturbation theory is reasonably
accurate [48, 49]. The conventional band theory (e.g., phonon and bipolar
transport), accompanied by various defect scattering models, usually suffices
to describe the transport physics. Distinct from crystalline materials, when
disorder is strong enough, mean free paths of carriers become comparable to
their wavelengths, and the quasiparticle picture breaks down. The conven-
tional band theory is invalid, and different approaches are necessary. Towards
the amorphous limit, models such as random-walk [50], Allen-Feldman [51],
and two-level states [52, 53] are available. While theories exist for these
two limiting situations (i.e., crystalline and amorphous), the four materials
studied in this work pose three theoretical challenges to these conventional
theories: (i) low-dimensionality, (ii) existence of correlation in disorder, (iii)
dynamic character of disorder.
LOW DIMENSION
To start with, the effects of disorder on heat transport in low-dimensional
materials are still under debate. When considering vibrational energy trans-
port, there are several reasons why disorder in low-dimensional materials may
introduce effects that are different from three dimensions. On one hand, the
effects of any perturbation are typically more dramatic in low dimensions,
and localization of transporting modes may be more enhanced. On the other
hand, low-dimensional materials feature long wavelength vibrational modes
with long mean free paths, giving rise to large thermal conductivities that
have been suggested to even diverge with increasing system size [54, 42].
How these modes are affected by disorder in a low-dimensional material is
still unclear. Also, two-dimensional materials exhibit anomalous flexural vi-
brational modes (e.g., the ZA modes of graphene), which have parabolic
dispersion and their localization behavior may be different from that of con-
ventional linear modes. While the nature of localization in three-dimensional
disordered materials is associated with the presence of modes that transport
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heat in a random-walk manner [55, 51], it is unknown whether such modes
exist in low-dimensional and what their nature may be.
STRUCTURAL CORRELATION IN DISORDER
The correlation that may be present in structural disorder has been mostly
missing in the conventional theories. The conventional models are built upon
the Boltzmann and random-walk theories, where thermal and charge carri-
ers are assumed to be independent single-particles. More than carriers, the
types of structural disorder considered in the literature are either regularly
patterned, or fully uncorrelated. However, a detailed study on how the cor-
relation in structural disorder affects energy and charge transport is still
lacking. Take superlattices for instance, to date several outstanding ques-
tions remain to be answered regarding the nature of phonon conduction in
these materials. Initial experimental measurements reported significant re-
duction of thermal conductivity by superlattice structuring, which was widely
attributed to an interfacial Kapitza resistance [14, 56, 23]. Therefore, as the
superlattice period decreases, the increasing interface density should result
in reduced thermal conductivity. While this was supported by early numer-
ical solutions to the Boltzmann equation [15], it deviates from more recent
theoretical analyses [57] and simulations [58, 59], which suggest that a min-
imum conductivity appears at a critical superlattice period. Despite several
decades of analysis, a consistent picture of lattice thermal transport in su-
perlattices is yet to be revealed. For example, Simkin and Mahan predict
that the minima in the thermal conductivity appear when the period is close
to the phonon mean free paths [57, 59], while others predict that the mini-
mum occurs at ultra-short periods [58]. Moreover, it is still unclear whether
phonon transport on superlattices is ballistic and/or coherent [60]. It was not
until recently that such minima were observed experimentally, and attributed
to a crossover between coherent and incoherent transport [61].
DYNAMIC NATURE OF DISORDER
Thus far the understanding of how the dynamic nature of disorder modi-
fies transport phenomena has received comparatively little attention in the
literature. In the examples above, including low-dimensional carbons and
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superlattices, configurational disorders remain static, in terms of constant
chemical bonding and topology. However the situation changes, for instance,
in hybrid perovskites. As will be detailed in Chapter 5, when temperature
is high (e.g., around room temperature), the orientations of both organic
molecules and inorganic framework become disordered. More interestingly,
the disorder evolves continuously in time. An immediate question is: will
the dynamically evolving disorder lead to a lattice conductivity similar to or
different from the conductivity of statistically average structure (the cubic
prototype in this case)? Even less is known about how dynamical disorders
affect the population and generally the transport of thermal carriers in these
materials.
Therefore, several fundamental questions remain unanswered to the disor-
der effects on nanoscale transport phenomena including: i) How does disorder
affect transport in low dimensions differently from or similarly to three dimen-
sions? ii) So far only pristine and amorphous limits have been well studied,
but the presence of correlated disorder could lead to partial-order-partial-
disorder states. How does correlated disorder affect the carriers and their
transport? iii) For a variety of networked materials, the disorder present is
continuously evolving in time. How does the dynamic nature relate to their
transport properties? These are the subjects of this dissertation, focusing
primarily on vibrational transport.
1.2 Objectives and scope
The objective of this work is to numerically elucidate the effects of disor-
der, either correlated or uncorrelated, static or dynamic, on energy/electron
transport in low-dimensional or nanosturctured materials. Low-dimensional
carbons, silicon metamaterials, and hybrid organic-inorganic perovskites are
studied in this work. With these three model systems, I progressively in-
troduce complexity into the nature of disorder, in order to separate different
aspects of disorder effects. In low-dimensional amorphous carbons, structural
disorder is static and uncorrelated, while disorder in silicon metamaterials is
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static and correlated and in hybrid perovskites is dynamic and correlated.
Therefore, more than being practically interesting for PV and TE applica-
tions, these material systems can be ideal theoretical models to investigate
the fundamental physics of correlated-disorder effects on phonon/electron
transport. This work extends existing analytical models, and applies state-of-
the-art calculations (classical and ab initio) to provide fundamental insights
for the disorder effects on the thermal and electrical properties in these ma-
terials. The primary focus is on vibrational transport, electron transport will
be studied only in the metamaterials promising for thermoelectrics.
The present dissertation is structured as follows. Chapter II summarizes
the currently existing theories, and the theoretical models extended in this
work, as well as related computational approaches. Using these theories,
Chapter III investigates and compares the phononic and non-phononic trans-
port in regular graphene superlattices and amorphous carbons. These car-
bonaceous materials represent the crystalline and amorphous limits, and set
the groundwork for this thesis. Chapter IV concentrates on silicon-based
metamaterials. I have assessed their thermoelectric performance by the
Boltzmann theory combined with atomic simulations. The mechanisms that
contributed to the enhancement will be the other focus of this part. In Chap-
ter V, I present my study on hybrid organic-inorganic perovskites. I have
investigated different types of dynamical and correlated disorder in these
materials. The soft and strongly anharmonic nature of chemical bonding
are explained via stereochemical bonding analysis. Section VI concludes the
present work, and proposes possible future directions.
7
Chapter 2
THEORETICAL AND COMPUTATIONAL
APPROACHES
In this Chapter, I first summarize the previously existing models for electron
and phonon transport, including the Boltzmann theories for pristine materi-
als as well as the hopping/random-walk models in amorphous materials. In
the sections of extended theories, I derive respectively a charge scattering
model by a spherically symmetrical potential, and two generalized phononic
Boltzmann models in low dimensions and partially disordered materials. In
the end, the three computational approaches applied in the following chapters
are briefly introduced.
The electron scattering model and two generalized phonon models have
been published in T. Zhu and E. Ertekin, Physical Review B 93 (15), 155414
(2016) and T. Zhu, K. Swaminathan-Gopalan, K. Stephani, and E. Ertekin,
Physical Review B 97 (17), 174201 (2018).
2.1 Electron transport
This work is primarily concerned with electron and energy transport in solids.
Well-developed theories exist in two limits: crystalline and amorphous mate-
rials. However, models for partially disordered (heterogeneous) and/or low-
dimensional materials are missing. I will present the existing and extended
models for electron transport in this section, and those for energy transport
in a subsequent section.
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2.1.1 Existing theories
THE CRYSTALLINE LIMIT: THE BOLTZMANN THEORY
The Boltzmann transport equation (BTE),
∂f
∂t
+ r˙ · ∇rf + p˙ · ∇pf = ∂f
∂t
∣∣∣∣
C
+ s(r,p, t) , (2.1)
governs mesoscale charge transport. [62] In this equation, f is the distribu-
tion function at position r and momentum p, t and s are time and source
term (e.g., photogeneration and recombination). This work here is restricted
to electron transport only, instead of bipolar transport, thus s = 0. This ki-
netic equation is a conservation law in six-dimensional position-momentum
space, and could be used to derive the macroscale transport equations.
The solution to the Boltzmann equation, the distribution function f , de-
fines macroscopic quantities of interest. For instance, electrical conductivity
σ and Seebeck coefficient S could be determined respectively as [5]
σ =− e2
∫
∂f
∂
Ξ()d ,
TσS =− e
∫
(− µ)∂f
∂
Ξ()d ,
(2.2)
where e is the elementary charge,  the carrier energy, T the temperature, µ
the chemical potential, and
Ξ() =
∑
k
v(k)2τ(k)δ(− (k))
is the transport distribution function, which could be further simplified if the
dispersion is smooth
Ξ() = N()v()2τ() .
Here N() is the density of states, k the wave vector, v the speed, τ the
scattering time, δ(·) the Dirac delta function.
In practice, the complexity of solving the Boltzmann equation consists in
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the complicated scattering integral at the right hand side,
∂f
∂t
∣∣∣∣
C
=
∑
p′
f(p′)[1− f(p)]S(p′,p)−
∑
p
f(p)[1− f(p′)]S(p,p′) .
For scattering with phonons and other low-energy scattering mechanisms,
perturbation theories could be applied to formulate the scattering opera-
tor quantum-mechanically. These calculations could be expensive to achieve
satisfactory accuracy. Moreover, not all scattering mechanisms could be for-
mulated as closed functions. Therefore, simplifications to the scattering term
are sought.
Among them, the relaxation time approximation (RTA),
∂f
∂t
∣∣∣∣
C
=
f0 − f
τ
(2.3)
has been successful in terms of capturing the results experimental measure-
ments. Here f0() = (1+exp(−F )/kBT )−1 is the Fermi-Dirac distribution,
kB the Boltzmann constant, τ is the relaxation time. To determine the re-
laxation time, Matthiessen’s law is widely applied,
τ(E)−1 =
∑
j
τj(E)
−1 , (2.4)
where j denotes different scattering mechanisms, such as acoustic phonon
and ionized defect. With the scattering time, one could now substitute them
into Equation 2.2 and calculate thermoelectrical properties.
THE AMORPHOUS LIMIT: HOPPING MODEL
In amorphous materials, when temperature is not high, charge transport is
carried out by strongly localized carriers and mediated by tunneling between
localized states [63, 64]. In this regime, structural disorder modifies car-
rier wavefunctions and energy spectrum, and conventional band theory and
Bloch-wave scattering developed for crystalline materials become invalid. For
hopping transport, it is not the average rate that defines the overall electrical
conductivity, but rather the rates of rarest transitions that transport charge
to long distances [64]. In other words, it is not the local chemistry, but rather
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the long-range structure of the transport path that determines the electronic
properties of amorphous materials.
In spite of these considerations, for amorphous solids, the general formu-
lation of electrical conductivity is the same as for crystalline materials
σ = e
∫
g()f0()µ()d (2.5)
where g() is the density of states, f0() the Fermi-Dirac distribution give
above, and µ() is the carrier mobility. Therefore, similar for crystalline
materials, the questions that must be answered in order to underpin the
transport theory for amorphous materials are: i) what is the energy spec-
trum of carrier states? and ii) What is the spatial structure of these states?
Unfortunately, these questions are challenging to answer, theoretically and
numerically, and are still answered incompletely. Therefore, in this respect,
all transport theory in disordered materials should be considered phenomeno-
logical.
It has been experimentally established that electrical conductivity has the
form of activated Arrhenius law [65, 66],
σ = σ0 exp
[
−
(
∆
kBT
)β]
, (2.6)
where ∆ is the activation energy, σ0 and β are material parameters. Several
theories have been proposed to understand this behavior [63, 64]. Among
them, the percolation-based theory proved to be able to capture many ex-
perimental measurements [67]. In this theory, electron hopping is considered
as a site percolation problem with transition probability
νij = ν0 exp
(
−2rij
α
)
exp
(
−|i − F |+ |j − F |+ |i − j|
2kBT
)
, (2.7)
where α is the localization length that could be determined from the wave-
functions, rij is the spacing between i and j sites. In this equation, phonon
absorption and site occupation have been taken into account [63]. By assum-
ing exponential density of states,
g() =
N0
0
exp
(

0
)
,
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Vissenberg and Matters calculated the conductivity as [67]
σ(n, T ) = σ0
[
pin(0/kBT )
3
(2α)3BcΓ(1− kBT/0)Γ(1 + kBT/0)
]/kBT
. (2.8)
where σ0 is a material-dependent prefactor, Bc is the number of valid bonds
per site at percolation threshold.
2.1.2 A new scattering model
Situations may arise that scattering potentials could be theoretically approx-
imated as spherical and cylindrical potentials, such as quantum dots for the
former, and the cylindrical defective areas in the Chapter 4 of this disserta-
tion. Charge scattering via a spherical potential has been derived recently
[68]. In this section I derive an expression for the scattering rate of charge
carriers by a cylindrical potential (see Figure 2.1), τD()
−1, using a similar
strategy based on partial wave analysis.
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Figure 2.1: (a) Schematic for deriving the scattering model for the
scattering with a cylindrical defective area. (b) Convergence of the
partial-wave solution to the exact solution for infinite barrier with
increasing number of partial waves Nl considered. For ka < 0.5 the S wave
(Nl = 0, l = 0) is sufficiently accurate to describe the scattering.
To begin, assuming the scattering to be elastic, kinetic theory gives
τD()
−1 = NDvσm , (2.9)
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where ND is the density of defected regions, v the carrier speed, σm the
momentum scattering cross-section,
σm =
∫ pi
0
σ(θ)dθ . (2.10)
Here σ(θ) is the differential cross section. To drive the scattering cross-
section, I apply in the following the technique of partial wave analysis.
To start partial wave analysis, one constructs the exact solution in the
form of the sum of incident and scattered components,
ψ(r)→ ψi(r) + ψS(r) , (2.11)
at r →∞, where
ψS(r) = f(k, θ)
exp(ikr)
r
, (2.12)
and f(k, θ) is the scattering amplitude for wave vector k in the scattering
direction of θ. The expansion in spherical coordinates gives
|f(k(), θ)| = 1
k
∞∑
l=0
(2l + 1) exp(iδl) sin δlPl(cos θ) , (2.13)
which only depends on the phase shift δl(k). Here Pl is the Legendre polyno-
mial of order l. The observable differential cross section can then be related
to the scattering amplitude via
σ(θ) = |f(k(), θ)|2 , (2.14)
and the cross-section can be written as
σ(θ) =
1
k2
∣∣∣∣∣
∞∑
l=0
(2l + 1) exp(iδl) sin δl
∣∣∣∣∣
2
, (2.15)
σm =
4pi
k2
( ∞∑
l=0
(2l + 1) sin2 δl −
∞∑
l=0
2l sin δl sin δl−1
)
. (2.16)
It is only the phase shifts δl(k) for each partial wave that remain to be
determined. For cylindrical square well potential with radius a,
Pl(r) = Bljl(αr) , (2.17)
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where jl is the spherical Bessel function, and
α =
(
2m(+ U0)
h¯2
)1/2
. (2.18)
The phase shifts are solutions to
tan δl =
kj′l(ka)− γljl(ka)
kn′l(ka)− γlnl(ka)
, (2.19)
γl = αj
′
l(αa)/jl(αa) . (2.20)
In the low energy limit kR  1, the first two phase shifts can be approxi-
mated as
tan δ0 = − γ0ka
2
1 + γ0a
, (2.21)
tan δ1 =
(ka)3
3
1− γ1a
1 + γ1a
, (2.22)
both of which approach to zero as ka → 0. The only contribution that
survives is l = 0, and
σm ≈ 4pia2
(
1− tanhαa
αa
)2
, (2.23)
which is spherically symmetric, as assumed above. Moreover, the scattering
time can be calculated from Equation 2.9 as
τ−1D = 4piNDa
2v
(
1− tanhαa
αa
)2
∝ a21/2 . (2.24)
An a posteriori justification of the assumed S-wave scattering, with higher-
order terms neglected, is presented in Figure 2.1 (b). In the limit of an
insulating and impermeable defective region (V0 → ∞), one can set the
boundary condition to be ψ(a, θ) = 0. By incorporating all terms, one can
arrive at the exact solution in the form of
σm =
4pia2
(ka)2
Nl→∞∑
l=0
(2l + 1)
∣∣∣∣∣ jl(ka)h(1)l (ka)
∣∣∣∣∣
2
, (2.25)
The comparison is shown in Figure 2.1 (b), where the calculated cross sec-
tion converges quickly with the number of angular terms Nl included. For
14
instance, an small error of 1.9% is introduced when ka = 0.5 with only l = 0.
Therefore, for low-energy scattering (ka 1), which is the case in this work,
one can well represent the scattering by retaining the l = 0 term alone.
2.2 Vibrational transport
This section focuses on theoretical models for vibrational energy transport.
Similar to the previous section, I will first present the existing theories in
the crystalline and amorphous limits, followed by our extended models to
low-dimensional and partially disordered scenarios.
2.2.1 Existing theories
THE CRYSTALLINE LIMIT: THE BOLTZMANN THEORY
Heat carriers in crystalline dielectrics are phonons, and phonon transport
can also be described by the Boltzmann equation [69]. The governing equa-
tion is similar to Equation 2.1 for charge transport, the difference being
the functional form of the scattering term on the right side. For crystalline
three-dimensional materials, models of phonon thermal conductivity are well-
established [70, 71, 72, 73, 74]. In 1929 Peierls formulated the lattice conduc-
tivity of bulk dielectric crystals in terms of the phonon Boltzmann transport
equation [75, 70]. Callaway, in 1959, introduced an approximate solution of
the Peierls Boltzmann equation within the relaxation time approximation,
similar to Equation 2.3, but with f0 being Bose-Einstein distribution. Call-
away’s model invoked a Debye description of solids and separately accounted
for normal and Umklapp scattering events [71]. This approach successfully
reproduced the κ vs. T measurement of germanium in low temperatures. By
further differentiating longitudinal acoustic and transverse acoustic phonons,
Holland extended Callaway’s model and achieved better high-temperature
agreement [72]. These models, and several others since then, have proven
useful for predicting phonon transport in three-dimensional crystalline ma-
terials.
In the classical theories, κıˆ, the thermal conductivity in the direction ıˆ, is
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given by a sum over contributions of all phonon modes
κıˆ =
∑
m
∑
~q
(~v(~qm)) · ıˆ)2 τ(~qm)Cph(~qm) , (2.26)
where m denotes the branch, ~q phonon wave vector, ~v(~q) = ∂ω/ ∂~q the group
velocity, τ(~q) the mode-specific scattering time, and Cph(~q) the mode-specific
heat capacity. For an isotropic solid, this becomes
κ =
∑
m
〈cos2θ〉
∫
v(ω)2 τ(ω, T )Cph(ω, T ) g(ω) dω
=
∑
m
1
d
∫
v(ω) Λ(ω, T )Cph(ω, T ) g(ω) dω , (2.27)
where g(ω) is phonon density of states, θ the angle between wave vector
~q and ıˆ, and the geometric factor 〈cos2θ〉 = 1/d arises from summing over
modes propagating in all directions. The modal heat capacity is Cph =
kBx
2ex(ex − 1)2, where x = h¯ω/kBT . In Equation (2.27), κ is written both
in terms of scattering rates, and also modal mean free paths Λ(ω, T ) =
v(ω)τ(ω, T ). Similar to charge transport, in practice, the difficulty to apply
these definitions arises from accurate determination of scattering time or
mean free path. In the diffusive regime, appropriate descriptions of scattering
times τ(ω, T ), such as those in Table I of Ref. [72], are usually obtained by
fitting experimental measurements or first-principles results.
THE AMORPHOUS LIMIT: RANDOM-WALK & HOPPING THEORY
In the amorphous limit, several theories with varying sophistications have
been developed in the literature [50, 52, 53, 51]. Among these theories,
Cahill’s model, which extended the model originally proposed by Einstein
[50] would be the most successful in terms of agreement with experimental
measurements. In the original Einstein model, the thermal conductivity in
an amorphous solid is obtained from Equation (2.27) by setting the group
velocity v = Λ/(pi/ω) and the mean free path to the mean atomic spacing
Λ =(total volume/total number of atoms)1/3. The smallness of mean free
path reflects the localized nature of vibrational energy transport in amor-
phous solids, which transport heat via short “random walk steps”. Cahill’s
16
approach for amorphous solids also uses group velocity v = Λ/(pi/ω) in Equa-
tion (2.27), but more delocalized vibrations as suggested by Debye and Slack
[76]: Λ = λ/2 = piv/ω, half of the modal wavelength λ. This model is now
widely called the amorphous limit,
κmin = kB
(
pin2
6
)1/3∑
χ
(
T
ΘD,χ
)2
vχ
∫ ΘD,χT
0
x3ex
(ex − 1)2dx , (2.28)
where ΘD,χ = vχ(6pin)
1/3h¯/kB is the Debye temperature, χ phonon polariza-
tions, n number density of atoms, then Heat in Cahill model is transported
through phonon random walks [50]. Cahill’s model yields satisfactory agree-
ment with experiment for various three-dimensional glassy materials.
At the same time, in 1990s, Allen and Feldman developed a theory of heat
transport in disordered solids [55, 51]. In their formalism, carriers in dis-
ordered materials are classified as extendons and locons. Locons are highly
localized carriers which contribute negligibly to thermal conductivity. Ex-
tendons are more delocalized carriers that do contribute, and are further
classified into two subgroups: propagons and diffusons. While propagons,
usually the lowest-frequency members, retain a propagating character and
transfer energy in a manner reminiscent of phonons, the higher-frequency
diffusons are more localized modes that transfer heat in a diffusive manner.
All together, the Allen-Feldman thermal conductivity can be expressed as
[55]
κAF =
1
V
∑
λ
cλDλ , (2.29)
where V is the volume, cλ is the heat capacity of mode λ, and Dλ its diffu-
sivity [55]
Dλ =
piV 2
3h¯2ω2λ
∑
λ 6=µ
|Sλ,µ|2δ(ωλ − ωµ) , (2.30)
where Sλ,µ is the heat current operator in the harmonic approximation [55].
Typically when the modal diffusivities in disordered systems are plotted as a
function of frequency, two transitions are observed: (i) a sudden drop at high
frequency, and (ii)a milder transition at lower frequency from a power-law
scaling regime to a constant plateau. The sudden drop at high frequency is
the mobility edge, associated with a transition from diffusons to locons. The
mild transition at low frequency represents the boundary between propagons
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and diffusons, and is often called the Ioffe-Regel transition. Note that these
terms were initially used for electron transport in amorphous semiconductors
[63].
2.2.2 Two generalized models
GENERALIZED BOLTZMANN-PEIERLS MODEL
I first present a generalized model that describes vibrational transport in low-
dimensional pristine materials. While state-of-the-art computational mod-
eling of thermal transport in low-dimensional and/or disordered materials
is now possible [77] and has revealed many insights [49, 78, 79], simplified
models that capture the physics without requiring full solutions to BTE or
atomic dynamics simulations can also be very useful [74]. Such models of-
ten give insights into essential underlying transport mechanisms and can be
used to quickly reproduce or predict important trends. Therefore, here I
formulate a generalized model to describe the thermal conductivity κ and its
temperature (T ) dependence in low-dimensional materials.
Table 2.1: Density of states g(ω), group velocity v, and cutoff frequency ωc
for modes with linear and parabolic dispersion. Here sd is the surface of
d-dimensional sphere with unit radius: sd = (2, 2pi, 4pi) for d = (1, 2, 3), and
n denotes the average atomic spacing.
Dispersion g(ω) v ωc
ω = vq (linear)
sdω
d−1
(2piv)d v 2piv
(
nd
sd
)1/d
ω = aq2 (parabolic)
sd
2(2pi)d
a−
d
2ω
d
2
−1
2
√
aω (2pi)2a
(
nd
sd
)2/d
The first consideration has been given to the convexity of phonon disper-
sions. In 3D materials, due to translational lattice symmetry in all three
directions, the dispersion curves of the longitudinal and transverse acoustic
modes are always concave. However, this is not the case for low-dimensional
materials. For instance, a two-dimensional system such as graphene, in ad-
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dition to the two in-plane branches (LA and TA), also exhibits out-of-plane
flexural modes (ZA) with parabolic, convex dispersion relation. The dif-
ference in dispersion arises from the distinct governing wave equations. For
longitudinal, transverse, and torsional branches, ∂2t φ = c
2∂2xφ where the wave
speed c =
√
M/ρ and M is the elastic modulus and ρ the density. For flexu-
ral branches ∂2t φ = a
2∂4xφ where a
2 = EI/ρAc, and EI, ρ, Ac are respectively
the flexural rigidity, density, and cross-section. With the presence of these
modes, the conventional Debye model universally assumed in three dimen-
sions can no longer be directly applied in low dimensions. In addition to
different group velocities and density of states, the physics of scattering and
thus scattering times may differ for parabolic modes. Table 2.1 gives the
density of states, group velocities, and cutoff frequencies applicable to linear
and parabolic dispersions.
For phonon branches m with linear dispersion ` and parabolic dispersion
p, from Equation (2.27) and Table 2.1, the corresponding contributions to κ
can be written as
κ` =
sd
d
kB
(2pi)d
(
kBT
h¯
)d
v1−d
∫ xc
0
Λ(x, T )xd+1ex
(ex − 1)2 dx (2.31)
=
sd
d
kB
(2pi)d
(
kBT
h¯
)d
v2−d
∫ xc
0
τ(x, T )xd+1ex
(ex − 1)2 dx (2.32)
κp =
sd
d
kB
(2pi)d
(
kBT
h¯
) d+1
2
a
1−d
2
∫ xc
0
Λ(x, T )x
d+3
2 ex
(ex − 1)2 dx (2.33)
=
2sd
d
kB
(2pi)d
(
kBT
h¯
) d+2
2
a
2−d
2
∫ xc
0
τ(x, T )x
d+4
2 ex
(ex − 1)2 dx (2.34)
The different scaling of κ with T for linear vs. parabolic dispersion shown
here is one of physical distinctions that can arise in low-dimensional systems.
Equations 2.31-2.34 will be applied to estimate the thermal conductivity of
low-dimensional pristine carbons (graphene and CNTs) in Chapter 3.
GENERALIZED ALLEN-FELDMAN THEORY
In this section, I derive a generalized model to describe the lattice thermal
conductivity of low-dimensional and disordered systems. To begin with, pro-
ceeding from the Cahill-Einstein model described above, one can substitute
the same random-walk step into the newly generalized model in Equations
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2.31 and 2.33. In this way, I can further generalize Cahill’s model to arbi-
trary dimensions for low-dimensional disordered materials with both linear
and parabolic dispersion,
κam` = pi
sd
d
kB
(2pi)d
(
kBT
h¯
)d−1
v2−d
∫ xc
0
xdex
(ex − 1)2 dx (2.35)
κamp =
sd
d
kB
(2pi)d−1
(
kBT
h¯
) d
2
a1−
d
2
∫ xc
0
x1+
d
2 ex
(ex − 1)2 dx (2.36)
Note that the original Cahill formula in Equation 2.28 for linear modes is
reproduced for d = 3. However, the κam` derived above diverges for one
dimensional glasses, which can be ascribed to the divergent integrand plotted
in Figure 2.2 (a). The divergence can be traced back to the non-vanishing
one-dimensional density of states of long-wavelength phonons near the Γ
point. Such a divergence is unphysical and is related to the large random
walk steps Λ = λ/2 = piv/ω assigned to the modes in the low frequency limit
(ω → 0) in the Cahill approach.
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Figure 2.2: (a) The integrand of κam` ,
∫ xχ
0
xdex/(ex − 1)2 dx, which
converges for d = 2, 3 but diverges for d = 1. (b) The boundary ς(x)
demarcating propagons and diffusons. The Ioffe-Regel transition occurs
around wavenumber k = 2pi/ξ.
The spirit of the Allen-Feldman theory presented above could provide a fix
to this divergence. As shown in Figure 2.2 (b), in this theory heat carriers
are categorized into propagons, diffusons, and locons (see Section 2.1.1 and
Ref. [51]). Propagons are the lowest-frequency modes that transport heat in
a manner akin to typical phonons. Therefore, treating these low-frequency
modes with diffusons that are the diffusive modes in Cahill’s model would be
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theoretically inappropriate. Moreover, quantitatively, the Ioffe-Regel bound-
ary ξ represents the wavelength of the crossover and is an important param-
eter for obtaining an accurate and descriptive theory; here and hereafter kξ
denotes the corresponding wavenumber and ωξ the corresponding frequency.
Based on these considerations, I first approximate the boundary between
propagons and diffusons by a smooth sigmoid function ς(x) = (1+e−α(x−xξ))−1,
where α and xξ = h¯ωξ/kBT represent respectively the steepness and loca-
tion of the boundary. An schematic example of this boundary is plotted in
Figure 2.2(b). Here I use Cph(x) = kBx
2ex(ex− 1)−2 as the heat capacity for
each vibrational mode. Finally, considering together the effects of disorder
and the coexistence of linear (`) and parabolic (p) modes in low-dimensional
systems, the generalized expressions for κ can be formulated as
κ =
∑
`
κ` +
∑
p
κp , (2.37)
where κ` and κp are decomposed into contributions from propagons and
diffusons so that
κ` =

sd
d
kB
(2pi)d
(
kBT
h¯
)d
v2−d`
∫ x`
0
(1− ς(x)) τ(x, T ) x
d+1ex
(ex − 1)2 dx
pi
sd
d
kB
(2pi)d
(
kB
T
h¯
)d−1
v2−d`
∫ x`
0
ς(x)
xdex
(ex − 1)2 dx
(2.38)
κp =

2
sd
d
kB
(2pi)d
(
kBT
h¯
) d+2
2
a
2−d
2
∫ xp
0
(1− ς(x))τ(x, T ) x
4+d
2 ex
(ex − 1)2 dx
2pi
sd
d
kB
(2pi)d
(
kBT
h¯
) d
2
a
2−d
2
∫ xp
0
ς(x)
x
d+2
2 ex
(ex − 1)2 dx
(2.39)
where x` and xp are the cutoff x for the linear ` and parabolic p modes,
respectively. For the propagons I leave the scattering time as-of-yet unde-
termined; for the diffusons I use the random walk step Λ = piv/ω for their
mean free path. This decomposition of carriers into propagons and diffu-
sons avoids the divergence of the Einstein-Cahill model, because the lowest
frequency modes now retain their propagon character, rather than being as-
signed a diffuson random walk step. The problem of estimating κ is now
reduced to accurately finding the boundary ξ and the propagon scattering
time τ(x). Equations 2.37, 2.38, 2.39 will be used to estimate the thermal
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conductivity of low-dimensional amorphous carbons in Chapter 3.
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Figure 2.3: Comparison of the prediction from our generalized model to
experimental results of κ vs. T for three-dimensional amorphous silica. The
isolated contributions of propagons and diffusons are also shown.
As a quick validation, I applied the model for three-dimensional amorphous
silica a-SiO2 (Equation 2.38) by comparing its prediction to experimental
measurements reported in Ref. [50]. For a three-dimensional material, there
are three acoustic branches (LA, TA1, TA2) exhibiting the usual linear dis-
persion ` (no contribution from p modes). Equations (2.37,2.38,2.39) become
κ =
∑
`=LA,TA1,TA2
κ` (2.40)
where
κ` =

kB
6pi2
(
kBT
h¯
)3
1
v`
∫ x`
0
(1− ς(x)) τ(x, T ) x
4ex
(ex − 1)2 dx
kB
6pi
(
kBT
h¯
)2
1
v`
∫ x`
0
ς(x)
x3ex
(ex − 1)2 dx
(2.41)
The parameters to be determined are the scattering time τ(x) and those of
the function ς(x) that define the propagon/diffuson boundary. Regarding
scattering time τ(x), I adopt the model of boundary scattering τB and defect
scattering τD. Phonon-phonon scattering is neglected as it is small in the
temperature range of interest (T = 0 K to 300 K). Boundary scattering is
given by τ−1B = vb(1 − p)/L(1 + p) with vb = 3/(1/vl + 2/vt) and surface
specularity p = 0. The specimen length L = 300µm [50], and transverse and
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longitudinal sound speeds are vt = 3740 m/s and vl = 5980 m/s respectively
[50]. For defect scattering [71, 72, 80] I apply Klemens’ scaling relationship
τ ∝ ωn−d with n = 3/2 as suggested by experiment [48], τ−1D ∝ ω3/2 =
Ax3/2T 3/2, and the factor A is an adjustable parameter. The total scattering
τ(x) is then given by Matthiessen’s rule τ−1 = τ−1B + τ
−1
D .
The only free parameters in our model are A and those of the function
ς(x) which set the propagon/diffuson boundary location and width. Here
I simply choose α → ∞ so that the diffuson/propagon boundary becomes
a sharp step function located at frequency ωξ, which is also an adjustable
parameter, but gives insight to the frequency ωξ at which the transition be-
tween diffusons/propagons occurs. The results are shown in Figure 2.3. The
best fit to experimental data is obtained here with A = 7.4 × 107 (kB/h¯)3/2
and ωξ = 0.25 THz. The estimate of the propagon/diffuson boundary ωξ is
not far from the ∼ 1THz estimate obtained from molecular dynamics us-
ing a modified van Beest potential for amorphous silicon [81]. Using these
parameters, the predictions of the model agree very well with experimental
data within the whole temperature range, and “the plateau” appears to be
the transition regime from propagon-dominated to diffuson-dominated trans-
port. Diffusons gain dominance as contributors to κ as T increases, due to
both the increased population of high frequency carriers and the increased
scattering of long-wavelength propagons.
2.3 Computational approaches
In this work, several numerical approaches have been implemented, such as
Green-Kubo formalism and spectral energy density analysis. Still, all simu-
lations ultimately rely on three atomic methods: density functional theory
(DFT), molecular dynamics (MD), and lattice dynamics (LD), which are
briefly summarized in the following three sections. The details of numerical
implementations, such as energy cutoff and force potential, will be presented
in separate sections.
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2.3.1 Density functional theory
According to the Hohenberg-Kohn theorem [1], all properties of a system of
atoms (ion cores and electrons) are completely determined by the ground-
state electron density n(r), which is the density that minimizes the total
energy
E[n(r)] = −1
2
N∑
i=1
∫
ψ∗i (r)∇2ψ(r)dr+
∫
n(r)Vext(r)dr
+
1
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′ + Exc[n(r)] ,
(2.42)
where ψ is the wave function, and the first term on the right-hand side is
the kinetic energy, and the second term is the coulomb energy from the
ion-electron interaction described by potential Vext, the third term is the
Hartree energy (electron-electron coulomb energy), and Exc the exchange-
correlation energy. By varying E[n(r)] with respect to a set of the single-
particle wave functions such that n(r) =
∑Occ
i |ψi(r)|2 the variational Kohn-
Sham Equation is obtained:(
−1
2
∇2 + Vext + VH + Vxc
)
ψ(r) = iψi(r) , (2.43)
where the Hartree and exchange-correlation potentials are respectively given
by
VH(r) =
∫
n(r′)
|r− r′|dr
′ ,
and
Vxc(r) =
δExc[n(r)]
δn(r)
.
The Hohenberg-Kohn theorems establish that an exact mapping exists be-
tween the true many-particle Schro¨dinger equation and an effective single-
particle equation. However, the exact nature of the mapping is unknown.
Consequently, when solving the Kohn-Sham equations in practice, the exchange-
correlation energy functional is always approximated. Nonetheless, self-
consistent solution of the single-particle Kohn-Sham equations results in the
determination of the ground state electron density n(r), and other related pa-
rameters such as structural properties and the electronic structure. All DFT
calculations employed the generalized gradient approximation (GGA) imple-
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mented with projector augmented-wave (PAW) pseudopotentials [82, 83] as
supplied in the Vienna Ab Initio Simulation Package (VASP) [84, 85].
2.3.2 Molecular dynamics
As phonon transport can be described via a classical framework in molecular
dynamics, we simulate a system of atoms by tracing each atoms trajectory
according to Newtons law,
Fi =−∇Ui = miv˙i ,
vi =r˙i ,
where U(r) is the potential energy function of the system as a function of the
particle coordinates r, v and F are velocity and forces. The above describes
theoretically the strategy of molecular dynamics (MD) [86]. The existence
of Hamiltonians in classical systems permits highly accurate numerical inte-
gration schemes. Instead of the general numerical schemes for ODEs, such
as Runge-Kutta methods, classical MD employs more accurate approaches,
known as predictor-corrector integrators and the family of symplectic inte-
grators, such as Verlet integration [86]. Classically, given the initial positions
and velocities of the particle system, we can calculate all future (or past)
positions and velocities.
Empirical potentials (or force fields, interatomic potentials) govern the
deterministic trajectory of a particle system in MD. Prototypical function-
als with free parameters have been developed for different types of chemical
bonds. These free parameters are usually fitted to ab initio calculations or
experiments. With careful parameterization, the empirical potential should
represent the energy change as a function of variations in the bond con-
figurations, such as length, angle, and bond dihedral. Therefore, the force
fields are of primary importance for dynamical simulations. Not surprisingly,
transport properties yielded from different potential could be very different.
For nonzero-temperature simulations, such as the spectral energy density
analysis in the following chapters, thermal baths (or thermostats) are nec-
essary. The key idea of thermostatting is to simulate the bathed particle
system in such a way that a canonical distribution could be obtained. In
other words, a thermostat should maintain the average temperature of the
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system, and meanwhile generate temperature fluctuations according to a
distribution typical for a canonical distribution. Examples are velocity scal-
ing scheme, Berendsen thermostat, and the more widely used Nose-Hoover
thermostat. The central idea of Nose-Hoover thermostat is to extend the
system and include the heat bath as an integral part of the system. Artificial
variables associated with artificial mass are introduced to the original ODE
systems from Newton’s law [87, 88, 86]. All the MD simulations will be run in
Large-scale Atomic/Molecular Massively Parallel Simulator(LAMMPS) [89].
It is worth noting that two restrictions implicitly underlie the classical
equation of motion. The first, known as the Born-Oppenheimer approx-
imation, assumes the electronic motions couple adiabatically with nuclei.
Although this approximation normally works sufficiently well, the other re-
lated to Heisenberg uncertainty principle (HUP) poses a problem to classical
MD calculations. If we estimate ∆E ∼ (kBT )/2 and ∆t ∼ 1/ω, HUP which
requires that ∆E∆t ≥ h¯/2 leads to (kBT )/h¯ω ≥ 1, where ω is the character-
istic vibrational frequency. In solids, this indicates that system temperature
should be greater than its Debye temperature, and accordingly quantum cor-
rections are needed when simulating low temperature [90]. Most of this work
is concerned with with problems near and higher than room temperature.
With molecular dynamics simulation, thermal conductivity κ can be calcu-
lated using the Green-Kubo formalism[86], which relates κ to the fluctuation
of heat flux,
κ =
1
kBV T 2
∫ ∞
0
〈J(t) · J(0)〉 dt (2.44)
based on the fluctuation-dissipation theorem. Here kB is the Boltzmann
constant, V volume, t time, and 〈J(t) · J(0)〉 the auto-correlation function of
heat current J calculated from molecular dynamics simulations. In this work,
the integral is considered converged once the statistical errors fall within 5%
of the absolute values.
2.3.3 Lattice dynamics
While molecular dynamics simulates atomic motions in the real space, lattice
dynamics represents atomic vibrations in the reciprocal space. In the realm of
lattice dynamics, atomic motions are described as harmonic traveling waves.
Each wave is indexed by its wavevector q and frequency ω. The approach
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of lattice dynamics is an eigensystem analysis procedure. In other words, to
determine all the vibrational modes, one starts from the lattice energy,
E =
1
4
∑
n,n′
∑
j,j′
φj,j
′
n,n′(un,j − un′,j′)2 =
1
2
∑
n,n′
∑
j,j′
un,jΦ
j,j′
n,n′un′,j′ ,
where φj,j
′
n,n′ is the differential of individual bond energy with respect to the
displacement j-th atom in the n-th unit cell, and Φj,j
′
n,n′ is the differential of
lattice energy with respect to atomic displacements. Writing the plane-wave
eigenmodes in the form of
un,j(t) = u˜j exp (i(kna− ωt)) ,
and substituting into Newton’s equation, the eigen-system can be obtained
ω2ej =
∑
n′,j′
1√
mjmj′
Φj,j
′
n,n′ exp (ik(n
′ − n)a)) ej′ .
This can also be written in the matrix form
ω2e = D(k) · e
where
e =

...
ej
...

and
Dj,j′(k) =
1√
mjmj′
∑
n′
Φj,j
′
0,n′ exp (ik · (r0,j − rn′,j′)) .
At this point, it is clear that the vibrational frequency ω2 is the eigenvalue
of D(k) for the eigenvector e. Since the matrix is hermitian, efficient and
stable diagonalization approaches are readily available.
With the obtained eigensystems, one can analyze further the vibrational
modes. For instance, to measure the degree of spatial localization of a vibra-
tional mode λ, one can calculate its participation ratio (PR) pλ [91, 51, 92],
1
pλ
= N
∑
i
(∑
α
ε∗iα,λεiα,λ
)2
, (2.45)
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which is a measure of the fraction of atoms that participate in the vibrational
mode λ. The participation ratios for perfect crystal modes are generally
higher than for the disordered systems. For instance, for a typical phonon
with a well-defined wave vector, all or most atoms participate in the vibra-
tions and the participation ratio is unity, or close. For a fully delocalized
mode it can be as low as O(1/N).
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Chapter 3
UNCORRELATED STATIC DISORDER:
LOW-DIMENSIONAL CARBONS
In this Chapter, I study two types of low-dimensional carbonaceous ma-
terials: i) two-dimensional graphene/hexagonal boron nitride superlattices
(G/hBN); and ii) one-/two-dimensional amorphous carbons. I start from
presenting the results of ordered G/hBN superlattices to demonstrate how
symmetry-breaking in atomic configuration could modify thermal carriers,
phonons in this case. Disorder will be introduced with progressive complex-
ity in the remaining thesis. Phononic transport in regular superlattices will
be compared with non-phononic transport in all other sections, thus laying
the basis for the following sections on disordered materials.
The contents in this chapter are adopted from these recent publications:
T. Zhu and E. Ertekin, Physical Review B 90 (19), 195209 (2014); Physical
Review B 91 (20), 205429 (2015); Physical Review B 93 (15), 155414 (2016);
Nano Letters 16 (8), 47634772 (2016).
3.1 Overview
In the first section, I will focus on two-dimensional G/hBN superlattices.
Using molecular dynamics and lattice dynamics (see Chapter 2), I will in-
vestigate phonon conduction on two-dimensional G/hBN superlattices with
varying periods and interface structures. As the period of superlattice in-
creases to a critical value near 5 nm the lattice thermal conductivity drops
sharply to a minimum, and beyond that it smoothly increases with the pe-
riod. I will show that the minimum in the thermal conductivity arises from
the competition between lattice dispersion and anharmonic interface scatter-
ing. The initial reduction of thermal conductivity can be partially accounted
for by harmonic wave effects induced by interfacial modulation, such as the
opening of phononic band gaps and reduction of group velocity. Beyond the
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minimum, reduced inelastic interface scattering is responsible for the recov-
ery. A universal scaling of the thermal conductivity with total superlattice
length is found, suggesting that the critical period is independent of total
length and that long-wavelength phonons are dominant carriers. In the end,
I will introduce disorder to the interfaces, and demonstrate the ultrasensitiv-
ity of thermal conductivity to interfacial defects and periodicity disorder.
The second section deals with low-dimensional amorphous carbons, repre-
senting the other limit of vibrational transport. Using amorphous graphene
and glassy diamond nanothreads as prototype systems, I will establish how
the presence of structural disorder affects vibrational energy transport in low-
dimensional, but disordered, materials. Modal localization analysis, molec-
ular dynamics simulations, and a generalized model together demonstrate
that the thermal transport in these materials exhibit both similarities and
differences from three-dimensional disordered materials. Similar to three di-
mensions, these low-dimensional disordered systems exhibit both propagating
and diffusive vibrational modes. In contrast to three dimensions, however,
the reduction of thermal conductivity in low-dimensional disordered systems
is rather mild. The mild reduction arises from the presence of low-frequency
vibrational modes that maintain well-defined polarizations, and help preserve
the thermal conductivity in the presence of disorder. On the other hand, also
different from three-dimensional materials, the contribution of diffusons to
thermal transport in these low-dimensional systems is shown to be negligible,
which can be related to the inherent differences in the recurrent nature of
random walks in lower dimensions.
3.2 Graphene/hBN superlattices
In this section, I will first present the MD results of thermal conductivity,
and identify relevant length scales governing phonon transport in ideal su-
perlattices. These superlattices have well-defined periodicity, and serve to
be control systems for disordered materials. As external strain reduces the
original lattice symmetry and can tune material properties, I then study the
strain effects for the ideal superlattices. Following this, I introduce the de-
scriptions of interface effects applicable to the different regimes, and switch
to non-ideal superlattices with rough interfaces and random pitch length.
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Figure 3.1: (a) Schematic of a five-period G/hBN superlattice with P = 2
unit cells and L = 5 unit cells, where a unit cell has dimensions 0.246 and
0.426 nm parallel and perpendicular to the interface, respectively. Inset is
the reciprocal space; (b) Temperature profile of G/hBN superlattice with
L = 700 unit cells and P = 140 unit cells, which corresponds to local
Knudsen number KnBN ≈ 7, KnC ≈ 10, and thus phonon flow is in the
transition regime.
For these analyses, two simulation methods are implemented: non-equilibrium
molecular dynamics (NEMD) and lattice dynamics (LD). For all these cal-
culations, Tersoff potentials [93] are employed for both graphene and boron
nitride. The harmonic portion of the empirical potential is extracted and
used to generate the LD results. For both materials, the parameterization
of Lindsay and Broido [94] are adopted. This parameterization has been
optimized for descriptions of thermal properties. Tersoff’s mixing rules [93]
are applied to describe the interactions between C and B/N atoms at the
interface. As depicted in Figure 3.1(a), the computational supercells consist
of superlattices with regularly spaced graphene and hBN segments separated
by zigzag interfaces. Periodic boundary conditions are applied to all simula-
tion cell boundaries in each case. Thermal conductivity is calculated in the
direction perpendicular to the interfaces, as a function of the period P and
the total superlattice length L. Here P and L are integer numbers of unit
cells, and a “unit cell” is defined in Figure 3.1(a).
The NEMD simulations are implemented in LAMMPS [89]. All structures
are initially relaxed and then thermalized at 300K for 0.1 ns with Nose-
Hoover thermostats. After equilibration, the thermal conductivity of each
superlattice is determined using the Ikeshoji-Hafskjold approach [95]. In this
approach, two heat baths (each 200 unit cells long) are established at the
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beginning and middle of the computational domain, and G/hBN superlat-
tices are inserted in between. Figure 3.1(a) shows half of such a domain. A
constant heat flux Q from the heat source to the sink is established in the
simulation cell, resulting in a temperature profile ∇T as shown in Figure
3.1(b). A time step of 0.1 fs and 3.35 A˚ thickness are used to determine
thermal conductivity κ via Fouriers law Q = κ∇T .
3.2.1 Phononic transport: coherent interference versus
interface scattering
The NEMD results of the thermal conductivity for G/hBN superlattices with
different total lengths L are shown as a function of the superlattice period P
in Figure 3.2(a). Total lengths of L = 300, 500, 700, and 1000 unit cells (as
defined in Figure 3.1) are considered. For each total length L, the period P
varies from ultra-short (P = 2 unit cells) to P = L/2 unit cells. To begin, for
reference, the thermal conductivities of graphene and boron nitride are∼2300
W/mK and ∼1200 W/mK respectively from our NEMD results (not shown
here explicitly, with length L=1000 unit cells). From Figure 3.1(a), it is clear
that the overall superlattice thermal conductivities are noticeably reduced
from the parent materials. The thermal conductivities of superlattices of the
same length have thermal conductivities of 400-600 W/mK depending on
the period P . In addition, the overall thermal conductivity in Figure 3.2(a)
increases as the total length L increases, irrespective of the period P of the
superlattices.
An obvious feature in Figure 3.2(a) is the existence of minimum in the
thermal conductivity, independent of total superlattice length L, around a
superlattice pitch P of 10-20 unit cells (4-8 nm). For fixed length L, as the pe-
riod P grows, the calculated thermal conductivity initially decreases sharply
for short-pitch superlattices, but then undergoes a relatively smooth increase.
The presence of such minimum in thin-film and nanowire superlattices has
already received considerable attention in the literature. Nevertheless, sev-
eral theories have been proposed to account for this nontrivial trend, from
different perspectives. For example, Simkin and Mahan [57] attributed it to
the competition between wave and particle nature of the transport, while
Jiang et al. [58] explained to be the diminution of wave tunneling versus
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Figure 3.2: Thermal conductivity of ideal G/hBN superlattices: (a)
molecular dynamics results for varying P and L, minima occur at
Pc = 1020 unit cells; (b) thermal conductivity normalized by respective
minima, showing a general valley trend and thus signifying universal critical
length scales: coherence length λ ≈ 14± 4 unit cells and mean free path
G ≈ 1400 unit cells; (c) thermal conductivity versus total length L, where
linear dependence indicates the ballistic nature of predominant carriers.
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the number of confined phonon modes. Venkatasubramanian [27] observed
this behavior as well and interpreted it as an effect of phonon localization.
It is interesting to note that these explanations sometimes arrive at different
qualitative predictions, such as the characteristic length scale where the min-
imum occurs, and its dependence on carrier mean free paths and superlattice
total lengths. In our case, the minimum always occurs at periods of P =
10-20 unit cells, independent of the total length L of the superlattices. Addi-
tionally, as shown in Figure 3.2(b), normalizing the results by the minimum
thermal conductivity collapses the data in Figure 3.2(a) into a single curve,
which reveals a consistent scaling in the thermal conductivity.
To understand the transport physics underlying the observed trends, in
addition to the total length L and the superlattice period P , I start from
identifying several additional length scales intrinsic to material properties.
These are the phonon coherence length λ, and the local and global mean free
paths Λ(l, g). Among them, the coherence length is the length scale below
which the wave nature of phonons become important relative to classical
effects of particle nature, while the mean free path describes the average
phonon flight distance before scattering. With the latter, one can define the
phononic Knudsen number,
Kn = Λ/Lc , (3.1)
where Lc is a characteristic length of the system. Categorization to the nature
of “fluid” flows are typically given by Kn > 10 for ballistic flow and Kn <
0.01 for diffusive flow [96]. While phonons carry heat and transfer energy
between boundaries without inter-phonon collisions in the ballistic regime,
they usually encounter multiple scattering before delivering heat between
boundaries in the diffusive regime. In the intermediate transitional regime
(i.e., 0.01 < Kn < 10), both ballistic and diffusive natures coexist and
compete. More details could be found in Ref. [97].
The local versus global perspectives considered above suggest that the
dominant heat-carrying global phonons propagate heat ballistically without
sensing the interfaces and determine the overall scale of the superlattice ther-
mal conductivity (250-600 W/mK), which is substantially reduced from the
parent materials (1200 W/mK for hBN, 3000 W/mK for graphene). On
the other hand, the detailed features of the thermal conductivity in Figure
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3.2(a,b), including the emergence of the minimum, result from the fine-tuning
by the localized phonons that do sense the interfaces. It is interesting to note
that the ratio of global and local Knudsen numbers would quantify the im-
pact of these localized phonons.
This perspective can also help shed some light on the recent suggestions
that the thermal conductivity of low-dimensional systems may diverge as
the total length increases [98]. Such a divergence on two-dimensional sus-
pended graphene has been recently reported, despite the presence of heat
baths. Although the mechanism for such a divergence is still under debate in
the literature [99], it could be related to the weak anharmonic scattering in
comparison to the contributions to the heat conduction by long wavelength
low-frequency phonons that are activated as the system size increases. It may
also be related to contributions from the high density of states of the long-
wavelength ZA modes that become activated as the sample size increases.
Note that there is no discernible leveling off of the calculated conductivity
in Figure 3.2 (c). Although it is possible that for our systems the superlat-
tice conductivity may diverge, it is however difficult to assess the possibility
of a divergence numerically. As described above, if it exists, the conver-
gence of thermal conductivity for the pure materials would start emerging at
L ≈ 140000 unit cells (Kn ≈ 0.01), which requires computational domains
that are prohibitively large.
INTERFACE EFFECTS
Having established the important length scales in these superlattices, I now
take a more detailed look at the role of interfaces on thermal conductivity.
In general, interfaces can play two roles: i) they are sources of inelastic
scattering, and ii) they introduce harmonic modulation. The former has
been well documented in literature and mostly studied via the Boltzmann
equation, while the latter reflects changes to the phonon dispersion spectrum.
In fact, the latter can be viewed as an elastic scattering effect. I consider
both effects in the following.
To the left of the minimum in Figure 3.2(b) where wave effects are impor-
tant, the dominant role played by the interfaces are expected to arise from
wave interference effects. In other words, the periodic superlattice struc-
ture modifies the lattice dispersion relationship, which dominant short-pitch
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Figure 3.3: (a) Lattice dynamics results of modified dispersion curves of
ideal G/hBN and (b) spectral contribution to heat conductivity for varying
periods. Increasing the pitch results in phonon band gaps and reduced
group velocities, inducing a reduction of thermal conductivity, as shown in
(b) inset, where MS means Simkin and Mahans model [57].
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superlattices. Lattice dynamics (LD, see Chapter 2) provides a viable tool
to study ballistic transport, and the results are summarized in Figure 3.3.
Figure 3.3(a) shows the dispersion relationships calculated from LD for su-
perlattices with two different periods: P = 1 and P = 50. The folding of
Brillouin zone and wave interference can be observed in these dispersion rela-
tionships. Once the dispersion relationships are established, the total thermal
conductivity is calculated as a sum of the contributions over all modes ξ. The
modes in Figure 3.3(a) are colored according to their spectral contribution
to the total thermal conductivity given by
κξ =
vgx
2ex
(ex − 1)2 , (3.2)
where x = h¯ω/kBT , and vg = ∂ω/∂k is the group velocity. A more detailed
analysis showing the spectral contribution is presented in Figure 3.3(b) for
superlattices of pitch P = 1, 2, 4, 10, and 50. Here, the opening of band
gaps can be easily identified, and the number of gaps increases with increasing
pitch P .
The total thermal conductivity calculated from the sum is shown in the
inset of Figure 3.3(b), both when all modes are uniformly excited (Simkin
and Mahan, or MS Model, Ref. [57]) and according to the Bose Einstein dis-
tribution (BE). The LD thermal conductivity initially drops as the pitch in-
creases. The captured drop arises from the dominant wave nature of phonons
and changes to the phononic band structure, ultimately causing spatial con-
finement of phonons and suppression of group velocity as originally described
by Simkin and Mahan [57]. However, in comparison to the NEMD results,
a minimum is missing in the LD results. The difference between the NEMD
and LD results, namely the recovery of the thermal conductivity beyond the
minimum, implies the critical role of anharmonic processes.
To account for the recovery, anharmonic effects due to intrinsic Umklapp
damping and interfacial scattering that are not captured by LD are necessary.
Both of these can be identified from the NEMD results in Figure 3.2(b): the
former from the thermal gradients within a given superlattice pitch, and the
latter from the jumps at the interfaces. When superlattice period P grows,
interfaces become sparser and interface scattering attenuates, which in turn
leads to the increase of thermal conductivity [15, 23]. In comparison to wave
effects, interfacial scattering in the particle regime is more straightforward
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and most applicable to long-pitch superlattices. In these cases, an interface
represents a clearly defined border between two distinct materials.
Based on these considerations, I now estimate the total superlattice ther-
mal conductivity as the total contribution from both local and global phonons,
kSL = kl+kg. Here the conductivity for the global phonons can be expressed
from the kinetic description,
kg(L) = CgvgL ∝ L . (3.3)
This is valid when L Λg, which is valid for all our calculated systems. On
the other hand, the contribution of localized phonons κl(P ) can be modeled
by considering the graphene and hBN subdomains as resistors in series. Each
superlattice of length L and period P consists of (L/P ) integer units of
G/hBN sub-domains and two interfaces. Therefore, the total resistance R0
of the superlattice can be written as
R0 =
L
P
(RG +RBN + 2RI) ,
where RG, RBN , and RI are respectively the resistance of the graphene, boron
nitride subdomains and the interface. The resistivity is
R0
L
=
1
P
(RG +RBN + 2RI) ,
and inverting gives the conductivity due to local phonons,
kl =
1
RG/P +RBN/P + 2RI/P
.
Notice that the thermal resistivity within a subdomain is ρG = 1/κG =
RG/(P/2), ρBN = 1/κBN = RBN/(P/2), the above equation can be rewritten
as
kl = 2 (1/kG + 1/kBN + 4RI/P )
−1 .
In the near-ballistic transitional regime where P  Λl, based on the kinetic
definition of thermal conductivity, kG ≈ CGvGP and kBN ≈ CBNvBNP , the
local conductivity can be finally written as
kl =
2P
1
CGvG
+ 1
CBNvBN
+ 4RI
= βP . (3.4)
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Summing the global and local contributions in Equations 3.3 and 3.4, the
total thermal conductivity can be kSL = kg + kl = αL + βP . This result is
interesting, which suggests the thermal conductivity increases linearly with
both total length L and pitch P in the particle regime. These linear relation-
ships with period P and length L are evident in Figures 3.2(a) and 3.2(c)
respectively. In Figure 3.2(a), the observed near-linear relationship with P
for large P beyond the minimum is thus consistent with the recovery of the
thermal conductivity as a result of reduced interfacial scattering.
model
Figure 3.4: Comparison of normalized thermal conductivity calculated via
NEMD and LD. The initial reduction of the thermal conductivity arises
from wave effects, while reduced interfacial scattering is responsible for the
recovery. The interface scattering model shown here is fitted to the NEMD
results, using an interfacial conductance of 1/RI = 2.562× 109 /m2 K.
Although increasing the pitch P leads to an enhancement of thermal con-
ductivity according to Equation 3.4, the rate of increase should eventually
slow down as the interfaces become sparser. In this case, phonon-phonon
scattering within each subdomain intensifies till the transport becomes fully
diffusive. This situation violates the condition P  Λl assumed above. In
Figure 3.2(a), the leveling off for the largest P > 200 unit cells is apparent for
longer length superlattices (L = 700, 1000 unit cells). With Equation 3.4 and
fitting to our NEMD results, the interfacial conductance can be estimated
to be 1/RI = 2.562 × 109 W/m2 K. To sum up, I illustrate in Figure 3.4
the thermal conductivity as the result of harmonic modulation effects (LD
results) and interfacial scattering (interface scattering model). This is an
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interesting demonstration that the combination of discreteness (dispersion)
and nonlinearity (anharmonicity) results in intriguing transport phenomena.
Similarly, more exotic effects such as discrete breathers and solitons on su-
perlattices might also possibly exist, which would be directions for future
investigations.
3.2.2 Strain effects
More than the compositional patterning shown in superlattices, strain has
been shown to be an effective way to break intrinsic lattice symmetry, thereby
tuning material properties. In this section, I use non-equilibrium molecular
dynamics (NEMD), equilibrium molecular dynamics (EMD), lattice dynam-
ics (LD), and the Boltzmann transport equation (BTE), to understand how
strain influences thermal transport in 2D materials. To apply strain, materi-
als of natural length L0 are stretched in the direction normal to the interface,
defined as x, to a length L. The total strain is defined as xx = (L−L0)/L0.
More details could be found in Ref. [100].
As a function of the tensile strain xx, Figure 3.5(a-c) compares κ obtained
from both NEMD and BTE for graphene, hBN, and G/hBN. Here the total
lengths are L0 ≈ 215 nm, and the Boltzmann solutions are obtained without
including anharmonic scattering effects in the relaxation times: only bound-
ary scattering τ = L/v for each phonon is incorporated. In comparison to
silicene that was previously reported also from NEMD, [101] the lattice con-
ductivities of graphene, hBN, and G/hBN behave very differently. At small
strains, κ of graphene appears relatively insensitive, while that of hBN and
G/hBN increases markedly. At larger applied strains, κ for all three sys-
tems decreases. As plotted in Figure 3.5(a-c), κ from NEMD coincide well
with those from the Boltzmann solution, particularly good in the low-strain
regime. The reason for this observation has been discussed in Ref. [100].
To compare the sensitivity to strain in the three systems, I normalize
the conductivities by respective unstrained values in Figure 3.5(d). Overall,
the superlattice exhibits the strongest sensitivity, followed by hBN, and then
graphene. At small strains, while κ of hBN and G/hBN increases with strain,
graphene appears to be relatively neutral, with variations within 5% of the
unstrained value. For the superlattice, κ first increases up to strains xx ∼ 7%
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Figure 3.5: Thermal conductivity versus strain for (a) graphene, (b) boron
nitride, and (c) G/hBN superlattices, all with total length L0 = 215 nm.
The solid lines represent numerical BTE calculations, while the dashed lines
indicate NEMD results. While graphene is initially insensitive to strain, BN
and G/hBN become increasingly conducting under small strains; for all
systems the conductivity then decreases under large strain. In (d), the
NEMD results are normalized to compare the relative sensitivities of all
systems, and for comparison to previously reported results for silicene.
41
and then begins to decrease, giving a volcano shape. The non-monotonic re-
sponse contrasts with the monotonically increasing trend reported for silicene
[101], and contrasts starkly with the well-documented reduction with tensile
strain typically reported for NEMD simulations of 2D materials [102, 103].
A similar non-monotonic relationship was reported in Ref. [104], but in this
case the initial increase was attributed to the relaxation of an initially buck-
led configuration. This explanation does not apply to the materials in this
work though, since all systems are initially equilibrated before application of
strain.
To explore the physics that gives rise to the non-monotonic dependence
in Figure 3.5, I will again revoke the ballistic versus diffuse nature of the
phonon flows. To determine the nature of the flow for the L0 = 215 nm
systems in Figure 3.5, it is necessary to obtain an estimate of the phonon
mean free path Λ. For this, I employed molecular dynamics to extract long-
ranged and short-ranged phonon relaxation times, and showed that as the
strain increases Kn decreases monotonically from Kn ∼ 15 to Kn ∼ 0.4
(pure graphene and hBN systems exhibit similar trends) [100]. This observed
change in Kn is consistent with the deviation between MD and BTE results
in Figure 3.5. Since inter-phonon collisions are not accounted for in the
BTE analysis, the two techniques give similar results at small strains where
collisions are not significant, but deviate from each other at larger strains
where phonon scatterings are dominant.
To provide further insights to the strain effects, I now analyze individual
modes in these materials. Figure 3.6(a-c) shows the phonon dispersions from
LD for graphene, hBN, and G/hBN under varying strains. Here the acoustic
branches are labeled according to their character (i.e., LA, TA, and ZA). As
indicated by the arrows in Figure 3.6(a-c), a competition between softening
of the LA modes and stiffening of the ZA modes occurs as strain increases.
This manifests as the drop in LA frequencies and the increase in the ZA
frequencies, and corresponding changes to their group velocities. Taking hBN
for example, the sound speed of the LA modes is reduced by ∼ 1% at ∼ 10%
applied strain, and ∼ 17% at ∼ 15% applied strain. Meanwhile, the group
velocity of ZA mode is enhanced by a factor of ∼ 7.5 and ∼ 9 at the same
strains. In comparison to the behavior of the LA and ZA modes, Figure
3.6(a-c) shows that the TA modes here appear less sensitive to strain. In
Figure 3.6(d-f), I decompose the total κ into different phonon polarizations.
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Figure 3.6: (a-c): The phonon spectrum of (a) graphene, (b) hBN, and (c)
G/hBN demonstrate that increased strain leads to reduced frequencies of
LA modes and increased frequencies of ZA modes, while TA modes remain
almost unchanged. The arrows indicate the trends for increasing strain, and
the colors denote different mode families: blue (LA), orange (TA), and
green (ZA). (d-f): The spectral decomposition for the three systems
respectively shows the competition between LA and ZA modes. Here colors
indicate the applied strain. Note that in (f) mode family differentiation has
not been carried out for G/hBN due to multiple zone folding, but the modes
are approximately categorized by their relative contributions as indicated in
the inset. In all cases, while the ZA contribution increases with strain, the
LA contribution decreases. The competition between LA softening and ZA
stiffening accounts for the variations of overall thermal conductivities.
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The decomposition shows that the contribution of ZA modes increases with
the strain, while that of LA modes decreases.
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Figure 3.7: Schematic of strain dependence, the results of G/hBN being
shown here. Strain facilitates the crossover from ballistic-dominant to
diffusive-dominant transport of long-range phonons. These two regimes are,
respectively, dominated by flexural stiffening and longitudinal softening.
A summary of the above analysis is illustrated in Figure 3.7, where the
effects of strain are categorized into harmonic (out-of-plane stiffening ver-
sus in-plane softening) and anharmonic (intrinsic versus interficial scattering
intensity). It is interesting that this analysis of the LA, TA, and ZA con-
tributions at different strains can also explain the non-monotonic trends in
Figure 3.5. Take G/hBN for instance, by summing the total contributions
over all modes, the maximum enhancement in κ of the superlattice is 32.9%
and occurs at a strain of 7%, which is in very close agreement to NEMD re-
sults in Figure 3.5(c). Note that there are some differences in the magnitude
of κ, since LD results do not include scattering and in general are expected
to give larger thermal conductivities.
3.2.3 Quasi-periodic and rough-interface superlattices, CBN
alloys
It could be challenging to realize chemically sharp interfaces shown above
in laboratories. Instead, disorder in pitch length and interfacial roughness
would very possibly exist. How interface disorder changes lattice conduc-
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tion could be both theoretically and piratically interesting. For instance, it
is intriguing to notice that the conductivity minimum demonstrated above
seldom appeared in published experimental works (except Ref. [61]), despite
numerous theoretical and computational predictions did. This is often at-
tributed to the presence of additional scattering mechanisms such as defects
at the interface (e.g., misfit dislocations) that could remove the minimum.
In general, how the interfacial imperfections affect lattice conductivity has
not been revealed. Therefore, these G/hBN superlattices with imperfect in-
terfaces provide an ideal starting point for this thesis to study how disorder
influences lattice conductivity.
Therefore, I have calculated the situations with the presence of interfa-
cial defects and periodicity disorder. The results are summarized in Figure
3.8, where the green line in Figure 3.8(a) shows the thermal conductivity
when interfacial 7-5 defects are present. Due to the 2% lattice mismatch be-
tween graphene and boron nitride, these 7-5 “misfit dislocations” may form
at the interfaces (see Figure 3.8(b)). The thermal conductivities of these
irregular superlattices are substantially reduced from the ideal analogues.
For instance, the lattice thermal conductivity at the minimum reduces more
than 4 times compared to ideal cases. It appears that the strain fields associ-
ated with the dislocations themselves introduce extraneous phonon scattering
mechanisms and enhance interfacial resistance. Additionally, if such interfa-
cial defects are present, the minimum will be difficult to resolve, leading to
a thermal conductivity that mainly increases with increasing P .
I have also considered the effects of periodicity disorder in pitch length.
Figure 3.8(a) also shows that the disorder in P also removes the conductivity
minimum. The “pseudo-periodic” superlattices, in which I introduced a ±1
atom layer random perturbation into P , are also calculated in this work and
shown in Figure 6(c). It can be seen that slight disorder in P can effec-
tively dissolve the conductivity minimum. Therefore, even if the interfaces
are defect-free, imperfect periodicity could result in a thermal conductivity
increasing monotonically with period. Moreover, the thermal conductivity
of these pseudo-periodic G/hBN superlattices spans between the ideal and
alloy limit. Therefore, considering the challenges in the fabrication of atom-
ically sharp interfaces with perfect periodicity in low-dimensional materials,
it should be difficult for experiments to achieve such a thermal conductivity
minimum. However, in the other limit, amorphous low-dimensional materi-
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Figure 3.8: Three disordered superlattices, including those with (a)
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Thermal conductivity of disordered G/hBN materials with increasing
period P .
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als have been successfully synthesized in laboratories, [105, 106] which will
be considered with more details in the following section.
3.3 Amorphous graphene and carbon nanotubes
During the past few years, several developments have bridged the previ-
ously disparate fields of low-dimensional and disordered materials. One of
these developments is the successful synthesis of one-dimensional “diamond
nanothreads” in laboratory [105]. These nanothreads, illustrated in Figure
3.9(a,b), are made of hydrogenated (3, 0) nanotubes filled with a distribu-
tion of Stone-Wales defects at high density. These defects introduce a set
of 5|7|7|5 rings in the otherwise hexagonal lattice, and are shown in Figure
3.9(a). Another development is the emergence of “amorphous graphene”,
which is a two-dimensional sheet that maintains sp2 bonding order, but con-
tains a random distribution of rings of different sizes varying from 4-8 atoms
[106]. Figure 3.9(c,d) depicts such a system. Relatedly, nanoporous graphene
has also recently been synthesized, and proposed for use in water desalination
[44]. In this work I use both glassy diamond nanothreads and amorphous
graphene as examples, in order to understand how disorder affects vibrational
transport in low dimensions.
3.3.1 Characterization of thermal carriers
To begin, I have applied two different approaches to generate the atomic
models for these disordered systems. For diamond nanothreads, C-C bonds
in a pristine hydrogenated (3,0) carbon nanotube are randomly selected, and
then enforced a Stone-Wales transformation [107] (see Figure 3.9 (a)). The
radial distribution functions g(r) corresponding to systems with Stone-Wales
defect densities of 5%, 20%, 50%, and 75% are shown in Figure 3.9(b), and
are in good agreement with previously reported results [105]. For the follow-
ing analysis I use 8 nm long DNT segments, and consider defect densities
of 20%. The sample with a 20% defect density corresponds to four random
bond rotations in the 8 nm segment. This defect density leads to a radial
distribution function that best matches the experiment [105] and also is the
same as that used in Ref. [107]. On the other hand, amorphous graphene is
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Figure 3.9: (a) Structural model of a diamond nanothread with 20%
density of Stone-Wales defects, and (b) radial distribution functions for
diamond nanothreads with varying defect densities. (c) Structural model of
amorphous graphene, which maintains sp2 bonding order. (d) Radial
distribution functions of 2D pristine and amorphous graphene. The loss of
long-range order can be observed in the radial distribution function for
both disordered materials.
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generated via a procedure outlined in Ref. [108]. In this approach, pristine
samples are firstly melted into 2D carbon gases at 4500 K, then quenched to
a target temperature in 1 ns, which is followed by a Nose-Hoover thermostat-
ting for 0.5 ns. The resulting amorphous graphene buckles spontaneously to
relieve residual stresses, as shown in Figure 3.9(c), where the color denotes
the relative buckling height. These samples maintain the sp2 connectivity
as in graphene, and thus are different from those generated, for example, by
introducing vacancies [109], in which dangling bonds are present.
Before showing the results, it should be mentioned that separate empirical
potentials are adopted in 1D and 2D, hence the two set of results presented
for 1D and 2D in this work cannot be directly compared to each other.
To describe the interatomic interactions, I selected the optimized Tersoff
potential [94] for the 2D systems (graphene and amorphous graphene) and
the AIREBO[110] model in the case of 1D systems (the hydrogenated (3,0)
carbon nanotubes and diamond nanothreads). The choice was made in order
to enable comparisons between our results and those published earlier in the
literature [111, 112, 113]. The Tersoff potential for 2D carbons was optimized
to improve the description of acoustic phonon group velocities and thermal
properties of sp2 carbon materials and is expected to describe our pristine and
amorphous graphene samples well. Meanwhile, although the two potentials
are related, AIREBO potential usually suppresses phonon group velocity
and thus generally underestimate thermal conductivity. For instance, the
thermal conductivity of a 200 nm long (10,10) carbon nanotube according
to non-equilibrium molecular dynamics from AIREBO can be ∼3.6 times
lower than that from optimized Tersoff [114]. Detailed comparisons of the
potentials are available in the literature [113, 114, 115].
Despite of the difference in potential functionals, the characterizations of
thermal carriers below are expected to be generally valid, since they are
mostly determined by atomic structures. In the following, for the character-
izations I resolve all the individual vibrational modes using LD (see Chapter
2, and more details in Ref. [116]). For each mode, three aspects will be
discussed: i) the localization of vibrational modes; ii) randomness of their
polarizations; and iii) modal diffusivity of each mode.
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VIBRATIONAL LOCALIZATION
The first metric to characterize the vibrational modes is the degree of local-
ization in real space. As discussed before, vibrational modes in disordered
materials could be highly localized. I have quantified the modal participa-
tions (PRs, see Equation 2.45) for all the modes in glassy diamond nanoth-
reads and amorphous graphene, which are illustrated in Figure 3.10(a,b).
Here the PRs shown for diamond nanothreads are for the case with 20%
defect density. The PRs for the system with 50% defect density are similar
and can be found in Ref. [116]. For comparison, I have also presented results
of their crystalline counterparts, the pristine graphene and a hydrogenated
(3,0) carbon nanotube. For these crystalline materials, their PRs vary be-
tween 0.6 and 1 for the ordered nanothreads and it is uniformly equal to one
for graphene (see Figure 3.10).
The presence of structural disorder alters modal PRs for both diamond
nanothreads and amorphous graphene. For most frequencies the PRs are
reduced to approximately 0.4-0.6 for both disordered systems. Only for fre-
quencies >40 THz, the PRs drop below 0.4, which is close to the Debye
vibrational cutoff frequency (∼ 45 THz). This is similar to previous analysis
for three-dimensional disordered silicon [55, 51], for which the PRs were sim-
ilarly suppressed and a sharp drop in PR occurred at frequencies > 17 THz
[55, 51], close to the corresponding Debye vibrational cutoff frequency (∼ 19
THz). Examples of both localized and delocalized vibrational modes for di-
amond nanothreads and amorphous graphene are shown in Figure 3.10(c,d),
where distinct spatial spans can be observed in each case. It is clear from
these figures that characteristically the modes with PR around 0.4 − 0.6
remain reasonably delocalized [55, 51].
POLARIZATION RANDOMIZATION
To provide further insight into the characteristics of the vibrational modes
in the amorphous samples, I have considered the polarizations of each mode
[55, 51, 92]. As a material becomes disordered, the directions of the atomic
vibrations of a given mode λ become less wavelike and well-defined. The
elements in polarization vectors are randomized. This loss of polarization
and definition of wavevector can be captured by the polarization sphere,
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which is a plot of the normalized direction of vibration of all atoms i of the
eigenvector εiα,λ for the mode λ in the α direction. Formally the polarization
sphere shows eiα,λ, the projection of the modal eigenvectors εiα,λ onto unit
spheres for all atoms i,
eiα,λ =
εiα,λ∑
α
(
ε∗iα,λεiα,λ
) . (3.5)
In a pristine crystalline material, the normal modes are all conventional
phonon modes, the well-defined plane waves possessing well-defined polar-
ization. For example, for a ZA mode in crystalline graphene, all atoms os-
cillate along the eˆz direction, and each atom i has a unit polarization vector
component of ±1 in the eˆz direction and 0 in the other directions. The po-
larization sphere would consist of dots marked only at ±eˆz, one dot for every
atom. In contrast, a mode in an amorphous system losses such regularity in
polarization, and atomic displacements would be uncorrelated and uniformly
distributed over the sphere.
Figure 3.11 shows polarization spheres for glassy diamond nanothreads and
amorphous graphene, in comparison to the crystalline analogs. Note that,
different from the convention, I simultaneously show the polarization sphere
for all modes in a specified frequency range, rather than a single isolated
mode, in order to reveal frequency-dependent trends of modal localization.
The size of the dots plotted on the spheres indicates the total number of
atoms, summed over all modes in the specified frequency range, oscillating
in that direction. While the PRs for the disordered systems in Figure 3.10
illustrate that most of the modes remain reasonably delocalized, the polar-
ization characteristics reveal several surprising features. In Figure 3.11(a),
the leftmost panel shows the vibrational directions of the atoms for all modes
in the ordered hydrogenated (3,0) carbon nanotube oriented along the eˆz di-
rection. The sphere shows the expected symmetries for the pristine system.
For example, the six large spheres in the xy plane correspond to the twist
modes and exhibit hexagonal symmetry about eˆz. The large spheres at ±eˆz
correspond to longitudinal modes, and the equatorial ring in the xy plane
corresponds to transverse modes. Finally, the three evenly spaced equatorial
rings passing through the ±eˆz poles are modes that are helical in nature,
containing vibrations both in the direction of and normal to the tube axis.
For the disordered diamond nanothreads with 20% defect density, Fig-
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Figure 3.11: The polarization spheres for (a) nanothreads and (b)
graphene. The first polarization sphere in each row is for the pristine
configuration, in comparison to the disordered analogues shown for varying
ranges of frequencies. The size of sub-spheres denotes the number of modes.
For amorphous nanothreads, the lowest frequency modes maintain a
well-defined polarization (longitudinal and twisting vibrations), and for
amorphous graphene the lowest frequency modes also maintain a
well-defined polarization (flexural vibrations). In both disordered systems
the loss of polarization and increasing diffuson character is evident as the
frequency increases.
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ure 3.11(a) also shows the polarization spheres for the modes within speci-
fied ranges of vibrational frequencies. Remarkably, despite of disorder, the
lowest-frequency modes with ω < 0.45 THz remain to possess a well-defined
polarization along the eˆz direction, and thus exhibit characteristics similar in
nature to longitudinal phonon modes. When modes with frequency ω < 3.2
THz are plotted together, several new modes containing atoms vibrating in
or near the xy plane appear in the polarization sphere, suggesting vibrational
characteristics similar to typical twist and/or transverse modes. However, as
the frequency range increases, atomic vibrations become more randomized
and uniformly distributed over the sphere, which suggests the loss of wave
character for higher-frequency modes.
Figure 3.11(b) shows the corresponding polarization spheres for the 2D
systems, crystalline and amorphous graphene. Now the eˆz direction indi-
cates the out of plane direction. For crystalline graphene, the polarization
sphere (Figure 3.11(b), leftmost) contains large dots at ±eˆz, corresponding
to the flexural modes. The equatorial ring in the xy plane corresponds to the
longitudinal and transverse modes, all of which contain atoms oscillating in
plane. The ring is uniform, reflecting the isotropic nature of graphene, with
vibrations for all atoms across all modes uniformly distributed in all direc-
tions. For amorphous graphene, I again show several spheres for specified
vibrational frequency ranges. Interestingly, the lowest frequency members
(ω < 0.8 THz) mainly contain atoms with reasonably well-defined polariza-
tion vibrating along or close to ±eˆz. This suggests a character similar to the
flexural modes of graphene, and remarkably is more or less maintained for
modes even up to frequencies of ω < 2.2 THz. As the plotted vibrational
frequency range increases, the direction of atomic vibrations again become
more randomized and uniformly distributed over the surface of the sphere.
This is again consistent with the usual loss of wave character in disordered
or amorphous systems, particularly for the highest frequency members.
MODAL DIFFUSIVITY
The third metric I use to characterize the vibrational modes in disordered
samples is the modal diffusivity defined in Equation 2.30. The results are
shown in Figure 3.12. Similar to three-dimensional disordered systems, the
glassy nanothreads and the amorphous graphene both exhibit a propagon/diffuson
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Figure 3.12: Spectral diffusivity for (a) 1D nanothreads and (b) 2D
amorphous graphene. Two transitions can be observed for both systems:
the Ioffe-Regel edges (∼0.45THz for nanothreads and ∼0.8THz for
amorphous graphene), which separate diffusons from propagons, and the
mobility edges (∼47.5THz for 1D nanothreads and ∼55.8THz for 2D),
which separate locons from extendons.
boundary and a mobility edge. These boundaries are marked on the figure.
Although the modal diffusivity plots for both systems indicate that Anderson
localized modes are present, the boundary occurs at frequencies > 40 THz,
near the vibrational Debye frequency cutoff ∼ 45 THz. This is similar to
three-dimensional amorphous silicon, for which the mobility edge has been
reported to occur around 17 THz [55, 51], also close to the Debye cutoff fre-
quency (∼ 19 THz). Although mobility edges in low-dimensional systems are
observed, it is of little physical consequence, since these highest frequency
modes are typically not populated at most temperatures of interest. The
observed mobility edge is also consistent with the results from the PRs in
Figure 3.10, which show a drop around 40 THz.
The milder transition in Figure 3.12 between propagons and diffusons oc-
curs at frequencies of around 0.45 THz and 0.6 THz, respectively, for diamond
nanothreads and for amorphous graphene. For three dimensions amorphous
silica and amorphous silicon the corresponding values have been reported to
be 0.25 THz and 1.8 THz [117] (1.1 THz [55, 51]), respectively. For the 1D
nanothreads, the sharp drop in Figure 3.12 is consistent with the polarization
spheres (Figure 3.11(a)), for which the polarization changes more suddenly
across this transition from longitudinal to transverse and twist-like. For 2D
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graphene, the drop at 0.6 THz observable in the diffusivity is smoother, and
also does not correspond sharply to an observable change in the polarization
spheres in Figure 3.11. For instance, according to the spheres even the modes
with frequencies > 0.6 THz retain polarizations reminiscent of flexural modes
as well. Some examples of these vibrational modes with frequency > 0.6 THz
are plotted in the inset of Figure 3.12 (b).
The analysis of participation ratio, polarization sphere, and modal diffu-
sivity suggests that the effects of disorder on vibrational transport in low-
dimensional carbon systems exhibit both similarities and differences in com-
parison to the conventional wisdom about the effects of disorder in three
dimensions. On one hand the trends in the participation ratios are similar,
and the diffusivity analysis suggests the presence of propagons, diffusons,
and locons. The modal diffusivity plots for diamond nanothreads, amor-
phous graphene, and amorphous three dimensions carbon all exhibit appar-
ent propagon/diffuson boundaries in the frequency range around 0.4 to 0.6
THz. On the other hand, the polarization spheres suggest that in amorphous
graphene, the lowest frequency vibrational modes exhibit a polarization rem-
iniscent of graphene flexural modes which persists to large frequencies. In
diamond nanothreads the lowest frequency modes are reminiscent of longi-
tudinal modes (as well as some transverse and twist modes), and maintain
their polarization to frequencies around 0.45 THz.
3.3.2 Phononic versus non-phononic vibrational transport in
low dimensions
Having scrutinized the atomic-scale characteristics of the vibrational modes,
I now switch to the consequences of these features to the lattice conductivity
of these materials. For this, I have implemented two independent approaches.
On one hand, equilibrium molecular dynamics (EMD) simulations and the
Green-Kubo formalism are used to calculate the thermal conductivity κ of
the disordered systems, as a function of temperature. On the other hand, I
applied the theoretical models extended from conventional Debye/Peierls [70,
71, 72] and Allen/Feldman [55, 51] specific to low-dimensional materials (see
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Chapter 2 and Ref. [118]). Corresponding ordered systems, pristine graphene
and carbon nanotubes, will also be studied in parallel for comparison.
TWO-DIMENSIONAL GRAPHENE
For two-dimensional materials, I consider graphene-like materials, ranging
from ordered crystalline, to mildly disordered, to fully amorphous. For a 2D
material, Eqs. (2.37,2.38,2.39) become
κ =
∑
`=LA,TA
κ` +
∑
p=ZA
κp (3.6)
to reflect that κ is the sum of two in-plane linear modes ` = (LA, TA) and
one out-of-plane parabolic mode p = ZA. Here,
κ` =

kB
4pi
(
kBT
h¯
)2 ∫ x`
0
(1− ς(x)) τ(x, T ) x
3ex
(ex − 1)2 dx
kB
4
(
kBT
h¯
)∫ x`
0
ς(x)
x2ex
(ex − 1)2 dx
(3.7)
κp =

kB
2pi
(
kBT
h¯
)2
a
∫ xp
0
(1− ς(x))τ(x, T ) x
3ex
(ex − 1)2 dx
kB
2
(
kBT
h¯
)
a
∫ xp
0
ς(x)
x2ex
(ex − 1)2 dx
(3.8)
in which the parameters to be determined are the scattering τ(x) time and
those of the function ς(x). For the in-plane modes the group velocities are
vt = 13.6 km/s, vl = 21.3 km/s, for transverse, longitudinal respectively, and
for the parabolic ZA modes the parameter a = 6.2× 10−7 m2/s. [34]
To utilize Equations 3.7 and 3.8, scattering τ(x) for in-plane and out-
of-plane modes need to be determined. The descriptions adopted here are
summarized in Table 3.1. For all scattering mechanisms, I model linear and
parabolic modes separately; the latter has been discussed in Ref. [124]. Un-
less otherwise stated, all the parameters needed in Table 3.1 were obtained
from fitting experimental or density functional theory results (i.e., no pa-
rameters are fitted). From Table 3.1, boundary scattering is dominant at
low temperatures. As temperature increases, first defect scattering and then
inter-phonon scatterings will successively become dominant. I employ the
Peierls-Klemens model to represent the first-order Umklapp processes. As
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Table 3.1: Scattering models and parameters adopted in this work for linear
(`) and parabolic (p) phonon modes. These models are extensively used in
single mode relaxation time modeling[119, 70, 80, 120, 121]. The atomic
mass of a carbon atom C is M = 1.99× 10−26 kg. S0 = δa0 is the cross
section of each C atom, with δ = 3.35 A˚ as graphene thickness, and
a0 = 1.42 A˚ the length of a C-C bond. The volume per C atom is Vm = δ/n
where n = 3.82× 1019 m2 is the number of atoms per unit area.
Γm = 7.54× 10−5 represents the defect scattering in pristine graphene
based on the natural isotopic abundance of 98.9% 12C and 1.1% 13C[122].
The Gruneisen parameters are γ` = 2 for linear modes [73], and
γp = −18.64 for parabolic modes [123]. Θ is Debye temperature.
Scattering scattering model parameters
Boundary
τ−1B,` = v`/L
τ−1B,p = vp/L
Defect
τ−1I,` = AI,`x
3T 3
τ−1I,p = AI,px
2T 2
AI,` = S0Γm(kB/h¯)
3/4v2
AI,p = S0Γm(kB/h¯)
2/8a
Umklapp
τ−1U,` = AU,`x
2T 3 e−Θ`/3T
τ−1U,p = AU,px
−2 e−Θp/3T
AU,` = k
2
Bγ
2
` /h¯Mv
2
`Θ`
AU,p = 2γ
4
ph¯
2ωB/27M
2a2
ωB = 28 GHz[119]
Normal
τ−1N,LA = AN,LAx
2T 5
τ−1N,TA = AN,TAxT
5 AN,` = k
5
Bγ
2
`Vm/h¯
4Mv5`
suggested in Ref. [124], N processes for ZA modes are assumed to be higher-
order effects and are not considered in this work.
Crystalline Graphene
Despite decades of investigations, several aspects of the thermal properties
of crystalline graphene remain subjects of interest. For instance, highly ac-
curate experimental and computational studies have been published recently
[42, 123, 122], but it is still under debate as for the nature of dominant
carriers. On one hand, first-principles calculations show that ZA modes con-
tribute the most (76%) to the overall thermal conductivity at room temper-
ature [122]. Similarly, it has been shown that by including only ZA modes
but neglecting all others, a Callaway approach with an appropriate relax-
ation model [124] can accurately account for κ within the whole temperature
range [127]. On the other hand, it has also been suggested that ZA modes
contribute negligibly to overall thermal conductivity, due to their low group
velocities but large Gru¨neisen parameters [42, 121, 123].
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Figure 3.13: (a) Comparison of generalized model to available
experimental and density functional theory results for κ vs. T for pristine
graphene [125, 126]. The generalized model predicts a T 3/2 scaling at low T
consistent with a predominant contribution from ZA modes, and a T−2
scaling at high temperature. Individual contributions from ZA, TA, and LA
modes are also shown. (b) Influence of Stone Wales defects on κ vs. T
according to both (i) equilibrium molecular dynamics and (ii) generalized
model for different degrees of defect scattering γ, which denotes the
increase in defect scattering parameter ΓM relative to that of crystalline
graphene. The error bars marked on the equilibrium molecular dynamics
results correspond to the first standard deviation.
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To provide insights, I consider the predictions of our generalized model for
crystalline graphene. For the crystalline case, there are only propagons, thus
σ(x) = 0. Using the descriptions of scattering in Table 3.1, our results in
comparison to both density function theory (DFT) [126] and measured ex-
perimental [125] results, are shown in Figure 3.13(a). A close match to DFT
results (blue diamonds) [126] is achieved throughout the entire temperature
regime, with no adjustable parameters. In the high temperature regime, our
results match both the DFT results and the available experimental results,
while the predicted scaling is even closer to the experimental measurements.
On top of the good agreement, several observations are of interest for
the low, intermediate, and high temperature regimes. From Equations 3.7
and 3.8 and Table 3.1, the temperature dependence of κ for linear and
parabolic modes depends on the dominant scattering mechanism. (i) At low-
temperatures when boundary scattering is dominant, κ` ∼ T 2 and κp ∼ T 3/2.
Our analysis predicts a T 3/2 dependence, and thus a dominant contribution
of ZA modes. (ii) As temperature increases to an intermediate regime, the
scaling may change for several reasons. More LA/TA modes will be excited
and their influence can change the temperature dependence. Additionally,
other forms of scattering, such as defect and phonon-phonon scatterings, may
emerge as well to change the scaling. (iii) In the high temperature regime,
when phonon-phonon scattering dominates, some ambiguity exists in our
predictions due to the uncertainty of the scattering model for ZA modes.
However, the high-order scattering model used here can successfully capture
the T−2 scaling behavior at high temperatures measured from experiments
[125] and continuum-theoretical predictions [128]. This is in contrast to the
DFT results which instead predict a T−1.5 dependence.
Crystalline graphene with Stone-Wales defects
Regarding the influence of defects on thermal transport in graphene, al-
though the impedance of phonon conduction due to the presence of vacan-
cies has been studied [129], the detailed temperature dependence of defec-
tive graphene is still unclear. I consider here how a mild distribution of
Stone-Wales defects affects κ. Since no experimental results are available,
I use equilibrium molecular dynamics (EMD) and the Green-Kubo formu-
lation to calculate κ and compare to the results of our analytical model.
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The computational details could be found in Ref. [118]. In our model, I
consider the material as crystalline, but incorporate the effects of the Stone-
Wales defects indirectly through the scattering parameter ΓM = γΓ0, where
Γ0 = 7.54× 10−5 is the value for natural graphene (see Table 3.1). As shown
in Figure 3.11(b), the Stone-Wales defects reduce the thermal conductivity
as well as its temperature sensitivity. The EMD results are in reasonable
agreement with the generalized model at high temperatures with γ ≈ 800.
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Figure 3.14: κ vs. T according to generalized model and equilibrium
molecular dynamics for amorphous graphene. The dominant carriers are
predicted to be out-of-plane (ZA) propagons; unlike the three dimensions
case diffusons contribute negligibly over the entire temperature range. The
error bars marked on the equilibrium molecular dynamics results
correspond to the first standard deviation.
The thermal conductivity of amorphous graphene, obtained both from
EMD and the generalized model, is plotted in Figure 3.14. This thermal con-
ductivity is slightly smaller than the crystalline graphene, for an equivalent
sized system, with a factor of 1.65 at 300K . For the generalized model, I have
assumed a sharp diffuson/propagon boundary ωξ and fitted it to best match
the EMD results. The best match corresponds to ωξ = 0.8 THz, which gives
reasonable agreement with the EMD results. Remarkably, this also agrees
very well with our estimate from phonon localization analysis in which the
boundary is obtained from phonon modal diffusivity (see Figure 3.12). It
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is encouraging that two independent approaches yield close estimates of the
boundary.
There are some interesting differences in the predicted trends for 2D amor-
phous systems, in comparison to their three-dimensional analogues. First of
all, in low dimensions, there is no “plateau” region, nor is there an observable
transition from propagon to diffuson-dominated transport. In fact, Figure
3.14 also shows the separate contributions of the propagons and the diffu-
sons, from which it is evident that diffusons barely contribute to the overall
κ up to temperatures as large as 1000 K. As described in detail in Ref. [116],
I speculate that these differences arise from the inherent distinct nature of
random walks in different dimensions: random walks of dimension d = 1, 2
are recurrent, while those of dimension d = 3 are transient. Moreover, it is
noteworthy that throughout the entire temperature range, the generalized
model predicts that the out-of-plane ZA modes dominate the heat transport.
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Figure 3.15: (a) Phonon dispersion of a (13,13) CNT (red) and of
zone-folded graphene (blue). (b) Zoomed-in plot of the dispersions near Γ;
the rolled tube LA, TW, and TA1, TA2 modes are marked by arrows. The
inset shows the unit cells used for the (13,13) CNT and for zone-folded
graphene. (c) Corresponding group velocities for both cases.
For ordered and disordered 1D systems, I consider carbon nanotubes(CNTs)
and disordered diamond nanothreads (DNTs). Phonon transport on CNTs
and related materials is featured by its sensitivity to the tube radius [130, 131,
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132]. To a first approximation, the CNT phonon dispersion can be consid-
ered to be a zone-folded dispersion of 2D graphene [130]. This approximates
most modes well, but is less accurate for the low-energy phonons. This is
because when rolled into a tube, although the graphene LA modes remain
effectively unchanged, the graphene TA modes become the nanotube twist
modes (TW), the graphene down-to-zero flexural ZA modes transform into
non-zero breathing modes, and a new set of TA modes (TA1, TA2) unique
to the rolled system emerges. The latter two considerations cause discrepan-
cies between the actual dispersion of a carbon nanotube, and the equivalent
zone-folded graphene dispersion.
For example, using lattice dynamics, I compare in Figure 3.15 the calcu-
lated dispersion of a (13,13) CNT (red lines) to that of appropriately zone-
folded graphene (blue lines). I use the (13,13) CNT here, since its radius
is close to the one for which κ has been measured in experiments [133] to
which I will compare. Among the down-to-zero modes, the LA and the TW
mode (derived from graphene LA and TA modes respectively) clearly exhibit
an acoustic nature, while the degenerate TA1,TA2 modes exhibit a more
quadratic nature. For the latter set, the transition from parabolic to linear
dispersion only becomes complete in the limit of vanishing radius (rigorously
1D systems); the dispersion of (13,13) CNT shown in Figure 3.15 therefore
shows remnants of 2D dispersion and in some sense this CNT can at most
be considered as a quasi-1D system.
An interesting question is: for which diameter D will the CNT thermal
properties be close to that of a true 1D system? I assume that the CNT
dispersion will reduce to that of graphene when D  λ0, where λ0 denotes
the representative phonon wavelength in graphene. Here I define the bal-
listic transport capability κ(x) of a parabolic mode with x = h¯ω/kBT from
Equation (2.33) with d = 2 as
κp =
kB
4pi
(
kBT
h¯
) 3
2
a−
1
2
∫ xp
0
Λ(x, T )x
5
2 ex
(ex − 1)2 dx (3.9)
=
kB
4pi
(
kBT
h¯
) 3
2
a−
1
2
∫ xp
0
Λ(x, T )k(x) dx . (3.10)
63
Then k(x) is maximized for x0 ≈ 1.78, or
λ0 = 2pi(
kBT
h¯a
x0)
−1/2 . (3.11)
For graphene, λ0 ≈ 10.3/
√
T nm, which sets the critical diameter to D = 6.0
A˚ at 300 K. Therefore, for most experimental data, where usually d > 1 nm,
phonon transport may resemble almost two-dimensional properties. For the
(13,13) CNT pictured in Figure 3.15 the diameter is close to 18 A˚ and the
remnant parabolic dispersion is clear for the modes labeled TA1, TA2.
(13,13) carbon nanotubes
Based on the above discussions, I now theoretically model the thermal con-
ductivity for (13,13) CNT as
κ =
∑
`=LA,TW
κ` +
∑
p=TA1,TA2
κp (3.12)
where κ` and κp are given by the 2D description in Eqs. (3.7) and (3.8). Only
propagon contributions are included for the ordered system, and I use the
same parameters as for graphene in the previous section, except that the ZA
mode disappears, and the TA1, TA2 mode group velocity from the dispersions
in Figure 3.16 is 9.4 km/s. The same scattering models described in Table 3.1
are used. This approach is able to reproduce the available experimental data
(see Figure 3.16(a)) [133], also without adjustable parameters. The dominant
contribution to κ throughout the full temperature range comes from the twist
mode TW. As mentioned in Ref. [133], the temperature dependence of κ
is determined by a competition between three-phonon scattering processes.
Above room temperature it was fitted as 1/(AT + BT 2), where A,B are
constants, and is thus dominated by T−2 at high temperature. The trend
has been well captured by the current analytical model.
The influence of Stone-Wales defects is also shown in Figure 3.16(b), for
a 4% defect density at randomly selected sites. Figure 3.16(b) shows the
resulting κ according to EMD results as well as the model predictions for
difference degrees of defect scattering incorporated through the scattering
parameter γ. In comparison to the pristine CNT, the defects reduce the
thermal conductivity approximately by 3 folds.
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Figure 3.16: (a) κ vs. T for (13,13) CNT according to generalized model,
compared to the experimental results measured for a nanotube of similar
radius [133]. (b) The influence of Stone Wales defects on κ vs. T , according
to equilibrium molecular dynamics and generalized model. For the
generalized model the impact of defects is accounted for by an increased
intensity of defect scattering γ relative to the pristine case Γ0. The error
bars marked on the equilibrium molecular dynamics results correspond to
the first standard deviation.
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Diamond nanothreads
As above, I consider κ for a pristine (3,0) hydrogenated system, and for
the disordered system with Stone-Wales defects. Since the radius of a (3,0)
CNT is as small as 4 A˚ here I use the 1D representation. All modes are
approximated as linear in wavevector[130], and the thermal conductivity is
given by
κ =
∑
`=LA,TA1,TA2,TW
κ` (3.13)
where
κ` =

k2BT
pih¯
v`
∫ x`
0
(1− ς(x)) τ(x, T ) x
2ex
(ex − 1)2 dx
kBv`
∫ x`
0
ς(x)
xex
(ex − 1)2 dx
(3.14)
I use the same parameters as used for graphene in the previous section,
except that the ZA mode disappears, and the TA and TW group velocities
are reduced to 8.1 km/s and 12.4 km/s respectively, as obtained from lattice
dynamics. The thermal conductivity of the 1D ultra-thin nanotube is plotted
in Figure 3.17(a). Compared to the (13,13) nanotubes, the conductivity is
reduced by a factor of three, due largely to the reduction of group velocities.
The amorphous version is shown in Figure 3.17(b), according to the gener-
alized model and EMD simulations. The thermal conductivity is suppressed
by a factor of 5 at 300K in comparison to crystalline (3,0) hydrogenated sp3-
CNTs. Similar to 2D amorphous graphene, diffusons contribute negligibly
to overall κ, while in 1D twisting modes are predicted to be the predom-
inant energy carriers. For the generalized model, I have again assumed a
sharp diffuson/propagon boundary ωξ and fitted it to best match the EMD
results. The best match gives ωξ = 0.45 THz. This estimate of Ioffe-Regel
boundary also agrees very well with our phonon localization analysis [116].
Furthermore, once again in contrast to three dimensions, there is no “plateau
region” nor is there a corresponding transition from propagon-dominated to
diffuson-dominated transport.
3.3.3 Comparison with three dimensions amorphous carbon
In this work, I also compared the results of low-dimensional disordered car-
bons to three-dimensional materials. On one hand, silicon is the most exten-
66
102 103
T (K)
100
101
102
103
κ
 (W
/m
K)
 
EMD
Propagons
LA
TW
TA
T (K)
102 103
κ
 (W
/m
K)
 
10-10
10-5
100
105
EMD
Propagons
TW
LA
TA
Diffusons
T (K)
101 102 103 104
κ
 (W
/m
K)
 
10-15
10-10
10-5
100
105
EMD
Propagons
TW
LA
TA
Diffusons
7 5
7
5
(a)
(b)
(3,0) hCNT
DNT
Figure 3.17: κ vs. T for (a) a crystalline (3,0) hydrogenated sp3-CNT and
(b) a glassy diamond nanothread according to equilibrium molecular
dynamics and generalized model. The generalized model predicts dominant
contributions from LA modes for the pristine system; for the glassy case the
contributions of propagons is dominant throughout the entire temperature
range and the diffuson contribution is negligible. The error bars marked on
the equilibrium molecular dynamics results correspond to the first standard
deviation.
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sively characterized three-dimensional amorphous material and has served as
the prototypical system to understand vibrational transport in glassy mate-
rials, see for instance [134, 51, 135, 55]. It can be expected that the features
of transport should be general of most three dimensions amorphous mate-
rials, such as a transition from propagon-dominated to diffuson-dominated
regime in the κ vs. T relationship and a sharp reduction in the thermal
conductivity relative to the crystalline analogues. On the other hand, the
low-dimensional materials are all carbon-based, and a more fair assessment
requires comparing to three dimensions amorphous carbon. For instance, the
atomic masses and bond strengths (and thus, the spring constants) in the
carbon based systems are different from silicon. The lower mass results in
lower frequencies overall.
Therefore, here I carry out lattice dynamics and modal analysis of amor-
phous three dimensions carbon, to compare with the low-dimensional carbon
systems considered in the above. The three-dimensional amorphous carbon
is shown in Figure 3.18(a), and corresponds to a 4096 atom (8 × 8 × 8 unit
cells) sample produced by melting the crystalline version at T = 15000 K,
followed quenching to T = 300 K after 50 ps. The Tersoff potential has again
been applied. The radial distribution functions are plotted in Figure 3.18(a),
which shows the disappearance of long-range order and the amorphous char-
acter. With this generated system, the modal diffusivity is shown in Figure
3.18(b). An Ioffe-Regel transition near 0.6 THz can again be observed, as
well as a mobility edge around 30-50 THz.
With the calculated crossover frequency at 0.6 THz, and a system size of
3µm and sound speeds as given in Ref. [136], I further applied our ana-
lytical model and obtain a predicted κ vs. T , as shown in Figure 3.18(c).
The existence of the plateau is predicted by our model at a temperature
around T ∼ 100 K, corresponding to a transition from propagon-dominated
to diffuson-dominated transport. Recall in Chapter 2 that I have validated
the model on a different three dimensions amorphous material, amorphous
silica. All the agreements are satisfactory, although it is unclear whether a
propagon/diffuson transition is present in this experiment due to the lim-
ited range of measurement. Additionally according to the authors the degree
of sp2 vs. sp3 nature is not known, which may result as well in some dis-
crepancies. Although it is difficult to determine definitely from the available
experimental results whether a plateau region exists, it is predicted to exist
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according to our analytical model. Moreover, given the low temperature at
which the propagon/diffuson transition occurs (T ≈ 100 K), classical MD
may not be immediately applicable, and it is challenging to observe mean-
ingful trends in the temperature regime of interest. At higher temperatures
beyond the transition, the EMD results are, however, in reasonable agree-
ment with our generalized model and the experimental result.
In general, comparing to three dimensions, the contribution of diffusons
is negligible in low dimensions, which in turn leads to different κ vs. T be-
haviors in the low-dimensional systems. In amorphous three dimensions sys-
tems, as temperature increases the diffuson contribution becomes activated.
For example, in amorphous silicon at low temperatures before diffusons are
present (T < 200 K), the degree of suppression of κ, relative to the crys-
talline system can be very large (a factor of ∼ 103 − 104). As temperature
increases, the diffusonic contribution helps to recover κ and reduce the de-
gree of suppression 101 − 102, depending on the temperature and particular
sample. Similarly, our predictions of three-dimensional amorphous carbon
also show a suppression about a factor of ∼ 104, and even more at the lowest
temperatures before diffusons become activated, but then decreases to ∼10
at room temperature. In both cases, the suppression decreases due to the
recovery of κ from diffusons. In contrast, since diffusons are weak contrib-
utors in low dimensions, the degree of suppression is predicted to be mild
throughout the whole temperature regime. One of the important predictions
of this work is that, unlike three-dimensional amorphous materials, their 1D
and 2D analogues will not exhibit a plateau in the κ vs. T curves.
Diffusons transport heat in a random-walk fashion, and I speculate that
the inherent differences in the nature of random walks in one, two, and three
dimensions may influence their effectiveness as heat carriers. For example,
according to Polya’s recurrence theorem, a well known theorem from com-
binatorial mathematics, a simple random walk on a d-dimensional lattice is
recurrent for d = 1, 2 but transient for d ≥ 3. Being recurrent means that
the walker returns to the starting point with probability one, and transient
means that it does not. This can be intuitively understood by considering
that in a 1D network, after a random walker takes the first step it has a
probability of 1/2 of returning to its starting point in second step. In 2D the
probability is reduced to 1/4, and in three dimensions it is reduced to 1/6.
Since the number of paths going away from the starting point increases as
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dimension increases, as the dimension increases the walkers are more likely
to diffuse away from the starting point. An intriguing possibility is that the
space-filling nature of random walks in three dimensions make diffusons more
effective heat carriers, in comparison to the recurrent nature of random walks
in 1D and 2D.
3.4 Summary
In this chapter, I have analyzed the thermal transport properties of three
low-dimensional carbonaceous materials: G/hBN superlattices, amorphous
graphene, and glassy diamond nanothreads. Both ordered and disordered
systems have been considered, in order to compare the phononic and non-
phononic transport physics, as well as corresponding analytical models. I
have found several interesting aspects of the vibrational modes in these low-
dimensional disordered systems.
For G/hBN superlattices, I focused on the competition and transition be-
tween wave-particle characteristics in phononic transport. I observed a con-
ductivity minimum of G/hBN superlattices at a critical pitch, and interpreted
it as the result of the interplay between the effects of lattice dispersion and in-
terfacial scattering. For all of the systems considered, the dominant phonons
are the long wavelength carriers that define the overall scale of the thermal
conductivity, which increases nearly linearly with total superlattice length.
Meanwhile, localized phonon modes induce subtle changes in the thermal
conductivity and produce the minimum at a critical superlattice pitch. The
superlattice period tunes finely the transport nature of phonon flows, span-
ning from dispersion-dominated, through ballistic, to the transition regime.
Interface modulation leads to phonon localization, but anharmonic effects
play equally important roles on the superlattices consisting of acoustically
akin materials. Interfaces have attracted intense attention in the past, and
numerical results in this work demonstrate that thermal conductivity de-
pends critically on interface topology.
For the amorphous polymorphs, in analogy with three dimensions, I ob-
served the presence of vibrational modes similar in nature to propagons, dif-
fusons, and locons. In the glassy diamond nanothreads, despite the presence
of disorder, the lowest-frequency modes remain exhibiting well-defined lon-
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gitudinal and twist-like polarizations. For amorphous graphene, the lowest-
frequency modes maintain a well-defined flexural out of plane polarization.
These preserved modes on the other hand also remain as important con-
tributors to the total thermal conductivity, which results in a conductivity
suppression that is similar to or milder in these low-dimensional materials.
The negligible diffuson contribution may reflect a fundamental difference in
the nature of random walks in low dimensions in comparison to three dimen-
sions. These results present an intriguing set of predictions for experimental
measurements of thermal conductivity in disordered low-dimensional mate-
rials.
Many interesting possibilities remain to be explored for low-dimensional
carbons. For instance, low-dimensional superlattices feature large surface ar-
eas well-suited for chemical functionalization. Another interesting direction
is the superlattices with mixed glassy and crystalline pitches. The next chap-
ter will explore such superlattices, but using silicon as the parent material.
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Chapter 4
CORRELATED STATIC DISORDER:
SILICON METAMATERIALS
The previous chapter dealt with the two limits for solid-state vibrational
transport, crystalline (regular superlattices) and amorphous (fully glassy car-
bons), this current chapter combines the two limits to study a superlattice
with mixed amorphous and crystalline regions. Instead of low dimensions,
this chapter focuses on bulk materials, in order to connect with the recent de-
velopment of the synthesis of thin film superlattices. A theoretical advance-
ment from the previous chapter is the identification and interpretation of
modal hybridization between localized and itinerant modes. Moreover, pre-
dictions of thermoelectric properties are presented after the study of thermal
conductivity.
The contents of this chapter are based primarily on these two recent pub-
lications: T. Zhu, K. Swaminathan-Gopalan, K. Stephani, and E. Ertekin,
Physical Review B 97 (17), 174201 (2018) and Advanced Functional Materi-
als 28 (17), 1706268 (2018).
4.1 Overview
In this chapter, I focus on demonstrating a new approach based on silicon
metamaterials with regularly patterned defective regions, as shown in Fig-
ure 4.1(a). In a separate work, we generated the defective regions using the
technique of ion-beam irradiation [137]. We showed that the effective diam-
eter of defective regions (D) and the spacing between them (L) can be well
controlled through varying process parameters, such as the type of incident
ions and their irradiation energy. As shown in 4.1(b), we also achieved a re-
markable reduction in thermal conductivity. For instance, at L ≈ 11 nm and
D ≈ 5 nm, the reduction could be as high as ∼ 20 fold, which is promising
for thermoelectric applications.
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Figure 4.1: (a) Schematic of the silicon metamaterial for thermoelectrics,
in which the dark areas denote domains damaged by ion-beam irradiation.
(b) Thermal conductivity as a function of D and L. (c) The rationale for
the thermoelectric application of the silicon metamaterial, in which
electrical properties recover to the bulk values faster than thermal
properties with increasing L. The length window of L ∈ [Λe,Λp] can be
identified to enhance ZT . (d) A representative supercell for (a) in atomic
view, with disordered regions generated by ion beam irradiation obtained
by molecular dynamics simulations. This supercell will be used for lattice
dynamics analysis in the following sections.
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Further physical justification for the proposed metamaterial is illustrated in
Figure 4.1(c). In this figure, all quantities are predicted from the Boltzmann
theory and normalized by corresponding values for pristine silicon. The mean
free paths of charge (Λe) and heat carriers (Λp) in silicon are different. As
a result, electronic conductivity should increase and saturate more quickly
than thermal conductivity as L grows. Therefore, if L falls within the length
window of [Λe,Λp], κ can be reduced due to phonon scattering while σ is
more maintained, whereby ZT can be enhanced. Therefore, the purposes
of this chapter are i) to reveal the mechanisms that are responsible for the
∼20-fold reduction in thermal conductivity induced by these defective areas
revealed by molecular dynamics [137], and ii) to verify the possibility that
this nanostructure could lead to a phonon-glass electron-crystal (PGEC), the
long-standing goal of thermoelectrics [138].
For the mechanisms of vibrational transport, the hybrid systems are found
to exhibit glass-crystal duality for vibrational transport. I will first use lat-
tice dynamics to reveal the substantial hybridization between localized and
delocalized vibrational modes. Such hybridization gives rise to avoided cross-
ings and harmonic broadening in the dispersion. Then I will show that the
hybridization and avoided crossings are the dominant causes of the reduc-
tion in thermal conductivity, based on the Allen/Feldman theory. Further-
more, I find that anharmonic scattering is also enhanced in these patterned
nanocomposites, which further contributes to the reduction of thermal con-
ductivity. The systems studied in this chapter exhibit features reminiscent of
both nanophononic materials and locally resonant nanophononic metamate-
rials, but operate in a manner distinct to both. These findings indicate that
such “patterned disorder” can be a promising strategy to tailor vibrational
transport through hybrid nanostructures.
In the second part of this chapter, I will show that this hybrid metamaterial
approaches closely to the PGEC limit. Knowing the thermal conductivity
to reduce noticeably above, I will further use the Boltzmann theory to show
that the thermoelectric power factor remains largely intact in these damaged
metamaterials. To facilitate the Boltzmann theory, the model for electron
scattering with the defective regions is still missing, and I will derive an an-
alytical model for this purpose based on partial-wave analysis. Together I
predict a figure of merit of ZT ≈ 0.5 or higher at room temperature for
optimally patterned geometries of the silicon metamaterials. These findings
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indicate that nanostructuring via patterned defective regions in pristine ma-
terials can be a viable approach to realize a PGEC, and ion beam irradiation
could be a promising fabrication strategy.
4.2 Hybrid vibrational transport
In general, the reduction of κ mentioned above could arise from either har-
monic or anharmonic effects, or both. The introduction of disordered regions
in the otherwise crystalline materials can in principle influence both. The
patterned regions create a static disorder that disrupts the original crystal-
lanity, and thus the vibrational modes. Their presence can also potentially
increase anharmonic scattering rates, and reduce mode lifetimes. To re-
veal these effects, lattice dynamics and molecular dynamics, respectively, are
used to analyze the relative effects of harmonic and anharmonic factors for
the reduction of κ. In the following analysis, I will focus on the sample with
L ≈ 11 nm, D ≈ 5 nm, in which the optimal value of ZT ≈ 0.5 was achieved.
[139] I will consider four such samples: a pristine one (for comparison), and
three samples with varying degrees of damage, respectively, 10%, 50%, and
100%. Here the degree of damage is defined by the ratio of displaced atoms
to the total atoms in the damaged region. Figure 4.1 (d) depicts the example
of a 100% defective center.
4.2.1 Harmonic effects: phonon localization & band
anticrossing
Starting with the harmonic analysis, the individual vibrational modes are
resolved by solving the lattice dynamical equations (See Chapter 2). One
example of the supercell for the defective metamaterial is shown in Figure
4.1(d). Details of the calculations can be found in Ref. [140]. In Figure
4.2(a), dispersion spectrum for the system with 50% damage is compared
to that for the crystalline silicon. The hybrid system exhibits several flat
dispersion curves for frequencies above 1 THz. Remarkably, many of the bulk-
like features of pristine silicon remain despite of the presence of patterned
disorder. For instance, the acoustic modes can be readily observable in both
spectra. In comparison to the pristine case, the group velocities of TA and LA
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modes in the defective system are suppressed slightly by ∼14%. As expected,
band gaps are opened at the Brillouin boundaries, typical of nanophononic
materials, in which wave interference and Bragg scattering are present.
Figure 4.2: Lattice dynamics results for the defective metamaterial with
L = 11 nm, D = 5 nm. (a) Phonon dispersions for pristine and 50%
damaged system. (b) Dispersion curves between 1THz and 2THz for
pristine and 50% damaged systems, colored by the localization factor ζ.
Anticrossings can be observed in the dispersion, as marked by the circles.
(c) Five examples of the vibrational eigenmodes, where the arrows denote
the vibration direction and magnitude. The first eigenmode is delocalized,
whereas the second is confined to the disordered region. The remaining
eigenmodes are hybridized modes formed by mixing the localized and
delocalized states.
BAND ANTICROSSING AND VIBRATIONAL LOCALIZATION
The dispersion of the ion beam irradiated materials has several interesting
features. To begin, the color map in Figure 4.2(b) indicates the degree of
confinement of corresponding modes, quantified by the ratio of vibrational
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energy localized in the defective region (D) to the total vibrational energy,
ζλ =
ED
Etot
=
∑
j∈D
∑
β |εjβ,λ|2∑
∀j
∑
β |εjβ,λ|2
. (4.1)
Large values of ζλ indicate a localized mode, whereas small values indicate
a delocalized mode. For the crystalline system, all modes are delocalized
(ζλ ≈ 0.2) but in the hybrid system most of the modes have ζλ > 0.3 and
some (ζλ > 0.5). These modes are severely affected by the patterned disorder.
In the circled regions shown in Figure 4.2(b), the nature of the mode changes
between localized and delocalized.
Also marked by circles, avoided crossings between dispersion bands are ob-
served. The avoided crossings between bands has been initially observed in a
variety of material systems, such as electron band structures of semiconduc-
tors with defects [141], polariton formation [142], coupled qubits [143], and
more relatedly, phonons in complex crystals [144]. In these systems, avoided
crossings arise because the degeneracies associated with hermitian Hamil-
tonian become unstable with respect to perturbations. Such perturbations
introduce off-diagonal matrix components which break the degeneracy and
induce the avoided crossing. This is known as a “level repulsion” and can be
explained by a system of two coupled oscillators with two natural frequen-
cies: as the degree of coupling increases, the lower frequency decreases and
the higher frequency increases. For the case of the hybrid ordered/disordered
systems considered here, I show below that avoided crossing indicates a cou-
pling between bulk-modes of crystalline silicon with localized modes confined
to the disordered regions.
To reveal the hybridization in real space, five examples of the vibrational
eigenmodes are plotted in Figure 4.2(c), corresponding to the symbols in-
dicated in Figure 4.2(a,b). The first two illustrate a delocalized versus a
severely localized mode, in comparison to the last three illustrating the eigen-
modes with mixed nature near an avoided crossings. By inspection of the
eigenmodes akin to those shown in Figure 4.2(c), I observed that, when the
atomic vibration directions are out of phase, the interactions lead to level re-
pulsion, with the degree of repulsion dependent on the interaction strength.
On the other hand, when the localized modes oscillate in phase with those
of bulk-like modes, no avoided crossing occurs.
78
The dispersion and vibrational patterns in Figure 4.2 have revealed both
common and distinct features reported recently for “locally resonant nano-
phononic metamaterials” [145, 146, 147]. Metamaterials in electromagnet-
ics and acoustics [148] are systems in which properties emerge from struc-
ture rather than chemical composition [149]. Locally resonant nanophononic
metamaterials are pristine membranes with attached “nano-resonators” that
introduce standing waves hybridizing with bulk modes. The hybridization
was shown to reduce the group velocities, leading to the reduction in κ.
These metamaterials are different from typical nanophononic crystals, which
are also composite materials exhibiting nanoscale features arranged period-
ically in space [148, 150, 151, 152]. In the latter, reductions in κ results
from interferences due to the interaction of incident and scattered waves at
the unit-cell boundaries (i.e., Bragg scattering). For the hybrid materials
considered here, reductions in κ also arise from hybridizations and avoided
crossings between localized and delocalized modes. However, the interactions
are not necessarily with standing wave resonances but with trapped modes
confined to the disordered regions. Additionally rather than arising from
external resonators, the avoided crossings result from the patterned disorder.
I will show in the end of this section that such configurational disorder can
generally induce avoided crossings.
Furthermore, the presence of configurational disorder within the silicon
membrane gives rise to harmonic broadening, suggesting the loss of definition
of the wave vector. To show this, I “unfolded” the dispersion relation shown
in Figure 4.3 by projecting each mode εjα,λ of the extended systems into the
conventional silicon Brillouin zone. The projection amplitude at the point
(k, ω) is defined by [153]
ρ(k, ω) =
∑
λ
δ(ω − ω(λ))N ∑
j,α
∣∣∣∣∣∑
l
(εjα,λ exp(ik · r(l))
∣∣∣∣∣
2
 , (4.2)
where δ(·) is the Dirac delta function, N is the number of atoms in the su-
percell, and l denotes the subcells of the system. Figure 4.3 depicts ρ(k, ω)
along direction Γ → X for the pristine (0%), 10%, and 50% damaged sys-
tems. The dispersion curves for crystalline silicon have also been superim-
posed for comparison. For crystalline silicon, the projection gives a spectrum
indistinguishable from the overlapping theoretical dispersion. For the hybrid
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Figure 4.3: Vibrational dispersion projected to the first Brillouin zone of
conventional silicon unit cell for (a) 0%, (b) 10% and (c) 50% damaged
systems. The projection contours show vibrational features of bulk silicon.
Harmonic broadening is also present, particularly where flat and bulk
curves approach each other.
80
systems, in contrast, although the overall dispersion features of crystalline
silicon can still observed, the nearly flat and dispersionless modes emerge
as well. The sharp spectrum of the crystalline silicon is broadened and the
peak magnitude of ρ(k, ω) is weakened. This indicates that wavevector is no
longer a valid quantum label for the vibrational modes, which is a sign of the
onset of localization.
Another metric to measure the degree of localization is the participation
ratio pλ defined in Equation 2.45. As mentioned before, this is the ratio of
atoms participating in a vibrational mode to the total number of atoms in
the system. Similar to the cases in Chapter 3, ordered crystalline materials
have large participation ratios usually near unity, whereas disordered systems
exhibit suppressed participation ratios. In Figure 4.4(a), the participation
ratios are plotted, where a systematic reduction of across all frequencies can
be observed due to the presence of defective regions. Consistent with the pre-
vious analysis for hybridization, this suggests that most modes have a mixed
character, arising from the hybridization between bulk-like silicon modes and
localized defect modes. Interestingly, the hybridization mechanism is similar
to the original concept of PGEC, in which the trapped localized vibrations
act in a way reminiscent of big rattler atoms/molecules in complex crystals
[138]. Yet, the metamaterial approach studied in this work by artificially
patterning defective regions offers additional degrees of freedom by tuning
the resonant frequencies.
ALLEN-FELDMAN PREDICTION OF κ
To quantify the effect of mode hybridization on κ, I now calculate modal
diffusivity for all vibrational modes using Allen/Feldman theory [154]. More
details can be found in Chapter 2 around Equation 2.29. Figure 4.4(b) shows
the results of modal diffusivity for pristine silicon and the sample with 50%
damage density. The patterned system exhibits modes with systematically
reduced diffusivity over the whole frequency range, consistent with the lo-
calization suggested by Figure 4.2(b). Summing up the individual contribu-
tions, κ could be obtained according to Equation (2.29). In Figure 4.4(c), κ
is calculated at room temperature for samples with increasing damage. For
pristine silicon I obtained κ = 161 W/mK, and κ reduces quickly with degree
of damage. With 50% damage, κ reduces to 18 W/mK, almost 9 times lower
81
0 10 20
Frequency (THz)
10-2
10-1
100
Pa
rti
cip
at
ion
 R
at
io
Pristine
Disordered
Nanoporous
0 10 20
Frequency (THz)
10-4
10-2
100
M
od
al 
Di
ffu
siv
ity
 (c
m
2 /s
)(a) (b)
0 50 100
Defect Density (%)
0
50
100
150
200
Th
er
m
al 
Co
nd
uc
tiv
ity
 (W
/m
K) (c)Pristine
Nanoporous
Figure 4.4: (a) Participation ratio and (b) modal diffusivity for vibrational
modes in pristine and 50% damaged systems, in comparison to nanoporous
silicon. Due to the presence of damage, nearly all modes exhibit a
suppressed participation ratio and diffusivity. The modes with ω = 3 THz
are observed to be most suppressed. (b) Thermal conductivity versus the
extent of the damage in the defective region according to Allen/Feldman
theory. There is a 9-fold reduction from 161 W/mK for pristine silicon to
18 W/mK for 50% damage.
than pristine silicon. Recalling that the total reduction of κ obtained from
our EMD simulations is ∼20 fold, the above analysis indicates that the har-
monic effects (i.e., mode hybridization, avoided crossings) are responsible for
a significant part of the overall reduction. Still, the EMD results presented
earlier have also included anharmonic scattering effects that have not been
accounted for yet so far, and will be considered in the next section.
4.2.2 Anharmonic effects: phonon-phonon scattering
To account for the remaining reduction, anharmonic effects is captured here
by the analysis of the spectral energy density (SED), which is defined by
[155]
φ(k, ω) =
1
4piτ0N
∑
α
B∑
b
mb
∣∣∣∣∣∣
∫ τ0
0
NT∑
nx,y,z
u˙α (nx,y,z, b; t)
× exp [i (k · r(nx,y,z; 0)− ωt)]
∣∣∣∣∣
2
,
(4.3)
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where the velocity of atoms u˙α is obtained from MD simulations, N = nxnynz
is the number of cells, B = 8 is number of atoms in each conventional unit
cell, mb the atomic mass, and τ0 is the total simulation time. This expression
captures the energy density of the mode (k, ω). The SEDs for 0%, 10%, and
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Figure 4.5: (a) Spectral energy density for patterned silicon for L = 11 nm,
D = 5 nm, with 0%, 10% and 50% damage in the defective region.
Increased phonon broadening can be observed over the whole frequency
range as the degree of damage increases. (b) SED at Γ and the fitted
Lorentzian functions, from which scattering times can be calculated. The
lifetimes of most modes are reduced by a factor of 2-3.
50% damaged systems are plotted in Figure 4.5(a). The usual dispersion of
silicon can be observed in all cases, suggesting that the vibrational features of
bulk silicon persist even when defects are present. The high-frequency modes
tend to scatter with other phonons, while the short wavelength modes are
more vulnerable to the presence of disorder.
Furthermore, phonon lifetimes can be determined from the spectra to be
τ = 1/2γ , (4.4)
where γ is the half-width at the half-maximum of the best fit Lorentzian to
SED profiles
φ(k, ω) = φ0(1 + [(ω − ω0)/γ]2)−1 , (4.5)
where φ0 is the peak SED centered at ω0. The reduction of relaxation time
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Figure 4.6: (a) SED of Γ phonons for increasing degree of damage, where
broadening can be observed. (b) Relaxation time calculated by Lorentzian
fitting. The lifetimes of most modes are reduced by a factor of 2-3, in
comparison to pristine silicon.
can thus be represented by the broadening of the vibrational modes. In
Figure 4.6(a) the SED profile fitting is shown for the modes at Γ for the
four systems, and is observed to broaden with increasing degree of damage.
In Figure 4.5(b), I compare the lifetimes explicitly at Γ for the pristine and
50% defective systems. As expected, phonon lifetimes are systematically
reduced as the degree of damage increases. Figure 4.6(b) further compares
the lifetimes of several modes at two k-points: Γ and (0.7, 0, 0), for the 50%
defected system in comparison to pristine silicon. The maximum reduction of
lifetime, about a factor of 7.5, occurs for the Γ mode at 6.3 THz. Nevertheless,
the lifetime reduction for most modes is a factor of 2 to 3, which suggests that
the contribution from enhanced phonon-phonon scattering in the defective
systems is non-negligible. Nevertheless, in comparison to the harmonic effects
analyzed earlier, the reduction mechanism is largely harmonic.
4.2.3 Origin of phonon-band anticrossing
Band anticrossing, the dominant mechanism for phonon engineering in hy-
brid metamaterials, was only explained qualitatively in the previous section,
in this section I will demonstrate its theoretical origin. I first describe an
analytical model, which shows that avoided crossings generally arise when
the symmetry of pristine material is broken by disorder. I use a simplified
representative element approach (coarse-grained representation), as shown in
Figure 4.7 (a). Furthermore, as an illustrative model, I also analyze the lat-
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tice dynamics for a two-dimensional cubic lattice with both ordered and dis-
ordered regions. Using this model system, I can clearly ascribe the observed
hybridization and avoided crossings among the lowest-frequency modes to
structural disorder.
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Figure 4.7: (a) The coarse-grained representation, where the ordered and
disordered regions are described by corresponding effective masses, and
their interactions by springs. Interactions between all representative
elements (α1, α2, β) are considered. (b) Dispersion relations for the
two-dimensional lattice system, for numerical parameters D = L/2,
M = m = 1, α1 = α2 = 1, and β = 0.1. Band anticrossing between optical
and acoustic modes can be clearly observed when interactions between
defective and pristine elements are included. The dashed lines are for the
same geometry, but with interactions removed. ω0 is the frequency of the
optical branch at the Γ point.
I first derive analytically the dispersion relationship for the representative
lattice system (Figure 4.7 (a)). In this representative system, the defective
and pristine regions are coarse grained and represented by corresponding
effective elements (D and P) with masses M and m, respectively. These
elements are connected by effective interactions denoted by spring constants
α1 (D-D), α2 (P-P), and β (D-P), as depicted in Figure 4.7 (a). The coarse-
grained approach allows one to ignore the specific internal modes of the
pristine and defective regions, and focus instead on global features via effec-
tive interaction between the two regions. I will show that hybridization and
avoided crossings emerge within this description.
Let u(n), v(n) be the displacements of the effective elements D and P in
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the n-th unit cell. The equations of motion can then be written as
M
d2u(n)
dt2
= −
∑
n′
[α1(n− n′)u(n′) + β(n− n′)v(n′)] , (4.6)
m
d2v(n)
dt2
= −
∑
n′
[α2(n− n′)v(n′) + β(n− n′)u(n′)] , (4.7)
where n′ denotes the masses to which mass m (or M) is connected via a
spring. I consider only the nearest neighbors for this 2D system, where each
element interacts with four alike elements as well as four unlike elements.
For instance, each element D interacts with four D elements and four P
elements. To find the solutions of the form u(n) = u0 exp [i(k · r(n)− ωt)]
and v(n) = v0 exp [i(k · r(n)− ωt)], where k is the wave vector, the equations
of motion can be reduced to
(A1(k)−Mω2)u0 +B(k)v0 = 0 , (4.8)
B(k)u0 + (A2(k)−mω2)v0 = 0 , (4.9)
where
A1,2(k) =
∑
n
α1,2(n) exp [−ik · r(n)] , (4.10)
B(k) =
∑
n
β(n) exp [−ik · r(n)] . (4.11)
These equations of motion lead to the dispersion relation
ω±(k) =
(A1(k)m+ A2(k)M)±
[
(A1(k)m− A2(k)M)2 + 4mMB(k)
]1/2
2mM
.
(4.12)
This dispersion relationship is plotted in Figure 4.7(b) along the k = [1, 1]
direction, where the anticrossing can be readily observed. This result suggests
that avoided crossings appear generally when the interactions between the
ordered and disordered areas are present.
To bridge the above simplified representative-element analysis and the hy-
brid metamaterials considered earlier, I study here an intermediate system:
a two-dimensional cubic lattice system shown in Figure 4.8. This system
consist of 100 beads connected by harmonic springs, with varying degrees of
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Figure 4.8: The dispersion relationships for corresponding two-dimensional
lattices: (a) ordered, (b) disordered in the center, and (c) amorphous. The
disorder in (b,c) leads to level repulsion between dispersion curves.
configurational disorder: the first system is pristine, the middle one contains
a disordered region enclosed in a crystalline matrix, and the last fully disor-
dered. The bead mass, equilibrium distance, and force constants are all set to
unity. For the pristine system in Figure 4.8(a), the dispersion curves are sim-
ply the zone-folded acoustic and optical modes of pristine lattice, and cross
each other when they meet. When disorder is introduced into the lattice, as
shown in Figure4.8(b,c), the lowest-frequency modes exhibit level repulsions
both within the Brillouin zone and at the zone boundaries.
4.3 Thermoelectric potential
With the ∼ 20 fold reduction in thermal conductivity, the hybrid ordered-
disordered metamaterials would be promising for thermoelectrics. In this
section, I will explore such possibility by estimating their electric properties.
4.3.1 Electrical properties σ, S
To calculate electronic properties, I use the Boltzmann theory with two ap-
proximations: i) the relaxation time approximation, and ii) parabolic bands
approximation for the electronic dispersion [156]. At typical operating tem-
peratures (T = 300 K to T = 700 K) the filling of the conduction bands is rel-
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atively small in silicon. Therefore, these two approximations are sufficiently
accurate for non-degenerate silicon [157]. Based on these approximations,
the kinetic definitions of σ and S in Equation 2.2 could be further simplified
to [156]
σ = −e2
∫
v()2τ()
∂f
∂
g() d , (4.13)
S =
1
eT
∫
v()2τ()∂f
∂
[− µ]g() d∫
v()2τ()∂f
∂
g() d
, (4.14)
where e is the elementary charge,  the charge carrier energy, v()2 = 2/m∗
the velocity squared, m∗ the carrier effective mass, τ() the relaxation time,
f() = [e(−µ)/kBT + 1]−1 the Fermi-Dirac distribution, µ the chemical po-
tential, and g() =
√
2pi−2h¯−3(m∗)3/21/2 the electronic density of states. In
this work, I consider phosphorous doping with activation energy 45 meV and
concentration of 3×1019 cm−3. The resulting carrier density and Fermi level
are determined self-consistently via graphic iteration method [62]. Within
this approximation, τ() is the only unknown to be determined.
The main contributions of τ() are from either intrinsic or extrinsic scat-
tering. When both scatterings are present, Matthiessen’s law in Equation
2.4 can be expanded as
τ−10 () = τ
−1
i () + τ
−1
D () , (4.15)
where τi() denotes intrinsic and τD() extrinsic scattering times, which
amounts to assuming that the defective regions act as isolated scattering
centers. For intrinsic scattering, I used the commonly applied power law
τ() = τ0(/kBT )
r [62], assuming that in the irradiated samples the intrinsic
scattering mechanisms remain unchanged from pristine silicon. For intrin-
sic electron scattering, I incorporated scatterings with acoustic phonons and
optical phonons; all the models and parameters are summarized in Table 4.1.
For the scattering rate with the cylindrical regions τD(), which is still
missing, I have derived in the Chapter 2 a model for τD() based on partial
wave analysis. In the limit of low energy elastic scattering process, the newly
derived scattering model gives the cross-section to be
σm ≈ 4pia2
(
1− tanh(k0a)
k0a
)2
≈ 4pia2 , (4.16)
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Table 4.1: The scattering mechanisms and the power-law model,
τi() = τi0x
ri , x = /kBT , considered in this work. The scattering
mechanisms above room temperature are deformation potential scattering
with acoustic and optical phonons, for which the parameters are obtained
by fitting experimental measurements [62, 158]: DA = 9.0 eV,
Cl = (3C11 + 2C12 + 4C44)/5 = 1.895× 107 Pa, θ = h¯ωLO/kB = 731.1 K,
m = 9.11× 10−31 kg denotes the electron mass, and m∗ = 0.26 m is the
conductivity effective mass.
Mechanism (i) τi0 ri Refs.
Acoustic
phonons
2.40× 10−19Cl
D2AT
3/2
( m
m∗
)3/2
−1/2 [62, 158]
Optical
phonons
4.83× 10−19Cl[exp(θ/T )− 1]
D2AT
1/2θ
( m
m∗
)3/2 −1/2 [62, 158]
Cylindrical
defects
pi
4
√
2
L2
D
√
m∗
kBT
−1/2
Equation
4.19 in this
work
which is an approximate solution obtained by retaining only S-wave (l = 0)
component of the exact solution
σm =
4pia2
(ka)2
Nl→∞∑
l=0
(2l + 1)
∣∣∣∣∣ jl(ka)h(1)l (ka)
∣∣∣∣∣
2
, (4.17)
where jl and h
(1)
l are the spherical Bessel and first-kind Hankel functions,
k2 = 2m/h¯2, and k20 = 2mV0/h¯
2.
Before substituting Equation 4.16 into Equation 4.15 to obtain the scat-
tering rate, the average velocity of incident carriers should be determined.
Within the parabolic band description adopted here, the carrier speed is re-
lated to the energy as v =
√
2/m∗. Due to the uniform distribution of angles
ϑ ∈ [−pi/2, pi/2] between the velocity vector and the longitudinal cylinder
axis, the average incident speed is
〈v〉 =
∫ pi/2
−pi/2
v cosϑΘ(ϑ)dϑ =
2v
pi
, (4.18)
with the uniform distribution density Θ(ϑ) = 1/pi.
Combining Eqns. 4.15, 4.16, and 4.18, and knowing ND = 1/L
2 as the
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number density of the defective areas, the momentum relaxation time can be
written as
τD()
−1 = ND 〈v〉Dm = 4
√
2
pi
D
L2
√
kBT
m∗
x1/2 , (4.19)
where x = /kBT . Remarkably, the external scattering rate due to the cylin-
drical defective areas exhibits the power-law form τD() = τD0(/kBT )
r with
exponent r = 1/2, which turns out to be the same scaling as all intrin-
sic models (See Table 4.1). The uniform power-law scattering conveniently
simplifies our analysis, allowing a unified calculation of electrical properties.
Substituting τ() = (τi0 + τD0)(/kBT )
r, r = −1/2 into Eqns. (4.13) and
(4.14), the following closed-form definitions could be obtained,
σ =
2q2τ0(3/2 + r)(kBT )
3/2+rΓ(3/2 + r)
3
√
2pi3/2Γ(3/2)
(m∗)1/2eη , (4.20)
S = −kB
q
(η − r − 5
2
) , (4.21)
where Γ denotes the gamma function and η = µ/(kBT ) the reduced chemical
potential.
The predictions of σ and S are plotted as functions of L and D in Figure
4.9(a,b). The electrical conductivity obtained from Equation (4.20) increases
sharply with L when L > 20 nm, but starts to saturate to the bulk value for
larger L. In contrast, κ drops rather slower in Figure 4.9(a). Together these
have justified the proposed PGEC concept of Figure 4.1(d). Meanwhile, from
Figure 4.9(b) the Seebeck coefficient S is not affected by the variations of
L and D in the classical regime. This can be understood from Equation
(4.21), which shows that S depends only on the reduced Fermi level and the
scattering mechanisms, and r = −1/2 for both electron-phonon and electron-
defect scattering.
Furthermore, the thermal conductivity in Figure 4.1(b) and electrical prop-
erties in Figure 4.9(a-b) lead to the figure of merit ZT , as shown in Figure
4.9(c). As L decreases, ZT can be enhanced 18 fold compared to bulk sil-
icon, reaching as high as ZT ≈ 0.5 for L ≈ 11 nm, D ≈ 5 nm. This
value may even underestimate the actual attainable ZT , since κ is overesti-
mated by nearly a factor of two using the Tersoff potential. ZT is defined
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Figure 4.9: σ, S and ZT as functions of D and L for P-doped silicon at
concentration of 3× 1019 cm−3 and T = 300K. σ grows saturates sooner
than κ in Figure 4.1(b), which allows the proposed metamaterial to be more
crystalline for electrons than for phonons. ZT is enhanced up to around 0.5
for optimal L ≈ 11 nm, D ≈ 5 nm. The thick lines correspond to L = D.
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by the ratio of electrical to thermal properties, rather than individual ab-
solute values. In the proposed metamaterial, both electrical and thermal
conductivities are reduced by defects. However, σ grows faster than κ for
small L, and in this situation the material is more “crystalline” for electrons
than for phonons. Therefore, the regularly patterned defects can achieve a
PGEC with Λe < L < Λp. Preferably, the length window [Λe,Λp] should be
sufficiently large to allow practical design.
4.3.2 Sensitivity to structural parameters
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Figure 4.10: (a) Scaling behavior of ζ = κ and σ as functions of (a) L and
(b) D based on kinetic arguments for different intrinsic mean free paths Λ0.
While Λ0 = 10 nm represents the scaling of electron conductivity,
Λ0 = 1000 nm approximates the trend of phonon conductivity. The shaded
areas denote the parameter ranges considered in this work. (c, d)
Geometrical sensitivity of ζ = κ or σ to L and D. In the range of L, σ
saturates earlier than κ. Meanwhile, for the considered range of D, the
conductivities are similarly sensitive to D and L.
It is also interesting to notice that all the thermoelectric properties are
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more sensitive to L than D. The reductions of κ in Figure 4.1(b) and σ in
Figure 4.9(a) with L are all stronger than D. In this section, I present a
scaling analysis to understand the greater sensitivity of both κ and σ to L
than D. To start, both κ and σ can be written as a function of D and L,
ζ(D,L) = b(D,L)Λ(D,L) , (4.22)
where ζ = κ or σ, b(D,L) accounts for the changes in corresponding band
structures (for both phonons and electrons), and Λ(D,L) is the mean free
path. For simplicity, I assume the band function b(D,L) is constant, insen-
sitive to D and L, which is accurate when D  L, or D and L vary in a
narrow range, as considered in this work.
The geometrical sensitivity concerned can be defined as
∂ζ
∂(D,L)
=
∂ζ
∂Λ
∂Λ
∂(D,L)
, (4.23)
where ∂(D,L) denotes partial derivative with respect to D or L. Similar to
Equation 2.4, Matthiessen’s law can be written for mean free path as
Λ(D,L) =
ΛiΛD(D,L)
Λi + ΛD(D,L)
. (4.24)
Note that Λi represents the intrinsic mean free path in pristine silicon and
is assumed insensitive to (D,L). Substituting Equation 4.24 into Equation
4.23,
∂ζ
∂(D,L)
=
(
Λi
Λi + ΛD
)2
∂ΛD
∂(D,L)
. (4.25)
Applying Equation 4.19 in the above for τD,
∂ζ
∂D
∼
(
Λi
Λi + L2/2D
)2
L2
2D2
, (4.26)
∂ζ
∂L
∼
(
Λi
Λi + L2/2D
)2
L
D
. (4.27)
These scaling forms and corresponding sensitivity are shown in Figure 4.10.
Two sets of results are shown for intrinsic mean free paths Λ0 = 10 nm and
Λ0 = 1000 nm. The former represents Λe, while the latter Λp, in silicon. In
the relevant ranges of D and L, we can observe similar sensitivity of σ and
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κ to L and D. This scaling analysis also recovers the early saturation in σ
for L > 20 nm compared to κ. These results are consistent with the trends
in Figure 4.1(b) and Figure 4.9(a).
4.4 Summary
This chapter has showed that regularly patterned static defects formed by ion
beam irradiation can be used to realize a PGEC metamaterial on silicon for
thermoelectric applications. When the distance between the patterned de-
fects falls within the length window of electron and phonon mean free paths,
the thermal conductivity can be reduced without substantially deteriorating
the electrical properties. A ZT ≈ 0.5 or greater has been predicted with
this approach. Although silicon was chosen as the representative material, in
consideration of economic aspects, the physical trends should be general to
many existing thermoelectric materials, on the condition that phonon mean
free path is greater than that of electrons.
With this approach, the enhancement of ZT arises primarily from the
reduction of thermal conductivity. To further understand the reduction in
thermal conductivity, I analyzed the vibrational energy transport in these hy-
brid ordered/disordered silicon metamaterials. Using lattice dynamics and
modal analysis, I showed that these systems exhibited both delocalized bulk-
like modes and localized modes confined to the disordered regions. A large
degree of hybridization occurred between these modes, giving rise to avoided
crossings and mode broadening. The strength of the hybridization exhib-
ited strong dependence on the degree of overlap between the atomic vibra-
tions within the disordered region and the bulk-like modes. Based on the
Allen/Feldman theory, I showed that these hybridizations were dominant for
the reduction of thermal conductivity. On the other hand, by analyzing the
spectral energy density of each vibrational mode, I showed that modal scat-
tering was also enhanced, further contributing to the reduction of thermal
conductivity.
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Chapter 5
CORRELATED DYNAMICAL DISORDER:
HYBRID PEROVSKITES
In the previous chapters, I have studied how different types of static disorder,
both correlated and uncorrelated, could modify energy and charge transport,
focusing primarily on the former. In this Chapter, dynamic character will
be introduced further into structural disorder. Two lead halide perovskites
are the model materials. While the hybrid metamaterials in Chapter 4 can
be viewed as glass-in-crystal systems, hybrid perovskites are intrinsically
glass-crystal dual materials. For these dual materials, further insights into
vibrational energy transport, as well as the chemical origins, will be pre-
sented.
The contents in this chapter have been submitted for publication.
5.1 Overview
Disordered network materials abound in nature and underlie a wide spectrum
of applications, lead halide perovskites being the prominent examples that are
promising for photovoltaics and optoelectronics. Despite of recent extensive
investigations, the vibrational and thermal properties of these materials still
remain topics of debate. In this Chapter, combining first-principles and
classical simulations, I first demonstrate different types of structural disorder
in two lead iodide perovskites, XPbI3 (X=Cs, methyl ammonium (MA)),
which have been widely considered as cubic crystals at high temperatures.
Remarkably, direct analysis of spectral energy density reveals the propagonic
and diffusonic characteristics of thermal carriers. I will analyze the non-
phononic vibrational transport in these perovskites, focusing on the effects
of sublattice symmetry-breaking and dynamically correlated disorder.
Another focus will be on the chemical origins of the observed behaviors
in vibrational transport. For instance, strong anharmoncity in these per-
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ovskites, two orders higher than silicon, is observed both on the inorganic
framework and surprisingly the interaction between PbI6 framework modes
and localized A-site modes. I will show that the former arises from long-range
interaction due to resonant bonding, while the latter from A−site rattling in
CsPbI3, and polar rotor scattering instead in MAPbI3. I also observed the
“waterfall-like” dispersion, which is shown to be an emergent phenomena due
to dynamical averaging of different dispersions that belong to energetically
equivalent disordered phases.
This work would be of interest to the design and functionalization of a
broad family of hybrid materials. As mentioned above, hybrid perovskites are
a subset of network materials, including metal-organic frameworks, molecular
crystals and hierarchically organized materials. In these materials, the exis-
tence of hierarchical chemical bonds and group dynamics are the fingerprints
commonly shared. Therefore, the physical insight drawn from this chapter
should be transformable to these network and hybrid materials as well.
5.2 Structural crystal-glass duality
Hybrid materials have recently become an emerging avenue for materials en-
gineering, applications ranging from optoelectronics to energy harvesting to
biomedicine [159, 160, 161, 162, 163, 164]. Methylammonium lead iodide
(MAPbI3), as an example, has shown sharp rise in photovoltaic conversion
efficiency from 3% to 22% in five years [165, 166]. Other example materials,
depending on applications, include broadly molecular motors [167, 168, 169],
hybrid organic-inorganic materials [159, 162], van der Waals heterostructures
[170] and hierarchically organized hybrid materials [171]. These materials are
usually studied as crystalline materials with complex unit cells. In terms of
symmetry, many of these hybrid materials should be categorized as procrys-
talline [172, 153], which are commonly featured by the presence of mixed
chemical bonds and low-symmetry groups sitting on higher-symmetrical lat-
tices [173, 169]. The example of MAPbI3 is illustrated in Fig. 5.1(a), where
the covalently bonded MA molecules (C3v) have lower symmetry than and
interact coulombically with the PbI6 lattice (Oh).
The chemistry of hybrid materials is to devise and capitalize on the mix-
ture of disparate structures and interactions. For instance, related to this
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work, the hybrid stereochemistry can lead to atomic dynamics at distinct
spatiotemporal scales [174]. These distinct dynamics are shown to be impor-
tant for applications in gas absorption, among many other examples [175].
Nevertheless, despite of extensive investigations, the vibrational and thermal
properties of these materials still remain a subject yet to be explored.
Knowledge of vibrational properties at atomic scales gives direct insights
on phase transition, thermal stability, lattice conduction, among many other
structure-property relations [174, 176, 177, 178]. For the case of perovskites,
lattice dynamics have shown to affect intimately their optical band gap, po-
laron formation, and transport properties [179, 180, 181]. Moreover, for lead
halide perovskites, understanding the vibrational dynamics becomes grow-
ingly important recently, not only for characterizing energy transport and
phase transformations in these materials [182], but also for resolving their
thermal instability, which is one of the key barriers hindering them from
large-scale adoption [39]. However, the picture is still incomplete. For in-
stance, so far the mechanisms responsible for their ultralow thermal conduc-
tivities (∼ 0.5 W/mK at room temperature) have only been partially re-
vealed. [183, 184, 185, 186] These phononic explanations ascribed the small
magnitude of thermal conductivity to either low group velocity or strong an-
harmonicity, or both. While the softness of chemical bonding can be under-
stood via perovskite stereochemistry, understanding the detailed interactions
between vibrational modes is more challenging and still missing.
Extra complication follows when the less symmetrical (or even the high-
symmetrical) sublattice becomes disordered. Although sometimes subtle,
this is often the case. For instance, as shown in Figure 5.1(a-c), our ab initio
and classical molecular dynamics simulations show that hybrid perovskites
possess three types of disorder that are correlated and dynamic in nature:
i) phase coexistence, ii) random orientation of MA molecules, and iii) in-
commensurate tilting of PbI6 framework. Coexistence of different types of
octahedron tilting and molecular orientation have also been experimentally
demonstrated [187, 177]. Still in i) and ii), the PbI6 octahedrons preserve
shape during tilting. In contrast, as shown in Figure 5.1(b), large shape
change and thus incommensurate rotations were observed. The isosurface in
Figure 5.1(c) separates the octahedrons with maximum angle change greater
than 10 degrees from those below. The existence of incommensurate ro-
tations can be clearly observed. Figure 5.1(d) compares the lattice energy
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Figure 5.1: Three types of structural disorder in hybrid perovskites: (i)
random orientational disorder of A-site organic molecules, (ii)
incommensurate tilting of inorganic framework, and (iii) coexistence of
different phases. (a) The cubic prototype and two tilting modes of the PbI6
framework, which displacively lead to three phases. (b) Ideal tessellation of
M -tilted motif, compared with the configuration generated from ab initio
molecular dynamics simulation, where incommensurate rotations can be
identified. (c) Coexistence of shape-preserving octahedra and
incommensurate phases. The blue-colored frame denotes the lattice, and
the isosurface illustrates the boundary between these phases. (d) Lattice
energy for ordered cubic phase compared to 50 different disordered phases,
which are quenched from independent molecular dynamics simulations. The
insets are ordered pristine supercell versus 50 disordered snapshots plotted
together. While the energy of disordered system is lower, the fluctuation is
within thermal fluctuation at room temperature. (UC: unit cell for cubic
perovskite.)
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for 50 independent disordered systems, which are quenched from dynamical
simulations. The energy of disordered systems is lower than the cubic pro-
totype, and these disordered systems are energetically equivalent at room
temperature. Therefore, as oppose to the crystalline picture, it may be more
appropriate to consider the hybrid perovskites as dynamically stable and
inherently disordered materials.
Now that the system is disordered, characterizing vibrational transport in
hybrid perovskites (and similar hybrid materials) can be theoretically chal-
lenging [188, 189]. The challenge roots in their glass-crystal duality. As
discussed in the previous chapters, phonon transport and diffusive hopping
theories have been well established respectively in the crystalline and amor-
phous limits. However, the transport theory for disordered heterogeneous
materials is still under development. The loss of translational symmetry
makes the band description inadequate for these materials. In Chapter 4, I
explored partially-ordered-partially-disordered heterogeneous systems in the
hybrid metamaterials. I showed that the extended phonon-like modes on the
higher symmetrical lattice could interact with localized modes that belong
to less symmetrical groups in rather intriguing ways, and could dominate the
transport physics. For hybrid organic-organic perovskites, it is only recently
that the dynamics of organic molecules were characterized [190, 191, 177],
but it is still unclear how different types of structural disorder affect vibra-
tional and thermal properties, which will be the subjects of the following
sections.
5.3 Non-phononic vibrational transport
5.3.1 Characterization of vibrational carriers
I begin with characterizing the population of vibrational carriers. As the
plane-wave nature of phonons would be invalid when disorder is present, vi-
brational carriers can be represented in the position-frequency space, (x, ω).
Although wave vector can hardly be defined, spectral energy density (SED,
φ) remains well defined (See Equation 4.3). In Figure 5.2(a-c), the spectral
energy density for each vibrational mode is presented in wavevector-frequency
space, (k, ω), such that the loss of wavevector can be visualized as disorder
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gains growing population with increasing temperature. At low temperature,
both organic molecules and inorganic framework vibrate around their equi-
librium states. The rotations of MA molecules are hindered by the PbI6
framework, only librations being allowed. In this situation, the material can
be viewed as crystalline, and phonon modes could be calculated. In Figure
5.2(a), the dispersion bands can be well resolved by SED results. It is also
compared with our first-principles lattice dynamics results. The agreement
is satisfactory, especially for the low-energy acoustic modes.
(e) T = 300 K  (MA fixed)
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Figure 5.2: (a-c) Spectral energy density of dynamical modes in MAPbI3
at different temperatures. The SED-resolved dispersion is compared with
lattice dynamics result at T=1 K. The band line-widths broaden as
temperature increases. At T = 300K, the vibrational modes between 3-4
THz that are well-defined at low temperatures are now heavily blurred.
Instead, “waterfall-like” modes are observed. (d) The modal relaxation time
extracted from fitting SED compare well with experimental measurements.
(e) Freezing MA rotation recovers the well-defined lattice dynamical modes,
which suggests that interactions between the inorganic framework and
sublattice MA orientational disorder are responsible for the loss of wave
nature in (c). (f) Thermal conductivity calculated via Green-Kubo
formalism, with MA fixed and unfixed, agrees well with experiments.
These acoustic bands broaden as temperature increases to 10 K and 300 K,
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as plotted in Figure 5.2(b,c). The broadening of line-width signals reduction
in relaxation time of these modes. Fitting the SED profiles by Lorentzian
function (see Equation 4.3), we can extract the relaxation time for each
mode. Figure 5.2(d) shows the relaxation times for LA and TA modes, along
Γ → X. The experimentally measured relaxation time (unpublished yet)
are from our experimental collaborators, which is plotted and compared in
Figure 5.2(d). The agreement is satisfactory, and the relaxation time of these
low-energy acoustic carriers scales exponentially with frequency. In principle,
such broadening should be observed for all other bands. However, the SED
signal of optical bands is weaker and inter-mixed, which makes Lorentzian
fitting theoretically challenging. This is also confirmed in our collaborator’s
experiment.
5.3.2 “Waterfall-like” dispersion: dynamical averaging
Nevertheless, although weaker, the signal of optical modes turns out to be
nontrivial. In Figure 5.2(c), the optical modes are observed to be heavily
blurred. With phononic theory, such blurring could arise from band broad-
ening and stronger mixing, such as observed in Figure 5.2(b). However, the
SED intensity appears to be more uniform throughout (k, ω) space at 300
K (see Figure 5.2(c)), and the emergent trend denoted by the white dashed
lines are reminiscent of “waterfall” phonons that are observed earlier in re-
laxor perovskites [192, 193, 153]. The “waterfall” phonons were ascribed to
the presence of polar nano-regions [192] and later to acoustic-optical coupling
[193]. In our case, however, I will show in the following that the waterfall-like
dispersion has the same origin with dispersion smearing, and is an emergent
behavior due to the presence of dynamic disorder.
To separate such disorder effect, I artificially fix the rotational degree of
freedom of all MA molecules. Notice that fixing the rotation of MA molecules
also hinders the PbI6 octahedra from changing their prototype shape severely.
Therefore, the material is ordered in this case. For this system, the spectral
energy density is plotted in Figure 5.2(e), where the dispersion bands could
be clearly observed. The lowest modes start from non-zero energies due to
the artificial constraints on MA rotations. The sharp reemergence of disper-
sion bands indicates that the structural disorder is the dominant mechanism
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for the dispersion smearing. Moreover, in Figure 5.1(d), I showed that the
time evolution of hybrid perovskites can be viewed as a trajectory in the
phase space spanned by infinite disordered microstates that are energeti-
cally equivalent. These disordered microstates average to the experimentally
measured cubic phase. Therefore, I simulated 50 independent microstate at
300K. After the systems were thermally equilibrated, I quenched the system
to 0 K. The lattice energies of all 50 disordered systems are lower than the cu-
bic prototype. Moreover, the energy difference between different microstates
is well within room temperature. Therefore, the atomic dynamics can be
viewed as stochastic jumps between these microstates. For each microstate,
there exists a corresponding SED map, and the overall SED plotted in Figure
5.2(c) is the dynamical average of SED maps for infinite microstates. The
waterfall-like dispersion is connected by the statistically dominant vibration
modes, and should be considered as an emergent behavior.
5.3.3 Modal decomposition and spectral analyses
Knowing the non-phononic nature of vibrational carriers, I now proceed to
study the thermal conductivity. To begin, since Green-Kubo formalism of
thermal conductivity is valid for disordered systems, I calculated the ther-
mal conductivity using this approach (see Chapter 2). In Figure 5.2(f), I
compare the calculated thermal conductivity of MAPI with experimental
measurements, as well as the model system with MA molecules rotationally
constrained. The calculated thermal conductivity is as small as 0.4 W/mK
at room temperature, which agrees with the experiments. In general, with
well defined phonon modes, lattice conductivity would be expected to be
substantially greater than disordered system [194, 134, 195]. Here it is inter-
esting that the constrained model material has similar thermal conductivity
with the unconstrained system, even though the dispersion bands are well
defined.
To understand this observation, I calculate the modal diffusivity of each
thermal carrier using the Allen-Feldman theory (see Chapter 2). Modal dif-
fusivity defined in Equation 2.30 measures the energy-carrying capability of
each thermal carrier. To elucidate the disorder effect, I studied three model
systems: (i) the ideally cubic, (ii) the cubic prototype with MA molecules
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Figure 5.3: (a) Modal diffusivity for three model systems: (i) prototypical
cubic, (ii) cubic with MA molecules exhibiting orientational disorder, (iii)
MA molecules and PbI6 framework are disordered. The demarcation
between propagons and diffusons can be readily observed. (b) Contributions
of propagons versus diffusons to lattice conductivity in three model systems.
(c) Six vibrational modes demonstrate the difference between propagons,
diffusons, and locons. (d) The modal participation ratio in three model
systems. While the diffusons have marginal difference, the participation
ratio is reduced remarkably as disorder is introduced progressively.
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randomly oriented, and (iii) a random system with both MA molecules and
PbI6 octahedrons tilted randomly. For all three systems, I calculated modal
diffusivity separately, and plotted the results in Figure 5.3 (a). For these
systems, modal diffusivity decreases with frequency initially and levels off
after a transition frequency. The transition frequencies for the disordered
systems are rather close, around 0.15 THz. Based on such scaling behavior,
following Allen and Feldman (see Ref. [154] and also Chapter 2), I categorize
the lower and higher frequency carriers into propagons and diffusons, respec-
tively. The modal diffusivity is reduced noticeably for both propagons and
diffusons as disorder is introduced. Nevertheless, the diffusons are insensitive
to the PbI6 disorder. The histogram in Figure 5.3 (b) tallies the contribu-
tion from diffusons versus propagons. As structural disorder is introduced
progressively, the contribution of diffusons becomes increasingly dominant.
In the MA-rotation constrained system, the dominant low-energy phonons
(< 0.5 THz) are absent, which leads to similar overall thermal conductivity
with the disordered systems.
With the above characterizations in ω, I now turn to the mode repre-
sentation in real space. In Figure 5.3(c), for both ordered and disordered
systems, I show three modes with varying degree of localization. Due to the
well-defined atomic arrangement, all modes in the ordered configuration are
phonon modes, such as the two modes at 0.13 THz and 3.29 THz. The modes
around 10 THz and higher are internal vibrational modes highly localized on
MA molecules. One example is the 37.47 THz mode, in which only MA
molecular rotations are observed. For the disordered system, the propagon
and diffuson modes are globally spanning, all inorganic and organic atoms
are participating. The difference between these two types of modes is their
itinerant nature. The former has vague patterns and an effective wave vector
could be defined based on the homogenized elastic constants. In contrast,
the latter losses wave nature and transport via hopping or tunneling chan-
nels. For modes higher than 10 THz, the vibrations are highly localized, such
as the shown 37.52 THz mode. These observations are also consistent with
the calculated participation ratio in Figure 5.3(d). It is interesting to notice
that the propagons are most sensitive to the structural disorders, while the
diffusons are less sensitive.
104
5.4 Harmonics versus anharmonics and stereochemical
origins
5.4.1 Harmonic and anharmonic lattice dynamics
More than the non-phononic nature of the vibrational modes and their trans-
port, I also observed in Figure 5.1(a-d) that the acoustic bands are flat and
relaxation time is as low as tens picoseconds. These suggest that the chem-
ical bonding is soft and strongly anharmonic, comparing to conventional
semiconductors. To quantify the comparison, I calculated the harmonic and
anharmonic properties in three materials: MAPI, CsPI, and silicon from first
principles. For better comparison and facilitate theoretical analysis, I adopt
cubic unit cells for all three material systems. The cubic perovskite prototype
can be viewed as one of the infinite microstates or an effective representation.
Since bonding hardness and anharmonicity depend mostly on the nature of
chemical bonds, the results for cubic prototype should be generally applica-
ble for the disordered analogues. In order to calculate the scattering rate for
each mode, 1/τ(i, q), I implemented Fermi’s golden rule.
1
τ(i, q)
=
36pi
h¯2
∑
λ′λ′′
|Φλλ′λ′′ |2 ×
{
(n0λ′ + n
0
λ′′ + 1)δ(ωλ − ωλ′ − ωλ′′)
+ (n0λ′ − n0λ′′)[δ(ωλ + ωλ′ − ωλ′′)− δ(ωλ − ωλ′ + ωλ′′)]
}
,
(5.1)
where λ abbreviates phonon mode (q, j), n0 is the Bose-Einstein distribution,
δ(·) is the delta function enforcing energy conservation during scattering, and
Φλ,λ′λ′′ is the coupling strength of modes (λ, λ
′, λ′′) and can be calculated by
perturbation theory.
The results are summarized in Figure 5.4, compared to experimental mea-
surements [182, 196, 197]. Notice that the relaxation time approximation
underestimates lattice conductivity should be within expectation [198], still
the agreement with a factor of less than 4 is satisfactory for all materials.
Both experimental and our ab initio calculations confirmed that the ther-
mal conductivities of the lead halide compounds are two to three orders of
magnitude smaller than that of silicon. The ultralow thermal conductivity
could be of practical interest, such as for thermoelectrics [40, 41] and thermal
management for perovskite solar cells [182].
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Figure 5.4: The lattice conductivity and atomic configurations of (a)
MAPbI3, (b) CsPbI3 and (c) silicon, calculated ab initio and compared to
experimental values adapted from Ref. [197] for silicon, and Ref. [196] for
the perovskites. The conductivity of perovskites is three orders of
magnitude lower than that of silicon. (d-f) Dispersion relationships of three
materials, where the dispersion curves are colored by the localization
function ζ. All modes in silicon are delocalized (ζ ≈ 1/8), and
low/intermediate modes are localized on the A-site in CsPbI3/MAPbI3.
The former suggests a rattling picture, while the latter relates to polar
rotor scattering. (g-i) Anharmonic scattering rate (upper) and group
velocities (lower). Note that the scattering rates have a difference of a
factor of 100 between perovskites and silicon.
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Nevertheless, as mentioned above, the mechanisms responsible for the ul-
tralow thermal conductivity of these halide perovskites are still elusive. For
the case of MAPI, for instance, the low group velocity of acoustic phonons
and strong anharmonicity were first suggested in Ref. [183]. These are gen-
erally expected for materials with high thermal resistance. However, more
recent studies excluded the effects of low group velocity [196], or strong an-
harmonicity [185], over the other. Other mechanisms, such as polar rotor
scattering [186] and cluster rattling mechanism [184], were also proposed.
Using extensive first-principles and classical calculations, we could help to
resolve this debate.
To start, dispersion relations for three materials are plotted by correspond-
ing dispersion relations in Figure 5.4 (d-f). The dispersion curves for both
perovskites are noticeably more flat than those for silicon, which suggests
lower group velocity in perovskites, as shown in Figure 5.4 (g-i). To compare
more quantitatively, we define thermal average group velocity
〈vg〉 = 1
N
∫
g(ω)f(ω)vg(ω)dω (5.2)
where g(ω) and f(ω) are density of states and Bose-Einstein distribution
function, respectively. This so defined average group velocity has taken actual
occupation and excitation into account, and values 6.4 km/s in silicon in
contrast to 1.1 km/s in perovskites, about 5 times lower than in silicon.
Table 5.1: Lattice constants and elastic constants (C11, C12 and C44)
calculated by density functional theory.
material
lattice constant (A˚) elastic constants (GPa)
a0 C11 C12 C44
Si 5.43 159.21 62.59 75.69
CsPI 6.62 21.56 4.02 3.46
MAPI 6.60 28.84 6.48 3.99
In principle, this could be because of soft bonds and/or heavy atomic
masses. For instance, near Γ points, group velocity relates to the elastic
constants and mass density. For cubic crystals, the simplest cases for lon-
gitudinal modes are v[010] =
√
C11/ρ, v[110] =
√
(C11 + C12 + 2C44)/ρ, and
v[111] =
√
(C11 + 2C12 + 4C44)/ρ. Thus lower P-wave speeds might suggest
greater mass density ρ and/or smaller elastic constants Cij. The calcu-
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lated mass densities for these these cubic materials are 6187.0 kg/m3, 7194.1
kg/m3, 2235.7 kg/m3. The longitudinal sound speed in [010] are 2.63 km/s,
2.33 km/s and 8.33 km/s. Therefore, the lower group velocity stem primar-
ily from smaller elastic constants Cij due to soft bonding. This is consistent
with our DFT calculations on the elastic constants (based on finite difference
scheme), which are listed in Table 5.1.
5.4.2 Stereochemical origins
The soft nature can be understood via stereochemistry. On one hand, consis-
tent to Goldschmidt’s tolerance analysis, the covalently bonded MA molecule
can barely sustain cuboctaheral voids, therefore PbI6 octahedrons would tilt
cooperatively to accommodate close atomic packing, such as those shown in
Figure 5.1 (a-b). On the other hand, the local shape change in PbI6 octahe-
drons can be traced to the nature of chemical bonding.
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Figure 5.5: (a) Total and projected band structure for MAPbI3. (b) The
charge density of Pb-6p and I-5p electrons.
Reminiscent of pseudo Jahn-Teller effect, this cation-s-anion-p interaction
tend to drive structural distortion to a lower symmetry, thereby stabilizing
the Pb-s2 lone pairs. From Figure 5.5 (a), it can be seen that the Pb-s2
electrons are localized on M and R in reciprocal space, and are expected
to be more sensitive to M and R rotations. Moreover, the wavefunction
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of Pb-s2 lone pairs is extended and interact with the p-orbitals of I atoms.
The distribution in real space is plotted in Figure 5.5 (b). Moreover, the
overlapping of density of states from these orbitals is presented in Figure 5.6
(a-c). The orbital interactions could be identified in both results.
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Figure 5.6: Projected density of states for MAPbI3 (a), CsPbI3 (b) and Si
(c). The bands around valence band maximum in perovskites are composed
of Pb-s and dominantly I-p orbital electrons. (d-f) Charge density for these
three materials. Bond polarity can be observed in two perovskites, while
the bond is covalent in silicon. (g-i) Charge transfer for bonding formation.
Blue denotes outfluxing, and yellow is influxing, gray is the neutral
isosurface.
More details about chemical bonding in these materials are shown in Figure
5.6 (d-i) and Figure 5.7 (a-c). In these results, the charge density, charge
difference, and electron localization functions are presented. On one hand, it
can be seen that charges are more localized in perovskites than conventional
semiconductors, which is most obvious by comparing to silicon. Electrons are
transferred from A-site atoms/molecules to the octahedron framework. This
is consistent with empirical analysis. For instance, the Pb-I electronegativity
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difference is 0.79, which is between the polar semiconductor PbTe (0.23) and
the ionic threshold value (1.7). Therefore, more polarized covalent behavior
than conventional semiconductors should be expected in these perovskites.
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Figure 5.7: Electron localization functions for (a) MAPI, (b) CsPI, and (c)
Si. The polar nature of covalent bonds in perovskites contrasts clearly with
the covalent bonds in silicon. (d-f) Variation of energy in different orbitals
due to a hydrostatic strain. (g-i) The perturbation of electron density due
to displacement of one lead (silicon) atom. The long-range interaction can
be observed in perovskites.
To show the energy change quantitatively, I calculated the energy change
due to hydrostatic strain (see Figure 5.7 (d-f)) as well as octahedron rotations
(see Figure 5.8). The Pb-6p and I-5p orbitals in perovskites, and Si-s/p
orbitals in silicon, are observed to be sensitive to hydrostatic strain. In
contrast, as shown in Figure 5.8, the energy change due to octahedrons is
negligible. These energetic calculations suggest that bonds are locally rigid
in the sense of bond dilation, while the softness primarily arises from unfixed
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degrees of freedom of octahedron tilting.
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Figure 5.8: The change in electron energy projected to s− and p−orbitals
of (a) Pb and (b) I atoms for the cubic prototype and M−mode-rotated
with 5◦. The changes in energy can barely be observed.
The bonding chemistry, joining with the octahedral structure, of lead
halide perovskites determines the anharmonicity of PbI6 framework as well.
As shown in Figure 5.5, the valence orbitals are dominantly I-5p4, mixed with
Pb-6s2 and Pb-6p2 electrons. In silicon, four Si-4sp3 electrons are evenly dis-
tributed into the four tetrahedral bonds. In contrast, for the lead halide
perovskites, each lead atom has four valence electrons but six bonds. The
electron deficiency leads to un-unique bond occupation. Resonance has been
revealed to play important role for the structure and vibrations in (IV)VI
semiconductors [199, 200], more recently V2VI3 materials [201], and phos-
phorene [202], and SnSe [203].
In Figure 5.7 (g-i), I perturbed one lead (silicon) atoms in 2× 5× 2 super-
cells by 5% unit cell. While the induced change in charge density is localized
within 1 bond in silicon, the long-range nature of interactions can be ob-
served in lead halide perovskites. These long-range interactions due to bond
resonance give rise to soft optical modes (see the soft modes around M and
R points in Figure 5.2). Furthermore, the soft optical modes provide extra
scattering channels and lead to strong anharmoncity [201, 203, 202]. These
general theories are applicable for halide perovskite as well, but with extra
complications, as explained below.
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5.4.3 A-site rattling & scattering networks
To begin with, how the internal modes on A site affect the external frame-
work modes is unclear. In Figures 5.4 (g-i), I showed that the scattering
rate in perovskites is about two orders of magnitude higher than that in sil-
icon. These results are the first ab initio results about anharmonic phonon
transport in hybrid perovskites. With Fermi’s golden rule, I can also resolve
the detailed interaction networks, which is presented in Figure 5.9. Here I
present the scattering networks for three high-symmetry reciprocal points
(i.e., R,M,Γ) for two perovskites. It can be clearly observed that two types
of scattering channels are the strongest: (i) interactions between inorganic
framework modes, and (ii) inorganic-organic interactions. While the former
has been shown to originate from long-range atomic interactions, the latter
is now clear to be closely related to the A-site modes.
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Figure 5.9: The anharmonic three-phonon interactions between M,R and
Γ modes from left to right for MAPbI3 (upper row) and CsPbI3 (lower
row). Each line connects three phonon modes and denotes a possible
three-phonon process. The lines are colored by the scattering rate. The
three groups of vibrations (lattice vibration, internal C-N-H modes, and H
modes) are separated for MAPbI3, where the contribution from the internal
modes can be observed.
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To reveal these A-site modes, I introduce the localization factor,
ζλ =
ED
Etot
=
∑
j∈D
∑
β |εjβ,λ|2∑
∀j
∑
β |εjβ,λ|2
. (5.3)
where εiβ,λ is the vibration magnitude on j atom in the β direction for λ
mode, and D is the atom group under investigation. The vibration local-
ization on one silicon atom, on Cs cation, and on MA cation have been
color-mapped on the dispersion curves in Fig. 5.4 (d-f). For silicon, all the
modes have values around the theoretical value 1/8. In contrast, the rattling
behavior between Cs/MA cations is observed for CsPbI3 and MAPbI3. How-
ever, interestingly, the rattling interactions in CsPbI3 is low-energy modes,
while higher modes in MAPI. Furthermore, as shown in Figure 5.2, the cor-
responding eigenmodes are conventional rattling modes for CsPbI, and polar
rotor modes for MAPbI instead. It is interesting to note that, more than the
common strong anharmonicity, the dominant scattering modes are different
even in two perovskites, in which the only difference is the A-site cation.
5.5 Summary
Using it ab initio and classical simulations, I have focused in this chapter
on the non-phononic characteristics of vibrational transport in two impor-
tant lead iodide perovskites, CsPbI3 and MAPbI3. The inherent structural
disorder renders the conventional phonon picture invalid. Instead, I showed
that propagons and diffusons are more appropriately defined thermal carri-
ers. Among them, the diffusons dominate the vibrational conduction. The
stereochemical origins of the soft bonds and strong anharmonicity, compar-
ing to silicon, are also investigated. Long-range interactions due to resonant
bonding lead to strong anharmonicity on the PbI6 octahedral network, and lo-
calized A-site modes also show intense interactions with the extended modes
living on inorganic framework. Due to the A-site symmetry breaking, these
localized modes are rattling in nature for CsPbI3, while of polar rotor char-
acteristics in MAPbI3. Although I have focused on the hybrid perovskites,
the findings in this work should apply for a broad family of hybrid mate-
rials, such as metal-organic frameworks and hierarchically organized hybrid
materials.
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Chapter 6
SUMMARY AND FUTURE WORK
This chapter consists of two parts: an overall summary of this thesis, followed
by two possible directions for future research.
6.1 Summary
This present dissertation focuses on the effects of structural disorder on en-
ergy and charge transport in various dimensions. Disorder in this work refers
to a lack of regular patterns or predictability in the atomic configuration. The
correlation and dynamic characters of atomic disorders lead to four types of
disorder. I studied three types of disorder using three representative material
systems: (i) In amorphous carbons, the disorder is static and uncorrelated.
(ii) In superlattices and disordered metamaterials, the disorder is static and
correlated. (iii) In networked materials, such as MAPI, the disorder is both
correlated and dynamically evolving. When practically interesting, I also
considered how these effects in low dimensions are similar to or different from
those in three dimensions. Notice that the disorder in this work is stronger
than the conventional perturbation picture where enhanced scattering would
usually suffice to govern the transport physics.
One consequence of disorder, if the degree of randomness is sufficiently
large, is localization (sometimes called Anderson localization or strong local-
ization), which refers to the absence of waves in a disordered medium [204,
205]. Although the effect was originally introduced to suggest the possibility
of electron localization within a semiconductor arising from the presence of
defects or impurities, the phenomenon is more general and applies to elec-
tromagnetic waves, lattice waves, quantum waves, spin waves, and others.
Using lattice dynamics and molecular dynamics simulations, I showed that
vibrational modes are systematically localized in all three materials when
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disorder is present. This is in stark contrast to the itinerant modes in crys-
tals and mildly perturbed materials, where all modes are spatially spanned
in real space, and wavevector could be the well-defined in reciprocal space as
a valid quantum index.
The loss of definition for wave vector invalidates the conventional phonon
picture and plane-wave description. In practice, this raises a fundamental
question: What are the thermal carriers in strongly disordered materials?
When the degree of disorder is sufficiently weak, phonon concept could be
augmented by including extra scattering terms. However, if the degree of ran-
domness is large, the localized modes transport energy in a random manner.
Following a theoretical framework proposed earlier by Allen and Feldman, I
showed the thermal carriers are more appropriately defined as propagons and
diffusons in strongly disordered materials, such as the amorphous carbons.
On top of the amorphous limit, which by itself has been a theoretical chal-
lenge, I concentrated on partial-disordered-partial-ordered systems. These
can be artificially patterned, such as the disordered superlattices and sil-
icon meta-materials in this work. Meanwhile, I showed that MAPI and
many emerging natural network materials previously conceived as crystalline
should also fall into this category. From the perspective of material engineer-
ing, these materials are expected/designed to decouple thermal and electron
transport. Such decoupling are pursued to optimize material properties, such
as for thermoelectrics. Using theory, I showed various interesting interac-
tions between the localized defect modes and itinerant modes. For instance,
disorder induces mode hybridization and band anti-crossings in silicon meta-
materials. In the halide perovskites, I revealed the structural-disorder origin
of dispersion blurring, and that the two halide perovskites behave thermally
more closely to glassy materials due to their hierarchical chemical bonding.
In parallel, theoretical considerations on low-dimensionality concern with
all studies. In practice, low-dimensional materials have shown to be promis-
ing for a full spectrum of applications ranging from energy materials to bio-
electronics. In theory, using atomic simulations, I showed that transport
in low-dimensional disordered materials could be rather intriguing. For in-
stance, external strains usually soften acoustic modes thus reducing lattice
conductivity of bulk materials. In contrast, I showed that strain hardens
out-of-plane modes that dominate low-dimensional transport, leading to a
nontrivial strain dependence. Meanwhile, I revealed that the reduction of
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lattice conductivity in low-dimensional amorphous carbons turns out to be
surprising low, which I ascribed to the difference in diffusion nature in dif-
ferent dimensions.
These theoretical differences calls for new or generalized theories to ef-
ficiently and accurately model corresponding transport. In this thesis, I
put forwards three theoretical models: (i) I derived an analytical model for
electron scattering with spherically symmetrical potentials, which could be
applied for electron scattering with cylindrical defects. (ii) I generalized the
Peierls-Boltzmann model to low dimension phonon transport by considering
the existence of out-of-plane dispersion. (iii) I generalized the Einstein-Cahill
model by including the modeling of propagon proposed in Allen-Feldman the-
ory.
Establishing how heat and charge transport in solid materials affected
by disorder is important for both fundamental and technological reasons.
The materials studied in this work are shown to be promising for energy
applications, and share advantages in terms of economics and processing for
large-scale adoption. Meanwhile, the theoretical studies on disorder effects
can be transformed to a wide range of existing fields, such as porous graphene
and silicon for water desalination. These could be possible future works. In
the following, I present two theoretical directions, using hybrid perovskites
as the example material.
6.2 Future work
6.2.1 Electron-phonon scattering
Although electron and phonon scattering models have been presented in this
thesis, accurate and effective determination of electron-phonon scattering
at atomic scale is still challenging. For example, the dominant mechanism
of electron scattering in hybrid perovskites is still different between experi-
mental measurements and numerical predictions. As shown in Fig. 6.1 (a),
electron mobility was recently measured [206], and the power-law fit with
exponent −3/2 was reported to well approximate the temperature scaling in
the whole temperature regime. Based on the Boltzmann theory, the expo-
nent of −3/2 is the fingerprint of electron scattering by acoustic phonons.
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However, recent numerical results from density functional theory predicted
that the electron-phonon scattering in hybrid perovskites was surprisingly
weak. Instead, disorder scattering was predicted to be more important (see
Fig. 6.1 (b)) [181].
𝜇~𝑇$% &⁄
(a) (b)
Figure 6.1: (a) Best power-law fit to experimental results [206], the
exponent of -3/2 suggested that electron scattering should be dominated by
acoustic phonons. (b) The DFT calculation based on deformation potential
approximation [181], which suggested acoustic scattering was low.
To resolve this disagreement between experiments and numerical predic-
tions, note that the current most accurate calculations on electron-phonon
scattering were based on the Bardeen-Shockley’s deformation potential the-
ory. This theory was originally developed for non-polar semiconductors in the
long-wavelength limit. However, hybrid perovskites are polar materials, and
the long wavelength assumption has not been verified for hybrid perovskites.
Therefore, a future direction is to calculate electron-phonon coupling fully
from first principles based on the Fermis golden rule,
1
τ(i,k)
=
2pi
h¯
∑
j,q,λ
∣∣gλji(k, q)∣∣2×{[f 0jk+q + n0qλ]δ(jk+q − ik − h¯ωqλ)
+ [1− f 0jk+q + n0qλ]δ(jk+q − ik + h¯ωqλ)
}
,
(6.1)
where i, j are the band indexes of electrons before and after scattering, k, 
are the wavevector and energy of electrons. With the stable structure and
corresponding phonon dispersion obtained in the first part of the proposed
work, it is possible to determine all the above quantities from first-principles
calculations. The only challenging terms are the electron-phonon coupling
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matrix elements defined by
gλji(k, q) =
√
h¯
2Mωqλ
〈ψjk+q|∂qλVKS|ψik〉 (6.2)
where M is the atomic mass, |ψ〉 is the Bloch eigenstates of electrons, and
the derivative of the self-consistent Kohn-Sham potential VKS is defined by
∂qλVKS =
∑
R
∑
s
∂VKS
∂usR
eqλ√
Ms
eiq·R√
N
(6.3)
where usR is the atomic displacement for sth atom in unit cell at R, and
N is the total number of unit cells. Therefore, the coupling matrix can be
determined by perturbing the ground-state lattice according to corresponding
phonon eigenvectors. Although it can be expected to be expensive, this fully
first-principles calculation will lead to improved predictions to the electron-
phonon scattering, and provide first accurate insights to electron transport
in hybrid perovskites.
6.2.2 Polarons and polaronic effects
Another avenue of research is to numerically assess the formation and trans-
port polarons. Polaron physics is still under development, and hybrid per-
ovskites could be ideal model materials due to their soft bonding nature.
For instance, the polaron hypothesis [207] and the polaronic effects in hybrid
perovskites is still undetermined. As shown in Fig. 6.2 (a), the molecu-
lar cations are polarized and rotate as charge carriers move across hybrid
perovskites. If the molecule-carrier coupling is sufficiently strong, the in-
duced reorientation of organic molecules will move with charge carriers as
integrated quasi-particles, so-called polarons. As a result, the charge carri-
ers can be protected from recombination by the induced coulombic screening
(see Fig. 6.2 (b)). The formation of polarons due to organic molecule rota-
tion was recently hypothesized to explain the long diffusion length of charge
carriers in hybrid perovskites [207, 208].
Two other polaron effects could be also interesting but have not been
discussed in the literature. First, the induced lattice deformation in the in-
organic framework itself can be equally important for the polaron formation.
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(a)
Figure 6.2: (a) The hypothesis of large polarons in hybrid perovskites
[208], which is still yet to be verified. (b) The existence of polarons will
protect charge carriers from recombination by the induced lattice
deformations [207]. (c) A schematic to show electron energy
renormalization due to polaron formation, this polaronic effect has not been
discussed for hybrid perovskites.
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Second, as charge carriers induce lattice deformation, the induced lattice de-
formation can act back on the carriers. This effect can be reflected by the
renormalization of the electron band structure, and is called the polaronic
effect (see Fig. 6.2 (c)). These polaron hypotheses and effects have not been
verified yet. For the first, the formation energy of polarons can be calcu-
lated using density functional theory by artificially introducing a free charge
carrier. The energetic calculation from density function theory is generally
reliable with sufficient accuracy. For the second, the polaronic effects on
electron band structure could be more challenging, and higher-accuracy cal-
culations will be necessary. While it will be interesting to numerically assess
the formation and effects of polarons in hybrid perovskites, this study would
be also helpful for the development of polaron theory in general.
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