On the theory of generalized conics with applications in geometric tomography  by Vincze, Cs. & Nagy, Á.
Available online at www.sciencedirect.com
Journal of Approximation Theory 164 (2012) 371–390
www.elsevier.com/locate/jat
Full length article
On the theory of generalized conics with applications in
geometric tomography
Cs. Vincze∗, A´. Nagy
Inst. of Math., University of Debrecen, H-4010 Debrecen, P.O.Box 12, Hungary
Received 16 May 2011; accepted 16 November 2011
Available online 29 November 2011
Communicated by Paul Nevai
Abstract
The object of the generalized conics’ theory in Rn is the investigation of subsets in the space all of
whose points have the same average distance from the set of foci. Here we give a special realization of this
basic idea with applications in geometric tomography.
c⃝ 2011 Elsevier Inc. All rights reserved.
Keywords: Hausdorff metric; Parallel X-rays; Lemniscata
1. Introduction
Let K be a compact body in R2 and consider the distance function induced by the taxicab
norm. The generalized conic function FK associated to K measures the average “taxicab”
distance of the points from K via integration. FK is a convex function (satisfying a kind of
growth condition) independently of the convexity of K and its second order derivatives are related
to the coordinate X-ray functions (up to a multiplicative constant) which are typical sources of
information about unknown bodies in geometric tomography, see Theorems 3 and 4. Generalized
conic functions can be considered as an accumulation of coordinate X-rays’ information.
According to the procedure of integration the behavior of generalized conic functions under
the limit is better than the X-ray functions in general: the Hausdorff convergence does not
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imply the (pointwise) convergence of the X-ray functions even if we add the requirement
of convergence in the measure. But these conditions are enough to provide the (pointwise)
convergence of generalized conic functions induced by the bodies as Theorem 5 and Corollary 3
show (cf. Theorem 1). In Section 3 we formulate a kind of convergence of sets to provide the
pointwise convergence of the associated X-ray functions almost everywhere (see Definition 5
and Theorem 2).
After discussing the behavior under the limit we restrict ourselves to taking only the elements
of dense subsets in special classes of compact bodies such as lemniscatas (Section 5) and
convex polygons in the class of compact convex planar bodies (Section 6). Examples on different
polygons with the same coordinate X-rays are widely known [4] but all of them have the same
sequences of defects (defects show how many vertices are signed by the singularities of the
coordinate X-rays). We construct an example on different polygons with the same coordinate
X-rays but different defects to illustrate the difficulties of the reconstruction of bodies from
their coordinate X-rays. Finally (as a positive reconstructing result) we prove that the class of
generalized conics (the levels of generalized conic functions) is an example on such a family of
convex planar bodies all of whose members are uniquely determined only by their coordinate
X-rays.
2. Basic facts and notations
Let R2 be the real coordinate plane. Pairs of the form (x, y), (α, β) and (c1, c2) denote ele-
ments of R2. Let d1 be the distance function induced by the taxicab norm, i.e.
d1

(x, y), (α, β)
 = |x − α| + |y − β|
and consider a compact body K ⊂ R2 (a compact set is called a body if it is the closure of its
interior). Let us define the sets
x < K := {(α, β) ∈ K | x < α}, K < x := {(α, β) ∈ K | α < x},
y < K := {(α, β) ∈ K | y < β}, K < y := {(α, β) ∈ K | β < y},
x = K := {(α, β) ∈ K | α = x}, y = K := {(α, β) ∈ K | β = y}.
Definition 1. The X-ray functions into the coordinate directions are
Y (x) := L(x = K )(the one-dimensional measure of the set x = K ),
X (y) := L(y = K )(the one-dimensional measure of the set y = K ).
Remark 1. The coordinate X-rays of compact sets are well-defined for all real numbers x and
y, respectively. Moreover C := sup{Y (s) | s ∈ R} exists (finite) which means (for example) that
for any compact set K
|A(K < x2)− A(K < x1)|
|x2 − x1| =
A

min{x2, x1} < K < max{x2, x1}

|x2 − x1| ≤ C,
where A denotes the area (the two-dimensional Lebesgue measure) in the plane. Therefore
A(x < K ) and A(y < K ) are continuous functions of the variables x and y, respectively.
Definition 2. The outer parallel body K ε is the union of closed Euclidean balls centered at the
points of K with radius ε > 0.
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Definition 3. The Hausdorff distance between two compact bodies K and L is given by the
formula
H(K , L) := min{ε > 0 | K ⊂ Lε and L ⊂ K ε}.
Lemma 1. If K ε is the outer parallel body of K with radius ε > 0 then
• limε→0+ A(K ε) = A(K ),
and convergences
• limε→0+ Y ε(x) = Y (x),
• limε→0+ Xε(y) = X (y)
hold almost everywhere, where Y ε and Xε are the coordinate X-rays of K ε.
Proof. Let rn → 0+ and consider the sequence xn := sup{rm | m ≥ n}. Then 0 =
lim supn→∞ rn = limn→∞ xn . In terms of outer parallel bodies
K ⊂ K rn ⊂ K xn (1)
which implies that A(K ) ≤ A(K rn ) ≤ A(K xn ). On the other hand
K x1 ⊃ K x2 ⊃ · · · ⊃ K xn ⊃ · · · and K = ∩∞n=1 K xn . (2)
Since the measure is continuous from above, A(K xn ) tends to A(K ) so is A(K ) = limn→∞
A(K rn ). From (1) we also have that
Y (x) ≤ Y rn (x) ≤ Y xn (x), (3)
where Y, Y rn and Y xn are the corresponding coordinate X-ray functions of the sets K , K rn and
K xn , respectively. Using (2) it also follows that Y xn (x) is a monotone decreasing, bounded
and, consequently, a convergent sequence for all x ∈ R. To finish the proof we express the
convergence A(K ) = limn→∞ A(K xn ) in terms of X-ray functions: ∞
−∞
Y (s) ds = lim
n→∞
∞
−∞
Y xn (s) ds =
 ∞
−∞
lim
n→∞ Y
xn (s) ds
because Lebesgue’s dominated convergence theorem admits exchanging limit and integration
in the last step. Therefore Y (x) = limn→∞ Y xn (x) holds almost everywhere and, by (3) the
convergence Y (x) = limn→∞ Y rn (x) also follows except on a set of measure zero. 
Remark 2. Lemma 1 implies that any outer Hausdorff approximation K ⊂ Kn → K is regular
in both the sense that A(K ) = limn→∞ A(Kn) or
lim
n→∞ Yn(x) = Y (x) and limn→∞ Xn(y) = X (y)
except on a set of measure zero. In what follows we investigate these regularity properties in
general.
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3. Regularity properties
Let K ⊂ R2 be a compact body. We start with an example to show that the Hausdorff
convergence Kn → K of compact bodies does not imply the convergence of the measure and,
consequently, convergences of X-ray functions are not satisfied in general. In this section we
formulate conditions to provide regularity in terms of both the measure and coordinate X-rays.
Example 1. Consider the set K := conv {(0,−1), (1,−1), (1, 1), (0, 1)}, where conv means the
convex hull of the points. In case of any odd natural number n ≥ 3 let
Ln :=
⌊n/2⌋
k=0
∆(n, k), where
∆(n, k) := conv

2k
n
, 0

,

2k + 1
n
, 0

,

2k
n
, 1

,

2k + 1
n
, 1

.
In case of any even natural number n ≥ 3 let
Ln :=
(n/2)−1
k=1
∆(n, k), where
∆(n, k) := conv

2k − 1
n − 1 , 0

,

2k
n − 1 , 0

,

2k − 1
n − 1 , 1

,

2k
n − 1 , 1

.
Let us define the sequence Kn := Ln ∪ L , where
L := conv {(0,−1), (1,−1), (1, 0), (0, 0)} .
It can be easily seen that Kn is an inner Hausdorff approximation of K , i.e. K ⊃ Kn → K with
respect to the Hausdorff metric (see Fig. 1) but
lim
n→∞ A(Kn) =
3
2
.
On the other hand consider an irrational number x from [0, 1]. Then for all odd natural numbers
n ∈ N
Yn+1(x) = 2 if Yn(x) = 1,
Yn+1(x) = 1 if Yn(x) = 2.
Therefore the sequence of the coordinate X-ray functions Yn is divergent on the set of all
irrational numbers from [0, 1] having a positive measure.
Lemma 2. Suppose that Kn → K with respect to the Hausdorff metric. Then the following
regularity properties are equivalent:
(i) limn→∞ A(∆(K , Kn)) = 0,
(ii) limn→∞ A(Kn) = A(K ),
where ∆(K , Kn) means the symmetric difference of the sets K and Kn .
Proof. The implication (i)⇒ (ii) is trivial (without any reference to the convergence with respect
to the Hausdorff metric). On the other hand
H(K , K ∪ Kn) ≤ H(K , Kn),
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Fig. 1. Cases of n = 5 and n = 6.
i.e. K ∪ Kn is an outer Hausdorff approximation of K having the regularity property
lim
n→∞ A(K ∪ Kn)
Remark 2= A(K ).
Therefore if (ii) holds then
lim
n→∞ A(K ∩ Kn) = A(K )+ limn→∞ A(Kn)− limn→∞ A(K ∪ Kn) = A(K ) (4)
and, consequently,
lim
n→∞ A(∆(K , Kn)) = limn→∞ A(K ∪ Kn)− limn→∞ A(K ∩ Kn) = 0
as was to be proved. 
Remark 3. Condition (i) can be interpreted as the convergence Kn → K with respect to the
Lebesgue metric.1
Definition 4. The convergence Kn → K with respect to the Hausdorff metric is called regular
if one of the conditions (i) or (ii) is satisfied.
Lemma 3. If the convergence Kn → K with respect to the Hausdorff metric is regular then
lim
n→∞ A(Kn < x) = A(K < x) and limn→∞ A(x < Kn) = A(x < K ),
lim
n→∞ A(Kn < y) = A(K < y) and limn→∞ A(y < Kn) = A(y < K ).
Proof. Argumentations are similar to each other: since
(K < x) ∪ (L < x) = (K ∪ L) < x
and
(K < x) ∩ (L < x) = (K ∩ L) < x,
it follows that
A(∆(Kn < x, K < x)) = A(∆(Kn, K ) < x) ≤ A(∆(Kn, K ))→ 0
as was to be proved. 
1 The Lebesgue distance of sets means the measure of their symmetric difference.
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Theorem 1. Let K be a compact body and suppose that the convergence Kn → K with respect
to the Hausdorff metric is regular. Then
lim sup
n→∞
Yn(x) = Y (x) and lim sup
n→∞
Xn(y) = X (y)
hold almost everywhere, where Xn, Yn and X, Y are the corresponding coordinate X-rays of Kn
and K , respectively.
Proof. Using the outer Hausdorff approximation K ∪ Kn of K we have, by Remark 2, that
lim sup
n→∞
Yn(x) ≤ Y (x) and lim sup
n→∞
Xn(y) ≤ X (y)
hold almost everywhere. Let Y ∗n be the corresponding coordinate X-ray function of the set
K ∩ Kn . Then
Y ∗n (x) ≤ Y (x) and Y ∗n (x) ≤ Yn(x). (5)
Taking the functions T ∗n (x) := sup{Y ∗m(x) | m ≥ n}, it can be easily seen that T ∗n (x) is a
monotone decreasing, bounded and, consequently, a convergent sequence for all x ∈ R. On the
other hand Eq. (4) shows that the measure of K ∩ Kn tends to the measure of K . To finish the
proof we express this convergence in terms of X-ray functions: ∞
−∞
Y (s) ds
(4)= lim
n→∞
∞
−∞
Y ∗n (s) ds ≤ limn→∞
∞
−∞
T ∗n (s) ds =
 ∞
−∞
lim
n→∞ T
∗
n (s) ds
because Lebesgue’s dominated convergence theorem admits exchanging limit and integration in
the last step. Inequalities (5) imply that
Y (x) = lim
n→∞ T
∗
n (x) (= lim sup
n→∞
Y ∗n (x))
holds almost everywhere so is Y (x) = lim supn→∞ Y ∗n (x) ≤ lim supn→∞ Yn(x) except on a set
of measure zero. 
Example 2 shows that Theorem 1 is the best result in general. In what follows we are going
to formulate additional conditions to provide the convergences
lim
n→∞ Yn(x) = Y (x) and limn→∞ Xn(y) = X (y)
almost everywhere under the assumption Kn → K with respect to the Hausdorff metric.
Example 2. Consider the set K := conv{(−1,−1), (2,−1), (2, 1), (−1, 1)}. For all natural
numbers n ∈ N let kn be the smallest integer such that
kn (kn + 1)
2
≥ n and dn :=
kn−1
i=0
i = (kn − 1) kn
2
.
Let
Ln := conv

n − dn − 1
kn
, 0

,

n − dn
kn
, 0

,

n − dn − 1
kn
, 1

,

n − dn
kn
, 1

and consider the sequence
Kn := cl(K \ Ln)
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Fig. 2. Cases of n = 8 and n = 9.
containing the closure of the complements of Ln with respect to K . It can be easily seen that
Kn is an inner Hausdorff approximation of K , i.e. K ⊃ Kn → K with respect to the Hausdorff
metric (see Fig. 2) and
lim
n→∞ A(Kn) = A(K )− limn→∞
1
kn
= A(K ),
i.e. the convergence is regular. On the other hand consider an irrational number x from [0, 1].
Then for all natural numbers n ∈ N
Yn+1(x) = 2 if Yn(x) = 1
and there exists a natural number mn such that Yn+mn (x) = 1 if Yn(x) = 2. Therefore the
sequence of the coordinate X-ray functions Yn is divergent on the set of all irrational numbers
from [0, 1] having a positive measure.
Lemma 4. Suppose that the convergence Kn → K with respect to the Hausdorff metric is
regular. The sequence
On :=
∞
n=i
Ki
tends to K with respect to the Hausdorff metric and the convergence is regular.
Proof. Since Kn → K with respect to the Hausdorff metric it follows that for all positive real
numbers ε > 0 there exists N ∈ N such that
H(K , Kn) ≤ ε for all n ≥ N .
Therefore Kn ⊂ K ε and, at the same time On ⊂ K ε if n ≥ N . On the other hand
K ⊂ (Kn)ε ⊂ (On)ε showing that H(K , On) ≤ ε for all n ≥ N . Note that K ∪ On is an outer
Hausdorff approximation of K satisfying the regularity property A(K ) = limn→∞ A(K ∪ On).
If the convergence Kn → K is regular then (4) implies that A(K ) = limn→∞ A(K ∩ Kn) and
thus
lim
n→∞ A(K ∩ Kn) ≤ limn→∞ A(K ∩ On) ≤ A(K ).
Therefore A(K ) = limn→∞ A(K ∩ On) and
lim
n→∞ A(∆(K , On)) = limn→∞ A(K ∪ On)− limn→∞ A(K ∩ On) = 0
as was to be proved. 
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Definition 5. Suppose that Kn → K with respect to the Hausdorff metric and let us define the
sequence
In :=
∞
n=i
Ki .
The convergence Kn → K is called X -regular if limn→∞ A(In) = A(K ).
Lemma 5. If the Hausdorff convergence Kn → K is X-regular then it is regular and
lim
n→∞ A(K ∩ In) = A(K ).
Proof. Let rn := H(K , Kn) be the Hausdorff distance between the sets K and Kn . It tends to
zero because of Kn → K with respect to the Hausdorff metric. Let xn := sup{rm | m ≥ n}; the
key observation is that Km ⊂ K xn for all integer m ≥ n which implies that In ⊂ K xn . Therefore
K ∪ In is an outer Hausdorff approximation of K satisfying the regularity property
lim
n→∞ A(K ∪ In) = A(K ).
Thus
lim
n→∞ A(K ∩ In) = A(K )+ limn→∞ A(In)− limn→∞ A(K ∪ In) = A(K ).
In a similar way A(K ) = limn→∞ A(K ∪ Kn) because K ∪ Kn is an outer Hausdorff
approximation of K (and thus it is automatically regular). On the other hand K ∩ In ⊂ K ∩Kn ⊂
K implies that limn→∞ A(K ∩ Kn) = A(K ). Therefore
lim
n→∞ A(∆(Kn, K )) = limn→∞ A(K ∪ Kn)− limn→∞ A(K ∩ Kn) = 0
as was to be proved. 
Theorem 2. Let K be a compact body and suppose that the convergence Kn → K with respect
to the Hausdorff metric is X-regular. Then
lim
n→∞ Yn(x) = Y (x) and limn→∞ Xn(y) = X (y)
hold almost everywhere, where Xn, Yn and X, Y are the corresponding coordinate X-rays of Kn
and K , respectively.
Proof. Consider the sequences K 1n = K ∪On, K 2n = K ∩ In and let Y 1n , Y 2n be the corresponding
X-ray functions. According to Lemma 4, K 1n is an outer Hausdorff approximation of K satisfying
both of the regularity properties A(K ) = limn→∞ A

K 1n

and
lim
n→∞ Y
1
n (x) = Y (x) (almost everywhere). (6)
It can be easily seen that Y 2n (x) is a monotone increasing, bounded and, consequently, a con-
vergent sequence for all x ∈ R. On the other hand X -regularity implies, by Lemma 5, that the
measure of K 2n tends to the measure of K . To finish the proof we express this convergence in
terms of X-ray functions: ∞
−∞
Y (s) ds = lim
n→∞
∞
−∞
Y 2n (s) ds =
 ∞
−∞
lim
n→∞ Y
2
n (s) ds
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because the monotone convergence theorem admits exchanging limit and integration in the last
step. Since Y 2n (x) ≤ Y (x) it follows that
lim
n→∞ Y
2
n (x) = Y (x) (almost everywhere) (7)
and, by Y 2n (x) ≤ Yn(x) ≤ Y 1n (x), Eqs. (6) and (7) imply that
lim
n→∞ Yn(x) = Y (x) (almost everywhere)
as was to be proved. 
Remark 4. The results in Section 3 can be stated in Rn using the (n − 1)-dimensional X-rays
instead of the usual X-rays.2
4. The generalized conic function
X-ray functions (especially coordinate X-rays) are typical objects in geometric tomography
[4]. In this section we start from a compact body in the plane to construct a convex function car-
rying the information of coordinate X-rays as second order derivatives. It also has a nice behavior
under the regular Hausdorff convergence.
Definition 6. The generalized conic function FK associated to K is defined by the formula
FK (x, y) := 1A(K ) fK (x, y),
where A(K ) is the area (with respect to the Lebesgue measure) of K and
fK (x, y) :=

K
d1

(x, y), (α, β)

dαdβ.
The levels of the function FK are called generalized conics with K as the set of foci.
Theorem 3. FK is a convex function satisfying the growth condition
lim inf
r→∞
FK (x, y)
r
> 0, where r :=

x2 + y2,
i.e. the levels of the function FK are bounded, and, consequently compact subsets in the
coordinate plane.
Proof. Convexity is clear because the integrand is a convex function for any fixed element
(α, β) ∈ K . On the other hand
FK (x, y) ≥ 1A(K )

K
d2

(x, y), (α, β)

dαdβ,
where d2 is the standard Euclidean distance and thus
FK (x, y)
r
≥ 1
A(K )

K
d2

(x, y), (α, β)
−x2 + y2
x2 + y2 + 1 dαdβ.
2 The authors would like to thank the referees of the paper for the formulation of the idea in Remark 4 and for all of
their valuable comments and remarks.
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The triangle inequality shows that
FK (x, y)
r
≥ 1
A(K )

K
1−

α2 + β2
r
dαdβ,
where the last term in the integrand tends to zero under the limit r → ∞. If the level set
F(x, y) ≤ c would be unbounded then we had a sequence (xn, yn) with rn → ∞, where
rn :=

(xn)2 + (yn)2. Therefore
lim
n→∞
FK (xn, yn)
rn
= 0
which contradicts the growth condition. 
Lemma 6. In terms of the area function
FK (x, y) = A(K < x)A(K )

x − c1(K < x)

− A(x < K )
A(K )

x − c1(x < K )

+ A(K < y)
A(K )

y − c2(K < y)

− A(y < K )
A(K )

y − c2(y < K )

,
where c1 and c2 denote the first and the second coordinates of the centroids of bodies in the
argument, provided that all of them have positive area (in case of sets with measure zero, the
corresponding term should be deleted).
Proof. By definition
FK (x, y) = 1A(K )

K
|x − α| + |y − β| dαdβ,
where (for example)
K
|x − α| dαdβ =

K<x
|x − α| dαdβ +

x<K
|x − α| dαdβ
= A(K < x)

x − 1
A(K < x)

K<x
α dαdβ

− A(x < K )

x − 1
A(x < K )

x<K
α dαdβ

provided that both K < x and x < K have positive areas (in case of sets with measure zero, the
corresponding term should be deleted). 
Lemma 7.
D1 FK (x, y) = A(K < x)A(K ) −
A(x < K )
A(K )
,
D2 FK (x, y) = A(K < y)A(K ) −
A(y < K )
A(K )
.
Proof. Let h be a positive real number; then
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fK (x + h, y)− fK (x, y)
h
=

K
|x + h − α| − |x − α|
h
dαdβ
=

K<x
|x + h − α| − |x − α|
h
dαdβ
+

x<K<x+h
|x + h − α| − |x − α|
h
dαdβ
+

x+h<K
|x + h − α| − |x − α|
h
dαdβ
= A(K < x)− A(x + h < K )
+

x<K<x+h
|x + h − α| − |x − α|
h
dαdβ,
where the integrand is bounded because |x + h − α| − |x − α|h
 ≤ 1
and limh→0+ A(x < K < x + h) = 0 in view of Remark 1. Therefore
lim
h→0+
fK (x + h, y)− fK (x, y)
h
= A(K < x)− A(x < K ).
In case of a negative real number h we have
fK (x + h, y)− fK (x, y)
h
= A(K < x + h)− A(x < K )
+

x+h<K<x
|x + h − α| − |x − α|
h
dαdβ.
By taking the limit h → 0− it follows that
lim
h→0−
fK (x + h, y)− fK (x, y)
h
= A(K < x)− A(x < K )
as was to be proved. The method of proving that
lim
h→0
fK (x, y + h)− fK (x, y)
h
= A(K < y)− A(y < K )
is similar. 
Corollary 1. A point is a global minimzer of the generalized conic function FK if and only if it
bisects the area, i.e. the vertical and the horizontal lines through this point cut the body K into
two parts with equal area.
Theorem 4. For compact bodies K and K ∗ in the plane FK = FK ∗ if and only if the corre-
sponding coordinate X-rays are proportional to each other almost everywhere.
Proof. In terms of the coordinate X-rays
A(K < x) =
 x
−∞
Y (s) ds, A(K ) =
 ∞
−∞
Y (s) ds and
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A(x < K ) =
 ∞
x
Y (s) ds,
A(K < y) =
 y
−∞
X (t) dt, A(K ) =
 ∞
−∞
X (t) dt and
A(y < K ) =
 ∞
y
X (t) dt.
By the Lebesgue differentiation theorem,
D1 D1 FK (x, y) = 2A(K )Y (x) and D2 D2 FK (x, y) =
2
A(K )
X (y)
almost everywhere, which means that if FK = FK ∗ , then
2
A(K )
Y (x) = 2
A(K ∗)
Y ∗(x) and 2
A(K )
X (y) = 2
A(K ∗)
X∗(y)
except on a set of measure zero. On the other hand
c1(K < x) = 1A(K < x)
 x
−∞
sY (s) ds,
c1(K ) = 1A(K )
 ∞
−∞
sY (s) ds and c1(x < K ) = 1A(x < K )
 ∞
x
sY (s) ds,
c2(K < y) = 1A(K < y)
 y
−∞
t X (t) dt,
c2(K ) = 1A(K )
 ∞
−∞
t X (t) dt and c2(y < K ) = 1A(y < K )
 ∞
y
t X (t) dt.
This collection of formulas shows that FK (x, y) can be expressed in terms of the normalized
X-ray functions
1
A(K )
Y (x) and
1
A(K )
X (y)
proving the converse of the statement. 
Corollary 2. For compact bodies K and K ∗ in the plane fK = fK ∗ if and only if the
corresponding coordinate X-rays are equal to each other almost everywhere.
Theorem 5. Let K be a compact body and suppose that the convergence Kn → K with respect
to the Hausdorff metric is regular. Then
lim
n→∞ fn(x, y) = fK (x, y),
where fn := fKn .
Proof. Let rn := H(Kn, K ); then
fK (x, y) ≤ f(Kn)rn (x, y) = fn(x, y)+

(Kn)rn \Kn
d1

(x, y), (α, β)

dαdβ.
Since (Kn)rn ⊂ (K rn )rn ⊂ K 2rn it follows that
fK (x, y) ≤ fn(x, y)+ M(x, y, 2rn)

A(K 2rn )− A(Kn)

,
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where
M(x, y, ε) := max{d1

(x, y), (α, β)
 | (α, β) ∈ K ε}
attained at the point (αε, βε) ∈ K ε. According to the definition of the outer parallel body, there
exists (α, β) ∈ K such that d2

(α, β), (αε, βε)
 ≤ ε and thus
d1

(x, y), (αε, βε)
 ≤ d1(x, y), (α, β)+ d1(α, β), (αε, βε)
≤ M(x, y)+√2ε, where M(x, y) := M(x, y, 0).
Therefore
fK (x, y) ≤ fn(x, y)+ (M(x, y)+ 2
√
2rn)

A(K 2rn )− A(Kn)

. (8)
In a similar way we have that
fn(x, y) ≤ fK (x, y)+ (M(x, y)+
√
2rn)

A(K rn )− A(K ). (9)
Taking the limit n →∞ Eqs. (8) and (9) show that
lim
n→∞ fn(x, y) = fK (x, y)
as was to be proved. 
Remark 5. The behavior of Eqs. (8) and (9) under the limit is essentially different because
A(K ) = limn→∞ A(K rn ) is automatic without any reference to the condition of regularity,
i.e. only the Hausdorff convergence implies that
lim sup
n→∞
fn(x, y) ≤ fK (x, y).
Corollary 3. Let K be a compact body and suppose that the convergence Kn → K with respect
to the Hausdorff metric is regular. Then
lim
n→∞ Fn(x, y) = FK (x, y),
where Fn := FKn .
Theorem 6. Let K be a compact body and suppose that the convergence Kn → K with respect
to the Hausdorff metric is regular. Then
lim
n→∞ D1 fn(x, y) = D1 fK (x, y), limn→∞ D2 fn(x, y) = D2 fK (x, y),
lim
n→∞ D1 Fn(x, y) = D1 FK (x, y), limn→∞ D2 Fn(x, y) = D2 FK (x, y).
Proof. The statements are direct consequences of Lemmas 3 and 7. 
5. On Hausdorff approximation of compact bodies by lemniscatas (in memoriam to
P. Erdo¨s)
According to Theorems 1, 5 and 6 it seems to be useful to investigate the generalized conic
functions (or coordinate X-rays) in case of the classes of relatively simple bodies in the plane
with relatively large closure with respect to the Hausdorff metric. This practical principle can be
enforceable for example in case of
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Fig. 3. A lemniscata with its coordinate X-rays.
I. the class of lemniscata’s,
II. the class of convex polygons as a dense subset of the set of compact convex bodies with
respect to the Hausdorff metric.
In what follows we consider the Euclidean plane as the plane of complex numbers. Let r be a
positive real number,
Dr := {z ∈ C | |z| ≤ r}
and suppose that P is a polynomial of the complex variable z. Lemniscatas are bodies of the
form
{z ∈ C | |P(z)| ≤ c},
where c is a positive real constant [2]. Geometrically they are pointsets in the plane such that
for all points the product of the Euclidean distances from the roots of the polynomial P is
constant on the boundary. The additive version of the geometric interpretation gives the domain
of polyellipses [3] (with constant sum of the Euclidean distances on the boundary), see also [8].
Fig. 3 illustrates the boundary curve of the lemniscata
x2 + (y − 1)2x2 + (y + 1)2(x − 2)2 + y22 ≤ 125/16
together with the coordinate X -rays. We can see a cut-off position: if the constant on the right
hand side is greater than 125/16, then the body goes to three disjoint components.
Hilbert’s theorem says that Jordan domains in the plane can be approximated by lemniscatas
in the sense of the Hausdorff metric. This is just the analogue of Weierstrass’s approximation
theorem relative to the complex plane. Here we give a more special version of the result with the
proof based on Mergelyan’s theorem [6]. The main point is to provide the X -regular Hausdorff
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convergence of lemniscatas which is crucial from the viewpoint of coordinate X-ray functions.
Finally Vituskin’s theorem [9] is also reformulated in the same sense. These are just the geometric
interpretations of the classical polynomial and rational approximation of functions. Recent results
on the polynomial and the rational approximation of functions can be found in [1], see also [5].
Theorem 7. Let f : K → D1 be a homeomorphism and suppose that f is analytic at the interior
points of K . Then K can be approximated by components of lemniscatas: there exists a sequence
Ln of bodies of the form |Pn(z)| ≤ cn such that L∗n → K with respect to the Hausdorff metric,
where L∗n is the component of Ln contained in K . Moreover, the convergence L∗n → K is
X-regular.
Proof. Let δ be an arbitrarily small real number; since f −1 is continuous there exists an ε > 0
such that
| f (z)− f (z0)| < ε⇒ |z − z0| < δ. (10)
Consider the set K1−ε := f −1(D1−ε). Mergelyan’s theorem states that f can be given as a
uniform limit of the sequence Pn of polynomials. Let P := Pn , where n is great enough to
satisfy the property
max
z∈K | f (z)− P(z)| <
ε
2
. (11)
Inequality (11) implies that
|P(z)| ≤ 1− ε
2
(12)
holds on the set K1−ε and, for all points on the boundary of K we have
|P(z)| > 1− ε
2
. (13)
Therefore K1−ε ⊂ L∗δ ⊂ K , where L∗δ is the connected component of lemniscata (12) containing
the set K1−ε. In view of (10) we have the estimation
H(Lδ, K ) ≤ H(K1−ε, K ) ≤ δ
for the Hausdorff distance. Let δn → 0 be a sequence of positive real numbers. To prove the
X -regularity of the Hausdorff convergence L∗δn → K observe that
K ⊃ I ∗n :=
∞
n=i
L∗δi ⊃ K1−ε∗n = f −1(D1−ε∗n ), where ε∗n := sup{εi | i ≥ n}.
Since K1−ε∗n is monotone increasing and
∞
n=1
K1−ε∗n = f −1
 ∞
n=1
D1−ε∗n

= f −1(int D1) = int K ,
we have that limn→∞ A(K1−ε∗n ) = A(K ) and limn→∞ A(I ∗n ) = A(K ). 
Let r1 < r2 be positive real numbers,
Dr1,r2 := {z ∈ C | r1 ≤ |z| ≤ r2}
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Fig. 4. A generalized lemniscata with its coordinate X-rays.
and suppose that P and Q are polynomials of the complex variable z. Bodies of the form
c ≤ |R(z)| ≤ C, where R(z) = P(z)
Q(z)
can be considered as a natural generalization of lemniscatas. Fig. 4 illustrates the boundary curve
of the generalized lemniscata

0 ≤x2 + (y − 1)2x2 + (y + 1)2(x − 2)2 + y22
(x − 2)2 + (y − 1)2(x − 2)2 + (y + 1)2 ≤ 1
together with the coordinate X-rays.
Theorem 8 (A Hole in the Unit Disc). Let K be homeomorph to the annulus
Dr1,r2 := {z ∈ C | r1 ≤ |z| ≤ r2}
and suppose that the homeomorphism f : K → Dr1,r2 is analytic at the interior points of K .
Then K can be approximated by components of generalized lemniscatas: there exists a sequence
Ln of bodies of the form
cn ≤ |Rn(z)| ≤ Cn, where Rn(z) = Pn(z)Qn(z)
such that L∗n → K with respect to the Hausdorff metric, where L∗n is the component of Ln
contained in K . Moreover, the convergence L∗n → K is X-regular.
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Proof. Vituskin’s theorem states that the function f can be given as a uniform limit of
the sequence Pn/Qn of rational functions with poles in the complement of K . Using this
generalization of Mergelyan’s theorem the proof is essentially the same as that of the previous
theorem. 
6. Compact, convex sets: applications of generalized conic functions
Compact, convex planar bodies form a nice structure from lots of points of view. For example
the symmetric difference metric (Lebesgue metric) and the Hausdorff metric are equivalent
to each other which means, especially, that the Hausdorff convergence of convex bodies is
automatically regular. Another beauty of this class of bodies is their algebraic structure: the
Radstro¨m theorem [7] states that the set of convex compact bodies (with the Hausdorff metric)
can be embedded isometrically into a linear normed space. Practically any convex set K can be
given of the form
K = {(x, y) | a ≤ x ≤ b, f (x) ≤ y ≤ g(x)},
where f is a convex, g is a concave function. Therefore the vertical X-ray function Y (x) =
g(x) − f (x) is concave (as the difference of a concave and a convex function) and continuous
at any interior point of its supporting interval. By the foundations [4] of the theory Y is upper
semi-continuous and, consequently, it must be continuous on [a, b] including the endpoints too.
This means that in case of compact convex planar bodies the term almost everywhere can be
deleted from the formulations of the corresponding results in Sections 3 and 4 together with the
requirement of regularity. If Y is differentiable at an inner point x of its support [a, b] then
f ′+(x)− f ′−(x) = g′+(x)− g′−(x),
where the signs + and − refer to the right and left hand side derivatives of the functions,
respectively. Since f is convex, f ′−(x) ≤ f ′+(x) and, consequently, for a concave function,
g′−(x) ≥ g′+(x) which means that
f ′−(x) = f ′+(x) and g′−(x) = g′+(x),
i.e. Y is differentiable at an inner point x of its support [a, b] if and only if the body K has no
vertex along the vertical line at x . Therefore the inner singularities (together with the endpoints of
the support intervals) of the coordinate X -ray functions of a compact convex polygon determine
a grid having the possible vertices. This means (among others) that we have only finitely many
different polygons with the same coordinate X -rays. Moreover, the normalization does not affect
to the differentiability and, consequently, we have only finitely many different polygons with the
same generalized conic functions or coordinate X -rays up to a common (positive) proportional
term. One of other important consequences is that any convex polygon can be successively
determined3 by three X -rays because we can choose the third direction such that it is not parallel
to any line joining the points of the grid, see [4], Thm. 1.2.23. Let K be a compact convex
polygon with the grid
{s1, . . . , sm} × {t1, . . . , tn}
induced by the singularities of the coordinate X-rays together with the endpoints s1 = a, sm = b
and t1 = c, tn = d of their support intervals.
3 For a more precise formulation of determination, verification and successive determination see [4].
388 Cs. Vincze, A´. Nagy / Journal of Approximation Theory 164 (2012) 371–390
Fig. 5. The defect of the vertical X-ray is 0 at s4 = 8.
Definition 7. The defect of a singularity of the coordinate X-ray functions is 0 or 1 depending
on that the polygon has only one or more vertices along the corresponding vertical or horizontal
lines.
It is clear that the defects of the endpoints a, b and c, d depends only on the sign of the
corresponding coordinate X-ray functions. For example, if Y (a) > 0 then the defect is 1 and 0 if
Y (a) = 0. On the other hand
m +
m
i=1
the defect of si = n +
n
i=1
the defect of ti
because the common value is just the number of the vertices of the polygon. Examples on
different polygons with the same coordinate X-rays are widely known [4] but all of them have
the same sequences of defects. Figs. 5 and 6 illustrate polygons with the same coordinate X-rays
but different sequence of defects:
Fig. 5: vertices are (5, 1), (9, 5), (8, 8), (5, 9), (2, 7), (1, 5) and (2, 3),
Fig. 6: vertices are (5, 1), (8, 3), (9, 5), (8, 7), (5, 9), (2, 8) and (1, 5).
Therefore defects are not determined by the coordinate X-rays. In what follows we present a
positive reconstructing result for the class of generalized conics in a more general settings. Let
K be a compact body and consider the distance function
dp

(x, y), (α, β)
 = |x − α|p + |y − β|p1/p
induced by the p-norm, where p ≥ 1. Define the class of generalized p-conics as level sets of
the generalized p-conic function
f pK (x, y) :=

K
dp

(x, y), (α, β)

dαdβ; especially fK = f 1K .
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Fig. 6. The defect of the vertical X-ray is 1 at s4 = 8.
Theorem 9. Let C be a generalized p-conic and suppose that C∗ is a compact body with the
same area as C. If the generalized p-conic functions associated to C and C∗ coincide then
C ≈ C∗, i.e. C is equal to C∗ except on a set of measure zero.
Proof. Let C be defined by the inequality f pK (x, y) ≤ c and suppose that C∗ is a compact body
with the same area as C such that f pC = f pC∗ . By the Fubini theorem
C
f pK =

K
f pC =

K
f pC∗ =

C∗
f pK (14)
and thus
C\C∗
f pK =

C
f pK −

C∩C∗
f pK
(14)=

C∗
f pK −

C∩C∗
f pK =

C∗\C
f pK . (15)
Since f pK (x, y) ≤ c for all (x, y) ∈ C , especially (x, y) ∈ C \ C∗
cA(C \ C∗) ≥

C\C∗
f pK
(15)=

C∗\C
f pK ≥ cA(C∗ \ C) (16)
because of f pK (x, y) > c for all (x, y) ∉ C , especially (x, y) ∈ C∗ \ C . Here A(C \ C∗) =
A(C∗ \ C) according to the condition A(C) = A(C∗) which means that
C∗\C
f pK = cA(C∗ \ C).
Therefore C∗ \ C does not contain subsets of positive measure, i.e.
A(C \ C∗) = A(C∗ \ C) = 0 (17)
showing that C ≈ C ∩ C∗ ≈ C∗ as was to be stated. 
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Corollary 4. Let C and C∗ be generalized p-conics. If the generalized p-conic functions
associated to C and C∗ coincide then C = C∗.
Proof. Since both of the sets C and C∗ are generalized p-conics they can be interchanged in
(16) showing that they have the same area. To finish the proof we use Theorem 9 for the compact
convex sets C and C∗. 
Corollary 5. Generalized 1-conics are determined by their X-rays in the coordinate directions
among compact bodies.
Proof. In case of p = 1, the condition fC = fC∗ implies automatically that A(C) = A(C∗); to
finish the proof we use Theorem 9 for the sets C and C∗. 
Example 3. Circles are determined by their X-rays in the coordinate directions among compact
bodies because they are the level sets of the generalized conic function associated to the
circumscribed square: in case of the square B := conv {(0, 0), (1, 0), (1, 1), (0, 1)} we have
that
fB(x, y) =

x − (1/2)2 + y − (1/2)2 + (1/2)
for any interior point (x, y).
Remark 6. This property of circles (as special generalized 1-conics) also follows from their
additive property or from their inscribability, see [4, page 45 and Section 2.3]. Consider now a
generalized 1-conic C of the form fK (x, y) ≤ c and let (x1, y1) be a point of the boundary.
Together with the intersections of horizontal and vertical lines we have two additional points
(x1, y2) and (x2, y1) on the boundary as vertices of the box B(x1, y1) emanating from the point
(x1, y1). Since fK is the sum of functions with separated variables x and y, its value is invariant
under permutations of the variables in the sense that
fK (x1, y1)+ fK (x2, y2) = fK (x1, y2)+ fK (x2, y1).
Therefore the fourth vertex (x2, y2) is also the boundary point of C , i.e. generalized 1-conics are
also inscribable bodies with respect to the coordinate directions.
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