Abstract
Introduction
The design and realisation of complex processing systems very often involve trade-offs among the levels of fulfilment of different application requirements. This is particularly true when time constraints on the executions are considered, that generally require a static resource allocation and hence may impose strong limits on other application demands, as performance and reliability. Furthermore, the problem of devising a proper balancing among contrasting requirements is exacerbated in the case of degradable system configuration or transient peaks of workload, which call for an adaptive configuration of the system activities. In this case, the definition of a proper metric for the quality of service able to take into account all these aspects represents a basic step towards the effective managing of available system resources.
The problem of resource assignments is common to several system organisations. Among these, we focus here on object-oriented real-time dependable systems. In this context, a key step is represented by the explicit introduc-0-8186-8046-6/97 $10.00 0 1997 IEEE tion of the notion of value of an object. Several methods have been defined that use the concept of value to effectively manage real-time activities. Locke proposed the Best-Effort scheduling algorithm 191 that uses the value information to maximise the value of the computation, and schedules the accepted tasks according to the Earliest Deadline First algorithm [8]. More recently Stankovic and Buttazzo 141 defined the Robust Earliest Deadline (RED) algorithm which uses an acceptance test based on the deadline of the tasks and a recovery strategy for the rejected tasks that adopts a Best-Effort policy.
In the same spirit of those approaches, we propose the introduction of a component, called planner, that according to the availability of system resources, implements a simple admissionhejection policy based on the value of the objects. The planner receives the invocation requests of the objects functionalities and decides whether each such request must be accepted or rejected. On the basis of the values associated to the objects, we define a reward index that represents a simple metric with respect to which the planner itself can evaluate and compare different organisations in terms of quality of the service. Then, an effective admission policy is defined, that maximises the expected reward of the admitted workload.
In order to characterise the relative importance of each object within the application, a numerical value is assigned to the possible outcomes of an object functionality invocation. We consider those outcomes that are meaningful from the viewpoint of application requirements, as the correct execution of an invoked functionality, the violation of a time constraint on the execution of the functionality, and finally the erroneous execution of the functionality. Given a system organisation, it is possible to associate a probability of occurrence to each of the completion modes of an object execution, so that the expected benefit (or penalty, as the case may be) obtained by the system from the execution of an object is obtained by a simple weighted sum.
It should be noticed that there is not a general way of assigning these values, however studies in the fields of Measurement Theory and Multiple-Criteria Decision Making [ 13, 14, 171 offer several results for solvine: this problem by a constructive approach. In order to make the job of the planner fast and efficient, we restrict our attention to consider an additive value structure, that is we suppose that the value of a set of ob-jects is given b,y the sum of the values of the single objects in the set. Despite this simple formulation of the value concept we ob,, "erve that many aspects of interest of system behaviour are captured. Moreover, as supported by the work of Tokuda et al. [ 161 and Wendorf [ 191,  an accurate evaluation of the value of a computation in real-time systems is too time consuming to be feasible on-line.
Once that an estimate of the workload arrival pattern is known, the planner component can forecast the expected value of any possible resource assignment. This expected value represents the reward index that we use as our metric and it reflects many aspects of the computation, as the reliability of delivered results or the darnage due to the non executed part of the workload. We model the problem of maximising the reward index as a linear programming problem that can be solved by a simple algorithm. Hence, the planner dynamically attains the best usage of computing resources by choosing for the execution the most relevant part of the workload.
We analyse a degradable multiprocessor system taken as an example to evaluate the effects of the admission policy on the cumulative value (performability). The analysis is conducted for different applications characterised by different criticaliness levels with respect tiimeliness and correctness. Our aim is to understand under which scenarios and at which cost the deployment of redundancy improves not just the reliability of the system outcomes, but also the overall quality of the delivered services.
The paper is organised as follows. In Section 2 we give a high-level description of a general object-oriented degradable processing system that must support the execution of real-time dependable applications, and we introduce the planner component to solve overloads and nnaximise the system effectiveness. In Section 3 the value structure associated to the object invocations is detailed, which, in Section 4, is used to define the metric to assess the utility of the service provided by the system. Based on that metric, the optimal admission policy of the planner is then obtained. In Section 5 some comments about the applicability of the proposed method are given. The performability evaluation of a degradable multiprocessor system taken as an example is carried out in Section 6. Finally, conclusions are given in Section 7.
The system context
We consider a system composed of' a set of anonymous servers (thay are not necessarily processors, but could be disk drivers or database managers as well) that support the execution of objects defining a set of functionalities S = {Sl,Sz, ..., Sn}. Each functionality Si, i = I , 2, ..., n is periodically invoked by the external environment with a period of Ti units of time. The execution of each functionality Si must be completed within the period Ti, and requires ci units of time of one of the available servers of the system. Moreover, we also suppose that a high level of reliability is required, the delivery of an erroneous outcome resulting in relevant damages for the external environment. We assume that functionalities SI, S 2 , . . ., S,, are executed independently from each other. The requests accepted for the execution are equally shared on the available resources of the system, where they are locally scheduled according to the scheduling policy of each server, in charge of guaranteeing the respect of the deadlines for all the executed requests.
Although the problem of guaranteeing the whole workload execution becomes trivial when a sufficient number of servers is available, it is necessary to consider those cases where such desirable conditions are not met. For instance, this could happen in case of transient peaks of overload or resource unavailabilities.
Under these undesirable circumstances the behaviour of a real-time system may become drastically different from its specification. Although a relevant amount of computation could be still effectively performed, the system might waste its abilities by trying to unsuccessfully satisfy the temporal constraints of all the tasks. Under the Earliest Deadline First scheduling algorithm [8], this often leads up to the point that the effective throughput of the system approaches zero (domino effect). Anyway, even if such a pathological phenomenon does not occur, the overload in general results in unpredictable violations of the timeliness constraints, and computations fail to meet their deadlines regardless of the relevance they have for the system.
Hence, to achieve a graceful degrading of system abilities it becomes very important to maximise the benefit that the system can produce through an appropriate policy aimed at selecting cautiously the services that prioritely need to be executed. T o this aim, we propose the introduction of a planner component into the system, to implement an admission policy that performs a prescreening of the workload at system level, as shown in Fig. 1 . The activity performed by the planner can facilitate the job of each local scheduler: this way, local schedulers are no more subject to overloads already solved at the planner level.
This approach could be particularly useful when the local scheduling is performed according to the Rate Monotonic or the Earliest Deadline First algorithm. Under the assumption of periodic workload these scheduling algorithms guarantee the respect of the deadlines for all the executed tasks, that is their schedulability, as long as the resource utilisation does not exceed a given threshold value p*.
Fig 1 : The role of the planner component
Consequently, an admission policy that uses this utilisation threshold in selecting the executable workload ensures the schedulability of the admitted requests. The definition of the planner admission policy should result in a maximisation of the system resource utilisation, as well as in an optimisation of the overall benefit of the service provided by the system.
The value structure
The whole set of functionalities S represents the maximum level of service that the system is able to provide in an ideal situation. Still, during overloads only a subset of these functionalities will be available, to guarantee the respect of time constraints for the admitted invocations.
The choice of which functionalities to be held available even during overloads basically depends on the relative utility that each functionality S i , i = 1,2, ..., n has within the application. Intuitively, one should expect that the basic functionalities of the system will remain available as long as possible, while some other less useful ones will be sacrificed.
To characterise such utility with respect to the application requirements, that is timeliness and correctness, we consider the following three possible outcomes for the execution of the functionalities: a) the delivery of a correct outcome within the deadline; b) the delivery of an erroneous outcome within the deadline: c) the missed delivery of any outcome within the deadline due to the occurrence of a temporary or a permanent unavailability of the resource at which the invocation had been dispatched. Then, following the approach of Wang et al [IS] , for each functionality S i , i = /,2, ..., n we associate a value to each of the three considered outcomes a), b) and c). Let: gi denote the value associated to the outcome a), referred to as the gain obtained; pi denote the value associated to the outcome b), considered as the penalty to be paid; qi denote the value associated to the case c), referred to as the loss suffered by the system due to the lack of result.
Let us observe that a variety of application scenarios having different level of criticality with respect to timeliness and correctness can be characterised by such a value structure. For instance, safety critical functionalities should be characterised by very heavy penalties associated with the delivery of erroneous outcomes, penalties much higher than the related gain obtained with the correct execution. The assignment of proper values to parameters gi, pi and qi is a crucial point: in fact what is needed is a well-defined value function which reflects our preferences among functionalities to be executed. Several tools, as the Expert Choice based on the Analytic Hierarchy Process [13] have been defined to solve this problem by constructive approaches.
The events that might cause the partial or total violation of application requirements are usually referred as faults, and they occur randomly in the hardware and software components of the system. For a given system, probabilities can be associated to the occurrence of the outcomes described at points a), b), or c). Many approaches and methodologies have been defined for accomplishing this task, i.e. to give a quantitative evaluation of the dependability of hardware and software structures, some recent references are [ 1, 3,7, 151. Anyway, for our purposes it is sufficient to state that these probabilities can be computed and for each functionality S i , i = I , 2, .. .,n we denote with pc,i, pe,i and pn,i the probabilities of delivering a correct, an incorrect or no outcome at the end of an execution, respectively. Now, let us consider a generic invocation of functionality Si. Obviously, if the number of available resources is sufficient to execute the whole workload, the incoming request will be accepted by the planner for the execution. Otherwise a choice must be made on the basis of the relative reward that the execution of such functionality has for the system. If the functionality Si is executed, the planner can forecast the expected value Vi that will be obtained by the system by weighting the three possible values with their respective probabilities, as follows:
In order to define a fast and efficient admission policy we restrict our attention to consider an additive value structure, that is we suppose that the value of a set of functionalities is given by the sum of the value of the single functionalities in the set. Despite this simple formulation of the value concept we observe that many aspects of interest of system behaviour are captured.
A value-driven admission policy
The simple value structure presented in the preceding section can be used as a guideline by the planner to implement an effective admission policy, aimed at maximising the quality (utility) of the service. For each invocation of the functionality Si, i = 1,2,. . ., n the planner can either decide: admit: the system gains the expected reward Vi reject: the system pays the penalty qi to take into account On the basis of these expected rewards the planner determines for each functionality Si, i = I , 2,. . . , n , the percentage xi of the invocation requests admitted for the execution. The following planning vector 2 is then derived, which completely identifies the part of the workload admitted in the system: the damage due to the non execution of the request.
In order to define a criterion which allows the planner to choose among different planning vectors we introduce the following "instantaneous" reward index IC(?) , representing the expected total reward per unit of time obtained by using the planning vector i:
The definition of G(2) exploits the additive property of the value function: the first summation refers to the expected value for the executed part of the workload, while the second one represents the total loss the system must pay for the non executed workload. The optimal choice is then achieved by selecting the planning vector i which leads to a maximisation of G(?) while respecting the constraints on the resource utilisation. If h is the number of currently available system facilities, the following linear programming problem represents an adequate model for describing and solving this optimisation problem, where the maximised objective function (i) is exactly the instantaneous reward index:
zF<h,, n n*
(ii) and x; E [ O , l ] , i = I, 2 ,..., n
(iii)
It must be observed that the continuous variable x' may in general assume any fractional value, thus resulting in a fractional part of a functionality to be executed per unit of time: this makes sense under the assumption that the time between two changes in the planner vector is much longer than the typical execution time of real-time activities. The percentages xi are then determined in such a way that the utilisation constraint (ii) holds of the planning vector 2 , thus ensuring the schedulability of the accepted requests. The proposed linear programming problem can be restated as the continuous relaxation of the well-known "knapsack" problem [ 121 and can be solved very easily by a greedy algorithm on the basis of a value-densities ordering. The idea is that all the requests of execution interested in the current planning phase are partitioned into classes according to a value-density criterion, which also assures a total ordering among the defined classes. Then, the planner selects the requests to execute starting from the class at the top of the ordering to the less important ones until the executable workload is completed. The formal derivation of this result can be found in [ 111. Following this simple idea, the optimal workload to be admitted in the system is derived at the very low computational cost of an ordering, that is O(nZogn) for a population of n functionalities.
Implementation issues
In this section, a few considerations about the implementation of the previously described admission policy as well as discussions about possible extensions to the assumed system context are performed.
T o better understand the applicability of the result and the advantages it might offer in managing dynamic systems, let us consider what should be the role of adaptivity in flexible computing s y s t e m s h t start with considering a completely static systems where both the workload and the system configuration are constant during system life-time. In this case, there would be no benefits in introducing any kind of flexibility; if the system has been properly dimensioned during the design phase, it remains forever able to satisfy all the incoming requests.
However, static system are inadequate for many real applications. Hence dynamic systems are to be considered, for which the static organisation depicted above is not applicable anymore. For instance if the hardware configuration of the system may change still the workload remaining constant, then a set of operational scenarios (or operational modes) for the system can be foreseen, each mode being characterised by a different set of available resources. In this context, the proposed admission strategy can be used dynamically by the planner according to the operational mode in which the system is currently executing. The information to be used at run-time (the planning vector) can be conveniently elaborated off-line. In fact, while in an operational mode, the optimal planning vector is always the same. This means that for each operational mode the optimisation problem can be instanciated and solved once. If the operational modes are a reasonably limited set (which is highly desirable in real-time contexts), the set of planning vectors related to this set of modes can be stored in a lookup table, and the planner simply switches among them according to the current operational mode thus obtaining the optimal planning vector to be used in that mode. The admissionhejection of a functionality execution request is trivially determined by checking the corresponding entry in the planning vector. It is worth to note the simplicity of this solution, which at a very low cost adds a first degree of flexibility to computing system that otherwise would be unable to achieve a sufficient quality of the service in a dynamic environment.
However, when a dynamic workload is considered, it is not possible to foresee all the possible operational modes of the system because of the dynamic environment. In this case, a further degree of adaptivity could be introduced by using our planning approach in a 'reflective' way. With the term reflection we mean the ability of the system to observe the operational environment and to obtain those information which could help it in reacting to unforeseen changes. Using the planning approach in a reflective way hence requires the capability of forecasting the occurrence of those events that lead to a change of the current operational mode. This ability could be achieved by the system by collecting observations about the workload arrival patterns, actual resource utilisation and other information which could be useful in determining an adequate tuning of system activities with respect to the application requirements. Whenever the collected data indicate any significant change in the operational scenario, then the system would be aware that a new planning vector needs to be determined to attain a better usage of system resources. The new optimal planning vector could be computed online when needed at the limited computational cost of O(n1og n ) . Obviously, a number of trade-offs are still possible among the cost to compute the planning vectors and the benefits that the system obtains with a fast reaction to operational scenario changes. The more frequent the reaction is, the more accurate the tuning of system activities becomes. Of course, finding the more adequate trade-off is a challenging issue.
Analytical evaluation
In this section we present the analysis of a degradable multiprocessor system by an analytical evaluation of its expected cumulated value, or performability [ 101, for different load settings. The system has a simple and limited set of operational modes, arising from the set of possible hardware configurations.
We consider the system as composed of a planner component plus a set of m Off-The-Shelf (OTS) processors not specifically designed for fault tolerant purposes, but equipped with self-checking means allowing them to detect some faults and thus showing some "defensive capabilities" against the occurrence of faults. For some results about such defensive mechanisms to be added to OTS components see for example [5,6]. We assume that processors are subject to intermittent and transient hardware faults, while no software faults are considered. Transient faults are typically caused by physical events that do not affect the physical structure of the processor, hence their occurrence times are modelled as a sequence of independent exponential random variables. The intermittent faults, once occurred, manifest themselves by periodically affecting the state of the processor, according to the exponentially distributed reactivating time. All the system parameters related to faults occurrence are reported in appendix in Table 1 . If the processor experiences a hardware fault, the fault is detected with probability @ representing the coverage provided by the selfchecking mechanisms. When a processor detects a fault inside itself, it informs the planner of its faulty state; then the planner removes it from the set of active processors and no repair is considered. Thus, the system configuration progressively degrades and the overload definitively occurs. If the fault is not detected, an erroneous outcome will be provided for the current execution.
Being the processors independent from each other, we describe the faulty behaviour of the multiprocessor system by the transient Markov chain proposed by Beaudry 121 and shown in Figure 2 , that represents the degrading of the processing system. Each state represents a number of active processors and transitions between states occur according to the exponential distribution of the processor life-time with parameter 5 . All the parameters needed to instanciate that model are obtained by the usual dependability analysis tools. The instantaneous rewards G,, GNI-l, ..., GI are evaluated by using the opti- 
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Figure 2: Performablllty model of the system formability value a coverage factor 4 > 0.85 is needed, or alternatively, more refined execution strategies, including for example fault tolerance measures, must be used to enhance system performability. For setting c), characterised by high values of both penalties and losses, the non-execution of the tasks determines even lower performability figures with respect to setting b). For the sake of simplicity, we report all the workload parameters in Appendix in tables 2 and 3. We start our evaluation by considering the effects of coverage 4 on the system performability. Figure 3 shows the curves of the performability for the three workloads a, b) and c). The coverage factor @ ranges from 0.5 up to 0.99 and the system is considered operative as long as at least one processor is active. From this figure, it is worth to note the different slope of the curve for setting a> with respect to the others. In fact, as expected, in systems that execute non-critical applications, i.e. having comparable gains, penalties and losses, it is more convenient to maintain the processors operative as long as possible, instead of removing them when hardware faults occur. Hence, a longer life-time in this case determines higher values of the performability, implying that the system works better with low coverage factors. Because of the high penalties that the system pays in the case of erroneous task execution, setting b) is a typical example of a safety critical workload that can not be satisfactorily executed unless the self-checking tools are able to assure an adequate coverage factor. As it can be observed from Figure 3 , in order to obtain a positive per- When critical applications must be supported, as for settings b) and c), the simple non-redundankexecution, that we call Simplex in the following, is not enough to attain a sufficient quality of the delivered services. Hence, we evaluate the performability of the system which consistently executes all the admitted workload by using double redundancy (Duplex) and triple redundancy (Triplex). The reliability figures of the delivered outcomes, as well as the resource requirements are obviously different for the various execution techniques. In the following figures we plot the expected performability of the system during system life-time as a function of the number of faulty processors, for the critical settings b) and c). The medium coverage factor q5 = 0.75 is assumed.
In Figure 4 we compare the different performabilities achieved by the system for the execution of workload b), with the various execution strategies. We observe a significant improvement with the redundant execution with respect to the negative performability obtained by the Simplex execution. In fact, both the Duplex and the Triplex strategies are able to provide much better results, althoug a relevant part of the workload is sacrificed. Furthermore, from this figure we can assess the optimal level of redundancy (Duplex) needed to achieve the optimal result in terms of quality of service in this scenario.
In Figure 5 we show the different performability figures for setting c), which is characterised by the heavy impact of losses. We note that none of the execution strategies remains optimal as the number of active processors decreases. In fact we can easily realise that in this scenario the optimal use of redundancy would be achieved by an adaptive approach that mixes Simplex, Duplex and Triplex rather than by a consistent replication of all the admitted requests. This way, in the overload situations the planner would chose the redundant execution only if really relevant from the functionality correctness requirements, being thus able to execute a greater part of the workload. 
Conclusions
In this paper we consider the problem of how to react to configuration changes in object-oriented real-time dependable systems in order to provide the best quality of delivered services.
A simple formulation of the concept of value allows the definition of a suitable reward metric to evaluate the utility of the service provided by the system with respect to the application requirements. This metric is used to derive an effective admission policy to select the tasks that must be prioritely executed when the available resources are insufficient to satisfy the whole workload.
The proposed admission policy represents an useful means to introduce flexibility in real-time dependable systems at a very limited computational cost.
We perform an analysis to consider various system scenarios characterised by different requirements. In particular, we focus on the analysis of high-dependable systems to investigate on the effects that high reliability requirements have on the expected quality of services. We observe that in this scenario a satisfactory behaviour can only be achieved either by using ultra-reliable hardware and software components, which can be very costly, or by deploying redundancy to enhance the fault-tolerance capabilities of the system. Hence we consider a set of differently replicated execution strategies of the object functionalities. Each of these strategies is characterised by different reliability figures achieved at a different execution cost. We investigate on the more appropriate degree of redundancy to be preferred for the object functionalities from the viewpoint of the system performability optimisation. In this sense, this study helps in understanding under which conditions and to which extent the introduction of fault-tolerance techniques can improve not just the reliability of the system, but also the overall quality of the delivered services. This work has been partially supported by the EC--US Exploratory Collaborative Activity "EC-US041-AFERT" 
