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GROMOV-HAUSDORFF STABILITY OF
INERTIAL MANIFOLDS UNDER PERTURBATIONS
OF THE DOMAIN AND EQUATION
JIHOON LEE AND NGOCTHACH NGUYEN∗
Abstract. In this paper, we study the Gromov-Hausdorff stability and continuous dependence of
the inertial manifolds under perturbations of the domain and equation. More precisely, we use the
Gromov-Hausdorff distances between two inertial manifolds and two dynamical systems to consider
the continuous dependence of the inertial manifolds and the stability of the dynamical systems on
inertial manifolds induced by the reaction diffusion equations under perturbations of the domain
and equation.
1. Introduction
Let Ω0 be an open bounded domain in R
N with smooth boundary. We consider the following
reaction diffusion equation {
∂tu−∆u = f0(u) in Ω0 × (0,∞),
u = 0 on ∂Ω0 × (0,∞),
(1.1)
where f0 : R → R is a C1 function such that f0 and f ′0 are bounded, and f0 satisfies the dissipative
condition, i.e.,
lim sup
|s|→∞
f0(s)
s
< 0.
It is well known in [2] that the problem (1.1) is well-posed in various function spaces. Let F0 :
L2(Ω0)→ L2(Ω0) be the Nemytskii operator of f0. It is clear that F0 is Lipschitz since f ′0 is bounded,
and we may assume LipF0 > 1.
Let Diff(Ω0) be the space of diffeomorphisms h from Ω0 onto its image Ωh := h(Ω0) ⊂ RN with the
C1 topology. Let F be the collection of C1 functions fh : R → R (h ∈ Diff(Ω0)) with the dissipative
condition such that dC1(fh, f0) ≤ dC1(h, id), where the metric dC1 on F is given by
dC1(fh, fh˜) := min{dC1(fh, fh˜), 1} for h, h˜ ∈ Diff(Ω0),
where id denotes the identity map on Ω0. For each h ∈ Diff(Ω0), we consider a perturbation of
equation (1.1) {
∂tu−∆u = fh(u) in Ωh × (0,∞),
u = 0 on ∂Ωh × (0,∞).
(1.2)
As the above, we know that the problem (1.2) is well-posed, and the Nemytskii operator Fh : L
2(Ωh)→
L2(Ωh) of fh is Lipschitz.
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For any h ∈ Diff(Ω0) C1-close to id, we consider the following equation
ut +Ahu = Fh(u), u ∈ L2(Ωh), (1.3)
where Ah denotes the operator −∆ on Ωh with Dirichlet boundary condition. For simplicity, we write
Aid = A0 and Fid = F0. We know that Ah has a family of eigenvalues {λhi }∞i=1 such that
0 < λh1 ≤ λh2 ≤ · · · → ∞,
and a family of corresponding eigenfunctions {φhi }∞i=1 which is an orthonormal basis in L2(Ωh) and
orthogonal in H10 (Ωh). We denote the semi-dynamical system Sh(t) induced by equation (1.3) by
Sh(t) : L
2(Ωh)→ L2(Ωh), Sh(t)(u0) = uh(t), ∀t ≥ 0,
where uh(t) is the unique solution of (1.3) with uh(0) = u0.
For any h ∈ Diff(Ω0) and m ∈ N, let P hm be the projection of L2(Ωh) onto span{φh1 , . . . , φhm}, and
Qhm be the orthogonal complement of P
h
m. For simplicity, we will write P
id
m := P
0
m and Q
id
m := Q
0
m.
Definition 1.1. We say that M ⊂ L2(Ω0) is an m-dimensional inertial manifold of the semi-
dynamical system S(t) induced by (1.1) if it is the graph of a Lipschitz map Φ : P 0mL
2(Ω0) →
Q0mL
2(Ω0) such that
(i) M is invariant, i.e., S(t)M =M for t ∈ R,
(ii) M attracts all trajectories of S(t) exponentially, i.e., there are C > 0 and k > 0 such that for
any u0 ∈ L2(Ω0), there is v0 ∈ M satisfying
‖S(t)u0 − S(t)v0‖L2(Ω0) ≤ Ce−kt‖u0 − v0‖L2(Ω0), ∀t > 0.
In this paper, we are interested in studying the behavior of the inertial manifolds (which belong to
disjoint phase spaces) of equation (1.3) with respect to perturbations of the domain Ω0. More precisely,
we use the Gromov-Hausdorff distances between two inertial manifolds and two dynamical systems
to consider the continuous dependence of the inertial manifolds and the stability of the dynamical
systems on inertial manifolds induced by the reaction diffusion equations under perturbations of the
domain and equation. For this, we first prove the existence of inertial manifold of equation (1.3) when
h is C1-close enough to id.
Theorem 1.1. Let the above assumptions on the operator Ah and the nonlinearity Fh hold and, in
addition, let the following spectral gap condition hold:
λ0m+1 − λ0m > 2
√
2L0 for some m ∈ N, (1.4)
where L0 is a Lipschitz constant of the nonlinearity F0, λ
0
n is the nth eigenvalue of A0 for n ∈ N.
Then there exists δ > 0 such that if dC1(h, id) < δ, then equation (1.3) admits the m-dimensional
inertial manifold Mh.
Remark 1.1. To the best of our knowledge, the existence of an inertial manifolds for (1.1) was first
proved by Foias et al. [4, 7] with the non-optimal constant C in the right hand side of assumption
(1.4). Moreover, Romanov [8] proved the existence of inertial manifold of (1.1) under the spectral gap
condition (1.4) using the Lyapunov-Perron method in [9]. For a detailed exposition of the classical
theory of inertial manifolds, refer the paper by Zelik [10].
To study how the asymptotic dynamics of evolutionary equation (1.3) changes when we vary the
domain Ωh, our first task is to find a way to compare the inertial manifolds of the equations in different
domains. One of the difficulties in this direction is that the phase space L2(Ω0) of the induced semi-
dynamical system changes as we change the domain Ω0. In fact, the phase spaces L
2(Ω0) and L
2(Ωh)
which contain inertial manifolds M0 and Mh, respectively, can be disjoint even if Ωh is a small
perturbation of Ω0.
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In this direction, Arrieta and Santamaria [3] estimated the distance of inertial manifoldsMε of the
following evolution problem
ut +Aεu = Fε(u), ∀ε ∈ [0, ε0] (1.5)
on the Hilbert spaces Xε. For this purpose, they first assumed that the operator A0 has the following
spectral gap condition
λ0m+1 − λ0m ≥ 18L0 and λ0m ≥ 18L0 for some m ∈ N
to use the Lyapynov-Perron method for the existence of inertial manifold (see Proposition 2.1 in [3]).
They also assumed that the nonlinear terms Fε have a uniformly bounded support, i.e., there exists
R > 0 such that
suppFε ⊂ DR = {u ∈ Xε : ‖u‖Xε ≤ R}, ∀ε ∈ [0, ε0].
This assumption implies that every inertial manifold Mε of (1.5) does not perturb outside the ball
DR even though ε varies. In fact, we have
Mε ∩ (Xε \DR) = P εm(Xε) ∩ (Xε \DR), ∀ε ∈ [0, ε0].
Note that the inertial manifold Mε (orM0) of (1.5) is expressed by the graph of a Lipschitz map Φε
(or Φ0). Under the above assumptions, they proved
‖Φε − EεΦ0‖L∞(Rm,Xε) → 0 as ε→ 0,
where Eε is an isomorphism from X0 to Xε (for more details, see Theorem 2.3 in [3]). Note that the
norms ‖·‖L∞(Rm,Xε) and ‖·‖L∞(Rm,Xε′ ) can not be comparable in general if ε 6= ε′. For any ε ∈ [0, ε0],
we take hε ∈ Diff(Ω0) satisfying dC1(hε, id) = ε. Then the perturbed phase space Xε in [3] can be
considered as the space L2(Ωhε).
In this paper, we do not assume that the nonlinear terms Fh (h ∈ Diff(Ω0)) have a uniformly
bounded support.
Recently, Lee et al. [5, 6] introduced the Gromov-Hausdorff distance between two dynamical
systems on compact metric spaces to analyze how the asymptotic dynamics of the global attractors
of (1.1) changes when we vary the domain Ω0.
To compare the asymptotic behavior of the dynamics on inertial manifolds, we first need to intro-
duce the notion of Gromov-Hausdorff distance between two dynamical systems on noncompact metric
spaces. Let (X, dX) and (Y, dY ) be two metric spaces. For any ε > 0 and a subset B of X , we recall
that a map i : X → Y is an ε-isometry on B if |dY (i(x), i(y)) − dX(x, y)| < ε for all x, y ∈ B. In the
case B = X , we say that i : X → Y is an ε-isometry. The Gromov-Hausdorff distance dGH(X,Y )
between X and Y is defined by the infimum of ε > 0 such that there are ε-isometries i : X → Y and
j : Y → X such that Uε(i(X)) = Y and Uε(j(Y )) = X , where Uε(B) is the ε neighborhood of B. Let
X = {Xh : h ∈ Diff(Ω0)} be the collection of metric spaces.
Definition 1.2. We say that Xh ∈ X converges to Xk in the Gromov-Hausdorff sense as h → k if
for any ε > 0 and a bounded set Bk ⊂ Xk, there is δ > 0 such that if dC1(h, k) < δ then there is a
bounded set Bh ⊂ Xh satisfying dGH(Bh, Bk) < ε.
We observe that Xh converges to Xk in the Gromov-Hausdorff sense if dGH(Xh, Xk)→ 0 as h→ k.
However the converse is not true in general. Let S be a dynamical system on X , i.e., S : X ×R→ X .
For any subset B of X , we denote S|B by the restriction of S to B × R.
Definition 1.3. Let S1 and S2 be dynamical systems on metric spaces X and Y , respectively. For
any bounded sets B1 ⊂ X and B2 ⊂ Y , the Gromov-Hausdorff distance DTGH(S1|B1 , S2|B2) between
S1|B1 and S2|B2 with respect to T > 0 is defined by the infimum of ε > 0 such that there are maps
i : X → Y and j : Y → X, and α ∈ RepB1(ε) and β ∈ RepB2(ε) with the following properties:
(i) i and j are ε-isometries on B1 and B2, respectively, satisfying
Uε(i(B1)) ∩B2 = B2 and Uε(j(B2)) ∩B1 = B1,
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(ii) dY (i(S1(x, α(x, t))), S2(i(x), t)) < ε for x ∈ B1 and t ∈ [−T, T ], and
dX(j(S2(y, β(y, t))), S1(j(y), t)) < ε for y ∈ B2 and t ∈ [−T, T ],
where RepB(ε) is the collection of continuous maps α : B ×R→ R such that for given x ∈ B, α(x, .)
is a homeomorphism on R with
∣∣∣∣α(x, t)t − 1
∣∣∣∣ < ε for t 6= 0.
Definition 1.4. Let DS = {(Xh, Sh) : h ∈ Diff(Ω0)} be a collection of dynamical systems on metric
spaces Xh. We say that a dynamical system Sk ∈ DS is Gromov-Hausdorff stable if for any ε > 0,
T > 0 and a bounded set Bk ⊂ Xk, there exists δ > 0 such that if dC1(h, k) < δ then there is a bounded
set Bh ⊂ Xh satisfying DTGH(Sh|Bh , Sk|Bk) < ε.
We observe that the Gromov-Hausdorff stability of dynamical systems on the global attractors
under perturbations of the domain was studied in [5, 6].
Throughout the paper, we assume the following conditions
λ0m+1 − λ0m > 2
√
2L0 and λ
0
m > L0 for some m ∈ N. (1.6)
Moreover we assume that m is the smallest number satisfying (1.6), and the inertial manifoldMh for
equation (1.3) means the unique m-dimensional inertial manifold for (1.3). With all the notations in
mind, we state the main results of this paper.
Theorem 1.2. The inertial manifoldMh of equation (1.3) converges toM0 in the Gromov-Hausdorff
sense as h→ id.
Remark 1.2. We will continue to prove Theorem 1.2 by applying the Lyapunov-Perron method to get
the Lipschitz map Φh in (3.13), where h ∈ Diff(Ω0). Note that the assumption λ0m+1 − λ0m > 2
√
2L0
is a sharp condition for the construction of Φh. In fact, if λ
0
m+1−λ0m < 2
√
2L0, then we cannot apply
the Lyapunov-Perron technique for the proof of Theorem 1.2.
Let Sh(t) be the dynamical system on the inertial manifold Mh induced by equation (1.3).
Theorem 1.3. The dynamical system S0(t) on the inertial manifold M0 induced by equation (1.1)
is Gromov-Hausdorff stable.
2. Existence of inertial manifolds
In this section, we analyze the behavior of the Laplace operators with Dirichlet boundary conditions
under perturbations of the domain and equation. In particular, we prove that the spectra of A0 behave
continuously, and it will be applied to prove Theorems 1.1 and 1.2. Note that Arrieta et al. assumed
the continuity of the spectra of the Laplace operators with Neumann boundary conditions to prove
the continuity of the global attractors (see Definition 2.5 and Theorem 4.6 in [1]).
Proposition 2.1. The spectra of A0 behaves continuously. More precisely, for any fixed ℓ ∈ N and
a sequence {hn}n∈N in Diff(Ω0) with hn → id, there exist a subsequence {hk := hnk}k∈N of {hn}n∈N
and a collection of eigenfunctions {ξ01 , . . . , ξ0ℓ } of A0 with respect to eigenvalues {λ01, . . . , λ0ℓ} such that
λhki → λ0i and φhki → ξ0i in L2(RN ) for all 1 ≤ i ≤ ℓ.
Proof. Let ℓ ∈ N be fixed, and take a sequence {hn}n∈N in Diff(Ω0) with hn → id as n → ∞. Let
E0 : H
1(Ω0) → H1(RN ) be an extension operator, and Rhn : H1(RN )→ H1(Ωhn) be the restriction
operator. For each 1 ≤ i ≤ ℓ and n ∈ N, we consider a map ξhni : Ωhn → R by
ξhni (x) = Rhn(E0φ
0
i )(x), ∀x ∈ Ωhn .
By the min-max characterization of the eigenvalues, we have
λhnr ≤ max{‖∇ξ‖2L2(Ωhn ) + o(1) : ξ ∈ span{ξ
hn
1 , . . . , ξ
hn
r } with ‖ξ‖L2(Ωhn ) = 1}, ∀1 ≤ r ≤ ℓ, (2.1)
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where t = o(1) means that t → 0 as hn → id. Take a function ξ =
∑r
i=1 aiξ
hn
i in span{ξhn1 , . . . , ξhnr }
such that the right hand side of (2.1) has the maximum at ξ with ‖ξ‖L2(Ωhn ) = 1. Let φ =
∑r
i=1 aiφ
0
i .
Then we see that
‖∇ξ‖2L2(Ωhn∩Ω0) = ‖∇φ‖
2
L2(Ωhn∩Ω0)
≤ ‖∇φ‖2L2(Ω0) ≤ λ0r‖φ‖2L2(Ω0)
= λ0r‖φ‖2L2(Ω0∩Ωhn ) + λ
0
r‖φ‖2L2(Ω0\Ωhn ) ≤ λ
0
r + λ
0
r o(1).
In the last inequality, we have used the fact that
‖φ‖L2(Ω0∩Ωhn ) = ‖ξ‖L2(Ω0∩Ωhn ) ≤ ‖ξ‖L2(Ωhn ) = 1 and ‖φ‖L2(Ω0\Ωhn ) = o(1).
Similarly we get ‖∇ξ‖L2(Ωhn\Ω0) = o(1). Since
‖∇ξ‖2L2(Ωhn ) = ‖∇ξ‖
2
L2(Ωhn∩Ω0)
+ ‖∇ξ‖2L2(Ωhn\Ω0),
we have
λhnr ≤ (1 + o(1))λ0r + o(1).
Consequently, for each 1 ≤ i ≤ ℓ, we can take 0 < τi ≤ λ0i and a subsequence {hk := hnk}k∈N of
{hn}n∈N such that λhki → τi as k →∞. Take a sequence {εn > 0}n∈N in R such that
εn → 0 and Khn := {x ∈ Ω0 | d(x, ∂Ω0) ≥ εn} ⊂ Ωhn , ∀n ∈ N.
We will complete the proof by demonstrating the following four claims.
Claim 1. We show that for any 1 ≤ i ≤ ℓ, ‖φhki ‖L2(Ωhk\Khk ) → 0 as k →∞.
Let V be an open set in RN such that Ωhk ⊂ V for all sufficiently large k. By the Sobolev extension
theorem, we can take an operator Thk : H
1
0 (Ωhk)→ H1(RN ) such that
Thku = u on Ωhk , supp Thku ⊂ V, and ‖Thku‖H1(RN ) ≤ D‖u‖H10(Ωhk ), ∀u ∈ H
1
0 (Ωhk),
where D is a constant which is independent on k.
Since ‖Thkφhki ‖H1(RN ) is uniformly bounded on k, there are φ0 ∈ L2(RN ) and a subsequence of
{Thkφhki }k∈N, still denoted by {Thkφhki }k∈N, such that Thkφhki → φ0 in L2(RN ) as k →∞. We have
‖φhki ‖L2(Ωhk\Khk ) ≤ ‖Thkφ
hk
i − φ0‖L2(V ) + ‖φ0‖L2(Ωhk\Khk )
Since |Ωh \Kh| → 0 as h→ id, we derive that ‖φhki ‖L2(Ωhk\Khk ) → 0 as k →∞. This completes the
proof of Claim 1.
For any 1 ≤ i ≤ ℓ, we will consider the limit of the sequence {φhki }k∈N in Claim 1. By the induction
process, for each n ∈ N, there exist ξ0,ni ∈ L2(Khn) and a subsequence {φhk,ni }k∈N of {φhk,n−1i }k∈N
which converges to ξ0,ni strongly in L
2(Khn) (and weakly in H
1(Khn)) as k →∞, where φhk,0i := φhki
for all i = 1, . . . , ℓ and k ∈ N. By the Cantor diagonal argument, we assume that there is a subsequence
{φhki := φhk,ki }k∈N of {φhk,ni }k,n∈N such that {φhki }k∈N converges to ξ0,ni strongly in L2(Khn) (and
weakly in H1(Khn)) as k →∞. Since
‖ξ0,ni − ξ0,n+1i ‖L2(Khn ) ≤ ‖ξ
0,n
i − φhki ‖L2(Khn ) + ‖φhki − ξ
0,n+1
i ‖L2(Khn+1) → 0 as k →∞,
we see that ξ0,ni = ξ
0,n+1
i almost everywhere on Khn . Define a map ξ
0
i : Ω0 → R by ξ0i (x) = ξ0,ni (x),
where n is the natural number satisfying x ∈ Khn \Khn−1.
Now we show that ξ0i ∈ H1(Ω0). We first consider an extension operator Ehn : H1(Khn) →
H1(RN ). Then {Ehnξ0,ni }n∈N is a sequence in H1(Ω0). Since
‖Ehnξ0,ni ‖H1(Ω0) ≤ D‖ξ0,ni ‖H1(Khn ) ≤ D limk→∞ ‖φ
hk
i ‖H1(Khn )
≤ D lim
k→∞
(
1 + (λhki )
1/2
)‖φhki ‖L2(Ωhk ) ≤ D(1 + (λ0n)1/2), ∀n ∈ N,
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where D is a positive constant independent of hk, we see that {Ehnξ0,ni }n∈N is bounded in H1(Ω0).
Hence there are ξ˜0i ∈ H1(Ω0) and a subsequence of {Ehnξ0,ni }n∈N, still denoted by {Ehnξ0,ni }n∈N,
which converges to ξ˜0i in L
2(Ω0). Moreover, for each Khn , we have
‖ξ0i − ξ˜0i ‖L2(Khn ) ≤ ‖ξ0i − ξ
0,n
i ‖L2(Khn ) + ‖ξ
0,n
i − ξ˜0i ‖L2(Khn ) → 0 as n→∞,
and so ξ0i = ξ˜
0
i almost everywhere in Khn for all n ∈ N. Since
⋃
n∈NKhn = Ω0, we see that
ξ0i = ξ˜
0
i ∈ H1(Ω0).
Claim 2. φhki → ξ0i in L2(RN ) as k →∞.
By the construction of ξ0i and Claim 1, we see that for any ε > 0, there is k0 ∈ N such that
‖φhki ‖L2(Khk\Khk0 ) ≤ ε/4, ‖ξ
0
i ‖L2(Ω0\Khk0 ) ≤ ε/4,
‖φhki ‖L2(Ωhk\Khk ) ≤ ε/4 and ‖φ
hk
i − ξ0i ‖L2(Khk0 ) < ε, ∀k ≥ k0.
Since
‖φhki − ξ0i ‖2L2(RN ) = ‖φhki − ξ0i ‖2L2(Kk0 ) + ‖φ
hk
i − ξ0i ‖2L2(RN\Kk0 )
and
‖φhki − ξ0i ‖L2(RN\Kk0 ) ≤ ‖φ
hk
i ‖L2(Ωhk\Khk ) + ‖φ
hk
i ‖L2(Khk\Khk0 ) + ‖ξ
0
i ‖L2(Ω0\Khk0 ) < ε,
we have that ‖φhk − ξ0‖2L2(RN ) ≤ 2ε2. Since ε is arbitrary, we get ‖φhk − ξ0‖2L2(RN ) → 0 as k →∞.
Claim 3. λhki → τi as k →∞.
For any k0 ∈ N and k ≥ k0 and ξ ∈ C1c (Khk0 ), we first note that∣∣∣∣∣
∫
Ωhk
∇φhki ∇ξ −
∫
Ω0
∇ξ0i∇ξ
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
Khk0
(∇φhki −∇ξ0i )∇ξ
∣∣∣∣∣
+
∫
Ωhk \Khk0
∣∣∣∇φhki ∣∣∣ |∇ξ|+
∫
Ω0\Khk0
∣∣∇ξ0i ∣∣ |∇ξ| .
Since φhki → ξ0i weakly in H1(Khk0 ) and ∇ξ = 0 outside Khk0 , we get∣∣∣∣∣
∫
Ωhk
∇φhki ∇ξ −
∫
Ω0
∇ξ0i∇ξ
∣∣∣∣∣→ 0 as hk → id.
On the other hand, we have
∫
Ωhk
∇φhki ∇ξ =
∫
Ωhk
λhki φ
hk
i ξ →
∫
Ω0
τiξ
0
i ξ as hk → id.
Since
⋃
k∈N C
1
c (Khk) is dense in H
1
0 (Ω0), we get −∆ξ0i = τiξ0i . Therefore {τi}i∈N and {ξ0i }i∈N are
eigenvalues and the corresponding eigenfunctions of A0, respectively, and so we have
λhki → τi and φhki → ξ0i as k →∞.
This completes the proof of Claim 3.
Claim 4. τi = λ
0
i for all 1 ≤ i ≤ ℓ, and {ξ0i }ℓi=1 is orthonormal in L2(Ω0).
For 1 ≤ i, j ≤ ℓ, by Claim 2, we get
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∣∣∣∣∣
∫
Ωhk
φhki φ
hk
j −
∫
Ω0
ξ0i ξ
0
j
∣∣∣∣∣ =
∣∣∣∣
∫
RN
φhki φ
hk
j − ξ0i ξ0j
∣∣∣∣
≤
∫
RN
|φhki ||φhkj − ξ0j |+
∫
RN
|φhki − ξ0i ||ξ0j |
≤ ‖φhki ‖L2(Ωhk )‖φ
hk
j − ξ0j ‖L2(RN ) + ‖φhki − ξ0i ‖L2(RN )‖ξ0j ‖L2(Ω0) → 0 as k →∞.
Consequently, we have
(φhki , φ
hk
j )L2(Ωhk ) → (ξ
0
i , ξ
0
j )L2(Ω0) as k →∞,
and so {ξ0i }ℓi=1 is orthonormal in L2(Ω0).
Let a be the multiplicity of λ01. Since λ
0
1 is the smallest eigenvalue and τj ≤ λ0j , we have τj = λ01
for all j ≤ a. Let ξ =∑∞i=1 piφ0i be a function satisfying A0ξ = λ01ξ. Since
A0ξ =
∞∑
i=1
λ0i piφ
0
i and λ
0
1ξ =
∞∑
i=1
λ01piφ
0
i ,
we have pi = 0 for all i > a. This means that ξ ∈ span{φ01, . . . , φ0a} and so
span{φ01, . . . , φ0a} = span{ξ01 . . . , ξ0a}.
Suppose that τa+1 6= λ0a+1. Since A0ξ0a+1 = λ01ξ0a+1, we have
ξ0a+1 ∈ span{φ01, . . . , φ0a} = span{ξ01 . . . , ξ0a} and τa+1 = λ01.
This contradicts to the orthonormality of {ξ0i }a+1i=1 , and so we get τa+1 = λ0a+1.
Continuing this process, we derive that τi = λ
0
i for all 1 ≤ i ≤ ℓ, and so completes the proof of the
proposition. 
For any h ∈ Diff(Ω0), we let
Lh = sup
s∈R
|f ′h(s)| and L0 = sup
s∈R
|f ′0(s)|. (2.2)
It is clear that Lh and L0 are Lipschitz constants of the nonlinear terms Fh and F0, respectively, such
that Lh → L0 as h→ id.
Define a map jh : L
2(Ω0)→ L2(Ωh) by
jh(u) := u ◦ h−1, ∀u ∈ L2(Ω0).
Then we see that jh is an isomorphism, and ‖jh‖ → 1 as h→ id. Here ‖jh‖ = ‖jh‖L∞(L2(Ω0),L2(Ωh)).
Hence we may assume that ‖jh‖ < 2 for all h ∈ Diff(Ω0).
Now we prove the existence of inertial manifold of (1.3) under perturbations of the domain and
equation.
Proof of Theorem 1.1. Let η = (λ0m+1 − λ0m − 2
√
2L0)/2. We first show that there is δ > 0 such
that if dC1(h, id) < δ, then ∣∣λ0m − λhm∣∣ < η/2 and ∣∣λ0m+1 − λhm+1∣∣ < η/2.
Suppose not. Then for any n ∈ N, there is hn ∈ Diff(Ω0) with dC1(hn, id) ≤ 1/n such that∣∣λ0m − λhnm ∣∣ ≥ η/2 or ∣∣∣λ0m+1 − λhnm+1∣∣∣ ≥ η/2.
Without loss of generality, we may assume that
∣∣λ0m − λhnm ∣∣ ≥ η/2 for all n ∈ N.
On the other hand, by Proposition 2.1, there is a subsequence {hnk}k∈N of {hn}n∈N such that
λ
hnk
m → λ0m as k →∞. The contradiction shows that there is δ > 0 such that if dC1(h, id) < δ, then
λhm+1 − λhm ≥ (λ0m+1 − λ0m)− |λ0m+1 − λhm+1| − |λhm − λ0m| > 2
√
2L0 + η.
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Since Lh → L0 as h→ id, we see that λhm+1 − λhm > 2
√
2Lh if h is sufficiently C
1-close to id. Hence
equation (1.3) admits the m dimensional inertial manifold Mh in L2(Ωh) which can be presented by
the graph of a Lipschitz map Ψh. 
3. Proof of Theorem 1.2
Suppose not. Then there are ε > 0 and a bounded set B0 ⊂M0 such that for any n ∈ N, there is
hn ∈ Diff(Ω0) with dC1(hn, id) < 1/n such that for any bounded set Bhn ⊂Mhn , dGH(Bhn , B0) ≥ ε.
For each n ∈ N, let {λhn1 , . . . , λhnm } and {φhn1 , . . . , φhnm } be the first m eigenvalues and correspond-
ing m eigenfunctions of Ahn , respectively. By Proposition 2.1, there are m eigenfunctions, denoted
by {φ01, . . . , φ0m}, with respect to the first m eigenvalues {λ01, . . . , λ0m} of A0, and a subsequence of
{hn}n∈N, still denoted by {hn}n∈N, such that λhni → λ0i and φhni → φ0i in L2(RN ) as n → ∞ for all
1 ≤ i ≤ m. We assume that |λhni − λ0i | < 1 for all n ∈ N and 1 ≤ i ≤ m. For any h ∈ Diff(Ω0), define
a map ψh : P
h
mL
2(Ωh)→ Rm by
ψh
(
m∑
i=1
aiφ
h
i
)
= (a1. . . . , am), ai ∈ R.
For each n ∈ N, we denote by Bhn the collection of uhn ∈ Mhn such that ψhnP hnm uhn = ψ0P 0mu0 for
some u0 ∈ B0.
We will complete the proof of Theorem 1.2 by showing that dGH(Bhn , B0) < ε for all sufficiently
large n ∈ N. For this, we need several lemmas.
Lemma 3.1. For any fixed 1 ≤ i ≤ m, we have
‖jhnφ0i − φhni ‖L2(Ωhn ) → 0 as n→∞.
Proof. For any fixed 1 ≤ i ≤ m, we have
‖jhnφ0i − φhni ‖L2(Ωhn ) ≤ ‖jhnφ0i − φ0i ‖L2(RN ) + ‖φ0i − φhni ‖L2(RN )
By Proposition 2.1, we have that
‖φ0i − φhni ‖L2(RN ) → 0 as n→∞.
So it is sufficient to prove that ‖jhnφ0i − φ0i ‖L2(RN ) → 0 as n→∞.
Take a neighborhood V of Ω0 such that Ωhn ⊂ V for all n ∈ N. Then we have
‖jhnφ0i − φ0i ‖L2(V ) ≤ ‖jhnφ0i − φ0i ‖L2(Ω0∩Ωhn ) + ‖jhnφ0i ‖L2(Ωhn\ Ω0) + ‖φ
0
i ‖L2(Ω0\Ωhn )
:= In + IIn + IIIn.
Let E : H1(Ω0)→ H1(RN ) be an extension operator such that
Eu = u on Ω0, supp Eu ⊂ V, and ‖Eu‖H1(RN ) ≤ C‖u‖H1(Ω0), ∀u ∈ H1(Ω0).
Since C1(V ) is dense in H1(V ), we can take a sequence χk in C
1(V ) such that χk → Eφ0i in H1(V )
as k →∞. Note that
‖jhnφ0i − φ0i ‖L2(Ω0∩Ωhn ) ≤ ‖jhnφ0i − jhnχk‖L2(Ω0∩Ωhn ) + ‖jhnχk − χk‖L2(Ω0∩Ωhn )
+ ‖χk − φ0i ‖L2(Ω0∩Ωhn ). (3.1)
Since Eφ0i = φ
0
i on Ω0, the first and last terms in the right hand side of (3.1) tend to 0 as k → ∞.
For the second term, we get
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∫
Ω0∩Ωhn
|χk(h−1n x)− χk(x)|2dx ≤ dC1(h−1n , id)
∫ 1
0
∫
Ω0∩Ωhn
|Dχm((1− t)x+ th−1n (x))|2dxdt
≤ 2dC1(h−1n , id)
∫
V
|Dχk(x)|2dx.
Since ∫
V
|Dχk(x)|2dx→
∫
V
|DEφ0i (x)|2dx ≤ C
∫
Ω0
|Dφ0i (x)|2dx,
we see that
∫
V |Dχk(x)|2dx is uniformly bounded on k. Hence we obtain
‖jhnχk − χk‖L2(Ω0∩Ωhn ) → 0 as n→∞.
This implies that In → 0 as n→∞.
Next, we suppose that IIn does not converge to 0 as n → ∞. Then there are δ > 0 and a
subsequence of {hn}n∈N, still denoted by {hn}n∈N, such that IIn ≥ δ for all n ∈ N. Since ‖jhnφ0i ‖H1(V )
is uniformly bounded on n, there exists a subsequence of {jhnφ0i }n∈N, still denoted by {jhnφ0i }n∈N,
and u0 ∈ H1(V ) such that jhnφ0i → u0 in L2(V ). Then we have
‖jhnφ0i ‖L2(Ωhn\Ω0) ≤ ‖jhnφ0i − u0‖L2(Ωhn\Ω0) + ‖u0‖L2(Ωhn\Ω0).
By the fact |Ωhn \ Ω0| → 0, we get ‖jhnφ0i ‖L2(Ωhn\Ω0) → 0 as n → ∞. The contradiction shows that
IIn → 0 as n→∞.
Since |Ω0\Ωhn | → 0 as n→∞, we see that IIIn → 0. Consequently, we have ‖jhnφ0i−φ0i ‖L2(V ) → 0
as n→∞, and so completes the proof.

Let Ψh : P
h
mL
2(Ωh)→ QhmL2(Ωh) be the Lipschitz map whose graph is the inertial manifoldMh in
Theorem 1.1. We may assume LipΨh ≤ 1 (see the proof of Theorem 1 in [8]). If we let Φh = Ψh ◦ψ−1h ,
then Mh can be considered as the graph of Φh with LipΦh ≤ 1.
With the notations, we have the following lemma.
Lemma 3.2. For any p0 ∈ P 0mL2(Ω0) and pn ∈ P hnm L2(Ωhn),
|ψhnpn − ψ0p0|Rm ≤ α(hn)
m∑
i=1
|ai|+ ‖jhnp0 − pn‖L2(Ωhn ),
where α(hn) = sup{‖jhnφ0i − φhni ‖L2(Ωhn ) : i = 1, . . . ,m}, and p0 =
∑m
i=1 aiφ
0
i .
Proof. For any p0 ∈ P 0mL2(Ω0) and pn ∈ P hnm L2(Ωhn), there are ai, bi ∈ R such that p0 =
∑m
i=1 aiφ
0
i
and pn =
∑m
i=1 biφ
hn
i . Then we have
|ψhnpn − ψ0p0|Rm =
∥∥∥∥∥
m∑
i=1
(ai − bi)φhni
∥∥∥∥∥
L2(Ωhn )
≤
∥∥∥∥∥
m∑
i=1
ai(φ
hn
i − jhnφ0i )
∥∥∥∥∥
L2(Ωhn )
+
∥∥∥∥∥jhn
m∑
i=1
aiφ
0
i −
m∑
i=1
biφ
hn
i
∥∥∥∥∥
L2(Ωhn )
≤ α(hn)
m∑
i=1
|ai|+ ‖jhnp0 − pn‖L2(Ωhn ).

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By Proposition 2.1, we can take a constant r > 0 such that λ01, λ
hn
1 > r for all n ∈ N. For any
n ∈ N and T > 0, we denote by
γhn(T ) = sup{|e−λ
hn
i
t − e−λ0i t| : 1 ≤ i ≤ m,−T ≤ t ≤ T },
ρ(hn) = ‖Fhn(jhnu)− jhnF0(u)‖L∞(L2(Ω0),L2(Ωhn )).
Then we observe that γhn(T ) → 0 and ρ(hn) → 0 as n → ∞. For any p ∈ Rm and a bounded set
B ⊂ Rm, we denote by
βhn(p) = ‖Φhn(p)− jhnΦ0(p)‖L2(Ωhn ) and βhn(B) = sup{βhn(p) : p ∈ B}.
Let p0(t) and pn(t) be the solutions of
dp0
dt
+A0p0 = P
0
mF0(p0 +Φ0(ψ0p0)), and (3.2)
dpn
dt
+Ahnpn = P
hn
m Fhn(pn +Φhn(ψhnpn)) (3.3)
with initial conditions p0(0) = ψ
−1
0 p and pn(0) = ψ
−1
hn
p, respectively, for some p ∈ Rm. With these
notations, we have the following estimates.
Lemma 3.3. For any T > 0 and a bounded subset B of M0, there exists C > 0 such that for any
t ∈ [−T, 0]
‖pn(t)− jhnp0(t)‖L2(Ωhn ) ≤
(
e(λ
0
m+1)tCγhn(T ) + Cα(hn) +
1
λ0m + 1
Lhnβhn(ψ0B−T ) +
1
λ0m + 1
ρ(hn)
+ 2Te(λ
0
m+1)tCγhn(T ) +
C(2 + Lhn)
λ0m + 1
α(hn)
)
e(2Lhn−λ
0
m−1)t, ∀n ∈ N,
and for any t ∈ [0, T ]
‖pn(t)− jhnp0(t)‖L2(Ωhn ) ≤
(
ertCγhn(T ) + Cα(hn) + e
rtLhn
r
βhn(ψ0BT ) + e
rt ρ(hn)
r
+ 2TertCγhn(T ) + e
rtC(2 + Lhn)
r
α(hn)
)
e(2Lhn−r)t, ∀n ∈ N,
where p0(t) and pn(t) are the solutions of (3.2) and (3.3), respectively, such that p0(0) ∈ P 0mB and
ψ0p0(0) = ψhnpn(0), and B−T = {p0(t) : t ∈ [−T, 0]} and BT = {p0(t) : t ∈ [0, T ]}.
Proof. Let T > 0 be arbitrary, B a bounded subset of M0, and denote Bˆ−T = S0(B, [−T, 0]) and
BˆT = S0(B, [0, T ]). Let p0(t) and pn(t) be the solutions of (3.2) and (3.3), respectively, such that
p0(0) ∈ P 0mB and ψ0p0(0) = ψhnpn(0). By the variation of constant formula for (3.2) and (3.3), we
have
pn(t)− jhnp0(t) = e−Ahntpn(0)− jhne−A0tp0(0)
+
∫ t
0
e−Ahn(t−s)(P hnm Fhn(pn +Φhn(ψhnpn))− P hnm jhnF0(p0 +Φ0(ψ0p0)))ds
+
∫ t
0
(e−Ahn (t−s)P hnm jhn − jhne−A0(t−s)P 0m)F0(p0 +Φ0(ψ0p0))ds
:= I + II + III, ∀t ∈ [−T, T ]. (3.4)
Since F0(Bˆ−T ) and F0(BˆT ) are bounded in L
2(Ω0), there exists a constant C > 0 such that for
any u =
∑m
i=1 aiφ
0
i in P
0
mBˆ−T ∪ P 0mBˆT and v =
∑m
i=1 biφ
0
i in P
0
mF0(Bˆ−T ) ∪ P 0mF0(BˆT ), we have∑m
i=1 |ai| < C and
∑m
i=1 |bi| < C.
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Step 1. We first, we estimate I for t ∈ [−T, 0]. We write p0(0) =
∑m
i=1 aiφ
0
i . Since
I = e−Ahn t
m∑
i=1
aiφ
hn
i − jhne−A0t
m∑
i=1
aiφ
0
i
=
m∑
i=1
ai(e
−λhn
i
t − e−λ0i t)φhni +
m∑
i=1
aie
−λ0i t(φhni − jhnφ0i ),
we have
‖I‖L2(Ωhn ) ≤
∥∥∥∥∥
m∑
i=1
(e−λ
hn
i
t − e−λ0i t)aiφhni
∥∥∥∥∥
L2(Ωhn )
+
m∑
i=1
|ai|e−λ
0
i t‖φhni − jhnφ0i ‖L2(Ωhn )
≤ γhn(T )
m∑
i=1
|ai|+ e−(λ
0
m+1)tα(hn)
(
m∑
i=1
|ai|
)
(3.5)
≤ Cγhn(T ) + Ce−(λ
0
m+1)tα(hn). (3.6)
Step 2. We estimate II for t ∈ [−T, 0]. For this, we first consider the following.
Fhn(pn+Φhnψhnpn)− jhnF0(p0 + Φ0ψ0p0)
= Fhn(pn +Φhnψhnpn)− Fhn(jhnp0 +Φhnψhnpn)
+ Fhn(jhnp0 +Φhnψhnpn)− Fhn(jhnp0 +Φhnψ0p0)
+ Fhn(jhnp0 +Φhnψ0p0)− Fhn(jhnp0 + jhnΦ0ψ0p0)
+ Fhn(jhnp0 + jhnΦ0ψ0p0)− jhnF0(p0 +Φ0ψ0p0).
By Lemma 3.2, we have
‖Fhn(pn+Φhnψhnpn)− jhnF0(p0 +Φ0ψ0p0)‖L2(Ωhn )
≤ 2Lhn‖pn(s)− jhnp0(s)‖L2(Ωhn ) + Lhnβhn(ψ0B−T ) + CLhnα(hn) + ρ(hn).
Hence we get
‖II‖L2(Ωhn ) ≤ 2Lhn
∫ 0
t
e−Ahn (t−s)‖pn(s)− jhnp0(s)‖L2(Ωhn )ds+ Lhn
∫ 0
t
e−Ahn(t−s)βhn(ψ0B−T )ds
+ CLhn
∫ 0
t
e−Ahn(t−s)α(hn)ds+
∫ 0
t
e−Ahn (t−s)ρ(hn)ds
≤ 2Lhn
∫ 0
t
e−(λ
0
m+1)(t−s)‖pn(s)− jhnp0(s)‖L2(Ωhn )ds
+ Lhn
∫ 0
t
e−(λ
0
m+1)(t−s)βhn(ψ0B−T )ds+ CLhn
∫ 0
t
e−(λ
0
m+1)(t−s)α(hn)ds
+
∫ 0
t
e−(λ
0
m+1)(t−s)ρ(hn)ds
≤ 2Lhne−(λ
0
m+1)t
∫ 0
t
e(λ
0
m+1)s‖pn(s)− jhnp0(s)‖L2(Ωhn )ds
+ Lhn
e−(λ
0
m+1)t
λ0m + 1
βhn(ψ0B−T ) + CLhn
e−(λ
0
m+1)t
λ0m + 1
α(hn) +
e−(λ
0
m+1)t
λ0m + 1
ρ(hn), (3.7)
where we have used the fact that
∫ 0
t
e(λ
0
m+1)s < 1λ0m+1
in the last inequality.
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Step 3. We estimate III for t ∈ [−T, 0]. For this, we first consider the following
(jhne
−A0(t−s)P 0m − e−Ahn (t−s)P hnm jhn)(v0)
= jhn
m∑
i=1
(e−λ
0
i (t−s) − e−λhni (t−s))biφ0i +
m∑
i=1
e−λ
hn
i
(t−s)bi(jhnφ
0
i − φhni )
+ e−Ahn (t−s)(P hnm vn − P hnm jhnv0)
:= III1 + III2 + III3,
where v0 =
∑∞
i=1 biφ
0
i ∈ F0(Bˆ−T ), and vn =
∑∞
i=1 biφ
hn
i ∈ L2(Ωhn). For any s ∈ (t, 0], we have
‖III1‖L2(Ωhn ) =
∥∥∥∥∥jhn
m∑
i=1
(e−λ
0
i (t−s) − e−λhni (t−s))biφ0i
∥∥∥∥∥
L2(Ωhn )
≤ 2
∥∥∥∥∥
m∑
i=1
(e−λ
0
i (t−s) − e−λhni (t−s))biφ0i
∥∥∥∥∥
L2(Ω0)
≤ 2γhn(T )
m∑
i=1
|bi| ≤ 2Cγhn(T ),
‖III2‖L2(Ωhn ) =
∥∥∥∥∥
m∑
i=1
e−λ
hn
i
(t−s)bi(jhnφ
0
i − φhni )
∥∥∥∥∥
L2(Ωhn )
≤ e−(λ0m+1)(t−s)α(hn)
m∑
i=1
|bi| ≤ Ce−(λ
0
m+1)(t−s)α(hn), and
‖III3‖2L2(Ωhn ) =
m∑
i=1
e−2λ
hn
i
(t−s)|(P hnm vn − P hnm jhnv0, φhni )|2 ≤ e−2(λ
0
m+1)(t−s)
(
α(hn)
m∑
i=1
|bi|
)2
.
Hence we see that
‖III3‖L2(Ωhn ) ≤ e−(λ
0
m+1)(t−s)α(hn)
m∑
i=1
|bi| ≤ Ce−(λ
0
m+1)(t−s)α(hn).
Since
∫ 0
t
e(λ
0
m+1)sds < 1λ0m+1
, we have
‖III‖L2(Ωhn ) ≤
∫ 0
t
2Cγhn(T )ds+
∫ 0
t
2Ce−(λ
0
m+1)(t−s)α(hn)ds
≤ 2TCγhn(T ) + 2Cα(hn)
e−(λ
0
m+1)t
λ0m + 1
. (3.8)
Step 4. We estimate ‖pn(t) − jhnp0(t)‖L2(Ωhn ) for t ∈ [−T, 0]. By putting (3.5), (3.7) and (3.8)
together into (3.4), we get
‖pn(t)− jhnp0(t)‖L2(Ωhn ) ≤ Cγhn(T ) + Ce−(λ
0
m+1)tα(hn)
+ 2e−(λ
0
m+1)tLhn
∫ 0
t
e(λ
0
m+1)s‖pn(s)− jhnp0(s)‖L2(Ωhn )ds
+
e−(λ
0
m+1)t
λ0m + 1
Lhnβhn(ψ0B−T ) + ρ(hn)
e−(λ
0
m+1)t
λ0m + 1
+ 2TCγhn(T ) + C(2 + Lhn)α(hn)
e−(λ
0
m+1)t
λ0m + 1
. (3.9)
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Let g(t) = e(λ
0
m+1)t‖phn(t)− jhnp0(t)‖L2(Ωhn ). Multiply both sides of (3.9) by e(λ
0
m+1)t to get
g(t) ≤e(λ0m+1)tCγhn(T ) + Cα(hn) + 2Lhn
∫ 0
t
g(s)ds
+
1
λ0m + 1
Lhnβhn(ψ0B−T ) +
1
λ0m + 1
ρ(hn) + 2Te
(λ0m+1)tCγhn(T ) +
C(2 + Lhn)
λ0m + 1
α(hn).
By applying the Gronwall’s inequality, we derive that
g(t) ≤
(
e(λ
0
m+1)tCγhn(T ) + Cα(hn) +
1
λ0m + 1
Lhnβhn(ψ0B−T ) +
1
λ0m + 1
ρ(hn)
+ 2Te(λ
0
m+1)tCγhn(T ) +
C(2 + Lhn)
λ0m + 1
α(hn)
)
e2Lhnt.
Consequently for any t ∈ [−T, 0], we have
‖pn(t)− jhnp0(t)‖L2(Ωhn ) ≤
(
e(λ
0
m+1)tCγhn(T ) + Cα(hn) +
1
λ0m + 1
Lhnβhn(ψ0B−T ) +
1
λ0m + 1
ρ(hn)
+ 2Te(λ
0
m+1)tCγhn(T ) +
C(2 + Lhn)
λ0m + 1
α(hn)
)
e(2Lhn−λ
0
m−1)t.
Step 5. Finally we estimate ‖pn(t)− jhnp0(t)‖L2(Ωhn ) for t ∈ [0, T ]. By the same techniques as in
Step 1, we have
‖I‖L2(Ωhn ) ≤ Cγhn(T ) + e−rtCα(hn).
Furthermore we obtain
‖II‖L2(Ωhn ) ≤ 2Lhn
∫ t
0
e−Ahn (t−s)‖pn(s)− jhnp0(s)‖L2(Ωhn )ds+ Lhnβhn(ψ0BT )
∫ t
0
e−Ahn(t−s)ds
+ CLhnα(hn)
∫ t
0
e−Ahn(t−s)ds+
∫ t
0
e−Ahn (t−s)ρ(hn)ds
≤ 2Lhne−rt
∫ t
0
ers‖pn(s)− jhnp0(s)‖L2(Ωhn )ds+ Lhnβhn(ψ0BT )e−rt
∫ t
0
ersds
+ CLhnα(hn)e
−rt
∫ t
0
ersds+ ρ(hn)e
−rt
∫ t
0
ersds
≤ 2Lhne−rt
∫ t
0
ers‖pn(s)− jhnp0(s)‖L2(Ωhn )ds+
Lhn
r
β(hn) +
CLhn
r
α(hn) +
ρ(hn)
r
,
where we have used the fact
∫ t
0 e
rsds ≤ ert/r for the last inequality.
For the estimate of III, we consider
‖III1‖L2(Ωhn ) ≤ 2γhn(T )
m∑
i=1
|bi| ≤ 2Cγhn(T ),
‖III2‖L2(Ωhn ) ≤
∥∥∥∥∥
m∑
i=1
e−λ
h
i (t−s)bi(jhnφ
0
i − φhni )
∥∥∥∥∥
L2(Ωhn )
≤ e−r(t−s)α(hn)
m∑
i=1
|bi| ≤ e−r(t−s)Cα(hn), and
‖III3‖L2(Ωhn ) ≤ e−r(t−s)α(hn)
m∑
i=1
|bi| ≤ e−r(t−s)Cα(hn).
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Then we get
‖III‖L2(Ωhn ) ≤
∫ t
0
2Cγhn(T )ds+
∫ t
0
2e−r(t−s)Cα(hn)ds ≤ 2TCγhn(T ) +
2C
r
α(hn).
Consequently we derive that
‖pn(t)− jhnp0(t)‖L2(Ωhn ) ≤2e−rtLhn
∫ t
0
ers‖pn(s)− jhnp0(s)‖L2(Ωhn )ds+ Cγhn(T ) + e−rtCα(hn)
+
Lhn
r
βhn(ψ0BT ) +
ρ(hn)
r
+ 2TCγhn(T ) +
C(2 + Lhn)
r
α(hn). (3.10)
Let g(t) = ert‖pn(t)− jhnp0(t)‖L2(Ωhn ). Multiply both sides of (3.10) by ert to deduce that
g(t) ≤ 2Lhn
∫ t
0
g(s)ds+ ertCγhn(T ) + Cα(hn) + e
rtLhn
r
βhn(ψ0BT )
+ ert
ρ(hn)
r
+ 2TertCγhn(T ) + e
rtC(2 + Lhn)
r
α(hn).
By the Gronwall’s inequality, we get
g(t) ≤
(
ertCγhn(T ) + Cα(hn) + e
rtLhn
r
βhn(ψ0BT ) + e
rt ρ(hn)
r
+ 2TertCγhn(T ) + e
rtC(2 + Lhn)
r
α(hn)
)
e2Lhnt.
Finally we deduce that
‖pn(t)− jhnp0(t)‖L2(Ωhn ) ≤
(
ertCγhn(T ) + Cα(hn) + e
rtLhn
r
βhn(ψ0BT ) + e
rt ρ(hn)
r
+ 2TertCγhn(T ) + e
rtC(2 + Lhn)
r
α(hn)
)
e(2Lhn−r)t.

In the following lemma, we estimate the linear semigroups of orthogonal complements.
Lemma 3.4. For any ε > 0, T > 0 and a bounded subset B of L2(Ω0), there is K > 0 such that for
any u ∈ B and n ≥ K ∫ T
0
‖e−AhntQhnm jhnu− jhne−A0tQ0mu‖L2(Ωhn )dt < ε.
Proof. Since B is bounded, we can choose δ > 0 and k ∈ N (k > m) such that
4δ‖u‖L2(Ω0) < ε/2 and 2e−(λ
0
k+1−1)δ‖u‖L2(Ω0) < ε/6(T − δ), ∀u ∈ B.
By Proposition 2.1 and Lemma 3.1, we can take a subsequence of {hn}n∈N, still denoted by {hn}n∈N,
and the first k eigenfunctions, denoted by {φ01, . . . , φ0k}, with respect to k eigenvalues {λ01, . . . , λ0k}
such that
γk(hn) := sup{|e−λ
hn
i
t − e−λ0i t| : 1 ≤ i ≤ k, 0 ≤ t ≤ T } → 0, and
αk(hn) := sup{‖φhni − jhnφ0i ‖L2(Ωhn ) : 1 ≤ i ≤ k} → 0 as n→∞.
GROMOV-HAUSDORFF STABILITY OF INERTIAL MANIFOLDS 15
For any u =
∑∞
i=1 aiφ
0
i in B and t ∈ [0, δ], we have
‖e−AhntQhnm jhnu− jhne−A0tQ0mu‖L2(Ωhn )
≤ ‖e−AhntQhnm jhnu‖L2(Ωhn ) + 2‖e−A0tQ0mu‖L2(Ω0) ≤ 4‖u‖L2(Ω0).
This implies that ∫ δ
0
‖e−AhntQhnm jhnu− jhne−A0tQ0mu‖L2(Ωhn )dt <
ε
2
. (3.11)
For any t ∈ [δ, T ], we obtain
‖e−AhntQhnm jhnu− jhne−A0tQ0mu‖L2(Ωhn )
≤
∥∥∥∥∥
k∑
i=m+1
e−λ
hn
i
taiQ
hn
m jhnφ
0
i − jhn
k∑
i=m+1
e−λitaiφ
0
i
∥∥∥∥∥
L2(Ωhn )
+
∥∥∥∥∥
∞∑
i=k+1
e−λ
hn
i
taiQ
hn
m jhnφ
0
i
∥∥∥∥∥
L2(Ωhn )
+
∥∥∥∥∥jhn
∞∑
i=k+1
e−λ
0
i taiφ
0
i
∥∥∥∥∥
L2(Ωhn )
:= I + II + III.
We first estimate I as follows.
I ≤
∥∥∥∥∥
k∑
i=m+1
(e−λ
hn
i
t − e−λ0i t)aiQhnm jhnφ0i
∥∥∥∥∥
L2(Ωhn )
+
∥∥∥∥∥
k∑
i=m+1
e−λ
0
i taiQ
hn
m jhnφ
0
i − e−λ
0
i taiφ
hn
i
∥∥∥∥∥
L2(Ωhn )
+
∥∥∥∥∥
k∑
i=m+1
e−λ
0
i taiφ
hn
i −
k∑
i=m+1
e−λ
0
i taijhnφ
0
i
∥∥∥∥∥
L2(Ωhn )
≤ γk(hn)
∥∥∥∥∥
k∑
i=m+1
aiQ
hn
m jhnφ
0
i
∥∥∥∥∥
L2(Ωhn )
+ 2αk(hn)
k∑
i=m+1
|ai|.
Since γk(hn) → 0 and αk(hn) → 0 as n → ∞, there exists K ∈ N such that if n ≥ K, then we have
I < ε/6(T − δ).
On the other hand, by the choice of δ and k, we have
II ≤ ‖jhn‖
∞∑
i=k+1
e−λ
hn
i
t|ai| ≤ 2e−λ
h
k+1δ‖u‖L2(Ω0) <
ε
6(T − δ) , and
III ≤ ‖jhn‖
∞∑
i=k+1
e−λ
hn
i
t|ai| ≤ 2e−λ
h
k+1δ‖u‖L2(Ω0) <
ε
6(T − δ) .
Consequently we get∫ T
δ
‖e−AhntQhkm jhku− jhke−A0tQ0mu‖L2(Ωhk )dt ≤
∫ T
δ
(I + II + III)dt <
ε
2
, ∀u ∈ B. (3.12)
By (3.11) and (3.12), we derive that∫ T
0
‖e−Ahk tQhkm jhku− jhke−A0tQ0mu‖L2(Ωhk )dt < ε.
This completes the proof. 
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In the proof of Theorem 1.1, we know that λhm+1 − λhm > 2
√
2Lh if dC1(h, id) is sufficiently small.
Then by applying the Lyapunov-Perron method, we see that
Φhn(p) =
∫ 0
−∞
eAhnsQhnm Fhn(pn(s) + Φhn(ψhnpn(s)))ds, and
Φ0(p) =
∫ 0
−∞
eA0sQ0mF0(p0(s) + Φ0(ψ0p0(s)))ds, ∀p ∈ Rm, ∀n ∈ N, (3.13)
where pn(t) and p0(t) are the solutions of (3.3) and (3.2) with initial conditions pn(0) = ψ
−1
hn
(p) and
p0(0) = ψ
−1
0 (p), respectively, for some p ∈ Rm (for more details, see [8]). Since dC1(fhn , f0) → 0 as
n→∞, we can take MF > 0 such that for sufficiently large n,
max{‖F0(u0)‖L2(Ω0), ‖Fhn(un)‖L2(Ωhn )} ≤MF , ∀u0 ∈ L2(Ω0), ∀un ∈ L2(Ωhn).
By Theorem 1 in [8], we see that
‖Φ0(p)‖L2(Ω0) <
MF
λ0m+1
and ‖Φhn(p)‖L2(Ωhn ) <
MF
λhnm+1
.
By Proposition 2.1, we can assume that λhnm+1 → λ0m+1 as n→∞. Then there is M > 0 such that
βhn(R
m) < M, ∀n ∈ N. (3.14)
For simplicity, we denote Fhn and F0 by Fhn = Fhn(pn + Φhn(ψhnpn)) and F0 = F0(p0 +Φ0(ψ0p0)).
With the notations, we have the following lemma.
Lemma 3.5. For any bounded set B ⊂M0, βhn(ψ0P 0mB)→ 0 as n→∞.
Proof. Let ε > 0 be arbitrary, and choose δ > 0 such that
η :=
2
2
√
2 + 1− δ +
1
2
√
2 + 1− δ < 1,
and denote by η0 =
∑∞
i=1 η
i. Take a constant T > 0 such that
∫ −T
−∞
‖eAhnsQhnm Fhn − jhneA0sQ0mF0‖L2(Ωhn )ds ≤
ε
8η0
.
For any k ≥ 1 and a bounded set B ⊂M0, we denote by
Bˆ−kT = S0(B, [−kT, 0]) and B−kT = P 0mS0(B, [−kT, 0]).
Since F0(Bˆ−T ) is bounded in L
2(Ω0), there exists a constant C > 0 such that for any u =
∑m
i=1 aiφ
0
i
in B−T and v =
∑m
i=1 biφ
0
i in P
0
mF0(Bˆ−T ), we have
∑m
i=1 |ai| < C and
∑m
i=1 |bi| < C.
Step 1. There is N1 > 0 such that for any n ≥ N1,
βhn(ψ0P
0
mB) ≤ η βhn(ψ0B−T ) +
ε
4η0
.
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For any p ∈ B, we have
‖Φhn(ψ0p)− jhnΦ0(ψ0p)‖L2(Ωhn )
≤
∫ 0
−∞
‖eAhnsQhnm Fhn − jhneA0sQ0mF0‖L2(Ωhn )ds
=
∫ −T
−∞
‖eAhnsQhnm Fhn − jhneA0sQ0mF0‖L2(Ωhn )ds
+
∫ 0
−T
‖eAhnsQhnm Fhn − jhneA0sQ0mF0‖L2(Ωhn )ds
≤ ε
8η0
+
∫ 0
−T
‖eAhnsQhnm (Fhn − jhnF0)‖L2(Ωhn )ds
+
∫ 0
−T
‖(eAhnsQhnm jhn − jhneA0sQ0m)F0‖L2(Ωhn )ds :=
ε
8η0
+ I + II.
By Lemma 3.3, we obtain
‖eAhnsQhnm (Fhn − jhnF0)‖L2(Ωhn ) ≤ eλ
hn
m+1
s‖(Fhn − jhnF0)‖L2(Ωhn )
≤ eλhnm+1s (2Lhn‖pn(s)− jhnp0(s)‖L2(Ωhn ) + Lhnβhn(ψ0B−T ) + CLhnα(hn) + ρ(hn))
≤
(
2e(λ
0
m+1)tLhnCγhn(T ) + 2LhnCα(hn) +
2
λ0m + 1
L2hnβhn(ψ0B−T ) +
2
λ0m + 1
Lhnρ(hn)
+ 4Te(λ
0
m+1)tLhnCγhn(T ) +
2C(2 + Lhn)
λ0m + 1
Lhnα(hn)
)
e(2Lhn+λ
hn
m+1
−λ0m−1)s
+ eλ
hn
m+1sLhnβhn(ψ0B−T ) + e
λhnm+1sCLhnα(hn) + e
λhnm+1sρ(hn)
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Hence we get
I =
∫ 0
−T
‖eAhnsQhnm (Fhn − jhnF0)‖L2(Ωhn ) ≤
2LhnCγhn(T )
2Lhn + λ
hn
m+1
+
2LhnCα(hn)
2Lhn + λ
hn
m+1 − λ0m − 1
+
2L2hnβhn(ψ0B−T )
(λ0m + 1)(2Lhn + λ
hn
m+1 − λ0m − 1)
+
2Lhnρ(hn)
2Lhn + λ
hn
m+1 − λ0m − 1
+
4LhnTCγhn(T )
2Lhn + λ
hn
m+1
+
2C(2 + Lhn)Lhnα(hn)
(λ0m + 1)(2Lhn + λ
hn
m+1 − λ0m − 1)
+
Lhnβhn(ψ0B−T )
λhnm+1
+
CLhnα(hn)
λhnm+1
+
ρ(hn)
λhnm+1
≤
(
2L2hn
(λ0m + 1)(2Lhn + λ
hn
m+1 − λ0m − 1)
+
Lhn
λhnm+1
)
βhn(ψ0B−T )
+
2CLhnγhn(T )
2Lhn + λ
hn
m+1
+
2LhnCα(hn)
2Lhn + λ
hn
m+1 − λ0m − 1
+
2Lhnρ(hn)
2Lhn + λ
hn
m+1 − λ0m − 1
+
4LhnCTγhn(T )
2Lhn + λ
hn
m+1
+
2C(2 + Lhn)Lhnα(hn)
(λ0m + 1)(2Lhn + λ
hn
m+1 − λ0m − 1)
+
CLhnα(hn)
λhnm+1
+
ρ(hn)
λhnm+1
:=
(
2L2hn
(λ0m + 1)(2Lhn + λ
hn
m+1 − λ0m − 1)
+
Lhn
λhnm+1
)
βhn(ψ0B−T ) + I˜ . (3.15)
By Proposition 2.1, we can take N1 > 0 such that for any n ≥ N1,
λhnm > λ
0
m − δ and λhnm > Lhn − δ.
Note that λ0m + 1 > Lhn and
2Lhn + λ
hn
m+1 − λ0m − 1 = 2Lhn + (λhnm+1 − λhnm ) + (λhnm − λ0m)− 1 > 2Lhn + 2
√
2Lhn − 1− δ.
Thus we have
2L2hn
(λ0m + 1)(2Lhn + λ
hn
m+1 − λ0m − 1)
≤ 2
2
√
2 + 1− δ and
Lhn
λhnm+1
<
1
2
√
2 + 1− δ .
Since γhn(T ), α(hn) and ρ(hn) converge to 0 as n→∞, we can choose N1 > 0 such that I˜ <
ε
16η0
for any n ≥ N1. Consequently we obtain
I < η βhn(ψ0B−T ) +
ε
16η0
, ∀n ≥ N1. (3.16)
On the other hand, by Lemma 3.4, we can take N > 0 such that for any u ∈ L2(Ω0) with
‖u‖L2(Ω0) ≤ C and n ≥ N ,
II =
∫ 0
−T
‖(eAhnsQhnm jhn − jhneA0sQ0m)F0‖L2(Ωhn )ds <
ε
16η0
. (3.17)
By (3.16) and (3.17), we have
‖Φhn(p)− jhnΦ0(p)‖L2(Ωhn ) < η βhn(ψ0B−T ) +
ε
4η0
.
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Since p is arbitrary in B, we get
βhn(ψ0P
0
mB) < η βhn(ψ0B−T ) +
ε
4η0
, ∀n ≥ N1.
This completes the proof of Step 1.
Step 2. There is N > 0 such that βhn(ψ0B) < ε for any n ≥ N .
By the same procedure as in Step 1, we derive that for each k ∈ N, there is Nk > Nk−1 such that
for any n ≥ Nk,
βhn(ψ0B−(k−1)T ) < η βhn(ψ0B−kT ) +
ε
4η0
.
Hence we have
βhn(ψ0P
0
mB) < η
kβhn(ψ0B−kT ) +
ε
4η0
k−1∑
i=0
ηi < ηkM +
ε
4
.
Take k > 0 such that ηkM < ε/2 and N > Nk. Then for any n > N , we have βhn(ψ0P
0
mB) < ε. This
completes the proof. 
For each n ∈ N, we define jˆhn :M0 →Mhn by
jˆhn(p0 +Φ0(ψ0p0)) = ψ
−1
hn
ψ0p0 +Φhn(ψ0p0), ∀p0 ∈ P 0mM0.
It is clear that jˆhn is a bijection with the inverse iˆhn given by
iˆhn(pn +Φhn(ψhnpn)) = ψ
−1
0 ψhnpn +Φ0(ψhnpn), ∀pn ∈ P hnm Mhn .
Lemma 3.6. Let B be a bounded subset of M0. Then
‖jhn(u)− jˆhn(u)‖L2(Ωhn ) → 0 as n→∞
uniformly for u ∈ B.
Proof. Let B be a bounded subset of M0. For any u ∈ B, there exists ai ∈ R (1 ≤ i ≤ m) such that
u = p0 +Φ0(ψ0p0) with p0 =
m∑
i=1
aiφ
0
i ∈ P 0mM0.
By the fact that ‖ψ−1hn ‖L∞(Rm,P 0mL2(Ωhn )) = 1 and Lemma 3.2, we have
‖jhn(u)− jˆhn(u)‖L2(Ωhn ) = ‖jhn(p0 +Φ0(ψ0p0))− jˆhn(p0 +Φ0(ψ0p0))‖L2(Ωhn )
≤ ‖jhnp0 − ψ−1hn ψ0p0‖L2(Ωhn ) + ‖jhnΦ0(ψ0p0)− Φhn(ψ0p0)‖L2(Ωhn )
≤ ‖ψ−1hn ‖|ψhnjhnp0 − ψ0p0|Rm + βhn(ψ0P 0mB)
≤ α(hn)
m∑
i=1
|ai|+ βhn(ψ0P 0mB).
By Lemmas 3.1 and 3.5, we see that α(hn) and β(hn) converge to 0 as n→∞. Hence we derive that
‖jhn(u)− jˆhn(u)‖L2(Ωhn ) → 0 as n→∞. 
End of Proof of Theorem 1.2. We first show that there is N > 0 such that jˆhn is an ε-isometry
for all n ≥ N . Since B0 is bounded in L2(Ω0), we take C > 0 such that ‖u0‖L2(Ω0) < C for all
u0 ∈ B0.
For the bounded set B0 ⊂M0, by Lemma 3.6, we can take N > 0 such that if n ≥ N then
|‖jhn‖ − 1| <
ε
6C
, and ‖jhn(u)− jˆhn(u)‖L2(Ωhn ) <
ε
3
, ∀u ∈ B0.
For any u, u˜ ∈ B0, we let
u = p0 +Φ0(ψ0p0) and u˜ = p˜0 +Φ0(ψ0p˜0) for some p0, p˜0 ∈ P 0mM0.
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For any n ≥ N , we have
‖jˆhnu0 − jˆhn u˜0‖L2(Ωhn ) − ‖u0 − u˜0‖L2(Ω0)
≤ ‖jˆhn(p0 +Φ0(ψ0p0))− jhn(p0 +Φ0(ψ0p0))‖L2(Ωhn )
+ ‖jhn(p0 +Φ0(ψ0p0))− jhn(p˜0 +Φ0(ψ0p˜0))‖L2(Ωhn )
+ ‖jhn(p˜0 +Φ0(ψ0p˜0))− jˆhn(p˜0 +Φ0(ψ0p˜0))‖L2(Ωhn ) − ‖u0 − u˜0‖L2(Ω0)
≤ 2ε
3
+ (‖jhn‖ − 1)‖u0 − u˜0‖L2(Ω0) < ε.
Similarly we can show that ‖u0 − u˜0‖L2(Ω0) − ‖jˆhnu0 − jˆhn u˜0‖L2(Ωhn ) < ε. This shows that jˆhn is an
ε-isometry on B0.
On the other hand, for any u, u˜ ∈ Bhn , let us take v, v˜ ∈ B0 such that u = jˆhn(v) and u˜ = jˆhn(v˜).
Then we have∣∣‖iˆhn(u)− iˆhn(u˜)‖L2(Ω0) − ‖u− u˜‖L2(Ωhn )∣∣
=
∣∣‖iˆhn(jˆhn(v))− iˆhn(jˆhn(v˜))‖L2(Ω0) − ‖jˆhn(v)− jˆhn(v˜)‖L2(Ωhn )∣∣
=
∣∣‖v − v˜‖L2(Ω0) − ‖jˆhn(v) − jˆhn(v˜)‖L2(Ωhn )∣∣ < ε.
This shows that iˆhn is an ε-isometry on Bhn .
Moreover, since jˆhn(B0) = Bhn and iˆhn(Bhn) = B0 for all n ∈ N, we get dGH(Bhn , B0) < ε for all
n ≥ N . The contradiction completes the proof. 
4. Proof of Theorem 1.3
Suppose not. Then there are ε > 0, T > 0, and a bounded set B0 ⊂ M0 such that for any
n ∈ N, there is hn ∈ Diff(Ω0) with dC1(hn, id) < 1/n such that for any bounded set Bhn ⊂ Mhn ,
DTGH(Shn |Bhn , S0|B0) ≥ ε.
Let {λhn1 , . . . , λhnm } and {φhn1 , . . . , φhnm } be the first m eigenvalues and corresponding eigenfunctions
of Ahn , respectively. By Proposition 2.1, there are eigenfunctions {φ01, . . . , φ0m} with respect to the
first m eigenvalues {λ01, . . . , λ0m} of A0, and a subsequence of {hn}n∈N, still denoted by {hn}n∈N, such
that
φhni → φ0i in L2(RN ) as n→∞, ∀1 ≤ i ≤ m.
For each n ∈ N, we denote by Bhn the collection of uhn ∈ Mhn such that ψhnP hnm uhn = ψ0P 0mu0 for
some u0 ∈ B0.
Now we show that DTGH(Shn |Bhn , S0|B0) < ε for sufficiently large n. Let p0(t) and pn(t) be the
solutions of (3.2) and (3.3), respectively, such that p0(0) ∈ P 0mB0 and ψ0p0(0) = ψhnpn(0). By Lemma
3.3, there is N > 0 such that
‖pn(t)‖L2(Ωhn ) ≤ ‖jhnp0(t)‖L2(Ωhn ) +M, ∀t ∈ [−T, T ], ∀n ≥ N,
where M > 0 is given in (3.14). It follows that
‖iˆhn(pn(t) + Φhn(ψhnpn(t))‖L2(Ω0) = ‖ψ−10 ψhnpn(t) + Φ0(ψhnpn(t))‖L2(Ω0)
≤ ‖pn(t)‖L2(Ωhn ) +M
≤ ‖jhnp0(t)‖L2(Ωhn ) + 2M
≤ 2C + 2M,
where C = sup{‖S0(u0, t)‖L2(Ω0) : u0 ∈ B0, t ∈ [−T, T ]}. Then there is a bounded set D0 ⊂M0 such
that
S0(B0, [−T, T ]) ⊂ D0 and iˆhn(Shn(Bhn , [−T, T ])) ⊂ D0, ∀n ≥ N.
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For each n ∈ N, we denote by Dhn the collection of uhn ∈ Mhn such that ψhnP hnm uhn = ψ0P 0mu0 for
some u0 ∈ D0.
As in the proof of Theorem 1.2, we can choose N1 ∈ N such that the map jˆhn : M0 → Mhn is
an ε/2-isometry on D0 and iˆhn : Mhn →M0 is an ε/2-isometry on Dhn for any n ≥ N1. For given
T > 0 and u0 ∈ B0, let u0(t) = S(u0, t) and un(t) = Shn(jˆhn(u0), t) for t ∈ [−T, T ], and denote
B˜0 = {P 0mu0(t) : u0 ∈ B0, t ∈ [−T, T ]}. Then we have∥∥∥jˆhn(S0(u0(0), t))− Shn(jˆhn(u0(0)), t)∥∥∥
L2(Ωhn )
≤
∥∥∥jˆhn(u0(t)) − jhn(u0(t))∥∥∥
L2(Ωhn )
+ ‖jhn(u0(t)) − un(t)‖L2(Ωhn )
≤
∥∥∥jˆhn(u0(t)) − jhn(u0(t))∥∥∥
L2(Ωhn )
+ ‖jhn(p0(t))− pn(t)‖L2(Ωhn )
+ ‖jhnΦ0(ψ0p0(t)) − Φhn(ψhnpn(t))‖L2(Ωhn )
:= In + IIn + IIIn.
By Lemma 3.6, we choose N2 > N1 such that In < ε/6 for any n ≥ N2. By Lemma 3.3, we take
N3 > N2 such that
IIn = ‖jhn(p0(t))− pn(t)‖L2(Ωhn ) < ε/6, ∀n ≥ N3.
Moreover, we have
IIIn = ‖jhnΦ0(ψ0p0(t))− Φhn(ψhnpn(t))‖L2(Ωhn )
≤ ‖jhnΦ0(ψ0p0(t))− Φhn(ψ0p0(t))‖L2(Ωhn ) + ‖Φhn(ψ0p0(t))− Φhn(ψhnpn(t))‖L2(Ωhn )
≤ βhn(ψ0B˜0) +
(
α(hn)
m∑
i=1
|ai(t)|+ ‖jhnp0(t)− pn(t)‖L2(Ωhn )
)
= βhn(ψ0B˜0) + α(hn)
m∑
i=1
|ai(t)|+ IIn.
Since α(hn) and βhn(ψ0B˜0) converge to 0 as n→∞, by Lemma 3.3, we get N4 > N3 such that
IIIn < ε/6, ∀n ≥ N4.
Consequently we derive that∥∥∥jˆhn(S0(u0(0), t))− Shn(jˆhn(u0(0)), t)∥∥∥
L2(Ωhn )
<
ε
2
, ∀n ≥ N4.
On the other hand, since jˆhn is an ε/2-isometry on D0, we have∥∥∥ˆihn(Shn(un(0), t))− S0(ˆihn(un(0)), t)∥∥∥
L2(Ω0)
≤
∥∥∥Shn(jˆhn (ˆihn(un(0))), t) − jˆhn(S0 (ˆihn(un(0))), t)∥∥∥
L2(Ωhn )
+
ε
2
< ε, ∀n ≥ N4.
This shows that DTGH(Shn |Bhn , S0|B0) < ε for all n ≥ N4. The contradiction completes the proof.

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