Molecular vibrational diagnostics - from quantum state stability to real time histopathology by Duggirala, Praveen C.
 
 
 
 
 
MOLECULAR VIBRATIONAL DIAGNOSTICS –  
FROM QUANTUM STATE STABILITY TO REAL TIME HISTOPATHOLOGY 
 
 
 
 
 
BY 
 
PRAVEEN CHOWDARY DUGGIRALA 
 
 
 
 
 
 
 
 
DISSERTATION 
 
Submitted in partial fulfillment of the requirements  
for the degree of Doctor of Philosophy in Chemistry  
in the Graduate College of the  
University of Illinois at Urbana-Champaign, 2009 
 
 
 
 
Urbana, Illinois 
 
 
Doctoral Committee: 
 
Professor Martin Gruebele, Chair & Director of Research 
Professor Douglas McDonald 
Professor Joseph Lyding 
Professor Stephen Boppart 
 
 
  ii 
ABSTRACT 
 
 
State stability at dissociative energies 
Polyatomic molecules at dissociative energies are generally believed to behave more 
statistically with increasing molecular size. We show that the size-invariance of the mean 
vibrational frequency and the molecular dissociation energy conspire to create a stable set 
of non-statistical quantum states that grows with molecular size. We derive a scaling 
relation for the number of non-statistical states as a function of molecular size.  
In accordance with the scaling model, we see highly regular vibrational progressions 
persisting beyond the dissociation limits in SCCl2. Nearly all of the SCCl2 transitions 
observed by stimulated emission pumping are assigned and fitted by a simple effective 
Hamiltonian without resonance terms, up to a total vibrational excitation of 36 quanta. 
The character of the highly excited vibrational wavefunctions gradually morphs out from 
the normal modes as energy increases. The number of sharp vibrational features (stable 
states) observed matches the scaling model predictions. 
The model and experimental studies are augmented by a numerical survey of ~3.5 
million states in the anharmonic vibrational state space of SCCl2 up to the dissociation 
energy. We analyze the role of specific resonances and regions of state space in shaping 
the transition from restricted to free energy flow with increasing energy. Using different 
quantitative measures we find the transition threshold between 250-300 THz. Different 
resonances act at different energies in different parts of state space, thus softening the 
threshold. We also verify how the fraction of undiluted spectral features scales with 
energy. About 1 in 103 feature states remains undiluted at the dissociation limit of SCCl2. 
This fraction matches the experimental observations when symmetry and Franck-Condon 
factors are considered and is in agreement with the scaling model. 
 
Real-time molecular histopathology 
New sensitive assays for rapid quantitative analysis of histological sections, resected 
tissue specimens, or in situ tissue are highly desired for early disease diagnosis. Stained 
histopathology is the gold standard, but remains a subjective practice on processed tissue 
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taking from hours to days. We present proof of principle results showcasing the potential 
of nonlinear interferometric vibrational imaging (NIVI) for cancer diagnosis. NIVI 
combines chirped-CARS with spectral interferometry to capture background-free 
vibrational images over a spectral range of 200 cm-1. We show that NIVI acquires 
Raman-like spectra with the speed of CARS and that the phase retrieval is accurate 
enough even in diffusely scattering samples like biological tissue. We demonstrate its 
diagnostic potential by imaging and classifying normal and cancerous mammary tissue in 
a pre-clinical model of breast cancer. Tissue images acquired in < 5 minutes lead to clear 
pathological differentiation to beyond 99% confidence intervals.  
We also present the use of spectrally reconstructed NIVI (SR-NIVI) for real-time 
molecular histopathology. SR-NIVI combines NIVI with multivariate statistical methods 
for spectral reconstruction of diagnostic tissue maps. We use singular vale decomposition 
and logistic regression to reduce the diagnostic information in the NIVI spectra to a 
simple color code, to construct SR-NIVI images for visualization and decision-making. 
The sensitivity of SR-NIVI can improve further with diffraction-limited resolution and 
algorithm development for morphometric analyses. 
  iv 
 
 
 
 
 
 
 
ACKNOWLEDGEMENTS 
 
 
 
I am indebted to my advisor Prof. Martin Gruebele who stood by me through all the 
ups and downs over the past four years. A remarkable scientist and a wonderful person, 
Martin has been the ideal for pretty much everything I could ask of him. As much as I try, 
I sure cannot thank him enough. If only had I been a better student.  
I extend my gratitude to the Gruebele group whose fellowship made the office all the 
more pleasant and work a lot easier.  
I thank Prof. Stephen Boppart for his support and the Boppart group for their 
hospitality during my work at the Beckman Institute.  
  v 
TABLE OF CONTENTS 
 
 
LIST OF ABBREVIATIONS…………………………………………………………….vi 
 
PREFACE………………………………………………………………………………..vii 
 
CHAPTER 1. Molecular vibrational energy flow…………………………………....…...1 
 
CHAPTER 2. Size- and energy-scaling of non-statistical vibrational quantum states……9 
 
CHAPTER 3. Regular vibrational progressions at the dissociation limit of SCCl2……..19 
 
CHAPTER 4. Effective Hamiltonian survey of the anharmonic state space of SCCl2….45 
 
CHAPTER 5. The  A← X  stimulated emission pumping of SCCl2…………………….63 
 
CHAPTER 6. Vibrationally adiabatic 2D torsional potential of trans-stilbene………….76 
 
CHAPTER 7. Molecules: What kind of a bag of atoms?..................................................86 
 
CHAPTER 8. Nonlinear interferometric vibrational imaging…………………………...98 
 
CHAPTER 9. Molecular histopathology by spectrally reconstructed NIVI……………114 
 
APPENDIX A. Supporting material for Chapter 2……...….…………………………..123 
 
APPENDIX B. Detailed list of assignments……………......…………………………..132 
 
APPENDIX C. Molecular beam vibronic spectroscopy………………………………..152 
 
APPENDIX D. NIVI alignment and data acquisition protocol….....…………………..155 
 
APPENDIX E. Programs and processing routines……………........…………………..159 
 
REFERENCES…………………………………………………………………………213 
 
AUTHOR’S BIOGRAPHY…………………………………………………………….226 
 
 
 
 
  vi 
LIST OF ABBREVIATIONS 
 
 
IVR  Intramolecular Vibrational energy Redistribution 
SEP  Stimulated Emission Pumping 
MD  Molecular Dynamics 
SNR  Signal to Noise Ratio 
CASSCF Complete Active Space Self Consistent Field 
ZPE  Zero Point vibrational Energy 
RRKM Rice-Ramsperger-Kassel-Marcus 
BSTR  Bose Statistical Triangular Rule 
MP2  Moller-Plesset Perturbation  
DFT  Density Functional Theory 
FPA  Focal Point Analysis 
PDB  Protein Data Bank 
VMD  Visual Molecular Dynamics 
NIVI  Nonlinear Interferometric Vibrational Imaging 
PCM  Phase Contrast Microscopy 
CARS  Coherent Anti-Stokes Raman Scattering 
FTSI  Fourier Transform Spectral Interferometry 
FT  Fourier Transform 
SVD  Singular Value Decomposition 
SR-NIVI Spectrally Reconstructed Nonlinear Interferometric Vibrational Imaging 
  vii 
PREFACE  
 
The work in this thesis involves a gamut of experimental and theoretical projects 
from fundamental chemical physics (molecular beam vibronic spectroscopy, quantum 
dynamical & ab initio calculations, macromolecular fractal dimensions) to biomedical 
imaging (nonlinear vibrational microspectroscopy, cancer diagnosis). The primary 
objectives, can be classified under two major themes; molecular vibrational energy flow 
and biomedical nonlinear vibrational microscopy. One way or the other, most of the 
projects revolve around predicting or probing the molecular vibrational behavior in 
various energy regimes. The chapters in this thesis are organized, to our best effort, to 
reflect the independence of the different projects while the flow of discussion sews them 
together to highlight the inherent synergy. 
The first part of the thesis (Chapters 1 - 7) deals with our work in chemical physics 
most of which pertains to molecular vibrational energy flow. The primary goal is to 
analyze quantum state stability at molecular dissociation energies. Stable states will entail 
major revisions of statistical models of chemical reactivity. We addressed this issue by 
developing a scaling theory (Chapter 2) and verifying it by stimulated emission pumping 
experiments (Chapter 3) and numerical simulations (Chapter 4) on the model molecular 
system, thiophosgene. We further corroborate our conclusions by the analysis of existing 
spectroscopic data on thiophosgene (Chapter 5). We then present the importance of the 
vibrational zero point effects on molecular structure using trans-Stilbene as an example 
(Chapter 6). We also analyze the fractal dimensionality of macromolecules (Chapter 7).  
The second part of the thesis (Chapters 8 – 9) details our work in biomedical imaging. 
The primary goal is to develop a nonlinear interferometric vibrational imaging  (NIVI) 
setup for cancer diagnosis in a preclinical model for human breast cancer. We briefly 
discuss the theory, instrumentation and performance of NIVI (Chapter 8) and present the 
application of NIVI for > 99% diagnostic discrimination of normal and tumor tissues in a 
rat mammary tumor model (Chapter 9).  
In what follows we briefly summarize the salient features of each of the chapters that 
follows. In Chapter 1, we present the basic concept and terminology of molecular 
vibrational energy flow and discuss the implications of vibrational state stability at 
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dissociative energies in polyatomic molecules. This underlines the motivation for various 
theoretical and experimental investigations undertaken in Chapters 2 – 5.  
Polyatomic molecules at dissociative energies are generally believed to behave more 
statistically with increasing number of vibrational modes. In Chapter 2, we show that the 
size-invariance of molecular dissociation energy and the mean vibrational frequency 
conspire to create a stable set of non-statistical quantum states that grows with molecular 
size. We derive a scaling relation for the number of non-statistical states as a function of 
molecular size. In molecules with greater than six atoms, the majority of states at 
dissociation are non-statistical, which holds true even for excitation at room temperature. 
In Chapter 3, we verify the predictions of the scaling model by stimulated emission 
pumping studies beyond dissociative energies of SCCl2. We observe that highly regular 
vibrational progressions persist beyond dissociation limits, as in some smaller molecules 
studied previously by others. Nearly all of the SCCl2 transitions studied by stimulated 
emission pumping are assigned and fitted by a simple effective Hamiltonian without 
resonance terms, up to a total vibrational excitation of 36 quanta. The character of the 
highly excited vibrational wavefunctions is not normal mode-like, but nonetheless arises 
gradually from the normal modes as energy increases. The number of sharp vibrational 
features (stable states) observed matches the predictions of scaling model presented in 
Chapter 2.  
In Chapter 4, we augment the scaling model and experimental studies by a numerical 
survey of ~3.5 million states in the anharmonic vibrational state space of SCCl2 up to the 
dissociation energy. We specifically answer three questions: how sharp is threshold for 
energy flow, how do specific resonances and regions of state space contribute to the 
threshold, and how the fraction of undiluted spectral features (or localized eigenstates) 
scale with energy? Using different quantitative measures we find that an IVR threshold 
can be identified between 250-300 THz. Different resonances act at different energies in 
different parts of state space, thus softening the threshold. According to our calculation, 
about 1 in 103 feature states remains undiluted near the dissociation limit of SCCl2. This 
fraction matches the experimental observations (Chapter 3) when symmetry and Franck-
Condon factors are considered and is in agreement with the scaling model of Chapter 2. 
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In Chapter 5, we analyzed the  X← A  stimulated emission pumping spectra of SCCl2 
in the range 209-240 THz above the  X  state zero point. The  A  state provides access to 
over 100 previously unassigned  X  state vibrational levels. We mapped the vibrational 
manifold of SCCl2 to maximum quanta in all 6 modes of (15,4,5,18,2,2), thus providing a 
global view of vibrational dynamics. We observe that the onset of free energy flow is not 
reached at E/h = 240 THz, in accordance with the  B  state SEP data and the conclusions 
in Chapter 4. 
Zero point vibrational energy can be an important correction for molecular potentials 
involving large amplitude motions over small barriers. In Chapter 6, the effect of 
vibrational zero point energy (ZPE) on the torsional barriers of trans-stilbene is studied in 
the adiabatic approximation. The two torsional modes corresponding to phenyl rotation 
are explicitly separated, and the remaining modes are treated as normal coordinates. ZPE 
reduces the adiabatic barrier along the in-phase torsion from 198 to 13 cm-1. A one-
dimensional adiabatic potential for the anti-phase torsion, including the ZPE of the in-
phase torsion, reduces the adiabatic barrier from 260 to 58 cm–1. Comparison with recent 
electronic structure benchmark calculations suggests that vibrational corrections play a 
significant role in trans-stilbene’s experimentally observed planar structure. 
In Chapter 7, we analyze the fractal dimensionality and packing of an expanded data 
set of macromolecules ranging from small peptides to RNA, lipids, and viruses. 
Molecules and molecular assemblies, with greater than 1000 backbone atoms, have a 
volume fractal dimension of 2.70±0.05 by the embedded sphere method, and 2.71±0.04, 
2.78±0.05 by the ensemble method using radius of gyration (Rg) or the maximal extent 
radius (Rext) as size measures respectively. A larger discrepancy exists when the average 
surface radius (Ravg) is used (2.89±0.05), showing that different length measures scale 
differently with the number of backbone atoms. Using a simple “Swiss Cheese” model 
for molecules, we then show that the distribution of voids in the interior of molecules 
cannot be a Boltzmann distribution of void size. Instead, frustration from imperfect 
packing builds up with molecular size, allowing larger voids to form in larger molecules. 
We find that large molecules lie half-way between the extremes of packing for 
homogeneous objects (D = 3), and Apollonian packing, which accounts for packing of a 
hierarchy of random-sized objects (D ≈ 2.47). 
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The chapters that follow constitute the second dimension of this thesis, which is the 
development and application of nonlinear vibrational microspectroscopy for biomedical 
purposes.  
New sensitive assays for rapid quantitative analysis of histological sections, resected 
tissue specimens, or in situ tissue are highly desired for early disease diagnosis. Stained 
histopathology is the gold standard, but remains a subjective practice on processed tissue 
taking from hours to days. Optical techniques such as spontaneous Raman spectroscopy 
and coherent anti-Stokes Raman scattering (CARS) microscopy provide molecular 
information from the tissue, but with limitations that can be prohibitive for future clinical 
applications. Nonlinear interferometric vibrational imaging (NIVI) is a novel combines 
chirped-CARS with spectral interferometry to capture background-free vibrational 
images over a spectral range of 200 cm-1. Thus, NIVI achieves the spectral quality of 
Raman spectroscopy with the real-time speed of CARS. In Chapter 8, we briefly present 
the theory and instrumentation of NIVI along with its performance on model systems 
such as silicone, fatty acids and adipose tissue.  
In Chapter 9, we present the use of spectrally reconstructed nonlinear interferometric 
vibrational imaging (SR-NIVI) for real-time histopathology. SR-NIVI combines NIVI 
with multivariate statistical methods for spectral reconstruction of diagnostic tissue maps. 
We demonstrate its diagnostic potential by imaging, classifying, and differentiating 
normal and cancerous mammary tissue in a pre-clinical model of breast cancer. Tissue 
images acquired within 5 minutes lead to clear pathological differentiation to beyond 
99% confidence intervals. By optimizing optical sources and beam delivery, this 
technique can potentially enable real-time point-of-care optical molecular imaging and 
diagnosis. 
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CHAPTER 1. 
Molecular vibrational energy flow 
 
Background  
Intramolecular vibrational energy redistribution (IVR) 
The consideration of molecules as collections of balls and springs is a sound premise 
for understanding various aspects of molecular structure and dynamics. The normal mode 
picture has been fairly successful in interpreting molecular structure and vibrational 
spectra at low energy regimes. At high energies however, localized excitations in the 
molecule (tweaking an individual spring in a collection of balls and springs) would 
spread over the molecular framework in a complex manner by intramolecular vibrational 
energy redistribution (IVR) caused by the vibrational mode couplings [1,2]. IVR is the 
primary cause of energy randomization in the ground electronic state and has been the 
subject of extensive experimental and theoretical studies in chemical dynamics research. 
Advances in laser technology and novel spectroscopic probes complemented by the 
increased sophistication of computational methods in the past decade contributed towards 
great mechanistic insight and successful predictive theories of IVR [2-5]. Time and 
frequency domain experiments on a wide range of molecules and energy scales provided 
a large pool of data and several models were formulated based on classical, analytical and 
statistical descriptions of various details of interest in IVR.  
 If eigenstates could selectively be excited in a high-resolution experiment there would 
be no energy flow. The motion associated with IVR is the time dependent dynamics of 
localized excitations, which are not eigenstates of the vibrational Hamiltonian. The 
mechanistic picture of energy flow is inherently dynamic and relates to our understanding 
of molecules as collections of balls and springs. Thus the dynamic mechanistic details are 
more appropriately represented by zero order bases (like normal modes, local modes, 
diagonal anharmonic normal modes etc) rather than by the static eigenbasis [1,2]. The 
initially excited bright state evolves in time under the influence of the complex network 
of the off-diagonal couplings in the vibrational Hamiltonian represented in the zero order 
basis. 
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Experimental spectra taken at different resolutions often show a structural hierarchy, 
which implies a hierarchical structure of the vibrational Hamiltonian and thereby of the 
energy flow. Mechanistically, this would mean that the energy flow occurs in a tier like 
framework with the initially excited bright state coupled strongly to the first tier than it is 
to the second tier and so on, as shown in figure 1.1A [1,4]. Intra-tier and cross-tier 
couplings (not shown in figure 1.1A) are integral to the flow. The fundamental basis for 
such a tier-based flow is the local nature of mode couplings. It has been shown that the 
off-diagonal couplings die exponentially with the quantum number difference of the 
coupled states, which explains the success of the low-order anharmonic Hamiltonians in 
many cases at lower energies. This exponential scaling along with the correlation of the 
coupling matrix elements ensures that energy flow depends on the local rather than the 
total density of states [6]. These aspects are well represented by the state space model of 
IVR (Figure 1.1B) [4].  
 
Vibrational state space – Edge and Interior states 
The vibrational state space has the vibrational quantum numbers as the coordinates 
and is the quantized version of the classical action space. Degenerate states lie on an 
energy shell in the state space (figure 1.1B). Exponential scaling of anharmonic coupling 
elements with quantum number difference of the coupled states makes it more likely for 
any state to couple strongly with states that are closer in state space. This, along with the 
correlations of coupling matrix elements, ensures the localized structure of energy flow in 
state space, as is obvious in figure 1.1B.  
Two generic kinds of states can be noted based on their location (edge or interior) in 
the state space (Figure 1.1B). The ‘edge states’ have most of the energy concentrated in a 
just a few vibrational modes and have just a few non-zero quantum numbers. States with 
just one non-zero quantum number are a special case of edge states called ‘apex states’. 
The ‘interior states’ have a more uniform distribution of energy with just a few or no 
unoccupied modes. All the states lie between these two extremes, which exhibit 
inherently different IVR behavior. The edge states have less number of potential coupling 
partners but sample better anharmonicity owing to the entire energy being in just a few 
modes. The interior states have more number of potential coupling neighbors. However, 
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when the lower symmetry makes two modes independent the anharmonic couplings are 
weaker since the energy per mode is smaller than that of edge states at the same energy. 
 
 
 
 
 
Figure 1.1. (A) Tier structure of energy flow. Intra- and inter-tier couplings are not shown 
but are integral to the flow. (B) A 3D version of vibrational state space. |v’> is an 
uncoupled (undiluted) state while |v’’> is a very strongly mixed (diluted) state. The tier 
based local coupling structure of |v’’> is depicted in the color-coding of the coupled 
states (tier1-yellow, tier2-cyan). (C) Coupling structure of states depicted in B. (D) the 
eigenstate spectrum showing the diluted and undiluted states.  
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IVR threshold 
One of the key predictions of the local models for IVR is the existence of a threshold 
for free energy flow [7]. This is based on a critical number of the strongly coupled states 
needed to support the state connectivity for free energy flow. McDonald and coworkers 
[8] specifically studied the fundamental C-H stretches in organic molecules of varying 
sizes and found that there is a threshold molecular size for effective state dilution. It is 
later shown [6], that the local density of states, which includes the state space 
connectivity and strength of couplings, is a more natural variable than the total density of 
states to test the scaling of energy flow. At low energies where the state connectivity is 
sparse and the couplings are weak, energy is more likely to be trapped resulting in 
quantum beats. With increasing energy, the local density of strongly coupled states 
eventually reaches a critical number that forms a connectivity network to sustain free 
energy flow. The threshold is attained at critical values of the Logan-Wolynes threshold 
parameter T (~1) or the local density of states (~10) [6]. Since both these parameters are 
defined in terms of the state connectivity and averaged couplings of different orders, the 
threshold is a statistical measure of state space. 
 
Dilution factor 
As depicted in figure 1.1D, an uncoupled zero order state in the state space with non-
zero oscillator strength shows up in the experiment as an isolated spectral feature 
(localized eigenstate). On the other hand, a zero order state strongly coupled to a local 
network of states shows up as a clump of eigenstates. In essence, IVR effectively dilutes 
the zero order state intensity over the number of effectively coupled states. The dilution 
factor σ  [8] of any zero order state is roughly equal to the inverse of the number of 
effectively coupled states. Thus an uncoupled state has a σ ~1 while a strongly coupled 
state has a σ ~0. For a zero order state |s> in state space diluted into eigenstates as 
| s >= Σ ± Ii(s )1/2 | i >  the dilution factor is given by 
 σ s = Neffs( )( )−1 = Ii
s( )2∑
Ii s( )∑( )2
 (1.1) 
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The dilution factor is the inverse number of eigenstates over which the zero order state is 
effectively diluted by anharmonic mixing. If the zero order state carries oscillator 
strength, it would show up in the spectrum as a clump of lines with intensities Ii(s ) .  
The fact that energy flow, aided by the local density of states, exhibits a threshold 
manifests in the dilution factor distribution statistics. At low energies when the state 
connectivity is sparse and couplings are weak, most of the states are undiluted (σ ~1). At 
high energies where the couplings are strong and the local density of states is high, the 
states are highly diluted (σ ~0). At the IVR threshold, a small change in the local density 
of states can be the difference between a state being diluted or undiluted [6]. This leads to 
a dispersion of dilution factors representing an ‘all’ or ‘nothing’ behavior of IVR. Highly 
diluted states coexist with undiluted states thus leading to a bimodal distribution of 
dilution factors at the IVR threshold. This is one of the key predictions of local random 
matrix state space models of IVR.  
 
Heller’s F 
Extreme dilution of a state (σ ~0) implies the facility of IVR mixing. This however 
does not mean that the state is ergodic [9,10]. A measure of ergodicity of any state |s> is 
the Heller’s F parameter [11], defined as the ratio 
 Fs = σ ergodic /σ s ≤ 1/3 . (1.2)  
F measures of how close the dilution of a zero order state |s> approaches the maximum 
possible dilution over state space. Subject to orthogonality restrictions, F cannot exceed 
1/3 for a real symmetric matrix or 1/2 for a general Hermitian matrix [2]. Undiluted zero 
order states have F << 13 . 
 
Stability and localization 
The basis in which the vibrational state space is constructed is called the ‘zero order 
basis’. Depending on the dynamics of interest, practical zero order bases include the 
normal modes, local modes, anharmonic modes or an appropriate combination of these. 
The vibrational Hamiltonian is off-diagonal in the zero order basis and it is these off-
diagonal couplings that lead to the vibrational energy redistribution in the state space. 
Diagonalization of this vibrational Hamiltonian leads to the vibrational eigenstates. The 
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zero order states in the state space are referred to as stable (undiluted) or unstable 
(diluted) depending on their susceptibility to mode-couplings and spectral fragmentation. 
An uncoupled zero order state in the state space with non-zero oscillator strength shows 
up in the experiment as an isolated spectral feature (localized eigenstate). Zero order 
states that are strongly mixed by off-diagonal couplings show up as fragmented clumps 
of eigenstates in the spectrum. The more extensive the mode-mixing is in the state space 
the more delocalized the eigenstates are. Stability and localization, while inherently 
related conceptually, are used in reference to the zero order states in state space and 
eigenstates respectively.  
 
Motivation 
Vibrational state stability at dissociative energies 
Much of the current understanding of the anharmonic molecular state space and 
vibrational energy flow is based on experimental and theoretical studies in the 
intermediate energy regime. Studies at dissociative energies are limited to smaller 
polyatomics. At energies approaching the dissociation limit, it seems reasonable for 
anharmonic couplings to produce highly delocalized vibrational eigenstates. The 
triatomic NO2 apparently reaches the statistical mixing limit at dissociation [12]. Several 
other molecules containing two or three backbone (non-hydrogen) atoms do not reach the 
statistical limit at dissociation. For example, a specific resonance model explains much 
better than a statistical model why HOCl vibrational states near the edge of state space 
(e.g. stretching mode nOH=6-9) dissociate slower than at the statistical rate [13-15]. 
Similarly HFCO exhibits sharp vibrational features far above the dissociation limit, 
assignable to states near the edge of state space [16]. On the other hand, many spectral 
features in DFCO are fragmented into multiple eigenstates [17] and presumably interior 
states of HOCl do react faster than features based on the nOH=6-9 overtones.  
Are regular progressions of assignable states (stable to IVR) rare exceptions in even 
larger dissociating molecules, or ubiquitous? Even partial localization of vibrational 
eigenstates, which would mean restricted energy flow, can have dramatic effects on 
dissociation rates or quantum controllability of polyatomic molecules [18,19]. Detailed 
studies on larger molecules at dissociative energies, while extremely desirable, have been 
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limited so far owing to the difficulty in state preparation. New techniques for studying 
highly excited cold molecules by association, in helium clusters, or jets are moving cold 
molecule physics towards larger molecules [20-24]. For large polyatomic molecules near 
the dissociation energy D (3-6 eV), one is temped to use statistical models to describe 
their vibrational states. Intuitively, for polyatomics at high energy, one expects that mode 
couplings mix most of the zero order states on the energy shell thus giving highly 
delocalized eigenstates. Mathematically this corresponds to Heller’s F ≈ 1/3 [10]. Partly 
localized vibrational eigenstates, which would imply the presence of zero order states 
stable to mode-mixing (F << 1/3), would be a rarity in this view.  
Does the fraction of partly localized vibrational quantum states really vanish as 
molecular size increases, or does it increase? It would be useful in several areas of 
atomic and molecular physics to have a simple quantitative answer to this question. For 
example, average dissociation, isomerization or association rates involving localized 
vibrational states or resonances could differ by many orders of magnitude from statistical 
predictions. Large deviations have been observed, but not fully explained [25]. A 
quantized form of Ulam’s conjecture shows that partly localized vibrational states 
(classically speaking, “weakly chaotic” states) are ideal for efficient control of dynamics 
by multiple photon excitation [19]; the presence of such states in large numbers in large 
molecules would facilitate control. As a final example, localized quantum states yielding 
sharp spectral resonances in sufficient number and in close proximity would facilitate 
qubit addressing in current schemes proposed for molecular quantum computing [26]. 
 
Model molecular system – thiophosgene (SCCl2) 
In the following chapters, we answer the above questions by a combination of 
theoretical and experimental studies on the model molecular system, thiophosgene 
(SCCl2). Thiophosgene has been described as a “tailor-made molecule for studying the 
spectroscopic and photophysical properties of medium sized systems” [27]. Its two 
fluorescent excited electronic states [28-32], as well as ‘dark states’ [27,33,34], have 
been characterized in detail.  
In particular, the  A  state symmetry combined with a missing ‘promoting mode’ of 
the right symmetry explains why the ground and first excited states do not interact 
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strongly by radiationless coupling [30]. This peculiarity of the  X - A  interaction leads to 
vibrational structure in the  X  state that can be accounted for by a single potential surface 
up to and above the lowest dissociation limit. The vibrational structure has been analyzed 
in detail [35-37]. Studies at intermediate energies in SCCl2 show that IVR is a power-law 
process rather than a rate process [37-39], and that IVR has a threshold with an onset for 
free energy flow at E/h ≈ 250 THz because of local coupling structure [36,39]. 
The vibrational dynamics of SCCl2 have been studied extensively in the ground 
[36,37,40] and excited electronic states [29,32,41,42], but not near the dissociation limit. 
Being comprised of heavy atoms of comparable masses, SCCl2 has a considerably higher 
total density of states than NO2, HOCl or HFCO.  The density of A1 symmetry vibrational 
states at 660 THz, near the SCCl+Cl and CS+Cl2 dissociation limits, is ca. 20 states/GHz. 
Thus, the generic features of energy flow at dissociative energies obtained from SCCl2 are 
more amenable for generalization to higher dimensionality than any other molecule 
studied to date.  
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CHAPTER 2.  
Size- and energy-scaling of non-statistical vibrational 
quantum states∗  
 
 
Introduction 
For large polyatomic molecules near the dissociation energy D (3-6 eV), one is 
temped to use statistical models to describe the vibrational states.  Intuitively, one expects 
most eigenstates to cover the energy shell in a many degree of freedom system at high 
energy (Figure 2.1).  Mathematically this corresponds to Heller’s F ≈ 1/3 [10].  Partly 
localized vibrational states (F << 1/3, Figure 2.1) would be rare in this view. 
Does the fraction of partly localized vibrational quantum states really vanish as 
molecular size increases, or does it increase? In this Chapter, we will show that as the 
number N of vibrational modes increases, a logarithmically small fraction 
 xmin ~
lnN
N  (2.1) 
of modes with low population (near the edge of state space in figure 2.1 is sufficient to 
localize a vibrational state. We further obtain a formula for the probability P(D,N )  that a 
state at energy D in a molecule of size N is close enough to the edge of state space to 
remain localized. limN→∞P = 1, but somewhat surprisingly even at N ≈ 15 (7 atoms) the 
majority of states is already partly localized. Means of estimating the degree of 
localization of a specific state within the full N-dimensional state space have already been 
presented in the literature [7,43,44]. 
To arrive at eq. (2.1) and to demonstrate that large molecules mostly have vibrational 
states that are not fully statistical mixtures, we begin with two obvious facts. The total 
energy scale of interest is often the dissociation energy D plus a small amount of thermal 
excitation. Due to the local nature of electron-pair chemical bonding (embodied in 
Pauling’s valence bond model), D is independent of molecular size [45]. Secondly, if N is                                                          
∗ partially reproduced from P. D. Chowdary and M. Gruebele, Phys. Rev. Lett. 101, 
250603, 2008. “Copyright (2008) by the American Physical Society”. 
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Figure 2.1. 3-D section of a vibrational state space. The axes are zero-order vibrational 
quantum numbers mi. The triangles are hypersurfaces of constant energy (energy shells).  
The dots are zero order basis states |m1,m2,...mN>. Anharmonic couplings from eq. (2.5) 
mix these into vibrational eigenstates. A hypersphere of radius n=3 around an edge basis 
state illustrates the missing local density of states near the edge of state space. As a result, 
edge basis states tend to mix less (yielding more localized vibrational eigenstates), while 
interior basis states tend to mix more (yielding more delocalized eigenstates). A partly 
localized eigenstate (F<<1/3) is symbolized by the dotted loop. In contrast, a ‘statistical’ 
eigenstate (F≈1/3) would spread over the energy shell. 
 
 
 
large enough, and if the thermal excitation kT is low enough compared to the average 
molecular frequency ν , the average excitation per mode m  decreases with N as 
 m = D + NkThνN =
D '
hνN  (2.2) 
In the limit m  < 1, many modes are near the zero-point energy limit and anharmonic 
couplings are weak.  
However, a small m  is not enough to produce localized states because large numbers 
of weak couplings could still lead to extensive mixing. To derive quantitatively how the 
fraction of localized quantum states scales with N, we start with the well-known unitless 
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product of the local density of coupled states (Figure 2.1) and of the average coupling 
strength [7],  
 ρ(n)V (n) <O(1)  (2.3) 
Here n is the order of the anharmonic couplings (e.g. 3 = Fermi resonance).  If this 
parameter is significantly less than unity for a specific state in state space, that state will 
not contribute to the density of delocalized eigenstates [6].  Averaging eq. (2.3) over all 
states at energy D for a molecule of size N will allow us to derive eq. (2.1) and P(D,N). 
 
Relationship between N and molecular size    
We will use N in our scaling laws, but it is instructive first to compare N with a more 
direct measure of molecular size, the gyration volume Vg  [46]. 
 Vg =
4π
3 Rg
3 =
4π
3
1
M ( Mi ri )
2
i=1
n
∑⎧⎨
⎩
⎫
⎬
⎭
3/2
 (2.4) 
M is the total mass of the molecule, Mi the mass of each atom, and ri the distance of each 
atom from the center of mass. Vg is the natural size definition for a vibrational 
Hamiltonian expressed in terms of mass-weighted coordinates  qj ~ M j rj , 
 H = H0 + Hanharmonic = 12 (pj2 +Vj(2)qj2 )
j=1
N
∑ + Φ(n)
n
∑ qjΔmj
j=1
N
∏  (2.5) 
Again n = Σ jΔmj  is the total order of the anharmonic coupling constant Φ(n) , e.g. n=3 
for a Fermi resonance. Coriolis couplings, involving rotational constants scaling as Vg−2 /3 , 
decrease rapidly as N → ∞ [47], and need not be considered here. 
Molecules are branched structures with specific bonding patterns, whose atoms 
sterically avoid one another via Pauli exclusion. Thus molecules are organized into 
substructures of many sizes, leading to a hierarchy of packing on many length scales: 
atoms → functional groups → residues (e.g. polymer repeat units) → secondary structure 
(e.g. DNA helix) → supramolecular structure (e.g. protein tertiary structure). If we 
approximate this hierarchy by random spheres of increasing size, then the best random 
packing would be Apollonian packing, leading to a scaling of N ~ Vg0.82 . In Apollonian 
packing, smaller spheres optimally fill the voids between larger spheres [48]. Leitner and 
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coworkers have analyzed the mass fractal dimension and packing of a set of 200 protein 
structures, and found an empirical exponent of 0.83 [49]. We have examined a much 
larger range of molecular structures and sizes (more discussion in Chapter 8), and have 
revised this exponent to be ~0.92. 
 
Scaling of D, ν  and m   
D and ν  are independent of N as N → ∞, so eq. (2.2) in fact gives the correct scaling 
of m  with N explicitly. The fundamental reason why D and ν  are size-invariant is 
localization due to the low symmetry of molecules [50]. Electron pair bonds are localized 
between atoms, and the addition of non-equivalent substituents further breaks any 
degeneracy that would lead to delocalized Bloch-like wavefunctions.  For example, the 
bond fission energies D of Ck carbon chain molecules are 97% of the C2 fission energy, 
independent of molecular size for k≥4 [45]. Even extended molecules like graphene obey 
such invariance because when a bond is stretched, the symmetry of the system is reduced 
and the localized electron pair energy D is required to break that particular bond. The 
thermal component of D’ = D+NkT of course scales linearly with the number of modes in 
the conservative high temperature limit. Whenever it does not, so much the better. 
Similarly, vibrations anharmonically couple to one another only locally in eq. (2.5) 
and hence in the state space (Figure 2.1).  As a result, the normalized spectral density, 
modeled here as  
 ρ(ν) / N = ρ0 (ν /νmax )ds −1e−ν /νmax  (2.6) 
and its average frequency ν = 1N ∫νρ(ν)dν  are size-invariant.  Eq. (2.6) reproduces two 
key features of the real molecular spectral density needed to obtain correct scaling laws 
below: power law dependence with spectral dimension ds as v → 0 [49,51], and a high-
frequency cutoff nmax. Figure 2.2A shows ρ(v)/N computed by molecular dynamics [52] 
for molecules from N≈100-10,000 in comparison with the model. We verified the size-
invariance of the average frequency ν  for stretching modes, bending modes, torsions, 
and linear and branched molecules (see Appendix A). In all cases ν  approaches a 
plateau, and figure 2.2B confirms our analytical results numerically. 
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Thus the naive scaling m ~ N −1  in eq. (2.2) really holds, except for a thermal additive 
factor less than unity for kT<hν  (≈ 37 THz in figure 2.2, corresponding to 1800 K).  
Furthermore, m  being small self-consistently ensures that ν  in eq. (2.2) will be near its 
low energy limit (although low frequency modes can still exhibit substantial 
anharmonicity). However, just because quantum states have some sparsely populated 
modes does not guarantee that the density of coupled states will not increase rapidly with 
N and overwhelm the small coupling per mode, especially for low frequency modes.  We 
need to evaluate V (n)  and ρ(n)  as a function of N to assess the product in eq. (2.3). 
 
Figure 2.2. (A) Spectral density as a function of N. (B) ν  as a function of N (from ab 
initio or MD calculations [52,58]) with and without backbone hydrogen atoms. (C) ds as 
function of N. 
 
 
Scaling of the coupling matrix element V(n)   
The anharmonic matrix elements V(n) = <mi+Δmi| Hanharmonic|mi> in eq. (2.5) have a 
well-known scaling behavior with n [6,53,54]: 
 
V (n) (THz) ≈ 91 ν i2185
⎛
⎝⎜
⎞
⎠⎟
Δmi /2
(mi +Δmi )!
mi !( )
1/2 AiΔmi /2
i=coupled
∏ = 91
νcoupledmcoupledAcoupled
2185
⎛
⎝⎜
⎞
⎠⎟
n /2
, n ≥ 3
 (2.7) 
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ν i  are the frequencies of coupled modes (in THz). Δmi are changes in coupled mode 
populations. Ai≤1 are normalized spatial overlaps of the modes being coupled; they 
account for the observation that modes localized on different groups of atoms are less 
coupled than modes localized on the same atoms. Our analysis of the corresponding 
mode-averaged quantities in the right parenthesis shows that V(n) is only weakly size-
dependent: As N → ∞, mcoupled <O(N )  and νcoupled ~ N −1  for the lowest frequency 
delocalized modes, whereas mcoupled ~O(1)  and Acoupled  ~ N-2 for the highest frequency 
localized modes (Appendix A). V(n) scales only polynomially in N for all types of modes.  
 
Scaling of the coupled density of states  
The local density of states ρ(n)  surrounding a state |mi> is much smaller than the total 
density of states. Referring to figure 2.1, all states on the energy shell contribute to the 
total density of states, but only states at a distance n from the original state are coupled to 
it by matrix elements V(n).  It has been shown that above the energy flow threshold, cubic 
couplings and coupling chains (n=3) produce about the same coupling strength as higher 
order couplings and coupling chains [50]. We are thus interested in the case N>>n, when 
(see Appendix A) 
 ρ(n) (THz−1) = 2
νG
N n
(n / 2)!2 f (D '), νG (THz) = Πi=1,Nν i
N  (2.8) 
The apparent polynomial scaling in N [55] is to be compared with the (D '/ν )N −1  
exponential scaling of the full density of states [56]. 
The function f has not been derived previously and turns out to be our key result.  
f(D)≤1 accounts for missing coupled states if a state is located near the edge of state 
space. f can be approximated by the intersection of a hypersphere surface of radius n with 
the energy shell (figure 2.1).  We cannot neglect the fact that low frequency modes are 
more likely to have mi >>m , and the full spectral density including low frequency modes 
from eq. (2.6) must be used to evaluate f, yielding the simple result (see Appendix A) 
 f (D ') = (2 / 3)Nedge ,Nedge ≈ (N −1) 1+ 2D 'dsν nN{ }e− 2D 'dsνnN  (2.9) 
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Nedge  is the effective number of modes near the edge (having mi < n/2). States closer to 
the edge of state space in figure 2.1 will have a larger Nedge. As seen in figure 2.2A, Nedge 
rapidly increases as N → ∞.  Thus f rapidly decreases and overcomes the polynomial 
scaling with N in eqs. (2.7) and (2.8).  This will be the key result leading to eq. (2.1). 
 
 
Figure 2.3. (A) Dependence of Nedge on N for states with random mode population 
(‘equipartition’), from eq. (2.9). Nedge exceeds the criterion in eq. (2.11) for N > 14 modes. 
The results for cold molecules (D only), thermal molecules, and thermal molecules 
excited to dissociation are shown. (B) Localization criterion as a function of N rapidly 
decreases below unity. The case n=3, νcoupled ≈ νG ≈ ν =37.5 THz, D/h ≈ 725 THz, 
Acoupled =1, a=1 and ds=1 is plotted. (C) Probability of a state having a fraction x = Nedge/N 
modes at the zero point, as a function of N. 
 
 
Scaling of the coupling parameter   
Our final expression for the scaling of the coupling parameter, illustrated in figure 
2.3B, is 
 ρ(n)V (n) ≈ 129
νG (n / 2)!2
νcoupledmcoupledAcoupled
2185
⎛
⎝⎜
⎞
⎠⎟
n /2
Nn (2 / 3)Nedge , n ≥ 3  (2.10) 
The first terms in eq. (2.10) scale polynomially with N. The last term describes the main 
size scaling. The criterion for stable quantum states can be written as 
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ρ(n)V (n) = cN an (2 / 3)Nedge ≤O(1) (1 / 2 ≤ a ≤ 1) , requiring that the fraction of edge states 
exceeds a critical value:  
 xmin (N ) =
Nedge
N ≥
an lnN + ln[c /O(1)]
N ln[3 / 2]  (2.11) 
As N increases, Nedge in eq. (2.9) increases and m→ 0 : most states will lie near the 
edge of state space and have many modes populated near their zero-point energy, where 
eq. (2.2) is valid.  Yet the fraction xmin needed for a state to be partly localized becomes 
logarithmically small in eq. (2.11), satisfying the inequality around N = 15 modes (figure 
2.3B). A modest amount of thermal energy, such as room temperature, does not alter this 
picture (figure 2.3AB). These results suggest that sufficiently cold large molecules 
excited to energy D have localized vibrational states that do not yield statistical dynamics 
(e.g. when the molecule dissociates).  The proper interpretation of eq. (2.11) (or eq. (2.1) 
at large N) is not that states become completely localized, only that the fraction of state 
space occupied by most states rapidly drops below the full energy shell in figure 2.1.  
Subsets of low frequency modes in particular still allow enough mixing to prevent 
complete localization. 
 
How many states are close enough to the edge of state space to be localized?   
Since the scaling of eq. (2.10) is dominated by Nedge as molecular size increases, it is 
useful to derive a formula giving the number of quantum states having a fraction of x 
edge modes (see Appendix A): 
 Ω(x,D ',N ) = N !
Γ(Nx +1)Γ(N[1− x])Γ(N([1− x]+1)
Γ(D '/ν )
Γ(D '/ν − N[1− x]+1)  (2.12) 
One can then take from eq. (2.11) the value of xmin required such that ρ(n)V (n)≤O(1) 
(typically 0.1-1), and evaluate  
 P(D ',N ) = ∫ xminN
(N −1)/N dxΩ(x,D ',N )
∫0
(N −1)/N dxΩ(x,D ',N )   (2.13) 
to obtain the probability that a vibrational state at energy D’ of a molecule with N modes 
has xminN or more edge modes, thus preventing its delocalization over the energy shell.  
Figure 2.3C plots the probability density ∂P/∂xmin at a constant energy as a function of the 
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number of modes, revealing how rapidly the most probable Nedge approaches a well-
defined large value as molecular size increases.  This behavior is of course simply the 
analog of the ‘sharpening’ of thermodynamic functions with increasing number of 
degrees of freedom. 
 
Table 2.1. Parameters for SCCl2 and butanal. 
___________________________________ 
SCCl2:  Butanal: 
N = 6 D/h ≈ 36 THz 
ν ≈νG ≈νcoupled = 17 THz m ≈0.2 
D/h = 638 THz T = 300 K 
ds = 1 other parameters 
Nedge = 0.4 from figs. 2.2, 2.3 
mcoupled ≈ m =6 
a=0.75 
T = 5 K  
__________________________________ 
 
Molecular model systems 
Consider for example the small molecule SCCl2 (Table 3.1) at dissociation [44]. On 
average, ρ(3)V (3) ≈ 2, so most vibrational states are highly mixed.  However, even in such 
a small molecule, localized states exist. For Nedge ≥ 3.7 (the average mode occupancy of 
the experimentally observed features at 600 THz, see Chapter 3), ρ(3)V (3) < 0.1 and from 
eq. (2.12) we get P(Nedge ≥ 3.7)≈10–3. This number is in excellent agreement with the 
calculated fraction of undiluted features at 600 THz using a resonance Hamiltonian (see 
Chapter 4). The experimentally observed density of bright spectral features is ~1:104. 
When symmetry and Franck-Condon activity are taken into account this is in line with 
the model predictions (see Chapter 4). However, one should keep in mind that Nedge is the 
effective number of edge modes and hence could be a fraction.  
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Now consider the larger 33-mode molecule butanal, suspected of a > 1000 violation 
of statistical rates for carbon-carbon single bond isomerization [57]. A violation of this 
magnitude has been observed experimentally for a similar molecule heptanal [25].  Using 
values from table 3.1 and figure (2.2) in eq. (2.9), Nedge ≈ 31.5 and hence mcoupled ≈ 1  for a 
typical state. Even with A =1 in eq. (2.10), ρ(3)V (3) ~10-3 for such a state. Moreover eq. 
(2.11) predicts that Nedge≥13 would have been sufficient so ρ(3)V (3) <1. Only 13 out of 33 
modes on average need to have a small population before localization sets in.  Eq. (2.13) 
evaluates so that the vast majority of quantum states have Nedge≥13 and are thus partially 
localized even at room temperature. On average, an initially excited non-stationary bright 
state is thus likely to not be mixed with the region of state space at the dissociation 
barrier, exhibiting an isomerization rate much lower than predicted by statistical models. 
The scaling laws in eqs. (2.1) and (2.13) provide a simple estimate, based on a few 
readily available molecular parameters, of how many vibrational quantum states are 
likely to be partly or fully localized. Such states with F<<1/3 cover much less than the 
full energy shell, resulting in large deviations from statistical models and easier coherent 
control. As more large molecules are explored in cold environments, the general 
predictions made here will be tested more extensively, and can guide our expectations of 
just how non-statistical the outcome of cold molecule laser experiments can be. 
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CHAPTER 3. 
Regular vibrational progressions at the dissociation 
limit of SCCl2∗ 
 
Introduction 
Vibrational level structure and dynamics beyond the dissociation energy have been 
probed in detail for only a few polyatomics (NO2 [12,59], NH3 [60,61], DCO [62], HOCl 
[13,14], D2CO [63,64], HFCO [16,65,66], CH3O [67-70]). Vibrational spectra in the 
strongly coupled cases were analyzed using various measures of stochasticity/ergodicity. 
Certain others exhibiting regular dynamics (quasistable states) have been investigated for 
mode-specificity of unimolecular reaction rates. Yet others had transitions assignable to 
well defined quantum numbers and polyad progressions. 
At energies approaching the dissociation limit, it seems reasonable for anharmonic 
couplings to produce highly mixed vibrational eigenstates. The triatomic NO2 apparently 
reaches the statistical mixing limit at dissociation [12]. Several other molecules 
containing two or three backbone (non-hydrogen) atoms have not reached the statistical 
limit at dissociation. For example, a specific resonance model explains much better than a 
statistical model why HOCl vibrational states near the edge of state space (e.g. stretching 
mode nOH=6-9) dissociate slower than at the statistical rate [13-15]. Similarly HFCO 
exhibits sharp vibrational features far above the dissociation limit, assignable to states 
near the edge of state space [16]. On the other hand, many spectral features in DFCO are 
fragmented into multiple eigenstates [17], and presumably interior states of HOCl do 
react faster than features based on the nOH=6-9 overtones. 
Are regular progressions of assignable states rare exceptions in even larger 
dissociating molecules, or ubiquitous? Even partial localization of vibrational states can 
have dramatic effects on dissociation rates or quantum controllability of polyatomic 
molecules [18,19]. In Chapter 2 we showed that the fraction of states partly localized in                                                         
∗ partially reproduced from P. D. Chowdary and M. Gruebele, J. Chem. Phys. 130, 
024305, 2009. 
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state space at the dissociation energy in fact increases with the number N of vibrational 
modes [71]. Energy is distributed over more modes, resulting in fewer quanta per mode 
(more modes near the edge), hence fewer coupling partners nearby in state space and 
smaller anharmonic couplings. The asymptotic scaling law in Chapter 2 proposes that 
states having just a fraction of 
 Nedge / N ~ lnN / N  (3.1) 
modes near the edge of state space will be partly localized [71]. This fraction vanishes 
logarithmically as molecular size increases.  
Here we investigate the vibrational spectrum at the dissociation energy of SCCl2 
(thiophosgene) by stimulated emission pumping (SEP). The vibrational dynamics of 
SCCl2 have been studied extensively in the ground [36,37,72] and excited electronic 
states [32,41,42,73], but not near the dissociation limit. Being comprised of heavy atoms 
of comparable masses, SCCl2 has a considerably higher total density of states than NO2, 
HOCl or HFCO. The density of A1 symmetry vibrational states at 660 THz, near the 
SCCl+Cl and CS+Cl2 dissociation limits, is ca. 20 states/GHz. Thus, the generic features 
of energy flow at dissociative energies obtained from SCCl2 are more amenable for 
generalization to higher dimensionality than any other molecule studied to date. Further, 
according to the full scaling model in Chapter 2 [71], SCCl2 is close to the worst-case 
scenario, and larger molecules are expected to have proportionally more stable states. 
In the experimental studies presented in the Chapter, we observe sharp spectral 
features at 0.005 states/GHz by SEP from several upper states. Nearly all of the features 
can be assigned quantum numbers. Their energies are fitted by an effective Hamiltonian 
without explicit resonance terms that accounts for transitions from the zero point to above 
660 THz within measurement uncertainty. The highest combined quantum of excitation 
we assigned has 36 quanta distributed over 4 modes. As in the case of HFCO, an 
uncoupling of the out-of-plane bending motion from other vibrational degrees of freedom 
promotes stability of states with large P=n1+1/2 n4 polyad quantum number [74] against 
fast energy flow. 
We examined the broadening of vibrational features due to mixing with dark 
background states. We also compared our results for the density of narrow spectral 
features with the predictions of a resonance Hamiltonian (more in Chapter 4) and of the 
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scaling model (in Chapter 2). The fraction of zero order states that remains regular near 
dissociation is in line with the results for smaller molecules and with the theoretical 
prediction, suggesting that non-statistical behavior will become more important as 
molecular size increases.  
 
Experimental methods 
Figure 3.1 sums up the laser excitation and data acquisition of the stimulated emission 
pumping [5] measurements, along with schematic potential energy curves of SCCl2 
showing the dissociation thresholds. SCCl2 (Sigma-Aldrich, 97%) is seeded into a He 
molecular beam, at a backing pressure of 0.1 MPa, expanding through a 0.5 mm 
piezoelectric valve orifice in pulses of 0.25 ms duration.  
Spatially overlapped foci of pump (through a 40 cm plano-convex lens) and dump 
(through 40 or 50 cm plano-convex lenses) lasers meet the molecular beam 5 mm 
downstream from the orifice. The pump pulse (doubled output of a 532 nm pumped 
Continuum ND6000 with Rhodamine 575/610) induces fluorescence from one of three 
chosen 
  
˜ X → ˜ B  transitions (
  
101 , 
  
101402, 
  
201402). Fluorescence decays with 30-40 ns lifetimes 
are monitored by a cooled photomultiplier tube. The well-defined isotopomeric structure 
of  B  state vibrational levels (
  
101  band – top right, figure 3.1) permits isotopomer 
selection. The pump is followed by a 10 ns time-delayed dump pulse (532 nm pumped 
Continuum ND6000, 10 ns) that, when resonant with a  X← B  transition, depletes the 
fluorescence. Scanning the dump while monitoring the fluorescence intensity depletion 
through a laser-blocking filter gives the SEP spectrum of the  X  state vibrational levels. 
The pump transition is kept below saturation to maintain the linearity of PMT response.  
The PMT signal is monitored by two gated integrators (SRS, SR250) as shown in 
figure 3.1. The positions and widths of the gates are set to avoid residual laser scatter 
(further reduced by optical filtering) and to maximize signal collection within the  B  state 
fluorescence lifetime of 30-40 ns. The depletion (Bdump_off-Bdump_on) is normalized by the 
pump fluorescence (gate A) to account for shot-to-shot pump-power and sample 
fluctuations and each point is averaged over 150-400 shots. By choosing the dump laser 
dye from among DCM, LDS 720, LDS 765, LDS 821 and LDS 867 we probed the SCCl2  
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 X  state in the vibrational energy range of 550 - 700 THz, which covers both the 
barrierless free radical (666.4±0.3 THz) and activated molecular (597±12 THz) 
dissociation thresholds shown in figure 3.1. 
 
 
 
 
Figure 3.1. Schematic potential energy surfaces of SCCl2 showing the molecular and 
free-radical dissociation thresholds. The excitation energies and the vibrational spectral 
range being probed on the  X  state by SEP are summarized. The time-gating scheme used 
for the SEP measurement is shown at the bottom right. The isotopomeric structure is 
marked on the 
  
101  band contour (top right). 
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The SEP spectra are sampled with 9 GHz steps, small enough to sample rotational 
band contours. Spectra are calibrated by a 0.5 m monochromator with ~30 GHz accuracy. 
The non-linear background seen in each of the SEP spectra (with any given dye) is 
subtracted by a polynomial fit to selected baseline points. The baseline-subtracted spectra 
are then corrected for the dump power profile. Several SEP scans (2 to 3), weighed by 
signal to noise ratio (SNR), are averaged. SEP spectra taken in different dye ranges are 
then joined together by matching relative intensities in overlapping regions. The 
maximum depletion being < 20%, dump transitions are well below saturation. Rotational 
decoherence within the pump-dump delay rendered the SEP spectra insensitive to the 
pump-dump relative polarization (due to the sufficiently high J=6-14, and Kc=6-14 
excitation, as discussed in the next section). 
We also recorded the  X→ A  fluorescence excitation spectrum with an upper state 
lifetime of ca. 35 µs to better characterize the lifetime cutoff [75] that has been attributed 
to the free-radical dissociation threshold by Okabe [76]. A 532 nm pumped Continuum 
ND6000 (with Coumarin 440) is used for pumping the  X→ A  range of 651 – 687 THz. 
Since the SNR was too poor for the fluorescence decays to be recorded, we time-gated 
the fluorescence signal into short (50 – 180 ns) and long-time (200 ns – 10 µs) 
components using two gated integrators (SRS, SR250). The lifetime cutoff is noted by 
the decrease of the long time component. 
 
Results 
SEP spectra and assignments 
Figure 3.2 shows the  X← B  SEP spectra from two different pump transitions (
  
101 , 
  
101402) covering the E/h = 550 - 700 THz range around the two lowest-lying dissociation 
limits. The pump laser is set at the highest energy peak of the isotopic band structure to 
select the SC35Cl2 isotopomer (figure 3.1). While there is a distribution of band contour 
shapes, the narrowest SEP band contours show resolved P-R branch structure with a P-R 
branch separation of ~0.12 THz.  
Table 3.1 lists the vibrational band origins of the 186 SEP peaks recorded in this 
work, their intensities and their vibrational quantum number assignments. Most of the 
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intense and moderately intense lines are assigned unambiguously to progressions in the 
four modes n1-n4 (table 3.2). They either continue lower energy progressions previously 
observed by dispersed fluorescence [37], or correspond to shifts in the n1 or n4 quantum 
numbers from such progressions. Those lines with intensities marked 0.05 are weak 
(SNR ≈ 2) and the corresponding assignments should be considered tentative. A third 
SEP spectrum from the 
  
201402 pump transition corroborates our assignments, but gives no 
additional information and hence is not shown. 
The vibrational features reported in this paper near the dissociation energy, together 
with previously assigned  X  state vibrational levels from dispersed fluorescence [37] and 
lower energy SEP studies [36,40] are fitted to a single effective Hamiltonian without 
explicit resonances: 
 
  
Hvib = ω i∑ υi + 12
⎛ 
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2  (3.2)  
A total of 657 vibrational band origins of SC35Cl2 are now assigned and fitted. The 
  
χ 2  for 
the overall fit is 1.06 and the rms error of ~73 GHz is well within the maximum 
uncertainties of ~90 GHz (for dispersed fluorescence measurements) and ~60 GHz (for 
SEP measurements). The complete list of all the assigned lines and the effective 
Hamiltonian fitting results can be found in Appendix B. No significant correlation of the 
fitting error with quantum number or excitation energy was noted. The highest energy 
assigned state lies E/h = 91 THz above the lowest dissociation threshold. 36 quanta of 
excitation were assigned to the |11,2,1,22,0,0> state at 674.4 THz, the largest total 
number of quanta we assigned in the SEP spectra. Table 3.2 lists the 20 parameters that 
were fitted in eq. (3.2). 
Figure 3.2 also shows the SEP spectra of the SC35Cl37Cl isotopomer that have been 
acquired over a select energy range.  The isotopic shifts of the most intense progressions, 
(n1,0,0,n4,0,0) and (n1,0,1,n4,0,0), have been measured. Figure 3.3 reveals a linear 
isotopic-shift dependence on the polyad quantum number P=n1+1/2 n4 for both of the 
progressions.  
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Figure 3.2.  X← B  SEP spectra of SC35Cl2 and SC35Cl37Cl with the 
  
101  and 
  
101402 as pump 
transitions. Each spectrum is labeled by the isotopomer and the pump transition. The 
zoomed detail (circle) shows three states with different IVR widths (ΓIVR is noted in 
THz). The zoomed detail (square) shows the computed 2-D |14,0,0,18,0,0> wavefunction 
(q1 = CS stretching normal coordinate, q4 = out of plane bending normal coordinate). 
 
 
 
 
Figure 3.3. Isotopic shifts between SC35Cl2 and SC35Cl37Cl of two prominent 
progressions, (n1,0,0,n4,0,0 - markers) and (n1,0,1,n4,0,0 - dots), plotted vs. the polyad 
quantum number defined as P = n1+n4/2. Both the data sets fit to lines with the same 
slope within the fit uncertainty. 
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Table 3.1. Band origins (observed and calculated) with quantum number assignments. 
Relative intensities (peak heights) in the 
  
101 , 
  
101402 SEP spectra are listed along with the 
IVR widths ΓIVR for isolated lines with good SNR binned into 15 GHz increments. 
 
Obs 
(THz) 
Calc 
(THz) 
n1 n2 n3 n4 Int 
  
101  
Int 
  
101402 
ΓIVR 
(THz) 
550.569 550.634 12 0 1 12 0.05 0  
550.719 550.76 7 2 0 22 0.1 0  
551.078 551.081 14 0 0 8 1 0 0.045 
551.546 551.779 14 0 3 6 0.2 0 0.030 
551.978 551.929 11 1 0 14 0.35 0 0.105 
552.455 552.607 13 1 2 8 0.35 0 0.075 
552.778 552.828 9 1 1 18 0.05 0  
552.778 552.822 8 0 3 20 0.05 0  
553.228 553.234 8 0 0 22 0.15 0  
553.471 553.473 12 2 1 10 0.1 0  
554.244 554.254 8 2 0 20 0.1 0  
554.541 554.539 15 1 1 4 0.15 0  
554.946 554.932 13 0 1 10 0.05 0  
555.126 555.076 11 0 2 14 0.15 0  
556.088 556.026 15 0 0 6 0.2 0  
556.115 556.075 12 1 0 12 0.2 0  
556.178 556.205 9 0 3 18 0.05 0  
556.475 556.469 9 0 0 20 0.05 0  
556.505 556.516 10 1 1 16 0.05 0  
557.059 556.961 15 0 3 4 0.05 0  
557.854 557.885 9 2 0 18 0.05 0  
558.265 558.228 13 2 1 8 0.05 0  
558.804 558.76 7 0 1 24 0.1 0  
559.119 559.084 12 0 2 12 0.2 0 0.030 
559.533 559.524 14 0 1 8 0.16 0 0.030 
559.928 559.857 10 0 0 18 0.3 0 0.030 
560.207 560.23 16 1 1 2 0.1 0.25  
560.423 560.383 15 2 0 4 0 0.05  
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Table 3.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
n1 n2 n3 n4 Int 
  
101  
Int 
  
101402 
ΓIVR 
(THz) 
561.286 561.327 16 0 0 4 0.2 0  
561.31 561.309 9 1 2 18 0.05 0  
561.691 561.683 10 2 0 16 0 0.15  
561.817 561.845 8 0 1 22 0.1 0  
562.725 562.761 8 2 1 20 0 0.05  
562.905 562.852 15 1 2 4 0.05 0  
563.427 563.431 11 0 0 16 1 0.4 0.045 
563.607 563.524 7 1 0 24 0 0.1  
564.506 564.44 15 0 1 6 0.2 0.2 0.045 
564.929 564.969 10 1 2 16 0.05 0  
565.109 565.052 9 0 1 20 0.2 0.2  
565.208 565.184 14 1 0 8 0.1 0.1  
565.612 565.68 11 2 0 14 0.1 0.1  
566.308 566.322 17 1 1 0 0.02 0.1  
566.368 566.363 9 2 1 18 0.05 0.05  
566.728 566.719 8 1 0 22 0.1 0.05 0.030 
567.177 567.22 12 0 0 14 1.6 0.55 0.045 
567.978 567.917 14 0 2 8 0.4 0 0.030 
568.508 568.412 10 0 1 18 0.2 0.2 0.045 
569.726 569.713 16 0 1 4 0.05 0.1  
569.777 569.908 12 2 0 12 0.1 0.1  
570.025 570.035 9 1 0 20 0.05 0.05  
570.136 570.133 10 2 1 16 0.1 0.1  
570.205 570.211 15 1 0 6 0.05 0.05  
570.415 570.406 8 0 2 22 0.05 0  
571.216 571.257 13 0 0 12 1.6 0.2 0.060 
571.71 571.726 13 0 3 10 0.05 0  
571.98 571.957 11 0 1 16 0.3 0.4 0.030 
572.154 572.11 7 1 1 24 0.05 0  
572.906 572.805 15 0 2 6 0.15 0  
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Table 3.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
n1 n2 n3 n4 Int 
  
101  
Int 
  
101402 
ΓIVR 
(THz) 
572.915 572.918 12 1 2 12 0.1 0  
573.413 573.505 10 1 0 18 0.05 0.05  
574.049 574.102 11 2 1 14 0.15 0.15  
574.453 574.398 13 2 0 10 0 0.05  
575.56 575.573 14 0 0 10 1.2 0.7 0.060 
575.703 575.718 12 0 1 14 0.3 0.7 0.030 
576.171 576.261 14 0 3 8 0.05 0  
576.864 576.917 10 0 2 18 0.1 0  
577.062 577.16 11 1 0 16 0 0.05  
577.421 577.27 13 1 2 10 0.1 0.05  
578.86 578.919 8 0 3 22 0.1 0  
579.274 579.316 8 0 0 24 0.15 0.2  
579.706 579.727 13 0 1 12 0.2 0.7 0.045 
580.254 580.199 15 0 0 8 0.5 0.2 0.060 
580.713 580.648 7 1 2 24 0.1 0.05  
580.974 581.032 12 1 0 14 0 0.05  
581.828 581.915 14 1 2 8 0.1 0.1 0.060 
582.62 582.764 13 2 1 10 0.05 0.05  
583.762 583.786 8 1 2 22 0.05 0.05  
584.032 584.015 14 0 1 10 0.1 0.45 0.045 
585.093 585.151 13 1 0 12 0 0.05  
585.453 585.469 10 0 0 20 0.17 0.2  
586.892 586.886 15 1 2 6 0.05 0  
588.214 588.148 13 0 2 12 0.15 0 0.015 
588.681 588.613 15 0 1 8 0.05 0.2  
588.843 588.786 11 0 0 18 0.3 0.3 0.030 
589.329 589.478 12 1 1 14 0 0.25 0.075 
589.452 589.548 14 1 0 10 0.05 0.05  
590.309 590.461 10 1 2 18 0.05 0.05  
590.669 590.785 11 2 0 16 0.05 0.05  
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Table 3.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
n1 n2 n3 n4 Int 
  
101  
Int 
  
101402 
ΓIVR 
(THz) 
591.97 591.974 9 2 1 20 0.05 0.05  
592.297 592.304 12 0 0 16 0.65 0.65 0.030 
592.495 592.408 14 0 2 10 0.15 0  
592.72 592.673 8 1 0 24 0.05 0.05  
593.682 593.569 13 1 1 12 0 0.2  
593.961 594.06 11 1 2 16 0.05 0  
594.195 594.257 15 1 0 8 0.05 0.05  
595.571 595.498 10 2 1 18 0.05 0.05  
596.02 596.056 13 0 0 14 0.82 0.4 0.045 
596.551 596.52 13 0 3 12 0.05 0  
597.109 596.979 15 0 2 8 0.15 0 0.045 
597.396 597.312 11 0 1 18 0.05 0.1 0.030 
598.97 598.99 10 1 0 20 0.05 0.05  
600.077 600.072 14 0 0 12 1.15 0.15 0.045 
600.823 600.802 12 0 1 16 0.05 0.35  
601.92 601.891 16 0 2 6 0.05 0  
602.676 602.619 15 1 1 8 0 0.05  
604.376 604.385 15 0 0 10 0.45 0.5 0.060 
604.519 604.526 13 0 1 14 0.1 0.45 0.060 
606.282 606.28 14 1 2 10 0 0.2  
607.892 607.923 9 0 3 22 0.1 0  
608.54 608.515 14 0 1 12 0.05 0.5 0.075 
609.079 609.025 16 0 0 8 0.25 0 0.060 
609.55 609.741 8 1 2 24 0.05 0.2 0.045 
610.914 610.932 15 1 2 8 0.05 0  
610.932 610.985 10 0 3 20 0.05 0  
612.335 612.406 10 2 0 20 0.05 0.05  
612.821 612.799 15 0 1 10 0 0.1  
612.947 612.947 13 0 2 14 0.05 0  
613.972 614.024 17 0 0 6 0.05 0  
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Table 3.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
n1 n2 n3 n4 Int 
  
101  
Int 
  
101402 
ΓIVR 
(THz) 
614.143 614.138 11 0 0 20 0.11 0  
616.913 616.908 14 0 2 12 0.1 0  
617.345 617.389 12 0 0 18 0.22 0.2 0.045 
617.489 617.411 16 0 1 8 0.05 0.2  
619.278 619.288 11 1 2 18 0.05 0.1  
620.753 620.86 13 0 0 16 0.65 0.5 0.030 
621.23 621.164 15 0 2 10 0.05 0  
621.455 621.478 9 1 0 24 0 0.1  
621.653 621.623 16 2 1 6 0.05 0.05  
622.642 622.664 11 0 1 20 0.05 0.05  
623.068 623.037 16 1 0 8 0.1 0.1  
624.27 624.308 11 2 1 18 0.05 0.05  
624.513 624.58 14 0 0 14 0.9 0.4 0.030 
625.304 625.282 9 0 2 24 0.1 0  
625.727 625.748 16 0 2 8 0.05 0  
625.88 625.888 12 0 1 18 0.1 0.1  
627.016 627.1 17 2 1 4 0.05 0.05  
627.921 627.962 12 2 1 16 0.05 0.05  
628.065 628.134 10 0 2 22 0.1 0  
628.578 628.583 15 0 0 12 0.75 0.15 0.075 
629.261 629.33 13 0 1 16 0.1 0.5 0.060 
629.558 629.48 15 0 3 10 0.05 0  
630.619 630.652 14 1 2 12 0.05 0.1  
631.924 631.85 13 2 1 14 0.05 0.05  
632.967 632.898 16 0 0 10 0.57 0.4 0.060 
632.967 633.023 14 0 1 14 0.1 0.5 0.030 
634.46 634.5 13 1 0 16 0.1 0.1  
636.807 636.671 10 0 0 24 0.05 0  
636.996 636.997 15 0 1 12 0.1 0.35  
637.539 637.558 17 0 0 8 0.1 0.05  
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Table 3.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
n1 n2 n3 n4 Int 
  
101  
Int 
  
101402 
ΓIVR 
(THz) 
637.76 637.756 10 2 0 22 0.1 0  
637.76 637.751 13 0 2 16 0.05 0  
638.885 638.951 17 0 3 6 0.05 0  
639.361 639.486 11 0 0 22 0.05 0.05 0.030 
639.577 639.57 11 0 3 20 0.05 0  
641.385 641.284 16 0 1 10 0.1 0.1  
642.485 642.475 12 0 0 20 0.05 0  
643.145 643.162 9 2 1 24 0.05 0.05  
644.257 644.256 18 0 3 4 0.05 0  
645.594 645.668 13 0 0 18 0.3 0.3 0.030 
645.909 645.916 17 0 1 8 0.05 0.05  
649.021 649.097 14 0 0 16 0.5 0.5 0.060 
649.44 649.406 11 2 1 20 0.05 0.05  
651.026 650.973 12 0 1 20 0.1 0.1  
651.53 651.526 17 1 0 8 0.05 0.05  
652.78 652.793 15 0 0 14 0.7 0.35 0.060 
654.093 654.138 13 0 1 18 0.1 0.1  
656.89 656.788 16 0 0 12 0.5 0.15 0.090 
657.502 657.539 14 0 1 16 0.1 0.35 0.045 
657.952 657.91 16 0 3 10 0.05 0  
659.214 659.206 18 0 2 6 0.05 0  
661.102 661.113 17 0 0 10 0.05 0.4  
661.207 661.207 15 0 1 14 0.05 0.35 0.060 
662.391 662.486 17 0 3 8 0.05 0  
662.781 662.692 14 1 0 16 0.1 0.1  
668.942 668.846 16 2 1 10 0.05 0.05  
670.399 670.481 13 0 0 20 0.1 0.3 0.075 
670.867 670.88 19 0 0 6 0.05 0  
673.664 673.622 14 0 0 18 0.3 0.2 0.045 
674.41 674.501 11 2 1 22 0 0.05  
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Table 3.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
n1 n2 n3 n4 Int 
  
101  
Int 
  
101402 
ΓIVR 
(THz) 
675.942 675.968 13 1 2 18 0.05 0.05  
676.398 676.384 20 0 0 4 0.05 0  
676.982 677.016 15 0 0 16 0.2 0.15 0.075 
679.231 679.182 19 0 1 6 0.05 0.1  
680.787 680.694 16 0 0 14 0.2 0.15 0.105 
682.145 682.064 14 0 1 18 0.05 0.05  
685.41 685.43 15 0 1 16 0 0.1  
688.962 689.08 16 0 1 14 0 0.1  
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Table 3.2.  Effective Hamiltonian parameters for the fit of all 657 assigned ground state 
vibrational levels of SCCl2 to the Hamiltonian in eq. (3.2). Values and uncertainties in 
parenthesis are in THz.  Nominal mode descriptions are given. 
 
ω1 34.622 (21) CS stretch 
χ11 -0.1321 (5)  
χ12 -0.046 (2)  
χ13 -0.028 (1)  
χ14 -0.113 (1)  
χ15 -0.234 (38)  
χ16 -0.091 (5)  
ω2 15.432 (29) sym C-Cl stretch 
χ22 -0.053 (5)  
χ23 -0.052 (4)  
χ24 -0.064 (1)  
ω3 8.929 (22) sym CSCl bend 
χ33 -0.026 (4)  
ω4 14.265 (7) umbrella 
χ44 -0.0057 (4)  
χ46 -0.060 (4)  
ω5 24.662 (121) antisym C-Cl stretch 
χ55 0.0 (fixed)  
ω6 9.070 (47) antisym CSCl bend 
χ66 0.378 (fixed)  
χ114 -0.0016 (1)  
χ144 0.0005 (0)  
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Line broadening analysis 
Two notable features in the SEP spectra near dissociation are a) Most resolvable lines 
are clearly broader than those observed in earlier SEP studies at lower vibrational 
excitation; this cannot be explained by rotation-vibration interaction constants or by 
overlap of multiple transitions; b) the line widths do not increase uniformly with energy, 
owing to the locality of anharmonic coupling structure even at dissociation. The zoomed 
detail in Figure 3.2 shows an example of three high-energy features broadened to a 
varying extent non-monotonically in energy. By varying the distance between the nozzle 
and the laser focus (different rotational temperatures) we verified that the SEP line widths 
are not limited by rotational congestion.  
Without rotational resolution we cannot determine dilution factors (i.e. the number of 
contributing eigenstates in each broadened vibrational feature). For sufficiently high SNR 
transitions, we could however fit the rotational contours to determine approximate line 
widths. Table 3.1 reports the widths of features with sufficiently large SNR, binned into 
0.015 THz increments in keeping with the uncertainty of measurement and analysis.  
These widths are due to anharmonic coupling, except perhaps for the few highest energy 
peaks, where there could also be a dissociative contribution. A three-step procedure was 
used to compute the binned values in table 3.1 from the spectra. 
First we ensured that we could account for the  B  state fluorescence excitation spectra 
quantitatively with fitted rotational parameters. To fit the excitation spectra (examples 
shown in figure 3.4), we used a model that considers axis switching, permutation 
symmetry of the nuclei, and the laser bandwidth of 7.5 GHz. Ground state rotational 
constants were taken from microwave spectra [32]. Eight fitting parameters described the 
upper state and transition (four  B  state structural parameters listed in table 3.3, three 
 X← B  isotopomeric band origins, and rotational temperature of 16.5 K). The least-
squares optimized model well reproduces the complex overlay of isotopomer and 
rotational PQR branch contours resulting from the large change of geometry upon 
excitation, including data by other authors (figure 3.4). Optimized structural parameters 
are shown in table 3.3. The fitting results show that laser excitation with 7.5 GHz 
bandwidth near the peak of the R branch of SC35Cl2, the data collection condition for our 
SEP spectra, populates states in the range of J=6-14 and Kc=6–14. To the best of our 
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knowledge the only reference on the 
  
˜ B state geometry is the earlier CASSCF work [34], 
which appears to overestimate the bond distances in table 3.3 by about 0.1 Å.  
 
Table 3.3. 
  
˜ B (1A1) state structural parameters (picometers and degrees) that best fit the  X  
to 
  
˜ B 
  
101  excitation band contour are compared with theory. a) fit in this work. b) CASSCF 
calculations from ref. [34] c) from ref. [32]. 
 
parameter  B (1A1)a  B (1A1)b  X (1A1)c 
r(C=S)/pm 203 214 160 
r(C-Cl)/pm 160 168 173 
a(Cl-C-Cl) 113.2° 118.5° 124.4° 
θ(oop) 29.8° 31.3° 0.0 
 
 
With  B  state rotational constants in hand, we next simulated the SEP band contours 
of low-energy (IVR-free) SC35Cl2  X  state vibrational levels from an earlier SEP study 
[36]. An SEP asymmetric rotor code including axis switching was used to compute 
complete rotational spectra, which were then convoluted with a 7.5 GHz laser line width. 
Fits such as shown in figure 3.5A confirm that near-quantitative agreement with 
rotational contours can be obtained at low energy, using the same rotational temperature 
as for the fluorescence excitation spectra (16.5 K). These fits also confirm that rotation-
vibration interaction constants we derived from ab initio calculations (using Gaussian 03 
[58]) could not account for the observed line broadening at higher energy.  
In the third and final step, we fitted selected broad transitions in the same manner, but 
included an adjustable width Lorentzian of width  ΓIVR to simulate IVR broadening, 
followed by a 7.5 GHz width Gaussian to account for the laser linewidth. A Lorentzian is 
not rigorously correct for restricted IVR [38]. A generalized Lorentzian corresponding to  the  power  law  decays  should  be  used,  but  for  the  SNR  reported  here,  the distinction is immaterial. Figure 3.5BC shows examples. The dip between the P and R 
branches directly reports on the IVR width of the rovibrational levels. We note that the P-
R separation in the SEP lines is also sensitive to the pump laser position, which is 
reproduced by our model calculation.  
  36 
 
 
 
 
 
Figure 3.4. Excitation band contours of  X→ B  transitions with different degrees of 
resolved isotopomeric structure marked by horizontal ladders (solid: experiment; dotted: 
calculated). A) 
  
101  band (this work) - best-fit including the three isotopes. B) 
  
101411 hot band 
(this work) - calculated from the 
  
101  best-fit structural parameters. C) 
  
103 band (ref. [73]) - 
calculated using the 
  
101  best-fit structural parameters and the experimental (temperature 
and laser bandwidth) conditions of ref. [73]. Table 3.3 presents the best-fit structural 
parameters. 
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Figure 3.5.  X← B  SEP band contour fits for calculation of IVR broadening. (A) Data 
from ref. [36], with a width essentially limited by the laser line width. (B) and (C) 
Transitions with excess width. The band origins and the excess IVR widths ΓIVR (see text 
for details) are noted in THz for each of the bands. “Binned” refers to the ΓIVR values in 
table 3.1, binned into 15 GHz wide bins in keeping with this measurement uncertainty. 
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Based on the fitted correlation between the dip size and ΓIVR (0-10%, 0.015THz; 10-
20, 0.03; 20-30, 0.045; 30-40, 0.06; 40-50, 0.075; 50-60, 0.09; 60-80%, 0.105 THz), all 
transitions with sufficiently good SNR were binned into one of the 7 width ranges shown 
in table 3.1. We conservatively estimate the uncertainties in these IVR widths to be 
~20%, corresponding to the width of these bins. 
This procedure works for sharp spectral features, but other features could be more 
severely broadened by IVR.  As discussed below, the observed sharp features account for 
only a small fraction of the total density of states.  The oscillator strength of states that 
are sufficiently mixed to be broadened beyond 0.1 THz is expected to contribute to an 
SEP continuum. Indeed, a characteristic background is seen in each of the SEP spectra.  
Unfortunately a quantitative analysis was precluded by a strong up-pumping signal 
contaminating the background. The power dependence of the up-pumping signal is close 
to quadratic, suggesting a two-photon transition to a dissociative state.  
Another interesting aspect of the very highest energy spectrum is the break-off in the 
polyad structure seen at ~675 THz, along with systematically increased broadening of the 
SEP features (unlike the circular inset in figure 3.2, the highest energy features do 
broaden systematically with increasing energy). This is probably caused by sufficiently 
fast free-radical dissociation at > 10 THz above the dissociation threshold. However, as 
discussed by Uzer and Miller [3], pump-probe experiments measuring line broadening 
cannot determine dissociation rates unambiguously, and direct a measurement of the 
dissociation rates via fragment appearance will be required to deconvolute contributions 
from IVR and dissociation. 
Dissociation thresholds of SCCl2 
The accessibility of two dissociation channels in the region covered by the 
thiophosgene SEP spectra could potentially lead to non-statistical dissociation dynamics 
from sharp vibrational features localized in state space. Considering the conflicting 
dissociation energies listed in literature [76,77], we re-investigated the dissociation 
thresholds of different reaction channels. The most accurate values are shown in figure 
3.1. The free-radical dissociation channel is barrierless, and is verified by CASSCF 
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calculations [78], while the molecular dissociation channel is Woodward-Hoffman 
forbidden and is expected to have a barrier [79].  
The threshold for the free-radical dissociation SCCl2 → SCCl + Cl was previously 
estimated to be 665±5 THz based on the fluorescence lifetime cutoff seen between 658.9 
THz (50±20 µs) and 670.4 THz (<150 ns) excitation in time-resolved 
  
˜ X → ˜ A 
fluorescence experiments [75]. Direct product observation of the free radical dissociation 
channel showed it to be active at 687.9 THz (~55 ns lifetime) [76]. We measured the 
  
˜ X → ˜ A excitation spectrum through the fluorescence cutoff region to better characterize 
the lifetime cutoff and thereby the onset of free-radical dissociation. We time-gated the 
fluorescence signal into two windows based on the known lifetime cutoff range (τ≈50 µs 
→ τ<150 ns). The slow component shows a sudden decrease at 666.4±0.3 THz, which we 
report as the onset of free-radical dissociation channel (figure 3.6). Our result is 
consistent with earlier studies, reducing the uncertainty by a factor of 15. 
 
 
 
Figure 3.6. Experimental/computed estimates of the free-radical (dots) and molecular 
(squares) dissociation thresholds overlaid on the  X→ A  excitation spectrum. Error 
estimates for the experimental values are given in parenthesis. MP3/MP4 calculations use 
aug-cc-PVTZ basis set with zero-point corrections included. The expanded inset at 650-
690 THz shows long-time (dark curve, 200 ns to 10 µs) and short-time (gray curve, 50 ns 
to 180 ns) components of the fluorescence signal. The long-time component shows a 
sudden decrease at 666.4±0.3 THz indicating the onset of free-radical dissociation. 
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The molecular dissociation channel SCCl2 → CS+ Cl2 had been determined indirectly 
from experimental data as E/h=597±12 THz [76]. A recent report based on different 
thermochemical calculations revised this estimate to 756.8±25 THz [77]. In the absence 
of any direct experimental evidence for this channel, we computed the zero-point 
corrected dissociation threshold by ab initio thermochemistry [58]. Calculations with 
improved electron correlation (MP2→MP3→MP4) along the basis set series (cc-
pVDZ→aug-cc-pVDZ→cc-pVTZ→aug-cc-pVTZ→cc-pVQZ) converged to within 10 
THz and agree well with the earlier experimental estimate of 597±12 THz. Figure 3.6 
summarizes the experimental and large basis theoretical estimates for dissociation 
thresholds overlaid on the 
  
˜ X → ˜ A fluorescence excitation spectrum. 
 
Discussion 
The question of primary interest here is whether SCCl2, with a larger density of states 
than polyatomics previously studied in detail near dissociation, still has localized 
vibrational states above the dissociation limit. We find that it does. The successful 
assignment of over 80 sharp SEP spectral features above 597 THz highlights the 
existence of states that remain localized in state space [4] at the dissociation energy. Yet 
up to 4 modes populated are quite common in SCCl2 at dissociation (table 3.1), indicating 
a wider range of localized states than in HFCO/DFCO.  There, nearly all the energy is in 
the n6 mode (C-H out of plane bend), and states with n2 >1 begin to show resolvable 
fragmentation [65]. 
The regular states of thiophosgene in figure 3.2 are most active in the CS stretch (n1) 
and umbrella (n4) modes, with additional activity in n2 (bend) and n3 (C-Cl stretch). To 
see how states with only n1, n4 excitation change in character with increasing energy, we 
truncated the 6-D potential surface from ref. [34] to the CS stretching and umbrella 
modes, and computed 2-D vibrational wavefunctions up to |14,0,0,18,0,0>. Although this 
completely neglects anharmonic interactions with other modes, it should provide a 
reasonably accurate picture for narrow vibrational features active only in n1 and n4. The 
|14,0,0,18,0,0> state is shown in figure 3.2. Its 2-D wavefunction was obtained by 
adiabatic correlation [80]. Figure 3.7 shows a series of states with increasing n1, n4 
quantum numbers, making a transition from an anharmonic normal mode to a ‘horseshoe 
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state’ based on a periodic orbit characteristic of vibrational locking between the stretch 
and bend mode [81,82]. Thus the state localization and locking of the n1, n4  modes 
proposed in ref. [34] persists above dissociation. The physical picture is that it results 
from sp2 to sp3 re-hybridization as the CS bond is stretched. 
 
 
Figure 3.7. 2-D computed wavefunctions of selected states in the (q1, q4) space showing 
the transition from low energy anharmonic normal mode states to a high-energy 
horseshoe state. The state assignments are given in the legend. 
 
 
Remarkably, all the sharp SEP features, together with all previously observed SEP 
transitions at lower energy, could be fitted by an effective Hamiltonian without resonance 
terms (eq. (3.2), table 3.1). Thus the gradual morphing of states observed in the 2-D 
calculations of figure 3.7 apparently exists in the real molecule. This cannot be attributed 
to the absence of resonances. Two ab initio surfaces [37,83] and several resonance 
Hamiltonians have been constructed for SCCl2 [39,44,84], showing that there are at least 
two substantial resonances. Based on ref. [39], the n2-n5+n6 Fermi resonance has a 
coupling V = −323q2q5q6 GHz  and a harmonic energy gap < 60 GHz, and the n1-n5-n6 
Fermi resonance has a coupling V = −306q1q5q6  GHz  and a harmonic energy gap ≈ 600 
GHz. In a classical picture of the dynamics, one expects such resonances to lead to 
periodic orbit bifurcations [81,85], which in turn would lead to a sudden change in the 
character of wavefunctions. Therefore it is worth asking why an off-resonant effective 
Hamiltonian like eq. (3.2) fits the data so well, and why, by implication, the vibrational 
wavefunctions distort so gradually.  The reason for this could be two-fold. 
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Firstly, our spectroscopic dataset is representative of the Franck-Condon active states, 
primarily built around progressions of n1, n4 and to a lesser extent of n2, n3. The 
occupancy of n5 and n6 modes is small even in the low energy SEP and fluorescence data 
[36,37,40]. This makes our dataset less susceptible to the strongest resonance, n2-n5+n6. 
In this view, the most susceptible states containing large n5 and n6 populations are so 
highly fragmented that they show up only as an SEP background in figure 3.2. State 
space is partitioned and the signatures of bifurcating periodic orbits are not sampled by 
our dataset because it couples to very few resonant states. However, this view cannot 
account for the n1-n5-n6 resonance, which does not require any n5 or n6 excitation in one 
of the two coupled states. 
Secondly, besides the paucity of resonant states, we believe that the anharmonic 
normal modes at low energy do transform rather gradually into the high-energy horseshoe 
states as shown in figure 3.7. A resonance bifurcation could still be present in the 
classical picture of vibrational interaction, but its quantum mechanical manifestation 
[86,87] would be gradual enough to permit continuous fitting of the spectra by an 
effective Hamiltonian. There is evidence for such gradual transformations from 
theoretical analyses: Kellman and coworkers have shown that asymmetric resonances 
(when local mode frequencies are not identical) can morph gradually from the weak 
coupling regime to the strong coupling regime [81,88]. Such asymmetry is the rule in 
polyatomic molecules, not the exception, and certainly the n1-n5-n6 resonance is 
asymmetric. Coarse graining of the phase space to the quantum mechanical state space 
could further soften the effect of bifurcations, making gradual mode transformations 
commonplace. The importance of a gradual transition vs. sudden resonance bifurcation in 
SCCl2 remains to be answered by seeing how the character of states with varying n5 and 
n6 excitation changes with energy when computed with a full resonance Hamiltonian 
[71]. We believe that this question is also general interest to the understanding of 
vibrational energy flow, and hence requires additional theoretical analysis, which is 
presented in Chapter 4. 
Although the observed sharp vibrational features have not been strongly mixed by 
resonances, they must nonetheless be fragmented into a set of eigenstates, to account for 
their excess widths ΓIVR listed in table 3.1. A state such as |12,1,1,14,0,0> below 597 THz 
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cannot be coupled to the dissociation continuum, yet it has excess IVR broadening of 75 
GHz. At a symmetry adapted total density of states of 20/GHz, this feature could be 
fragmented into as many as Neff ≈ 1500 eigenstates. Similarly, the |14,0,0,18,0,0> state 
shown in figure 3.2 is broadened by 45 GHz, and depending upon the contribution from 
dissociation, may contain as many as 900 eigenstates. Although this and other states lie 
above the dissociation limit(s), there is no systematic increase in the average width 
<ΓIVR> above compared to below dissociation. Thus the width ΓIVR is mostly due to IVR 
broadening, except perhaps for the 3-4 highest-lying states. 
 
 
 
Figure 3.8. Ratio of the sharp lines seen in the SEP spectra to the symmetry adapted 
density of states. (The dotted curve shows the result without normalization for signal-to-
noise ratio). 
 
 
Calculations of vibrational fragmentation patterns using the explicit 6-D resonance 
Hamiltonian of Sibert & Gruebele [39] show that maximum fragmentation is unlikely 
(details in Chapter 4). These calculations involved tiered matrix diagonalization with a 
filtered vibrational basis set, and convergence was checked as a function of the numbers 
of tiers and basis set cut-offs. A useful quantity obtained from such calculations is Neff = 
(σ)-1, the effective number of eigenstates participating in a bright feature state. For the 
|12,1,1,14,0,0> state we found that Neff = 14±2 states, and the |14,0,0,18,0,0> state yielded 
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Neff = 2±0.1. Similar results were obtained for other sharp features in the spectrum [89]. 
Clearly these features are narrow because they are highly localized and do not interact 
strongly with dark background states. A horseshoe 2-D wavefunction such as the one 
shown in figure 3.2 is fragmented only into a few eigenstates in the full 6-D state space. 
Finally, we turn to the question whether the number of sharp features observed near 
dissociation is in line with the scaling model discussed in Chapter 2.  Figure 3.8 shows 
the SNR-corrected ratio (~0.6-1.7.10-4) of the observed sharp transition density to the 
symmetry-adapted density of states as a function of energy. Considering that additional 
sharp transitions might be observed at better SNR, this ratio represents a lower limit for 
the number of localized vibrational states in SCCl2. The scaling model predicts the 
probability of a localized state at 638 THz in SCCl2 to be 1.10-4 [71]. This result agrees 
very closely with the data presented here, indicating that not too many sharp features 
were missed. This agreement provides only one point validating the scaling theory, but it 
suggests that molecules with more heavy backbone atoms can have many localized 
vibrational states near the molecular dissociation energy. The scaling theory predicts that 
the smallest ratio of regular to statistically mixed states is in fact reached at about N ≈ 6 
[71], and that larger molecules will exhibit a larger ratio of partly regular to highly mixed 
quantum states at dissociation. The presence of large numbers of vibrational features with 
well defined non-statistical character in polyatomic molecules would greatly enhance the 
probability of observing non-statistical reaction rates and product distributions, and could 
form the basis of successful control of dissociative dynamics. 
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CHAPTER 4. 
Effective Hamiltonian survey of the anharmonic state 
space of SCCl2 ∗ 
 
 
Introduction 
It is generally assumed that vibrational energy flow (IVR) becomes statistical as 
molecular size increases. In the preceding chapters, we showed that this is not the case. 
At energies of chemical interest (e.g. an isomerization or dissociation energy), the 
fraction of partly localized eigenstates increases rapidly with the number of modes N 
[71]. The basic reason is simple: at a fixed energy, the higher-dimensional the vibrational 
state space is, the more its edges contribute to the dynamics, reducing both coupling 
strength and coupled density of states (figure 4.1). Our analytical model (Chapter 2), 
which incorporates the mode-dependence of coupling strengths and edge effects, predicts 
that molecules with N≈3-9 are closest to being statistical at their dissociation energy. 
Nonetheless, assignable spectral features have been observed for small molecules at 
reactive energies [13,14,16]. Even a molecule such as SCCl2 (N=6) retains assignable 
spectral features diluted into just a few vibrational eigenstates at the dissociation energy 
(Chapter 3) [90]. The scaling model predictions agree with the experimental observation 
of sharp vibrational features above the dissociation limit of SCCl2.  
In this Chapter, we complement the analytical theory (of Chapter 2) and experimental 
observation (of Chapter 3) by a numerical study of a vibrational Hamiltonian for SCCl2. 
We specifically answer three questions: how sharp is threshold for energy flow, how do 
specific resonances and regions of state space contribute to the threshold, and how the 
fraction of undiluted spectral features (or localized eigenstates) scale with energy? Three 
major ingredients are required for this study: an accurate resonance Hamiltonian for 
SCCl2, the concept of a basis of feature states [91] in state space, and quantitative 
numerical criteria for the dilution of feature states over many eigenstates. We then                                                         
∗ partially reproduced from P. D. Chowdary and M. Gruebele, J. Chem. Phys. 130, 
134310, 2009. 
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proceed by diagonalizing the Hamiltonian in an anharmonic basis of feature states, to see 
how ~3.5 million of these feature states dilute into vibrational eigenstates. 
 
 
Resonance vibrational Hamiltonian 
The first ingredient is the effective resonance Hamiltonian for SCCl2. Several ab-
initio and resonance Hamiltonians are available [39,44,83,84,92]. We use the fourth order 
Hamiltonian of Sibert and Gruebele,  
 Heff = Hda +Wres  (4.1) 
constructed by Canonical Van Vleck perturbation theory from a 6-D ab initio potential 
surface refitted to experiment [39]. The diagonal anharmonic part 
 
 Hda = ω i∑ (ni + 12 ) + χij∑ (ni + 12 )(nj + 12 ) + χijk∑ (ni + 12 )(nj + 12 )(nk + 12 )  (4.2) 
 
approximates the line centers of assigned observed spectral features very well; a very 
similar diagonal Hamiltonian tweaked to the newest data predicts line centers to > 600 
Thz with < 0.05 THz average error [90]. Eq. (4.2) does not explain the dilution and 
broadening of spectral features into clumps of eigenstates, nor the interaction between 
strongly coupled features. The resonant part 
 
    Wres (GHz) = −323a2
†a5a6† − 306a1a5†a6† +121a1†a2†a52 − 24a32a6†2 ++ c.c  (4.3) 
 
explicitly accounts for the four most important anharmonic couplings listed above and in 
table 4.1, as well as for all smaller resonances given in the supplement of reference [39]. 
 
Feature states and Eigenstates 
Figure 4.1 illustrates the concept of feature states vs. vibrational eigenstates in an 
anharmonic state space. The vibrational structure of SCCl2 was previously analyzed in 
terms of a harmonic zero-order basis set [44], but here we use an anharmonic zero-order 
basis set with energies given by eq. (4.2). We call these states ‘feature states’ to avoid 
confusion with eigenstates of the full Hamiltonian in eq. (4.1). The anharmonic basis has 
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the advantage of being more physically meaningful than harmonic basis states: bright 
spectral features observed in fluorescence or stimulated emission pumping experiments 
directly correspond to a feature state because eq. (4.2) can accurately predict all measured 
vibrational line centers of SCCl2. Some feature states dilute over many vibrational 
eigenstates when the couplings in eq. (4.3) are ‘turned on’. On the other hand, eigenstates 
may be delocalized over large regions of state space (cluster of gray circles in figure 4.1). 
Other feature states remain undiluted, overlapping strongly with a corresponding 
localized eigenstate (black circle in figure 4.1). Just how many of these there are at high 
vibrational energy, and where they are in the anharmonic state space of SCCl2, is a 
question we answer here. 
 
 
 
Figure 4.1. Schematic cut through the n1 (CS stretch), n4 (umbrella) and n6 (antisymmetric 
C-Cl stretch) modes in the anharmonic state space of SCCl2. Each circle is a feature state 
in the state space (an eigenstate of Hda  in eq. (4.2)). An undiluted feature state, 
equivalent to a localized eigenstate, is shown in black. In a spectrum, such a feature 
would be a single vibrational transition. A delocalized eigenstate contributing to many 
features is shown in gray. Likewise, a feature state can be diluted over many eigenstates, 
and a bright feature would show up in a spectrum as a clump of eigenstates. Feature 
states near the edge and in the interior of state space are also highlighted. 
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Table 4.1. Orders and potential constants (Vi) of the four most important resonances 
explicit in 
  
Wres. The other potential constant Vi can be found in the appendix of ref [39].  
Matrix elements of these resonances are evaluated using ladder operators, e.g. 
<030011|V1|020020>=-323√3√2√1 GHz. 
 
i Order Δn1 Δn2 Δn3 Δn4 Δn5 Δn6 Vi (GHz) 
1 3 0 1 0 0 -1 1 -323 
2 3 -1 0 0 0 1 1 -306 
3 4 1 1 0 0 -2 0 121 
4 4 0 0 -2 0 0 2 -24 
 
 
Quantitative measures 
To quantify what fraction of feature states remains undiluted, we use three measures 
of how statistical a feature has become. The first measure is the dilution factor. For a 
feature state |s> in state space diluted into eigenstates as | s >= Σ ± Ii(s )1/2 | i >  the dilution 
factor σ  [8] is given by 
 σ s = Neffs( )( )−1 = Ii
s( )2∑
Ii s( )∑( )2
 (4.4) 
The dilution factor is the inverse number of eigenstates over which a feature state is 
effectively diluted by anharmonic mixing. If the feature state carries oscillator strength, it 
would show up in the spectrum as a clump of lines with intensities Ii(s ) . The second 
measure is Heller’s F [11], defined as the ratio 
 Fs = σ ergodic /σ s ≤ 1/3  (4.5)  
F measures of how closely dilution of a feature state approaches the possible maximum 
dilution over state space. Subject to orthogonality restrictions, F cannot exceed 1/3 for a 
real symmetric matrix (our case) or 1/2 for a general Hermitian matrix.[2] Undiluted 
feature states have F << 13 . As a last measure, we introduce es , which approaches 1 if a 
feature state lies near the edge of state space, 0 if it lies in the interior of state space:  
 es = 1N N −1( ) (ni s( ) / n s( ) −1)2
i
∑  (4.6) 
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ni s( )  is the occupation number of mode ‘i’ in feature state |s>, and 
  
n s( )  is the mean 
occupation number of feature state |s>. e allows us to visualize whether the correlations 
predicted by our analytical model indeed occur [71]: that the edges of state space harbor 
more undiluted feature states than the interior (and hence harbor localized eigenstates), 
and that few if any interior states have large dilution factors. 
We classify ~3.5 million feature states, from E/h = 0-600 THz, by σ , F and e.  The 
dilution factor analysis reveals several families of feature states with different onsets of 
dilution caused by different resonances. F as a function of energy for randomly sampled 
feature states allows us to identify a threshold for IVR, where features become diluted 
over many eigenstates. The threshold is in rough (±50 THz) agreement with previous 
estimates of the energy flow threshold in SCCl2 [36,39,40]. The presence of edge states 
(figure 4.1) and resonances with different energy onsets are shown to broaden the 
threshold. In accordance with our analytical model, we observe a strong correlation 
between s and e: undiluted feature states lie exclusively near the edge of state space. The 
computed fraction of undiluted features and its scaling with vibrational energy are also in 
good agreement with the scaling of edge states in the analytical model [71].   
 
Computational methods 
Dilution factor calculation  
Our methods for calculating dilution factors have been discussed in detail [6,93,94]. 
Our full zero order basis set consists of the feature states (eigenstates of eq. (4.2)). To 
compute the dilution of a specific feature state |s>, a truncated basis is generated as 
follows. Initially, we generate all resonant couplings of |s> to other feature states with the 
correct symmetry in an energy window (±20 to ±60 THz) and within a cutoff distance in 
state space (Δn=7-14). A Lorentzian cutoff criterion (analogous to eq. (4.7) below) is 
employed to determine if a feature state belongs in a tier [93]. This process is then 
iterated, and up to 5 tiers are generated recursively. All couplings across adjacent and 
non-adjacent tiers are included in the final truncated matrix. Diagonalization yields 
approximate eigenstates |i> with overlaps <s|i>. Ii =|< s | i >|2  is used to compute dilution 
factors according to eq. (4.1). Convergence is achieved by increasing ΔE  and Δn  and 
  50 
extrapolating dilution factors directly. Matrix sizes below 10000x10000 made the 
computations trivially parallelizable on our multi-node cluster. Since we are interested in 
averaged quantities (σ), residual errors in individual eigenvector coefficients are 
immaterial. Near dissociation, eq. (4.1) of course does not describe feature states 
delocalized over the reaction coordinates, but these are a minute fraction of all states. 
Interior states with roughly evenly distributed quanta are in the majority. 
 
Heller’s fraction calculation  
We follow an earlier prescription [94,95], for computing Heller’s F, which is briefly 
described here. To obtain σ ergodic  in eq. (4.5), a reference Lorentzian lineshape is fitted to 
the width of the spectrum Ii(s ) . The intensities Ii(s )  are then replaced by fictive intensities 
Iiergodic  of the Lorentzian, and σ ergodic  is calculated from these intensities. Cutoff windows, 
ΔE  and Δn , were varied to converge 
  
F s( ) to within ±10% by extrapolation. A good 
indicator of convergence is that none of our F values exceeded 1/3. 
  
F s( ) was averaged 
over 200 randomly sampled feature states in each energy window. Some randomly 
sampled feature states had to be excluded from the average because they were so 
undiluted that a reliable Lorentzian fit could not be made. These states presumably have 
small F, so our values of F (especially at low energy) should be considered upper limits. 
 
Coarse graining of σ  
We used an automated algorithm that loops through the anharmonic state space, 
constructs and diagonalizes the matrix for each feature state, and computes σ. We 
computed σ for every feature state from the zero point energy to 450 THz. From 450 to 
600 THz, we computed σ for all feature states in representative 3 THz wide windows 
every 30 THz because a computation of the full density of states would be prohibitively 
expensive. Even then, ~ 3.5 million feature states had to be processed. For the ease of 
visualization, we binned feature states into energy ranges of 1.5 THz and σ ranges of 0.01 
to represent their statistics. 
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Results 
Figure 4.2A is a coarse grained plot of dilution factor vs. vibrational energy. We 
make two general observations for further analysis. There are notable patterns or ‘streaks’ 
beginning below 120 THz. These streaks correspond to different families of feature states 
that begin to dilute at different energies, and to different extents. In addition, there are 
quite a few undiluted feature states (σ > 0.5) even at 600 THz. We pick σ > 0.5 as the 
cutoff because fewer than 2 eigenstates effectively contribute to a feature state at that 
point.  
 
 
 
Figure 4.2. (A) Coarse grained plot of dilution factor σ. The energy axis is continuous to 
450 THz. The tick marks above 450 THz correspond to bins of width 3 THz, sequentially 
centered at 480, 510, 540, 570 and 600 THz. The color-coding corresponds to a 
logarithmic scale of the number of states per plotted pixel. Individual states are 
represented as black dots (regions of low state density). (B) Coarse grained correlation 
plot of e (closeness to edge) and σ. Color code is the same as in the top panel. 
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Figure 4.2B shows that out of ~3.5 million feature states, none that are undiluted lie 
in the interior of state space. In contrast, features nearest the edge (es > 0.9) are much 
more likely to be undiluted (σ  > 0.5). That correlation arises mostly from feature states at 
energies above 120 THz. At lower energies, most of the feature states are undiluted 
irrespective of being near the edge or in the interior of state space. As the energy 
increases, the only feature states that remain undiluted are those that dodge resonances 1, 
2 and 4 in table 4.1. This implies minimal occupancy of certain key modes, especially n5 
and n6, since all the major resonances in table 4.1 involve at least one of these modes.  
Figure 4.3A shows that only the four resonances in table 4.1 are important: the full 
calculation with all 43 resonances from ref. [39] is virtually indistinguishable from the 
resonance terms shown explicitly in eq. (4.3).  The importance of resonances was judged 
according to the criterion 
 
 
Lst =
1
1+ ΔEst V( )2
  (4.7) 
approaching unity. Here ΔEst  is the anharmonic energy gap (eq. (4.2)) between 
feature states ‘s’ and ‘t’ coupled by a resonance with coupling constant V from eq. (4.3). 
The IVR threshold depends on location in state space and is softened: anharmonic 
tuning of the energy gap in eq. (4.7) and the presence of several resonances create 
families of feature states located in different parts of state space, that go into resonance at 
different energies. The role of each major resonance in creating the feature state families 
is highlighted in figure 4.3B. First we computed σ by selectively leaving out the 
resonance highlighted in the label. With each suppressed resonance, a family of feature 
states disappears from the plot. Then we overlaid in red/gray the complementary 
scenario: all four major resonances are turned on, but only feature states susceptible to 
the highlighted resonance by coupling to at least one other feature state are shown. The 
plots thus highlight families of feature states associated with specific resonances.  
The following observations can be made about the primary origin of different families 
of feature states in Figure 4.2A. The family that starts at E ≈ 0, σ ≈ 1 (Figure 4.3B bottom 
panel) is diluted by the Darling-Dennison resonance #4 in Table 4.1. The diagonal 
anharmonicity in eq. (4.2) differs among feature states in this family, splitting it into 
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several sub-families: one reaches σ < 0.01 at 120 THz, a second one approaches small σ 
more gradually, a third starts at ≈ 150 THz and σ ≈ 1/3 as anharmonicity drives it into 
resonance, and the fourth and smallest sub-family remains undiluted because diagonal 
anharmonicity shifts the feature states outside the 24 GHz window required for the 2n3-
2n6 resonance to act. The three families that start at E ≈ 40-60 THz and σ ≤ 0.6 (top panel 
of figure 4.3B) arise from resonance #1. These families differ from each other in quantum 
number distribution, tuning them into resonance at different energies. One of these three 
families also has a large contribution from resonance #2, as can be noted from the middle 
panel of Figure 4.3B. Resonance #3 contributes in general terms to decreasing σ, but is 
not associated with a specific family in figures 4.2 and 4.3, so it is not shown. 
 
 
 
Figure 4.3. (A) Comparison of all resonances vs. the 4 strongest resonances. Each dot 
represents a feature state. (B) The black dots are feature states as in (A) except for the 
suppression of one resonance (highlighted red/grey in the label). Overlaid (in red/gray 
highlight) on each of these panels are the feature states that are susceptible to the 
suppressed resonance. Highlighted feature states are susceptible to resonance #1 in the 
top panel; resonance #2 in the middle panel; and exclusively to resonance #4 in the 
bottom panel. Resonance 3 is not shown because it accounts only for minor detail below 
240 THz. 
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Despite multiple onsets of IVR in different families of feature states, the state-
averaged F in Figure 4.4 does map out a threshold energy for IVR at 250-300 THz, where 
F increases significantly above 0. F (black dots) makes a transition from a plateau near 
zero (0.05 is an upper limit, as discussed in Methods) to a regime of increasing F. The 
state-averaged F reaches about 0.25 at the highest energies where we could converge the 
calculations. By extrapolation the averaged F does not reach 1/3 below 600 THz 
(dissociation). To confirm that some feature states can reach the theoretically expected 
maximum of 1/3 earlier, we also calculated F for a non-random subset of strongly diluted 
feature states (σ < 0.01, blue triangles in Figure 4.4).  For these feature states, F reaches 
1/3 at 540 THz.  
 
 
 
 
 
Figure 4.4. Plot of the mean F for randomly sampled states (black dots) and the most 
diluted states (blue triangles). The uncertainties in the mean are shown as error bars.  A 
linear fit to the black dots above 300 THz (red dotted line) intersects the energy axis 
above 240 THz.  
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Features with σ > 1/2 are at the opposite end of the spectrum. They persist in figure 
4.2A at high energy, but just how many? Figure 4.5 plots the probability P(E, σ > 0.5) 
that a feature state at energy E remains essentially undiluted. As can be seen, the fraction 
decreases from about 1/3 at 100 THz to about 1:103 at E/h = 600 THz.  
 
 
 
Figure 4.5. The blue curve (dotted) shows the fraction of states 
  
P E;σ > 0.5( )  with σ > 
0.5. The red curves show the fraction of states 
  
P E;Nedge > z( )  with 
  
Nedge  greater than 
z=3.6, 3.7 and 3.8. 
  
Nedge  is the number of modes at the edge (fewer than n/2 quanta from 
the edge for a resonance of order n). 
 
  
 
Discussion 
The vibrational spectrum of SCCl2, with experimental coverage from the zero point 
energy to the dissociation limit, provides an extensive record of vibrational feature states.  
All intense features in the spectrum have been assigned with the Hamiltonian in eq. (4.2), 
which fits line centers to within a few tens of GHz even above the dissociation limit.  
However, the vibrational peaks in the spectra are of variable width, and their intensities 
when scanned from different initial states are partly correlated [35,36,90]. This is because 
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eq. (4.3) (including the many smaller terms not shown explicitly) fragments spectral 
features into vibrational eigenstates, and many spectral features overlap and share 
eigenstates. The calculations in this chapter allow us to deduce whether there is a true 
threshold for the fragmentation of vibrational features into vibrational eigenstates, how 
sharp the onset is, and how many undiluted feature states can be expected to survive at 
the dissociation energy of SCCl2.  
If IVR were a global statistical process, i.e. if zero order states were randomly 
distributed in energy with random couplings, there would be no energy threshold of IVR.  
Feature states would simply become more gradually diluted as energy increases, until no 
undiluted features are left [7,36]. It has been known for a long time that the vibrational 
Hamiltonian does not satisfy the necessary Gaussian Orthogonal Ensemble properties, 
and that a tiered coupling structure more accurately represents the couplings [9,96-100]. 
Local coupling models such as by Stuchebruchov and coworkers [101], or Wolynes and 
coworkers [7], take this into account from the outset. In particular, the analytical model 
of Leitner and Wolynes (LW) predicts both a sharp threshold for IVR, and a bimodal 
distribution of dilution factors up to that threshold [55,102]. ‘Bimodal’ means that in 
addition to many diluted feature states, a separate group of feature states with σ > 0.5 
survives. 
Our computational results agree qualitatively with this view.  As explained in Results, 
Heller’s F analysis reveals a threshold for IVR at about 300 THz. Three other measures 
agree with the energy threshold assessed by F. 1) The threshold from Figure 4.4 roughly 
matches experimental estimates of the IVR threshold (ranging from 240 – 320 THz) 
[36,40]. 2) The families of feature states discussed above become indistinguishable above 
250-300 THz, except for the family with σ ≈ 1. 3) The dilution factor probability 
distribution P(σ, E) in ref. [39] ceases to be bimodal above E/h = 300 THz. As discussed 
by Leitner and Wolynes [55], the loss of a large group of feature states with σ > 1/2 
indicates onset of statistical mixing. 
There are some quantitative differences between LW and the computational results.  
Different families of feature states do go into resonance at different energies in different 
regions of state space, and experiments sampling different parts of state space also yield a 
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range of onset values. The ≈ 50-80 THz ‘softening’ in computed or real spectra compared 
to the LW model is not surprising. LW assume a mean coupling strength for all 
resonances and neglect the edges of state space in their analytical derivation. In Results, 
we saw that attenuation of different resonances through anharmonic tuning (figure 4.3), 
and the location of feature states closer to the edge of state space (figure 4.2) can retard 
the onset of dilution. 
 
 
 
 
Figure 4.6. Dilution factor distributions (black) of ~10000 binned states at representative 
energies. The red curves are stretched exponential fits (β =1/2, α ranges from 100 at 180 
THz to 250 at 480 THz). The blue curves are the LW model [55]. All the curves are 
shown on a logarithmic scale. 
 
 
The dilution factor distribution is also quantitatively different from LW. We 
investigated the dilution factor distribution P(σ, E) further in figure 6, by binning ~10000 
feature states at each energy. We confirm the result from ref. [39] that P(σ, E) ceases to 
be bimodal beyond 300 THz.  Largely undiluted feature states (σ > 1/2) still exist above 
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300 THz, but not enough to create a significant second maximum in P(σ,  E). The 
functional form of P(σ, E) between σ=0 and σ=1/2 decays much more slowly than in the 
LW model, and is best fitted by a stretched exponential, exp[−(ασ )β ]  (Figure 4.6). To 
find out the cause for the slower decay, we plotted P(σ, E) for feature states with es < 0.1 
only. That probability (not shown) drops more sharply between σ = 0 and 1/2, more in 
line with the LW model. Thus edge states are responsible for filling in the probability 
distribution at intermediate values: they do not dilute as much, as predicted by our 
analytical model. 
Having answered the question of an IVR threshold in the affirmative, with the caveat 
of a ‘softening’ due to the finite size of state space and multiple resonances that turn on at 
different energies, we turn to the question of undiluted feature states at high energy. As 
seen in figure 4.5, one in 1000 feature states remains undiluted at 600 THz, and hence 
about 1 in 1000 vibrational eigenstates are partly localized at the dissociation energy of 
SCCl2 in our model.   
Few of the undiluted feature states above 500 THz have n5 or n6 activity. We tested 
the importance of n5 and n6 activity further. First, we compared two randomly sampled 
sets of feature states with dilution factors below 0.05 at 540 THz. The set constrained to 
n5=n6=0 had F = 0.15 on average. The completely unconstrained set had F = 0.31 on 
average. Next, we visualized a subset of the anharmonic state space directly, and found 
the n5,n6 subspace very different from other subspaces. Figure 4.7 encodes the dilution of 
feature states on the 600±0.3 THz energy shell. In 4.7A, only the (n1,n3,n4) subspace is 
active, the other three modes having no population.  In 4.7B, all feature states on the 
energy shell are plotted. (The full energy shell is 5-dimensional, so it fills the 3-D plot.)  
The preferential segregation of undiluted (large purple, blue, green) feature states towards 
the (n1,n3,n4) edges is very apparent. This agrees with experimental data. Most of the 
sharp spectral features in the high energy SEP spectra of SCCl2 that were recently 
assigned fall on the (n1,n4) plane and its immediately neighboring planes along n2 and n3.  
If we identify assigned spectral features from Chapter 3 [90] with the corresponding 
feature states from our present calculation, σ ranges from 0.2 to 0.9 with a mean of 0.5. 
Sharp features in the spectra indeed correspond to undiluted feature states in the 
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calculation. Figure 4.7 also shows the same energy shell in the (n3,n5,n6) subspace. The 
majority of feature states in 4.7C, in spite of all being near-edge states (non-occupancy in 
modes n1, n2 and n4), are highly diluted due to their strong susceptibility to resonances.  
Figure 4.7D, in strong contrast with 4.7B, shows very few undiluted feature states, and 
what few there are lie near the edges. Undiluted feature states are the ones that avoid n5 
and n6 excitation, and the interior of state space, in that order or importance. 
 
 
 
 
Figure 4.7. 3D subspaces showing the dilution of states on the 600±0.3 THz energy shell. 
(A,B) show the (n1,n3,n4) subspace. States in (A) are constrained by the non-occupancy of 
n2, n5 and n6 modes, whereas (B) shows all states. (C,D) show the (n3,n5,n6) subspace.  
States in (C) are constrained by the non-occupancy of n1, n2 and n4 modes, whereas (D) 
shows all states. Size and color coding is based on dilution factor, as shown in the legend. 
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Table 4.2. Quantum numbers of feature states with σ > 0.5 in a 0.1 THz window at 600 
THz. Symmetry allowed spectral features are shown in bold, and one experimentally 
assigned bright state is marked with an asterisk. 
 
 
n1 n2 n3 n4 n5 n6 
8 0 1 22 0 1 
11 0 1 16 0 0* 
0 16 3 25 0 0 
0 2 69 0 1 0 
8 0 4 21 0 0 
0 0 12 30 3 0 
0 1 0 39 1 0 
1 0 3 37 0 0 
0 37 4 3 1 0 
0 39 1 4 0 0 
4 18 1 15 0 0 
2 37 1 1 0 0 
2 34 3 3 0 0 
5 0 1 29 0 0 
6 1 0 26 0 1 
6 21 7 4 0 0 
6 1 0 25 1 0 
6 23 5 3 0 0 
2 11 1 26 0 0 
11 0 0 16 0 1 
1 37 2 3 0 0 
3 14 1 21 0 0 
9 13 1 8 0 0 
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How does the 1:1000 undiluted fraction of feature states at 600 THz compare with the 
analytical model and with experiment? Our analytical model predicts that on average, 
feature states with sufficiently many modes near the edge will have F << 1/3 [71]. The 
quantitative definition adopted for ‘near the edge’ is that for a mode involved in a 
coupling of order n, it must be at least within n/2 of the edge, that is, the quantum number 
assigned to that mode in a feature state must be ≤ n/2. In figure 4.5, we compare the 
analytical model predictions for Nedge > 3.6 to Nedge > 3.8 with our computational model 
for σ > 0.5. The result shows that on average at least 3.7 modes must be near the edge for 
a feature state to remain undiluted. This agrees very well with the experimentally 
assigned SEP spectral features between 600-640 THz in Chapter 3 [90], for which on 
average 3.5 modes are near the edge.  
The agreement with the experimentally observed density of bright spectral features is 
not as good. Only 1:104 feature states were observed as sharp vibrational transitions by 
SEP around 600 THz, not 1:103 [90]. The apparent discrepancy has two causes, 
symmetry and Franck-Condon overlap. Only one in four feature states produces 
symmetry allowed 
  
˜ X ← ˜ B  transitions. Taking into account the minimal occupancy of v5 
and v6 in undiluted features, that factor becomes one in 2.6 (numerical estimate at 600 
THz). Secondly, only about a third of the undiluted feature states of correct symmetry 
have enough Franck-Condon activity to show up in the experimental spectra. Table 4.2 
shows as an example of the undiluted (σ > 0.5) feature states within a 0.1 THz window at 
600 THz. One can see the types of feature states that are predicted to be undiluted, but 
invisible: those with v1-v4 combinations that are not Franck-Condon accessible from the 
 B  state, or those with too much v2/v3 excitation to match the small  X − B  Franck-
Condon shift in these modes. 
 
Conclusion 
A detailed connection between generic descriptors of state mixing and the resonance 
structure of SCCl2 illuminates several important questions about the transition from 
localized to delocalized vibrational eigenstates in this molecule. Experiments have shown 
that bright spectral features morph from normal modes to other localized modes gradually 
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as energy is increased [90], but does this imply the absence of a threshold? We say no: 
Heller’s F and other criteria show a threshold to free energy flow beginning at 250 THz. 
If the threshold is not completely sharp, what is the cause? We propose two reasons: edge 
states are especially robust to dilution, undergoing the transition at higher energy if at all 
as predicted by our analytical model, but also several resonances acting in different 
regions of state space and at different threshold energies are responsible. Could enough 
localized vibrational eigenstates survive above the threshold region to cause failure of 
statistical models of chemical reactivity? Not in SCCl2, where the fraction of such states 
is only 1:103, and only 1:104 are optically accessible. However, these numbers agree well 
with experimental data and our analytical scaling model, which shows that feature states 
with F << 1/3 become prevalent as molecular size increases [71]. One analysis of alkanal 
torsional transitions already showed that RRKM theory has to be amended to deduct the 
corresponding partly localized vibrational eigenstates from the microcanonical state 
count [103,104] in order to achieve agreement with spectroscopy experiments on the 
isomerization transition [25]. 
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CHAPTER 5. 
The  A← X  stimulated emission pumping of SCCl2∗  
 
Introduction 
Thiophosgene (Figure 5.1) is a “tailor-made molecule for studying the spectroscopic 
and photophysical properties of medium sized systems” [27]. Its two fluorescent excited 
electronic states [28,32,41,73,105], as well as ‘dark states’ [27,33,34], have been 
characterized in detail.  In particular, the  A  state symmetry combined with a missing 
‘promoting mode’ of the right symmetry explains why the ground and first excited states 
do not interact strongly by radiationless coupling [30]. 
This peculiarity of the  X - A  interaction leads to vibrational structure in the  X  state 
that can be accounted for by a single potential surface up to and above the lowest 
dissociation limit.  The vibrational structure has been analyzed in detail [35-37]. The 
results indicate that vibrational energy flow (IVR) in SCCl2 is a power-law process rather 
than a rate process [37-39], and that IVR has a threshold with an onset for free energy 
flow at E/h ≈ 250 THz because of local coupling structure [36,39]. The state space model 
of IVR, in which ‘bright’ states are considered as lattice points of a 3N-6 dimensional 
space of vibrational quantum numbers, and energy flow is a diffusion process among all 
energetically accessible lattice points [93,106], accounts for these observations. 
Here we extend the existing fluorescence and stimulated emission pumping (SEP), 
[5] studies of SCCl2 to include  X← A  transitions from 209-240 THz (Figure 5.1). The 
 A  state, like the  B  state, is non-planar with an extended CS bond. It nonetheless has 
Franck-Condon factors significantly different from the  B  state [28,32]. We were able to 
probe vibrational energy levels with higher quantum numbers in the symmetric Cl-C-Cl 
stretching (v2) and bending (v3) modes, pushing quantum numbers up to 4 and 5, 
respectively. The maximum excitation observed in each of the six modes is now (n1-6 = 
15,4,5,18,2,2).                                                          
∗ partially reproduced from P. D. Chowdary, B. Strickler, S. Lee and M. Gruebele, Chem. 
Phys. Lett. 434, 182, 2007. 
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Figure 5.1. Pump-dump scheme used to access vibrational states on the ground electronic 
state surface of thiophosgene with activity in the v2 and v3 modes. The excitation spectrum 
of the  A  state, with the three upper states used in this study identified, is shown along 
with an SEP spectrum and potential energy surfaces based on refs. [92] and [32]. 
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As a result, a more complete set of ‘interior’ states is available for study. Interior 
states have vibrational character derived from many vibrational modes of a molecule 
[93]. Interior states constitute the majority of states in state space at all but the lowest 
energies. They are the sink into which energy ultimately flows, and thus important for 
testing local coupling IVR models such as the Logan-Wolynes model or the Bose 
Statistics Triangle Rule (BSTR) model [7,94]. Interior states are also the ones least likely 
to be modeled well by classical mechanics: by distributing vibrational quanta evenly 
among modes, they remain as close as possible to the weakly-coupled harmonic 
oscillator limit. SEP of SCCl2 provides direct access to such states, complementing 
multi-resonance experiments that attempt to access interior states from edge states in 
several steps [107]. 
 
Experiment∗ 
SCCl2 from Sigma-Aldrich was seeded into a helium molecular beam at 1-2% partial 
pressure. The total backing pressure was 0.1 MPa, to prevent any leakage of 
thiophosgene from the vacuum system. The final background pressure in the vacuum 
chamber was 0.3-2.10-2 Pa, achieved with a 0.5 mm orifice piezoelectric valve operating 
at 20 Hz. 
By SEP,  X vibrational states are probed by pumping an  A  state vibrational energy 
level, then dumping population with a second laser pulse to the desired ground state level 
[5]. In the  A  state, we pumped three vibrational levels, the 113141 (at E/h = 595.53 THz), 
2241 (at E/h = 589.78 THz) and 112141 (at E/h = 602.54 THz) states assigned previously 
by Brand et al. [28]. Excitation spectra are shown in figure 5.1. Only the 35Cl35Cl 
isotopomer at the blue edge of the bands was pumped. The three states provide Franck-
Condon activity in modes 2 and 3 alone or combined. The dumping frequency is then 
scanned, and vibrational states on the ground state surface are detected by monitoring 
depletion of the fluorescence from one of the three upper states whenever a resonance 
occurs.  
                                                        
∗ experimental work is done by B. Strickler and S. Lee at the University of Illinois 
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Two nanosecond dye lasers of 3 GHz bandwidth pumped by synchronized frequency-
doubled/tripled Nd:YAG lasers provided the pump and dump wavelengths. The pump 
laser operated at 40 Hz and about 500 nm (Coumarin 500 dye). The dump laser operated 
at 20 Hz in the range 770-840 nm (LDS 821 dye).  
The fluorescence lifetime of the  A  state is several microseconds. To detect the 
depletion, the dump laser was set to 25-30 ns after the fluorescence peaked in time, 
followed by a boxcar gate 45 ns after the fluorescence peak. The gate signal was 
collected at 40 Hz alternating between the dump laser on and off, and calculated as 
 
 S = 1−
DUMPON
DUMPOFF
POWERDUMP
 (5.1) 
 
The dump power was averaged over several shots for normalization, and obtained 
from a ns silicon photodiode using a reflection from the beam-combining optic where the 
dump and pump pulses are superimposed to overlap in the molecular beam chamber.  
Depletion did not exceed 30% of the laser signal to keep relative intensities reasonably 
accurate. 
The resulting SEP spectra are shown in figure 5.2. The spectra were calibrated using 
a 0.5 m grating monochromator or the internal dye laser calibration, accurate to ±9 GHz.  
Data were collected in 9 GHz steps to provide sufficiently many data points sampling the 
rotational contours. Spectral segments taken with different dyes were overlapped and 
matched in frequency and intensity, and baseline subtracted. We estimate that relative 
intensities are accurate to about 25% across the entire spectrum. 
The vibrational band contours consist of two ≈ 30 GHz wide lobes whose maxima are 
separated by about 100 GHz. Figure 5.2 shows a simulation of the rotational band 
contour obtained using the program ASYMTOP, which computes SEP spectra taking 
into account axis switching in the excited state, permutation symmetry of the chlorine 
nuclei, rotational temperature, and laser bandwidth. The molecular constants for both  A  
and  X  states of thiophosgene have been adopted from a recent rotational analysis of the 
high-resolution fluorescence excitation spectrum [32]. The simulation fits best with a 
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rotational temperature of 7±2 K. The lower frequency lobe (from the point of view of the 
dump laser) contains mainly R-branch lines of the X← A  transition, in the range J'' ≈ 12 
- 16, while the higher frequency lobe contains P and Q branch lines of the b-type 
transition. The band origin is located about 8 GHz higher than the P/Q lobe.  Figure 5.2 
shows a stick spectrum of rotationless vibrational band origins derived from the original 
band contours, along with assignments. Table 5.1 summarizes the observed transition 
frequencies.   
 
 
Figure 5.2. SEP spectra from the three upper states assigned in figure 5.1. A detail view 
shows how rotational contours are identified and rotationless vibrational band centers are 
assigned. Another detail view compares a rotational contour to a simulation of the SEP 
spectrum for a molecular beam rotational temperature of 7 (±2) K. J'' ≈ 12-16 states were 
mainly populated in these experiments. 
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Table 5.1. Assignment of 113 new vibrational feature states on the  X  state of SCCl2, 
together with the results from the fit to eq. (5.2). The energies are in E/h = THz. 
 
Obs Calc n1 n2 n3 n4 
210.15 210.18 3 0 3 6 
210.33 210.25 0 3 3 10 
210.84 210.81 1 4 4 6 
210.90 210.95 2 1 2 8 
211.24 211.20 0 1 0 14 
211.34 211.38 4 4 2 0 
211.48 211.43 4 1 4 2 
211.65 211.56 1 2 1 10 
211.95 211.99 0 3 0 12 
212.03 211.97 3 2 3 4 
212.29 212.40 2 3 2 6 
212.64 212.70 1 4 1 8 
212.86 212.87 4 1 1 4 
213.02 213.13 0 2 5 10 
213.33 213.41 3 2 0 6 
213.66 213.63 4 3 4 0 
213.86 213.81 3 4 3 2 
214.46 214.43 3 1 5 4 
214.63 214.53 1 1 3 10 
214.99 214.89 5 2 2 0 
215.15 215.05 2 2 4 6 
215.20 215.14 0 2 2 12 
215.21 215.16 4 3 1 2 
215.97 215.85 0 4 2 10 
216.02 216.10 1 1 0 12 
216.12 216.15 3 3 5 2 
216.20 216.14 3 1 2 6 
216.51 216.43 2 4 4 4 
216.95 216.75 2 2 1 8 
217.30 217.21 1 3 0 10 
217.57 217.40 1 0 5 10 
217.65 217.57 4 2 3 2 
218.04 217.95 3 3 2 4 
218.38 218.28 1 2 5 8 
218.44 218.43 5 1 1 2 
218.65 218.78 0 3 4 10 
218.75 218.78 3 0 4 6 
219.09 219.23 1 0 2 12 
219.23 219.21 1 4 5 6 
219.56 219.58 2 1 3 8 
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Table 5.1 (cont.) 
Obs Calc n1 n2 n3 n4 
219.80 219.80 4 4 3 0 
220.20 220.22 1 2 2 10 
220.38 220.46 3 2 4 4 
220.64 220.68 0 3 1 12 
220.73 220.83 5 0 3 2 
220.77 220.93 2 3 3 6 
221.31 221.21 4 4 0 2 
221.39 221.25 1 4 2 8 
221.64 221.49 4 1 2 4 
221.89 221.99 4 3 5 0 
222.02 222.06 3 2 1 6 
222.25 222.20 3 4 4 2 
222.62 222.51 2 3 0 8 
223.22 223.14 1 1 4 10 
223.43 223.38 5 2 3 0 
223.68 223.67 4 3 2 2 
223.78 223.78 0 2 3 12 
224.08 224.04 1 3 4 8 
224.14 224.20 6 1 1 0 
224.70 224.74 3 1 3 6 
224.76 224.85 1 1 1 12 
225.39 225.38 2 2 2 8 
226.04 226.04 4 2 4 2 
226.30 226.46 6 0 3 0 
226.49 226.45 3 3 3 4 
226.83 226.75 2 4 2 6 
227.10 227.01 5 1 2 2 
227.23 227.27 0 3 5 10 
227.61 227.51 4 2 1 4 
227.83 227.93 3 3 0 6 
228.00 227.94 1 0 3 12 
228.31 228.15 2 1 4 8 
228.95 228.83 1 2 3 10 
229.20 229.31 0 3 2 12 
229.37 229.37 5 0 4 2 
229.68 229.75 1 4 3 8 
229.69 229.78 2 1 1 10 
230.01 230.05 4 1 3 4 
230.41 230.42 1 2 0 12 
230.63 230.65 3 2 2 6 
231.11 231.13 2 3 1 8  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Table 5.1 (cont.) 
Obs Calc n1 n2 n3 n4 
231.53 231.46 1 4 0 10 
231.69 231.70 1 1 5 10 
231.83 231.82 5 2 4 0 
231.92 231.91 0 0 4 14 
232.35 232.37 0 2 4 12 
232.72 232.73 2 0 3 10 
232.81 232.76 6 1 2 0 
232.95 232.86 0 4 4 10 
233.03 233.15 5 2 1 2 
233.39 233.29 3 1 4 6 
233.43 233.49 4 3 0 4 
233.63 233.56 1 1 2 12 
233.93 233.95 2 2 3 8 
234.23 234.18 0 2 1 14 
234.67 234.79 0 4 1 12 
234.73 234.82 3 1 1 8 
234.94 234.97 6 0 4 0 
235.02 234.89 3 3 4 4 
235.48 235.47 2 2 0 10 
235.65 235.55 5 1 3 2 
236.10 236.08 4 2 2 4 
236.30 236.48 4 4 5 0 
236.56 236.52 3 3 1 6 
236.83 236.84 2 4 0 8 
237.23 237.38 1 2 4 10 
237.59 237.63 3 0 3 8 
237.85 237.89 0 3 3 12 
238.02 238.21 1 4 4 8 
238.39 238.46 2 1 2 10 
238.54 238.57 4 1 4 4 
239.07 239.01 6 2 1 0 
239.29 239.20 3 2 3 6 
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Results and Discussion 
The SEP spectra originating from the three upper states shown in figure 5.2 had 
assignable activity in all but the v5 mode. The v1 mode (C-S stretch) is less Franck-
Condon active than in the ˜ B  state SEP spectra. The v4 mode (out-of-plane bend) has 
comparable Franck-Condon activity, due to a large shift in the out-of-plane angle (from 
24° in the  A  state to planar). By virtue of its b1 symmetry, v4 was observed in odd 
quanta in the  A  state, and even quanta in the final  X  state. The v2 and v3 modes 
(symmetric stretch and bend involving the Cl atoms) show significantly more activity 
than in the ˜ B  state SEP spectra. 
 An initial set of assignments was based on transitions previously observed by 
dispersed fluorescence spectroscopy. Based on the contact-transformed effective 
Hamiltonian in ref. [39], χ23 is expected to have a value between –30 and – 60 GHz. 
Scanning this range yielded an essentially complete assignment that accounted for all 
reasonably strong transitions as belonging to vibrational states with activity in some 
combination of modes v2, v4 and v6. Some v6 activity had also been observed by Brand et 
al. in the  A  state excitation spectra.  Most of the remaining weak transitions could be 
assigned to states with n6 = 2, but assignments are for the most part ambiguous because 
several plausible candidates were predicted and are thus not given here. 
 Four hundred and eighty two SC35Cl2 vibrational band origins are assigned in all (not 
including the SEP transition from Chapter 3).  New states (not previously assigned in ref. 
[37]) are summarized in table 5.1. The new transitions reported here, together with all 
previously measured  X  state vibrational levels, could be fitted to the effective 
Hamiltonian without explicit resonances from ref. [37] 
  
Hvib = ω i∑ vi + 12( ) + χij vi + 12( )∑ vj + 12( )
+ χ114 v1 + 12( )2∑ v4 + 12( ) + χ144 v1 + 12( )∑ v4 + 12( )2
 (5.2) 
20 parameters from eq. (5.2) were fitted, as shown in table 5.2. The overall χ2 for the fit 
was 1.14, computed based on a maximum calibration uncertainty of ±90 GHz for 
fluorescence transitions, and ±60 GHz for SEP transitions (mainly due to problems in 
deconvoluting overlapping transitions).  
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Table 5.2. Effective Hamiltonian parameters for the fit of all 482 assigned  X  state 
vibrational levels of SCCl2 to the Hamiltonian in eq. (5.2). Values and uncertainties (in 
parenthesis) are in THz.  
 
ω1 34.634 (24) 
χ11 -0.1332 (14) 
χ12 -0.0446 (50) 
χ13 -0.0298 (32) 
χ14 -0.1145 (23) 
χ15 -0.236 (38) 
χ16 -0.090 (5) 
ω2 15.414 (46)  
χ22 -0.0518 (59)  
χ23 -0.0519 (48) 
χ24 -0.0628 (23) 
ω3 8.928 (27) 
χ33 -0.0245 (40) 
ω4 14.271 (10) 
χ44 -0.0064 (7) 
χ46 -0.0596 (43) 
ω5 24.661 (120) 
χ55 0 (fixed) 
ω6 9.062 (50) 
χ66 0.378 (fixed) 
χ114 -0.00159 (14) 
χ144 0.00060 (12) 
 
 
As found previously, the two small cubic terms χ114 and χ144 significantly improve 
the fit for levels with large quanta in these modes. The anharmonic constant χ23 = -52 is 
somewhat larger in magnitude than the effective Hamiltonian result in ref. [39] (-37 
GHz).  However, eq. (5.2) does not treat the two strongest resonances in the spectrum 
explicitly. Analysis of the full normal coordinate Hamiltonian [37,44], as well as of the 
contact-transformed Hamiltonian [39], both show that the (0,1,0,0,-1,1) resonance vector 
involving  v2 is important and this could account for the shifted anharmonicity parameter. 
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The value of χ34 obtained from our fits was small and unreliably determined, so we 
constrained the parameter to 0.  Its value is –66 GHz in the contact-transformed effective 
Hamiltonian.  The v3 mode participates in a 24 GHz Darling-Dennison resonance with 
the higher frequency b2 symmetry v6 mode [39], which could be partly responsible for the 
shift in anharmonicity. We searched for alternative assignments of v3-containing 
progressions. Values of χ34 near -60 GHz resulted in many unassignable strong 
transitions, and also contradicted progressions involving v1 and v4 modes observed by 
dispersed fluorescence spectroscopy. J” ≥ 12 is observed in our experiments, so the 
strong Coriolis resonance between the v3 and v6 modes could also contribute to the small 
χ34 value, and to the large uncertainty in χ66 in ref. [37]. 
 The spectra in figure 5.2 contain information about vibrational energy flow near E/h 
= 225 THz.  The dilution factor 
 σ = |< 0 | i >|2
i
∑ =
Ii
2
i
∑
( Ii
i
∑ )2  (5.3) 
quantifies how much a ‘bright’ state |0> mixes [8]. In a spectrum with vibrational line 
intensities Ii, extensively coupled bright states are diluted into clumps of many 
eigenstates |i> and have σ ≈ 0; weakly coupled bright states have σ ≈ 1 (figure 5.3) and 
are nearly eigenstates themselves. Local coupling models predict a threshold for energy 
flow [7,101]. These models furthermore predict that energy flow near threshold tends to 
be “all or nothing”, i.e. there are more states with σ ≈ 0 or σ ≈ 1 than with σ ≈ 0.5. 
As a result, vibrational spectra near threshold should contain an excess of either 
highly fragmented or unfragmented feature states over slightly fragmented feature states, 
assuming of course that the spectrum is representative of the full state space. If the 
bimodal distribution of σ is pronounced enough, the spectrum autocorrelation function  
 AC (Δω ) =< I(ω )I(ω + Δω ) >C       (5.4) 
becomes double-exponential (instead of single-), and this was observed previously for 
SCCl2 vibrational states at 220-320 THz accessed by SEP from the  B  state [36]. The 
subscript “C” indicates a circular autocorrelation function, where frequencies w+Δw 
above the spectrum’s frequency range are wrapped around. Rotational band contours  
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Figure 5.3. Three-mode state space in the threshold region, showing quantum states in a 
feature state basis as lattice points. Some bright feature states (1) are coupled resonantly 
(thick lines) or off-resonantly (dotted lines) to dark features states, and have fragmented 
spectra (σ << 1). Other bright states (2) at nearly the same energy are uncoupled (σ ≈ 1).  
The spectrum (top) does not sample dark states (open circles), which may weight states 
with σ ≈ 0 and σ ≈ 1 differently.   
 
 
Figure 5.4. Autocorrelation function of the three concatenated spectra. Concatenation 
improves the signal-to-noise of the autocorrelation somewhat, although the three spectra 
are not completely linearly independent of one another. Also shown is a single exponential 
fit to the autocorrelation function. 
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contribute to AC on a <100 GHz scale, smaller than the frequency range of interest here. 
The faster of the two decay components corresponds to unfragmented bright states, the 
slower to fragmented bright states. The circular autocorrelation of the three concatenated 
210-240 THz  X← A  SEP spectra from figure 5.2 is shown in figure 5.4. A single 
exponential fit accounts for the autocorrelation, and its ≈ 0.5 THz decay corresponds to 
the faster of the two decay components reported earlier [36]. 
Thus the data reported here sample vibrational levels below the energy flow 
threshold. There are two plausible explanations: One is that the threshold region indeed 
lies above 240 THz, and was sampled by SEP from the  state, but not by the lower 
energy states sampled here. Earlier calculations of the dilution factor distribution found 
that the bimodal region of SCCl2 ends between 210 and 270 THz when all states are 
included [39]. The effective Hamiltonian calculations in Chapter 5 using different 
quantitative measures also identify 250 – 300 THz as the energy flow threshold, well in 
agreement with the 240-320 THz bracket set by the SEP experiments.  
It is also likely that the  A  state SEP spectrum samples a different part of state space, 
where fragmentation has not occurred yet. Earlier calculations show that at sufficiently 
low energy, inclusion of interior states (figure 5.3) makes the distribution of σ less 
bimodal. The current data set includes more interior states than the  B  state data set. Thus 
the results are also compatible with less fragmentation among the observable interior 
states of SCCl2. As discussed in [50], either case is possible. On one hand, interior states 
have more potential coupling partners than edge states (figure 5.3); on the other hand, 
they are weakly coupled because of fewer quanta in each mode. For SCCl2, the larger 
number of coupling partners does not appear to outweigh the reduced anharmonicity of 
interior states in the 210-240 THz energy range. 
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CHAPTER 6. 
Vibrationally adiabatic 2D torsional potential of trans-
stilbene∗ 
 
Introduction 
Zero point vibrational energy (ZPE) can be an important correction for molecules that 
undergo large amplitude motions over small barriers [108]. A salient example is the 
HNCO molecule, where such corrections alter the predicted equilibrium structure from 
linear to bent [109]. Advances in computing power now permit accurate calculation of 
torsional energy profiles of larger π-conjugated systems [110-115]. Conjugation leads to 
a considerable torsion dependence of the vibrational frequencies in such systems. As the 
accuracy of electronic structure calculations approaches the ±1 kJ.M-1 level [112,115-
117], ZPE can make a significant contribution to effective torsional potentials [111,115]. 
A case in point is the planarity (or lack thereof) in the ground state equilibrium 
geometry of trans-stilbene. The two torsional modes, which could lead to nonplanarity, 
are the in-phase and anti-phase combinations of phenyl rotations, as shown in figure 6.1. 
While there were early indications that the isolated molecule could be nonplanar [118-
121], rotationally resolved fluorescence [122] and high-resolution studies [123-125] have 
since conclusively favored the planar structure. This posed a challenge to theory for over 
a decade, with fairly reliable ab initio calculations [121] (MP2/6-31G*) predicting a non-
planar structure (phenyl rings twisted anti-phase by 26.6˚), and indicating a barrier to 
planarity of about 3.3 kJ.M-1. In accord with earlier work on styrene [126] recent 
benchmark ab initio calculations [110] show that the apparent barrier at the MP2/6-
31G** level arises in large part from limited basis sets. 
In this chapter, we show that consideration of zero-point effects also tips the balance 
toward planarity, and that these effects are of a magnitude comparable to basis set effects. 
To this end, we start with a vibrational analysis at the MP2/6-31G** level, known to                                                         
∗ partially reproduced from P. D. Chowdary, and M. Gruebele, Chem. Phys. Lett. 440, 7, 
2007. 
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yield a non-planar equilibrium geometry [110]. We explicitly sample the two torsional 
large amplitude modes, and treat the zero point effect of all the higher frequency 
vibrations in the adiabatic approximation. The resulting downward corrections of the 
torsional barriers are on the order of 2.4 kJ.M-1, comparable to the differences in barriers 
obtained with different moderate to large basis sets. Localization of modes, upon reduced 
conjugation when the molecule is twisted, leads to larger frequencies on average, and 
hence a positive zero point correction for the twisted molecule. We find that the effective 
one-dimensional zero point energy of the in-phase torsion lies above the residual barrier 
height of 13 cm-1, and even the out-of-phase barrier (58 cm-1) is lowered, so a 
considerably smaller basis set correction will be enough to make the molecule planar. 
 
 
 
 
Figure 6.1. Geometric structures (labeled a, b and c) of trans-stilbene at several values of 
the torsional paths θ1 (anti-phase) and θ2 (in-phase) are shown. Angles in parentheses 
denote (θ1, θ2). Normal mode displacements corresponding to the anti- and in-phase 
torsions at each geometry are shown by red (light gray) arrows on each structure. The 
inset defines the two torsional coordinates θ1, θ2 in terms of the two dihedral angles φ1, φ2. 
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Computational methods 
Unless otherwise stated, all ab initio calculations were performed using 
GAUSSIAN-03 [58] with a second order perturbation theory (MP2) treatment of the 
electronic structure using the 6-31G** basis set. These MP2 calculations predict the 
planar geometry to be a saddle point with two imaginary frequencies. The anti-phase 
torsional path (θ1 in figure 6.1) has a barrier of 260 cm-1 and a global minimum at 26.7˚. 
The in-phase torsional path (θ2 in figure 6.1) has a barrier of 198 cm-1 and a minimum at 
25˚. The two torsional paths are related to the individual torsional angles φi by 
 θ1 =
1
2 φ1 −φ2( ), θ2 =
1
2 φ1 + φ2( )  (6.1) 
Note that φ1 and φ2 are defined in terms of the ‘inner’ (τ5312,τ6421) torsion angles in 
figure 6.1.  
The molecule has a barrier in two large amplitude torsions. The simplest approach to 
including ZPE effects is thus to construct a two-dimensional potential, adiabatic in the 
remaining high frequency modes. As trans-stilbene twists away from the planar 
geometry, the in-phase torsion in particular (essentially the out-of-plane ethylenic 
distortion) mixes with other modes (primarily the phenyl rocking mode). This large 
amplitude motion calls for an accurate separation of the torsions from the remaining 3N-8 
modes, achieved by projecting out the full curvilinear representations of the torsional 
modes.   
First, a geometry optimization constrained only in the torsional modes was performed 
at 45 unique points on the 2D surface (three representative geometries are shown in 
figure 6.1). A uniform grid with increments of 9˚ was sampled from –45˚ to 45˚ in both 
φ1 and φ2, and additional points with φ1 or φ2 up to 90˚ were included to map the 
periodicity of the 2-D torsional surface. This sampled a complete set of θ1 and θ2 values 
beyond ±45°, twice the angular range of the ab initio torsional energy minima. All other 
internal degrees of freedom ri were relaxed according to 
 
 
∂ Vai θ1,θ2 ,ri( )( )
∂ri θ1 ,θ2
= 0; i = 13N − 8   (6.2) 
where Vai θ1,θ2 ,ri( )  is the full ab initio potential surface.  
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Next, we adopted the reaction surface approach of Carrington and Miller [127] for the 
treatment of the large amplitude torsional motions. Eq. (6.2) yieldsVai θ1,θ2( ) , the relaxed 
torsional surface minimized in the remaining 3N-8 degrees of freedom.  By treating the 
remaining higher frequency vibrations as harmonic modes orthogonal to the torsional 
modes, the overall potential can be written in the form   
 V (θ1,θ2 ,Q1...Q3N −8 ) = Vai θ1,θ2( ) + 12 ω i θ1,θ2( )
2Qi2
i=1
3N −8
∑  (6.3) 
Eq. (6.3) assumes separation of the torsional modes from the local harmonic modes, 
except for the adiabatic dependence of the higher frequencies on the torsional 
coordinates. Decomposition of the normal modes of trans-stilbene at the planar geometry 
into internal coordinates using GAMESS [128] confirmed that the two modes with 
imaginary frequencies correspond to the anti- (32i cm-1) and in-phase (116i cm-1) linear 
combinations of the four dihedral angles. Infinitesimal displacements in θ1 and θ2 are 
well approximated by 
 dθ1
→
= dτ 5312
→
+ dτ 6421
→
+ dτ 7312
→
+ dτ 8421
→
dθ2
→
= dτ 5312
→
− dτ 6421
→
+ dτ 7312
→
− dτ 8421
→
 (6.4) 
in terms of the angles illustrated in figure 6.1. Normal mode displacements corresponding 
to the large amplitude torsions at different geometries on the 2-D surface are also shown 
in figure 6.1.                                 
Eq. (6.4) was used to evaluate the projector matrix [127] that enforces the Eckart-
Sayvetz conditions when both curvilinear torsional modes are displaced. The projector 
matrix was then used to remove the two torsional coordinates (as well as rotation and 
translation) from the 3Nx3N Cartesian force constant matrix at each relaxed geometry. 
The resulting force constant matrix was diagonalized at each of the grid points, yielding 
the 3N-8 adiabatic harmonic frequencies as a function of θ1 and θ2. The harmonic ZPE 
surface was obtained as ZPE(θ1,θ2 ) = Σiω i (θ1,θ2 ) / 2 . The successful projection of the 
two torsional modes as well as the translational and rotational motions is verified by the 
eight approximately zero frequencies obtained in the calculation [127]. (Note that the ω 
defined in this chapter are harmonic vibrational frequencies, not angular frequencies). 
 
  80 
 
Figure 6.2. The local harmonic frequency shifts as a function of θ1 (left) and θ2 (right) 
relative to the planar geometry. A set of 35 modes (out of 70) which shift by > 3 cm-1 
between θi=0 and θi=27 are shown and the most important ones are identified by the 
corresponding normal mode frequency (cm-1) at the planar geometry. Appendix B 
contains further data to uniquely identify the modes. 
 
 
Analysis and discussion of the adiabatic potentials 
Figure 6.2 shows the torsional coordinate dependence of 35 frequencies that vary by 
more than 3 cm-1 between θi = 0˚ and θi = 27˚, approximately where the potential minima 
are located. Except for a few cases, displacement of θ1 or θ2 causes a similar smooth 
trend in the frequencies.  The average frequency increases along both coordinates, a trend 
that can be rationalized based on decreased conjugation and localization of phenylic and 
ethylenic modes as the molecule is twisted out of plane, although specific molecules may 
show different trends [111].  
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The 3N-8 harmonic modes were easily mapped along θ1 and θ2 by visual inspection 
in MOLDEN [129], suggesting no significant mixing of these modes except for a few 
cases.  We tabulate all 3N-8 local harmonic frequencies along θ1 and θ2 in the Appendix 
B, and also identify each of these by the corresponding normal mode frequency and 
symmetry at a planar (C2h) geometry. This facilitates unique identification of modes 
important for the ZPE correction. 
Figure 6.3 shows contour plots along θ1 and θ2 of the relaxed ab initio potential 
Vai θ1,θ2( ) , of the ZPE correction from the 3N-8 orthogonal local harmonic modes 
Vzpe3N −8 θ1,θ2( ) , and of the vibrationally adiabatic torsional potential Vad θ1,θ2( )  obtained 
by adding the two [127,130]. Vad θ1,θ2( )  includes the explicit coupling of the two 
torsional modes, and the coupling with other modes is effectively included by the 
adiabatic ZPE and the minimization condition in eq. (6.2).  All surfaces are referenced to 
E = 0 cm-1 at the planar geometry. Visual inspection of Vad θ1,θ2( ) reveals that its barriers 
are much reduced compared to Vai θ1,θ2( ) . 
The 2-D Hamiltonian using eq. (6.3) could be solved for the ZPE in the torsional 
modes with an exact kinetic energy operator [131], formulated from the G matrix [132] 
elements (Gij=Fij/2) at each of the grid points. Our values of F11=0.19 and F22=2.54 at the 
planar geometry compare well with those (0.177, 2.17) calculated from vector methods 
[131]. However, the inherent electronic error of the MP2/6-31G** ab initio potential 
makes it sufficiently accurate to analyze 1–D cuts of the 2-D adiabatic potential in the 
context of our objective, showing that ZPE and basis set corrections are comparable for 
the torsional modes of trans-stilbene. 
Figure 6.4 shows 1-D plots of the torsional potentials fitted to the analytical form 
 V (θi ) = a0 +
1
2 a2n
(i ) 1 − cos(2nθi )[ ]
n=1
6
∑  (6.5) 
The left panel of figure 6.4 shows 1-D cuts of Vai, Vzpe3N −8  and Vad along θ2 for θ1 = 0 (this 
path is depicted as a dotted line in figure 6.3). The barrier along the in-phase torsion is 
reduced from 198 cm-1 to 13 cm-1 by the ZPE effect of the 3N-8 high frequency modes. 
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Figure 6.3. Contour plots of ab initio torsional potentials. Top: Vai (step size 40 cm-1 
starting at –260 cm-1; dotted/light red contours lie below -140 cm-1; solid/dark blue 
contours lie above –140 cm-1). Middle: ZPE of 3N-8 harmonic modes, Vzpe3N −8  (step size 20 
cm-1 starting at 0 cm-1 = red/light, and going to 220 cm-1 = blue/dark).  Bottom: adiabatic 
torsional potential, Vad (step size 40 cm-1 starting at -80 cm-1; dotted/light red contours lie 
below 0, solid/dark blue contours lie above 0 cm-1). All surfaces are referenced to 0 cm-1 
at the planar geometry. The minima along θ1, and θ2 are labeled for Vai and Vad. 
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Figure 6.4. 1-D cuts through the contours in figure 6.3. The ab inito potential in 
dark/blue, with dots showing computed points, and the curve showing the fit. The ZPE of 
the 3N-8 modes is dotted dark/blue; the adiabatic potential is shown solid light/red. Left 
panel: 1-D cut along dotted line (0, θ2) in figure 6.3. Right panel: cut along the solid line 
(θ1,0) in figure 6.3. The inset zooms in on the right panel, and shows two additional 
traces: the adiabatic ZPE of θ2 along θ1 in light/red; and the final 1-D adiabatic potential 
along θ1, which includes the zero point effect from θ2, in black. 
 
 
  84 
Solving the vibrational problem for the 1-D Hamiltonian with Vad(0, θ2) and F22(0, θ2) = 
F22(0, 0), we find that the lowest vibrational level lies 7 cm-1 above the barrier, and thus 
the molecule is effectively planar with respect to this in-phase phenyl torsion θ2, which is 
equivalent to rotation of the ethylenic moiety about the longitudinal axis (pedalling 
motion) [133]. An accurate potential for this motion is essential for better insight into the 
dynamical defects limiting π-conjugation in conducting polymers based on poly-(para-
phenylenevinylene) and the importance of the ZPE effects is obvious.  
The right panel of figure 6.4 shows 1-D cuts of Vai, Vzpe3N −8  and Vad along θ1 for θ2 = 
0  (this path is depicted as a solid line in figure 6.3).  The energy of the non-planar anti-
phase torsional minimum (θ1 = 27˚) is increased from -260 cm-1 to -45.5 cm-1 by the ZPE 
of the 3N-8 high frequency modes. The barrier (inset in figure 6.4) is reduced from 260 
cm-1 (27˚) to 88 cm-1 (24˚). This number still excludes the zero point contribution of θ2 to 
the anti-phase torsion. A further adiabatic separation of θ1 and θ2 can be applied because 
the anti-phase torsional frequency is much lower than the in-phase frequency (37 vs. 138 
cm-1 at the global minimum), owing to the greater reduced mass (F11 = 0.19 vs. F22 = 
2.35). We fit 1-D cuts of Vad along θ2 to eq. (6.5) and calculated the ZPE in θ2 (Vzpeθ2 θ1( )  in 
figure 6.4) the inclusion of which lowers the anti-phase barrier to 58 cm-1 (figure 6.4). 
The ZPE correction is thus substantial again. 
Thus the ZPE in our treatment affects the issue of planarity with trans-stilbene in 
two possible ways. First, the ZPE of the orthogonal modes lowers the effective torsional 
barrier as shown above. Second, the lowest vibrational energy in the 2D torsional space, 
if comparable or greater than the effective barrier, could still make the planarity apparent. 
This could be evaluated most accurately by Diffusion Monte Carlo (DMC) [134], which 
puts all the mode couplings on an equal footing, but the computational effort will only be 
worthwhile with a converged basis set electronic surface. 
 An assessment of the relative importance of the electronic and vibrational 
corrections to the barrier at MP2/6-31G** can be done by comparing the stabilization of 
the planar geometry relative to the non-planar minimum by each of these corrections. The 
vibrational correction lies between 185 and 202 cm-1, as seen above. The similarity of 
trends in the focal point analysis (FPA) of trans-stilbene [110] and that of styrene [126], 
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suggests that the basis set correction is oscillatory, and that better basis sets might 
optimize to a non-planar geometry (with very small barriers). Thus the most conservative 
estimate for the electronic correction is the MP2/6-31G** barrier height itself, 260 cm-1.  
An alternative estimate, (E(FPA)-E(MP2/6-31G**)), from the focal point analysis (FPA) of ref. 
[110] is 295 cm-1, which however was evaluated for DFT optimized geometries. It is 
relevant to note that the trend in electronic correction from the FPA of ref. [110] at 
θ1=27˚ and θ1=90˚ is not correlated to the ZPE correction seen here. Either estimate 
shows that the ZPE correction is as important as the electronic correction. 
The possibility that the ZPE itself is not sufficiently accurately described by the 
electronic potential at the MP2/6-31G** level is unlikely. It is known [135] that the ZPE 
based on the harmonic frequencies, which we used in the above analysis, is more accurate 
than the one based on scaled frequencies. A potentially more accurate calculation of ZPE 
would involve anharmonic frequencies or the average of harmonic and scaled 
(experimental) frequencies [135]. In any case, the appropriate scaling factor for the level 
of theory used here (MP2) is ≈ 0.97, and would have a negligible effect on our 
conclusions. 
 
Conclusions 
Analysis of the vibrationally adiabatic torsional potentials of trans-stilbene shows 
that the ZPE corrections of both torsional modes are comparable to the barriers calculated 
at MP2/6-31G** level. Comparison of the ZPE corrections with the electronic corrections 
from recent benchmark calculations suggests that the discrepancy between experiment 
(planar equilibrium geometry) and theory is as much caused by vibrational quasi-
planarity as by basis size or correlation effects. 
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CHAPTER 7. 
Molecules: What kind of a bag of atoms?∗ 
Introduction 
Bob Field once famously mused about whether molecules approach the ‘bag of 
atoms’ limit when energy is dumped into them. At chemical excitation energies, small 
organic molecules maintain much order in their vibrational state space, and do not get to 
that limit [5]. Yet in a different sense, large molecules do resemble bags of atoms: they 
fold back onto themselves, with myriad weak interactions such as hydrogen bonds, van 
der Waals contacts or salt bridges lowering the energy of compact structures compared to 
extended structures. Protein folding is perhaps the most famous example, but any 
molecule large enough will interact with itself via through-space interactions. 
As they pack against themselves, large molecules and molecular assemblies contain a 
distribution of different-sized voids. There is a rich literature on their packing [49,136-
138]. Analyses of proteins by the Dill [136], Leitner [49], and Zebende [137] groups 
reveal a mass scaling dimension of Dm ≈ 2.5 by either embedding variable-size spheres 
within proteins, or plotting mass against a measure of size (length, number of residues, 
etc.) for an ensemble of proteins. In addition, Klafter and coworkers have derived 
equations connecting the mass dimension to protein size and spectral dimension [138]. In 
some of the literature, the packing is compared to a hard sphere liquid near the 
percolation threshold (D≈2.5) [136,139]. Large molecules evidently contain a hierarchy 
of different-sized voids that makes them less than three-dimensional objects.   
In this chapter, we analyze a larger number of packed molecular structures ranging in 
size from small peptides to virus particles, and covering macromolecules such as 
proteins, RNAs, and lipids. We remove surface intersection bias and sample size bias.  
We obtain a volume fractal dimension of Dv=2.70±0.05 by the embedded sphere method, 
in good agreement with previous results. For the ensemble method, we obtain 
Dv=2.71±0.04 or 2.78±0.05 using radius of gyration (Rg) or radius of maximal extent                                                         
∗ “Reproduced with permission from P. D. Chowdary and M. Gruebele, J. Phys. Chem. 
A, in press. Copyright [2009] American Chemical Society”. 
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(Rext) as size measures respectively, slightly larger than previous results. The small 
discrepancies are accounted for by the larger data set and removal of sample size bias. 
We can draw some new conclusions about the approximately fractal nature of void 
spaces within macromolecules, about molecular surface corrugation, and about the 
linearity of size measures. We find that smooth length measures (e.g. Rg or Rext, the radius 
of maximal extent defined below) yield similar low dimensions. A length measure that 
takes into account molecular surface corrugation (e.g. the average radius Ravg defined later 
on) yield dimensions closer to three. Therefore, molecular voids and surface corrugations 
obey analogous scaling laws. Our analysis using a “Swiss cheese” model also reveals that 
the energy of void volumes must depend on macomolecular size; it cannot be simply a 
function of void volume, such as a Boltzmann distribution whose energy depends on void 
volume or void surface area. Voids in the interior of a larger structure ‘know’ they are in 
a large structure. Finally, we re-examine the packing as a function of distance from the 
center of mass of macromolecules. By using smaller embedded spheres than used in past 
work, we find that there is no significant scaling of dimension with closeness to the 
surface. Rather, very strong surface corrugation can leads to underestimates of the bulk 
fractal dimension near the surface by the embedded sphere method, whereas the 
dimension is overestimated by the ensemble method. 
To understand these results, we propose the following interpretation: molecular 
structures can be classified by whether they approach the limit of homogeneous packing 
(D=3), or the limit of Apollonian packing (D=2.47). Homogeneous packing arises when 
similar-size objects are packed near-optimally (liquids and glasses) or optimally 
(crystals). Apollonian packing arises when objects with a hierarchical size distribution 
(fewer large ones than small ones) are packed optimally. How would such a hierarchy of 
length scales arise in molecules, since the atoms are all about the same size? Atom 
connectivity provides the answer. Large molecules are built up along a well-defined 
hierarchy of length scales, starting with atoms, then on to functional groups and 
sidechains, and on to monomer units, secondary structures (local organization) and 
finally tertiary structures (global packing). This hierarchy of sizes caused by the 
constraints of bond connectivity hinders homogenous packing and drives the molecular 
packing dimension closer to the Apollonian limit. With D ~ 2.7-2.8 by different 
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measures, the interior of molecules appears to lie about halfway between these crystalline 
and Apollonian limits. 
 
Methods 
Databases and molecules used 
Our sample set is comprised of a variety of molecular structures including proteins 
(~91%), viruses (~8%), ribosomes (~0.4%) and lipid layers (~0.4%) covering a wide 
range of shapes and sizes. All in all 2752 structures, with the number of atoms ranging 
from about 200 to about 1,000,000 are included. About 2250 protein structures were 
picked from the 25% threshold list (October 2008) of PDBSELECT to avoid redundancy 
[140]. The remaining structures were generated using PDBSELECT for consistent 
representation of larger molecules. The viruses (listed at VIPERdb) and ribosomal 
structures are from the Protein Data Bank [140]  and the equilibrated lipid structures from 
Tielemann and coworkers [141,142]. 
 
Scaling and definition of the length scales L = Rg, Rext, Ravg  
The scaling of the excluded van der Waals volume (V) with size is given by  
 
  
V ~ LDv  (7.1) 
Here L is a length scale and Dv is the volume fractal dimension.  
We use three different measures for the length scale. The radius of gyration Rg, used 
by Leitner and coworkers [49], is the mass-weighted root-mean-squared position vector 
averaged over all the atoms in the structure and is given by  
 Rg = 1M mi | ri |
2
i
∑⎛⎝⎜
⎞
⎠⎟
1/2
 (7.2) 
where mi are the atomic masses and ri are the position vectors from the center of mass. 
The exterior radius Rext is the maximum extent of the molecular structure along the 
coordinate axes (qj = x,y,z) as used by Dill and coworkers [136] 
 Rext =
1
6 qj
max − qjmin( )
j= x,y,z
∑  (7.3) 
For the purpose of a scaling law exponent, it does not make much difference whether the 
axes are principal axes of the molecule or not. 
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Finally we introduce Ravg = ri surface , the average surface radius defined as the mean 
distance of all surface atoms from the center of mass. Surface atoms were identified by 
placing the molecule over a sufficiently fine 2D grid in several orientations (x-y, y-z and 
x-z), and identifying all the first and last atoms intersected by lines perpendicular to the 
grid. 
 
Dimensional analysis  
We computed the volume dimension Dv, used by Dill, by two different approaches.  
As a check, we also computed the mass dimension Dm used by Leitner and Klafter by the 
same two methods, and found that it always agreed with Dv within 0.01, so we discuss 
only the latter henceforth. 
In the first approach, the van der Waals excluded volume of each structure was 
plotted against one of the three length measures L discussed above. A linear fit to the log-
log plot was used to obtain Dv from eq. (7.1). The dimension thus obtained is a collective 
property of the molecular ensemble studied. 
In the second approach we computed Dv using the embedded sphere method of 
Leitner and coworkers [49]. This allows a dimension to be determined for every 
individual molecule. A sphere of variable diameter is embedded within the molecule, and 
the log of the enclosed excluded van der Waals volume is plotted against the log of the 
embedded sphere radius. A linear fit of mass vs. sphere radius yields the fractal 
dimension Dvi( )  of the molecule ‘i’. This is then averaged over various atomic centers 
within the molecule, yielding for example 
  
Dvi( )( )10% for the 10% of backbone atoms 
closest to the center of mass of the molecule, 
  
Dvi( )( )20%  for the next-closest 10% out from 
the center of mass, etc. In order to avoid surface effects we restricted the upper limit of 
embedded sphere radius to be < Rg, and the lower limit is fixed at 0.5 nm. By increasing 
the percentage X in the subscripts above, shells of atoms closer to the center or to the 
periphery of the molecule could be studied to look at packing in the interior vs. near the 
surface. 
The excluded van der Waals volume V was calculated as follows: The pdb 
coordinates are superimposed onto a three dimensional grid with 0.025 nm sized cubic 
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voxels. Every voxel whose center falls within the van der Waals radius of any atomic 
center is considered occupied. V is calculated as the sum of the volumes of all occupied 
voxels. This method takes into account overlapping van der Waals radii of bonded atoms 
and empty spaces. The results in this paper are for backbone atoms with effective van der 
Waals diameters adopted from VMD [143]. We also studied the effect of adding 
hydrogen atoms using the autopsf plugin of VMD, and found no significant effect on the 
scaling laws (2.5% variation in dimensions calculated). 
 
 
 
Figure 7.1. Van der Waals Volume scaling versus size of 2752 molecules and molecular 
assemblies, including 2500 proteins from the PDBSELECT data base. Three size 
measures are shown: Radius of gyration (blue), average surface radius (red), and exterior 
radius (black), as defined in Methods. 
 
 
 
Results 
Smooth measures of molecular size (L = Rg or Rext) yield a fractal volume dimension 
of molecules and molecular assemblies significantly less than 3. Figure 7.1 shows the fit 
to the raw data. The logarithm of the van der Waals volume is plotted against the 
logarithm of the length scale in nanometers. The smallest molecule in this plot is a 
peptide of 200 atoms. The largest molecular assembly is a virus particle with 812340 
atoms [144,145]. The three measures of size (Rg, Rext and Ravg) yield values of Dv ranging 
  91 
from 2.4 – 2.7. Unfortunately, the raw data strongly biases the fit towards medium-size 
proteins. Further, the increased likelihood of a larger length/volume ratio for molecules 
with < 1000 backbone atoms (see below) tends to push up the dimension.  
 
 
 
 
Figure 7.2. Van der Waals Volume scaling versus size for binned size distribution, 
removing any bias towards a certain molecular size. Three size measures are shown: 
Radius of gyration (blue), average surface radius (red), and exterior radius (black), as 
defined in Methods. Only molecules with N>1000 backbone atoms were included for the 
fits. 
 
 
 
Even with the size bias removed, the dimensionality of molecules with respect to a 
smooth measure of size is still significantly less than 3. We removed the size bias by 
binning molecules of different logarithmically spaced size ranges into single data points 
(figure 7.2) before fitting. We included only molecules with > 1000 backbone atoms in 
the fitting. The trend already noted for Rg, Rext and Ravg is observed in the binned sample, 
but with dimensions about 0.3 higher than for the weighted sample. The dimensions 
obtained from Rg and Rext are larger (≈2.71-2.78 average) and are within fitting 
uncertainties. As noted in Methods, the mass and volume dimensions are nearly identical.  
This result is expected because most of the backbone atoms in the molecular data set are 
second row atoms of similar mass.   
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A significant difference in dimension persists for Ravg in the binned data (figure 7.2).  
The mass or volume dimension associated with average surface radius Ravg approaches 3.   
This implies a scaling of Ravg relative to the other length scales, for example 
 
  
Ravg
Ravg0( )
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
=
Rg
Rg0( )
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
0.9
 (7.4) 
for the binned data. Compared to the radius of gyration and the radius of maximal extent, 
the average surface radius is not quite a one-dimensional measure of size. As discussed 
below, Ravg is reduced by strong surface corrugations (analogous to voids in the interior).  
The effects of surface corrugation and interior void distribution nearly cancel, yielding a 
dimensionality close to 3. 
Figure 7.3A shows the volume dimension determined by the alternative method of a 
sphere of variable radius fully embedded within the molecule. The dimension is plotted 
against the number of backbone atoms. When sample bias is removed by binning in 
figure 7.3B, the dimensions are ≈ 2.70±0.05 for molecules with N>1000 backbone atoms. 
We make the N>1000 cutoff because many smaller molecules have an elongated 
structure.  The circle in figure 7.3A highlights this population of small molecules of 
lower dimension. The effect can also be discerned in figure 7.1; there the bottom edge is 
feathered because of a population of molecules with unusually large length to volume 
ratio. Small enlongated molecules cause computational artifacts in the bulk fractal 
dimension. By the embedded sphere method, this apparent dimension is too low because 
even the smallest meaningful embedded spheres intersect the surface. By the ensemble 
method, the apparent dimension is too high because molecules of unusual length increase 
the slope below log(L/nm) = 0.2 in Figure 7.1.  
Figure 7.3C shows a smoothed plot of a potential of mean force g derived from the 
probability that a molecule with N heavy atoms has a probability P of having mass 
dimension Dv: 
 
  
g(Dv,N) = −kT ln P(Dv,N)[ ] (7.5) 
A higher potential is associated with the smaller population of extended molecules; 
nonetheless a local minimum (circled) occurs for small molecules. The energy function 
becomes monomodal above about 1000 atoms, with a deep minimum at Dv=2.7. 
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Figure 7.3. (A) Volume dimension by the embedded sphere method, as a function of 
atom number in the molecule or molecular assembly. The closest 10% of alpha carbons 
to the center of mass are used as centers in the dimension calculations. A distinct 
population of lower dimensionality is circled below N≈1000 atoms. (B) Binned volume 
dimensionality. (C) Effective potential as a function of volume. 
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The fractal dimension of molecules is essentially size independent, and decreases at 
best minimally towards the molecular surface in our large data sample (figure 7.4).  The 
use of smaller embedded spheres (< 0.3 Rg solid lines, vs Rg markers) reduced sample bias 
caused by empty spaces from surface corrugation being included in the embedded 
spheres. The innermost shell produces D = 2.7 for all but the smallest molecules, in 
agreement with the first method of figure 7.2 and Enright and Leitner [49]. As can be 
seen from the switching of the 10% (green) with respect to 30% (red) data, size 
dependent features such as pores, hinges and multiple domains have a more pronounced 
effect than closeness of the probe sphere to the surface, once surface bias is removed. 
 
Discussion 
The larger data set with size bias removed supports the previous finding of fractal 
mass or volume dimensions significantly less than 3 [49,136,137]. By the ensemble 
method, we obtain somewhat larger values of D than the smaller biased data sets. 
Specifically, our Rg-derived average value is 2.71±0.04, compared to that reported by the 
Leitner (2.56) [49] and Zebende (2.47) [137] groups. Similarly our Rext-derived value is 
larger than that reported by the Dill group (2.42) [136]. With smaller unbinned data sets, 
we obtain results identical to the previous studies. 
The mass fractal dimension trends by the embedded sphere method are similar to 
those obtained by Enright and Leitner [49] on a set of 200 proteins. Our average (Dvi( ) )10%  
for proteins with at least 1000 residues is 2.68 compared to 2.73 reported for the smaller 
set of proteins [49]. A trend of decreasing dimension with increasing distance from the 
molecular center of mass (figure 7.4, markers from 10% to 30%) has been previously 
observed [49]. However, this per se cannot be interpreted as a decrease in packing 
efficiency near the surface. The convergence of dimensions seen at large molecular sizes 
in figure 7.4 (dotted) as well as in ref. [49] suggest that the apparent trend is merely an 
effect of surface corrugation.  In fact, when the embedded sphere radii are reduced from 
Rg to 0.3 Rg so as not to intersect the surface (lines in figure 7.4), there is no reliable 
monotonic trend in the resulting fractal dimension, either with molecular size, or with % 
from interior for large molecules. Instead, the fluctuations with molecular size in figure 
7.4 arise from hinges, pores and other molecular structural features. 
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Figure 7.4. Volume dimension 
  
Dv( )X%calculated by the embedded sphere method for  
different values of X. The maximal radius of the embedded sphere is set to Rg (dotted) or 
 0.3Rg (solid). 
 
 
Having confirmed the <3 fractal dimensions from previous reports, we consider 
several new consequences of a fractal dimension Dv = 2.7. We discuss in turn: surface 
energy effects at small molecular sizes; how Ravg scaling connects interior corrugation 
(voids) and surface corrugation, and the fact that the size probability distribution of 
molecular voids cannot depend just on void size. Finally, we propose a simple qualitative 
explanation for the fractal dimension of molecules, in terms of bond connectivity and 
hierarchical packing. 
At small molecular size, significant deviations from optimal packing into a roughly 
spherical shape are observed: a family of molecules with high surface-to-volume ratio 
and an average D as low as 1.5 exists, even though packing into a more compact shape 
would be more favorable energetically by lowering the van der Waals energy, hydrogen 
bonding energy, and other interaction energies. These molecules owe their existence as 
common structures to two factors. They are embedded in a solvent, which reduces 
surface energy; and smaller size allows stiffness at short persistence lengths to play a 
role, such as observed for the local extended structure favored by unfolded proteins 
[146]. Therefore, surface tension does not rule molecular shape up to about 1000 atoms 
(figure 7.3A), after which structures tend to be more ‘baggy’ than ‘tubular,’ and outliers 
of very low dimension become rare. 
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Interior “corrugation” (voids) and surface corrugation scale nearly the same way with 
molecular size. The evidence is that smooth size measures (Rg, Rext) yield a volume 
dimension smaller than 3, whereas a size measure that accounts for surface corrugation 
(Ravg) yields a volume dimension close to 3. Volume and surface area are still nearly 
related by A~V(2/3), although A is not 2D and V is not 3D. 
 
Void distribution – Boltzmann? 
 A fractal dimension significantly less than 3 implies that the probability of finding a 
void of a given size within a molecule cannot depend just on void size. It has been 
proposed that void probability scales as a simple Boltzmann factor [147,148] 
 P ~ e−βEvoid (Rvoid )  (7.6) 
with the void probability dependent only on the size of the void carved from the interior 
of a molecule. If this were true, the void size distribution would have a characteristic 
mean value independent of molecular size, and the dimensionality of molecules would 
have to be 3. D≈2.7 unambiguously proves that larger molecules have a longer tail of 
large voids than do smaller molecules. Even the near-spherical viruses, where surface 
shape does not play a role, produce D ≈ 2.7, as does the analysis in figures 7.3 and 7.4 
that eliminates molecular surface effects entirely. Thus the energy of voids depends not 
just on the immediate atomic neighborhood from which they were carved, but also on 
overall molecular size. 
To test this idea, we simulated a “swiss cheese” model of molecules. In this model, 
we start with a solid spherical molecule. Random size and position spherical cavities 
were punched into the solid all the way from the center to the edge, creating both voids 
and surface corrugation. By simulating spherical molecules of different sizes with a 
constant void density as determined by Liang and coworkers [136] we checked the 
scaling of the occupied volume with different length scales. Using a size distribution of 
voids given by eq. (7.6), the dimension derived from all three length measures is 
3.00±0.05 for any choice of energy function (e.g. E ~ Rvoid3 ) and prefactor b. When we 
use scaling that allows larger voids in larger molecules, such as 
 P ~ e−β (Rvoid /Rext )α  (7.7) 
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(e.g. a = 1.5, b = 50) we obtain scaling laws for Rg and Rext in agreement with figure 7.2.  
By using the actual solid molecular envelopes from our sample set instead of solid 
spheres to better represent molecular surface corrugation, we also reproduce Dv(Ravg) > 
Dv(Rg) ≈ Dv(Rext).  
Why can voids in molecules not be treated like independent, Boltzmann-distributed 
objects?  In a related question, why should molecules not be thought of as a fluid near the 
percolation threshold, as has been suggested because the percolation threshold dimension 
also happens to be less than 3?   
The answer is that the atoms in the bag are connected into a hierarchy of groups of 
different sizes. The connectivity of the molecular backbone leads to a hierarchy of 
different size pieces within large molecules, from single atoms, to functional groups, all 
the way up to secondary and tertiary structure elements. When molecular pieces of 
different size come into contact, molecular structure becomes energetically frustrated 
because not all surfaces can make optimal contacts due to the connectivity constraints.  
Such frustration does not exist in homogeneous materials, such as crystals or fluids 
assembled from similar-sized objects. Frustration energy builds up with molecular size as 
more clashing constraints need to be satisfied, resulting in large voids. The consequence 
of larger voids in larger molecules is a fractal mass or volume dimension substantially 
less than 3. 
We can thus consider molecules as lying between two extremes: at one extreme, we 
have a crystal of equal-size groups, and the dimension 3 is reached. Diamond would be a 
good example of such a ‘molecule’. At the other extreme, we have molecules as a 
random jumble of groups of many sizes: atoms, functional groups, residues, secondary 
structures, and finally tertiary folds as we move up the size hierarchy. The packing would 
then resemble Apollonian packing of dimension 2.47 [149]. Apollonian packing 
corresponds to the densest possible packing of objects with a wide size distribution (in its 
simplest form, Apollonian packing describes spheres of many sizes). The actual 
dimension we find for molecules, ≈2.7 at their core, lies between these extremes. 
Molecules pack better than completely random-sized objects, but not as well as equal-
sized freely moving spheres. 
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CHAPTER 8. 
Nonlinear interferometric vibrational imaging 
 
Introduction 
The ubiquity of microscopes, endoscopes and imaging technologies underline the 
significant role of traditional and emerging optical technologies in biology and medicine. 
The repertoire of linear optical imaging modalities, like confocal microscopy [150] and 
optical coherence tomography [151-153], is being augmented by nonlinear approaches 
with 3D sectioning capabilities and limited out of focus photodegradation/photobleaching 
[154]. There also has been increasing interest in the development of coherent nonlinear 
processes like second harmonic generation [155], third harmonic generation [156] and 
nonlinear Raman scattering for endogenous contrast imaging of label-free samples [157-
159]. 
Among the emerging optical technologies, vibrational imaging and spectroscopy hold 
substantial promise for biomedical applications [157,160-164]. Diseases and pathological 
anomalies are invariably accompanied by various structural and biochemical composition 
variations, which are reflected in the vibrational spectrum of the tissue. The vibrational 
spectra can thus be used as reliable phenotypic markers of the pathological state of the 
tissue. The intrinsic molecular vibrational contrast provides a noninvasive 
characterization of the tissue without external labeling. The strong absorption of infrared 
(IR) by water, an important constituent of cells and tissues, limits the potential of IR 
techniques. On the other hand, Raman based approaches, linear and nonlinear, typically 
use near-IR (NIR) radiation permitting better tissue penetration.  
Raman spectroscopy is fast emerging as a versatile tool for various biomedical and 
bioanalytical applications [160,161,164-172]. However, Raman crosssections of the 
typical building blocks of biological macromolecules in tissue, (amino acids, nucleosides 
etc), are extremely poor. A reasonable signal to noise ratio (SNR) would necessitate high 
incident powers and long acquisition times. While higher powers can lead to tissue 
damage, exposure times of even a few seconds per spectrum would lead to a few hours of 
image acquisition which limits real-time clinical imaging. The key to real-time Raman 
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based imaging is signal enhancement. Of the various possible options (coherence, surface 
and resonance enhancements), coherence retains the noninvasive and label-free 
preparation aspects of Raman spectroscopy.  
Coherent anti-Stokes Raman scattering (CARS) microscopy is becoming increasingly 
popular in biology and medicine [157,163,173-177]. Coherence enhancement obviates 
the need for higher powers and permits videorate imaging necessary for real-time 
diagnosis. However, the CARS signal is contaminated by a non-resonant electronic 
contribution thus limiting its use as a quantitative imaging tool. The non-resonant 
background limits the CARS sensitivity and various methods have been proposed to 
selectively suppress this background [177-182]. However these alternatives, unlike 
multiplex-CARS, limit access to the broadband spectral information needed for accurate 
chemical fingerprinting. Current implementations of CARS are predominantly based on 
narrowband picosecond pulses.  
In this chapter, we discuss a novel microspectroscopy, Nonlinear interferometric 
vibrational imaging (NIVI) [179,183,184], that solves the speed and quantitation 
problems of Raman and CARS microscopies respectively. NIVI combines the spectral 
quality of Raman spectroscopy with the high throughput of CARS microscopy. By using 
chirped broadband pump pulses, NIVI achieves the narrowband spectral resolution. 
Further, the nonresonant CARS background is eliminated by coupling broadband-CARS 
to Fourier transform spectral interferometry (FTSI) [185]. Hence, NIVI vibrational 
spectra have accurate line shapes that can fingerprint the endogenous biochemical 
composition of tissue. In what follows we briefly present the theory and instrumentation 
of NIVI along with the performance of our system on model compounds (silicone, fatty 
acids) and rat mammary tissue. 
 
Theory 
CARS is a four wave mixing process governed by the nonlinear interaction of the 
Raman pump, Stokes and probe (could be degenerate with pump) electric fields with the 
by the third order nonlinear susceptibility χ(3) [177,186]. As shown in the energy level 
diagram in figure 8.1, the Raman pump EP(w) and Stokes ES(w) fields induce a molecular 
vibrational coherence in the sample whenever wP-wS=Ω, the vibrational frequency. The  
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Figure 8.1. Energy levels and field diagram for a typical muliplex-CARS or NIVI 
experiment shown in time and frequency (power spectrum shown) domains. The pump 
(A) is a narrow bandwidth pulse (chirped broadband pulse in NIVI) of a few picoseconds 
pulsewidth. The Stokes (B) is an ultrashort broadband pulse, redshifted from pump. The 
pump-Stokes interaction induces a vibrational coherence (C), decaying by vibrational 
dephasing, which modulates the macroscopic polarization in (D). The spectrally filtered 
polarization is directly related to the detected CARS field in (E). The CARS field is 
detected by spectral interferometry in NIVI.  
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vibrational coherence then interacts with the probe field (could be same as the pump EP) 
thus generating the CARS signal. The higher frequency CARS signal can be spectrally 
filtered with complete fluorescence rejection. Further, the directionality of CARS, due to 
phase matching, leads to efficient signal collection. The theory of CARS for various 
types of field settings can be found in literature.  
The third order molecular susceptibility χ(3) is a combination of vibrationally resonant 
(complex) and non-resonant (real in the absence of electronic resonances) molecular 
response. It is well known that the spontaneous Raman spectrum is proportional to the 
imaginary part of χ(3). Since the CARS intensity is proportional to |χ(3)|2, the mixing with 
the non-resonant component distorts the resonant vibrational spectra [157]. This could be 
detrimental to CARS sensitivity when the resonant signal is weak. CARS microscopy has 
come leaps and bounds with the use of ultrashort NIR pulses and high numerical aperture 
objectives  but still suffers from this fundamental limitation. Figure 8.1, summarizes a 
typical multiplex CARS setup with all the relevant fields shown in frequency and time 
domains. The Raman pump EP(w) is a narrow band picosecond pulse and the Stokes 
ES(w) is an ultrashort broadband (red-shifted from pump) pulse. The CARS process can 
be simplified into two steps. In the first step, the combination of the pump and Stokes 
pulses instantaneously induce a vibrational coherence Q(Ω) (of vibrations covered by the 
Stokes bandwidth) given by eq. (8.1). This vibrational coherence then modulates the still 
sustaining Raman pump electric field to set up the macroscopic polarization P(3)(w) given 
by eq. (8.2). The spectrally filtered (filtering out the pump and Stokes) polarization is 
essentially proportional to the CARS electric field.  
Q(Ω) = χ 3( ) Ω( ) EP
0
∞
∫ w +Ω( )ES w( )* dw        (8.1) 
P 3( ) w( )∝ Q Ω( )
0
w
∫ EP w − Ω( )dΩ         (8.2) 
NIVI 
NIVI differs from multiplex-CARS (figure 8.1) in two different ways. Firstly, NIVI 
uses a broadband pump pulse, with the spectral components dispersed in time (chirped). 
Time-gating by the ultrashort Stokes pulse ensures that only a narrowband of this chirped 
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pulse acts as the pump thus retaining the narrowband spectral resolution [183,187]. 
However the chirp of the pump pulse reflects as a chirp in the macroscopic polarization 
and thereby the CARS field, which is computationally corrected as described later. In 
principle this could be avoided by spectral filtering of the pump but our implementation 
gives room for tuning the vibrational spectral range using the pump-Stokes time delay. 
Further, this configuration takes full advantage of the available power to maximize the 
CARS signal. Secondly, the CARS signal is detected using spectral interferometry by 
heterodyne mixing with a transform limited reference pulse, which permits the 
reconstruction of the complex CARS signal.  
 
EP w( ) = EP0 exp − 1+ i( )
1
4
a
a2 + b2
⎛
⎝⎜
⎞
⎠⎟
w − w0( )2⎡
⎣⎢
⎤
⎦⎥
      (8.3) 
 
EP t( ) = exp −at 2 + i w0 + bt( )t( )        (8.4) 
 
The form of our linearly chirped pump pulse in frequency and time domains is given 
by eqs. (8.3) and (8.4) respectively [188]. ‘a’ determines the pulse envelope and ‘b’ the 
chirp rate. Approximating the transform limited ultrashort Stokes pulse to be a delta 
function at t=0, EP(w) in eq. (8.1) can be replaced by its value at the instantaneous 
frequency w0 at t=0. Making these substitutions in eqs. (8.1) and (8.2), we get the 
polarization in time domain given by eq. (8.5). When the signal is spectrally filtered to 
remove the pump and Stokes beams, the polarization is proportional to the CARS field, 
ECARS(t). Multiplying eq. (8.5) by the conjugate phase exp(-ibt2) removes the effect of the 
chirped pump and restores one-to-one correspondence between the anti-Stokes and 
vibrational frequencies.  
P 3( ) t( )∝ EP0EP t( ) χ 3( )
0
w0
∫ Ω( )ES w0 − Ω( )exp −iΩt( )dΩ       (8.5) 
The essential criterion for the above procedure is the detection of the CARS field, 
which is done by Fourier transform spectral interferometry (FTSI) [185]. Figure 8.2 
summarizes the principles of FTSI.  
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Figure 8.2. Fourier transform spectral interferometry (FTSI). The working principle of 
FTSI is demonstrated by extracting the NIVI vibrational spectrum of a silicone film 
starting from the interferogram acquired on the line camera. (A) Wavelength calibrated 
spectral interferogram referenced to the pump wavelength. The reference power spectrum 
is subtracted. (B) Modulus of the time domain polarization obtained by inverse Fourier 
transforming the interferogram in A. (C) The t>0 response, identifying the short-time 
non-resonant (follows the Stokes pulse shape) and long-time resonant (vibrational 
dephasing) components. The temporal chirp of the pump can be corrected here. (D) NIVI 
vibrational spectrum of a silicone film obtained as the imaginary part by Fourier 
transforming the time response in C. Stokes dispersion is corrected. Also shown in 
red/gray is the spontaneous Raman spectrum.  
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The CARS signal is heterodyne mixed with a transform limited reference pulse ER in 
a Mach-Zehnder interferometer. The detected spectral interferogram IHET(w) is given by 
eq. (8.6) where the first two terms constitute the DC component. The second term due to 
reference field can be rejected by background subtraction. The last term is sensitive to the 
relative phase between the CARS signal and the reference. The reference pulse is delayed 
by τ so as to aid in the reconstruction of the complex analytical CARS field as well as to 
reject the residual DC component (see below).  
 
IHET w( ) = ECARS
2 + ER
2 + 2Re ECARSER* exp(−iwτ )( )       (8.6) 
 
FT −1 IHET( ) = FT −1 DC( ) +G t − τ( ) +G −t − τ( )       (8.7) 
 
Considering G(w) = ECARS(w)ER*(w), inverse Fourier transform of the interferogram 
gives eq. (8.7). The first term is the slowly varying DC component symmetric about 0 
while the last two terms are time reversed from each other (since the third term in eq. 
(8.6) is real). By causality, there is no signal prior to excitation. So, by considering the 
time origin to be the center of the excitation pulse (Stokes pulse), one can impose that 
G(t)=0 for t<-T where T is greater than a few times the Stokes pulse width. τ is 
sufficiently larger than T, so that the two time reversed terms do not overlap in time with 
each other or with the DC component. G(t-τ) can then selectively be picked by shifting 
the time origin and multiplying eq. (8.7) with a Heavyside function Θ(t+T). A Fourier 
transform subsequently recovers the complex analytical CARS field (eq. (8.5)) weighed 
by the reference field envelope. The reference pulse being transform limited, does not 
affect the phase of the CARS field.  
The recovery of the complex analytical field from just the real part by imposing 
causality is indeed related to the Kramers-Kronig transform [189,190]. Considering the 
stretched pump field to be constant in eq. (8.5), one can extract the χ(3), weighed by the 
Stokes spectrum, by an inverse Fourier transform. In the absence of any electronic 
resonances the non-resonant CARS background is real and can effectively be suppressed 
by discarding the real part of χ(3). The resonant vibrational information can be obtained 
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from the imaginary part. If the Stokes spectrum is broad enough and smoothly varying 
the extracted imaginary part of χ(3), termed the NIVI vibrational spectrum, would 
resemble the Raman vibrational spectrum.  
 
 
 
 
Figure 8.3. NIVI experimental layout. A Ti:Sapphie oscillator output (82 MHz, 25 nm 
fwhm at 807 nm, 380 mW) seeds the regenerative amplifier which produces microjoule 
pulses (250 kHz, 1.1 W). 10% of this output, stretched to ~5 ps by passing through BK7 
glass, serves as the pump. The remaining 90% pumps an OPA, which generates the 
Stokes (idler: 30 nm fwhm at 1060 nm) and the reference (signal: 25 nm fwhm at 655 
nm). A microscopic objective focuses the pump and Stokes in collinear geometry on the 
sample mounted on a XYZ translational stage. The generated CARS signal is spectrally 
filtered (SP) and mixed with the reference at a 50:50 beamsplitter (BS2). The mixed 
beams are spatially filtered (SF) with a lens-pinhole (30 µm)-lens arrangement, dispersed 
by a 1200 groves/mm grating and the sectral interferogram is acquired on a line camera 
(2048 pixels). The pump-Stokes delay determines the instantaneous pump wavelength 
(typically 810 nm). DM1, DM2 – dichroic mirrors. BS1 – beamsplitter. The reference-
CARS delay temporally separates the DC and phase-sensitive components of the 
interferogram.  
  106 
Instrumentation 
Figure 8.3 shows a schematic of our NIVI experimental setup, which is based on a 
regeneratively amplified system at 250 kHz. A modelocked Ti:Sapphire laser (MIRA, 82 
MHz) seeds the regenerative amplifier (RegA, 250 kHz) which produces microjoule 
pulses. 10% of this output is used as the Raman pump which is linearly chirped to ~ 6 ps 
by passing it through an 85 cm block of glass. The remaining 90% of the output is used to 
pump an optical parametric amplifier (Coherent, OPA), which produces the Stokes (idler) 
and reference (signal) pulse. The pump and the Stokes fields are focused on the sample 
by a microscopic objective. The nonlinear interaction of these fields with the sample 
generates the higher frequency CARS signal. The forward directed CARS signal is 
collected by an objective and is spectrally filtered from the pump, Stokes and sample 
fluorescence. The spectrally filtered CARS beam is then made collinear with the 
reference beam at a 50:50 cube beamsplitter. Both the CARS and the reference beams are 
spatially filtered at a pinhole for robust interference. The spectral components of the 
mixed beams are then dispersed by a grating (1200 groves/mm) and are acquired on a 
line camera (DALSA P2, 2048 pixels).  
For all the NIVI studies in this thesis, the colors of the pump and Stokes pulses were 
tuned to target the C-H vibrational spectral range of 2800 – 3100 cm-1. We used 0.3 NA 
objectives for beam focusing and signal collection. The NIVI alignment and processing 
protocols are detailed in Appendix D. 
 
Image acquisition 
Raster scanning the sample (scan line/sec) using XYZ translational stage generates a 
3D data object, where each spatial pixel is coded by an interferogram. Considering the 
scan line spatial dimension to be M µm, the translational stage is scanned at M µm/sec 
(to give a scan line/sec) with a camera line rate of 1 kHz. Each scan line thus comprises 
of 1000 interferograms, which are binned into N spatial pixels. By acquiring N scan lines, 
we obtain an NxN pixel image (of MxM µm2) with each pixel coded by an interferogram 
(2048 spectral pixels). For N=100 (typical), the image can be acquired in less than 5 min. 
The pixel size of M/N µm is a lower limit to the lateral spatial resolution. 
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Each interferogram in this 3D dataset is then processed (as detailed in figure 8.2) to a 
vibrational spectrum, thus giving a NIVI image, which is a hyperspectral cube with one 
spectral and two spatial dimensions. 
 
Calibration and processing 
The CARS signal from a reference sample (silicone) is monitored on a spectrometer 
(ocean optics), inline with the experimental setup, to calibrate the angular dispersion of 
wavelength on the line camera. The reference power spectrum is subtracted from the 
calibrated spectral interferogram to discard bulk of the DC component. The wavelengths 
are then converted to Raman shifts by referencing to an approximate instantaneous pump 
frequency (w0). The interferogram is then inverse Fourier transformed to obtain the time 
domain polarization. The residual DC and the negative time components are zeroed and 
the time origin is shifted to the peak of the CARS signal.  
The polarization then needs to be multiplied by the conjugate phase to correct for the 
pump-induced chirp. The chirp rate b is obtained by minimizing the width of the single 
vibrational resonance of acetone at 2925 cm-1 (control measurement before imaging). 
This procedure is iterated to optimize the values of w0 and b in such a way that the peak is 
observed at 2925 cm-1 with minimum width. In many cases we also used the position and 
width of the 2907 cm-1 resonance of silicone for the same purpose.  
The chirp-corrected polarization is then Fourier transformed to extract the complex 
third order susceptibility, χ(3). The NIVI vibrational spectrum is given by the imaginary 
part of χ(3).  
The spectrum needs to be corrected for the dispersion in the Stokes beam due to the 
transmissive optics in the beam path. This dispersion essentially leads to a linear scaling 
of the vibrational spectrum due to the interaction of the chirped pump frequencies (within 
the narrow bandwidth) with the chirped Stokes frequencies (within the broad bandwidth). 
We use the silicone vibrational peaks at 2907 and 2965 cm-1 (control measurement before 
imaging) to correct for this scaling.  
The above detailed procedure is repeated for each of the spatial pixels to obtain the 
NIVI hyperspectral cube (each spatial pixel is encoded by a NIVI vibrational spectrum). 
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System performance 
Imaging 
We have imaged the C-H vibrational spectral range of different types of rat mammary 
tissue (normal, tumor) from a carcinogen-induced rat mammary tumor model [191-193] 
(see chapter 9 for the animal protocol). We also have imaged adipose tissue extracted 
form the rat breast tissue. All greyscale (white to black) NIVI images in this section are 
obtained by plotting the integrated long-time (vibrationally resonant) component of the 
polarization (Figure 8.2) at each spatial pixel. Spectral reconstruction of NIVI images is 
presented in the context of tissue classification and diagnosis in Chapter 9.  
Figure 8.4 shows NIVI images of various dimensions from adipose tissue. Adipose 
tissue is comprised of a mesh of adipocytes, which can be seen as dark compartments on 
a 50 – 200 µm length scale. The adipocytes are filled with lipids and give a large signal in 
the C-H stretch region. The cell membranes with minimal signal are clearly discernable 
with a lateral spatial resolution limited only by the pixel size of 1 µm (for the 100x100 
µm2 image). By monitoring the sharpness of the edge of a homogenous silicone film, the 
axial resolution is found to be ~ 10 µm (full width at half maximum). The use of high 
numerical aperture objectives can lead to diffraction-limited resolution, which is a pursuit 
in progress.  
Figure 8.5A shows a comparison of a NIVI image with the phase contrast 
microscopic (PCM) image of a 30 µm section of adipose tissue. The NIVI image in 
Figure 8.5A (200x200 pixels) was generated by raster scanning, and covers a large area 
of 1x1 mm2 for ease of comparison. The morphology of the adipose tissue obtained by 
NIVI clearly matches that seen in the PCM image (5x, Figure 8.5A).  
Figure 8.5B shows the NIVI image of a 30 µm-thick tumor section compared with the 
corresponding PCM image (5x, Figure 8.5B). Tumor tissue is comprised primarily of 
densely packed cells with a cellular pattern obvious only at higher magnifications. The 
gross structural features are fairly well reproduced in the NIVI image with the nominal 5 
µm resolution. A direct pixel-by-pixel mapping of the NIVI and PCM images is not 
obvious due to the inherently different contrast of the two imaging modalities.  
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Figure 8.4. NIVI images of adipose tissue (30 µm sections from rat breast) at different 
resolutions. The apparent grey background from the mounting medium surrounding the 
tissue sections. All relevant features (adipocytes, cell membranes, airpockets, mounting 
medium) are marked. The scan line dimension M is given for each image. The lateral 
resolution is limited only by the pixel size M/100 (in the 100x100 µm2 image, membrane 
thickness is 1 µm). 
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Figure 8.5. Comparison of NIVI images of adipose and tumor tissue (30 µm sections 
from rat breast) with phase contrast microscopy (PCM). 
  
 
Spectroscopy 
Having confirmed that the low-resolution morphology of different tissue types is 
consistent with phase contrast microscopy, we then investigated the spectroscopic 
accuracy of NIVI for diffuse scatterrers as well as homogenous samples. 
We calibrated the system with silicone, and acquired the NIVI vibrational spectra (C-
H stretching spectral range) of various model compounds. In figure 8.6A we compare the 
NIVI and Raman spectra∗ of methyl oleate (a fatty acid ester) known to be an important 
constituent of animal breast models. One can expect the relative intensity differences 
between the two spectra since the NIVI spectrum is weighed by the Stokes and reference 
field envelopes. Nevertheless, all the important spectral features are faithfully reproduced 
in the NIVI spectrum. Figure 8.6B shows the NIVI spectra of various vegetable oils with                                                         
∗ the Raman spectra of silicone and methyl oleate used in this chapter were recorded by 
W. Benalcazar at the University of Illinois. 
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standardized fatty acid compositions. All the spectra were normalized to the peak height 
at 2857 cm-1. Almost all of the C-H stretching spectral features of typical lipid standards 
[194] (detailed in Table 8.1) can readily be observed in the NIVI spectra.  
 
 
Figure 8.6. (A) Comparison of the NIVI and Raman spectra of methyl oleate. The C-H 
stretching peaks are identified. Intensity differences are expected due to the Stokes and 
reference field envelopes weighing the NIVI spectrum. (B) NIVI spectra of vegetable oils 
with standard fatty acid compositions. The number in parenthesis is the relative number 
of double bonds with respect to that of olive oil. 
 
  
The relative peak shift and intensity variation of the peak at 3010 cm-1 represents the 
degree of unsaturation (saturated to unsaturated fatty acids) in the vegetable oils. The 
apparent clustering of different oils in this region can be explained by the relative number 
of double bonds (with respect to that of olive oil) in each of the oils, listed in figure 8.6. 
As can be noticed from eq. (8.6) the interferometrically detected intensity is linear in the 
CARS field and thus is linear in the concentration of the scatterrers. Thus NIVI can be 
used as an analytical tool for characterizing composites and mixtures. Quantifiable 
imaging by NIVI could be very useful for various studies in biology and medicine like 
lipid metabolism etc. For example, there has been quite some interest on the effects of 
certain unsaturated (omega-3) fatty acids on cancer cell lipid metabolism [159]. 
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 Table 8.1. Vibrational peaks (in cm-1) and assignments of lipid standards [194]. 
Methyl 
oleate 
Methyl 
linoleate 
Methyl 
α-linoletae 
Vibrational assignments 
3003 3012 3015 =C-H stretch 
2960 2951 2951 C-H stretch (-CH3 asym) 
2929 2924 2935 C-H stretch (-CH3 sym) 
2897 2903 2911 C-H stretch (-CH3 sym) 
2876 2877 2880 C-H stretch (-CH2 asym) 
2856 2855 2855 C-H stretch (-CH2 sym) 
2734 2732 2729  
 
 
Unlike bulk silicone/acetone or homogenous films, tissues are highly scattering 
targets, which make the phase retrieval of the CARS signal by heterodyne detection more 
difficult, for the following reasons. First, each point on a diffuse scatterer acts as its own 
source of CARS signal. This leads to considerable loss during the spatial mode 
combination of the CARS signal with the reference at the pinhole. The sensitivity of the 
technique needs to be sufficiently high to account for these losses. Second, the severity of 
phase fluctuations induced by the diffuse scatterers needs to be understood since this 
ultimately determines if the Raman spectra from biological tissue can be recovered at all.  
We verified that NIVI has sufficient sensitivity to accurately retrieve the Raman 
spectra from diffusely scattering samples. Blood is a diffusely scattering sample with a 
well-understood internal structure and composition, providing an interesting system to 
investigate using NIVI. We imaged the C-H stretching cross section of a thick film of 
blood (~100 µm) by tuning the Stokes bandwidth to cover the 2800 – 3100 cm-1 region of 
the vibrational spectral range. Figure 8.7A shows the NIVI image (100x100 µm2) of a 
human blood sample. One can readily observe the ring shaped structures on a length scale 
of 10 µm, which are the biconcave disc-shaped red blood cells. The diagonal white streak 
was from a crack in the blood film following dehydration. Figure 8.7B shows the NIVI 
spectrum of a dark pixel from the image, which can be compared to the spontaneous  
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Figure 8.7. (A) NIVI image (100x100 µm2) of a human blood sample (B) NIVI spectrum 
from a dark pixel of the image in A. (C) Raman spectrum of blood from literature [195]. 
 
 
Raman spectrum [195] shown in Figure 8.7C. All the spectral characteristics (C-H2 
stretches, C-H3 stretches and =C-H stretches) have reliably been recovered. The peaks at 
2730 cm-1 appear small in the NIVI spectrum since the Stokes bandwidth does not fully 
cover these vibrations in the current configuration. The accuracy of Raman spectral 
retrieval is further corroborated by our studies on thick sections (~100 µm) of rat breast 
tissue, which are presented in the next chapter. These results confirm two aspects. First, 
the phase fluctuations from even 100 µm-thick (thick enough to be considered as whole 
tissue) samples is not significant enough to affect the accuracy of Raman retrieval by the 
heterodyne detection employed by NIVI. Second, the technique has high enough 
sensitivity to compensate for the losses associated with the diffusely scattered signal at 
the pinhole in our detection system. 
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CHAPTER 9. 
Molecular histopathology by spectrally reconstructed 
NIVI 
 
 
Introduction 
New sensitive assays for rapid quantitative analysis of histological sections, resected 
tissue specimens, or in situ tissue are highly desired for early disease diagnosis. Stained 
histopathology is the gold standard, but remains a subjective practice on processed tissue 
taking from hours to days. In this chapter we discuss spectrally reconstructed nonlinear 
interferometric vibrational imaging (SR-NIVI), which opens the avenues for real-time 
molecular histopathology.  
Diagnostic imaging that relies on endogenous molecular spectral contrast has the 
potential for tissue analysis without the need for staining or labeling. A key factor in 
realizing that potential is the reduction of the complex spectral information to an easily 
visualized code, allowing diagnosis at a glance. SR-NIVI offers such a combination of 
molecular imaging and spectral visualization. First nonlinear interferometric vibrational 
imaging (NIVI) captures molecular vibrational images of tissue specimens [179,183,184]. 
Next the resulting hyperspectral cube of data is analyzed by spectral reconstruction (SR) 
into a simple color-coded tissue image that facilitates decision making. We showcase the 
potential of SR-NIVI for cancer diagnosis in a well-characterized rat mammary tumor 
model that recapitulates human ductal carcinoma in situ [152,191,192,196]. We 
demonstrate its diagnostic potential by imaging, classifying, and differentiating normal 
and cancerous mammary tissue in a pre-clinical model of breast cancer. NIVI images 
acquired in under 5 minutes lead to clear pathological differentiation to beyond 99% 
confidence intervals. By optimizing optical sources and beam delivery, this technique can 
potentially enable real-time point-of-care optical molecular imaging and diagnosis. 
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Animal protocol∗ 
All animal procedures were conducted under a protocol approved by the Institutional 
Animal Care and Use Committee (IACUC) at the University of Illinois Urbana-
Champaign. To induce mammary tumors, 4.5 week old female Wistar-Furth rats (Harlan, 
Indianapolis IN) were injected intraperitoneally with N-nitroso-N-methylurea (NMU; 
12.5 mg/ml; Sigma, St. Louis Mo) at a final concentration of 55 mg/kg on the left side of 
the abdominal region. A second injection of NMU was given a week later on the right 
side of the abdominal region. At approximately 12 weeks of age, animals were sacrificed 
and the mammary tumors were removed and immediately flash-frozen for later 
sectioning, imaging and histological staining. For this study, 6 normal tissue specimens 
were taken from 2 animals and 13 diseased specimens were taken from 5 tumors of 
different size and location from 3 animals. 
 
SR-NIVI methodology 
Figure 9.1 summarizes the SR-NIVI methodology for cancer diagnosis applications. 
The collinear pump and Stokes beams are focused into the tissue by a microscope 
objective. Nonlinear interaction of the pump and Stokes fields with the endogenous 
vibrational polarizability of the tissue specimen generates the CARS output. The shorter-
wavelength CARS signal is spectrally filtered from the pump, Stokes and background 
fluorescence. The CARS beam is then mixed with a time-delayed reference covering the 
same spectral range. The spectral components of the mixed beams are dispersed by a 
grating and the resulting spectral interferogram is acquired on the line camera.  
The phase information in the interferogram provides the complex CARS output [185]. 
Fourier transform spectral interferometry is used to extract the NIVI vibrational spectrum 
from the spectral interferogram. A NIVI hyperspectral cube is obtained by rapid raster 
scanning the tissue pixel by pixel. 
A combination of singular value decomposition (SVD) [197] and logistic regression 
is then used is used to reduce the complicated NIVI spectral shape at each pixel to a                                                         
∗ animal handling and histology performed by E. Chaney at the Beckman institute for 
advanced science and technology, University of Illinois. 
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simple color code that represents tissue pathology. Mapping the color back to the spatial 
pixels leads to the SR-NIVI diagnostic map. The SR-NIVI color map of a tumor margin 
(figure 9.1) shows tumor projections, into normal tissue that taper off to a 0.1 mm length 
scale, discernable at a glance. 
 
 
 
 
 
Figure 9.1. SR-NIVI methodology. The pump and Stokes beams interact with the third 
order polarizability of the tissue specimen to yield the CARS output, which is separated 
from the longer-wavelength input pulses and fluorescence by a spectral filter (SP).  A 0.3 
numerical aperture 60x objective was used. A 1200 grove/mm grating disperses the 
combined CARS/Reference beam onto a 2048 pixel line camera (LC). Extraction of 
vibrational spectra involves a) Inverse Fourier Transform (IFT) the interferogram b) 
zeroing of DC and t<0 components c) FT to get the spectra. Singular value 
decomposition (SVD) is used to transform the spectral pixels into a diagnostic color map. 
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Tissue Spectroscopy 
Our laser system generates broadband pump (810 nm), Stokes (1060 nm) and 
reference (655 nm) pulses at 250 kHz that probe the C-H stretch spectral range of 2800 – 
3100 cm-1. Fresh tissue sections are used for imaging and were exposed for < 30 minutes 
to avoid tissue degradation. Typical laser powers used for imaging were 10-15 mW of 
pump, 0.5-1 mW of Stokes and 1-2 mW of reference power. We weakly focused these 
beams (~2 µm lateral, ~10 µm axial resolution; full width at half maximum) in the tissue 
using a 0.3 numerical aperture objective. The translational stage was raster scanned at 
500 µm/sec. The spectra, acquired at 1 kHz, were binned into 100 pixels for each scan 
line in the image (500 µm). Thus, each pixel within the NIVI image represents a sampled 
volume of approximately 5x5x10 µm3.  
A concern for performing NIVI of biological tissue is the diffuse scattering from the 
tissue, which makes signal collection and phase retrieval less efficient than from a 
homogenous specular sample. The use of thick tissue sections (100-150 µm) as well as 
thin sections (<30 µm) served as a rigorous test of our system performance. The 
heterodyne sensitivity of NIVI effectively recoups the scattering losses. The normal and 
tumor tissue spectra from multiple animals differ in a very reproducible manner for 
tumors of different size and location.  
 
Tissue classification 
For diagnostic purposes, the normal and tumor tissue NIVI spectra must be notably 
different from one another. The transformation of mammary tissue from a normal to a 
diseased state reflects a variety of biochemical and morphological changes. Earlier 
Raman studies, on both animal models and human breast, established that the relative 
abundance of lipid and protein domains is a key classifier of tissue pathology [168,198-
201]. Figure 9.2A shows the NIVI spectra (C-H stretch region) of model compounds that 
best represent the lipid (methyl oleate) and protein (collagen type I) domains in animal 
models [194,202]. These evident differences of lipid and protein NIVI spectra are our 
basis for classifying the tissue pathology. Figure 9.2B shows representative NIVI spectra 
of normal and tumor tissue.  Comparing with Figure 9.2A, these differences reflect the 
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lipid (fat) and protein (collagen) contents. The normal mammary tissue is rich in fat 
leading to prominent peaks at 2855 cm-1 (CH2 stretch) and 3015 cm-1 (=C-H stretch). 
Stromal proliferation switches the composition towards collagen, leading to an absence of 
these features in tumor spectra. This observation is also consistent with a morphological 
model for human breast cancer identifying the fat to collagen ratio as a diagnostic 
parameter [201]. 
 
 
Figure 9.2. Comparison of NIVI spectra.  (A) methyl oleate (lipid) vs. collagen (protein).  
(B) Normal vs. tumor.  (C) shows the first three singular value basis spectra obtained by 
singular value decomposition of the normal and tumor spectral images. SVB1 
approximates an average spectrum and contains the least information. SVB2 and SVB3 
are difference spectra that highlight the most important differences between normal and 
tumor tissues, resulting from relative changes in lipid vs. protein composition as well as 
lipid saturation (small vibrational peak above 3000 cm-1). 
 
 
To make the spectral data accessible for visual diagnosis, we used SVD to reduce the 
NIVI spectra in our data set into a few SVD basis spectra that capture the entire range of 
spectral variations. These basis spectra provide a reduced dimensional framework to 
differentiate between normal and tumor tissue spectra. The data matrix for SVD was 
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constructed from 19 NIVI images (6 normal, 13 tumor). Each of the NIVI spectra was 
digitized as 1000 spectral elements in the range 2400 - 3300 cm-1. The NIVI spectra 
within each image were classified based on their signal (integrated intensity between 
2800 - 3100 cm-1) to noise (intensity standard deviation between 2450 – 2650 cm-1) ratio. 
2000 spectra for each normal image and 1000 spectra for each tumor image, with signal 
to noise > 5, were randomly extracted and stacked as rows in a matrix of dimensions 
25000x1000 on which SVD was performed. The first 3 SVD basis functions recovered 
99% of the variance in the data matrix. Similar results were obtained from the SVD of a 
matrix with the 19 image spectral centroids as rows. 
Figure 9.2C shows the three most important basis spectra. SVB3 and SVB2 provided 
the best differentiation, and each pixel ‘i’ was represented as 
 Spectrum(i) = C1(i) SVB1+ C2 (i) SVB2 + C3(i) SVB3  (9.1) 
Our full data set shown in figure 9.3 consists of the six normal and 13 tumor tissue 
SR-NIVI images from five animals, each of which spans 500x500 µm2 and was generated 
from 10000 NIVI spectra. We used logistic regression to classify the tissue pathology in 
the reduced-dimensional space of SVB2 and SVB3. The spectral centroid (C2, C3) of each 
tissue sample image, obtained by averaging the spectral coefficient Ci(i) over all pixels 
‘i’, is shown surrounded by its 4 standard deviation ellipsoid. The decision line from 
logistic regression maximizes the predicted probability for obtaining the correct 
diagnoses for these specimens. Figure 9.3 also shows the 99% confidence intervals for 
normal and tumor categories, based on the Student’s t-test on the sample set, which 
highlight the SR-NIVI diagnostic sensitivity. The orthogonal component (a linear 
combination of C2 and C3) to the decision line contains the key diagnostic information 
and is representative of the lipid/protein ratio of the tissue. By mapping this component 
of each of the pixel spectra in the NIVI image to a ‘blue-magenta-red’ color gradient we 
obtain the SR-NIVI images. Typical of the normal and tumor tissue SR-NIVI images are 
shown in figure 9.3.  
The average spectrum of mixed tumor/normal images (black squares in figure 9.3) 
can lie near the decision line, but when the color-coded SR-NIVI images are examined, 
the normal and tumor areas are easily discerned down to < 0.1 mm, and each area lies 
within the 99% confidence intervals.  
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Figure 9.3. Tissue classification. Nineteen normal and tumor samples from 5 animals are 
classified as centroids in the two-dimensional space of the SVB2 and SVB3 spectral basis 
spectra from figure 3 and equation (9.1). The central black line is the highest confidence 
line dividing normal (top) and tumor (bottom) tissue spectral centroids.  Centroids coded 
with the same color are from the same tumor. The small ellipses around individual tissue 
data points are four standard deviations of the mean for that tissue sample. The large 
ellipses are 99% confidence intervals (Student-t distribution corrected) for the separate 
normal and tumor tissue sets. The two black squares correspond to tumor margins evident 
as the red/blue boundaries in the corresponding SR-NIVI images. Tumor margins are 
readily resolved to < 0.1 mm. 
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Figure 9.4. Comparison of spectrally reconstructed (SR-NIVI) images and H&E stained 
histology images. Top row: adipose tissue; middle row: normal mammary tissue; bottom 
row: tumor tissue. All images are 300x300 µm2. The stained sections are 10 mm thick.  
The SR-NIVI images are 63x63 pixels, acquired in < 5 minutes from 30-100 µm thick 
sections. The bottom two SR-NIVI images are full spectral reconstructions with color 
code: blue >99% probability of healthy tissue, red >99% probability of tumor tissue, so 
tumor incursions < 0.1 mm in size can be differentiated readily (see figure 9.3 and text).  
The adipose tissue is a NIVI spectral intensity-only image with color code: white = zero 
signal, blue = maximum lipid signal. 
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SR-NIVI and H & E Histology 
Figure 9.4 compares SR-NIVI reconstructed tissue maps of normal and diseased rat 
mammary tissue with hematoxylin & eosin (H&E) stained histology images. The visual 
contrast between tumor and healthy tissues is striking, even on easily prepared thick 
sample sections. The simple color code (blue to purple = healthy, red = cancer) allows 
rapid diagnosis on sample scales less than 0.1 mm. The sections on the left of figure 9.4 
are realistic representations of the contrast obtainable in real time from thick, unfixed, 
unstained tissue sections. Using histological images, one makes the diagnostic decision 
based on the morphological differences (for example the nuclear to cytoplamic ratio) 
while in the case of SR-NIVI the decision is based on the color-coded biochemical 
composition. If diffraction-limited resolution can be achieved using high numerical 
aperture objectives, the morphology of subcellular features can also be captured by SR-
NIVI. This is expected to enhance its diagnostic sensitivity as a morphometric technique. 
The above proof-of-principle is also amenable to a number of improvements. Laser 
scanning galvanometers and high numerical aperture objectives can simultaneously 
increase image dimension to 1x1 mm2 with < 500 nm diffraction-limited resolution while 
maintaining high throughput. Tuning into the fingerprint spectral region permits tapping 
the DNA vibrational markers, which can help classify subtle differences between 
pathologies. Current advances in optical fiber delivery and MEMS scanning can make the 
NIVI system portable for clinical purposes and once standardized, NIVI fiber probes can 
be used within biopsy needles for in vivo diagnosis in real-time. One can even foresee 
SR-NIVI providing guidance in intraoperative surgical procedures like lumpectomies 
where the delineation of tumor margins is critical [203]. As a real-time molecular 
imaging technique the versatility of SR-NIVI can also be extended to the study of other 
pathologies.  
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APPENDIX A. 
Supporting material for Chapter 2 
 
Spectral density and average frequency 
The exact spectral density for a set of N oscillators is a set of N delta functions 
centered at the N vibrational frequencies.  Integrating the spectral density over the entire 
frequency range from 0 yields N. The molecular spectral density is a rugged function, but 
it can be approximated by a power law at low frequencies, and has a high frequency 
cutoff in the region of X-H stretching modes. We implement these features in a smooth 
function in eq. (2.6). Using the integral 
 
  
ax( )n
0
∞
∫ exp−ax = Γ n +1( )a ; a > 0     
we can thus evaluate the normalization and average frequency of the spectral density in 
eq. (2.6) as  
N = ρ ν( )
0
∞
∫ dv = Nρ0Γ ds( )νmax           and  
  
ν = 1N νρ ν( )0
∞
∫ dν = ρ0Γ ds +1( ) νmax( )2   
Combining the above equations allows us to express ρ0  and νmax = ν Γ(ds ) / Γ(ds +1)  in 
terms of ν  and ds , as noted in Chapter 2. 
We now analytically demonstrate the size invariance of the average frequency for 
various models of chain and branched molecules, supporting the computational result in 
figure 2.2.   
 
a) Linear case (1D chain): We start by considering a chain with Natom atoms of mass m 
(Figure A.1A).  For each A atom added, a new high frequency A-A stretching mode is 
added, but at the same time the frequencies of the existing modes decrease due to the 
increased mass. The vibrational Hamiltonian of this system in N=Natoms-1 mass-weighted 
displacement coordinates, 
  
qi = mdi is given by 
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Figure A.1. See text for the context and description of the figures. 
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Hvib =
1
2 qi( )
2
i=1
N +1
∑ + 12
ks
mi=1
N
∑ qi+1 − qi( )2 ; ∂
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i
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ks
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∂ 2V
∂qi+1∂qi
= −
ks
m   
and the mass weighted force constant matrix is thus given by  
 
 ′′V = ksm
1 −1 0 • •
−1 2 −1 0 •
0 −1 2 −1 •
• 0 −1 2 •
• • • • •
⎛
⎝
⎜
⎜
⎜
⎜
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⎞
⎠
⎟
⎟
⎟
⎟
⎟⎟
 
 
The trace of this Hessian, not counting the one zero-frequency translational mode is given 
by Tr ′′V( ) = 2Nks / m , and equals 4π 2Nνrms2  (see Papousek & Aliev, for example)[47]. 
Thus  
 νrms =
1
2π
2ks
m any N( )   
tends towards constancy.  
 
b) 1D Chain with Torsions: Now consider the chain to have N uncoupled bond torsions 
each with a force constant kt (Figure A.1B). From Wilson, Decius & Cross,[132] the 
V=GF matrix elements are given by kt (c1 / mi + c2 / mi+1) , where mi = mi+1 = m are the 
masses adjacent to torsion i (see figure A.1B). The Hessian evaluates just as in example 
a) except for the “end effects,” again yielding a constant rms frequency as N → ∞. 
As long as the basic interaction is local, the same applies to bends and other motions, as 
to stretches and torsions. We can state generally that   
 
  
ν rms =
g
2π
kvib
mvib
  
where g is a constant near unity, and the force constant and mass correspond to the 
individual linked units. 
 
c) Capping hydrogens: Now consider adding two hydrogens to each middle atom in the 
molecule An (3 to the end atoms). First, the mass m changes to m+2 for all the stretches 
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and torsions etc. Second, each H adds a νCH stretching vibration and two νCH bends, 
thereby increasing the νrms by [2νCHbend + νCHstr ] / 3( )1/2 per unit. However, this only raises 
the overall νrms by a constant value, as can be seen in figure 2.2B. 
 
d) Branching: There remains the question of whether branching of a molecule could 
somehow lead to a lowering of the average mode frequency. Consider an arbitrarily 
branched molecule with Natoms atoms. For b branches the average chain length is nb= 
Natoms/(b+1). The number of branches in a chain of length nb is the number of atoms in the 
chain times the probability of branching per atom, and is given by nbb/Natoms=b/(b+1). 
This clearly tends to unity for large numbers of branches. In that limit each chain contains 
an atom of effective mass mNatoms/(b+1) instead of m. In the limit of very large Natoms this 
subdivides the chain into two chains of average length Natoms/2(b+1) plus an atom of 
greater mass mNatoms/(b+1). The Hessian now takes the form 
 
 ′′V = ksm
1 −1 0 0 • •
−1 2 −1 0 0 •
0 −1 2 −1 0 •
0 0 −1 2(b+1)Natoms −1 •
• 0 0 −1 2 •
• • • • • •
⎛
⎝
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
⎟
⎟
⎟
⎟
 
 
The trace of the Hessian is given by  
Tr ′′V( ) = 2k / m[(N −1) + (b +1) / Natoms )] = 4π 2Nνrms2  
where N0 counts up to six zero-frequency rotation-translation modes. Thus we have  
 vrms =
1
2π
2k
m
N −1
N +
b +1
NatomsN
⎛
⎝⎜
⎞
⎠⎟
 
Since b cannot scale faster than linearly with the number of atoms, the rms frequency 
approaches a constant value as N and Natoms → ∞. 
Note that this last case was evaluated in terms of both Natom, the number of atoms, and 
N, the number of modes. In 1D, the relationship is simply N=nb-1 (or N=Natoms-1 if there is 
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no branching). In 2D or 3D, it becomes N=3Natoms-N0 if rotations and translations are 
separated (N0 can be as large as 6). The extra factor of three does not affect the scaling 
behavior as a function of N. 
 
Coupled mode frequencies, quantum numbers and mode overlaps 
Eq. (2.7) can be used to compute average coupling matrix elements between two 
states with quantum numbers |mi> and |mi+Dmi>, as derived in the references given above 
eq. (2.7). The general reason for such scaling has also been discussed by Born & 
Oppenheimer, and Oka.[53,204] The matrix element increases with mode frequency ni, 
with mode occupation mi (because of the raising-lowering operator terms mi1/2), and with 
mode overlap Ai. 
The coupled mode frequency νcoupled  in eqs. (2.7) and (2.10), as can be seen by 
comparing the left and right hand sides of eq. (2.7), is given by νcoupled = [Πi=coupledν i ]1/n .  
For example, a 2:1 Fermi resonance between modes 4 and 13 of a molecule would have 
νcoupled = [ν42ν13]1/3 . The frequencies ν i  can range up to the maximum molecular 
vibrational frequency. The minimum νmin  can be estimated by the same arguments made 
above for the average. For example, for a chain of Natoms=N+1 beads of mass m connected 
by springs of force constant k, the lowest vibrational frequency corresponds to a gradual 
stretching of all springs with motion of the first Natom/2 atoms in the opposite direction 
from the last Natom/2 atoms. As shown by Minoni & Zerbi[205] 
 νmin = {2k / m [1− cos(π / N )]}1/2 ~ ν / N  
for large N where ν  is the average frequency of an individual oscillator. 
As discussed in Chapter 2, mode occupation numbers mi enter as the usual mi1/2 or 
[mi+1]1/2 factors arising from raising/lowering operators aj in the last term of eq. (2.5), 
where qj ~ aj† + aj . When the molecule becomes very large, and m <<1, most of the 
terms connect states with mi = 0 or 1, and hence mcoupled  approaches 1. For sufficiently 
low frequency modes under thermal conditions, mi remains greater than 1. For the lowest 
frequency mode νmin , the mode occupation is mmin = kT /νmin = NkT / 2ν . (This formula 
assumes equipartition; of course, if hvmin <~ kT, Bose-Einstein statistics must be used, but 
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then the point is moot because mi < 1 again). This unfavorable scaling of mmin with N 
cannot overcome the scaling of nmin with N derived above, or of Ai with N derived next.  
Therefore the leftmost terms in eq. (2.10) cannot overcome the rightmost terms. 
The final factor governing the average size of anharmonic coupling matrix elements 
is the mode overlap Ai, defined as in equation (9) of Pearman & Gruebele,[206] 
 Acoupledn /2 = qi,kΔmi
i=1
N
∏
k=1
Natoms
∑⎛⎝⎜
⎞
⎠⎟
1/2
  
In this equation, qi,k is the normalized displacement of atom k caused by normal mode i, 
Natoms is the number of atoms in the molecule (usually [N+6]/3), and Δmi is the order of 
the coupling in mode i, as defined in the letter, such that the total order adds up to n. The 
displacements are normalized such that  
 Acoupledn=2 /2 = qi,kqi,k
k=1
Natoms
∑ = 1   
that is, each mode is 100% overlapped with itself. It was shown by Pearman & 
Gruebele[206] that the average size of coupling matrix elements correlates with Acoupled 
for torsional and other vibrational modes. The scaling of A with molecular size is also 
straightforward.  Consider the case of two modes localized over N1 and N2 atoms out of 
Natoms total. Then the random fraction of atoms they are likely to share is 
Fatom = (N1 / Natom )(N2 / Natom ) or Fatom = N1N2 / N 2  for sufficiently large N.  For 
delocalized modes, this approaches unity, and for highly localized modes (N1~N2~O(1)), 
it scales as N-2.   
The three factors discussed here thus scale ranging from νcoupled ~ N 0 − N −1 , 
mcoupled ~ N1 − N 0  and Acoupled ~ N 0 − N −2 .  In principle, the left terms in eq. (2.10) could 
thus scale ranging from Nn/2 to N-3n/2.  In practice, some of the scaling ranges are mutually 
exclusive.  For example when Acoupled ~ N −0  and mcoupled ~ N1  (delocalized low frequency 
modes), then at least νcoupled ~ N −1  and the coupling matrix element is size-invariant.  
Usually, a in eq. (2.11) ranges from 1/2 to 1. 
 
 
  129 
Local density of states and fraction lost near edge of state space 
The total density of states scales exponentially with the number of modes N, but for 
low order couplings (n<<N), the local density of states scales as a polynomial, as we 
show here. Conversely, when n>>N very few states couple because the bounds of state 
space are exceeded. Either way, the coupling is greatly reduced to what one expects from 
simple random matrix models, such as the GOE (Pearman & Gruebele).[206] 
To derive the correct scaling, consider figure 2.1. A state |mi> in state space is 
surrounded by other states. Only the ones at a distance n in state space can couple to it by 
a specific coupling term of order n. The actual coupled states lie on a hyperpolyhedron, 
but we can approximate this surface by a hypersphere of the same radius without 
affecting the scaling. The intersection of the hypersphere with the shell of constant 
energy yields the local density of states. If the hypersphere “hangs over the edge” of state 
space, because mi < n for some modes, then some coupling partners do not exist, and the 
factor f takes that into account. 
We begin the derivation by considering a state sufficiently interior so no overhang 
occurs. This counting problem is very similar to one taken up by Leitner & Wolynes.[55] 
We start by considering N oscillators, which we take as degenerate (characterized by an 
average frequency ν ), so that only 1:1 resonances need to be taken into account. To 
couple |mi> to another state by an nth order coupling that raises n/2 quanta and lowers n/2 
others (to remain on the energy shell), we can pick N !/ (N − n)! modes independently for 
raising and lowering. The two quanta in the mode being raised or lowered are 
indistinguishable, so we must reduce the combinations by a factor (n / 2)!2 . Note that we 
could of course also raise one mode by n/2, and lower two others by n/2+1 and 1 
respectively, as well as many other combinations. However, these scale more slowly with 
N, and are negligible for large N. Thus the overall scaling of the local density of states is 
N !/ [(N − n)!(n / 2)!2 ] ~ Nn / (n / 2)!2  when N>>n. Finally, in this simple 1:1 resonance 
model, energy shells are separated by a distance ν / 2 , and dividing yields the leftmost 
terms in eq. (2.8). In a real molecule, many types of resonances can occur in addition to 
1:1, but this simply results in a random displacement of states in state space in and out of 
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the energy shell, without affecting either the total or average local density of coupled 
states for the purposes of size scaling. 
To evaluate f, we examine the cut of the hypersphere at the edge of state space. As 
illustrated in the figure A.1C, for each mode of frequency ni the fraction of states left over 
is f (ν i ,D) = (1− cos−1[mi / n] /π ) . For all modes together, f is the product of these 
factors, and thus ln f = Σi ln f (ν i ) . Approximating this sum by an integral over the 
spectral density yields 
 f (D) = e
dν ln f (D,ν )ρ(ν )
0
∞
∫  
To evaluate this approximately, we now make two assumptions: 1) the majority of states 
is as close to equipartition as allowed by quantization; and 2) states with mi farther from 
the edge than n/2 will be counted as interior in mode i, those close as edge. The first 
assumption is justified on average because states with modes near equipartition as 
allowed by quantization are by far the most likely (see the argument about n/2:n/2 vs. 
n/2-1:n/2+1 couplings made in the previous appendix section). The second assumption is 
an all-or-nothing simplification that will not be highly accurate for detailed counts, but 
does not affect the scaling of the fraction of edge states lost. Assumption 2) implies 
mi=n/2 in the trigonometric formula for f (ν i ,D) , yielding f (ν i ,D)=2/3 for modes close 
to the edge, and f (ν i ,D)=1 for modes deep enough in state space. Because ln(1)=0, the 
latter modes drop out of the integral. Assuming equipartition, mode popuulations are 
mi = D '/ν iN . Combining this with our all-or-nothing criterion for a state being on the 
edge,  mi ≤ n / 2⇒ D '/ν iN ≤ n / 2  or ν i > 2D '/ nN . All modes below this frequency are 
on average interior, and do not contribute to the integral shown above, so we have 
 f (D) = e
dν ln[2 /3]ρ(ν )
2D '/nN
∞
∫
=
2
3
⎛
⎝⎜
⎞
⎠⎟
Nedge
,  where Nedge ≡
dνρ(ν )
2D '/nN
∞
∫  
is simply the part of the spectral density whose frequency exceeds the value such that 
those modes are likely to be populated near the edge at energy D’. Inserting the spectral 
density from eq. (2.6) of the letter into this integral, and using ∫0∞ dνρ(ν) = N  and 
∫0
∞ dνν ρ(ν) = Nν  (see the first section of Appendix A), yields ρ0 = Γ(ds +1) / [ν Γ(ds )2 ]  
and νmax = ν Γ(ds ) / Γ(ds +1)  for the parameters in eq. (2.6), and also eq. (2.9), our final 
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result for f. Note that for a specific state, f could be evaluated more accurately by 
combining the f(ni) for each mode, but here we are interested in the average scaling of the 
local density of states in eq. (2.8), all of whose parts are now derived. 
 
Number of states at energy D’ with a given number of edge modes 
Given the energy D’, the number of quantum states having a fraction x of unoccupied 
edge modes, Ω(x), can be approximated by the number of ways of distributing D’/ν  
quanta in N-Nedge occupied modes to be chosen from N modes. The number ways of 
choosing N-Nedge out of N modes is given by N !/ [Nedge!(N − Nedge )!] . The number of 
ways of distributing the  D’/ν  quanta in the N-Nedge occupied modes is given by the 
number of ways of distributing D’/ν - (N-Nedge) quanta in (N-Nedge) modes. The reason for 
subtracting N-Nedge from  D’/ν  is that each of the non-edge modes must have at least one 
quantum in it, so those quanta cannot be freely distributed. Ω(x) is a product of these two 
factors and is given by  
 N !
Nedge! N − Nedge( )!
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
D '/ν( )!
D '/ν − N + Nedge( )! N − Nedge −1( )!
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
 
Replacing Nedge by Nx, and representing the factorials by gamma function to allow 
fractional values of Nedge to be used for an effective number of edge states, yields eq. 
(2.12). The primary assumption in the above derivation is again that all modes can be 
represented by an average frequency. Figure A.1D shows a critical comparison of eq. 
(2.12) with a numerical count of states in the case of SCCl2, an example molecule used in 
the letter. The solid curve is the result of eq. (2.12), while the dotted curve is the result of 
a numerical count when all the 6 mode frequencies are set to the average frequency of 
SCCl2. The dashed curve shows the numerical count with the actual SCCl2 frequencies. 
Evidently eq. (2.12) represents the number of states having a fraction x of edge modes 
adequately.  The agreement is best for states with the most edge modes, but as discussed 
in the letter, those are the majority of states as N → ∞. 
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APPENDIX B. 
Detailed list of assignments 
 
Table B.1. The following table lists all the 657 
  
˜ X  state vibrational ban origins (Obs) that 
have been assigned so far from dispersed fluorescence and stimulated emission pumping  
measurements. Also listed are the calculated band origins (Calc) by fitting the observed 
band origins to the effective Hamiltonian given in eq (3.2) and the fit constants given in 
Table (3.2). 
 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
8.784 8.837 0.053 0 0 1 0 0 0 
9.713 9.751 0.038 0 0 0 0 0 1 
14.120 14.135 0.015 0 0 0 1 0 0 
15.110 15.245 0.135 0 1 0 0 0 0 
24.523 24.545 0.022 0 0 0 0 1 0 
28.240 28.260 0.019 0 0 0 2 0 0 
34.191 34.100 -0.091 1 0 0 0 0 0 
43.284 43.377 0.093 0 1 0 2 0 0 
49.340 49.299 -0.041 1 1 0 0 0 0 
56.430 56.475 0.045 0 0 0 4 0 0 
58.205 58.387 0.183 0 2 0 2 0 0 
62.156 62.130 -0.025 1 0 0 2 0 0 
65.280 65.312 0.033 0 0 1 4 0 0 
68.038 67.934 -0.104 2 0 0 0 0 0 
70.922 70.940 0.018 1 0 1 2 0 0 
71.408 71.464 0.057 0 1 0 4 0 0 
74.064 74.099 0.035 0 0 2 4 0 0 
77.173 77.202 0.029 1 1 0 2 0 0 
82.740 82.722 -0.018 1 0 0 0 2 0 
83.141 83.087 -0.054 2 1 0 0 0 0 
84.670 84.647 -0.023 0 0 0 6 0 0 
86.283 86.347 0.064 0 2 0 4 0 0 
90.166 90.121 -0.045 1 0 0 4 0 0 
92.048 92.167 0.118 1 2 0 2 0 0 
93.436 93.484 0.048 0 0 1 6 0 0 
95.766 95.729 -0.037 2 0 0 2 0 0 
98.098 98.134 0.036 2 2 0 0 0 0 
98.914 98.930 0.016 1 0 1 4 0 0 
99.525 99.508 -0.017 0 1 0 6 0 0 
101.648 101.502 -0.146 3 0 0 0 0 0 
102.316 102.270 -0.046 0 0 2 6 0 0 
104.097 104.189 0.092 0 0 0 6 0 2 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
104.511 104.509 -0.001 2 0 1 2 0 0 
105.074 105.064 -0.010 1 1 0 4 0 0 
107.649 107.687 0.038 1 0 2 4 0 0 
109.700 109.719 0.019 1 0 0 4 0 2 
110.387 110.254 -0.132 3 0 1 0 0 0 
110.782 110.754 -0.028 2 1 0 2 0 0 
112.809 112.775 -0.034 0 0 0 8 0 0 
116.068 116.088 0.020 2 0 0 0 2 0 
116.706 116.610 -0.097 3 1 0 0 0 0 
118.094 118.071 -0.024 1 0 0 6 0 0 
119.896 119.901 0.005 1 2 0 4 0 0 
121.650 121.612 -0.038 0 0 1 8 0 0 
123.511 123.487 -0.025 2 0 0 4 0 0 
125.508 125.674 0.165 2 2 0 2 0 0 
126.875 126.880 0.004 1 0 1 6 0 0 
129.148 129.055 -0.093 3 0 0 2 0 0 
130.404 130.398 -0.006 0 0 2 8 0 0 
131.624 131.611 -0.013 3 2 0 0 0 0 
132.167 132.078 -0.089 0 0 0 8 0 2 
132.250 132.268 0.017 2 0 1 4 0 0 
132.901 132.886 -0.015 1 1 0 6 0 0 
134.952 134.804 -0.147 4 0 0 0 0 0 
135.656 135.637 -0.019 1 0 2 6 0 0 
137.341 137.430 0.089 1 0 0 6 0 2 
137.809 137.807 -0.001 3 0 1 2 0 0 
138.414 138.385 -0.029 2 1 0 4 0 0 
140.842 140.997 0.155 2 0 2 4 0 0 
141.043 140.858 -0.185 0 0 0 10 0 0 
142.881 142.903 0.022 2 0 0 4 0 2 
143.631 143.528 -0.102 4 0 1 0 0 0 
144.089 144.034 -0.055 3 1 0 2 0 0 
146.044 145.980 -0.064 1 0 0 8 0 0 
146.362 146.509 0.147 3 0 2 2 0 0 
149.192 149.188 -0.004 3 0 0 0 2 0 
149.842 149.866 0.024 4 1 0 0 0 0 
151.254 151.208 -0.046 2 0 0 6 0 0 
153.146 153.176 0.030 2 2 0 4 0 0 
154.786 154.789 0.003 1 0 1 8 0 0 
155.682 155.464 -0.218 0 1 0 10 0 0 
156.606 156.574 -0.031 3 0 0 4 0 0 
158.407 158.482 0.074 0 0 2 10 0 0 
158.731 158.908 0.177 3 2 0 2 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
159.957 159.922 -0.035 0 0 0 10 0 2 
160.014 159.989 -0.025 2 0 1 6 0 0 
160.749 160.668 -0.081 1 1 0 8 0 0 
162.197 162.108 -0.088 4 0 0 2 0 0 
163.387 163.547 0.160 1 0 2 8 0 0 
164.685 164.822 0.137 4 2 0 0 0 0 
165.093 165.101 0.008 1 0 0 8 0 2 
165.342 165.327 -0.014 3 0 1 4 0 0 
166.025 165.978 -0.047 2 1 0 6 0 0 
168.007 167.840 -0.166 5 0 0 0 0 0 
168.582 168.719 0.136 2 0 2 6 0 0 
169.056 168.898 -0.158 0 0 0 12 0 0 
170.366 170.386 0.020 2 0 0 6 0 2 
170.843 170.833 -0.010 4 0 1 2 0 0 
171.463 171.426 -0.037 3 1 0 4 0 0 
174.006 174.028 0.023 3 0 2 4 0 0 
174.015 173.849 -0.165 1 0 0 10 0 0 
175.837 175.808 -0.029 3 0 0 4 0 2 
176.650 176.536 -0.113 5 0 1 0 0 0 
177.090 177.042 -0.048 4 1 0 2 0 0 
178.943 178.893 -0.050 2 0 0 8 0 0 
179.606 179.506 -0.100 4 0 2 2 0 0 
182.025 182.022 -0.003 4 0 0 0 2 0 
182.487 182.658 0.171 1 0 1 10 0 0 
182.825 182.857 0.031 5 1 0 0 0 0 
184.109 184.061 -0.047 3 0 0 6 0 0 
185.227 185.181 -0.046 5 0 2 0 0 0 
186.153 186.172 0.019 3 2 0 4 0 0 
187.691 187.674 -0.017 2 0 1 8 0 0 
189.412 189.383 -0.029 4 0 0 4 0 0 
191.298 191.416 0.118 1 0 2 10 0 0 
191.702 191.870 0.168 4 2 0 2 0 0 
192.812 192.731 -0.081 1 0 0 10 0 2 
192.830 192.814 -0.016 3 0 1 6 0 0 
193.606 193.536 -0.070 2 1 0 8 0 0 
194.958 194.889 -0.069 5 0 0 2 0 0 
196.349 196.404 0.055 2 0 2 8 0 0 
197.542 197.766 0.224 5 2 0 0 0 0 
197.833 197.832 -0.001 2 0 0 8 0 2 
198.115 198.108 -0.007 4 0 1 4 0 0 
198.837 198.785 -0.052 3 1 0 6 0 0 
200.786 200.611 -0.175 6 0 0 0 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
201.389 201.515 0.127 3 0 2 6 0 0 
201.664 201.678 0.014 1 0 0 12 0 0 
203.130 203.056 -0.074 3 0 0 6 0 2 
203.622 203.585 -0.037 5 0 1 2 0 0 
204.183 204.189 0.007 4 1 0 4 0 0 
206.650 206.780 0.130 4 0 2 4 0 0 
206.662 206.542 -0.120 2 0 0 10 0 0 
208.431 208.435 0.004 4 0 0 4 0 2 
209.399 209.279 -0.121 6 0 1 0 0 0 
209.936 209.778 -0.158 5 1 0 2 0 0 
210.149 210.165 0.016 3 0 3 6 0 0 
210.334 210.249 -0.085 0 3 3 10 0 0 
210.400 210.487 0.087 1 0 1 12 0 0 
210.844 210.796 -0.048 1 4 4 6 0 0 
210.895 210.942 0.047 2 1 2 8 0 0 
211.237 211.244 0.007 0 1 0 14 0 0 
211.336 211.399 0.063 4 4 2 0 0 0 
211.483 211.424 -0.058 4 1 4 2 0 0 
211.552 211.515 -0.037 3 0 0 8 0 0 
211.650 211.569 -0.082 1 2 1 10 0 0 
211.947 212.013 0.066 0 3 0 12 0 0 
212.028 211.966 -0.063 3 2 3 4 0 0 
212.154 212.230 0.076 5 0 2 2 0 0 
212.289 212.400 0.111 2 3 2 6 0 0 
212.640 212.696 0.057 1 4 1 8 0 0 
212.862 212.862 0.000 4 1 1 4 0 0 
213.018 213.119 0.101 0 2 5 10 0 0 
213.326 213.403 0.077 3 2 0 6 0 0 
213.656 213.640 -0.016 4 3 4 0 0 0 
213.860 213.820 -0.040 3 4 3 2 0 0 
214.457 214.417 -0.040 3 1 5 4 0 0 
214.627 214.527 -0.100 1 1 3 10 0 0 
214.987 214.901 -0.087 5 2 2 0 0 0 
215.146 215.043 -0.103 2 2 4 6 0 0 
215.200 215.164 -0.036 0 2 2 12 0 0 
215.209 215.162 -0.047 4 3 1 2 0 0 
215.407 215.322 -0.085 2 0 1 10 0 0 
215.626 215.581 -0.045 6 1 0 0 0 0 
215.970 215.854 -0.117 0 4 2 10 0 0 
216.018 216.110 0.092 1 1 0 12 0 0 
216.120 216.149 0.028 3 3 5 2 0 0 
216.198 216.136 -0.063 3 1 2 6 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
216.507 216.429 -0.079 2 4 4 4 0 0 
216.684 216.629 -0.055 4 0 0 6 0 0 
216.948 216.749 -0.199 2 2 1 8 0 0 
217.305 217.211 -0.094 1 3 0 10 0 0 
217.568 217.380 -0.188 1 0 5 10 0 0 
217.649 217.579 -0.070 4 2 3 2 0 0 
217.910 217.895 -0.015 6 0 2 0 0 0 
218.042 217.956 -0.086 3 3 2 4 0 0 
218.378 218.263 -0.115 1 2 5 8 0 0 
218.441 218.422 -0.019 5 1 1 2 0 0 
218.648 218.777 0.130 0 3 4 10 0 0 
218.747 218.763 0.016 3 0 4 6 0 0 
218.881 218.890 0.008 4 2 0 4 0 0 
219.088 219.245 0.156 1 0 2 12 0 0 
219.232 219.193 -0.039 1 4 5 6 0 0 
219.562 219.569 0.007 2 1 3 8 0 0 
219.799 219.814 0.015 4 4 3 0 0 0 
220.198 220.223 0.025 1 2 2 10 0 0 
220.261 220.268 0.007 3 0 1 8 0 0 
220.383 220.460 0.077 3 2 4 4 0 0 
220.638 220.695 0.057 0 3 1 12 0 0 
220.725 220.824 0.098 5 0 3 2 0 0 
220.770 220.922 0.152 2 3 3 6 0 0 
220.995 221.056 0.061 2 1 0 10 0 0 
221.307 221.208 -0.099 4 4 0 2 0 0 
221.388 221.247 -0.140 1 4 2 8 0 0 
221.640 221.483 -0.156 4 1 2 4 0 0 
221.724 221.913 0.189 5 0 0 4 0 0 
221.885 222.004 0.118 4 3 5 0 0 0 
222.017 222.053 0.035 3 2 1 6 0 0 
222.245 222.212 -0.033 3 4 4 2 0 0 
222.623 222.501 -0.122 2 3 0 8 0 0 
223.222 223.130 -0.093 1 1 4 10 0 0 
223.432 223.390 -0.042 5 2 3 0 0 0 
223.675 223.679 0.004 4 3 2 2 0 0 
223.783 223.795 0.012 0 2 3 12 0 0 
223.969 224.052 0.083 2 0 2 10 0 0 
224.080 224.032 -0.048 1 3 4 8 0 0 
224.143 224.197 0.055 6 1 1 0 0 0 
224.530 224.560 0.031 5 2 0 2 0 0 
224.700 224.734 0.033 3 1 3 6 0 0 
224.760 224.867 0.107 1 1 1 12 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
225.150 225.241 0.091 2 0 0 10 0 2 
225.327 225.353 0.026 4 0 1 6 0 0 
225.393 225.375 -0.018 2 2 2 8 0 0 
226.038 226.046 0.008 4 2 4 2 0 0 
226.091 226.111 0.020 3 1 0 8 0 0 
226.304 226.460 0.156 6 0 3 0 0 0 
226.490 226.450 -0.040 3 3 3 4 0 0 
226.832 226.748 -0.084 2 4 2 6 0 0 
227.102 227.015 -0.087 5 1 2 2 0 0 
227.228 227.253 0.026 0 3 5 10 0 0 
227.372 227.398 0.027 6 0 0 2 0 0 
227.605 227.510 -0.095 4 2 1 4 0 0 
227.830 227.915 0.085 3 3 0 6 0 0 
228.004 227.951 -0.053 1 0 3 12 0 0 
228.307 228.143 -0.164 2 1 4 8 0 0 
228.880 228.969 0.089 3 0 2 8 0 0 
228.946 228.826 -0.120 1 2 3 10 0 0 
229.197 229.326 0.129 0 3 2 12 0 0 
229.368 229.366 -0.003 5 0 4 2 0 0 
229.683 229.747 0.064 1 4 3 8 0 0 
229.692 229.785 0.093 2 1 1 10 0 0 
230.013 230.053 0.040 4 1 3 4 0 0 
230.259 230.271 0.012 3 0 0 8 0 2 
230.405 230.436 0.031 1 2 0 12 0 0 
230.528 230.609 0.081 5 0 1 4 0 0 
230.630 230.650 0.020 3 2 2 6 0 0 
231.113 231.127 0.014 2 3 1 8 0 0 
231.257 231.307 0.050 4 1 0 6 0 0 
231.527 231.452 -0.074 1 4 0 10 0 0 
231.689 231.682 -0.007 1 1 5 10 0 0 
231.833 231.829 -0.004 5 2 4 0 0 0 
231.922 231.935 0.012 0 0 4 14 0 0 
232.354 232.375 0.020 0 2 4 12 0 0 
232.723 232.730 0.007 2 0 3 10 0 0 
232.810 232.762 -0.048 6 1 2 0 0 0 
232.948 232.857 -0.090 0 4 4 10 0 0 
233.029 233.153 0.124 5 2 1 2 0 0 
233.394 233.281 -0.114 3 1 4 6 0 0 
233.433 233.484 0.050 4 3 0 4 0 0 
233.631 233.573 -0.058 1 1 2 12 0 0 
233.931 233.949 0.018 2 2 3 8 0 0 
234.036 234.026 -0.010 4 0 2 6 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
234.069 234.153 0.084 2 0 0 12 0 0 
234.231 234.222 -0.009 0 2 1 14 0 0 
234.666 234.803 0.138 0 4 1 12 0 0 
234.734 234.812 0.078 3 1 1 8 0 0 
234.935 234.974 0.038 6 0 4 0 0 0 
235.016 234.893 -0.123 3 3 4 4 0 0 
235.481 235.464 -0.017 2 2 0 10 0 0 
235.652 235.557 -0.095 5 1 3 2 0 0 
235.976 236.066 0.091 6 0 1 2 0 0 
236.096 236.080 -0.016 4 2 2 4 0 0 
236.302 236.489 0.186 4 4 5 0 0 0 
236.560 236.513 -0.047 3 3 1 6 0 0 
236.635 236.674 0.038 5 1 0 4 0 0 
236.833 236.825 -0.008 2 4 0 8 0 0 
237.229 237.377 0.148 1 2 4 10 0 0 
237.586 237.619 0.033 3 0 3 8 0 0 
237.849 237.905 0.056 0 3 3 12 0 0 
238.020 238.195 0.174 1 4 4 8 0 0 
238.395 238.463 0.068 2 1 2 10 0 0 
238.542 238.572 0.030 4 1 4 4 0 0 
238.884 238.936 0.052 3 0 0 10 0 0 
239.072 239.010 -0.063 6 2 1 0 0 0 
239.189 239.254 0.064 5 0 2 4 0 0 
239.285 239.197 -0.089 3 2 3 6 0 0 
240.856 240.782 -0.074 5 0 0 4 0 2 
241.903 241.755 -0.148 7 0 1 0 0 0 
242.343 242.241 -0.102 6 1 0 2 0 0 
242.799 242.934 0.135 2 0 1 12 0 0 
243.872 243.845 -0.027 4 0 0 8 0 0 
244.721 244.683 -0.038 6 0 2 2 0 0 
247.698 247.688 -0.009 3 0 1 10 0 0 
247.997 248.040 0.043 7 1 0 0 0 0 
248.912 248.910 -0.001 5 0 0 6 0 0 
251.331 251.328 -0.003 5 2 0 4 0 0 
252.593 252.569 -0.024 4 0 1 8 0 0 
252.701 252.614 -0.088 2 0 0 12 0 2 
253.478 253.404 -0.073 3 1 0 10 0 0 
254.176 254.164 -0.012 6 0 0 4 0 0 
256.341 256.389 0.049 3 0 2 10 0 0 
257.501 257.453 -0.048 3 0 0 10 0 2 
257.600 257.607 0.007 5 0 1 6 0 0 
258.466 258.395 -0.071 4 1 0 8 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
259.704 259.635 -0.070 7 0 0 2 0 0 
261.323 261.242 -0.081 4 0 2 8 0 0 
262.387 262.418 0.031 4 0 0 8 0 2 
262.810 262.832 0.022 6 0 1 4 0 0 
263.560 263.543 -0.016 5 1 0 6 0 0 
265.493 265.353 -0.140 8 0 0 0 0 0 
266.159 266.251 0.093 5 0 2 6 0 0 
266.315 266.323 0.009 3 0 0 12 0 0 
267.523 267.541 0.018 5 0 0 6 0 2 
268.335 268.274 -0.061 7 0 1 2 0 0 
268.863 268.878 0.016 6 1 0 4 0 0 
270.482 270.509 0.027 2 0 1 14 0 0 
271.099 271.032 -0.068 4 0 0 10 0 0 
271.438 271.448 0.010 6 0 2 4 0 0 
272.979 272.850 -0.129 6 0 0 4 0 2 
274.103 273.965 -0.138 8 0 1 0 0 0 
274.349 274.432 0.082 7 1 0 2 0 0 
275.003 275.076 0.073 3 0 1 12 0 0 
275.872 275.883 0.010 5 0 0 8 0 0 
276.768 276.863 0.094 7 0 2 2 0 0 
279.796 279.756 -0.040 4 0 1 10 0 0 
279.841 279.949 0.108 2 0 0 14 0 2 
280.150 280.232 0.082 8 1 0 0 0 0 
280.867 280.907 0.041 6 0 0 6 0 0 
283.517 283.487 -0.029 6 2 0 4 0 0 
284.584 284.579 -0.005 5 0 1 8 0 0 
284.704 284.601 -0.103 3 0 0 12 0 2 
285.528 285.454 -0.074 4 1 0 10 0 0 
286.131 286.136 0.005 7 0 0 4 0 0 
288.439 288.429 -0.010 4 0 2 10 0 0 
289.363 289.366 0.003 4 0 0 10 0 2 
289.537 289.575 0.039 6 0 1 6 0 0 
290.427 290.387 -0.040 5 1 0 8 0 0 
291.626 291.599 -0.028 8 0 0 2 0 0 
294.261 294.274 0.012 5 0 0 8 0 2 
294.726 294.775 0.049 7 0 1 4 0 0 
295.481 295.494 0.013 6 1 0 6 0 0 
297.451 297.326 -0.125 9 0 0 0 0 0 
298.216 298.192 -0.024 6 0 2 6 0 0 
298.246 298.189 -0.057 4 0 0 12 0 0 
299.322 299.355 0.033 6 0 0 6 0 2 
300.239 300.210 -0.029 8 0 1 2 0 0 
  140 
Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
300.773 300.805 0.032 7 1 0 4 0 0 
302.404 302.431 0.027 3 0 1 14 0 0 
302.847 302.829 -0.019 5 0 0 10 0 0 
303.342 303.364 0.022 7 0 2 4 0 0 
304.679 304.640 -0.039 7 0 0 4 0 2 
305.917 305.909 -0.008 9 0 1 0 0 0 
306.325 306.350 0.025 8 1 0 2 0 0 
306.946 306.913 -0.032 4 0 1 12 0 0 
307.638 307.629 -0.009 6 0 0 8 0 0 
308.750 308.770 0.020 8 0 2 2 0 0 
311.559 311.525 -0.034 5 0 1 10 0 0 
311.874 311.717 -0.157 3 0 0 14 0 2 
312.036 312.159 0.124 9 1 0 0 0 0 
312.600 312.618 0.019 7 0 0 6 0 0 
316.287 316.297 0.010 6 0 1 8 0 0 
316.323 316.284 -0.039 4 0 0 12 0 2 
317.306 317.206 -0.100 5 1 0 10 0 0 
317.825 317.829 0.004 8 0 0 4 0 0 
320.199 320.170 -0.030 5 0 2 10 0 0 
320.973 320.981 0.008 5 0 0 10 0 2 
321.198 321.258 0.061 7 0 1 6 0 0 
322.085 322.088 0.003 6 1 0 8 0 0 
323.305 323.290 -0.015 9 0 0 2 0 0 
325.781 325.837 0.056 6 0 0 8 0 2 
326.477 326.440 -0.037 8 0 1 4 0 0 
327.155 327.160 0.005 7 1 0 6 0 0 
329.136 329.033 -0.103 10 0 0 0 0 0 
329.781 329.846 0.066 7 0 2 6 0 0 
329.838 329.750 -0.088 5 0 0 12 0 0 
330.716 330.771 0.055 2 1 0 18 0 0 
330.869 330.884 0.015 7 0 0 6 0 2 
331.837 331.873 0.036 9 0 1 2 0 0 
332.407 332.452 0.045 8 1 0 4 0 0 
334.332 334.328 -0.004 6 0 0 10 0 0 
334.991 335.085 0.094 3 1 0 16 0 0 
337.941 337.996 0.055 9 1 0 2 0 0 
338.469 338.446 -0.023 5 0 1 12 0 0 
339.047 339.083 0.035 7 0 0 8 0 0 
340.354 340.405 0.051 9 0 2 2 0 0 
343.008 342.996 -0.012 6 0 1 10 0 0 
343.703 343.821 0.118 10 1 0 0 0 0 
344.018 344.044 0.026 8 0 0 6 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
347.666 347.722 0.056 7 0 1 8 0 0 
347.681 347.662 -0.019 5 0 0 12 0 2 
349.216 349.243 0.027 9 0 0 4 0 0 
351.612 351.612 0.001 6 0 2 10 0 0 
352.265 352.298 0.032 6 0 0 10 0 2 
352.652 352.656 0.004 8 0 1 6 0 0 
353.509 353.496 -0.013 7 1 0 8 0 0 
354.717 354.709 -0.008 10 0 0 2 0 0 
357.050 357.109 0.059 7 0 0 8 0 2 
357.886 357.826 -0.060 9 0 1 4 0 0 
358.543 358.540 -0.003 8 1 0 6 0 0 
360.452 360.474 0.021 11 0 0 0 0 0 
361.043 361.005 -0.038 6 0 0 12 0 0 
362.101 362.127 0.026 8 0 0 6 0 2 
362.236 362.246 0.009 3 1 0 18 0 0 
363.226 363.264 0.039 10 0 1 2 0 0 
363.849 363.821 -0.028 9 1 0 4 0 0 
365.483 365.529 0.046 7 0 0 10 0 0 
366.409 366.455 0.045 4 1 0 16 0 0 
369.356 369.369 0.013 10 1 0 2 0 0 
369.791 369.673 -0.118 6 0 1 12 0 0 
370.184 370.245 0.061 8 0 0 8 0 0 
374.177 374.168 -0.009 7 0 1 10 0 0 
374.348 374.318 -0.029 5 0 0 14 0 2 
375.121 375.185 0.064 9 0 0 6 0 0 
378.728 378.736 0.008 6 0 0 12 0 2 
378.740 378.856 0.117 8 0 1 8 0 0 
379.825 379.814 -0.011 7 1 0 10 0 0 
380.269 380.378 0.110 10 0 0 4 0 0 
383.249 383.316 0.067 7 0 0 10 0 2 
383.704 383.513 -0.191 5 0 0 16 0 0 
383.917 383.768 -0.149 9 0 1 6 0 0 
384.613 384.613 0.000 8 1 0 8 0 0 
385.842 385.856 0.014 11 0 0 2 0 0 
387.994 388.089 0.094 8 0 0 8 0 2 
389.586 389.635 0.048 9 1 0 6 0 0 
391.433 391.649 0.216 12 0 0 0 0 0 
392.084 391.956 -0.127 7 0 0 12 0 0 
393.064 393.085 0.021 9 0 0 6 0 2 
393.388 393.396 0.008 4 1 0 18 0 0 
396.398 396.431 0.033 8 0 0 10 0 0 
397.459 397.507 0.048 5 1 0 16 0 0 
  142 
Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
400.586 400.596 0.010 7 0 1 12 0 0 
400.987 401.115 0.128 9 0 0 8 0 0 
401.803 401.736 -0.067 6 1 0 14 0 0 
405.134 405.042 -0.091 8 0 1 10 0 0 
405.181 405.152 -0.029 6 0 0 14 0 2 
405.982 406.040 0.058 10 0 0 6 0 0 
406.135 406.114 -0.021 7 1 0 12 0 0 
409.496 409.504 0.009 7 0 0 12 0 2 
409.591 409.699 0.107 9 0 1 8 0 0 
410.692 410.671 -0.021 8 1 0 10 0 0 
411.150 411.235 0.085 11 0 0 4 0 0 
414.031 414.036 0.004 8 0 0 10 0 2 
414.487 414.293 -0.194 6 0 0 16 0 0 
415.428 415.437 0.009 9 1 0 8 0 0 
416.718 416.731 0.013 12 0 0 2 0 0 
418.714 418.777 0.063 9 0 0 8 0 2 
420.420 420.444 0.024 10 1 0 6 0 0 
422.611 422.602 -0.009 8 0 0 12 0 0 
423.847 423.758 -0.089 10 0 0 6 0 2 
426.976 427.035 0.058 9 0 0 10 0 0 
428.269 428.241 -0.027 6 1 0 16 0 0 
431.191 431.214 0.022 8 0 1 12 0 0 
431.614 431.694 0.080 10 0 0 8 0 0 
432.451 432.395 -0.055 7 1 0 14 0 0 
435.625 435.674 0.049 7 0 0 14 0 2 
435.727 435.618 -0.109 9 0 1 10 0 0 
436.573 436.610 0.037 11 0 0 6 0 0 
436.750 436.714 -0.035 8 1 0 12 0 0 
439.933 439.968 0.034 8 0 0 12 0 2 
440.200 440.249 0.049 10 0 1 8 0 0 
441.232 441.229 -0.002 9 1 0 10 0 0 
441.819 441.813 -0.007 12 0 0 4 0 0 
444.412 444.457 0.045 9 0 0 10 0 2 
445.003 444.756 -0.247 7 0 0 16 0 0 
446.046 445.970 -0.076 10 1 0 8 0 0 
448.777 448.758 -0.019 8 0 0 14 0 0 
449.218 449.173 -0.045 10 0 0 8 0 2 
452.923 452.943 0.020 9 0 0 12 0 0 
454.240 454.145 -0.094 11 0 0 6 0 2 
457.285 457.341 0.055 10 0 0 10 0 0 
458.691 458.658 -0.034 7 1 0 16 0 0 
461.911 461.981 0.070 11 0 0 8 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
462.826 462.743 -0.083 8 1 0 14 0 0 
466.834 466.894 0.060 12 0 0 6 0 0 
467.047 467.010 -0.037 9 1 0 12 0 0 
471.526 471.489 -0.037 10 1 0 10 0 0 
474.973 474.900 -0.073 8 0 0 16 0 0 
478.888 478.841 -0.048 9 0 0 14 0 0 
482.963 482.980 0.017 10 0 0 12 0 0 
487.298 487.348 0.050 11 0 0 10 0 0 
491.896 491.976 0.079 12 0 0 8 0 0 
496.873 497.000 0.127 10 1 0 12 0 0 
501.346 501.451 0.105 11 1 0 10 0 0 
504.794 504.727 -0.067 9 0 0 16 0 0 
508.610 508.611 0.001 10 0 0 14 0 0 
512.660 512.711 0.051 11 0 0 12 0 0 
517.010 517.057 0.047 12 0 0 10 0 0 
534.221 534.236 0.014 10 0 0 16 0 0 
538.041 538.071 0.030 11 0 0 14 0 0 
542.088 542.138 0.050 12 0 0 12 0 0 
546.462 546.467 0.006 13 0 0 10 0 0 
550.719 550.748 0.029 7 2 0 22 0 0 
551.078 551.090 0.011 14 0 0 8 0 0 
551.546 551.779 0.232 14 0 3 6 0 0 
551.978 551.918 -0.060 11 1 0 14 0 0 
552.455 552.603 0.149 13 1 2 8 0 0 
552.778 552.819 0.041 8 0 3 20 0 0 
552.778 552.816 0.038 9 1 1 18 0 0 
553.228 553.236 0.008 8 0 0 22 0 0 
553.471 553.460 -0.011 12 2 1 10 0 0 
554.244 554.234 -0.010 8 2 0 20 0 0 
554.541 554.537 -0.004 15 1 1 4 0 0 
554.946 554.938 -0.008 13 0 1 10 0 0 
555.126 555.073 -0.053 11 0 2 14 0 0 
556.088 556.035 -0.053 15 0 0 6 0 0 
556.115 556.067 -0.048 12 1 0 12 0 0 
556.178 556.197 0.019 9 0 3 18 0 0 
556.475 556.466 -0.009 9 0 0 20 0 0 
556.505 556.504 -0.001 10 1 1 16 0 0 
557.059 556.959 -0.101 15 0 3 4 0 0 
557.854 557.861 0.007 9 2 0 18 0 0 
558.265 558.217 -0.047 13 2 1 8 0 0 
558.804 558.774 -0.031 7 0 1 24 0 0 
559.119 559.084 -0.035 12 0 2 12 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
559.533 559.532 -0.001 14 0 1 8 0 0 
559.928 559.852 -0.076 10 0 0 18 0 0 
560.207 560.223 0.016 16 1 1 2 0 0 
560.423 560.372 -0.051 15 2 0 4 0 0 
561.286 561.334 0.047 16 0 0 4 0 0 
561.310 561.296 -0.014 9 1 2 18 0 0 
561.691 561.659 -0.032 10 2 0 16 0 0 
561.817 561.848 0.031 8 0 1 22 0 0 
562.725 562.743 0.017 8 2 1 20 0 0 
562.905 562.848 -0.058 15 1 2 4 0 0 
563.427 563.427 -0.000 11 0 0 16 0 0 
563.607 563.525 -0.082 7 1 0 24 0 0 
564.506 564.449 -0.058 15 0 1 6 0 0 
564.929 564.956 0.027 10 1 2 16 0 0 
565.109 565.049 -0.060 9 0 1 20 0 0 
565.208 565.183 -0.025 14 1 0 8 0 0 
565.612 565.659 0.046 11 2 0 14 0 0 
566.308 566.308 -0.000 17 1 1 0 0 0 
566.368 566.341 -0.027 9 2 1 18 0 0 
566.728 566.709 -0.018 8 1 0 22 0 0 
567.177 567.219 0.042 12 0 0 14 0 0 
567.978 567.922 -0.056 14 0 2 8 0 0 
568.508 568.407 -0.101 10 0 1 18 0 0 
569.726 569.719 -0.006 16 0 1 4 0 0 
569.777 569.890 0.114 12 2 0 12 0 0 
570.025 570.021 -0.005 9 1 0 20 0 0 
570.136 570.111 -0.025 10 2 1 16 0 0 
570.205 570.210 0.005 15 1 0 6 0 0 
570.415 570.408 -0.007 8 0 2 22 0 0 
571.216 571.260 0.044 13 0 0 12 0 0 
571.710 571.724 0.014 13 0 3 10 0 0 
571.980 571.953 -0.027 11 0 1 16 0 0 
572.154 572.113 -0.041 7 1 1 24 0 0 
572.906 572.811 -0.095 15 0 2 6 0 0 
572.915 572.909 -0.006 12 1 2 12 0 0 
573.413 573.489 0.076 10 1 0 18 0 0 
574.049 574.082 0.034 11 2 1 14 0 0 
574.453 574.384 -0.069 13 2 0 10 0 0 
575.560 575.580 0.020 14 0 0 10 0 0 
575.703 575.718 0.014 12 0 1 14 0 0 
576.171 576.261 0.090 14 0 3 8 0 0 
576.864 576.911 0.047 10 0 2 18 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
577.062 577.146 0.084 11 1 0 16 0 0 
577.421 577.264 -0.157 13 1 2 10 0 0 
578.860 578.916 0.056 8 0 3 22 0 0 
579.274 579.319 0.045 8 0 0 24 0 0 
579.706 579.730 0.025 13 0 1 12 0 0 
580.254 580.209 -0.046 15 0 0 8 0 0 
580.713 580.649 -0.064 7 1 2 24 0 0 
580.974 581.020 0.046 12 1 0 14 0 0 
581.828 581.912 0.084 14 1 2 8 0 0 
582.620 582.751 0.131 13 2 1 10 0 0 
583.762 583.777 0.015 8 1 2 22 0 0 
584.032 584.022 -0.010 14 0 1 10 0 0 
585.093 585.143 0.050 13 1 0 12 0 0 
585.453 585.462 0.009 10 0 0 20 0 0 
586.892 586.883 -0.009 15 1 2 6 0 0 
588.214 588.149 -0.065 13 0 2 12 0 0 
588.681 588.623 -0.059 15 0 1 8 0 0 
588.843 588.779 -0.065 11 0 0 18 0 0 
589.329 589.467 0.138 12 1 1 14 0 0 
589.452 589.545 0.093 14 1 0 10 0 0 
590.309 590.445 0.135 10 1 2 18 0 0 
590.669 590.759 0.090 11 2 0 16 0 0 
591.970 591.950 -0.021 9 2 1 20 0 0 
592.297 592.300 0.003 12 0 0 16 0 0 
592.495 592.412 -0.082 14 0 2 10 0 0 
592.720 592.664 -0.056 8 1 0 24 0 0 
593.682 593.562 -0.120 13 1 1 12 0 0 
593.961 594.044 0.084 11 1 2 16 0 0 
594.195 594.257 0.062 15 1 0 8 0 0 
595.571 595.472 -0.099 10 2 1 18 0 0 
596.020 596.056 0.035 13 0 0 14 0 0 
596.551 596.516 -0.035 13 0 3 12 0 0 
597.109 596.985 -0.124 15 0 2 8 0 0 
597.396 597.305 -0.091 11 0 1 18 0 0 
598.970 598.971 0.001 10 1 0 20 0 0 
600.077 600.077 0.000 14 0 0 12 0 0 
600.823 600.798 -0.025 12 0 1 16 0 0 
601.920 601.898 -0.023 16 0 2 6 0 0 
602.676 602.619 -0.057 15 1 1 8 0 0 
604.376 604.394 0.018 15 0 0 10 0 0 
604.519 604.526 0.007 13 0 1 14 0 0 
606.282 606.274 -0.008 14 1 2 10 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
607.892 607.914 0.022 9 0 3 22 0 0 
608.540 608.519 -0.021 14 0 1 12 0 0 
609.079 609.036 -0.043 16 0 0 8 0 0 
609.550 609.732 0.182 8 1 2 24 0 0 
610.914 610.929 0.015 15 1 2 8 0 0 
610.932 610.972 0.040 10 0 3 20 0 0 
612.335 612.374 0.039 10 2 0 20 0 0 
612.821 612.807 -0.013 15 0 1 10 0 0 
612.947 612.945 -0.002 13 0 2 14 0 0 
613.972 614.035 0.063 17 0 0 6 0 0 
614.143 614.127 -0.016 11 0 0 20 0 0 
616.913 616.910 -0.003 14 0 2 12 0 0 
617.345 617.381 0.036 12 0 0 18 0 0 
617.489 617.422 -0.067 16 0 1 8 0 0 
619.278 619.268 -0.010 11 1 2 18 0 0 
620.753 620.855 0.102 13 0 0 16 0 0 
621.230 621.170 -0.060 15 0 2 10 0 0 
621.455 621.460 0.005 9 1 0 24 0 0 
621.653 621.613 -0.039 16 2 1 6 0 0 
622.642 622.653 0.011 11 0 1 20 0 0 
623.068 623.038 -0.029 16 1 0 8 0 0 
624.270 624.279 0.009 11 2 1 18 0 0 
624.513 624.581 0.069 14 0 0 14 0 0 
625.304 625.275 -0.029 9 0 2 24 0 0 
625.727 625.756 0.029 16 0 2 8 0 0 
625.880 625.879 -0.001 12 0 1 18 0 0 
627.016 627.088 0.073 17 2 1 4 0 0 
627.921 627.936 0.014 12 2 1 16 0 0 
628.065 628.122 0.057 10 0 2 22 0 0 
628.578 628.589 0.011 15 0 0 12 0 0 
629.261 629.326 0.064 13 0 1 16 0 0 
629.558 629.481 -0.078 15 0 3 10 0 0 
630.619 630.644 0.024 14 1 2 12 0 0 
631.924 631.828 -0.096 13 2 1 14 0 0 
632.967 633.023 0.056 14 0 1 14 0 0 
632.967 632.909 -0.058 16 0 0 10 0 0 
634.460 634.483 0.023 13 1 0 16 0 0 
636.807 636.658 -0.149 10 0 0 24 0 0 
636.996 637.003 0.007 15 0 1 12 0 0 
637.539 637.572 0.033 17 0 0 8 0 0 
637.760 637.720 -0.040 10 2 0 22 0 0 
637.760 637.744 -0.016 13 0 2 16 0 0 
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Table B.1 (cont.) 
Obs 
(THz) 
Calc 
(THz) 
Calc – 
Obs 
n1 n2 n3 n4 n5 n6 
638.885 638.953 0.068 17 0 3 6 0 0 
639.361 639.471 0.110 11 0 0 22 0 0 
639.577 639.553 -0.025 11 0 3 20 0 0 
641.385 641.295 -0.090 16 0 1 10 0 0 
642.485 642.461 -0.024 12 0 0 20 0 0 
643.145 643.132 -0.012 9 2 1 24 0 0 
644.257 644.254 -0.003 18 0 3 4 0 0 
645.594 645.658 0.064 13 0 0 18 0 0 
645.909 645.929 0.020 17 0 1 8 0 0 
649.021 649.093 0.072 14 0 0 16 0 0 
649.440 649.371 -0.069 11 2 1 20 0 0 
651.026 650.959 -0.067 12 0 1 20 0 0 
651.530 651.528 -0.002 17 1 0 8 0 0 
652.780 652.795 0.015 15 0 0 14 0 0 
654.093 654.128 0.035 13 0 1 18 0 0 
656.890 656.796 -0.094 16 0 0 12 0 0 
657.502 657.535 0.033 14 0 1 16 0 0 
657.952 657.911 -0.040 16 0 3 10 0 0 
659.214 659.214 0.000 18 0 2 6 0 0 
661.102 661.126 0.024 17 0 0 10 0 0 
661.207 661.209 0.002 15 0 1 14 0 0 
662.391 662.489 0.098 17 0 3 8 0 0 
662.781 662.675 -0.106 14 1 0 16 0 0 
665.236 665.182 -0.055 16 0 1 12 0 0 
668.942 668.833 -0.109 16 2 1 10 0 0 
670.399 670.465 0.066 13 0 0 20 0 0 
670.867 670.894 0.028 19 0 0 6 0 0 
673.664 673.611 -0.052 14 0 0 18 0 0 
674.410 674.460 0.049 11 2 1 22 0 0 
675.942 675.944 0.001 13 1 2 18 0 0 
676.398 676.393 -0.005 20 0 0 4 0 0 
676.982 677.013 0.030 15 0 0 16 0 0 
679.231 679.195 -0.036 19 0 1 6 0 0 
680.787 680.698 -0.088 16 0 0 14 0 0 
682.145 682.053 -0.091 14 0 1 18 0 0 
685.410 685.426 0.017 15 0 1 16 0 0 
688.962 689.084 0.122 16 0 1 14 0 0 
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Table B.2. Columns A and B list the normal mode symmetry and frequency respectively 
of the planar (C2h) trans-stilbene (the two imaginary frequencies are not listed) calculated 
using MP2/6-31G**. The rest of the columns list the 70 local harmonic mode frequencies 
along the anti-phase torsional path, (θ1,θ2=0), obtained by projecting the two torsional 
modes out. All the frequencies are given in cm-1. 
 
A B  θ1=0˚ θ1=9˚ θ1=18˚ θ1=27˚ θ1=35˚ θ1=45˚ 
Au 57.0 57.0 57.0 57.0 56.8 56.4 55.9 
Bu 82.2 82.2 80.3 75.7 69.6 64.3 62.3 
Bg 191.0 189.4 198.0 209.2 217.6 223.3 227.3 
Ag 208.6 208.5 197.5 182.9 170.7 160.4 151.3 
Au 273.3 272.9 269.7 265.6 261.9 258.5 255.6 
Ag 289.0 289.0 304.5 327.0 346.5 363.6 378.7 
Bg 377.0 375.9 382.1 388.8 393.1 395.5 396.3 
Au 381.5 381.5 384.7 389.9 394.3 397.5 399.3 
Bg 416.8 416.4 444.5 459.6 467.3 473.7 479.6 
Au 431.7 431.6 446.7 462.0 470.2 476.8 482.4 
Bg 440.2 439.9 428.9 427.2 420.7 411.7 400.2 
Bu 469.9 469.9 476.6 494.4 514.5 533.9 552.0 
Au 505.7 505.7 512.7 526.2 538.6 548.3 554.2 
Bu 550.3 550.3 549.0 546.5 543.8 541.4 539.4 
Ag 629.9 629.9 630.1 630.3 630.6 631.1 631.6 
Bu 634.0 634.1 633.9 633.4 633.0 632.6 632.2 
Ag 652.0 652.0 652.0 652.4 653.5 655.7 658.5 
Bg 713.0 712.8 719.8 724.0 727.1 730.0 732.7 
Au 715.1 715.1 720.6 728.1 733.6 737.6 740.2 
Bg 728.6 728.4 751.8 792.7 819.7 833.7 835.2 
Au 817.2 817.1 823.9 832.8 838.3 841.7 843.9 
Bg 826.8 826.3 829.4 833.4 835.6 836.8 841.9 
Bu 842.8 842.8 843.1 843.7 844.4 845.3 846.1 
Au 856.4 856.4 860.3 866.2 870.3 872.7 874.0 
Bg 858.9 858.8 862.0 867.8 873.7 878.9 883.2 
Ag 891.2 891.2 891.6 892.8 894.3 896.1 898.2 
Au 893.9 893.9 897.0 902.2 906.7 909.6 911.0 
Bg 895.3 895.3 897.9 902.0 905.4 908.1 910.1 
Au 904.7 904.7 906.5 909.3 911.7 913.9 916.1 
Bg 905.7 905.6 907.0 908.8 910.3 911.5 912.3 
Au 972.8 972.7 978.6 987.6 993.5 995.9 995.8 
Ag 1019.6 1019.6 1019.9 1020.2 1020.3 1020.4 1020.6 
Bu 1019.6 1019.7 1020.0 1020.8 1021.3 1021.6 1021.7 
Ag 1067.4 1067.4 1067.4 1066.9 1066.6 1066.4 1066.5 
Bu 1070.4 1070.4 1070.1 1069.1 1068.3 1067.7 1067.3 
Bu 1123.3 1123.2 1122.7 1121.4 1120.1 1119.1 1118.3 
Ag 1127.0 1127.0 1126.7 1125.8 1124.4 1122.9 1121.5 
Bu 1207.5 1207.5 1207.5 1207.5 1207.5 1207.4 1207.1 
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Table B.2 (cont.) 
A B  θ1=0˚ θ1=9˚ θ1=18˚ θ1=27˚ θ1=35˚ θ1=45˚ 
Ag 1207.9 1207.9 1207.9 1207.7 1207.6 1207.5 1207.4 
Bu 1228.8 1228.8 1228.3 1227.2 1226.1 1225.3 1224.7 
Ag 1232.4 1232.4 1231.5 1229.4 1227.4 1225.9 1225.0 
Ag 1243.6 1243.5 1244.4 1246.1 1247.7 1249.0 1249.8 
Bu 1282.2 1282.1 1278.8 1271.7 1264.5 1258.8 1255.4 
Bu 1334.6 1334.5 1333.6 1332.5 1331.7 1330.7 1329.6 
Ag 1359.2 1359.2 1357.8 1354.4 1350.3 1346.6 1343.7 
Bu 1387.4 1387.3 1385.5 1378.6 1372.8 1368.6 1365.5 
Ag 1389.4 1389.3 1386.1 1383.4 1380.2 1376.8 1373.1 
Ag 1466.7 1466.7 1466.8 1466.7 1466.4 1465.8 1464.6 
Bu 1474.6 1474.6 1474.3 1473.2 1471.9 1470.2 1467.8 
Ag 1508.2 1508.2 1508.0 1507.5 1506.8 1506.1 1505.2 
Bu 1513.1 1513.0 1512.6 1511.6 1510.1 1508.5 1506.7 
Ag 1552.1 1552.1 1551.9 1551.4 1550.9 1550.6 1550.2 
Bu 1562.3 1562.2 1561.8 1560.6 1559.6 1558.7 1557.9 
Ag 1649.3 1649.3 1649.3 1649.1 1649.3 1649.6 1649.9 
Bu 1654.8 1654.8 1654.5 1653.6 1653.0 1652.5 1652.0 
Ag 1674.3 1674.2 1674.5 1675.0 1675.5 1675.8 1675.8 
Bu 1680.2 1680.2 1680.2 1680.2 1680.2 1680.2 1680.1 
Ag 1712.6 1712.5 1711.8 1710.6 1709.8 1709.8 1710.5 
Ag 3220.9 3221.1 3220.8 3220.7 3220.4 3220.4 3220.0 
Bu 3225.9 3226.0 3225.6 3225.0 3224.3 3223.9 3223.2 
Bu 3242.1 3242.1 3242.4 3243.1 3244.0 3244.8 3245.6 
Ag 3242.2 3242.2 3242.4 3243.1 3244.1 3244.9 3245.6 
Ag 3251.9 3252.0 3251.8 3251.6 3251.2 3251.0 3251.0 
Bu 3252.2 3252.2 3252.1 3251.8 3251.4 3251.1 3251.0 
Bu 3261.7 3261.8 3261.6 3261.3 3260.9 3260.7 3260.7 
Ag 3261.9 3262.0 3261.8 3261.5 3261.1 3260.8 3260.9 
Ag 3269.6 3269.7 3269.4 3269.0 3268.6 3268.4 3268.4 
Bu 3269.8 3269.9 3269.6 3269.1 3268.7 3268.4 3268.4 
Bu 3279.5 3279.5 3279.5 3279.3 3279.2 3279.1 3279.1 
Ag 3279.7 3279.7 3279.7 3279.5 3279.4 3279.3 3279.3 
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Table B.3. Columns A and B list the normal mode symmetry and frequency respectively 
of the planar (C2h) trans-stilbene (the two imaginary frequencies are not listed) calculated 
using MP2/6-31G**. The rest of the columns list the 70 local harmonic mode frequencies 
along the in-phase torsional path, (θ1=0, θ2), obtained by projecting the two torsional 
modes out. All the frequencies are given in cm-1. 
 
A B θ2=0˚ θ2=9˚ θ2=18˚ θ2=27˚ θ2=35˚ θ2=45˚ 
Au 57.0 57.0 57.1 57.3 57.1 57.0 56.6 
Bu 82.2 82.2 79.7 75.6 71.7 68.4 65.4 
Bg 191.0 189.4 203.0 214.4 223.2 228.5 232.1 
Ag 208.6 208.5 199.7 189.5 175.5 162.2 150.5 
Au 273.3 272.9 277.8 285.5 291.3 295.0 297.0 
Ag 289.0 289.0 287.0 286.0 286.9 288.4 289.1 
Bg 377.0 375.9 384.3 389.3 393.1 395.6 396.4 
Au 381.5 381.5 384.5 391.1 394.7 396.4 396.9 
Bg 416.8 416.4 445.6 480.0 500.8 515.4 526.1 
Au 431.7 431.6 447.3 462.2 468.3 477.6 481.3 
Bg 440.2 439.9 442.1 448.3 451.5 453.6 454.7 
Bu 469.9 469.9 470.3 471.8 474.3 472.7 475.8 
Au 505.7 505.7 516.4 535.2 554.6 565.5 574.5 
Bu 550.3 550.3 549.3 548.2 542.0 540.9 539.4 
Ag 629.9 629.9 630.0 630.1 630.2 630.3 630.4 
Bu 634.0 634.1 634.0 633.9 633.8 633.7 633.7 
Ag 652.0 652.0 651.9 652.2 653.3 655.2 657.9 
Bg 713.0 712.8 719.5 723.6 726.5 728.9 731.1 
Au 715.1 715.1 720.5 728.6 734.9 739.3 742.2 
Bg 728.6 728.4 755.3 800.0 826.5 835.7 835.5 
Au 817.2 817.1 822.6 830.0 834.2 838.1 842.7 
Bg 826.8 826.3 829.9 835.4 839.7 842.8 844.4 
Bu 842.8 842.8 842.7 842.6 842.7 843.3 844.4 
Au 856.4 856.4 860.3 866.1 869.9 872.4 873.8 
Bg 858.9 858.8 861.5 867.0 872.9 877.5 881.2 
Ag 891.2 891.2 891.5 892.5 894.2 896.7 899.3 
Au 893.9 893.9 896.8 901.9 905.8 908.9 910.5 
Bg 895.3 895.3 897.8 901.4 905.0 907.7 909.5 
Au 904.7 904.7 906.3 909.8 911.9 914.1 916.4 
Bg 905.7 905.6 907.3 908.5 910.0 911.2 912.1 
Au 972.8 972.7 980.6 992.4 999.5 1002.1 1001.7 
Ag 1019.6 1019.6 1019.9 1020.3 1020.5 1020.7 1020.9 
Bu 1019.6 1019.7 1019.9 1020.4 1020.8 1021.1 1021.5 
Ag 1067.4 1067.4 1067.3 1066.9 1066.7 1066.5 1066.6 
Bu 1070.4 1070.4 1070.2 1069.5 1069.0 1068.2 1067.8 
Bu 1123.3 1123.2 1122.9 1122.0 1121.0 1120.0 1119.2 
Ag 1127.0 1127.0 1126.6 1125.5 1124.1 1122.6 1121.3 
Bu 1207.5 1207.5 1207.6 1207.6 1207.7 1207.5 1207.4 
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Table B.3 (cont.) 
A B θ2=0˚ θ2=9˚ θ2=18˚ θ2=27˚ θ2=35˚ θ2=45˚ 
Ag 1207.9 1207.9 1207.9 1207.8 1207.8 1207.6 1207.5 
Bu 1228.8 1228.8 1228.4 1227.4 1226.5 1225.7 1225.0 
Ag 1232.4 1232.4 1231.7 1230.0 1228.2 1226.7 1225.6 
Ag 1243.6 1243.5 1244.4 1245.9 1247.3 1248.2 1248.6 
Bu 1282.2 1282.1 1279.8 1273.9 1266.7 1260.3 1255.9 
Bu 1334.6 1334.5 1333.7 1332.4 1331.4 1330.6 1329.5 
Ag 1359.2 1359.2 1358.1 1355.2 1351.4 1347.6 1344.4 
Bu 1387.4 1387.3 1386.2 1383.1 1379.9 1376.7 1373.4 
Ag 1389.4 1389.3 1386.0 1379.8 1373.7 1368.7 1364.8 
Ag 1466.7 1466.7 1466.8 1466.6 1466.3 1465.4 1464.2 
Bu 1474.6 1474.6 1474.2 1473.1 1471.6 1469.7 1467.6 
Ag 1508.2 1508.2 1507.9 1507.2 1506.2 1505.1 1503.9 
Bu 1513.1 1513.0 1512.7 1511.7 1510.6 1509.3 1507.9 
Ag 1552.1 1552.1 1551.9 1551.4 1551.0 1550.6 1550.3 
Bu 1562.3 1562.2 1561.9 1560.9 1560.0 1558.9 1558.1 
Ag 1649.3 1649.3 1649.3 1649.0 1649.0 1648.9 1649.1 
Bu 1654.8 1654.8 1654.7 1654.3 1654.1 1653.7 1653.5 
Ag 1674.3 1674.2 1674.6 1675.1 1675.7 1676.0 1676.0 
Bu 1680.2 1680.2 1680.3 1680.4 1680.5 1680.4 1680.4 
Ag 1712.6 1712.5 1712.6 1712.8 1713.1 1713.8 1714.9 
Ag 3220.9 3221.1 3221.3 3221.5 3220.9 3219.7 3218.3 
Bu 3225.9 3226.0 3226.1 3226.0 3225.1 3223.5 3221.9 
Bu 3242.1 3242.1 3242.4 3243.0 3243.7 3244.4 3245.1 
Ag 3242.2 3242.2 3242.4 3243.0 3243.7 3244.4 3245.1 
Ag 3251.9 3252.0 3251.9 3251.8 3251.4 3251.0 3250.9 
Bu 3252.2 3252.2 3252.1 3252.0 3251.5 3251.1 3251.0 
Bu 3261.7 3261.8 3261.7 3261.4 3261.1 3260.8 3260.7 
Ag 3261.9 3262.0 3261.9 3261.7 3261.2 3260.9 3260.8 
Ag 3269.6 3269.7 3269.5 3269.2 3268.7 3268.4 3268.3 
Bu 3269.8 3269.9 3269.7 3269.3 3268.8 3268.5 3268.4 
Bu 3279.5 3279.5 3279.5 3279.5 3279.3 3279.3 3279.2 
Ag 3279.7 3279.7 3279.7 3279.7 3279.5 3279.4 3279.4 
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APPENDIX C. 
Molecular beam vibronic spectroscopy 
 
A detailed description of our molecular beam setup (vacuum chamber, sample 
handling system and the piezoelectric valve) can be found in the PhD dissertation (pages 
7-12) of our group alumni, B. S. Strickler [207]. In what follows we briefly mention the 
experimental aspects specifically adopted in course of this thesis work. 
 
Dispersed Fluorescence 
 
 to  state dispersed fluorescence experiments were done on SCCl2 both below 
(284.8 nm) and above (266 nm) the B state dissociation threshold. The output of a dye 
laser (Continuum ND6000) with Rh590+610 was doubled using an Inrad Autotracker III 
for the 284.8 nm excitation. The dye laser was sidepumped by the doubled output of a 20 
Hz Nd:YAG laser (Continuum, Powerlite). For the 266 nm excitation the doubled output 
of the Nd:YAG laser is doubled using the Inrad Autotracker III.  
The laser beam is coupled into the vacuum chamber using a 40/50 cm fused silica 
lens to meet the molecular beam 5mm from the nozzle. Fluorescence from the focal spot 
is collected by a 1.5-inch fused silica planoconvex lens (f=4.5 cm). The horizontal focal 
cylinder is made vertical by two steering aluminum coated mirrors and was focused on 
the monochromator slit using a planoconvex lens (f=10 cm). Details of the 
monochromator (SPEX 750M), detector (R928 photomultiplier tube) and the data 
acquisition system (boxcar averaging) can be found in pages 14-18 of ref. [207]. For the 
caes of 266 nm excitation, a 10X signal preamplifier is used. 
Since the signal from SCCl2 is too weak to be discerned visually from the scatter in 
the room, the rough alignment is done using fluorescence from Rhodamine in a cuvette 
attached to the face of the nozzle. A dilute enough solution is used to create a uniform 
focal cylinder through the length of the cuvette. The central part of the focal cylinder is 
then aligned through the slit (without the lens) to the center of the first turning mirror in 
the monochromator. The dye cuvette is then removed and the chamber is pumped down. 
Both the entrance and exit slits are kept at 300 µm and the focusing lens is installed on an 
XYZ translational stage. The alignment is then fine tuned by monitoring the signal from 
SCCl2 on a digital oscilloscope (Lecroy). The laser scatter peak obtained by scanning the 
monochromator is ensured to be symmetric with decreasing slit widths.  
Vacuum corrected dispersed fluorescence spectra are acquired using a LabWindows 
program and the data are processed as described in page 18 of [207]. 
 
Autotracker 
 
In course of our dispersed fluorescence studies using the doubled dye laser output 
(using Fluorescein 548) as the pump (~1W), we found that the doubling efficiency of the 
autotracker improves by about 30% by expanding the beam diameter to 1 cm. Further, the 
beam divergence turned out to be very important for the autotracking ability. For some 
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pumping conditions, we had to use a 20 cm planoconcave lens (in the filter holder of the 
autotracker) to expand the second harmonic output being focused on the photodetector.  
 
Stimulated emission pumping 
 
 to state stimulated emission pumping experiments were done on SCCl2 to 
access the  state vibrational spectral range of 550 – 700 THz. Details of the laser 
system and data acquisition are described in Chapter 2 of this thesis. In what follows we 
mention a few more aspects of the experiment. 
 The  state vibronic levels involved in the SEP studies had the lifetimes ranging 
form 30- 50 ns. Given our molecular beam conditions, a beam velocity of about 1500 – 
1600 m/sec confines the focal spot for efficient fluorescence collection. We use a 1.5 inch 
f=4.5 cm fused silica lens to collect (and collimate) the fluorescence. Besides boxcar 
time-gating we also use an optical filter combination for the pump (WG320) and dump 
(BG28 or BG36) rejection. The filtered signal is then focused used an f=10 cm lens onto 
the active area of a cooled photomultiplier tube (Shimadzu) powered by 0.8 - 1kV.  
 
The procedure for optimizing the spatial overlap of the pump and dump beams is as 
follows.  
1. Align the pump through the center of the optical ports of the vacuum chamber. 
The optic on the back port of the chamber is cut at Brewster’s angle and has a 
preferred orientation depending on the laser polarization 
2. Install an f=40 cm lens to focus the pump at the nozzle. Ensuring its passage out 
of the chamber without beam clipping. 
3. Install two irises to note the pump path 
4. Align the dump laser through the irises 
5. Now install a 40/50 cm lens to focus the dump.  
6. Detour the beams using a beam steering optic to a razorblade simulating the 
nozzle position outside the chamber. 
7. Block the dump. Translate the razorblade into the path of the pump while 
monitoring the far field pump beam profile. When the focus of the pump is after 
the razorblade, the far field profile gets clipped from the opposite direction of the 
razorblade motion. When the focus is before the clipping is in the same direction 
of the razorblade motion. When the focus is at the razorblade the far field profile 
is clipped suddenly. Adjust the Z translation of the pump and dump focusing 
lenses to set their foci at the razorblade. 
8. Adjust the X(Y) translation of the razorblade to set it exactly at the pumps focus. 
Now adjust the X (Y) translation of the dump focusing lens to set the dump focus 
at the razorblade. 
The temporal overlap of the beams is adjusted by monitoring the laser scatter using a 
digital osilloscope (Lecroy).  
9. Fine tune the spatial overlap while monitoring the depletion of fluorescence of the 
uppumping signal on the digital oscilloscope. In the frequency ranges of interest 
SCCl2 exhibits a dump-frequency independent (smoothly varying) uppumping 
which causes the fluorescence depletion. 
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In certain dye ranges we notice that focusing the dump degrades the SNR for the 
downward resonant transitions due to increased uppumping signal. The use of a 
defocused dump beam (f=50 cm lens) turned out to be better in these cases. However, 
at the edges of the dye tuning range, due to the low laser power, we needed to switch 
to 40 cm lens.  
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APPENDIX D. 
NIVI alignment and data acquisition protocol 
 
NIVI alignment  
  
 
 
 
Figure D.1. This figure summarizes the basic optical components of the NIVI layout. 
TD1, TD2: retroreflectors mounted on Z (along beam propagation) translational stages 
for adjustable time delay. M1-7: steering mirrors. DM1, DM2: dichroic mirrors (omega 
otics, cutoff at 850 nm, T: 850-1200 nm, R: 600-850 nm). O1, O2: microscopic 
objectives (focusing is LUMPlan FI/IR 60 X/0.9 NA, collecting is LUMPlan FI 40 X/0.8 
NA). The laser beams underfill the objectives to give an effective NA~0.3. XYZ: xyz 
translation stage (Newport PM500). SP: spectral filter that blocks the pump and Stokes 
beams (omega optics, cutoff 780 nm). BS: 50:50 beamsplitter. BD: beam dump. ND: 
variable neutral density filter. L1: f=3 cm lens. P: 30 micron pinhole. L2: f=10 cm 
collimating lens. G: 1200 groves/mm grating blazed at 776 nm. L3: 2 inch, f=15 cm 
biconvex lens. LC: line camera (2048 pixels, DALSA Piranha2). SPC: spectrometer 
(Ocean optics, QE65000).  
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Align the reference arm 
 
1. Remove all the optical components beyond the beam splitter (BS). Make the 
reference beam parallel to the table by monitoring the beam height at points A, B, 
C. 
2. Install the grating while making sure the beam height is maintained. 
3. Install the focusing lens (L1, f=3 cm) and the collimating lens (L2, f=10 cm) 
while maintaining the beam height.  
4. Install the pinhole (P, 30 microns). Adjust the XY position of the pinhole (Z is the 
beam direction) to let the reference through. Translate L1 to maximize the power 
transfer. Adjust the XY of pinhole to get the best beam profile. Iterate these steps. 
The collimating lens (L2) should not need any further adjustments. 
5. Install the focusing lens (L3) while keeping the beam height at D same as at B.  
6. Adjust the XYZ of the camera to maximize the power spectrum of the reference.  
7. Some high frequency fringes due to self-interference of the reference is 
unavoidable, possibly due to the optic coatings etc). (In fact some high frequency 
self-interference can be created in the reference arm alone by placing a thin film 
in the beam path deliberately for alignment purpose). These high frequency 
fringes can be used to optimize the frequency resolution of the system. 
8. Block the pump. Remove the objectives (O1, O2) and the spectral filter (SP). Use 
the steering mirrors (M2, M3) to align the Stokes beam through the center of the 
objective holders. IR viewer needed. 
 
Align the pump and Stokes beams 
 
9. Use the steering mirrors (M4, M5) to overlap the Stokes with the reference at 
points A and C. IR viewer needed. 
10. Now block the Stokes. Align the pump just like the Stokes beam. 
11. Now let both the pump and Stokes through and verify for beam overlap at the 
center of the objective holders and at the points A and C. Iterate steps 2 and 3 if 
needed. 
12. Now install objective O1. Check that the beams are filling the O2 holder 
symmetrically. If needed minor M3 adjustment should make it symmetric. 
13. Install O2 while monitoring the pump beam. Get a symmetrical and collimated 
pump beam. Adjust the XY motion of O2 to ensure that the beam translation is 
minimal at points C. 
 
Fine tune pump-Stokes alignment while monitoring CARS 
 
14. Install a silicone sample in the sample holder on the XYZ translation stage. Verify 
that the transmitted pump and Stokes beams are collimated.  
15. Install the spectral filter SP to block the pump and the Stokes beams. Ensure that 
the focus is within the sample by the Z translation of the stage. Assuming that the 
temporal overlap of the pump and Stokes is already close, if steps 9 to 13 are done 
satisfactorily, one should already notice the CARS signal. Adjust the time delay 
(TD1) to maximize the CARS signal.  
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16. Now fine tweak M1 and DM2 to make the CARS beam symmetric and maximal.  
 
Optimize the colors 
 
17. It is important to optimize the colors for the experiment. The most important 
parameters to be optimized are the pump-Stokes time delay TD1 and the OPA 
tuning. The conditions to be met are A) the instantaneous pump frequency 
(determined by TD1) and the Stokes central frequency (determined by OPA 
tuning) should optimally match the Stokes bandwidth and the vibrational spectral 
range being targeted. B) the anti-Stokes frequencies being generated should 
completely be covered by the reference bandwidth. Iterative adjustmensts of TD1 
and OPA tuning while monitoring the CARS signal (and the retrieved NIVI 
spectrum) from a reference sample like methyl oleate will be needed. In the data 
acqusition, the pump, Stokes and reference spectra can be obtained as a final 
verification that the colors are optimal.  
 
Align the CARS and reference for spectral interferometry 
 
18. Remove the spectral filter and monitor the pump beam. Overlap the pump with 
the reference beam at points A and C using M4 and M5  
19. When step 7 is done satisfactorily the pump beam should already be going 
through the pinhole. Minor adjustments of M5 should let the pump beam through 
the pinhole with maximum power and good spatial profile  
20. Verify that the pump is overlapping with the reference beam at point B. Minor 
(minor enough not to loose the pump beam after the pinhole) iterative adjustments 
of M4 and M5 should be enough to make the pump overlap the reference. Now 
block the pump and Stokes with the spectral filter (SP). 
21. If step 12 is satisfactorily done, the CARS and reference beams should already be 
well overlapped. Assuming that the CARS-reference time delay (TD2) is already 
close enough, the interference fringes should already be seen on the line camera 
(LC).  
22. Fine-tune the XYZ position of the camera and the collimation of beams 
(translation of L2) to sharpen the fringes. Verify the fringe resolution by varying 
the reference-CARS delay. 
23. As a further check, detour the CARS and reference beams using M6 and M7 to a 
CCD camera. The beams should already have been satisfactorily overlapped. The 
redundancy in the alignment steps is crucial for reproducibility of the data from 
different samples and on different days. 
 
NIVI data acquisition 
 
1. Install the spectral filter to block the pump and Stokes beams. Load silicone. Store 
a copy of the background spectrum on the LC with the CARS and reference arms 
blocked. The cars spectra of silicone acquired on LC and SPC are used to 
calibrate the pixel axis of the line camera. 
2. Store a copy of the reference spectrum and the CARS spectrum on the LC.  
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3. Detour the CARS and reference beams using M6 and store copies of the reference 
ad CARS spectra on the spectrometer (SPC). 
4. Now move the sample using the Z axis of translational stage to focus into the 
glass slide. Store a copy of the CARS signal (non-resonant) on both LC and SPC 
to get hold of the Stokes spectrum. In data processing, the pump frequency is 
obtained using the silicone Raman peaks reference. From the pump frequency and 
the non-resonant CARS signal from glass, the Stokes spectrum can be obtained. 
(One can verify that the pump, Stokes and reference colors are optimal for the 
experiment here). 
5. Acquire an XZ image of the silicone film (from Imagekitchen). The sharpness of 
the edge gives the axial resolution. For every image being acquired the reference 
spectrum is stored as a background for subtraction later.  
6. Unload the silicone sample and mount the tissue specimen. It is preferable to keep 
the silicone film used in the alignment of the sample dimensions as the tissue 
specimens being studied to avoid any further alignment.  
7. Acquire an XZ image of the tissue sample to identify the Z position of the tissue. 
8. Now acquire an XY image for the chosen Z position. 
 
Data processing 
 
The NIVI image is a 3D data object (two spatial dimensions and one spectral dimension) 
with each spatial pixel encoded by an interferogram. Each interferogram is processed to a 
NIVI vibrational spectrum by the following steps. 
 
1. Subtract the reference background form the interferogram at each of the spatial 
pixels (done during data acquisition in Imagekitchen). The following processing 
is done using the improc3.m routine in Appendix E. 
2. Calibrate the LC pixel axis using the CARS spectrum of silicone obtained from 
the LC and SPC.  
3. Determine the pump position using the 2906 cm-1 peak of silicone as a reference.  
4. Now go through the principles of Fourier transform spectral interferometry to 
convert each of the interferograms to a vibrational spectrum (see Figure 8.2). 
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APPENDIX E. 
Programs and processing routines 
 
Programs and scripts used in Chapter 2 
 
rgfrq_aut.sh  
 
This script converts all the .pdb files in the directory to .xvg files using GROMACS through the following 
steps. 
1. Reads the pdb file 
2. Energy minimization to get the stable structure 
3. Normal mode calculation 
4. Writes the radius of gyration and normal mode frequencies to the .xvg file 
--------------------------------------------------------------------------------------------------------------------------------- 
#! /bin/bash 
# 
for i in `ls -t *.pdb` 
do 
 file=${i/.*} 
 pdb2gmx_d -f $file.pdb -p $file.top -o $file.gro -ff oplsaa 
 grompp_d -f em.mdp -c $file.gro -p $file.top -o $file.tpr 
 rm mdout.mdp 
 rm $file.gro 
 mdrun_d -nice 0 -v -s $file.tpr -o $file.trr -c $file.gro -e $file.edr 
 rm md.log 
 rm $file.edr 
 rm $file.tpr 
 grompp_d -f nm.mdp -c $file.gro -p $file.top -t $file.trr -o $file.tpr 
 natoms=`tail +2 $file.gro | head -n 1` 
 nmodes=$[3*$natoms] 
 outp=${file}_${natoms} 
 outp=`echo $outp | tr -d ' '` 
 echo $outp 
 echo 0 | g_gyrate_d -f $file.gro -s $file.tpr -o ${outp}_rg.xvg 
 rm $file.gro 
 rm $file.trr 
 rm mdout.mdp 
 mdrun_d -s $file.tpr -mtx $file.mtx 
 rm md.log 
 g_nmeig_d -last $nmodes -f $file.mtx -s $file.tpr -of ${outp}_ef.xvg -ol ${file}_ev.xvg 
 rg=`tail -1 ${outp}_rg.xvg | head -n 1` 
 echo $rg >> ${outp}_ef.xvg 
 rm ${outp}_rg.xvg 
 rm $file.mtx 
 rm $file.tpr 
 rm ${file}_ev.xvg 
 rm eigenvec.trr 
 rm $file.top 
 rm *.itp 
done 
--------------------------------------------------------------------------------------------------------------------------------- 
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proc_xvg.sh  
 
This script computes the spectral density and spectral dimension for each of the .xvg files (obtained from a 
.pdb structure using rgfrq_aut.sh) by calling rgfrq.f 
--------------------------------------------------------------------------------------------------------------------------------- 
#! /bin/bash 
# 
for i in `ls -t *.xvg` 
do 
 k=${i/.*} 
 nmodes="$(echo `tail +3 $i | head -n 1` | cut -d ' ' -f 4)" 
 natoms=$[$nmodes/3] 
 echo $natoms > fort.1 
 sed '1,13d' $i >> fort.1 
# use $k to generate input from any other files 
# fortran exe calculates avfrq, volume. writes to fort.4 
 ./rgfrq2 
 cat fort.4 >> calc.txt 
 cat fort.2 > $k.2 
 cat fort.3 > $k.3 
 cat fort.7 >> frac.txt 
 cat fort.8 >> spdim.txt 
 rm fort.1 
 rm fort.2 
 rm fort.3 
 rm fort.4 
 rm fort.7 
 rm fort.8 
# collect the required output 
done 
--------------------------------------------------------------------------------------------------------------------------------- 
 
rgfrq.f 
 
Reads the information provided by proc_xvg.sh from the .xvg file to calculate the spectral density and the 
spectral dimension. 
--------------------------------------------------------------------------------------------------------------------------------- 
program rgfrq 
      implicit none 
      real(8), parameter :: pi=3.141592654d0 
      integer(4), parameter :: mdof=30000 
      real(8) :: rg,vol,frq(mdof),avfrq,rtrash,binx(0:10000), 
     1           biny(0:10000),step,temp,dse,aint,tint, 
     1           x(mdof),y(mdof),a1,a2,sdim,pfac,err 
      integer(4)  :: i,j,natom,ndof,nvib,nbin,abin,npt 
! 
!     read the natoms, frequencies, radius of gyration 
!     calculate avfreq, vol and write to fort.4 
! 
      read(1,*) natom 
      ndof=3*natom 
      nvib=ndof-6 
      do i=1,ndof 
       read(1,*) j, frq(j) 
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      enddo 
      avfrq=sum(frq)/nvib 
      read(1,*) rtrash, rg 
      rg=rg*10 
      vol=(4*pi*rg**2.5)/3 
      write(4,100) natom, rg, vol, avfrq 
100   format(1x,i5,2x,f9.2,2x,f15.2,2x,f9.2) 
! 
!     now bin the frequency array for the spectral density 
!     write to fort.2 file      
! 
      step=5; biny=0 
      nbin=5000/step 
      do i=1,ndof 
       biny(INT(frq(i)/step)+1)=biny(INT(frq(i)/step)+1)+1 
      enddo 
   biny=biny/step 
      do i=1,nbin 
       binx(i)=(i-0.5)*step 
       write(2,101) binx(i),biny(i) 
101    format(1x,f15.3,2x,f15.3) 
      enddo 
! 
!     now sort the frq array in ascending order and print 
!     the sum_of_w vs w. write to fort.3 
! 
      do i=1,ndof-1 
    do j=i+1,ndof 
     if(frq(i)>frq(j)) then 
   temp=frq(i) 
   frq(i)=frq(j) 
   frq(j)=temp 
     endif 
    enddo 
   enddo 
   do i=1,ndof 
    write(3,102) frq(i), i 
   enddo 
102   format(1x,f15.4,2x,i5) 
! 
!     integrate the spectral density function to get the 
!     fraction of modes low enough for multiple quanta 
!     write the fraction, natoms, vol in fort.7 
! 
      dse=40000.0 
      binx(0)=0; biny(0)=0 
   do i=1,nbin-1 
    binx(i)=i*step; biny(i)=0.5d0*(biny(i)+biny(i+1)) 
   enddo 
   binx(nbin)=nbin*step; biny(nbin)=0d0 
   abin=INT((dse/nvib)/step)+1 
   if(MOD(abin,2)==1) abin=abin+1 
   aint=biny(0)+biny(abin); tint=biny(0)+biny(nbin) 
   do i=1,abin-1,2 
    aint=aint+4*biny(i) 
   enddo 
  162 
   do i=2,abin-2,2 
    aint=aint+2*biny(i) 
      enddo 
   do i=1,nbin-1,2 
    tint=tint+4*biny(i) 
   enddo 
   do i=2,nbin-2,2 
    tint=tint+2*biny(i) 
      enddo 
   aint=aint*5/3; tint=tint*5/3 
   write(7,103) natom, vol, aint/tint 
103   format(1x,i5,2x,f15.4,f15.8) 
! 
!     fit the low freq range (say till 50 cm-1) of sum_of_w and write 
!     the natom, spectral dimension, prefactor and standard dev to fort.8  
! 
      do i=1,ndof 
    if(frq(i)>50) exit 
    x(i)=log(real(frq(i))); y(i)=log(real(i)) 
    npt=i 
   enddo 
   a1=0;a2=0 
   do i=1,npt 
    a1=a1+x(i)*y(i) 
    a2=a2+x(i)*x(i) 
   enddo 
   sdim=(npt*a1-sum(x)*sum(y))/(npt*a2-(sum(x))**2) 
   pfac=(sum(y)-sdim*sum(x))/npt 
   err=0 
   do i=1,npt 
    err=err+(y(i)-pfac-sdim*x(i))**2 
   enddo 
   pfac=sdim*exp(pfac) 
   err=sqrt(err/(npt-2)) 
   write(8,104) natom, pfac, sdim, err 
104   format(1x,i6,1x,f15.8,1x,f15.8,1x,f15.8) 
! 
      end program rgfrq 
 
--------------------------------------------------------------------------------------------------------------------------------- 
 
Programs used in Chapter 3 
 
4strnllfit.f  
 
This program is midified from Martin’s ASYMTOP program. This program fits the X to B state vibronic 
transitions of SCCl2 using a model with 8 parameters. The excited state structural parameters, the three 
isotopomeric band origins of the transitions and the rotational temperature. The ground state structure is 
read in from literature. Axis switching, permutation symmetry of nuclei are considered as well. 
The auxiliary routines are too long to be included in here.  
--------------------------------------------------------------------------------------------------------------------------------- 
 
--------------------------------------------------------------------------------------------------------------------------------- 
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Programs and scripts used in Chapter 4 
 
4dfmap.f  
 
Modified version of Martin’s vibpes.f program. This program loops through all the bright states within a 
given energy window and calculates the dilution factor. 
 
5dfmap.f  
 
Modified version of 4dfmap.f. The energy window in 4dfmap.f can be scanned to get multiple windows. 
 
6dfmap.f  
 
Modified version of 4dfmap.f. For the ‘n’th given state, this program calculates the dilution factor (writes 
to fort4.n), survival probability (writes to fort2.n) and eigenstate spectrum (writes to fort3.n). This program 
is called in an automated fashion by a bash shellscript to perform the computations for all the states listed in 
‘states.txt’ 
 
runall4.bat (bash runall.bat n) 
 
This script runs ‘n’ times to process all the fort3.i files. 
Reads the eigenstate spectrum from each of the fort3.’i’ files, calls autospfit.f90 to fit the survival 
probability, calls autofcalc.f90 to calculate the Heller’s F. 
--------------------------------------------------------------------------------------------------------------------------------- 
# "bash runall4.bat n" this is the invoking command 
#  
let i=0 
while `let $1-$i` 
do 
 let i=$i+1 
 echo $i 
 k="fort4".$i 
 head -1 $k > fort.1 
 cat fort2.$i >> fort.1 
 ./fitsp 
 rm fort.1 
 cat fort.2 > fort.1 
 cat fort.10 >> fort10.txt 
 rm fort.2 
 rm fort.10 
# 
 k="fort4".$i 
 head -1 $k >> fort.1 
 echo $i >> fort.1 
 cat fort3.$i > fort.2 
 ./calcf 
 cat fort.7 >> fort7.txt 
 cat fort.9 >> fort9.txt 
 rm fort.1 
 rm fort.2 
 rm fort.7 
 rm fort.9 
done 
--------------------------------------------------------------------------------------------------------------------------------- 
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autospfit.f90 (includes nonlinear least squares and simplex minimization routines) 
 
autofcalc.f90 (includes nonlinear least squares and simplex minimization routines) 
 
Programs used in Chapter 6 
 
projct2d.f 
 
This program (written for trans-stilbene) projects out the translational, rotational and the two large amp 
torsional modes out of the cartesian force constant matrix from gaussian and calculates the (3N-8) normal 
modes orthogonal to these modes..relevant theory: Carrington, Miller-JCP,84,3192,1984  
--------------------------------------------------------------------------------------------------------------------------------- 
!this program projects out the translational, rotational and the two 
!large amp torsional modes out of the cartesian force constant matrix  
!from gaussian and calculates the (3N-8) normal modes orthogonal to 
!these modes..relevant theory: Carrington, Miller-JCP,84,3192,1984 
!                 written for trans-stilbene  
!the program needs to be run at every grid point of the 2D surface of 
!the two torsions to get the ZPE in the orthogonal normal modes 
!input includes the following... 
!eqbm geometry at the concerned grid point-cartesian (not standard) 
!this eqbm geometry is referenced to the COM first and then 
!with this, new geometries with infitesimal dS1 and dS2 rotations 
!are obtained and the gradients along S1 and S2 are evaluated 
!cartesian force constant matrix obtained from gaussian   
! 
      PROGRAM projct2d 
      IMPLICIT NONE 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32) 
      REAL(pd) :: mi(3,3),pr0(26,3,26,3),pr1(78,78),mwfc(78,78),    
&              ms(26),g(26,3),gs1(26,3),gds(26,3,2),com(3),sm(2,2),  
&              dlt,ds1,trn,rot,rxn,prjfc(78,78),efc(78),nm(78,78),  
&              pr(78,78),e(78),mfac,tm,dp,zpe,imi(3,3),ism(2,2), 
&              tmp(78,78),ds2,gs2(26,3),am1,am2,am3,bl,an,dh,r(26), 
&              th(26),ph(26),dth(26),dph(26),fij(2,2),tmp1,tmp2, 
&              tmp3,v1(3),v2(3),v3(3),v4(3),v5(3),rm(3,3),fa, 
&              fb,fc3,fa1,fa2,fb1,fb2,fi,emi(3),dmi(3,3), 
&              ermi(3),m1,n1,m2,n2 
      REAL,PARAMETER :: pi=3.14159265358979_pd 
      INTEGER  :: ep(3,3,3),i,j,k,p,q,a,b,c,a1,b1,c1,dim,ncart, 
&                 in1(2),in2(3),err,h(8) 
! 
      dim=78 
      ncart=78 
! 
!read the masses in amu...if needed change the units... 
! 
      do i=1,14 
       ms(i)=12.0_pd 
      end do 
      do i=15,26 
       ms(i)=1.00783_pd 
      end do 
       tm=sum(ms) 
  165 
! 
!read the eqbm geometry in cartesian coordinates - angstroms 
! 
      do i=1,26 
       read(1,*) g(i,1),g(i,2),g(i,3) 
      end do 
! 
!calc the position vector of the centre of mass for eqbm geom 
! 
      com=0.0_pd 
      do j=1,3 
       do i=1,26 
        com(j)=com(j) + ms(i)*g(i,j)/tm 
       end do 
      end do 
      write(3,*)"  " 
      write(3,*)"Centre of mass of the input geometry" 
      write(3,*)com(1)," ",com(2)," ",com(3) 
      write(3,*)"  " 
! 
!shift the origin of eqbm geom to its centre of mass 
! 
      do i=1,26 
       do j=1,3 
        g(i,j)=g(i,j)-com(j) 
       end do 
      end do 
! 
!calc the moment of inertia tensor for the eqbm geom 
! 
      mi=0.0_pd 
      do a=1,3 
       do b=1,3 
         do i=1,26 
          dp = g(i,1)*g(i,1)+g(i,2)*g(i,2)+g(i,3)*g(i,3) 
          mi(a,b) = mi(a,b)+ms(i)*(dp*dlt(a,b)-g(i,a)*g(i,b)) 
         end do 
        end do 
      end do 
! 
!get the z-matrix parameters for this eqbm geometry 
!NOTE - the generation of z-matrix parameters (esp dihedrals) 
!is leading to loss of precision..for every input geometry first 
!do a cartesian-to-zmatrix-to-cartesian transfarmation and verify 
!that this is not severe... 
! 
!bond lengths 
! 
      r(2)=bl(g(2,:),g(1,:)) 
      r(3)=bl(g(3,:),g(1,:)) 
      do i=4,6 
       r(i)=bl(g(i,:),g(i-2,:)) 
      end do 
      do i=7,14 
       r(i)=bl(g(i,:),g(i-4,:)) 
      end do 
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      do i=15,24 
       r(i)=bl(g(i,:),g(i-10,:)) 
      end do 
      r(25)=bl(g(25,:),g(1,:)) 
      r(26)=bl(g(26,:),g(2,:)) 
! 
!bond angles 
! 
      i=2;j=1;k=3  
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=1;j=2;k=4 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=1;j=3;k=5 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=2;j=4;k=6 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=5;j=3;k=7 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=6;j=4;k=8 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=3;j=5;k=9 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=4;j=6;k=10 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      do k=11,14 
      th(k)=an(g(k,:),g(k-4,:),g(k-8,:)) 
      end do 
      i=3;j=5;k=15 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=4;j=6;k=16 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=3;j=7;k=17 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=4;j=8;k=18 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      do k=19,22 
      th(k)=an(g(k,:),g(k-10,:),g(k-14,:)) 
      end do 
      i=11;j=13;k=23 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=12;j=14;k=24 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=2;j=1;k=25 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
      i=1;j=2;k=26 
      th(k)=an(g(k,:),g(j,:),g(i,:)) 
! 
!dihedral angles 
!       
      a=3;i=1;j=2;k=4 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=2;i=1;j=3;k=5 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=1;i=2;j=4;k=6 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=1;i=5;j=3;k=7 
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      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=2;i=6;j=4;k=8 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=1;i=3;j=5;k=9 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=2;i=4;j=6;k=10 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=1;i=3;j=7;k=11 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=2;i=4;j=8;k=12 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=3;i=5;j=9;k=13 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=4;i=6;j=10;k=14 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
!NOTE: in all the gaussian calcs 15,16 dihedrals were defined 
!wrt end atoms 1,2 resp(~0 deg)..here they are wrt 7,8 ~(180 deg) 
!some how the round off errors were more in case of the former 
!definition...to be sorted out later... 
      a=1;i=3;j=5;k=15 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=2;i=4;j=6;k=16 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=1;i=3;j=7;k=17 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=2;i=4;j=8;k=18 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=3;i=5;j=9;k=19 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=4;i=6;j=10;k=20 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=3;i=7;j=11;k=21 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=4;i=8;j=12;k=22 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=7;i=11;j=13;k=23 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=8;i=12;j=14;k=24 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=4;i=2;j=1;k=25 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
      a=3;i=1;j=2;k=26 
      ph(k)=dh(g(k,:),g(j,:),g(i,:),g(a,:)) 
! 
!convert the radians into degrees 
! 
      dth = th*180.0_pd/pi 
      dph = ph*180.0_pd/pi 
! 
!write the z-matirx parameters..just a test 
! 
      write(3,*)" z-matrix parameters printed below  " 
      write(3,*)"bond lengths" 
      do i=2,26 
      write(3,*)"r = ",r(i) 
      end do 
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      write(3,*)"bond angles" 
      do i=3,26 
      write(3,*)"theta = ",dth(i) 
      end do 
      write(3,*)"dihedral angles" 
      do i=4,26 
      write(3,*)"phi = ",dph(i) 
      end do 
! 
!generate new geometry with infinitesimal S1 and S2 motions 
!ds1 = 0.5deg = 0.0087266463_pd rad 
! 
       ds1=1.0_pd*pi/180.0_pd  
       ph(5)=ph(5)+ds1 
       ph(6)=ph(6)+ds1     
! 
       do i=1,4 
        gs1(i,:)=g(i,:) 
        gds(i,:,1)=(gs1(i,:)-g(i,:))/ds1 
       end do 
       do i=13,14 
        gs1(i,:)=g(i,:) 
        gds(i,:,1)=(gs1(i,:)-g(i,:))/ds1 
       end do 
       do i=23,26 
        gs1(i,:)=g(i,:) 
        gds(i,:,1)=(gs1(i,:)-g(i,:))/ds1 
       end do  
       call cord4(gs1(2,:),gs1(1,:),gs1(3,:),gs1(5,:),r(5), 
&                           th(5),ph(5)) 
       gds(5,:,1)=(gs1(5,:)-g(5,:))/ds1  
       call cord4(gs1(1,:),gs1(2,:),gs1(4,:),gs1(6,:),r(6), 
&                           th(6),ph(6)) 
       gds(6,:,1)=(gs1(6,:)-g(6,:))/ds1       
       call cord4(gs1(1,:),gs1(5,:),gs1(3,:),gs1(7,:),r(7), 
&                           th(7),ph(7)) 
       gds(7,:,1)=(gs1(7,:)-g(7,:))/ds1 
       call cord4(gs1(2,:),gs1(6,:),gs1(4,:),gs1(8,:),r(8), 
&                           th(8),ph(8)) 
       gds(8,:,1)=(gs1(8,:)-g(8,:))/ds1     
       call cord4(gs1(1,:),gs1(3,:),gs1(5,:),gs1(9,:),r(9), 
&                           th(9),ph(9)) 
       gds(9,:,1)=(gs1(9,:)-g(9,:))/ds1 
       call cord4(gs1(2,:),gs1(4,:),gs1(6,:),gs1(10,:),r(10), 
&                           th(10),ph(10)) 
       gds(10,:,1)=(gs1(10,:)-g(10,:))/ds1   
       call cord4(gs1(1,:),gs1(3,:),gs1(7,:),gs1(11,:),r(11), 
&                           th(11),ph(11)) 
       gds(11,:,1)=(gs1(11,:)-g(11,:))/ds1 
       call cord4(gs1(2,:),gs1(4,:),gs1(8,:),gs1(12,:),r(12), 
&                           th(12),ph(12)) 
       gds(12,:,1)=(gs1(12,:)-g(12,:))/ds1 
       call cord4(gs1(1,:),gs1(3,:),gs1(5,:),gs1(15,:),r(15), 
&                           th(15),ph(15)) 
       gds(15,:,1)=(gs1(15,:)-g(15,:))/ds1 
       call cord4(gs1(2,:),gs1(4,:),gs1(6,:),gs1(16,:),r(16), 
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&                           th(16),ph(16)) 
       gds(16,:,1)=(gs1(16,:)-g(16,:))/ds1 
       call cord4(gs1(3,:),gs1(5,:),gs1(9,:),gs1(19,:),r(19), 
&                           th(19),ph(19)) 
       gds(19,:,1)=(gs1(19,:)-g(19,:))/ds1 
       call cord4(gs1(4,:),gs1(6,:),gs1(10,:),gs1(20,:),r(20), 
&                           th(20),ph(20)) 
       gds(20,:,1)=(gs1(20,:)-g(20,:))/ds1 
       call cord4(gs1(3,:),gs1(7,:),gs1(11,:),gs1(21,:),r(21), 
&                           th(21),ph(21)) 
       gds(21,:,1)=(gs1(21,:)-g(21,:))/ds1 
       call cord4(gs1(4,:),gs1(8,:),gs1(12,:),gs1(22,:),r(22), 
&                           th(22),ph(22)) 
       gds(22,:,1)=(gs1(22,:)-g(22,:))/ds1 
       call cord4(gs1(1,:),gs1(3,:),gs1(7,:),gs1(17,:),r(17), 
&                           th(17),ph(17)) 
       gds(17,:,1)=(gs1(17,:)-g(17,:))/ds1 
       call cord4(gs1(2,:),gs1(4,:),gs1(8,:),gs1(18,:),r(18), 
&                           th(18),ph(18)) 
       gds(18,:,1)=(gs1(18,:)-g(18,:))/ds1 
! 
!generate the new geometry with inf S2 rotation (symm torsions) 
! 
       ph(5)=ph(5)-ds1 
       ph(6)=ph(6)-ds1 
! 
!       ph(3)=dh(g(3,:),g(1,:),g(2,:),g(26,:)) 
!       ph(4)=dh(g(4,:),g(2,:),g(1,:),g(25,:)) 
! 
       write(*,*)" give the factors fa,fa1,fa2,fb,fb1,fb2 " 
       read(*,*)fa,fa1,fa2,fb,fb1,fb2 
!        fa=0;fa1=0;fa2=0;fb=0;fb1=0;fb2=0 
! 
       ds2=1.0_pd*pi/180.0_pd        
       ph(5)=ph(5)+fa*ds2 
       ph(6)=ph(6)-fb*ds2 
! 
       fi=-ds2 
! 
!get the molecular c axis by diag the mi tensor 
! 
!       call diagrs(3,3,mi,emi,dmi,ermi)  
!       v1=-dmi(:,1) 
! 
       v4=0.5_pd*(g(9,:)+g(13,:)) 
       m1=1-fa1;n1=3+fa1 
       m2=1-fa2;n2=3+fa2 
       v2=(n1*g(13,:)+m1*g(3,:))/(m1+n1) 
! 
       v1=(n2*v2+m2*v4)/(m2+n2) 
       v1=v1/(dsqrt(dot_product(v1,v1))) 
! 
       v3=(/1,3,25/) 
       do p=1,3 
        v2=g(v3(p),:) 
        tmp1=dsqrt(dot_product(v2,v2)) 
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        v2=v2/tmp1 
        call euler(v1,fi,rm) 
        do i=1,3 
         tmp2=0.0_pd 
         do j=1,3 
          tmp2=tmp2+rm(i,j)*v2(j) 
         end do 
         gs2(v3(p),i)=tmp2*tmp1         
        end do 
       end do  
! 
       v4=0.5_pd*(g(10,:)+g(14,:)) 
       m1=1-fb1;n1=3+fb1 
       m2=1-fb2;n2=3+fb2 
       v2=(n1*g(14,:)+m1*g(4,:))/(m1+n1) 
! 
       v1=-(n2*v2+m2*v4)/(m2+n2) 
       v1=v1/(dsqrt(dot_product(v1,v1))) 
! 
       v3=(/2,4,26/) 
       do p=1,3 
        v2=g(v3(p),:) 
        tmp1=dsqrt(dot_product(v2,v2)) 
        v2=v2/tmp1 
        call euler(v1,fi,rm) 
        do i=1,3 
         tmp2=0.0_pd 
         do j=1,3 
          tmp2=tmp2+rm(i,j)*v2(j) 
         end do 
         gs2(v3(p),i)=tmp2*tmp1 
        end do 
       end do 
! 
!       call cord4(gs2(26,:),gs2(2,:),gs2(1,:),gs2(3,:),r(3), 
!&                                     th(3),ph(3)) 
!       call cord4(gs2(25,:),gs2(1,:),gs2(2,:),gs2(4,:),r(4), 
!&                                     th(4),ph(4)) 
       call cord4(gs2(1,:),gs2(2,:),gs2(4,:),gs2(6,:),r(6), 
&                                     th(6),ph(6)) 
       call cord4(gs2(2,:),gs2(6,:),gs2(4,:),gs2(8,:),r(8), 
&                                     th(8),ph(8)) 
       call cord4(gs2(2,:),gs2(4,:),gs2(6,:),gs2(10,:),r(10), 
&                                     th(10),ph(10)) 
       call cord4(gs2(2,:),gs2(4,:),gs2(8,:),gs2(12,:),r(12), 
&                                     th(12),ph(12)) 
       call cord4(gs2(4,:),gs2(6,:),gs2(10,:),gs2(14,:),r(14), 
&                                     th(14),ph(14)) 
       call cord4(gs2(2,:),gs2(4,:),gs2(6,:),gs2(16,:),r(16), 
&                                     th(16),ph(16)) 
       call cord4(gs2(2,:),gs2(4,:),gs2(8,:),gs2(18,:),r(18), 
&                                     th(18),ph(18)) 
       call cord4(gs2(4,:),gs2(6,:),gs2(10,:),gs2(20,:),r(20), 
&                                     th(20),ph(20)) 
       call cord4(gs2(4,:),gs2(8,:),gs2(12,:),gs2(22,:),r(22), 
&                                     th(22),ph(22)) 
  171 
       call cord4(gs2(8,:),gs2(12,:),gs2(14,:),gs2(24,:),r(24), 
&                                     th(24),ph(24)) 
! 
       call cord4(gs2(2,:),gs2(1,:),gs2(3,:),gs2(5,:),r(5), 
&                           th(5),ph(5)) 
       call cord4(gs2(1,:),gs2(5,:),gs2(3,:),gs2(7,:),r(7), 
&                           th(7),ph(7)) 
       call cord4(gs2(1,:),gs2(3,:),gs2(5,:),gs2(9,:),r(9), 
&                           th(9),ph(9)) 
       call cord4(gs2(1,:),gs2(3,:),gs2(7,:),gs2(11,:),r(11), 
&                           th(11),ph(11)) 
       call cord4(gs2(3,:),gs2(5,:),gs2(9,:),gs2(13,:),r(13), 
&                           th(13),ph(13)) 
       call cord4(gs2(1,:),gs2(3,:),gs2(5,:),gs2(15,:),r(15), 
&                           th(15),ph(15)) 
       call cord4(gs2(1,:),gs2(3,:),gs2(7,:),gs2(17,:),r(17), 
&                           th(17),ph(17)) 
       call cord4(gs2(3,:),gs2(5,:),gs2(9,:),gs2(19,:),r(19), 
&                           th(19),ph(19)) 
       call cord4(gs2(3,:),gs2(7,:),gs2(11,:),gs2(21,:),r(21), 
&                           th(21),ph(21)) 
       call cord4(gs2(7,:),gs2(11,:),gs2(13,:),gs2(23,:),r(23), 
&                           th(23),ph(23)) 
! 
!check the angles 5312 and 6421 after ethylene motion 
! 
       write(3,*)"angles after ethylenic torsion "  
       write(3,*)"5312 ",dh(gs2(5,:),gs2(3,:),gs2(1,:), 
&                                        gs2(2,:))*180_pd/pi 
       write(3,*)"6421 ",dh(gs2(6,:),gs2(4,:),gs2(2,:), 
&                                        gs2(1,:))*180_pd/pi 
       write(3,*)" " 
! 
!now the in-phase phenyl torsions 
! 
       fc3=0.0_pd !read this as a parameter when doing the foll 
       fi=-fc3*ds2 
       v1=gs2(13,:)-gs2(3,:) 
       v1=v1/(dsqrt(dot_product(v1,v1))) 
! 
       h=(/5,7,9,11,15,17,19,21/) 
       do p=1,8 
        v2=gs2(h(p),:) 
        tmp1=dsqrt(dot_product(v2,v2)) 
        v2=v2/tmp1 
        call euler(v1,fi,rm) 
        do i=1,3 
         tmp2=0.0_pd 
         do j=1,3 
          tmp2=tmp2+rm(i,j)*v2(j) 
         end do 
         gs2(h(p),i)=tmp2*tmp1 
        end do 
       end do 
! 
       v1=gs2(4,:)-gs2(14,:) 
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       v1=v1/(dsqrt(dot_product(v1,v1))) 
! 
       h=(/6,8,10,12,16,18,20,22/) 
       do p=1,8 
        v2=gs2(h(p),:) 
        tmp1=dsqrt(dot_product(v2,v2)) 
        v2=v2/tmp1 
        call euler(v1,fi,rm) 
        do i=1,3 
         tmp2=0.0_pd 
         do j=1,3 
          tmp2=tmp2+rm(i,j)*v2(j) 
         end do 
         gs2(h(p),i)=tmp2*tmp1 
        end do 
       end do 
! 
!check the angles 5312 and 6421 after phenyl torsion 
! 
       write(3,*)"angles after phenyl torsion " 
       write(3,*)"5312 ",dh(gs2(5,:),gs2(3,:),gs2(1,:), 
&                                        gs2(2,:))*180_pd/pi 
       write(3,*)"6421 ",dh(gs2(6,:),gs2(4,:),gs2(2,:), 
&                                        gs2(1,:))*180_pd/pi 
       write(3,*)" " 
! 
! 
       ph(5)=ph(5)-fa*ds2 
       ph(6)=ph(6)+fb*ds2 
       ds2 = dh(gs2(5,:),gs2(3,:),gs2(1,:),gs2(2,:))-ph(5)        
! 
!write the geom with S2 motion..check cart-zmatrix-cart  
! 
      write(3,*)" " 
      write(3,*)"S2 geometry...cart-zmatrix-cart" 
      do i=1,26 
       write(3,*) (gs2(i,:)-g(i,:)) 
      end do 
!        
!read the geom with inftesimal S2 motion from eqbm - cartesian 
! 
!      ds2=ds1 
!      do i=1,26 
!       read(1,*) gs2(i,1),gs2(i,2),gs2(i,3) 
!      end do 
! 
!calc the position vector of the centre of mass for this geom 
! 
      com=0.0_pd 
      do j=1,3 
       do i=1,26 
        com(j)=com(j) + ms(i)*gs2(i,j)/tm 
       end do 
      end do 
!      
!shift the origin of this geom to its centre of mass 
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!      
      do i=1,26 
       do j=1,3 
        gs2(i,j)=gs2(i,j)-com(j) 
       end do 
      end do 
! 
!check how the S2 coordinate changes the geometry 
! 
!      write(3,*)" " 
!      do i=1,26 
!       write(3,*) (gs2(i,:)-g(i,:)) 
!      end do 
! 
!calc the gradient vector: derivatives of the cartesian coords 
!wrt S2 (symm internal rotation) 
! 
      do i=1,26 
       do j=1,3 
        gds(i,j,2)=(gs2(i,j)-g(i,j))/ds2 
       end do 
      end do 
!      write(3,*)"the geometry foll S2 wrt eqbm geom" 
!      do i=1,26 
!       write(3,*) (gs2(i,:)-g(i,:)) 
!      end do 
      write(3,*)"    " 
      write(3,*)"the gradient vector for S2 is below" 
      do i=1,26 
       write(3,*) gds(i,:,2) 
      end do 
      write(3,*)"    " 
! 
!check the eckart condition for inf S1/S2 motion 
! 
      write(3,*)"checking the eckart condition for S1" 
      am1=0.0_pd;am2=0.0_pd;am3=0.0_pd 
      do i=1,26 
      am1=am1+ms(i)*ds1*(g(i,2)*gds(i,3,1)-g(i,3)*gds(i,2,1)) 
      am2=am2+ms(i)*ds1*(g(i,3)*gds(i,1,1)-g(i,1)*gds(i,3,1)) 
      am3=am3+ms(i)*ds1*(g(i,1)*gds(i,2,1)-g(i,2)*gds(i,1,1)) 
      end do 
      write(3,*)"angular mom along inf S1 motion" 
      write(3,*)am1," ",am2," ",am3 
      write(3,*)"  " 
      write(3,*)"checking the eckart condition for S2" 
      am1=0.0_pd;am2=0.0_pd;am3=0.0_pd 
      do i=1,26 
      am1=am1+ms(i)*ds2*(g(i,2)*gds(i,3,2)-g(i,3)*gds(i,2,2)) 
      am2=am2+ms(i)*ds2*(g(i,3)*gds(i,1,2)-g(i,1)*gds(i,3,2)) 
      am3=am3+ms(i)*ds2*(g(i,1)*gds(i,2,2)-g(i,2)*gds(i,1,2)) 
      end do 
      write(3,*)"angular mom along inf S2 motion" 
      write(3,*)am1," ",am2," ",am3 
! 
!check the orthoganality of S1 and S2 coordinates 
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! 
      am1=0.0_pd;am2=0.0_pd;am3=0.0_pd 
      do i=1,26 
       am3 = am3+dot_product(gds(i,:,1),gds(i,:,2)) 
       am1 = am1+gds(i,1,1)**2+gds(i,2,1)**2+gds(i,3,1)**2 
       am2 = am2+gds(i,1,2)**2+gds(i,2,1)**2+gds(i,3,1)**2 
      end do 
       am3 = am3/dsqrt(am1*am2) 
      write(3,*)"    " 
      write(3,*)"The overlap of S1 and S2 coordinates" 
      write(3,*) am3 
      write(3,*)"    " 
! 
!calc the overlap matrix..can use for KE operator later... 
!print out f11,f12,f21,f22 or gij for later 
! 
      sm=0.0_pd 
      do p=1,2 
       do q=1,2 
        do i=1,26 
         sm(p,q)=sm(p,q)+ms(i)*(gds(i,1,p)*gds(i,1,q)+   
&               gds(i,2,p)*gds(i,2,q)+gds(i,3,p)*gds(i,3,q)) 
        end do 
       end do 
      end do 
      write(3,*) "the S matrix elements are printed below" 
      write(3,*)"S11 = ",sm(1,1),"S12 = ",sm(1,2) 
      write(3,*)"S21 = ",sm(2,1),"S22 = ",sm(2,2) 
      write(3,*)"    " 
! 
! compute the inverse (ism=Gmatrix) of the (sm) matrix 
! 
      ism = sm 
      call matinv(ism,2,2,err)  
! 
      write(3,*) "the G matrix elements are printed below" 
      write(3,*)"G11 = ",ism(1,1),"G12 = ",ism(1,2) 
      write(3,*)"G21 = ",ism(2,1),"G22 = ",ism(2,2) 
      write(3,*)"    " 
! 
! write the F matrix elements..to compare with Laane.. 
! NOTE - these are for symm coordinates 
! 
      fij = ism * 33.71523664_pd 
      write(3,*) "the F matrix elements are printed below" 
      write(3,*)"F11 = ",fij(1,1),"F12 = ",fij(1,2) 
      write(3,*)"F21 = ",fij(2,1),"F22 = ",fij(2,2) 
      write(3,*)"    " 
! 
! compute the inverse (imi) of the mi tensor 
! 
      imi = mi  
      call matinv(imi,3,3,err) 
! 
!the anti-symmetric cartesian tensor 
! 
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      ep=0 
      ep(1,2,3)=1;ep(3,1,2)=1;ep(2,3,1)=1 
      ep(1,3,2)=-1;ep(2,1,3)=-1;ep(3,2,1)=-1 
! 
!read the cartesian force constant matrix and symmetrize 
!convert to mDyne/A..mass weighting the matrix gives 
!units of mDynes/A.amu...the projector matrix is unitless 
!ie the eigen values obtained from diagrs are in mDyn/A.amu 
!and are to be converted to cm-1 for the nmode freqs 
! 
      read(1,*) ((mwfc(i,j),j=1,i),i=1,78) 
      do i=1,78 
       do j=1,i 
        p=(i+2)/3 
        q=(j+2)/3 
        mfac=dsqrt(ms(p)*ms(q)) 
        mwfc(i,j)=mwfc(i,j)*15.56914_pd/mfac 
       end do 
      end do 
      do i=1,78 
       do j=1,i-1 
        mwfc(j,i)=mwfc(i,j) 
       end do 
      end do 
! 
!construction of the real symmetric projector matrix 
!took no pain to make this more efficient... 
! 
      pr0=0.0_pd 
      rot=0.0_pd 
      rxn=0.0_pd 
      do i=1,26 
       do j=1,26 
        do c=1,3 
         do c1=1,3 
          trn=(dsqrt(ms(i)*ms(j))/tm)*dlt(c,c1) 
          pr0(i,c,j,c1)=pr0(i,c,j,c1)+trn 
          do a=1,3 
           do b=1,3 
            do a1=1,3 
             do b1=1,3 
              rot=rot+ep(a,b,c)*dsqrt(ms(i)*ms(j))*g(i,b)*    
&                     imi(a,a1)*g(j,b1)*ep(a1,b1,c1) 
             end do 
            end do 
           end do 
          end do 
          pr0(i,c,j,c1)=pr0(i,c,j,c1)+rot 
          rot=0.0_pd 
          do p=1,2 
           do q=1,2 
            rxn=rxn+dsqrt(ms(i)*ms(j))*gds(i,c,p)*ism(p,q)*gds(j,c1,q) 
           end do 
          end do  
!commenting out the foll line implies the torsions are not being proj 
!out..so we should get the ab initio freqs..just a test... 
  176 
          pr0(i,c,j,c1)=pr0(i,c,j,c1)+rxn 
          rxn=0.0_pd 
         end do 
        end do 
       end do 
      end do 
! 
! construct pr1 from pr0 - match the order in mwfc 
! 
      do i=1,78 
       do j=1,i 
        p=(i+2)/3 
        q=(j+2)/3 
        a=mod(i-1,3)+1 
        b=mod(j-1,3)+1 
        pr(i,j)=pr0(p,a,q,b) 
        pr1(i,j)=dlt(i,j)-pr(i,j) 
       end do 
      end do 
      do i=1,78 
       do j=1,i-1 
        pr1(j,i)=pr1(i,j) 
       end do 
      end do   
! 
!compute the fc matrix with the rest of modes projected out 
! 
      tmp=matmul(mwfc, pr1) 
      prjfc=matmul(pr1, tmp) 
! 
!diagonalize the projected fc matrix, call diagrs 
! 
      call diagrs(dim,ncart,prjfc,efc,nm,e) 
! 
!the eigen values obtained from diagrs are in mDyn/A.amu 
!and are to be converted to cm-1 for the nmode freqs... 
! 
      do i=1,78 
       if (efc(i)<0.0) then 
        efc(i)=-1*dsqrt(abs(efc(i)))*1302.791472_pd 
       else 
        efc(i)=dsqrt(efc(i))*1302.791472_pd 
       end if 
      end do 
      write(2,*)"THE NORMAL MODE FREQUENCIES in cm-1" 
      do i=1,78 
       write(2,*)efc(i) 
      end do 
! 
!write the required normal mode vectors  
! 
      do i=1,26 
       write(4,'(5x,f9.6,4x,f9.6,4x,f9.6)')g(i,:)/0.5291764_pd 
      end do 
      write(4,*)" " 
      tmp1=0.0_pd;tmp2=0.0_pd 
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      do i=1,78 
       p=(i+2)/3 
       tmp1=tmp1+(nm(i,8)/dsqrt(ms(p)))**2 
       tmp2=tmp2+(nm(i,2)/dsqrt(ms(p)))**2 
      end do 
      do j=1,26 
       p=3*j-2 
       write(4,'(3x,f9.6,4x,f9.6,4x,f9.6)')nm(p,8)/(dsqrt(ms(j)*tmp1)), 
&      nm(p+1,8)/(dsqrt(ms(j)*tmp1)),nm(p+2,8)/(dsqrt(ms(j)*tmp1)) 
      end do 
! 
!discard the lowest eight freqs and print out the ZPE 
! 
      zpe=0.0_pd       
      do i=9,78 
       zpe = zpe+0.5_pd*efc(i) 
      end do 
      write(2,*)"ZPE in the 3N-8 nmodes = ",zpe," cm-1"  
! 
!other stuff to be printed as needed..nmodes, 
!KE operator for the 2drotor problem... 
! 
!check condition 3.9b 
! 
      write(3,*)" equation 3.9b " 
      tmp1=0.0_pd;tmp2=0.0_pd;tmp3=0.0_pd 
      do i=1,78 
       do j=1,78 
        p=(j+2)/3 
        q=mod(j-1,3)+1 
        if(q==1)tmp1=tmp1+dsqrt(ms(p))*nm(j,i) 
        if(q==2)tmp2=tmp2+dsqrt(ms(p))*nm(j,i) 
        if(q==3)tmp3=tmp3+dsqrt(ms(p))*nm(j,i) 
       end do 
       write(3,*)"i:",i," ",tmp1,tmp2,tmp3 
       tmp1=0.0_pd;tmp2=0.0_pd;tmp3=0.0_pd 
      end do 
      write(3,*) "  " 
! 
!check condition 3.9c 
! 
      write(3,*) " equation 3.9c " 
      do i=1,78 
       do j=1,78 
       p=(j+2)/3 
        q=mod(j-1,3)+1 
        v1(q)=g(p,q) 
        v2(q)=nm(j,i) 
        if(q==3)then 
         call vp(v1,v2,v3) 
         v3=dsqrt(ms(p))*v3 
         v4=v4+v3 
        end if 
       end do 
       write(3,*)"i=",i,"",v4 
       v4=0.0_pd 
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      end do 
      write(3,*) "  " 
! 
!check orthonormality of the eigen vectors with S1,S2 
! 
      write(3,*) " equation 3.9d " 
      tmp1=0.0_pd;tmp2=0.0_pd;tmp3=0.0_pd 
      do i=1,78 
       do j=1,78 
        p=(j+2)/3 
        q=mod(j-1,3)+1 
        tmp1=tmp1+nm(j,i)*dsqrt(ms(p))*gds(p,q,1) 
        tmp2=tmp2+nm(j,i)*dsqrt(ms(p))*gds(p,q,2) 
        tmp3=tmp3+nm(j,i)*nm(j,i) 
       end do 
       write(3,*)i," overlap with S1= ",tmp1/dsqrt(am1*tmp3) 
       write(3,*)i," overlap with S2= ",tmp2/dsqrt(am2*tmp3) 
       tmp1=0.0_pd;tmp2=0.0_pd;tmp3=0.0_pd 
       end do       
! 
      END PROGRAM projct2d 
! 
!     Dirac delta function 
! 
      real(8) function dlt(a,b) 
      implicit none 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32) 
      integer a,b 
! 
      if(a==b) then 
       dlt = 1.0_pd 
      else 
       dlt = 0.0_pd 
      end if 
      end function dlt 
! 
!     Bond length calculation 
! 
      real(8) function bl(v1,v2) 
      implicit none 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32)       
      real(pd) :: v1(3),v2(3) 
! 
      bl=dsqrt((v2(1)-v1(1))*(v2(1)-v1(1))+(v2(2)-v1(2))*(v2(2)-v1(2)) 
&         +(v2(3)-v1(3))*(v2(3)-v1(3))) 
      end function bl 
! 
!     Bond angle calculation 
! 
      real(8) function an(v1,v2,v3) 
      implicit none 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32) 
      real(pd) :: v1(3),v2(3),v3(3),bl 
! 
      an=acos(dot_product((v3-v2),(v1-v2))/(bl(v3,v2)*bl(v1,v2))) 
      end function an 
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! 
!     Dihedral angle.. 
! 
      real(8) function dh(v4,v3,v2,v1) 
      implicit none 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32) 
      real(pd) :: v1(3),v2(3),v3(3),v4(3),v5(3),v6(3),v7(3), 
&                 bl,an,tmpa,tmpb 
      REAL,PARAMETER :: pi=3.14159265358979_pd 
! 
      call vp((v3-v2),(v1-v2),v5) 
      call vp((v4-v3),(v2-v3),v6) 
      v5 = v5/(bl(v3,v2)*bl(v1,v2)*dsin(an(v1,v2,v3))) 
      v6 = v6/(bl(v4,v3)*bl(v2,v3)*dsin(an(v2,v3,v4))) 
      call vp(v6,(v2-v3),v7) 
      v7 = v7/bl(v2,v3) 
      tmpa= dot_product(v5,v6) 
      tmpb= dot_product(v5,v7) 
! crudely limiting the range of args to -1.le.arg.le.1 
! limited precision may lead to values ou of range.. 
      if(tmpa<-1.and.tmpa>-1.000001) tmpa=-1.0_pd 
      if(tmpa>1.and.tmpa<1.000001) tmpa=1.0_pd 
      if(tmpb<-1.and.tmpb>-1.000001) tmpb=-1.0_pd 
      if(tmpb>1.and.tmpb<1.000001) tmpb=1.0_pd 
      dh = dacos(tmpa) 
      if((tmpa)<0.0_pd.and.(tmpb).ge.0.0_pd) dh=2.0_pd*pi-dh 
      if((tmpa)>0.0_pd.and.(tmpb).ge.0.0_pd) dh=2.0_pd*pi-dh 
      end function dh 
! 
!     vector product 
      subroutine vp(v1,v2,v3) 
      implicit none 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32) 
      real(pd) :: v1(3),v2(3),v3(3) 
! 
      v3(1)=(v1(2)*v2(3))-(v1(3)*v2(2)) 
      v3(2)=(v2(1)*v1(3))-(v1(1)*v2(3)) 
      v3(3)=(v1(1)*v2(2))-(v2(1)*v1(2)) 
      end subroutine vp      
! 
!the symmetric matrix diagonalization routines follow... 
! 
      subroutine diagrs(dim,size,matrix,lambda,ev,e) 
      integer size,i,j,dim 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32) 
      real(pd) matrix(dim,dim),lambda(dim),ev(dim,dim),e(dim) 
      do i=1,size 
      do j=1,size 
           ev(i,j)=matrix(i,j) 
      enddo 
      enddo 
      call tred2(ev,size,dim,lambda,e) 
      call tqli(lambda,e,size,dim,ev) 
      call sort(size,dim,lambda,ev) 
      return 
      end 
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c 
      subroutine tred2(a,n,np,d,e) 
      integer n,np,i,l,k,j 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32) 
      real(pd) a(np,np),d(np),e(np),h,scale,f,g,hh 
      if(n.gt.1)then 
        do i=n,2,-1   
          l=i-1 
          h=0d0 
          scale=0d0 
          if(l.gt.1)then 
            do k=1,l 
              scale=scale+dabs(a(i,k)) 
            enddo 
            if(scale.eq.0d0)then 
              e(i)=a(i,l) 
            else 
              do k=1,l 
                a(i,k)=a(i,k)/scale 
                h=h+a(i,k)**2 
              enddo 
              f=a(i,l) 
              g=-dsign(dsqrt(h),f) 
              e(i)=scale*g 
              h=h-f*g 
              a(i,l)=f-g 
              f=0d0 
              do j=1,l 
                a(j,i)=a(i,j)/h 
                g=0d0 
                do k=1,j 
                  g=g+a(j,k)*a(i,k) 
                enddo 
                if(l.gt.j)then 
                  do k=j+1,l 
                    g=g+a(k,j)*a(i,k) 
                  enddo 
                endif 
                e(j)=g/h 
                f=f+e(j)*a(i,j) 
              enddo 
              hh=f/(h+h) 
              do j=1,l 
                f=a(i,j) 
                g=e(j)-hh*f 
                e(j)=g 
                do k=1,j 
                  a(j,k)=a(j,k)-f*e(k)-g*a(i,k) 
                enddo 
              enddo 
            endif 
          else 
            e(i)=a(i,l) 
          endif 
          d(i)=h 
        enddo 
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      endif 
      d(1)=0d0 
      e(1)=0d0 
      do i=1,n 
        l=i-1 
        if(d(i).ne.0d0)then 
          do j=1,l 
            g=0d0 
            do k=1,l 
              g=g+a(i,k)*a(k,j) 
            enddo 
            do k=1,l 
              a(k,j)=a(k,j)-g*a(k,i) 
            enddo 
          enddo 
        endif 
        d(i)=a(i,i) 
        a(i,i)=1d0 
        if(l.ge.1)then 
          do j=1,l 
            a(i,j)=0d0 
            a(j,i)=0d0 
          enddo 
        endif 
      enddo 
      return 
      end 
c 
      subroutine tqli(d,e,n,np,z) 
      integer n,np,i,l,m,iter,k 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32) 
      real(pd) d(np),e(np),z(np,np),g,r,s,c,p,f,b,dd 
      if (n.gt.1) then 
        do i=2,n 
          e(i-1)=e(i) 
        enddo 
        e(n)=0d0 
        do l=1,n 
          iter=0 
1           m=l 
            dd=dabs(d(m))+dabs(d(m+1)) 
            do while( dabs(e(m))+dd.ne.dd .and. m.le.n-1) 
              m=m+1 
                 dd=dabs(d(m))+dabs(d(m+1)) 
            enddo 
            if(m.ne.l) then 
            if(iter.eq.30) then 
              write(6,*) 'too many iterations' 
              stop 
            endif 
            iter=iter+1 
            g=(d(l+1)-d(l))/(2d0*e(l)) 
            r=dsqrt(g**2+1d0) 
            g=d(m)-d(l)+e(l)/(g+dsign(r,g)) 
            s=1d0 
            c=1d0 
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            p=0d0 
            do i=m-1,l,-1 
              f=s*e(i) 
              b=c*e(i) 
              if(abs(f).ge.dabs(g))then 
                c=g/f 
                r=dsqrt(c**2+1d0) 
                e(i+1)=f*r 
                s=1d0/r 
                c=c*s 
              else 
                s=f/g 
                r=dsqrt(s**2+1d0) 
                e(i+1)=g*r 
                c=1d0/r   
                s=s*c 
              endif 
              g=d(i+1)-p 
              r=(d(i)-g)*s+2d0*c*b 
              p=s*r 
              d(i+1)=g+p 
              g=c*r-b 
              do k=1,n 
                f=z(k,i+1) 
                z(k,i+1)=s*z(k,i)+c*f 
                z(k,i)=c*z(k,i)-s*f 
              enddo 
            enddo 
            d(l)=d(l)-p 
            e(l)=g 
            e(m)=0d0 
            go to 1 
          endif 
        enddo 
      endif 
      return 
      end 
c 
      subroutine sort(n,dim,x,y) 
      integer n,dim,l,ir,i,j,i1 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32) 
      real(pd) x(dim),y(dim,dim),rra,rrb(6084) 
c 
      l=n/2+1 
      ir=n 
10    continue 
        if(l.gt.1) then 
          l=l-1 
          rra=x(l) 
          do i1=1,n 
            rrb(i1)=y(i1,l) 
          enddo 
        else 
          rra=x(ir) 
          x(ir)=x(1) 
          do i1=1,n 
  183 
            rrb(i1)=y(i1,ir) 
            y(i1,ir)=y(i1,1) 
          enddo 
          ir=ir-1 
          if(ir.eq.1) then 
            x(1)=rra 
            do i1=1,n 
              y(i1,1)=rrb(i1) 
            enddo 
            return 
          endif 
        endif 
        i=l 
        j=l+l 
20      if(j.le.ir) then 
          if(j.lt.ir) then 
            if(x(j).lt.x(j+1)) j=j+1 
          endif 
          if(rra.lt.x(j)) then 
            x(i)=x(j) 
            do i1=1,n 
              y(i1,i)=y(i1,j) 
            enddo 
            i=j 
            j=j+j 
          else 
            j=ir+1 
          endif 
        goto 20 
        endif 
        x(i)=rra 
        do i1=1,n 
          y(i1,i)=rrb(i1) 
        enddo 
      goto 10 
      end 
! 
!     Finds the inverse of a matrix by Gauss-Jordan elimination, 
!     n is the actual matrix size, np the storage size (see  
!     numerical recipes gaussj) 
!      module invert 
!       implicit none 
!       integer(4),parameter :: nmax=100 !max dimension of matrix 
!       
!      contains 
 
       subroutine matinv(a,np,n,err) 
        implicit none 
        integer, parameter :: pd=selected_real_kind(8,32) 
        integer(4),parameter :: nmax=100 !max dimension of matrix 
        real(pd) :: a(np,np),big,dum,pivinv 
        integer(4) :: ipiv(nmax),indxr(nmax),indxc(nmax),i,icol,irow, 
     1  j,k,l,ll,n,np,err 
 
        err=0 
        if(n > np .or. n > nmax) then 
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         write(6,*) "Dimensions exceeded in matinv." 
         stop 
        endif 
        do j=1,n 
         ipiv(j)=0 
        enddo 
        do i=1,n 
         big=0 
         do j=1,n 
          if(ipiv(j) /= 1) then 
            do k=1,n 
              if (ipiv(k) == 0) then 
                if (abs(a(j,k)) >= big)then 
                  big=abs(a(j,k)) 
                  irow=j 
                  icol=k 
                endif 
              else if (ipiv(k) > 1) then 
                err=4 
                return 
              endif 
            enddo 
          endif 
         enddo 
         ipiv(icol)=ipiv(icol)+1 
         if (irow /= icol) then 
          do l=1,n 
            dum=a(irow,l) 
            a(irow,l)=a(icol,l) 
            a(icol,l)=dum 
          enddo 
         endif 
         indxr(i)=irow 
         indxc(i)=icol 
         if (a(icol,icol) == 0) then 
          err=4 
          return 
         endif 
         pivinv=1./a(icol,icol) 
         a(icol,icol)=1 
         do l=1,n 
          a(icol,l)=a(icol,l)*pivinv 
         enddo 
         do ll=1,n 
          if(ll /= icol) then 
            dum=a(ll,icol) 
            a(ll,icol)=0 
            do l=1,n 
              a(ll,l)=a(ll,l)-a(icol,l)*dum 
            enddo 
          endif 
         enddo 
        enddo 
        do l=n,1,-1 
         if(indxr(l) /= indxc(l)) then 
          do k=1,n 
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            dum=a(k,indxr(l)) 
            a(k,indxr(l))=a(k,indxc(l)) 
            a(k,indxc(l))=dum 
          enddo 
         endif 
        enddo 
       end subroutine matinv 
!      end module invert 
! 
      SUBROUTINE CORD4 (X1,X2,X3,X4,R0,THET,PHI) 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32) 
      REAL(pd),INTENT(IN) :: X1(3),X2(3),X3(3),R0,THET,PHI 
      REAL(pd) E12(3),E32(3),EV(3),R(3,3),EN1,EN2,VN,THETA,X4(3) 
      REAL(pd) V1(3),V2(3),VI,PI 
      PI=4.*ATAN(1.) 
      THETA=PI-THET 
C -- Compute unit vectors e12 & e32 in bond directions x2->x1 and x2->x3 
      DO 20 I=1,3 
         E12(I)=X1(I)-X2(I) 
         E32(I)=X3(I)-X2(I) 
20    CONTINUE 
      EN1=SQRT(E12(1)**2+E12(2)**2+E12(3)**2) 
      EN2=SQRT(E32(1)**2+E32(2)**2+E32(3)**2) 
      DO 30 I=1,3 
         E12(I)=E12(I)/EN1 
         E32(I)=E32(I)/EN2 
30    CONTINUE 
C -- Compute ingoing plane normal v1=e32 x e12 
      V1(1)=E32(2)*E12(3)-E32(3)*E12(2) 
      V1(2)=E32(3)*E12(1)-E32(1)*E12(3) 
      V1(3)=E32(1)*E12(2)-E32(2)*E12(1) 
      VN=SQRT(V1(1)**2+V1(2)**2+V1(3)**2) 
      DO 40 I=1,3 
         EV(I)=V1(I)/VN 
40    CONTINUE 
C -- Rotate unit vector e32 angle (pi-theta) in plane (1,2,3) about 
C -- the inward normal. 
C -- The result is called v2 (also a unit vector, because of the orthog. 
      CALL EULER (EV,THETA,R) 
      DO 60 I=1,3 
         VI=0. 
         DO 50 J=1,3 
            VI=VI+R(I,J)*E32(J) 
50       CONTINUE 
         V2(I)=VI 
60    CONTINUE 
C -- Rotate unit vector v2 angle phi about e32 out of the plane (1,2,3): 
C -- Compute position of fourth atom by adding the rotated unit vector, 
C -- multiplied by bond length r0, to the position of the third atom 
      CALL EULER (E32,PHI,R) 
      DO 80 I=1,3 
         VI=0. 
         DO 70 J=1,3 
            VI=VI+R(I,J)*V2(J) 
70       CONTINUE 
         X4(I)=X3(I)+R0*VI 
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80    CONTINUE 
      RETURN 
      END 
      SUBROUTINE EULER (D,PHI,R) 
C -- Program that computes an Euler parametrization of 
C -- a three-dimensional rotation 
C -- TS 1994-01-06 
C -- d is a unit vector that defines the rotation axis 
C -- phi is the rotation angle 
C -- r is the rotation matrix 
      INTEGER, PARAMETER :: pd=SELECTED_REAL_KIND(8,32) 
      REAL(pd) R(3,3),RIJ,D(3),PHI 
      REAL(pd) A(3,3),B(3,3),BIJ 
C -- Compute the matrix operator A (A(i,j) = -eps(i,j,k)d(k)) 
      DO 20 I=1,3 
         A(I,I)=0. 
20    CONTINUE 
      A(1,2)=-D(3) 
      A(2,1)=D(3) 
      A(1,3)=D(2) 
      A(3,1)=-D(2) 
      A(2,3)=-D(1) 
      A(3,2)=D(1) 
C -- Compute the operator B=A*A: 
      DO 50 I=1,3 
         DO 40 J=1,3 
            BIJ=0. 
            DO 30 K=1,3 
               BIJ=BIJ+A(I,K)*A(K,J) 
30          CONTINUE 
            B(I,J)=BIJ 
40       CONTINUE 
50    CONTINUE 
C -- Construct the rotation matrix R=A*sin(phi)+B*(1-cos(phi))+I 
      DO 70 I=1,3 
         DO 60 J=1,3 
            RIJ=A(I,J)*SIN(PHI)+B(I,J)*(1.0-COS(PHI)) 
            IF (I.EQ.J) RIJ=RIJ+1. 
            R(I,J)=RIJ 
60       CONTINUE 
70    CONTINUE 
      RETURN 
      END 
! 
--------------------------------------------------------------------------------------------------------------------------------- 
 
frotbas.f 
 
This program gives the eigenfunctions and eigenenergies of 1D and 2D periodic potentials using a free 
rotor basis. 
--------------------------------------------------------------------------------------------------------------------------------- 
***************************************************************** 
c     PROGRAM FROTBAS gives the eigenfunctions and eigenenergies 
c     of 1D and 2D periodic potentials by using a free-rotor basis. 
c          ***modified form of Martin's FBASIS program*** 
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c     The diagonalization routines have been retained from Martin's 
c     FBASIS which uses the particle in a box basis. 
c     P.Chowdary, 2006  
***************************************************************** 
c 
c     VARIABLE DECLARATION 
c 
c     the dimensionality is set to take a max of 49 basis fxns 
c     ie nsin=24. if needed this parameter can be increased below 
c     but make appropriate change in the subroutine 'sort' also 
c 
      implicit none 
      external diagrs,tred2,tqli,v,F1,dlt 
      integer dim,dim2 
      parameter (dim=2601,dim2=51) 
      real*8 h(dim,dim),lambda(dim),ev(dim,dim),e(dim),minx(2), 
     1maxx(2),B1d,outmin(2),outmax(2),outdelx(2),x,y,v,dlt, 
     2psi,pot(dim,dim),sinx(dim,dim2),siny(dim,dim2),vn(6), 
     3F1,f11(5),f12(5),f22(5),vl2,vl12,vl12d, 
     4t1,t2,t3,t4,t5,t6,t7,t8,t9,t10,t11,t12,t13,re,im 
      integer ndim,i,j,ijdim,n,m,nprime,i1,i2, 
     1nsin(2),outpoints(2),mprime,psinum,p,q,r,s,index(dim,2) 
      complex*8 cmpsi 
c 
c     Input variables: 
c 
c     ndim        # of dimensions, 1 or 2 
c     psinum   # of wavefunctions to be printed in output 
c     minx,maxx   min. and max. theta values; 0<=theta<=2pi   
c     nsin        # 2*nsin(1)+1 is the number of basis functions in 1D 
c                   (2*nsin(1)+1)*(2*nsin(2)+1) functions in 2D 
c     outmin,     range of coordinates over which psi to be output;  
c     outmax      if 0, expansion coefficients in the Fourier basis  
c                 are saved instead of the position representation. 
c     outpoints   # of position points of psi to be output 
c 
c     Units: 
c     The program assumes that the potential and the internal rotor 
c     constants are in cm-1 and the angles are in radians. 
c 
      read(1,*) ndim,psinum 
      if(ndim.eq.1) then 
        read(1,*) minx(1),maxx(1),nsin(1),B1d,outmin(1),outmax(1), 
     1  outpoints(1) 
        outdelx(1)=(outmax(1)-outmin(1))/(outpoints(1)-1) 
        ijdim=2*nsin(1)+1 
      else 
        read(1,*) minx(1),maxx(1),nsin(1),outmin(1),outmax(1), 
     1  outpoints(1) 
        read(1,*) minx(2),maxx(2),nsin(2),outmin(2),outmax(2), 
     1  outpoints(2) 
        outdelx(1)=(outmax(1)-outmin(1))/(outpoints(1)-1) 
        outdelx(2)=(outmax(2)-outmin(2))/(outpoints(2)-1) 
        ijdim=(2*nsin(1)+1)*(2*nsin(2)+1) 
      endif 
c 
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c     Setting up the Hamiltonian matrix; For the 1D case a more or less  
c     general periodic potential (cosine series) is coded analytically.  
c     1D PE and KE forms (ref:jms,12,427,1972). The effective rotational  
c     constant B1d in the 1D case is assumed to be constant. 
c     The free-rotor basis set is used to set up the H matrix. In 1D case  
c     real functions cos(mx),1/2pi,sin(mx) are used but in the 2D case the 
c     exp product basis, exp(imx)exp(iny), is used. The KE operator includes 
c     interaction between the two coordinates. (ref:JCP,100,8755,1994) 
c     Both the KE and PE parts are set up analytically and are to be 
c     modified as needed. NOTE: in either case, H should be real symmetric 
c 
c     One dimensional case 
c 
c     vn is the cosine series potential with 6 terms 
c     2*nsin(1)+1 is the number of basis functions being used 
c 
      if(ndim.eq.1) then 
        read(1,*) vn 
        do n= -nsin(1),nsin(1) 
        do m= -nsin(1),n 
          i=n+nsin(1)+1 
          j=m+nsin(1)+1  
          h(i,j) = 0d0 
          do i1=1,6 
           h(i,j)=h(i,j)+0.5d0*vn(i1)*(dlt(n,m)-F1(n,m,i1)) 
          enddo 
        enddo 
        enddo 
c 
c     Diagonal kinetic energy (eff rot constant B1d assumed constant) 
c 
        do n= -nsin(1),nsin(1) 
          m=n+nsin(1)+1 
          h(m,m)=h(m,m) + B1d * dfloat(n*n) 
        enddo 
c 
c     Two dimensional case 
c 
      else if(ndim.eq.2) then 
c 
c     Setting up the Hamiltonian matrix 
c 
        i=0 
        do r= -nsin(1),nsin(1) 
         do s= -nsin(2),nsin(2) 
          i = i+1 
          index(i,1)=r 
          index(i,2)=s 
         end do 
        end do 
        do i=1,ijdim 
        do j=1,i 
          r=index(i,1) 
          s=index(i,2) 
          p=index(j,1) 
          q=index(j,2) 
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          h(i,j)=0d0 
c 
c     Kinetic energy part (ref:JCP,100,8755,1994) 
c     the operator form is sufficiently general for two interacting 
c     rotors. only the coefficients, fij (related to gij), may vary. 
c 
        f11=(/1.054,0.0535,0.00175,0.0101,0.00319/) 
        f12=(/0.877,0.0535,0.00175,0.0101,0.00319/) 
        f22=f11 
c 
        t1=dlt(p,r)*dlt(q,s) 
        t2=0.5d0*(dlt(q,s)*(dlt(p,2+r)+dlt(p+2,r))+dlt(p,r) * 
     1                   (dlt(q,2+s)+dlt(q+2,s)))  
        t3=0.5d0*(dlt(q,s)*(dlt(p,4+r)+dlt(p+4,r))+dlt(p,r) *  
     1                   (dlt(q,4+s)+dlt(q+4,s))) 
        t4=0.25d0*(dlt(p,2+r)+dlt(p+2,r))*(dlt(q,2+s)+dlt(q+2,s)) 
        t5=-0.25d0*(dlt(p,2+r)-dlt(p+2,r))*(dlt(q,2+s)-dlt(q+2,s)) 
        t6=-0.5d0*2d0*dlt(q,s)*(dlt(p,2+r)-dlt(p+2,r)) 
        t7=-0.5d0*4d0*dlt(q,s)*(dlt(p,4+r)-dlt(p+4,r)) 
        t8=-0.5d0*(dlt(p,2+r)-dlt(p+2,r))*(dlt(q,2+s)+dlt(q+2,s)) 
        t9=0.5d0*(dlt(p,2+r)+dlt(p+2,r))*(dlt(q,2+s)-dlt(q+2,s)) 
        t10=-0.5d0*2d0*dlt(p,r)*(dlt(q,2+s)-dlt(q+2,s)) 
        t11=-0.5d0*4d0*dlt(p,r)*(dlt(q,4+s)-dlt(q+4,s)) 
        t12=-0.5d0*(dlt(q,2+s)-dlt(q+2,s))*(dlt(p,2+r)+dlt(p+2,r)) 
        t13=0.5d0*(dlt(q,2+s)+dlt(q+2,s))*(dlt(p,2+r)-dlt(p+2,r)) 
c 
       h(i,j)=h(i,j)-(r**2)*(f11(1)*t1+f11(2)*t2+f11(3)*t3+f11(4)*t4  
     1                                                   +f11(5)*t5)   
       h(i,j)=h(i,j)+r*(f11(2)*t6+f11(3)*t7+f11(4)*t8+f11(5)*t9) 
       h(i,j)=h(i,j)-2d0*s*r*(f12(1)*t1+f12(2)*t2+f12(3)*t3+f12(4)*t4  
     1                                                   +f12(5)*t5) 
       h(i,j)=h(i,j)+s*(f12(2)*t6+f12(3)*t7+f12(4)*t8+f12(5)*t9) 
       h(i,j)=h(i,j)+r*(f12(2)*t10+f12(3)*t11+f12(4)*t12+f12(5)*t13) 
       h(i,j)=h(i,j)-(s**2)*(f22(1)*t1+f22(2)*t2+f22(3)*t3+f22(4)*t4  
     1                                                   +f22(5)*t5) 
       h(i,j)=h(i,j)+s*(f22(2)*t10+f22(3)*t11+f22(4)*t12+f22(5)*t13) 
       h(i,j)=-1*h(i,j) 
c 
c    Potential energy part. need to be modified accordingly but note 
c    that the H matrix should be real symmetric 
c 
         vl2=1550.0 
         vl12=337.5 
         vl12d=402.5 
         h(i,j)=h(i,j)+0.5d0*vl2*(2d0*t1+t2)+vl12*t4+vl12d*t5-337.5*t1 
        enddo 
        enddo 
c 
      end if 
c 
c     Symmetrize and diagonalize Hamiltonian matrix 
c 
      do i=1,ijdim 
      do j=1,i-1 
        h(j,i)=h(i,j) 
      enddo 
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      enddo 
      call diagrs(dim,ijdim,h,lambda,ev,e) 
c 
c     Output the energies and wavefunctions in desired format 
c 
c     In 1D case the real fxns cos(mx) m>0 ,1/2pi, sin(mx) m<0 
c     are used and if the potential is even the eigenfunctions are 
c     of definite parity. the even and odd fxns are being printed 
c     separately below (this is a redundant step, even if the entire 
c     psi is printed the symmetry is obvious. In the 2D case the 
c     exp product basis exp(imx)exp(iny) is being used and so the  
c     modulus of the wavefunction is being printed out. 
c 
      write(2,*) ndim, psinum 
      if(ndim.eq.1) then 
        write(2,*) minx(1),maxx(1),nsin(1),B1d,outmin(1),outmax(1), 
     1  outpoints(1) 
        do i=1,psinum 
          write(2,20) lambda(i),i 
20        format(e15.8,'    E(',i3,')') 
          if(outdelx(1) /= 0) then 
           write(2,*) "odd parity function" 
           do i1=0,outpoints(1)-1 
            psi=0d0 
            cmpsi=(0d0,0d0) 
            x=outmin(1)+i1*outdelx(1) 
            do n= -nsin(1),-1 
              j=n+nsin(1)+1 
              psi=psi+dsqrt(1d0/3.1415926535d0)*dsin(n*x)*ev(j,i) 
            enddo 
            write(2,30) i1,x,psi 
30          format(' ',i3,1x,f7.4,1x,f12.4) 
           enddo             
           write(2,*) "even parity function" 
           do i1=0,outpoints(1)-1 
            psi=0d0 
            x=outmin(1)+i1*outdelx(1) 
              psi=psi+dsqrt(0.5d0/3.1415926535d0)*ev(nsin(1)+1,i) 
            do n= 1,nsin(1) 
              j=n+nsin(1)+1 
              psi=psi+dsqrt(1d0/3.1415926535d0)*dcos(n*x)*ev(j,i) 
            end do 
            write(2,35) i1,x,psi 
35          format(' ',i3,1x,f7.4,1x,f12.4) 
           enddo 
          else 
           do n= -nsin(1),nsin(1) 
            j=n+nsin(1)+1 
            if(dabs(ev(j,i)).gt.0.003) then 
             write(2,fmt='(i3,1x,f10.4)') n,ev(j,i) 
            endif 
           enddo 
           write(2,fmt='(i2,1x,i2,1x,f10.4)') 0,0,0d0 
          endif 
        enddo 
      else 
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        write(2,*) minx(1),maxx(1),nsin(1),outmin(1),outmax(1), 
     1  outpoints(1) 
        write(2,*) minx(2),maxx(2),nsin(2),outmin(2),outmax(2), 
     1  outpoints(2) 
        do i=1,psinum 
          write(2,20) lambda(i),i 
          if(outdelx(1) /= 0 .and. outdelx(2) /= 0) then 
           do i1=0,outpoints(1)-1 
           do i2=0,outpoints(2)-1 
            psi=0d0 
            cmpsi=(0d0, 0d0) 
            x=outmin(1)+i1*outdelx(1) 
            y=outmin(2)+i2*outdelx(2) 
            do j=1,ijdim 
              r=index(j,1) 
              s=index(j,2) 
              re=dcos(r*x+s*y) 
              im=dsin(r*x+s*y) 
              cmpsi=cmpsi+cmplx(re,im)*ev(j,i)/ 
     1                       (2d0*3.1415926535d0) 
            end do    
            if(abs(cmpsi).gt.0.001) then 
             write(2,40) i1,x,i2,y,abs(cmpsi) 
40           format(' ',2(i3,1x,f7.4,1x),f12.4) 
            endif 
           enddo 
           enddo 
          else 
           do j=1,ijdim 
              r=index(j,1) 
              s=index(j,2) 
            if(dabs(ev(j,i)) > 0.003) then 
             write(2,fmt='(i3,1x,i3,1x,f10.4)') r,s,ev(j,i) 
            endif 
           enddo 
           write(2,fmt='(i2,1x,i2,1x,f10.4)') 0,0,0d0 
          endif 
        enddo 
      endif 
      stop 
      end 
c 
c     Dirac delta function 
c 
      real*8 function dlt(a,b) 
      implicit none 
      integer a,b 
c 
      if(a==b) then 
       dlt = 1.0 
      else 
       dlt = 0.0 
      end if 
      end 
c 
c     F1 function in evaluating pot1d matrix elements 
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c 
      real*8 function F1(m,k,n) 
      implicit none 
      external dlt 
      real*8 dlt 
      integer m,k,n,a,b 
c 
      a=IABS(m-k) 
      b=IABS(m+k) 
      if(m>=0.and.k>=0)then 
      F1=0.5*(dlt(a,n)+dlt(b,n))*(1+(1/sqrt(2.0)-1)*(dlt(0,m)+dlt(0,k))) 
      else if(m<0.and.k<0) then 
       F1 = 0.5*(dlt(a,n)-dlt(b,n)) 
      else 
       F1 = 0 
      end if 
      end 
c 
****INCLUDE subroutine diagrs(dim,size,matrix,lambda,ev,e) 
****INCLUDE subroutine tred2(a,n,np,d,e) 
****INCLUDE subroutine tqli(d,e,n,np,z) 
****INCLUDE subroutine sort(n,dim,x,y) 
--------------------------------------------------------------------------------------------------------------------------------- 
      
frot-hobas.f 
 
Modifies version of frotbas.f to handle an internal rotor interacting with a harmonic osc by the freq 
dependence on theta. the product basis of Harmonic osc fxns and free-rotor fxns (real) is used. note that the 
no of free-rot basis fxns is 2*nsin(2)+1 while the no of HO basis fxns is nsin(1)+1 
--------------------------------------------------------------------------------------------------------------------------------- 
***************************************************************** 
c     PROGRAM FROTBAS gives the eigenfunctions and eigenenergies 
c     of 1D and 2D periodic potentials by using a free-rotor basis. 
c          ***modified form of Martin's FBASIS program*** 
c     The diagonalization routines have been retained from Martin's 
c     FBASIS which uses the particle in a box basis. 
c     P.Chowdary, 2006  
c 
c     the below program FROT-HOBAS is adapted (from FROTBAS) to 
c     handle an internal rotor interacting with a harmonic osc by 
c     the freq dependence on theta. the product basis of Harmonic 
c     osc fxns and free-rotor fxns (real) is used. note that the 
c     no of free-rot basis fxns is 2*nsin(2)+1 while the no of  
c     HO basis fxns is nsin(1)+1 
***************************************************************** 
c 
c     VARIABLE DECLARATION 
c 
c     the dimensionality is set to take a max of 49 basis fxns 
c     ie nsin=24. if needed this parameter can be increased below 
c     but make appropriate change in the subroutine 'sort' also 
c 
      implicit none 
      external diagrs,tred2,tqli,v,F1,F2,F3,dlt 
      integer dim,dim2 
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      parameter (dim=4900,dim2=70) 
      real*8 h(dim,dim),lambda(dim),ev(dim,dim),e(dim),minx(2), 
     1maxx(2),B1d,outmin(2),outmax(2),outdelx(2),x,y,v,dlt, 
     2psi,pot(dim,dim),sinx(dim,dim2),siny(dim,dim2),vn(6), 
     3F1,F2,F3,f11(5),f12(5),f22(5),vl2,vl12,vl12d,frq,frqp, 
     4t1,t2,t3,t4,t5,t6,t7,t8,t9,t10,t11,t12,t13,re,im,nfac, 
     5herm,howf,v0,frqc,frqpc,w0,w1 
      integer ndim,i,j,ijdim,n,m,nprime,i1,i2,fact, 
     1nsin(2),outpoints(2),mprime,psinum,p,q,r,s,index(dim,2) 
      complex*8 cmpsi 
c 
c     Input variables: 
c     ndim        # of dimensions, 1 or 2 
c     psinum   # of wavefunctions to be printed in output 
c     minx,maxx   min. and max. theta values; 0<=theta<=2pi   
c     nsin        # 2*nsin(1)+1 is the number of basis functions in 1D 
c                   (nsin(1)+1)*(2*nsin(2)+1) functions in 2D 
c     outmin,     range of coordinates over which psi to be output;  
c     outmax      if 0, expansion coefficients in the Fourier basis  
c                 are saved instead of the position representation. 
c     outpoints   # of position points of psi to be output 
c 
c     Units: 
c     The program assumes that the potential and the internal rotor 
c     constants are in cm-1 and the angles are in radians. 
c 
      read(1,*) ndim,psinum 
      if(ndim.eq.1) then 
        read(1,*) minx(1),maxx(1),nsin(1),B1d,outmin(1),outmax(1), 
     1  outpoints(1) 
        outdelx(1)=(outmax(1)-outmin(1))/(outpoints(1)-1) 
        ijdim=2*nsin(1)+1 
      else 
        read(1,*) minx(1),maxx(1),nsin(1),outmin(1),outmax(1), 
     1  outpoints(1) 
        read(1,*) minx(2),maxx(2),nsin(2),outmin(2),outmax(2), 
     1  outpoints(2) 
        outdelx(1)=(outmax(1)-outmin(1))/(outpoints(1)-1) 
        outdelx(2)=(outmax(2)-outmin(2))/(outpoints(2)-1) 
        ijdim=(nsin(1)+1)*(2*nsin(2)+1) 
c       the foll two statements are for FROT-HOBAS 
        read(1,*) B1d,frq,frqp 
        read(1,*) v0,vn 
      endif 
c 
c     Setting up the Hamiltonian matrix; For the 1D case a more or less  
c     general periodic potential (cosine series) is coded analytically.  
c     1D PE and KE forms (ref:jms,12,427,1972). The effective rotational  
c     constant B1d in the 1D case is assumed to be constant. 
c     The free-rotor basis set is used to set up the H matrix. In 1D case  
c     real functions cos(mx),1/2pi,sin(mx) are used but in the 2D case the 
c     exp product basis, exp(imx)exp(iny), is used. The KE operator includes 
c     interaction between the two coordinates. (ref:JCP,100,8755,1994) 
c     Both the KE and PE parts are set up analytically and are to be 
c     modified as needed. NOTE: in either case, H should be real symmetric 
c 
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c     One dimensional case 
c 
c     vn is the cosine series potential with 6 terms 
c     2*nsin(1)+1 is the number of basis functions being used 
c 
      if(ndim.eq.1) then 
        read(1,*) v0,vn 
        do n= -nsin(1),nsin(1) 
        do m= -nsin(1),n 
          i=n+nsin(1)+1 
          j=m+nsin(1)+1  
          h(i,j) = 0d0 
c        in the loop the cos(2ntheta) series is used for tstilbene) 
c        hence the 2*i1 in the F1 arguments 
          do i1=1,6 
           h(i,j)=h(i,j)+0.5d0*vn(i1)*(dlt(n,m)-F1(n,m,2*i1)) 
          enddo 
c       adding the constant pot term v0 
            h(i,j)=h(i,j)+v0*dlt(n,m) 
c       adding the constant pot term v0 and adding the zpe of hosc to irot 
c           w0=1600 
c           w1=775 
c           h(i,j)=h(i,j)+(v0+0.5*w0-0.25*w1)*dlt(n,m)-0.25*w1*F1(n,m,2) 
        enddo 
        enddo 
c 
c     Diagonal kinetic energy (eff rot constant B1d assumed constant) 
c 
        do n= -nsin(1),nsin(1) 
          m=n+nsin(1)+1 
          h(m,m)=h(m,m) + B1d * dfloat(n*n) 
        enddo 
c 
c     Two dimensional case  
c      
c     disregard the earlier comments which are  
c     are meant for FROTBAS. here the two dimensions are for an int 
c     rotor and a harmonic oscillator. no of free-rot basis fxns is  
c     2*nsin(2)+1 while the no of HO basis fxns is nsin(1)+1 
c 
      else if(ndim.eq.2) then 
c 
c     Setting up the Hamiltonian matrix 
c 
       frqpc=frqp/2 
       frqc=frq-frqpc 
        
        i=0 
        do r= 0,nsin(1) 
         do s= -nsin(2),nsin(2) 
          i = i+1 
          index(i,1)=r 
          index(i,2)=s 
         end do 
        end do 
        do i=1,ijdim 
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        do j=1,i 
          r=index(i,1) 
          s=index(i,2) 
          p=index(j,1) 
          q=index(j,2) 
          h(i,j)=0d0 
c 
c     Harmonic oscillator zero order energy (Hvib).frqc=frq-frqp/2 
c     frq is the frequency at theta=0. frqp is the coefficient  
c     of -cos(theta) which adds to the frequency. both frq and frqp 
c     are in cm-1. the theta dependence of the freq is modeled by  
c     the expression w = w0-0.5w1(1+cos2thet). w=w0_90, w0-w1_0 
c 
        h(i,j)=h(i,j)+(dlt(p,r)*(p+0.5d0)*frqc)*dlt(q,s) 
c 
c    Internal rotor zero order energy (Hrot). 
c    same hamiltonian as the 1d rotor in FROTBAS. B1d is the rot 
c    constant assumed to be constant. vn is the cos series poten  
c    with 6 terms. an additional constan term is added ie v0 
c 
        h(i,j)=h(i,j)+dlt(q,s)*B1d*dfloat(q*q)*dlt(p,r) 
          do i1=1,6 
           h(i,j)=h(i,j)+0.5d0*vn(i1)*(dlt(q,s)-F1(q,s,i1))*dlt(p,r) 
          enddo 
           h(i,j)=h(i,j)+v0*dlt(p,r)*dlt(q,s) 
c     
c    energy from theta depend term1 (frqc.frqpc.cos2theta.q^2)) 
c 
        h(i,j)=h(i,j)-frqc*frqpc*F1(q,s,2)*F3(p,r,frq) 
c 
c    energy from theta depend term2 (0.5*0.25frqpc^2.cos2theta^2.q^2) 
c 
        h(i,j)=h(i,j)+0.25d0*(frqpc**2)*F3(p,r,frq)*(dlt(q,s)+F1(q,s,4)) 
c 
        enddo 
        enddo 
c 
      end if 
c 
c     Symmetrize and diagonalize Hamiltonian matrix 
c 
      do i=1,ijdim 
      do j=1,i-1 
        h(j,i)=h(i,j) 
      enddo 
      enddo 
      call diagrs(dim,ijdim,h,lambda,ev,e) 
c 
c     Output the energies and wavefunctions in desired format 
c 
c     In 1D case the real fxns cos(mx) m>0 ,1/2pi, sin(mx) m<0 
c     are used and if the potential is even the eigenfunctions are 
c     of definite parity. the even and odd fxns are being printed 
c     separately below (this is a redundant step, even if the entire 
c     psi is printed the symmetry is obvious. In the 2D case the 
c     exp product basis exp(imx)exp(iny) is being used and so the  
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c     modulus of the wavefunction is being printed out. 
c 
c     the foll is for FROT-HOBAS. ie the rotor and Harmonic osc 
c     the setting up of the H had been done using expression in the 
c     normal coordinates but the wavefunction below is written out  
c     in dimensionless coordinates 
c 
      write(2,*) ndim, psinum 
      if(ndim.eq.1) then 
        write(2,*) minx(1),maxx(1),nsin(1),B1d,outmin(1),outmax(1), 
     1  outpoints(1) 
        do i=1,psinum 
          write(2,20) lambda(i),i 
20        format(e15.8,'    E(',i3,')') 
          if(outdelx(1) /= 0) then 
           write(2,*) "odd parity function" 
           do i1=0,outpoints(1)-1 
            psi=0d0 
            cmpsi=(0d0,0d0) 
            x=outmin(1)+i1*outdelx(1) 
            do n= -nsin(1),-1 
              j=n+nsin(1)+1 
              psi=psi+dsqrt(1d0/3.1415926535d0)*dsin(n*x)*ev(j,i) 
            enddo 
            write(2,30) i1,x,psi 
30          format(' ',i3,1x,f7.4,1x,f12.4) 
           enddo             
           write(2,*) "even parity function" 
           do i1=0,outpoints(1)-1 
            psi=0d0 
            x=outmin(1)+i1*outdelx(1) 
              psi=psi+dsqrt(0.5d0/3.1415926535d0)*ev(nsin(1)+1,i) 
            do n= 1,nsin(1) 
              j=n+nsin(1)+1 
              psi=psi+dsqrt(1d0/3.1415926535d0)*dcos(n*x)*ev(j,i) 
            end do 
            write(2,35) i1,x,psi 
35          format(' ',i3,1x,f7.4,1x,f12.4) 
           enddo 
          else 
           do n= -nsin(1),nsin(1) 
            j=n+nsin(1)+1 
            if(dabs(ev(j,i)).gt.0.003) then 
             write(2,fmt='(i3,1x,f10.4)') n,ev(j,i) 
            endif 
           enddo 
           write(2,fmt='(i2,1x,i2,1x,f10.4)') 0,0,0d0 
          endif 
        enddo 
      else 
        write(2,*) minx(1),maxx(1),nsin(1),outmin(1),outmax(1), 
     1  outpoints(1) 
        write(2,*) minx(2),maxx(2),nsin(2),outmin(2),outmax(2), 
     1  outpoints(2) 
        do i=1,psinum 
          write(2,20) lambda(i),i 
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          if(outdelx(1) /= 0 .and. outdelx(2) /= 0) then 
           do i1=0,outpoints(1)-1 
           do i2=0,outpoints(2)-1 
            psi=0d0 
            cmpsi=(0d0, 0d0) 
            x=outmin(1)+i1*outdelx(1) 
            y=outmin(2)+i2*outdelx(2) 
            do j=1,ijdim 
              r=index(j,1) 
              s=index(j,2) 
              nfac=1/dsqrt(2d0**r*fact(r)) 
              nfac=nfac*dsqrt(dsqrt(1/3.1415926535d0)) 
              howf=nfac*dexp(-0.5d0*x**2)*herm(r,x) 
             if(s<0)then 
               psi=psi+ howf*dsin(s*y)*ev(j,i)/(3.1415926535d0) 
              elseif(s==0) then 
               psi=psi+ howf*ev(j,i)/(2d0*3.1415926535d0) 
             else  
               psi=psi+ howf*dcos(s*y)*ev(j,i)/(3.1415926535d0) 
             endif 
            end do    
            if(abs(psi).gt.0.001) then 
             write(2,40) i1,x,i2,y,psi 
40           format(' ',2(i3,1x,f7.4,1x),f12.4) 
            endif 
           enddo 
           enddo 
          else 
           do j=1,ijdim 
              r=index(j,1) 
              s=index(j,2) 
            if(dabs(ev(j,i)) > 0.003) then 
             write(2,fmt='(i3,1x,i3,1x,f10.4)') r,s,ev(j,i) 
            endif 
           enddo 
           write(2,fmt='(i2,1x,i2,1x,f10.4)') 0,0,0d0 
          endif 
        enddo 
      endif 
      stop 
      end 
c 
c     Dirac delta function 
c 
      real*8 function dlt(a,b) 
      implicit none 
      integer a,b 
c 
      if(a==b) then 
       dlt = 1.0 
      else 
       dlt = 0.0 
      end if 
      end 
c 
c     F1 function in evaluating rot1d matrix elements (m|cos(nx)|k) 
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c 
      real*8 function F1(m,k,n) 
      implicit none 
      external dlt 
      real*8 dlt 
      integer m,k,n,a,b 
c 
      a=IABS(m-k) 
      b=IABS(m+k) 
      if(m>=0.and.k>=0)then 
      F1=0.5*(dlt(a,n)+dlt(b,n))*(1+(1/sqrt(2.0)-1)*(dlt(0,m)+dlt(0,k))) 
      else if(m<0.and.k<0) then 
       F1 = 0.5*(dlt(a,n)-dlt(b,n)) 
      else 
       F1 = 0 
      end if 
      end 
c 
c     F2 function in evaluating rot1d matrix elements (m|sin(nx)|k) 
c 
      real*8 function F2(m,k,n) 
      implicit none 
      external dlt 
      real*8 dlt 
      integer m,k,n 
c 
      if(m>0.and.k<0)then 
        F2=-0.5d0*dlt(m+k,n)+0.5d0*dlt(m+k,-n)+0.5d0*dlt(m-k,n) 
       else if(m==0.and.k<0) then 
        F2=(dsqrt(0.5d0))*(dlt(m+k,-n)+dlt(m-k,n)) 
       else if(m<0.and.k>0) then 
        F2 =-0.5d0*dlt(m+k,n)+0.5d0*dlt(m+k,-n)+0.5d0*dlt(m-k,n) 
       else if(m<0.and.k==0) then 
        F2=(0.5d0)**(0.5d0)*(dlt(m+k,-n)+dlt(m-k,n)) 
      else 
        F2=0 
      end if 
      end 
c 
c     F3 function in evaluating HO matrix elements (p|Q**2|r) 
c 
      real*8 function F3(p,r,frq) 
      implicit none 
      integer p,r 
      real*8 frq 
c 
      if(p==r+2)then 
        F3=0.5d0*(((r+1)*(r+2))**0.5d0)/frq 
       else if(p==r) then 
        F3=0.5d0*(2d0*r+1d0)/frq 
       else if(p==r-2) then 
        F3=0.5d0*((r*(r-1))**0.5d0)/frq 
      else 
        F3=0 
      end if 
      end 
  199 
c 
c     Hermite polynomial function ...recursive function 
c       
      recursive function herm(n,x) result (hm) 
      implicit none 
      real*8 x,hm 
      integer n 
      if(n<0) then 
        write(6,*)"negative quantum number for harm oscillator" 
        stop 
       else if(n==0) then 
        hm=1 
       else if(n==1) then 
        hm=2d0*x 
      else 
        hm=2d0*x*herm(n-1,x)-float(2*(n-1))*herm(n-2,x) 
      end if 
      end function herm 
c 
c     Factorial...recursive function 
c 
      recursive function fact(n) result (fn) 
      implicit none 
      integer n,fn 
      if(n<0) then 
        write(6,*)"factorial of negative number not allowed" 
        stop 
       elseif(n==0) then 
        fn=1 
      else 
        fn=n*fact(n-1) 
      end if 
      end function fact 
c 
****INCLUDE subroutine diagrs(dim,size,matrix,lambda,ev,e) 
****INCLUDE subroutine tred2(a,n,np,d,e) 
****INCLUDE subroutine tqli(d,e,n,np,z) 
****INCLUDE subroutine sort(n,dim,x,y) 
--------------------------------------------------------------------------------------------------------------------------------- 
       
 
Programs and scripts used in Chapter 7 
 
aut2_mvfdim.sh  
 
This script calculates the mass and volume fractal dimensions for all the .pdb files in the directory through 
the following steps.  
1. It launches VMD with startup file vmdfdim.tcl to rearrange the data in the .pdb file 
2. It then calls mvfdim2.f90 to perform the computations 
  
--------------------------------------------------------------------------------------------------------------------------------- 
#! /bin/bash 
# 
shopt -s expand_aliases 
alias vmd=" /Applications/VMD\ 1.8.6.app/Contents/MacOS/startup.command" 
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alias vmdtxt="vmd -dispdev text" 
# 
rm mfdim.txt 
rm vfdim.txt 
for i in `ls -t *.pdb` 
do 
 file=${i/.*} 
 cat $file.pdb > temp1.pdb 
 vmd -e vmd2fdim.tcl 
 mv temp1_autopsf.pdb temp1.pdb 
 rm temp1_autopsf.psf 
 rm temp1_autopsf.log 
 vmd -dispdev text -e vmdfdim.tcl 
 rm temp1.pdb 
 sed '1d' < temp2.pdb > temp3.pdb 
 echo $file > fort.1 
 sed '$d' < temp3.pdb >> fort.1 
 rm temp2.pdb 
 rm temp3.pdb 
# 
./mvfdim 
cat fort.3 >> mfdim.txt 
cat fort.4 >> vfdim.txt 
rm fort.1 
rm fort.3 
rm fort.4 
# 
done 
--------------------------------------------------------------------------------------------------------------------------------- 
 
vmdfdim.tcl 
 
--------------------------------------------------------------------------------------------------------------------------------- 
mol load pdb temp1.pdb 
set sel [atomselect top "protein"] 
$sel set beta [$sel get mass] 
$sel set occupancy [$sel get radius] 
$sel writepdb temp2.pdb 
quit 
--------------------------------------------------------------------------------------------------------------------------------- 
 
mvfdim2.f90 
 
This program calculates the mass and volume fractal dimensions for a given pdb structure and is called by 
aut2_mvfdim.sh 
--------------------------------------------------------------------------------------------------------------------------------- 
program mfdim 
      implicit none 
      integer, parameter :: max=999999 
      real(8) :: rtr,atm(max),x(max),y(max),z(max),r(max),ms(max), & 
                com(3),tm,rg,step,binx(1000),biny(1000),xlr(1000), & 
                ylm(1000),a1,a2,a3,fdim,pfac,err,cc,vwr(max), & 
    minx,maxx,miny,maxy,minz,maxz,xyz(max),dist, & 
    pvol,vvol,reff,reff1 
      integer(4) :: itr,natom,nres,i,j,k,nbin,npt,fac,nr(max), & 
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    ai(max),itemp,i1,i2,i3,j1,j2,j3,satom(max),dmx,dmy,dmz,zb,zt 
   integer(4),dimension(:,:,:),allocatable :: grd 
   character(6) :: chtr,molcode 
   character(4) :: pos 
! 
   ai=0;j=0 
   read(1,*) molcode 
   do i=1,999999 
    read(1,200,end=999) chtr,chtr,pos,chtr,chtr,chtr,itr,chtr, & 
     x(i),y(i),z(i),vwr(i),ms(i) 
  if((pos==" CA ").or.(pos==" C4'")) then 
   j=j+1;ai(j)=i 
  endif 
   enddo 
200  format(A6,A5,1X,A4,A1,A3,1X,A1,I4,A1,3X,F8.3,F8.3,F8.3,F6.2,F6.2) 
! 
999   nres=j; natom=i-1 
! 
! Changes from mfdim.f90 - van der waals radii are read in line 16 
! 
! swap the maximum extent dimension with the 'z' dimension 
! 
   if((maxval(x(1:natom))-minval(x(1:natom))).gt. & 
   (maxval(z(1:natom))-minval(z(1:natom)))) then 
   xyz=z 
   z=x 
   x=xyz 
   endif 
   if((maxval(y(1:natom))-minval(y(1:natom))).gt. & 
   (maxval(z(1:natom))-minval(z(1:natom)))) then 
   xyz=z 
   z=y 
   y=xyz 
   endif 
! 
! the foll steps are implemented to calculate the void and protein  
! volumes.  
! 
! Define the cube based on the extrema in x,y,z. step size in each dim=0.25 Angs.  
! Each dimension defined as [(maxi-mini+5)/0.25]. the max dim is divide by 32 
! Efective radius is defined as the avg of the position vectors of surface atoms.  
! Void volume can be calculated as (effectivevolume-proteinvolume) 'or' by  
! counting the voxels (0) enclosed within the surface (the surface has to  
! be defined in some sense) 
! 
   maxx=maxval(x(1:natom))+5; minx=minval(x(1:natom))-5 
   maxy=maxval(y(1:natom))+5; miny=minval(y(1:natom))-5 
   maxz=maxval(z(1:natom))+5; minz=minval(z(1:natom))-5 
   dmx=nint((maxx-minx)*4) !factor of 4 means 0.25 Ang steps 
   dmy=nint((maxy-miny)*4)  
   dmz=nint((maxz-minz)*4)/32+1 
   write(*,*) "grid dimensions = ",dmx,dmy,dmz 
! 
! the 32 adjacent voxels in 'z' are stored as 32 bit integers.  
! Define an allocatable array (grid) with these dimesnions 
! 
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   allocate (grd(dmx,dmy,dmz)) 
   write(*,*) "grid memory is allocated" 
! 
! Loop through the dimensions of the cube, for the z loop have an inner loop 
! through the bits of each integer  
! 
   grd=0; satom=0 
   do i=1,natom 
    j1=nint((x(i)-minx-0.125d0)*4) +1 !j1,j2,j3 is the nearest voxel center 
    j2=nint((y(i)-miny-0.125d0)*4) +1 
    j3=nint((z(i)-minz-0.125d0)/8) +1 
    do i1=j1-15,j1+15 ! looking in a 3.75A radius around each atom center 
     do i2=j2-15,j2+15 
   do i3=j3-1,j3+1 ! looking a min of 7.75A on each side 
    do j=0,31 
   dist=dsqrt((minx+(i1-1)*0.25d0+0.125d0-x(i))**2 + & 
    (miny+(i2-1)*0.25d0+0.125d0-y(i))**2 + & 
    (minz+(i3-1)*32*0.25d0+j*0.25d0+0.125d0-z(i))**2) 
   if(abs(dist).le.vwr(i)) then 
    grd(i1,i2,i3)=ibset(grd(i1,i2,i3), j) 
   endif 
    enddo 
   enddo 
  enddo 
    enddo 
   enddo 
   write(*,*) " grid is defined " 
! 
! identify the surface atoms on a coarser grid, 2.5 Angs steps 
! 
   do i1=1,nint((maxx-minx)/2.5d0) 
     do i2=1,nint((maxy-miny)/2.5d0) 
    zb=0;zt=0 
    do i3=1,nint((maxz-minz)/2.5d0)/32+1 
     do j=0,31 
       do i=1,natom 
     dist=dsqrt((minx+(i1-1)*2.5+1.25-x(i))**2 + & 
     (miny+(i2-1)*2.5+1.25-y(i))**2 + & 
     (minz+(i3-1)*32*2.5+j*2.5+1.25-z(i))**2) 
     if(abs(dist).le.5) then 
      if(zb==0) zb=i 
      zt=i 
     endif 
    enddo 
     enddo 
    enddo 
    satom(zb)=1;satom(zt)=1 
  enddo 
   enddo 
   write(*,*) " surface atoms marked" 
! 
! 
! calculate the protein volume, fill vol bins 
! 
   pvol=0.0d0; vvol=0.0d0 
   do i1=1,dmx 
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     do i2=1,dmy 
    do i3=1,dmz 
   do j=0,31 
    if(btest(grd(i1,i2,i3),j)==.true.) pvol=pvol+0.015625d0 
   enddo 
    enddo 
  enddo 
   enddo 
   write(*,*) " protein volume calculated " 
! 
! calculate the COM and the radius of gyration 
!  
   rg=0.0d0 
   tm=sum(ms) 
      com=0.0 
   do i=1,natom 
    com(1)=com(1) + ms(i)*x(i)/tm 
    com(2)=com(2) + ms(i)*y(i)/tm 
    com(3)=com(3) + ms(i)*z(i)/tm 
   end do 
   do i=1,natom 
    r(i)=dsqrt((x(i)-com(1))**2+(y(i)-com(2))**2+(z(i)-com(3))**2) 
    rg=rg+ms(i)*(r(i))**2 
   enddo 
   rg=dsqrt(rg/tm) 
! 
! calculate the effective radius as the avg of surface atom pos vectors 
! 
   reff=0.0d0 
   j=0 
   do i=1,natom 
    if(satom(i)==1) then 
     reff=reff+(r(i)+vwr(i)) ! +vwr(i) Angs is to reach the surface 
  j=j+1 
    endif 
   enddo 
   reff=reff/j 
   reff1=0.5d0*(maxx+maxy+maxz-minx-miny-minz-30)/3 
! 
! rearrange the indices of alpha carbons in ai in order of their 
! increasing distance from centre of mass ie r(ai(1 to nres)) 
! 
   do i1=1,nres-1 
    do i2=i1+1,nres 
     if(r(ai(i1))>r(ai(i2))) then 
   itemp=ai(i2) 
   ai(i2)=ai(i1) 
   ai(i1)=itemp 
  endif 
    enddo 
   enddo 
! 
   write(*,*) " starting MFDim calculation " 
! 
! mass fractal dimension calculation 
! 
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   nbin=20 
   binx=0.0;biny=0.0 
   do i=1,nbin 
  binx(i)=real(i) !in angstroms 
   enddo 
   do i1=1,nres/10 !alpha carbons as centers 
     do i2=1,natom 
   r(i2)=dsqrt((x(i2)-x(ai(i1)))**2+(y(i2)-y(ai(i1)))**2+ & 
              (z(i2)-z(ai(i1)))**2) 
   do j=1,nbin 
    if(r(i2).le.binx(j)) biny(j)=biny(j)+ms(i2) 
   enddo 
  enddo 
   enddo 
   do j=1,nbin 
    biny(j)=(biny(j))/(nres/10) 
   enddo 
! 
      j=0 
   xlr=0; ylm=0 
      do i=1,nbin 
    if((binx(i).ge.5).and.(binx(i).le.rg).and.(biny(i)>0)) then 
     j=j+1 
     xlr(j)=log10(binx(i)); ylm(j)=log10(biny(i)) 
  npt=j 
    endif 
   enddo 
   a1=0;a2=0;a3=0 
   do i=1,npt 
    a1=a1+xlr(i)*ylm(i) 
    a2=a2+xlr(i)*xlr(i) 
    a3=a3+ylm(i)*ylm(i) 
   enddo 
   fdim=(npt*a1-sum(xlr)*sum(ylm))/(npt*a2-(sum(xlr))**2) 
   pfac=(sum(ylm)-fdim*sum(xlr))/npt 
   err=0 
   do i=1,npt 
    err=err+(ylm(i)-pfac-fdim*xlr(i))**2 
   enddo 
   err=dsqrt(err/(npt-2)) !standard error 
   cc=dsqrt(fdim*((npt*a1-sum(xlr)*sum(ylm))/(npt*a3-(sum(ylm))**2))) 
! 
      write(3,100) nres,natom,tm,rg,reff,reff1,pvol,fdim,pfac,cc,molcode 
100   format(1x,i5,1x,i6,1x,f11.3,1x,f8.3,1x,f8.3,1x,f8.3,1x,f12.3,1x,f8.3,1x,f11.5,1x,f11.7,3x,A6) 
! 
   write(*,*) " done with MFDim, staring with Vol " 
! 
! volume fractal dimension calculation  
! same as mfd except volumes summed without overcounting;  
! deallocate grd 
! 
   nbin=20 
   binx=0.0;biny=0.0 
   do i=1,nbin 
  binx(i)=real(i) !in angstroms 
   enddo 
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   do j1=1,nres/10 !alpha carbons as centers 
  do i1=1,dmx 
   do i2=1,dmy 
    do i3=1,dmz 
   do j=0,31 
    if(btest(grd(i1,i2,i3),j)==.true.) then 
     dist=dsqrt((minx+(i1-1)*0.25d0+0.125d0-x(ai(j1)))**2 + & 
    (miny+(i2-1)*0.25d0+0.125d0-y(ai(j1)))**2 + & 
    (minz+(i3-1)*32*0.25d0+j*0.25d0+0.125d0-z(ai(j1)))**2) 
     do i=1,nbin 
      if(dist.le.binx(i)) biny(i)=biny(i)+0.015625d0 
     enddo 
    endif 
   enddo 
    enddo 
   enddo 
  enddo 
   enddo 
    do j=1,nbin 
     biny(j)=(biny(j))/(nres/10) 
    enddo     
   deallocate (grd) 
   write(*,*) " Vol bins filled, grid deallocated " 
! 
      j=0 
   xlr=0; ylm=0 
      do i=1,nbin 
    if((binx(i).ge.5).and.(binx(i).le.rg).and.(biny(i)>0)) then 
     j=j+1 
     xlr(j)=log10(binx(i)); ylm(j)=log10(biny(i)) 
  npt=j 
    endif 
   enddo 
   a1=0;a2=0;a3=0 
   do i=1,npt 
    a1=a1+xlr(i)*ylm(i) 
    a2=a2+xlr(i)*xlr(i) 
    a3=a3+ylm(i)*ylm(i) 
   enddo 
   fdim=(npt*a1-sum(xlr)*sum(ylm))/(npt*a2-(sum(xlr))**2) 
   pfac=(sum(ylm)-fdim*sum(xlr))/npt 
   err=0 
   do i=1,npt 
    err=err+(ylm(i)-pfac-fdim*xlr(i))**2 
   enddo 
   err=dsqrt(err/(npt-2)) !standard error 
   cc=dsqrt(fdim*((npt*a1-sum(xlr)*sum(ylm))/(npt*a3-(sum(ylm))**2))) 
! 
      write(4,101) nres,natom,tm,rg,reff,reff1,pvol,fdim,pfac,cc,molcode 
101   format(1x,i5,1x,i6,1x,f11.3,1x,f8.3,1x,f8.3,1x,f8.3,1x,f12.3,1x,f8.3,1x,f11.5,1x,f11.7,3x,A6) 
! 
      end program mfdim 
--------------------------------------------------------------------------------------------------------------------------------- 
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swisscheese1.f90 
 
This programs calculates the volume fractal dimension for an intial sphere by punching random (or biased) 
holes in the structure. 
--------------------------------------------------------------------------------------------------------------------------------- 
program swissche 
      implicit none 
      integer, parameter :: max=999999 
      real(8) :: rtr,atm(max),x(max),y(max),z(max),r(max),ms(max), & 
                com(3),tm,rg,step,binx(1000),biny(1000),xlr(1000), & 
                ylm(1000),a1,a2,a3,fdim,pfac,err,cc,vwr(max),bltz, & 
    minx,maxx,miny,maxy,minz,maxz,xyz(max),dist,rand, & 
    pvol,vvol,reff,reff1,rad,vrad,vvoid,rand1,rand2,rand3, & 
    zbc(3),ztc(3),ovox,xmax,xmin,ymax,ymin,zmax,zmin 
      integer(4) :: itr,natom,nres,i,j,k,nbin,npt,fac,nr(max),nvoid, & 
    ai(max),itemp,i1,i2,i3,j1,j2,j3,satom(max),dmx,dmy,dmz,zb,zt,ii,svox 
   integer(4),dimension(:,:,:),allocatable :: grd 
   character(6) :: chtr,molcode 
   character(4) :: pos 
! 
! start the loop... 
 call random_seed() 
 do ii=1,100 
! generate a random radius between 20 to 50 Angs for the radius of the sphere. 
     call random_number(rand1) 
     rad=15.0+(75.0-20.0)*rand1 
     vrad=4*3.141592654*(rad**3)/3 
     !randint=n1+int((n2-n1+1)*rand1) 
! 
! now define the max and min xyz as +r+5 and -r-5 Angs,  
! COM is assumed to be at the origin 
! 
! Define the cube based on the extrema in x,y,z. step size in each dim=0.25 Angs.  
! Each dimension defined as [(maxi-mini+5)/0.25]. the max dim is divide by 32 
! Efective radius is defined as the avg of the position vectors of surface atoms.  
! Void volume can be calculated as (effectivevolume-proteinvolume) 'or' by  
! counting the voxels (0) enclosed within the surface (the surface has to  
! be defined in some sense) 
! 
   maxx=rad+5; minx=-rad-5 
   maxy=rad+5; miny=-rad-5 
   maxz=rad+5; minz=-rad-5 
   dmx=nint((maxx-minx)*4) !factor of 4 means 0.25 Ang steps 
   dmy=nint((maxy-miny)*4)  
   dmz=nint((maxz-minz)*4)/32+1 
   write(*,*) "grid dimensions = ",dmx,dmy,dmz 
! 
! the 32 adjacent voxels in 'z' are stored as 32 bit integers.  
! Define an allocatable array (grid) with these dimesnions 
! 
   allocate (grd(dmx,dmy,dmz)) 
   write(*,*) "grid memory is allocated" 
! 
! Loop through the dimensions of the cube, for the z loop have an inner loop 
! through the bits of each integer 
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! 
! GRID DEFINITION...define all occupied... 
! 
   grd=0 
   do i1=1,dmx 
     do i2=1,dmy 
    do i3=1,dmz 
   do j=0,31 
    grd(i1,i2,i3)=ibset(grd(i1,i2,i3), j) 
   enddo 
    enddo 
  enddo 
   enddo 
   write(*,*) "grid initialized as all occupied" 
! 
! pre-generate volumes of voids (replace atoms by voids) 
! governed by boltzman distribution and 25% void volume. 
! for accepted voids generate random coordinates 
! 
 nvoid=0;vvoid=0 
 do 
  nvoid=nvoid+1 
  call random_number(rand3) 
  x(nvoid)=0+rad*rand3 
  call random_number(rand3) 
  if(rand3.lt.0.5) x(nvoid)=-x(nvoid) 
  call random_number(rand3) 
  y(nvoid)=0+rad*rand3 
  call random_number(rand3) 
  if(rand3.lt.0.5) y(nvoid)=-y(nvoid) 
  call random_number(rand3) 
  z(nvoid)=0+rad*rand3 
  call random_number(rand3) 
  if(rand3.lt.0.5) z(nvoid)=-z(nvoid) 
  dist=dsqrt(x(nvoid)**2+y(nvoid)**2+z(nvoid)**2) 
! 
    call random_number(rand1) 
    rand=1.0+(500.0-1.0)*rand1 !cavity volumes between 1 to 500 angs^3 
    bltz= exp(-50*(rand/vrad)**(0.5)) !cal/mol, Ang^3 units 
!    bltz= exp(-60*(1+0.5*dist/rad)*(rand/vrad)**(0.5)) !cal/mol, Ang^3 units 
     call random_number(rand2) 
     if(rand2.lt.bltz) then 
   vvoid=vvoid+rand 
   vwr(nvoid)=(0.75*rand/3.141592654)**(1.0/3) 
  else 
   nvoid=nvoid-1 
  endif 
 if(nvoid.gt.(vrad/250)) exit 
 enddo 
 write(*,*) "random void coordinates generated ",nvoid 
! 
! loop through the voxels now 
! zero the voxels falling within the radius of a void 
! 
   satom=0 
   do i=1,nvoid 
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    j1=nint((x(i)-minx-0.125d0)*4) +1 !j1,j2,j3 is the nearest voxel center 
    j2=nint((y(i)-miny-0.125d0)*4) +1 
    j3=nint((z(i)-minz-0.125d0)/8) +1 
    do i1=j1-20,j1+20 ! looking in a 5A radius around each atom center 
     do i2=j2-20,j2+20 
   do i3=j3-1,j3+1 ! looking a min of 7.75A on each side 
    do j=0,31 
   dist=dsqrt((minx+(i1-1)*0.25d0+0.125d0-x(i))**2 + & 
    (miny+(i2-1)*0.25d0+0.125d0-y(i))**2 + & 
    (minz+(i3-1)*32*0.25d0+j*0.25d0+0.125d0-z(i))**2) 
   if(abs(dist).le.vwr(i)) then 
    grd(i1,i2,i3)=ibclr(grd(i1,i2,i3), j) 
   endif 
    enddo 
   enddo 
  enddo 
    enddo 
   enddo 
   write(*,*) " grid modified by zeroing voids" 
! 
! zero the voxels beyond radius 
! 
    do i1=1,dmx  
     do i2=1,dmy 
   do i3=1,dmz  
    do j=0,31 
   dist=dsqrt((minx+(i1-1)*0.25d0+0.125d0)**2 + & 
    (miny+(i2-1)*0.25d0+0.125d0)**2 + & 
    (minz+(i3-1)*32*0.25d0+j*0.25d0+0.125d0)**2) 
   if(abs(dist).gt.rad) then 
    grd(i1,i2,i3)=ibclr(grd(i1,i2,i3), j) 
   endif 
    enddo 
   enddo 
  enddo 
    enddo 
    write(*,*) " grid modified by zeroing voxels beyond radius" 
! 
! identify the surface voxels on the same grid, .25 Angs steps 
! generate Ravg on the fly here 
! also pick the max extent and calc Rg assuming uniform mass distr 
! 
   svox=0;reff=0;reff1=0;rg=0;ovox=0;pvol=0.0d0;vvol=0.0d0 
   xmax=0;xmin=0;ymax=0;ymin=0;zmax=0;zmin=0 
   do i1=1,dmx 
     do i2=1,dmy 
    zbc=0;ztc=0;zb=0 
    do i3=1,dmz 
     do j=0,31 
      if(btest(grd(i1,i2,i3),j)==.true.) then 
    ovox=ovox+1 
    pvol=pvol+0.015625d0 
    if(zb==0) then 
     zbc=(/minx+(i1-1)*0.25d0+0.125d0,miny+(i2-1)*0.25d0+0.125d0,minz+(i3-
1)*32*0.25d0+j*0.25d0+0.125d0/) 
     zb=1 
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    endif 
    ztc=(/minx+(i1-1)*0.25d0+0.125d0,miny+(i2-1)*0.25d0+0.125d0,minz+(i3-
1)*32*0.25d0+j*0.25d0+0.125d0/) 
    rg=rg+(sum(ztc*ztc)) 
    if(minx+(i1-1)*0.25d0+0.125d0.gt.xmax) xmax=minx+(i1-1)*0.25d0+0.125d0 
    if(minx+(i1-1)*0.25d0+0.125d0.lt.xmin) xmin=minx+(i1-1)*0.25d0+0.125d0 
    if(miny+(i2-1)*0.25d0+0.125d0.gt.ymax) ymax=miny+(i2-1)*0.25d0+0.125d0 
    if(miny+(i2-1)*0.25d0+0.125d0.lt.ymin) ymin=miny+(i2-1)*0.25d0+0.125d0 
    if(minz+(i3-1)*32*0.25d0+j*0.25d0+0.125d0.gt.zmax) zmax=minz+(i3-
1)*32*0.25d0+j*0.25d0+0.125d0 
    if(minz+(i3-1)*32*0.25d0+j*0.25d0+0.125d0.lt.zmin) zmin=minz+(i3-
1)*32*0.25d0+j*0.25d0+0.125d0 
   endif 
     enddo 
    enddo 
    if(zb/=0) then 
!     write(2,*) zbc 
!     write(2,*) ztc 
     svox=svox+2 
     reff=reff+dsqrt(sum(zbc*zbc))+dsqrt(sum(ztc*ztc)) 
    endif 
  enddo 
   enddo 
   rg=dsqrt(rg/ovox) 
   reff=reff/svox 
   reff1=0.5d0*(xmax+ymax+zmax-xmin-ymin-zmin)/3 
   write(*,*) " occupied, surface voxels counted, Ravg, Rg, Rext, pvolume calculated " 
! 
  write(3,100) ii,log10(rad),log10(reff1),log10(rg),log10(reff),log10(pvol),pvol/vrad,nvoid 
100  format(1x,i5,1x,f8.5,2x,f8.5,1x,f8.5,1x,f8.4,1x,f11.4,1x,f8.4,2x,i7) 
! 
 deallocate (grd) 
 enddo 
end program swissche 
--------------------------------------------------------------------------------------------------------------------------------- 
 
 
Matlab image processing routine for NIVI 
 
improc.m  
 
--------------------------------------------------------------------------------------------------------------------------------- 
%close all; 
  
Filename = 'im_maml1_1xy500_1.dat' 
FilenameRaman = 'tempRamanSpectrum'; 
  
fp = fopen(Filename,'r'); 
fpRaman = fopen(FilenameRaman,'w'); 
  
%Temporal delay 
TemporalDelay = 317; 
nstart = 150; %floor(0.5*TemporalDelay); 
nend = 720; %floor(4*TemporalDelay); 
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%temporal chirp from pump beam 
Chirp2 = 25.5; %units of ps^(-2) 
Chirp3 = 0.0; 
  
CameraLinesPerSecond = 1000; 
PixelsColumn = 100; 
PixelsArray = 100;   % this is also how many scans on the image. 
%CameraLinesPerPixel = round(CameraLinesPerSecond/PixelsColumn); 
CameraLinesPerPixel = 1; 
TotalPixels = PixelsArray*PixelsColumn; 
  
NR_CARS = zeros(PixelsArray,PixelsColumn); 
R_CARS = zeros(PixelsArray,PixelsColumn); 
  
s1=-0.0040995; %-0.0036811; 
s2=1.0048; %0.9991; 
s3=875.26; %904.29; 
s4=92.096; %93.24; 
s5=9.7405e-08; %1.9664e-07; 
stokes=(abs(s1+s2*exp(-(([1:1:2048]-s3)/s4).^2+s5*([1:1:2048]-s3).^3))); %.^0.5; 
for ii=2049:1:8192 
 stokes(ii)=0; 
end 
  
r1=0.0018279; %0.0017422; 
r2=1.0011; %1.0037; 
r3=931.28; %962.82; 
r4=144.83; %148.98; 
r5=-2.4048e-08; %-1.9384e-08; 
refer=(abs(r1+r2*exp(-(([1:1:2048]-r3)/r4).^2+r5*([1:1:2048]-r3).^3))); %.^0.5; 
for ii=2049:1:8192 
 refer(ii)=0; 
end 
  
c=8192; 
WavelengthCalibrate = [1:1:c]*0.0567+602.1; %nm (nm=pix*0.0571+600.15) 
  
nmi=812.2; 
wn = (10^7)./WavelengthCalibrate - (10^7)/nmi; %cm-1 
wnstep = (wn(1)-wn(c))/(c-1); 
for ii=1:c 
     WavenumberCalibrate(ii)=wn(1)-(ii-1)*wnstep; 
end 
ttime=(10^12)/(wnstep*29979245800); %ps 
tstep=ttime/c; 
for ii=1:c 
    TimeCalibrate(ii) = (ii-1)*tstep; %ps 
end 
stokes=spline(wn,stokes,WavenumberCalibrate); 
refer=spline(wn,refer,WavenumberCalibrate); 
  
pix=0; 
avgspectrum=0; 
avgfid=0; 
  
tic 
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for ii=11:20 %PixelsArray 
    for jj=86:95 %PixelsColumn 
        %tempY = fread(fp,[2048 CameraLinesPerPixel],'float32'); 
        fseek(fp,2048*4*(100*(ii-1)+(jj-1)),-1); tempY = fread(fp,[2048 CameraLinesPerPixel],'float32'); 
        PixelSpectrum0 = sum(tempY,2).'; 
        for iii=1:1:2048 
            PixelSpectrum(iii)=PixelSpectrum0(iii); 
        end 
        for iii=2049:1:8192 
            PixelSpectrum(iii)=mean(PixelSpectrum(1948:2048)); 
        end 
        %figure(5);plot(WavelengthCalibrate,PixelSpectrum); 
        %figure(4);plot(abs(ifft(PixelSpectrum))); 
  
  
%%%%%%%%%%%%%%%%%%%%% 
  
% Input: fringes 
% Output: temporal waveforms with peak shift to zero 
% This part implements spectral resampling, DC component suppression and temporal chirp compensation. 
  
c = length(PixelSpectrum); 
PixelSpectrum = PixelSpectrum.'; 
PixelSpectrum = spline(wn,PixelSpectrum,WavenumberCalibrate); 
%figure(15); hold on; plot(WavenumberCalibrate, PixelSpectrum); 
  
% remove DC component 
TemporalWaveform = ifft(PixelSpectrum); 
%figure(14);hold on; plot(abs(TemporalWaveform)); 
TemporalWaveform(1:nstart)=0; %mean(TemporalWaveform(nstart:nstart+50)); 
TemporalWaveform(nend:c)=0; %mean(TemporalWaveform(nend:nend+50)); %set to zero? 
%figure(14);hold on; plot(abs(TemporalWaveform)/max(abs(TemporalWaveform))); 
%figure(14);hold on; plot(TimeCalibrate,abs(TemporalWaveform))%/max(abs(TemporalWaveform))); 
% Chirp Compensation 
TimeZeroPoint = TemporalDelay; 
TimeZeroPoint = find(abs(TemporalWaveform) == max(abs(TemporalWaveform))); 
TemporalWaveform = circshift(TemporalWaveform,[0 -(TimeZeroPoint)]); 
%figure(15); hold on; plot(abs(TemporalWaveform)); 
ChirpFunction = exp(i*(0.5*Chirp2*TimeCalibrate.*TimeCalibrate)); 
%ChirpFunction = ChirpFunction.*exp(i*(0.5*Chirp3*TimeCalibrate.*TimeCalibrate.*TimeCalibrate)); 
  
TemporalWaveform = TemporalWaveform.*ChirpFunction; 
  
%%%%%%%%%%%%%%%%%%%%% 
  
        TemporalWaveform(c/2:c) = 0; 
        CARSSpectrum = fft(TemporalWaveform); 
        tempIndex = find(WavenumberCalibrate>2545 & WavenumberCalibrate<2550); 
        %2545-2550 for tissue!! not that important... 
        ZeroAngle = mean(angle(CARSSpectrum(tempIndex))); 
        %figure(11); hold on; plot(WavenumberCalibrate, angle(CARSSpectrum)); 
        %ZeroAngle = (angle(CARSSpectrum(tempIndex(1)))); 
  
        CARSSpectrum = CARSSpectrum*exp(-i*ZeroAngle); 
        %figure(11); hold on; plot(WavenumberCalibrate,angle(CARSSpectrum)); 
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        %figure(1);plot(abs(TemporalWaveform)); 
        %figure(11); plot(WavenumberCalibrate,(abs(CARSSpectrum))); ylabel('magnitude','FontSize',14); 
        figure(12); hold on; 
plot(WavenumberCalibrate(1121:2120),(imag(CARSSpectrum(1121:2120))))%/max(imag(CARSSpectrum
))),'r'); ylabel('imaginary part','FontSize',14);  
        %figure(12); hold on; 
plot(WavenumberCalibrate,(imag(CARSSpectrum)/max(imag(CARSSpectrum))),'r'); ylabel('imaginary 
part','FontSize',14);  
        %figure(12); hold on; plot(WavenumberCalibrate,stokes, 'b'); 
        %figure(12); hold on; plot(WavenumberCalibrate,refer, 'g'); 
        %figure(13); hold on; 
plot(WavenumberCalibrate(1121:2120),(real(CARSSpectrum(1121:2120))))%/max(real(CARSSpectrum)))
,'r'); ylabel('real part','FontSize',14);  
        %figure(13); hold on; 
plot(WavenumberCalibrate,(real(CARSSpectrum))/max(real(CARSSpectrum)),'r'); ylabel('real 
part','FontSize',14); 
         
        ImagCARSSpectrum = imag(CARSSpectrum); 
        RealCARSSpectrum = real(CARSSpectrum); 
        fwrite(fpRaman,ImagCARSSpectrum(1121:2120),'float32'); 
        R_CARSindex = find(WavenumberCalibrate>2750 & WavenumberCalibrate<3100);        
        %R_CARS(ii,jj) = ImagCARSSpectrum(R_CARSindex(1)); 
        R_CARS(ii,jj) = sum(ImagCARSSpectrum(R_CARSindex)); 
        NR_CARS(ii,jj) = sum(abs(TemporalWaveform(10:100))); 
        avgspectrum=avgspectrum+ImagCARSSpectrum; 
        avgfid=avgfid+abs(TemporalWaveform); 
        pix=pix+1; 
       end 
        
    %figure(2);  imagesc(NR_CARS);colormap(1-gray);colorbar; 
    %figure(3);  imagesc(R_CARS);colormap(1-gray);colorbar; 
    ii 
end 
avgspectrum=avgspectrum./pix; 
avgfid=avgfid./pix; 
figure(19); hold on; plot(WavenumberCalibrate(1121:2120),avgspectrum(1121:2120), 'b'); 
%figure(2); plot(TimeCalibrate(1:1000), avgfid(1:1000)); 
toc 
fclose(fp); 
fclose(fpRaman); 
--------------------------------------------------------------------------------------------------------------------------------- 
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