This work considers the quantum interactive proof system model of computation, which is the (classical) interactive proof system model's natural quantum computational analogue. An exact characterization of the expressive power of quantum interactive proof systems is obtained: the collection of computational problems having quantum interactive proof systems consists precisely of those problems solvable by deterministic Turing machines that use at most a polynomial amount of space (or, more succinctly, QIP = PSPACE). This characterization is proved through the use of a parallelized form of the matrix multiplicative weights update method, applied to a class of semidefinite programs that captures the computational power of quantum interactive proof systems. One striking implication of this characterization is that quantum computing provides no increase in computational power whatsoever over classical computing in the context of interactive proof systems, for it is well known that the collection of computational problems having classical interactive proof systems coincides with those problems solvable by polynomial-space computations.
INTRODUCTION
The notion of a proof has fundamental importance in the theory of computation. Indeed, the foundational work of Church [1936] and Turing [1937] in the 1930s, which produced the first formal models of computation (λ-calculus and Turing machines), was principally motivated by questions concerning proofs in formal logic. The theory of NP-completeness, developed in the 1970s by Cook [1971] , Karp [1972] and Levin [1973] , provides another example. It is built on the notion of efficient proof verification, and is among the most widely applicable discoveries ever made in the theory of computation.
This article is concerned with the potential advantages offered by quantum computation in the setting of proofs, and in particular its advantages when applied to the interactive proof system model of computation. Considered by many to be a cornerstone of modern computational complexity theory, the interactive proof system model was first introduced in the mid-1980s, and its quantum computational variant has been an object of study in quantum computing for more than a decade. The main result to be presented herein is that quantum computation does not enhance the expressive power of interactive proof systems: quantum and classical interactive proof systems are equivalent in power, both coinciding with the complexity class PSPACE of problems solvable by deterministic Turing machines that use an amount of space scaling polynomially in the length of the input to the problem. This resolves a fundamental question about the quantum interactive proof system model that has been open since its introduction [Watrous 1999 ].
Classical Interactive Proofs
When speaking of proofs, one typically has a traditional notion in mind where, at least in an abstract sense, the proof itself is a string of symbols to be verified by some form of computation. A natural complexity-theoretic abstraction of this notion requires that the proof verification is computationally efficient-it is represented by the complexity class NP, wherein a deterministic polynomial-time verification procedure decides whether a polynomial-length proof string is valid for a given input.
There are, however, other interesting notions of proofs that extend the traditional notion in various ways. In particular, Babai [1985] and Goldwasser et al. [1985] introduced a computational model that extends the notion of efficient proof verification to an interactive setting and that also makes essential use of randomness. (Journal versions of these papers appeared as Babai and Moran [1988] and .) In this model, which is known as the interactive proof system model, a computationally efficient verifier interacts with a prover of unlimited computation power. The interaction comprises one or more rounds of communication between the prover and verifier, and the verifier may make use of randomly generated bits during the interaction. After the rounds of communication are finished, the verifier makes a decision to accept or reject based on the interaction.
A decision problem A, which we take to be a promise problem [Even et al. 1984; Goldreich 2005] in the interest of generality, is said to have an interactive proof system if there exists a verifier with two properties that reflect the essential meaning of a proof.
(1) Completeness. For any yes-input string x, there exists a behavior of the prover that, with high probability, causes the verifier to conclude that x is indeed a yes-input. This situation is indicated by the verifier outputting 1 (or accept) after interacting with the prover. (2) Soundness. For any no-input string x, the verifier will not conclude that x is a yesinput, except perhaps with a small probability, regardless of the behavior of the prover. The verifier outputs 0 (or reject) to indicate the prover's failure to convince it that x is a yes-input.
Intuitively speaking, the completeness property represents the requirement that true statements can be proved, while the soundness property represents the complementary requirement that false statements cannot be proved. One denotes by IP the collection of decision problems having efficient (i.e., polynomial-time) verifiers that meet these conditions. It is appropriate to make note of the probabilistic nature of the completeness and soundness properties just described. While one would not expect a formal notion of proof to allow for a nonzero probability of error in the setting of mathematical logic, the interactive proof system model allows for a small, but nevertheless nonzero, error probability. In this way, the model may be seen as describing a cryptographic notion of proof, as opposed to one of mathematical logic. Although a nonzero error probability can be eliminated from the completeness condition, it is known that a nonzero soundness error must be permitted if interaction is to provide additional computational power over NP [Furer et al. 1989] .
The most fundamental question about the interactive proof system model, from the viewpoint of complexity theory, is: Which decision problems have interactive proof systems? The answer to this question is well known. A problem has an interactive proof system if and only if it is solvable by a deterministic Turing machine running in polynomial space (or, more succinctly, IP = PSPACE). The containment IP ⊆ PSPACE is fairly straightforward to establish, as was first demonstrated by Feldman [1986] , using a space-efficient recursive traversal of a game tree whose edges represent messages exchanged between the prover and verifier. (Interested readers may find a proof in the textbook of Sipser [1997] .) The reverse containment, PSPACE ⊆ IP, was proved by Shamir [1992] , based on the work of Lund et al. [1992] . This was a landmark result that established the powerful proof technique of arithmetization as a standard tool in computational complexity.
Several variants of interactive proof systems have been studied, including publiccoin interactive proof systems [Babai 1985; Babai and Moran 1988; Goldwasser and Sipser 1989] , zero-knowledge interactive proof systems [Goldreich et al. 1991; Goldwasser et al. 1985 , multi-prover interactive proof systems [Ben-Or et al. 1988; Babai et al. 1991] , and interactive proof systems with competing provers [Feige and Kilian 1997] .
Quantum Computing and Quantum Interactive Proofs
The idea of quantum computation was born in the early 1980s when Feynman [1982] asked a brilliant question: If quantum mechanics is so hard to simulate with a classical computer, why not build a computer based on quantum mechanics to simulate quantum mechanics more directly? Feynman's ideas on the subject led Deutsch [1985] to define the quantum Turing machine model and to investigate its computational power. Driven in large part by Shor's discoveries of polynomial-time algorithms for factoring and computing discrete logarithms on a quantum computer [Shor 1997 ], quantum computation has developed into an active field of study within theoretical computer science and both theoretical and experimental physics.
Large-scale quantum computers do not currently exist, and it is universally agreed that at the very least their realization will be an enormous technological challenge. However, it must be appreciated that quantum mechanics is a remarkably accurate theory that has never been refuted-so scientists are naturally compelled to test the theory of quantum mechanics by attempting to build a quantum computer. Efforts to do this are underway in many laboratories around the world.
Within the theoretical study of quantum computation, it is natural to consider quantum computational variants of interesting classical models, including those based on the notion of proofs. The quantum interactive proof system model, which was first introduced by Watrous [1999] , represents a natural quantum computational analogue to the (classical) interactive proof system model. In simple terms, the quantum model allows the verifier and prover in an interactive proof system to perform quantum computations and exchange quantum information, but is otherwise similar to the classical model. In particular, the verifier in a quantum interactive proof system may perform efficient (polynomial-time) quantum computations while the prover can perform quantum computations of arbitrary complexity.
It is important to stress that the potential advantages of quantum computation in the setting of interactive proof systems are not limited to the verifier's ability to perform a potentially wider range of computations. The nature of quantum information is such that it has striking benefits in a variety of information-processing tasks, such as private key exchange [Bennett and Brassard 1984] and distributed computational tasks allowing limited communication [Buhrman et al. 1998; Raz 1999] . A known benefit of quantum computation in the interactive proof system model is that it allows for a major reduction in the number of messages that must be exchanged: quantum interactive proof systems allowing just three messages to be exchanged between the prover and verifier have the full power of those allowing any polynomial number of messages [Kitaev and Watrous 2000] . It is not known if the analogous fact holds for classical interactive proof systems, but it is conjectured not to hold. It would, in particular, imply the collapse of the polynomial-time hierarchy to the second level [Babai and Moran 1988; Goldwasser and Sipser 1989] .
Like the classical interactive proof system model, several variants of quantum interactive proof systems have been studied, including those considered by Kobayashi and Matsumoto [2003] , Marriott and Watrous [2005] , Gutoski and Watrous [2007] , Hallgren et al. [2008] , Kobayashi [2008] , Kempe et al. [2009], and Watrous [2009] . This article relies heavily on a result of Marriott and Watrous [2005] that establishes that quantum interactive proof systems with a very simple form, known as quantum Arthur-Merlin games, have the full power of general quantum interactive proof systems. This characterization is described in greater detail later in this article.
The complexity class QIP is defined to be the class of decision problems having efficient quantum verifiers meeting completeness and soundness conditions similar to those described previously for the classical setting. QIP trivially contains IP, as the ability of a verifier to process quantum information is never a hindrance: a quantum verifier can simulate a classical verifier, and a single computationally unbounded prover can never use quantum information to an advantage against a verifier behaving classically. The inclusion PSPACE ⊆ QIP is therefore immediate. Unlike the subset relation IP ⊆ PSPACE, however, it is not straightforward to prove QIP ⊆ PSPACE. The best upper bound on QIP known prior to the present paper was QIP ⊆ EXP, where EXP denotes the class of problems solvable by deterministic Turing machines running in exponential time. This containment was proved by Kitaev and Watrous [2000] through the use of semidefinite programming: the optimal probability with which a given verifier can be made to accept in a quantum interactive proof system can be represented as the optimal value of an exponential-size semidefinite program, and known polynomial-time algorithms for semidefinite programming provide the required tool to prove the containment. It has been an open problem for the last decade to establish more precise bounds on the class QIP. We resolve this problem by proving QIP ⊆ PSPACE, thereby establishing QIP = PSPACE.
The key algorithmic technique that allows us to prove QIP ⊆ PSPACE is a method sometimes known as the matrix multiplicative weights update method. The ordinary (non-matrix) multiplicative weights method is a framework for algorithm design having its origins in various fields, including learning theory, game theory, and combinatorial optimization. Its matrix variant, as discussed in the survey paper of Arora et al. [2005] and the PhD thesis of Kale [2007] , provides an iterative way to efficiently approximate optimal values of certain semidefinite programs [Arora and Kale 2007; Warmuth and Kuzmin 2006] .
An important aspect of the matrix multiplicative weights update method from the viewpoint of this article is its parallelizability for certain restricted classes of semidefinite programs. Three of us ] previously used an algorithm based on the matrix multiplicative weights update method to prove that QIP(2), the class of problem having 2-message quantum interactive proof systems, is contained in PSPACE. Prior to that work, two of us ] used a different algorithm based on the matrix multiplicative weights update method to prove the containment of a different quantum complexity class (namely QRG(1)) in PSPACE.
PRELIMINARIES
This section summarizes background material that is required for an understanding of subsequent sections of this article. It is not meant to be comprehensive: it is intended mainly to introduce notations and to highlight certain facts that may be unfamiliar to some readers. A basic understanding of both computational complexity theory and quantum computation is also required, and we refer readers interested in presentations of these topics to Arora and Barak [2009] and Nielsen and Chuang [2000] .
Linear Algebra Basics
Throughout this article, the scripted letters V, X , and Y denote finite-dimensional complex vector spaces taking the form C for some finite and nonempty index set . As is typical, we write C N rather than C {1,...,N} , and we note that the choice to allow index sets besides {1, . . . , N} is purely one of convenience: for any finite and nonempty index set , one can equate C with C N for N = | | through any fixed choice of a bijective correspondence between and {1, . . . , N}.
On such a space V = C , one defines a standard inner product as
for all u, v ∈ V (where, in general, α denotes the complex conjugate of α ∈ C). This inner product defines the Euclidean norm
The space of all linear mappings (or operators) from V to itself is denoted L (V). One may identify elements in this space with matrices whose rows and columns are indexed by (with the notation A(a, b ) denoting the entry of a matrix A indexed by the pair (a, b )) in the usual way, and we will freely switch between speaking of operators and matrices as the context favors. The identity operator on V is denoted 1 V , or simply by 1 when V can safely be taken as implicit. The trace of A ∈ L (V) is defined as
For each A ∈ L (V) one defines the adjoint operator A * ∈ L (V) as the unique operator satisfying u, Av = A * u, v for all u, v ∈ V. As a matrix, A * is obtained by taking the conjugate transpose of A:
It is convenient to define an inner product on L (V) as
For an operator A ∈ L (V), a complex number λ ∈ C is said to be an eigenvalue of A if there exists a nonzero vector u ∈ V such that Au = λu. Any such vector u is said to be an eigenvector of A whose associated eigenvalue is λ.
The spectral norm of an operator A ∈ L (V) is defined as
where Au and u refer to the Euclidean norm on V. The spectral norm is submultiplicative:
We write Herm (V) to denote the subset of L (V) consisting of all Hermitian, or selfadjoint, operators:
It holds that A , B is a real number for all Hermitian operators A , B ∈ Herm (V), and every eigenvalue of a Hermitian operator is necessarily a real number as well. The notations λ min ( A) and λ max ( A) refer, respectively, to the smallest and largest eigenvalues of a Hermitian operator A. When we refer to the negative eigenspace of a Hermitian operator A ∈ Herm (V), we are referring to the subspace of V spanned by every vector u ∈ V that is an eigenvector of A having an associated eigenvalue that is negative. An operator P ∈ L (V) is positive semidefinite if and only if P = A * A for some choice of A ∈ L (V). It holds that P ∈ L (V) is positive semidefinite if and only if (i) P ∈ Herm (V) and (ii) every eigenvalue of P is nonnegative. The set of all positive semidefinite operators on V will be denoted Pos (V), so that
We note that P, Q is a nonnegative real number for all positive semidefinite operators P, Q ∈ Pos (V). For Hermitian operators A and B, the notations A ≤ B and B ≥ A mean that B − A is positive semidefinite. A positive semidefinite operator ∈ Pos (V) is a projection operator if and only if 2 = , or equivalently if and only if all of its eigenvalues are either 0 or 1.
Finally, an operator U ∈ L (V) is unitary if and only if UU
Quantum Information Basics
When we speak of a register in this article, we mean a finite and nonempty sequence of qubits that we view as a single entity and to which we assign a name. The names X and Y, in sans serif font, will be used to refer to registers. When a register X consists of m qubits we say that X is an m-qubit register, and in this case it has an associated vector space X = C
{0,1}
m . (We take Y to be the vector space associated with the register Y in a similar way.)
The possible quantum states (or simply states) of a register X correspond to the set D (X ) of density operators on X , which are the positive semidefinite operators having unit trace:
It is traditional in quantum physics to use lower-case Greek letters, often ρ, σ and ξ , to represent density operators.
A measurement on a register X is a finite collection of positive semidefinite operators
The set is the set of measurement outcomes, and when such a measurement is performed on X while it is in the state ρ, each outcome b ∈ occurs with probability P b , ρ . A projective measurement is one in which each P b is a projection operator.
The space associated with a pair of registers is given by the tensor product of the spaces associated with the individual registers. In particular, for registers X and Y having associated spaces X and Y, we have that the space associated with the pair (X, Y) is X ⊗ Y. If X and Y are registers independently prepared in the quantum states represented by σ ∈ D (X ) and ξ ∈ D (Y), then the state of the pair (X, Y) is understood to coincide with the density operator σ ⊗ ξ ∈ D (X ⊗ Y). Of course, not every state of a pair of registers (X, Y) can be expressed as a tensor product in this way, representing the fact that X and Y may be correlated. Entanglement is a form of correlation representing one of the most important and distinguishing features of quantum information [Horodecki et al. 2009 ].
For every state of a pair of registers (X, Y), whether correlated or not, there is a uniquely determined reduced state of the register X that, in essence, would describe the state of X if Y were to be destroyed or lost. This is analogous to the marginal probability distribution of X in the probabilistic case. In mathematical terms the reduced state of X is defined by the partial trace over Y. This is the unique linear mapping Tr Y from L (X ⊗ Y) to L (X ) that satisfies the equation
, which is an identity we will make use of several times.
One additional component of quantum information theory that has not been mentioned yet is the description of transformations of quantum registers according to physical processes (such as computations). We will only need to consider unitary transformations in this article: if a register X is in a state ρ ∈ D (X ), and a transformation described by a unitary operator U ∈ L (X ) is performed on this register, its state becomes Uρ U * .
A Lemma Underlying the Matrix Multiplicative Weights Update Method
The main algorithm, and its analysis, that we present later in the paper makes use of a lemma to be presented in this section. The lemma is associated with the matrix multiplicative weights update method, and may be found in Kale [2007] (for instance). A proof is included here for the sake of completeness.
We begin with the definition of the exponential function of an operator. For every operator A ∈ L (V), the exponential of A is defined as
Two properties of operator exponentials will be required to prove the main lemma of this subsection. One property is the Golden-Thompson inequality, which states that
for any choice of Hermitian operators A , B ∈ Herm (V). A proof of the GoldenThompson inequality may be found in Section IX.3 of Bhatia [1997] . A second property of operator exponentials that we will require is stated by the following lemma.
PROOF. It is sufficient to prove the inequality for R replaced by a scalar λ ∈ [0, 1], for then the operator inequality follows by considering a spectral decomposition of R. If λ = 0 the inequality is immediate, so assume 0 < λ ≤ 1. By the Mean Value Theorem, there exists a value λ 0 ∈ (0, λ) such that
from which the inequality follows.
We are now prepared to state and prove the main lemma of this section.
LEMMA 2. Let T be a positive integer, let M
, . . . , T − 1}, and let ε > 0. The following two facts hold:
(1) For
Tr X (t) for each t ∈ {0, . . . , T − 1}, one has
(2) For
for each t ∈ {0, . . . , T − 1}, one has
PROOF. Let us first prove the first fact stated in the lemma. Consider any choice of t ∈ {0, . . . , T − 1}. By the Golden-Thompson inequality it holds that
By Lemma 1, one has
Given that X (t) is positive semidefinite, Eq. (3) and (4) imply
.
Making use of the fact that 1 + z ≤ exp(z) for every real number z, one obtains
Iteratively applying the inequality (5) to t = T − 1, . . . , 0, and using the observation that Tr(
Next, using the fact that Tr(exp(−H)) ≥ exp(−λ min (H)) for every Hermitian operator H, one has that
Combining the inequalities (6) and (7) yields (1) as claimed. The second fact stated in the lemma is proved in much the same way as the first, except that signs and inequalities are reversed in the most straightforward manner. More specifically, one has
for each t ∈ {0, . . . , T − 1} by the Golden-Thompson inequality. By Lemma 1, it holds that exp εM
, and therefore
Combining this inequality with the inequality
Tr
yields (2). This completes the proof.
We note that the two facts stated in this lemma may be combined into a single inequality, as is done in Kale [2007] . For our purposes, however, it is natural to separate the two statements as we have done.
Quantum Interactive Proof Systems and Single-Coin Arthur-Merlin Games
Taken in its most general form, the quantum interactive proof system model can allow for complicated interactions between a prover and verifier involving the exchange of quantum messages over the course of many rounds. By the nature of quantum information, such an interaction cannot generally be described by the sort of game tree that describes a classical interaction: the possibility of entanglement among the prover, verifier and message registers prohibits this.
It is, however, always possible to transform a given quantum interactive proof system into one with a conceptually simple form by following the method presented in Section 5 of Marriott and Watrous [2005] . A polynomial p, independent of the input string, is fixed, and the input to the problem under consideration is denoted by x. The verifier expects that the messages sent to it by the prover will be contained in m-qubit registers for m = p(n), where n = |x| is the input length. (Marriott and Watrous did not restrict the prover's messages to have a common length, and we do not really require this restriction either-but given that the restriction can easily be made without altering the power of the model, we will assume it in the interest of simplicity.) The transformed proof system has the following form.
(1) The prover begins by sending the verifier an m-qubit register X. Upon receiving X, the verifier sets it aside without interacting with it. (2) The verifier chooses a bit a ∈ {0, 1}, uniformly at random, and sends a copy of a to the prover. } naturally depend on the input string x to the problem under consideration. In accordance with the definition of the quantum interactive proof system model, these measurements must be efficiently implementable by a quantum computation to be performed by the verifier.
In greater detail, we may assume that the verifier performs its measurements by first applying a polynomial number q(n) of unitary operations U 1 , . . . , U q(n) to the 2m qubits comprising the pair (X, Y), followed by a measurement of all of these qubits with respect to the standard basis. Each of the operations U 1 , . . . , U q(n) corresponds to either a Toffoli gate, a Hadamard gate, or a π/2-phase shift (or i-phase shift) gate, and the specification of this sequence of gates is given by a polynomial-time computable function of the input x. The final binary-valued output of the verifier's measurement is obtained by a simple computation on the result obtained from the standard-basis measurement: for the first measurement { more general measurements without significant complications, it will simplify matters for us to make use of this fact.
Such a proof system is an example of a quantum Arthur-Merlin game given that the verifier's messages to the prover consist entirely of uniformly generated random bits (which is analogous to the classical definition [Babai 1985; Babai and Moran 1988] ). By making use of the results of Kitaev and Watrous [2000] , Marriott and Watrous [2005] proved that every problem A ∈ QIP has a quantum interactive proof system of the preceding form, where the completeness is perfect and the soundness error is bounded by 1/2 + ε for any desired constant ε > 0. In other words, the verifier's measurements can be forced to output 1 with certainty when the input is a yes-input, while the maximum probability for the output 1 is at most 1/2 + ε (for any fixed choice of a constant ε > 0) when the input is a no-input.
A common question about quantum interactive proof systems having the above form is this: Why cannot the prover simply prepare three registers X, Y 0 , and Y 1 , send all three to the verifier in a single message, and allow the verifier to measure (X, Y 0 ) or (X, Y 1 ) depending on its choice of the random bit a? This would seem to eliminate the need for interaction, as the verifier would never send anything to the prover.
The reason is that entanglement prevents this from working: in order for the two measurements to both result in the output 1 with high probability, the register pairs (X, Y 0 ) and (X, Y 1 ) would generally need to simultaneously be in highly entangled states (at least for nontrivial proof systems). One of the curious features of entanglement, however, is that any single quantum register is constrained with respect to the degree of entanglement it may simultaneously share with two or more other registers. (This phenomenon is often called the monogamy of entanglement [Terhal 2004] .) In general, the only way for the prover to cause the verifier to output 1 is to prepare X in a highly entangled state with a register of its own, and then use this entanglement to prepare Y once the random bit a has been received.
Semidefinite Programs for Single-Coin Quantum Arthur-Merlin Games
There are a variety of strategies that a prover could potentially employ in an attempt to cause a verifier to output 1 in a single-coin quantum Arthur-Merlin game, as discussed above; but they can all be accounted for by considering the possible states of the pair (X, Y) that the verifier measures, conditioned on the two possible values of the random bit a. That is, for any two density operators ρ 0 , ρ 1 ∈ D (X ⊗ Y), one may consider whether it is possible for the prover to follow a strategy that will leave the verifier with the state ρ 0 for the pair (X, Y) when the random bit takes the value a = 0, and with the state ρ 1 when a = 1. The set of all such choices for ρ 0 and ρ 1 is simple to characterize: it is precisely the set of all pairs (ρ 0 , ρ 1 ) for which
The necessity of this condition follows immediately from the fact that the prover cannot touch X at any point after learning a, while its sufficiency follows from the well-known principle in quantum information theory sometimes called the unitary equivalence of purifications. It follows that the maximum probability for a prover to cause the verifier to output 1 in the type of proof system just described is the maximum of the quantity
subject to the condition that ρ 0 , ρ 1 ∈ D (X ⊗ Y) satisfy (8).
The problem of maximizing the preceding quantity (9), subject to the constraint (8), is an instance of a semidefinite programming problem, and the main result of this article is obtained through an algorithmic method for approximating the optimal solution 30:12 R. Jain et al. to it. In order to make this optimization problem more amenable to our method, we must modify it in the following way.
First, consider the problem of maximizing the quantity
over all operators Q 0 , Q 1 ∈ Pos (X ⊗ Y) such that Tr Y (Q 0 ) ≤ ξ and Tr Y (Q 1 ) ≤ ξ for some choice of a density operator ξ ∈ D (X ). It is not difficult to see that this problem has the same maximum value as the original problem. Next, for a positive number α (which we will set as α = 4 shortly), we define two operators: It holds that the maximum value of the quantity 1 2 P −2
subject to the same constraints on Q 0 and Q 1 as before, is at least the original optimal value and at most the original optimal value plus 1/α 2 . Finally, given that P 0 and P 1 are Hermitian and invertible, we have that P 0 Q 0 P 0 ranges over all positive semidefinite operators on X ⊗ Y as Q 0 does, and likewise for P 1 Q 1 P 1 and Q 1 . Thus, by a simple change-of-variables, the problem described above is equivalent to maximizing the quantity
over all Q 0 , Q 1 ∈ Pos (X ⊗ Y) subject to the constraints that Tr Y (P 0 Q 0 P 0 ) ≤ ξ and Tr Y (P 1 Q 1 P 1 ) ≤ ξ for some choice of ξ ∈ D (X ).
To aid in the exposition of the later sections of this article, the semidefinite programming problem just described, together with its dual problem formulation, is presented in the following definition.
Definition 3. For positive semidefinite operators P 0 , P 1 ∈ Pos (X ⊗ Y), we define the semidefinite program SDP(P 0 , P 1 ) to consist of the following primal and dual optimization problems:
Primal problem maximize: Tr 1 2
It is not necessary for this article that readers have familiarity with semidefinite programming duality, and an understanding of how the dual problem above is obtained from the primal problem is not required. All that is necessary is to observe that weak duality holds, which means that every value obtainable for the primal problem is bounded above by every value obtainable for the dual problem. This can be verified directly as follows. Suppose that Q 0 , Q 1 ∈ Pos (X ⊗ Y) and ξ ∈ D (X ) satisfy the primal problem constraints Tr Y (P 0 Q 0 P 0 ) ≤ ξ and Tr Y (P 1 Q 1 P 1 ) ≤ ξ , and R 0 , R 1 ∈ Pos (X ) satisfy the dual problem constraints P 0 (R 0 ⊗ 1 Y )P 0 ≥ 1 X ⊗ 1 Y and
PSPACE, BOUNDED-DEPTH CIRCUITS, AND THE MAIN PROOF OVERVIEW
At the heart of our proof of the containment QIP ⊆ PSPACE is a parallel algorithm for approximately solving semidefinite programs of the special form described in the previous section. The purpose of the present section is to specify the precise requirements of this algorithm, and why its existence implies QIP ⊆ PSPACE. The algorithm itself is presented in the section following this one. Suppose that A = (A yes , A no ) is a promise problem in QIP. Our goal is to prove A ∈ PSPACE, or, equivalently, that there exists a polynomial-space algorithm for A. While it is evidently possible to describe such an algorithm directly, we find that it is more natural from an algorithmic perspective to translate the task at hand into one involving families of bounded-depth Boolean circuits. This translation is possible using a classic result in circuit complexity due to Borodin [1977] .
Recall that NC is defined as the class of all functions (including predicates that represent decision problems) computable by families of logarithmic-space uniform Boolean circuits of polylogarithmic depth. The requirement that such a family is logarithmic-space uniform implies that its circuits are polynomial in size, and therefore represent polynomial-time computations. That these circuits have polylogarithmic depth represents an abstraction of massive parallelizability. Many interesting computational tasks are known to correspond to NC computations, including a wide range of matrix computations.
We also consider a "scaled-up" variant of NC, to be denoted NC(poly), that consists of all functions computable by polynomial-space uniform families of Boolean circuits having polynomial-depth. (The notation NC(2 poly ) has also previously been used for this class [Borodin et al. 1983] .) A family of circuits meeting these requirements could potentially have exponential size, and therefore does not necessarily represent an efficient computation. However, the polynomial bound on the depth of these circuits does represent a significant computational restriction. In particular, restricting our attention to decision problems, we have NC(poly) = PSPACE.
This equality follows from a more general result of Borodin [1977] that was referred to previously. The primary appeal of this reformulation is that it allows one to make use of extensive work on parallel algorithms for performing various computational tasks when designing PSPACE algorithms.
Given that NC(poly) = PSPACE, we may consider that the task at hand is to prove A ∈ NC(poly). When doing this, we will make use of a property of NC and NC(poly), which is that functions in these classes compose well. Specifically, if F is a function in NC(poly) and G is a function in NC, then the composition G • F is also in NC(poly). This follows from the most straightforward way of composing the families of circuits that compute F and G.
The assumption that A ∈ QIP implies that there exists a quantum interactive proof system for A with the special structure described in Section 2.4. In particular, we have that the verifier's actions in such a proof system on a fixed input string x are described by projection operators Completeness. If it holds that x ∈ A yes , then there exists a strategy for the prover that causes the verifier to output 1 (accept) with probability 1. It follows that the optimal value of the semidefinite program SDP(P 0 , P 1 ), for P 0 = Soundness. If it holds that x ∈ A no , then every prover strategy causes the verifier to output 0 (reject) with probability at least 1/2 − ε, for ε = 1/64. It follows that the optimal value of the semidefinite program SDP(P 0 , P 1 ), for P 0 = (Any other sufficiently small positive constant in place of ε = 1/64 would do. One can, in fact, assume that the probability 1/2 − ε in the soundness condition is replaced by a quantity exponentially close to 1/2, as a function of n, but such an assumption does not offer any advantages with respect to our analysis.)
With these assumptions in mind we consider a two-stage computation, illustrated in Figure 1 , as follows. Figure 1 , and must accept (or output 1) if the optimal value of the semidefinite program SDP(P 0 , P 1 ) is at least 1, and reject (or output 0) if the optimal value is less than 5/8.
The first stage of this process turns out to be fairly straightforward, using elementary facts about quantum computations and bounded-depth circuits. Making use of the assumption that the verifier's measurements are efficiently implementable (i.e., representable by polynomial-time uniform families of quantum circuits), this stage can be computed exactly in NC(poly). This may be done by computing explicit matrix representations of all of the gates in the quantum circuits specifying the verifier's measurements, followed by elementary matrix computations that yield In greater detail, suppose that { 0 , 1 } is one of the verifier's two measurements. Following the discussion in the previous section, this measurement takes the form and N 1 , . . . , N 2q(n)+1 being 2 2m × 2 2m matrices whose entries have integer real and imaginary parts computable in polynomial time. By this fact it is possible to compute explicit descriptions of these matrices in NC(poly) by constructing an exponential-size, polynomial-depth circuit that independently computes each matrix entry of M 1 , . . . , M 2q(n)+1 and N 1 , . . . , N 2q(n)+1 in parallel, and then composing this computation with an NC algorithm for computing iterated matrix products. One obtains an NC(poly) algorithm for computing 0 and 1 , and by performing this computation for both of the verifier's measurements one obtains an NC(poly) algorithm for computing The second stage is more difficult, and the algorithm for accomplishing it is representative of the main technical contribution of this work. The section following this one is devoted to a discussion of this algorithm. Assuming the results reported therein we have that the composition of the two steps of our computation is an NC(poly) computation, and therefore A ∈ NC(poly) = PSPACE.
A PARALLEL SEMIDEFINITE PROGRAMMING ALGORITHM
We now present a parallel algorithm that operates as follows. It takes as input four projection operators , and α = 4, has an optimal value that is either at least 1 or less than 5/8, the algorithm determines which is the case (accepting if the optimal value is at least 1 and rejecting when it is less than 5/8).
The algorithm refers to constant values α = 4, γ = 4 3 , ε = 1 64 , and δ = ε α 2 , which, for the sake of clarity, are referred to by these names rather than their numerical values. The algorithm is as follows.
(1) Compute
for a ∈ {0, 1}, and compute
Tr Y (0) , and
(2) Repeat the following steps for each t from 0 to T − 1: (a) Compute
a P a and compute the projection
a onto the negative eigenspace of Z
If β (t) ≤ ε, then output 1 (i.e., accept) and stop. (c) Compute
for a ∈ {0, 1} and
(3) Output 0 (i.e., reject).
Intuition behind the Algorithm
Before presenting the analysis of the algorithm, we briefly discuss the intuition behind the algorithm itself. First, it should be noted that the algorithm does not really attempt to approximate the optimal value of SDP(P 0 , P 1 ), but merely attempts to determine whether its optimal value is greater or less than 1/γ = 3/4. One could repeat the algorithm for different values of γ and ε for an increasingly accurate approximation of the optimum, but this is not necessary for solving the decision problem under consideration.
The variables ρ
1 , and σ (t) generated in successive iterations within the algorithm will be used to specify possible candidates for Q 0 , Q 1 , and ξ in SDP(P 0 , P 1 ). More specifically, if it is the case that the substitutions Q 0 = 2ρ
1 , and ξ = σ (t) yield a setting of (Q 0 , Q 1 , ξ) that is close to satisfying the primal constraints of SDP(P 0 , P 1 ), then the algorithm accepts.
The specific notion of closeness used by the algorithm is represented by the number β (t) , whose specification is technical but well-suited to the analysis of the algorithm. At an informal and intuitive level, one may observe that large constraint violations are required for the operators Z 1 , and σ (t) provide a setting of (Q 0 , Q 1 , ξ) that is close to being feasible, then these operators can be massaged to yield a truly feasible solution that achieves a large objective value for the primal problem.
If it so happens that a given choice of ρ
1 , and σ (t) fails to yield a setting for (Q 0 , Q 1 , ξ) that is close to meeting the primal constraints of SDP(P 0 , P 1 ), then the algorithm has effectively generated a witness of this failure: 1 /β (t) are then implicitly used to construct candidate settings for the dual variables R 0 and R 1 , respectively. The quality of the dual variables R 0 and R 1 depends on the number of iterations of the algorithm that are performed: if a logarithmic number T of iterations pass in which the algorithm fails to find a setting of (Q 0 , Q 1 , ξ) that is close to being primal feasible, a dual-feasible setting for R 0 and R 1 achieving a small dual objective value can be exhibited. It is critical for the parallelizability of the algorithm that a logarithmic setting for T (which corresponds to a polynomial in the input size to the original problem A ∈ QIP) suffices for this demonstration.
The magic of the matrix multiplicative weights update method takes place in step (2)(c), where ρ
, and σ (t+1) are regenerated from the previously computed values of
1 /β ( j) , for j = 0, . . . , t. Lemma 2 from Section 2 provides the key technical tool that allows for a formal demonstration that the algorithm operates correctly by means of these regenerations.
Analysis (Ignoring Precision)
We now show that the algorithm described previously answers correctly, meaning (1) if the optimal value of the semidefinite program SDP(P 0 , P 1 ) is at least 1, then the algorithm accepts, and (2) if the optimal value is at most 5/8, then the algorithm rejects. These implications are established by considering two cases: one is that the algorithm accepts and the other is that the algorithm rejects. The behavior of the algorithm in these cases will allow us to construct feasible solutions to SDP(P 0 , P 1 ) that establish the required implications.
In this section we consider only the idealized situation where all of the matrix operations are performed exactly, as this analysis better illustrates the basic principles of the algorithm. The finite-precision case is discussed in the section following this one.
Case 1. (The Algorithm Accepts).
If the algorithm accepts, it must do so during an iteration of step (2). For whichever iteration t it is, we will write ρ 0 , ρ 1 , σ , 0 , 1 , and β rather than ρ
0 ,
1 , and β (t) to simplify our notation. Define
for a ∈ {0, 1}, and define
The fact that ξ is a density operator is easily verified. We will prove that (Q 0 , Q 1 , ξ) is a primal feasible point of SDP(P 0 , P 1 ) that achieves an objective value larger than 5/8. For each a ∈ {0, 1}, it holds that
with the first inequality following from the fact that γ 2 a σ a is positive semidefinite, and with the second inequality holding by the definition of a . We conclude that
and thus
It is therefore established that (Q 0 , Q 1 , ξ) is a feasible solution to the primal problem of SDP(P 0 , P 1 ). Given that the algorithm has accepted it holds that β ≤ ε, and therefore the primal objective value obtained is
Consequently, if the optimal value of SDP(P 0 , P 1 ) is at most 5/8, then the algorithm cannot accept, so it must reject.
Case 2. (The Algorithm Rejects). Now assume that the algorithm rejects, and define
for a ∈ {0, 1}. We will prove that the pair (R 0 , R 1 ) forms a feasible solution to the dual problem of SDP(P 0 , P 1 ) that achieves an objective value smaller than 7/8. Toward this goal, define a (2M 2 ) × (2M 2 ) matrix
for each t ∈ {0, . . . , T − 1}. Each M (t) is positive semidefinite, and under the assumption that the algorithm rejects it holds that β (t) ≥ ε and therefore, by the submultiplicativity of the spectral norm, M (t) ≤ 1. Writing
for t ∈ {0, . . . , T − 1}, one sees that item (1) of Lemma 2 applies (for N = 2M
2 ), and implies that
For each t ∈ {0, . . . , T − 1}, it holds that ρ (t) , M (t) = δ, and therefore
, 1}, implying that (R 0 , R 1 ) forms a dual feasible solution to SDP(P 0 , P 1 ) as claimed. It remains to prove an upper bound on the dual objective value achieved by (R 0 , R 1 ). To do this, we will apply item (2) of Lemma 2, this time taking N = M and
which is consistent with the algorithm's computation of Y (t) and σ (t) . The assumption that the algorithm rejects implies that β (t) > ε, and therefore M (t) ≤ 1 X for each t ∈ {0, . . . , T − 1}. Lemma 2 therefore implies that
To upper-bound the right-hand-side of this expression, we note that
and therefore
If the optimal value of SDP(P 0 , P 1 ) is at least 1, it therefore cannot be that the algorithm rejects, so it must accept. Thus, the algorithm operates as required. 
Comments on Precision
The algorithm computes operators (t) , and β (t) . With this fact in mind, for the sake of presenting the analysis that follows in simple terms, we will take each operator Z
a , and Y (t) to be an idealized operator that would result from an exact computation. In other words, we define these operators as X
and
for a ∈ {0, 1} and t ∈ {0, . . . , T − 1}, where
a , σ (t) , and β (t) refer to the finiteprecision operators and scalars that are actually stored by an implementation of the algorithm. Let us also define (t) a to be the true projection operator onto the negative eigenspace of Z (t) a for each a ∈ {0, 1} and t ∈ {0, . . . , T − 1}. Now, the matrix exponentials can only be computed approximately, and as a result one can only guarantee that
Similarly, the negative eigenspace computations can only be performed approximately, so that
a . The precise assumptions we will make on the accuracy of these approximations, to be justified in the section following this one, are as follows:
(a) For each a ∈ {0, 1} and t ∈ {0, . . . , T − 1}, (t) a is a positive semidefinite operator that satisfies
We will also assume (for the sake of convenience more than necessity) that each
a ≤ 1 X . Under these assumption, one may conclude that
(b) For each a ∈ {0, 1} and t ∈ {0, . . . , T − 1}, it holds that ρ (t) a and σ (t) are positive semidefinite operators that satisfy
In addition, we will assume that both ρ
1 and σ (t) have trace equal to 1 (and are therefore density operators).
The scalars β (t) may be computed exactly, meaning that
for t = 0, . . . , T − 1, so it is not necessary to make an assumption on their accuracy. As in the analysis for the exact case, one may consider two cases when the computations are inexact: one is that the algorithm accepts and the other is that the algorithm rejects. The aspects of the analysis that differ from the exact case are as follows.
Case 1. (The Algorithm Accepts). As in the exact case, we write ρ 0 , ρ 1 , σ , 0 , 1 , and β rather than ρ
1 , and β (t) for t corresponding to the iteration in which acceptance occurs. This time, we define Q a = 2ρ a γ + 2β + ε for a ∈ {0, 1}, and
(which, once again, is a density operator).
In place of the inequality (10), one may obtain the inequality
by means of (16). It follows that
is a feasible solution to the primal problem of SDP(P 0 , P 1 ). Given that the algorithm has accepted it holds that β ≤ ε, and therefore the primal objective value obtained is
of precision, however, it will suffice that the following computational problems can be solved by NC computations.
Matrix exponentials

Input:
An n × n matrix A, a positive rational number η, and an integer k expressed in unary notation (i.e., 1 k ).
Promise:
A ≤ k.
Output:
An n × n matrix X such that exp(A) − X < η.
Negative eigenspace projection
Input:
An n × n Hermitian matrix H and a positive rational number η.
Output: An n × n positive semidefinite matrix ≤ 1 such that
for being the projection operator onto the negative eigenspace of H.
Indeed, the fact that these computations can be performed in NC provides significantly more precision than is needed for our algorithm. The fact that matrix exponentials can be approximated in NC follows by truncating the series exp( A) = [Moler and Van Loan 2003 ], but it is arguably the simplest way to prove that the stated problem is in NC.) In the case that A is Hermitian, it holds that exp( A) is positive semidefinite, and one may ensure that the approximation X is positive semidefinite as well by taking an odd number of terms in the truncated series for exp(A).
That negative eigenspace projections can be approximated in NC relies on the fact that roots of integer polynomials can be approximated to very high precision in NC. This was proved first for polynomials having only real roots by Ben-Or et al. [1986] , and an alternate proof was given by Bini and Pan [1998] . While the real-root case is sufficient for our needs, we note that the general case, which allows for complex roots, was solved by Neff [1994] . It is important to note that distinct nonzero roots of integer polynomials can neither be too close to one another nor to zero [Mahler 1961; Bugeaud 2004] , and that the accuracy with which the roots may be approximated in NC can be taken to be small even relative to this minimal separation. This allows one to determine without error which root approximations correspond to negative roots (in the real-root case).
Given that the characteristic polynomial of a matrix can be computed in NC [Csanky 1976] , it follows that an NC algorithm exists for approximating the eigenvalues of a Hermitian matrix to high precision. Given a sufficiently accurate approximation κ to an eigenvalue λ of a Hermitian matrix H, one may obtain a close approximation of the projection onto the eigenspace of H corresponding to λ by dividing the matrix (κ1 − H) −1 by a close approximation to its eigenvalue of maximum absolute value. (One simple way to avoid the special case where κ = λ is to perturb κ slightly.) By summing the approximate projections onto the eigenspaces corresponding to distinct negative eigenvalues of H, we obtain a close approximation to as claimed. (The fact that our analysis places a requirement on √ − rather than − is easily handled by computing an approximation to , then substituting 2 for in the algorithm.)
Once each of the matrix computations required by the algorithm has been implemented as an NC computation, it is straightforward to implement the entire algorithm by an NC computation. We may agree from the start that the real and imaginary parts of each entry of the matrices (t) a , ρ (t) a and σ (t) is to be stored by the algorithm as an integer divided by 2 K , for K = O(M) (or even K = O(log M) if one prefers), as rounding in this way can only introduce small errors that are within our accuracy requirements. This ensures that the size of the entire computation remains polynomially bounded. As the number of iterations of the algorithm is logarithmic in M, and therefore logarithmic in the size of the input to the algorithm, a composition of the computations described above yields an NC implementation of the algorithm.
OPEN PROBLEMS
We will conclude this article by discussing two directions for future research.
The question that is perhaps most clearly raised by this paper is: Which semidefinite programs can be solved approximately in parallel (by NC algorithms)? We do not have an answer to this question, and believe it is deserving of further investigation. The fact that the algorithm presented in this paper can be implemented in NC relies heavily on the specific form of the semidefinite program it approximates. Other algorithms appearing in previous works, including both sequential algorithms [Arora and Kale 2007; Arora et al. 2005] and parallel algorithms ], for efficiently solving semidefinite programs using the matrix multiplicative weights update method have also been limited to specific subclasses of semidefinite programs. To what extent these methods can be applied to more general classes of semidefinite programs remains open. It is, of course, highly unlikely that all semidefinite programs can be approximated to high accuracy in NC-for even if this were true just for linear programs it would imply NC = P [Dobkin et al. 1979; Megiddo 1992; Serna 1991] . (Recent progress on this question has been reported by Jain and Yao [2011].) A second open problem relating to this article is whether QRG(2) = PSPACE. The class QRG(2) contains all problems having two-turn (i.e., one-round) quantum refereed games, or, in other words, competing-prover quantum interactive proof systems in which the verifier asks each prover a question (in parallel), receives their answers, and makes a decision to accept or reject. The optimal accept/reject probabilities for quantum refereed games can be represented by semidefinite programs [Gutoski and Watrous 2007] and the classical analogue of this class is known to coincide with PSPACE [Feige and Kilian 1997] . (A positive answer to this question has recently been reported by Gutoski and Wu [2010] .)
