Abstract-Wind turbines operate under non-stationary dynamic loads to which they constantly adapt by regulating the orientation of the blades and the rotor, as well as the generator torque resulting in characteristic responses (i.e. operating regimes) over a range of operating conditions. We propose a method to classify the operating regimes from coarse resolution data recorded by the turbine supervisory controller (i.e. data from the SCADA system). It relies on design knowledge, and algorithms for dimensionality reduction and classification. High resolution acceleration measurements from a custom structural state monitoring system and a data set of several channels from the SCADA system are used for validation. Estimation of the level of damage accumulated on structural components based on the classification of operating regimes is shown as an application.
I. INTRODUCTION
Estimating the accumulation of damage on wind turbine support structures in an online manner can be useful to improve maintenance and ensure their structural integrity while maximising system availability. Since wind turbines operate in different regimes according to the wind conditions and their control settings, it is expected that the damage suffered by structural components will be different under different operating regimes. A natural step is to map operating regimes to damage indexes. Condition Monitoring (CM) and Structural Health Monitoring (SHM) systems can provide data to pursue this task.
Data from Supervisory Control and Data Acquisition (SCADA) systems is readily available since every wind power plant has a SCADA system which permanently interfaces to the hardware of control units. SCADA systems offer information on operational and environmental variables, but it does not offer any information on the structural condition of components such as the tower, foundation and blades. SHM systems can fill this gap, these are mostly custom systems deployed to measure structural response. At the current time, these are only deployed for a limited testing period for prototyping purposes, and do not comprise a standard system like SCADA. SHM monitoring system can consist of accelerometers, strain gauges, force and displacement measurements.
To gain knowledge of the operating regimes we propose to tap into coarse resolution measurements recorded by the SCADA unit and combine them with acceleration measurements from a custom SHM system. This data-driven method combines generic knowledge of how a wind turbine operates (i.e. design knowledge) and algorithms for dimensionality reduction and clustering. Several works exist that use data from the SCADA system for CM and SHM [1] [2] [3] [4] [5] [6] [7] , fault-detection [8] [9] [10] [11] [12] , and performance assessment [13, 14] . Some of these applied signal processing techniques and learning algorithms such as Artificial Neural Networks (ANN). Häckell et al. [5] , applied classification algorithms to data from environmental operating conditions to then normalized SHM data for damage detection purposes. Hu et al., and Bogoevska et al. [1, 7] coupled information from the SCADA system with carefully situated structural sensing monitoring systems for assessing the structural condition under different environental conditions. However, neither a schema for detecting the operating regime nor a schema for exploiting design knowledge as means for classifying operating regimes are proposed. Whereas in the fields of machine learning, artificial intelligence and data mining several works apply expert knowledge to complement statistical methods. Here, we strive to tap into the coarse resolution (i.e., 10-min values) data from the SCADA unit because it is accessible. This historical data is typically used for performance assessment of wind farms. Whereas lower level, higher resolution data from the control unit, that can also be accessed through the SCADA system, is hard to handle. Even for the different stakeholders that operate and own wind turbines can be burdemsome to access it and handle it. Therefore, this approach might prove to be applicable to current operation and maintenance practices.
Even though it can be advantageous to identify operating regimes, it is also very challenging because support struc-tures of wind turbines are exposed to stochastic wind and wave loads, as well as different boundary conditions such as soil properties. Flow distortion from other turbines or the terrain also have an impact on the loads experienced. The wind turbine itself adapts to different loading conditions while trying to maximize the energy output by regulating the angle of the blades (i.e. pitch angle), the rotor orientation (i.e. yaw angle) and the generator electromagnetic torque. These controls ultimately change the response of the support structure. Therefore we propose the combination of design knowledge and machine learning algorithms as a first stage in the estimation of the structural state. The data sets available for this work are described in Section II-A. A background of the mathematical methods applied is given in Section II-B. A description of the proposed schema and results follows in Sections III and IV.
II. DATA AND METHODS

A. Lübenau Data
The data was collected from a modern megawatt-size wind turbine with blade pitch-angle regulation, yaw alignment, semi-variable speed drive train with gearbox and asynchronous generator, and tubular steel tower. The turbine is located in a wind farm park in the north east of Germany where the terrain is flat and open.
The data sets consist of (i) vibration data measured on the tower over the period from March 3 rd to May 6 th 2015, and (ii) SCADA system data over the period from September 2010 to March 2016. Vibrations were recorded at 1.6 kHz (10- min time series, once every hour) with tri-axial accelerometers placed on the north, south and east inner faces of the tower at different heights (i.e., 60m, 70m, 80m, and 100m). Fig.1 shows the orientation of the axes of the sensors rigged at the tower top located to the north (y N , z N ) and east (y E , z E ). A histogram of peaks found in the power spectrum of these vibration records, as shown in Fig.2 , gives an impression of the different structural responses observed and the predominant vibration modes.
The different responses are mainly associated to changes in the mean wind speed and wind direction, as well as turbulence intensity and wind shear. Other external influences can stem from the electrid grid, that might force the turbine to down regulate power, to shutdown or to stay connected on transient situations. As shown in Fig.3 , when the wind speed is very low the turbine rotor will be rotating very slowly (i.e., idling) and the vibrations are lower compared to when the turbine starts to produce power. The data set from the SCADA system comprises 10-min averages of a large set of sensors and measurements which directly relate to the state of the wind turbine. To provide an overview of the 190 channels, we classified them in (1) Environmental (i.e., wind speed, ambient temperature); (2) Turbine dynamics (i.e., acceleration, rotor speed, oil pressure); (3) Electrical systems (all power related measures); (4) Subcomponent condition (i.e., temperature); (5) Counters, alarms, and logs (i.e., turbine-on, service time, generator time-on). The first four data classes consist of average, standard deviation and extreme values. Data class 5 includes counters of the number of seconds during which the turbine was in a given state. Fig.4 shows time series representing each category. The relation between wind conditions and turbine controls is illustrated in Fig.5 , where P ramps up as u increases. The design rules that we introduce later stem from the relation between θ and ω r because u tends to have larger measurement uncertainties. u ci is the cut-in wind speed, u lp is the wind speed around which the turbine starts to limit power, un is the nominal wind speed at which the turbine starts to produce full power, uco is the cut-out wind speed.
B. Dimensionality Reduction and Classification Methods
Determining the most relevant features (i.e., latent variables z) in a large dataset (A) is a common aim to many disciplines. Several methods exist to find a data space of lower dimensionality (i.e. a low rank matrix approximation) than the original data set, which under some criteria, is approximating the full dataset. Principal Component Analysis (PCA) is a popular algorithm that originates from the statistics community and has since been successfully applied in different fields. [15] A common formulation of PCA is the maximum variance formulation [16] , given A m×n find a subspace with dimension k < n where the variance of the projected data is maximized. When n features and m samples are sufficiently large the most efficient algorithms, such as [17] resort to construct a singular value decomposition that approximates A A ≈ UΣV (1) where U m×k and V n×k have orthonormal columns, and Σ k×k is a diagonal matrix with positive entries. The spectral norm of the error A − UΣV is used to measure the quality of the approximation. Methods for classification are generally divided in supervised and unsupervised methods. In supervised classification (SC) data and corresponding labels (i.e. categories) are employed to train a model. Once a model is fit on this training data set, it can be used to predict the label of a new data point. Algorithms applied in SC include k-Nearest Neighbors (kNN), Linear Models, Naive Bayes Classifiers, Decision Trees, Ensembles of Decision Trees, Kernelled Support Vector Machines (SVM), and ANN. Unsupervised classification algorithms include PCA, Independent Component Analysis (ICA), Hierarchical Clustering (HC), Non-negative Matrix Factorisation, k-means clustering, Agglomerative Clustering, and Density-based spatial clustering of applications with noise (DBSCAN). An overview of many of these methods and stateof-the-art implementations are given in [18] and scikit-learn documentation.
SC pertains to classification of the membership (i.e. type, or label) y i of a new sample x i , given the training set x for which the membership is known. Decision rules are derived from x and y and then these decision rules are applied to each x i to assign the corresponding label. For example the kNN rule (commonly applied as a non-parametric probability density estimator [16] ) assigns x i the most common label found in k nearest neighbor points (x kNN ∈ x). To find x kNN given x i several algorithms and metrics exist; some apply distance metrics to find a predefined number K of neighbors and others find K given a radius r. To classify each x i , kNN rule is applied for each y k ∈ y to find the probability densities: p(x i ), conditional p(x i |y k ), and label prior p(y k ). Bayes' rule is then used to update p(
x i can then be classified with the label that has the largest p(y k |x i ). Distance metrics commonly adopted include Euclidian, cosine magnitude, and Minkowski (3).
When the objective is to find a set of classes (i.e. a partition C{c 1 , . . . , c k }) in a data set without prior knowledge of the number of classes and which class c k each sample x i belongs to; clustering algorithms such as k-means, DBSCAN and the HC family can be applied.
Once initialized with a number of clusters and their centroids, k-means iterates between assigning x i to a cluster, and adjusting the centroid c k to minimize a distance metric. Several equivalent formulations of the objective function exist [19] , a common aim is to minimize the sum of cluster variances (4)
where d is the total number of dimensions, and μ ij is the mean coordinate of the cluster.
III. CLASSIFICATION OF OPERATING REGIMES
An overview of the framework we propose is depicted in Fig.6 . It consists of a data assimilation stage, where data is filtered and pre-conditioned. Expert knowledge input is given as model parameters and rules to build numerical models, and to aid in feature selection, classification and fit of parametric models. The state of relevant subsystems can then be estimated and ultimately used to support maintenance and inspection decisions. Here, the focus is on design knowledge, feature selection by means of PCA, and classification with nearest neighbors and other clustering methods. The data described in Section II-A is applied to estimate the turbine operating regime and the state of the tower structure with a basic numerical model.
A. Data assimilation
Data from custom SHM and SCADA systems has to be filtered and cleaned. Data integrity checks, signal preconditioning if raw input is passed from acquisition units, filtering, downsampling, and summary statistics are meant to be performed at this stage. Here, vibration measurements are low-pass filtered and downsampled, variables of category (5) are discarded, and time is synchronized between data streams.
B. Design knowledge
Modern wind turbines aim at maximizing electrical power production while keeping mechanical loads under design specifications. The most generic control objective is to maximize C P , which is the ratio of P to available power 1/2ρAu 3 . Nowadays, the most common wind turbine topology has a rotor with 3 blades and a swept area A oriented in a vertical plane (i.e., y r -z r plane). Electronic controls and actuators rotate the nacelle to keep the rotor perpendicular to the main wind direction. During power production, before reaching nominal power, θ and the torque of the generator are regulated to maximize C P (θ, ωrR u ) and keep rotor speed within the design limits. The changes of the aerodynamic thrust, as θ is regulated, drive the bending forces on the support structure. On this basis θ and ω r are variables that yield information about the operating regime of the turbine, and they tend to be more reliable that environmental variables such as u.
Besides power production, a generic set of operating regimes that a wind turbine goes through as it produces power under ambient wind conditions include: start sequence, idling mode, test sequence, acceleration and connection to the grid, power maximization, power limitation, nominal (i.e. rated) power, down-rated operation, ramp-down due to high winds, emergency shutdown, parked. However, without an extended data set of high resolution data from the control unit, it is hard to pin-point each of them. Thus, a subset of these were defined as shown in IV-A.
C. Numerical models
Models based on the relevant physics of the subsystems of interest are setup to support the prediction of the response. These models can range in resolution and scope. When analizing global dynamics, a servo-aero-elastic model can be applied. For analyzing mechanical stresses a finite element model of the subcomponent of interest would be the choice. Here, we apply a simple lumped mass model with one mode shape to represent the dynamics of the tower fore-aft motion. The model parameters are set from approximate values of the geometry and materials and then tuned to match the design or measured natural frequency of the system. Changes of the bedding moment M at the turbine base from accelerationsẍ at the tower top are estimated with M (t) = Lmẍ(t), where L is the tower hub height and m the lumped mass of tower and rotor-nacelle-assembly. Maximum bending stresses σ(t) are calculated using an Euler-Bernoulli beam fixed at one end, with a thin-walled circular cross section for which shear deformation is not playing as large role as bending.
D. State estimation
The state estimation can be performed with different resolutions in time and space, from monitoring the instantaneous condition to estimating life-cycle performance. For fatigue one can estimate damage from rainflow counting of forces or stress histories combined with damage accumulation models. Here, damage equivalent loads and damage at the tower base flange are calculated. The accumulated damage is the estimated according to Palmgren-Miner's linear damage accumulation rule (5), where the number of cycles at each stress amplitude (n i , S i ) are counted with the rainflow-counting algorithm. The corresponding cycles-to-failure N i (S i ) are found from the material S-N curve.
IV. ANALYSIS AND RESULTS
To validate the proposed framework, we analyze the vibration data according to operating conditions, derive rules to define operating regimes, test supervised and unsupervised classification, and then illustrate the estimation of fatigue life with the long term coarse resolution data.
A. Classification of operating modes and correlation to measured response
The response measured with vibration data is linked to the to the operating regime observed as follows:
1) Filter and downsample vibration data. From the SCADA system data discard variables with counters, match time stamps to those of vibration data. 2) Set rules to define operating regimes based on generic design knowledge, and the observed behavior. Verify consistency of rules on feature space and power curve plot. 3) Reduce dimension of SCADA system data with PCA, evaluate how many components represent the data well enough. 4) Apply clustering on the lower dimension subspace, verify classification on the feature space. In this process, several euristic rules based on knowledge of the wind turbine operation are tested and it is observed that the modes of vibration measured with the accelerometers (illustrated in Fig.2 and 3) show a good relation to different subsets of SCADA system variables. The magnitude and the peak location on the PSD of the time series correlate with operating regimes at increasing u. The vibration data demonstrates the higher magnitude vibrations at higher u, up to the power limitation region where although the steady state aerodynamic thrust decreases, fluctuations of the acceleration remain high. The location of these peaks is linked to the passing frequencies of the blades and to the modes of vibration of the tower. Table I shows a set rules on the ω g -θ (i.e., design variables) plane that are illustrated in Fig.7 . The corresponding clusters are shown on the power curve and the nacelle acceleration in Fig.8 . We can observe larger fore-aftẍ fa and side-to-sideẍ ss vibrations as the wind speed increases.ẍ ss vibrations seem larger and are more scatter thanẍ fa , particularly at higher wind speeds where the fore-aft motion as aerodynamic damping. These clusters are used as a reference to compare different clustering alternatives. Fig. 7 . Clusters based on rules from Table I . Plot shows also minimumand maximum-ωr. Data points outside the defined clusters are assigned as outliers.
B. Supervised and unsupervised classification
A few classification workflows are defined based on supervised (nearest neighbors) and on unsupervised clustrering algorithms (k-means) that are applied on a training data set corresponding to the month of March. Table II sumarizes the main inputs, settings and a score of the model fit. The main settings of the clustering algorithms are defined euristically, by performing a few trials to achieve a good score without over Table I on selected channels of SCADA system data.ẍss maximum acceleration value of the nacelle in the side-to-side direction, andẍ fa in the fore-aft direction (yr-and xr-axis in Fig.1 ).
fitting. The score used to indicate the fitness of the model is the ratio (i.e., the percentage) of correct classifications. This ratio is calculated based on the classifications obtained by applying design knowledge rules, and scoring only the clusters properly identified by each algorithm. Two flavours of nearest neighbors are tested: kNN(Ā), and kNN(V {1−4} ), where the feature space input is the normalized data setĀ and the first four components of the reduced-dimension data set V {1−4} . Similarly, the following unsupervised clustering algorithms are tested: Fig.9 illustrates clusters obtained with k-means, DBSCAN, and HC in the plane of design variables chosen to set the rules (ω r , θ), in the principal components plane (V 1 , V 2 ), and in the power curve plot. It can be observed that DBSCAN and HC find very well the idling and the start regimes, whereas k-means does not find very well the those regimes. k-means can find different regions on the power curve as well as HC, however DBSCAN just finds one big cluster for corresponding to the normal power production regime. 
C. Estimation of fatigue state
The models described in Section III-C and III-D are applied to estimate the fatigue state of the tower in the different operating regimes. A SN curve from the Swiss norm for steel design (SIA-263) is used along with the stress time series to estimate the damage of each 10-minute time series on the turbine. 1-Hz damage equivalent loads S o are also calculated from those time series. Fig.10 illustrates the estimated S o for the different operating regimes classified according to Table  I . This gives a reference of the relative difference of damage experienced by the turbine support structure while operating in each regime. The total cumulative damage can then be calculated by multiplying the average damage of each class by the fraction of time in each operating mode. The fraction of time is extracted Fig. 10 . Mean per operating regime of damage equivalent load So, normalized by the value in regime Pmax. Accelerations from sensors conditional to wind direction are used to estimate fore-aft and side-to-side loads.
from the classification of the complete 5 years data set, Fig.11 shows the evolution of the estimated S o and u for a period of 3 months. 
D. Summary
• Most of the time the tower experiences stress cycles much smaller than the endurance limit of the steel. Operating regimes at higher wind speed tend to show larger damage relative to those at lower wind speeds.
• Fore-aft motion yields the highest damage to the turbine, although the side-to-side motion can show large peak values of acceleration because there is practically no aerodynamic damping in that direction.
• Larger vibrations, with larger damage values, correlate with operating regimes at higher wind speeds. However, once rated power is reached further classification and accounting for the change in steady state thrust is necessary to accurately describe the damage tendency in that range.
• Abnormal vibration episodes during which the turbine experiences higher than normal vibrations in very short intervals are not easily detected using on 10-min values from the SCADA system. Using higher resolution data and extending the vibration data set would improve statistical accuracy.
• More detailed analyses should include estimation of forces from accelerometer measurements using advanced estimation methods and use of higher fidelity numerical models. Regarding classification, a formal evaluation of clustering alernatives (i.e., algorithm settings, multi-stage classification) is necessary to improve performance.
• The design variables used for classification are a better indication of the operating regime than environmental variables which hold larger uncertainty.
V. CONCLUSIONS
The dynamic response of wind turbine support structures shows different characteristic responses depending on the wind conditions and the control settings. These operating regimes correlate well with the measured response of the structure. We propose an approach where operating regimes are classified based on generic design knowledge and clustering methods. Aspects of this approach that are explored include: reduction of dimensionality of the data set, and classification with supervised and unsupervised methods. Principal component analysis reduces the dimensionality of the data. The subsequent unsupervised classification can be realized in the lower dimensional space. A potential application is demonstrated by estimating the fatigue state of a structural component from several years of SCADA system data. The estimated states can be utilized to calibrate models of operation and maintenance of wind turbine structures. Further research will involve the application of the deviced framework at the wind farm level where the operating conditions and responses might be highly diversified amongst turbines.
