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The Gravity Recovery and Climate Experiment (GRACE) has been
orbiting the Earth and determining its gravity field since 2002. Throughout
the course of the mission, the orbital elements occasionally change such that
the satellites enter a repeat ground track configuration. Repeat ground tracks
result in reduced spatial resolution of the satellites, which poses problems in the
context of gravity recovery. The monthly gravity solutions during these periods
are examined and shown to have lower quality than usual. The characteristics
of these repeat period solutions are identified and compared to a period of
uniform coverage to illustrate the ways in which the solutions are degraded.
An investigation into the underlying physical and computational sources of
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The Gravity Recovery and Climate Experiment (GRACE), a joint mis-
sion between NASA and Germany’s DLR, consists of a pair of satellites that
have been orbiting the Earth and collecting observations that result in monthly
gravity field solutions since 2002. The mission principal investigator, science
operations, and science data analysis responsibilities related to GRACE reside
at the University of Texas at Austin’s Center for Space Research. The orbit of
GRACE (as with most geodetic satellites) is designed such that it passes over
as much of the Earth’s terrain as possible in a short amount of time. By doing
this, GRACE experiences the gravitational effects of many different portions
of the Earth and is therefore able to resolve them.
Throughout the course of the GRACE mission’s lifetime, there have
been a few periods of reduced spatial coverage, due to repeat ground tracks,
resulting from the satellites’ continually changing orbital elements. The repeat
ground tracks cause GRACE to only observe a small fraction of the Earth’s
gravity field, and the gravity solutions using those observations suffer in terms
of quality. The detrimental effects of repeat ground tracks on the “perfor-
1
mance” of GRACE satellites has long been observed, and several techniques
have been developed which improve the solution (such as matrix regularization
and incorporation of an a priori constraint).
However, the fundamental reasons for why solutions during repeat
ground tracks have reduced quality are still not fully understood. For GRACE,
this thesis aims to identify some of the characteristics that are associated with
solutions during repeat periods. In addition, the underlying causes of solution
degradation from a physical and computational standpoint will be addressed.
1.2 History of Gravity Recovery
The determination of Earth’s gravitational field has many important
applications. As mentioned in Appendix A, the ability to effectively predict
the motion of satellites relies heavily on an accurate model of the Earth’s
gravitational field. There is also an interest in the time-varying nature of
the gravity field among climatologists [1]. The motion of the Earth’s fluid
envelope (oceans, atmosphere, and cryosphere) is observed as a change in
mass distrubution, and scientists can use this information to study geophysical
processes on a large scale [31].
Prior to the launch of Sputnik in 1957, the importance of determining
the Earth’s gravity field was recognized. However, the lack of data to sup-
port the field of geodesy’s theory hindered its progress [23]. The gravitational
field has traditionally been determined by empirically estimating its harmonic
coefficients. The data from which these estimates are calculated comes from
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measurements taken from the surface of the Earth and by observing the non-
spherical perturbing influence on the motion of satellites [8]. Before satellite
tracking data became abundant, the most popular method of determining the
Earth’s gravitational field was to analyze the amplified long-period behavior
of satellites in resonant orbits [6]. One of the first demonstrations of this tech-
nique involved observing the sinusoidal varition in the orbital eccentricity of
the Vanguard satellite 1958β2 [16]. The amplitude and period of the variation
provided information about the source and size of the dominant perturbation
responsible for that effect, which was found to be the J3 zonal harmonic.
The earliest attempts to recover the harmonic coefficients were founded
upon analytical theories of satellite motion, such as linear perturbation the-
ory [10]. However, with the advent of more powerful computers and better
observation technology, numerical approaches emerged that were capable of
determining higher fidelity gravity fields [23].
The first release of a gravity model came in 1963 from the Johns Hop-
kins University/Applied Physics Laboratory. It was labeled JHU/APL 1.0
and contained harmonic coefficient values up to degree and order eight [28].
Other ways to refer to the size of a gravity field include saying that it has
LMAX = 8 or calling it an 8 × 8 field. Various other models were created
by different institutions with slightly increasing size over the next ten years,
and in 1972 NASA Goddard Space Flight Center generated the first in its line
of Goddard Earth Models (GEM) [22]. The GEM series incorporated addi-
tional data types to resolve the gravity fields, such as satellite radar altimetry,
3
Doppler range observations, and satellite laser ranging [8]. The GEM models
featured successive improvements, culminating in the GEM-T3 model in 1992
that was complete to degree and order 50. The GEM series was followed in
the mid 1990’s by the Joint Gravity Model series (JGM-1, 2, and 3) that in-
cluded harmonic coefficients up to degree and order 70 [14]. The University
of Texas at Austin independently created its own Texas Earth Gravity (TEG)
models from the late 1980’s to late 1990’s. In 1997, the TEG-3 model was
released and was complete to degree and order 70. It was also the first model
to include GPS observations (associated with the TOPEX/Poseidon mission)
in the gravity solution process [22]. These models ultimately resulted in the
widespread EGM96 gravity field.
The success of TOPEX/Poseidon demonstrated the value of GPS mea-
surements in orbit determination and gravity recovery, and this technique
has been included in the major subsequent geodetic missions to date. These
missions include GRACE, the Challenging Minisatellite Payload (CHAMP,
launched in 2000), and the Gravity Field and Steady-State Ocean Circula-
tion Explorer (GOCE, launched in 2009). In addition to obtaining precise
position data, these three missions have instruments on board to measure
non-gravitational accelerations so that they could be separated from the influ-
ence of the Earth’s gravity. The GRACE mission’s instrument suite includes
a high-precision K-band ranging system, causing a paradigm shift in the way
the Earth’s gravity field is measured.
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1.3 GRACE Mission Design
The GRACE mission consists of two co-orbiting satellites in a nearly
circular orbit around the Earth. The near-circular orbit is a common choice
among geodetic satellites because it allows for a “uniform” gravitational influ-
ence from the Earth [13]. The satellites’ orbits are also nearly polar (∼ 89◦
inclination) to allow for maximum spatial coverage of the Earth’s surface with
little to no additional maneuvering. Ideally, a geodetic satellite should be
placed in an orbit with the lowest possible altitude because the gravity signal
is attenuated as the semi-major axis increases. However, the drag experienced
from Earth’s atmosphere will quickly decay the orbit of a low-altitude satellite,
so a compromise must be made between the signal quality, the fuel consump-
tion, and the lifetime of the mission. GRACE was chosen to have a relatively
high altitude (∼ 500 km) and was allowed to free-fall with few corrective ma-
neuvers. At this height, the satellites’ altitudes decay at only about 30 m/day
[24]. This technique was selected in order to obtain a longer mission lifetime.
By doing this, the time-variable gravity field of the Earth could be observed
for longer durations, which is beneficial for climatological applications [1].
As with the CHAMP mission that preceded it, GRACE incorporates
GPS measurements to precisely determine its orbits and three-axis accelerom-
eters to measure the non-gravitational forces it encounters. However, the ad-
vantage of using two satellites in this configuration is that inter-satellite range
measurements (also known as low-low satellite to satellite tracking) observe
the nonspherical gravitational perturbations associated with the Earth with
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greater precision. The high precision of the K-Band antenna ranging system
(< 10 µm [9]) has allowed for the range measurements to become the primary
observation of the GRACE mission. The sensitivity achieved with the inter-
satellite measurement system enables smaller orbital perturbations at higher
frequencies to be accurately resolved [1]. The resulting gravity fields that are
generated using GRACE data are complete to degree and order 180.
1.4 Thesis Scope and Approach
Throughout the lifetime of the GRACE mission, there has nearly al-
ways been a sufficient amount of data to produce these high-fidelity monthly
gravity solutions with great accuracy. However, as mentioned previously, the
geometries of the satellites’ orbits are such that certain periods will contain
less information about the Earth’s gravity field than usual. The gravity solu-
tions that are obtained from this reduced data set suffer in terms of quality
in that there is increased uncertainty in the estimated harmonic coefficients.
The investigation of the underlying reasons for why this degradation occurs is
the central focus of this thesis.
Several techniques and performance metrics will be examined in this
thesis to identify and characterize the nature of gravity solutions during months
of reduced spatial coverage. This will be done using both real and simulated
scenarios that highlight the important details associated with solution degrada-
tion. The concept of gravitational perturbation frequencies will be discussed,
as well as their behavior during repeat ground tracks. The relationship be-
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tween these perturbation frequencies and the mathematical conditioning of
the estimation problem used to estimate Earth’s harmonic coefficients is also
addressed. In addition, analytic tools such as the singular value decomposition
and degree error variance comparisons will be utilized to observe the onset of
solution degradation and why it happens from a computational standpoint.
Additionally, to assess the practicality of the results obtained from this anal-
ysis, certain quantities will be compared to more widely used calibrated solu-




The sections contained within this chapter focus on the topics that
are directly related to the problems associated with gravity recovery during
repeat ground tracks. For a more rigorous description of the fundamentals of
geodesy, the techniques used to produce gravity solutions, and the associated
terminology, refer to the appendices at the end of this thesis.
The underlying goal of the GRACE mission is to observe and determine
the properties of Earth’s gravity field, particularly its non-spherical contribu-
tion. An accurate representation of the Earth’s influence on a satellite is
essential to predicting its motion at a future time. This relationship is shown
by the expression for the acceleration of a satellite due to gravity:
r̈ = ∇U (2.1)
where ∇ denotes the gradient of the scalar potential function U and r̈ is a
vector containing the three components of the satellite’s acceleration. For the
remainder of this thesis, bold symbols will denote vector and matrix quantities
to distinguish them from scalars. It can be seen from Equation 2.1 that the
calculated acceleration on the satellite is dependent on the value of U . The
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potential function is often decomposed into effects from the spherical portion
of the body, which is known to be µ
r
, and the non-spherical influences on the
satellite that cause deviations from ideal Keplerian motion, known as per-
turbations. Assuming that the only perturbations acting on the satellite are
due to the non-spherical contributions of Earth’s gravity, the accuracy of the
spherical hamonic coefficients of the Earth become the determining factor for
the quality of the predicted motion.
The nonspherical gravitational potential experienced by a satellite is
dependent on its position with respect to the Earth. A convenient way of
expressing the location of a satellite in this regard is to employ a spherical
coordinate system of geocentric latitude φ, longitude λ, and radius r from
the Earth’s center of mass. With this convention in place, the nonspherical













C lm cos (mλ) + Slm sin (mλ)
]
(2.2)
where ae represents the Earth’s equatorial radius and P lm is the normalized
associated Legendre function evaluated for degree l and order m of the ex-
pansion. Additionally, these perturbations can be visualized in terms of the
Keplerian elements associated with the the satellite’s orbit using Kaula’s lin-
















Flmp (i)Glpq (e)Slmpq (2.3)
where a is the semi-major axis and Flmp and Glpq are functions of the incli-
nation i and eccentricity e of the orbit. As in Equation 2.2, the parameters l
and m correspond to the degree and order of the various harmonic coefficients












where the upper term in the brackets is used when l−m is even and the lower
term is used when l −m is odd. Also, the angular term, which is sometimes
referred to as the Kaula gravitational argument [27] is:
ψlmpq = (l − 2p+ q)M + (l − 2p)ω +m(Ω− θe) (2.5)
where ω, M , and Ω are the classical Keplerian elements and θe is the Greenwich
hour angle [1].
2.1 Non-Spherical Body Perturbation Frequencies
The rate at which ψlmpq is changing is known as the gravitational per-
turbation frequency. The perturbation frequency is obtained by simply taking
the time derivative of Equation 2.5:
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ψ̇lmpq = (l − 2p+ q)Ṁ + (l − 2p)ω̇ +m(Ω̇− θ̇e) (2.6)
Perturbation frequencies play an important role in geodesy and gravity
recovery because they are linked to the period of oscillation for a particu-
lar perturbation. Different harmonic coefficients are associated with different
lmpq sets, resulting in different perturbation frequencies. These frequencies
dictate the behavioral characteristics of the perturbing source, such as whether
they exhibit secular, long period, or short period effects. An alternate form of
ψ̇lmpq will be used for the remainder of this thesis:
ψ̇kmq = −qω̇ + k(ω̇ + Ṁ) +m(Ω̇− θ̇e) (2.7)
where −l ≤ k ≤ l. The coefficient k = l− 2p+ q is introduced for convenience
to identify lumped harmonic sets, which will be discussed shortly. The index
q contributes to the eccentricity function Glpq(e) associated with Kaula’s for-
mulation of the gravitational potential listed in Equation 2.3 [10]. Noting that
Glpq ∼ e|q|, a nearly-circular orbit, as seen with the GRACE mission, causes
perturbations associated with q = 0 to have the dominant effects. Because of
this, perturbations with nonzero q values, sometimes referred to as sideband
frequencies [6], will not be considered in this thesis. Under these conditions,
the general form for the dominant perturbation frequencies for a given orbit
is:
11
ψ̇km0 = k(ω̇ + Ṁ) +m(Ω̇− θ̇e) (2.8)
It can be seen that for a specified orbit, each m, k pair will almost
always produce a unique perturbation frequency. Considering that multiple
combinations of l and p can produce the same value of k, each perturbation
frequency can be attributed to a linear combination of many different harmonic
coefficients. More specifically, these coefficients will share the same m, but
the nature of k dictates that each degree l in the set will have the same
mathematical parity. As a result, each m, k pair corresponds to a set of
lumped harmonics [5]. In other words, when perturbations of a particular
frequency are observed, many different harmonic coefficients are responsible.
The concept of lumped harmonics can be demonstrated with a simple
example involving a small gravity field. Consider the GRACE mission, which






The perturbation frequencies corresponding to each pair (C lm, Slm)
of harmonic coefficients in a 7 × 7 field are calculated via Equation 2.6. By
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grouping the coefficients that have identical frequencies, some relationships
between the indices of the coefficients become apparent. To illustrate this, the
lowest positive frequencies for the test field are listed and organized below:
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Table 2.1: Perturbation Frequencies Produced by Different Harmonic Coeffi-
cients
Freq. (cycles/rev) l p m k
0.00 2 1 0 0
0.00 4 2 0 0
0.00 6 3 0 0
0.52 7 3 7 1
0.58 7 3 6 1
0.64 5 2 5 1
0.64 7 3 5 1
0.70 5 2 4 1
0.70 7 3 4 1
0.77 3 1 3 1
0.77 5 2 3 1
0.77 7 3 3 1
0.83 3 1 2 1
0.83 5 2 2 1
0.83 7 3 2 1
0.89 3 1 1 1
0.89 5 2 1 1
0.89 7 3 1 1
0.95 3 1 0 1
0.95 5 2 0 1
0.95 7 3 0 1
1.53 6 2 6 2
1.60 6 2 5 2
1.66 4 1 4 2







The results in Table 2.1 show that coefficients with the same perturba-
tion frequency have the same values of m and k. Furthermore, these groups of
coefficients share the same parity of l, meaning that the values of l are either
entirely even or odd. While the existence of multiple harmonic coefficients
contributing to a single perturbation frequency makes it difficult to observe
the effects of a single coefficient, techniques have been established for decades
to estimate the coefficients with considerable accuracy [11],[12]. When this is
the case, considerations have to be made regarding sampling frequency and
measurement duration to ensure observability.
A special case involving perturbation frequencies is known as resonance.
This occurs when a particular ψkmq (excluding those that correspond to even-
degree zonal harmonics) changes very slowly, such that ψ̇kmq ≈ 0 [5]. A satellite
is said to be in exact resonance when ψ̇kmq = 0, but this is a very rare oc-
currence. In reality, the most extreme scenarios exist when the magnitude of
ψ̇kmq is very small (known as deep resonance), which means the perturbation
frequency is very low and the oscillations take place over a very long period.
Since perturbations with longer periods are known to have larger amplitudes
[27], the lumped harmonic sets responsible for this behavior will dominate the
signal and other harmonics will become less resolvable. Another category with
slightly larger ψ̇kmq than deep resonance is shallow resonance, which has less
profound effects but still poses problems in the context of gravity field recov-
ery. A common example of an orbital configuration that exhibits resonance is
the repeat ground track.
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2.2 Repeat Ground Tracks
As mentioned in Chapter 1, geodetic missions such as GRACE are often
chosen to have near-polar inclinations as a fuel-efficient technique to provide
maximum spatial coverage. A quick way to assess the “resolution” achieved by
a satellite is by analyzing the ground track, or the projection of the satellite’s
orbit onto the surface of the Earth, over a reasonably short interval of time.
Ideally, the ground track of a satellite will uniformally cover the Earth in this
span so that the perturbing effects of a wide range of spherical harmonics can
be observed. However, conditions can occasionally arise such that the satellite
exhibits a repeat ground track, upon which the ground track only covers a
relatively small portion of the Earth. Examples of these two scenarios are
shown in Figure 2.1 below for two month-long intervals during the GRACE
mission.
(a) February 2004 (b) September 2004
Figure 2.1: Ground track layout during a period of (a) ideal spacing and (b)
repeat ground track conditions.
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Figure 2.1a illustrates the desirable spatial coverage for a geodetic satel-
lite, occurring during the month of February 2004. A vast majority of the
months in the GRACE mission’s lifetime possess a ground track layout simi-
lar to this, but occasionally the orbital elements combine to produce a repeat
ground track such as in Figure 2.1b. This particular repeat period occurred
during September 2004 and is widely-studied because it represents the “worst”
case of a repeat period that GRACE has encountered. The large portions of
uncovered terrain are clearly visible in this plot, which will later be shown to
have an adverse effect on the ability to recover the Earth’s gravity field.
Repeat ground tracks occur when the rotational period of the Earth
and the orbital period of the satellite are commensurate, meaning their ratio is
comprised of two co-prime integers [27]. These two entities are mathematically
represented by the nodal day and nodal period, respectively. The nodal day
is defined as the time required for the Earth to make one revolution relative





Similarly, the nodal period is defined as the amount of time it takes for






When the nodal period of the satellite and the nodal day are in propor-
tion to each other, a repeat ground track is encountered. That is, the following













where D and R are co-prime integers which denote the length of the repeat
period in days and number of orbital revolutions that the satellite makes in
that time, respectively. Theoretically, all orbits will repeat if given enough
time and revolutions, but only small values of D and R produce the sparse
ground tracks of interest. For example, the repeat ground track that GRACE
experienced in September 2004 was 61 revolutions over 4 days (referred to as
61/4).
2.2.1 Behavior of Perturbation Frequencies During Repeat Ground
Tracks
During exact repeat conditions, the relationship between the changes
in orbital elements is such that multiple perturbation frequencies reduce to
a unique frequency over the same period [30]. The spectrum of unique fre-
quencies becomes altered in a manner similar to aliasing. This effect can be
visualized by substituting the repeat ground track condition into the expres-
sion for the general perturbation frequency (Equation 2.8):
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Ω̇− θ̇e = −
D(Ṁ + ω̇)
R











where N = kR−mD is known as the wave number for a given repeat period of
D days [30]. Since (Ṁ+ω̇)
R
is essentially constant during the repeat ground track
portion of any orbit, the wave number becomes an alternate way to characterize
perturbation frequencies. Considering that positive and negative perturbation
frequencies with the same magnitude can be lumped together, there will be
|N | unique frequencies associated with a satellite in a repeating ground track.
Depending on the size of the gravity field that is to be determined, there could
potentially be some identical frequencies in the repeat configuration that were
originally distinct in the general case.
2.2.2 Consequences of Repeat Perturbation Frequencies
In the event of this scenario, the resulting solution for Earth’s gravity
field will most likely be of lower quality than usual. This consequence can be
traced back to the estimation problem that is used to determine the harmonic
coefficients that make up the gravity field. The numerical conditioning of this
problem is dependent on the ratio of the number of unique perturbation fre-
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quencies to unknown harmonic coefficients to be solved for. When the gravity
field to be determined becomes large enough, the reduction in unique per-
turbation frequencies experienced during a repeat ground track will adversely
affect the observability of the estimation problem. This phenomenon will be
discussed in detail in Chapter 4.
When GRACE encounters a repeat ground track, a threshold is reached
at which the size of a gravity field is too large (that is, it contains too many
harmonic coefficients) to be adequately resolved. Considering that the number
of coefficients steadily rises with the size of the field, the first signs of degrada-
tion become apparent when perturbation frequencies start to repeat that were
previously unique in a non-repeat ground track. Ultimately, the requirement
to guarantee the same number of perturbation frequencies between uniform
and sparse ground track layouts is that R > 2LMAX . When this condition,
which is sometimes referred to as the Colombo-Nyquist rule [29], is no longer
fulfilled, the estimation problem becomes less observable.
There are several tools for comparing gravity solutions such that the
effects of a lack of information can be identified. These tools are detailed in
the following section.
2.3 Analysis Tools for Gravity Field Solutions
The analysis tools that are used in this thesis to assess the quality of a
gravity field solution can be divided into two categories. The first group looks
at the values of the estimated coefficients and the size of their uncertainties.
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These metrics are a relatively high-level look at the statistics of a gravity
field solution and can be used to quickly compare different fields. The second
technique, which is the singular value decomposition, provides a more in-depth
look into the numerical conditioning of the estimation problem used to obtain
the solution. The singular value decomposition helps to identify when and
why a solution is degraded under certain conditions.
2.3.1 Degree Variance, Degree Difference Variance, and Degree Er-
ror Variance
The degree variance, degree difference variance, and degree error vari-
ance are three closely related statistics that are used to assess the quality of
a gravity solution. These statistics are commonly plotted with the degree l of
the field along the abscissa so that the contribution of particular coefficients













The degree variance is a measure of the signal “power” associated with
a particular gravity field in that it directly involves the values of the normalized
harmonic coefficients. As a result, examining the DV spectrum is done as a
quick check to ensure that a candidate field is comparable to an accepted power
law [18]. In the absence of a nominal field, a baseline can be approximated
by Kaula’s Rule [17], which is a best-fit curve that is derived from empirical
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While a visual inspection of the DV for two different fields serves as
a useful method for comparison, a more quantitative approach is sometimes
desired. This is achieved by calculating the degree difference variance (DDV).
First, the difference between the values of each harmonic coefficient for the
two fields is obtained (∆C lm and ∆Slm). Then, the sum of the squares is
computed for each coefficient within a particular degree in the same manner










The DV and DDV are good tools to compare two gravity fields, but
contain little information about the estimation uncertainty associated with the
estimates for the harmonic coefficients. The degree error variance (DEV) is
used to help visualize the amount of uncertainty that is contributed by the
coefficients in each degree [8]. The DEV is calculated by taking the sum of
the squares of the formal sigmas (the diagonals of the covariance matrix) of












The three formulations above result in dimensionless statistics, but they
are more commonly represented in units of geoid height. This is achieved by
multiplying the dimensionless value by the mean equatorial radius of the Earth.
As mentioned previously, the DEV uses the formal sigmas associated
with the estimation problem to establish a measure of a gravity field’s uncer-
tainty. Although the aforementioned formal degree error variances will be used
in this thesis, a more realistic set of calibrated error estimates is also delivered
to the scientific community [2]. The calibrated errors used for this analysis
are modified versions of those that are contained within the GRACE Release
4 (RL04) product. The RL04 values are divided by a factor of
√
2 in order to
roughly represent the errors that will be seen as part of the transition by the
GRACE science team to RL05, which includes many improvements upon the
previous release. The RL05 calibrated errors were not available at the time of
writing this thesis.
Calibrated errors are useful because they account for systematic flaws,
such as an assumption of Gaussian noise in the instrument measurements,
and tend to be more conservative in that they have higher uncertainties. The
calibrated error estimates are essentially used to replace the formal sigmas,
so the degree error variance of these new sigmas can also be calculated using
Equation 2.16. While the calibrated solutions are are considered to be more
realistic, the formal sigmas arising from “typical” GRACE data processing
are analyzed because they are generated relatively quickly. Regardless, the
calibrated error DEV serves as a good baseline to assess how significant the
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relative changes in formal DEV’s are between gravity solutions. This topic
will be addressed further in Chapter 4.
2.3.2 Singular Value Decomposition of the R Matrix
The singular value decomposition (SVD) is a powerful and prevalent
tool used to manipulate a rank-deficient linear system such that it enables a
meaningful solution to be resolved. A by-product of this process is the ability
to determine the observability of a system by inspecting the singular values
associated with it [8]. The use of techniques will be explained in further detail,
but first the fundamentals behind the SVD will be established.
Given any m × n matrix A, there exists a set of three matrices that
form the singular value decomposition of A, such that:
A = UΣV T (2.17)
whereU and V are orthogonal matrices. They are composed of column vectors
ui and vi known as the ith left and right singular vectors, respectively [8].
Furthermore, Σ is a diagonal matrix that is n × n for traditional gravity
recovery problems, where the number of m observations greatly outnumber
the number of n parameters. The diagonal values of Σ are known as the
singular values associated with A. The singular values are commonly listed
in descending order and are always greater than or equal to zero, such that
σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0. The analysis in this thesis adheres to this convention.
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Knowledge of the singular values is useful because the number of nonzero
singular values is equivalent to the rank of A. Therefore, the extent to which
a system is ill-conditioned can be determined by inspecting the singular values
associated with it. In practical applications, however, ill-conditioned problems
will never be exactly rank deficient, but rather numerically rank deficient [22].
This corresponds to the appearance of singular values that are very small, but
not quite zero.
Techniques have been devised to identify the “bad” singular values in a
problem, discard them, and reconstruct the problem using the singular vectors
so that a pseudo-inversion can be performed as a meaningful alternative [8].
In essence, this procedure attempts to extract the linearly independent infor-
mation and form a similar problem that is well-conditioned [22]. Considerable
work has been done to determine which singular values are candidates for re-
moval, and several criteria exist to determine the optimal solution for a given
problem. This process of reconstructing the problem is outside the scope of
this thesis, but the inspection of singular values to identify observability issues
plays a major role in the subsequent analysis.
The term “ill-conditioned” generally refers to a system of linear equa-
tions that does not contain enough information to adequately determine the
parameters of interest. Because the singular values of a system are closely
linked to its conditioning, there are two categories of ill-conditioned problems
that are determined by the characteristics of the singular value set [22]. The
first class contains situations that have a distinct separation between large
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and small singular values and are referred to as rank deficient problems. The
second class, known as discrete ill-posed problems, have a smooth transition
from large to small singular values and are more commonly seen in applications
related to gravity recovery. Although the smallest singular values might not
be particularly close to zero, the overall range of values can be large enough to
lead to numerical problems in certain situations. To demonstrate this, consider
a basic linear system:
Ax = b (2.18)
where A is a matrix and x and b are vectors. If A is full-rank, then the
solution to the linear system is simply:
x = A−1b (2.19)
If a small perturbation δb is added to b, creating a new value b̃, then
it is desired that the new solution (denoted x̃) should generally not be too far
away from x. The difference in the original and perturbed solutions will also
be small, and is introduced as δx = x̃− x. In this context, a perturbation is
considered to be small when the norm of the perturbed vector is small relative
to the norm of the original vector. In other words, the perturbations δb and
δx are sufficiently small when the ratios ||δb||||b|| and
||δx||
||x|| are small. With these
relationships in place, the perturbed linear system becomes:
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Ax̃ = b̃
A(x+ δx) = b+ δb (2.20)
Since the original linear system is defined to be Ax = b, the resulting
expression is then:
Aδx = δb
δx = A−1δb (2.21)
Because the inversion of A is necessary, it is assumed to be full rank.




Similarly, the equation for the original linear system can be re-written
as b = Ax. The induced matrix norm of this expression leads to:
||b|| ≤ ||A|| ||x|| (2.23)








The perturbed and unperturbed inequalities can now be multiplied to-
gether to obtain a relationship between the relative sizes of the perturbation







Equation 2.25 establishes the maximum value of the perturbed solution
for a given perturbation in b. This relationship is heavily dependent on the







where σ1 and σn are the largest and smallest singular values of A, respectively.
In a well-conditioned problem, a small change in b will not affect the resulting
solution very much, which corresponds to a small condition number. On the
other hand, ill-conditioned problems can experience very large changes to the
solution in the presence of a perturbation, so their condition numbers will
be relatively high. As a result, the condition number becomes a measure of
the “sensitivity” of a linear system. In other words, the size of the condition
number can be used to assess how ill-conditioned a particular problem is.
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This diagnostic technique can be applied to the QR factorization method
used in GRACE processing by analyzing the singular values of the R matrix.
Although QR factorization has an advantage in accuracy because it deals di-
rectly with the H matrix, it is not completely immune to ill-conditioning. If
multiple columns of H are close enough to be linear combinations of each
other, then this degradation will be reflected in R and its singular values.
The degree error variance and singular value decomposition are the two
primary methods used in this thesis to evaluate the quality of a gravity field.
In particular, these tools will be invoked to compare the gravity fields resulting
from data collected during different spatial coverages. A more comprehensive
description of this process and the other analysis that is undertaken in this
thesis is described in the following section.
2.4 Data Processing Overview
The results obtained for this thesis follow a general data flow beginning
with two sets of measurements from the satellites. The two measurement
types are GPS double-differenced observations and K-band range rate data.
This information is processed at the University of Texas at Austin’s Center
for Space Research using two programs to produce official gravity solutions
that are released to the scientific community. The first program, the Multi-
Satellite Orbit Determination Program (MSODP), takes the raw data and
generates a REGRES file containing a set of observation residuals and partial
derivatives. The REGRES file is passed to a second program, the Advanced
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Equation Solver for Parallel Systems (AESoP) to obtain a linear least squares
solution to the estimation problem, resulting in the harmonic coefficients that
comprise the gravity solution. A more rigorous description of the procedure
used to obtain gravity solutions from raw satellite data is located in Appendix
C.
Much of the processing associated with this thesis involves taking a
REGRES file associated with a particular month’s worth of data and run-
ning AESoP multiple times to solve for gravity fields of different sizes for
that month. In addition to a series of estimates for the harmonic coefficients,
AESoP also produces the uncertainties associated with each estimate. These
values are used to calculate the degree error variances across every degree for
each solution according to Equation 2.16. The calibrated error estimates that
are compared to these formal uncertainties are publicly available on JPL’s
Physical Oceanography Distributed Active Archive Center (PODAAC) web-
site [15]. The degree error variance, which is ultimately the statistic that is
being compared, is also calculated via Equation 2.16.
Another capability of AESoP is to produce the R matrix that is used
in its QR factorization solution technique. As mentioned previously, R essen-
tially contains the same information as H so its singular values are equally as
useful. To calculate the singular values associated with R, the LAPACK rou-
tine DGESVD is employed [3], which outputs a list of the values in descending
order.
To accompany a study performed to visualize the spatial coverage dur-
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ing different conditions, a simulation is conducted to quantify this effect on the
harmonic coefficient estimates. This was achieved using a modified version of
a Fortran script provided by Srinivas Bettadpur. Based upon an input gravity
field, the script creates a series of simulated observations to be made at vari-
ous user-defined locations on the Earth’s surface. It then attempts to re-solve
for the harmonic coefficients using the previously determined values of the
potential. This involves forming the HTWH matrix, which involves the cal-
culation of the measurement partial derivatives with respect to the normalized
harmonic coefficients. Beyond this, the solution process utilizes the LAPACK
routines DPPTRF, DPPTRS, and DPPTRI, which perform a Cholesky factor-
ization of HTWH , solve a linear system of equations, and perform a matrix
inverse, respectively [3]. The resulting set of harmonic coefficients reflects the
ability of a hypothetical satellite to fully recover a field while only observing
the potential at the user-defined locations.
The fundamental concepts behind the representation of Earth’s gravity
field, the associated perturbation frequencies, and ground tracks have been
presented. In addition, the relevant tools that will be used to evaluate the
various gravity solutions encountered throughout this thesis have been intro-
duced and explained. Finally, a summary of the different processing techniques
used to perform the analysis was provided. With the proper background in-
formation established, the properties of gravity fields under a variety of repeat
conditions can now be assessed.
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Chapter 3
Characteristics of Gravity Solution
Degradation
This chapter examines the different ways in which the gravity field so-
lutions for the GRACE mission are affected by repeat ground tracks. These
consequences will be highlighted by comparing the results of the month con-
taining the exact 61/4 repeat conditions (September 2004) with a preferable
solution containing uniform coverage (February 2004). First, the degree error
variance (DEV) plots associated with the different solutions will be compared.
Next, the singular value decompositions (SVDs) of theR matrix are discussed.
Throughout the duration of the GRACE mission, there have been three
major repeat ground track configurations corresponding to periods of 4, 5, and
7 days. As of the time of writing this thesis, GRACE is also passing through
a 3-day repeat cycle. The relevent information associated with each repeat
period (sorted by order of occurrence) is listed below:
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Table 3.1: Significant Ground Track Repeat Dates for GRACE





The 61/4 repeat in 2004 has been chosen to be the focal point of dis-
cussion, but the 5 and 7-day repeat cycles will be examined as well. The 61/4
period has been singled out because it has the shortest cycle of the group
(excluding the 3-day, which hasn’t ended yet), and therefore the degradation
is anticipated to be the most severe. Theoretically speaking, the months sur-
rounding September 19, 2004 provide the worst conditions for gravity recovery
in the first decade of the GRACE mission. Therefore, the adverse effects asso-
ciated with repeat ground tracks should be the most pronounced during this
time.
3.1 Effects on Degree Error Variance (DEV)
As mentioned in Chapter 2, the degree error variance is a measure of the
uncertainty associated with the estimated values of the harmonic coefficients
for a given solution. That is, a set of coefficients with a relatively high DEV
corresponds to a situation in which there is less confidence in the estimated
gravity solution. The DEV plot is a useful representation of the statistics
associated with an entire gravity solution, as well as the statistics of each
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individual harmonic degree. By comparing the DEV plots of different cases,
conclusions can be drawn about how certain conditions have an effect on the
resulting solution.
3.1.1 DEV During the 61/4 Repeat Period
The benefit of comparing the degree error variances of multiple gravity
fields is demonstrated when the months surrounding the exact 61/4 repeat
conditions are solved for and plotted. In addition, the gravity field from a time
of uniform spatial coverage (in February 2004) can be included as a baseline
to represent an “ideal” solution. The degree error variances of these months
for a 120× 120 field appear below in Figure 3.1.
34





























Figure 3.1: Degree error variances for a 120x120 field across different months
in 2004.
A 120 × 120 field helps to emphasize the difference in the statistics of
the ideal and repeat solutions. Figure 3.1 demonstrates that as the date of ex-
act repeat is approached, the solution starts to degrade in the form of a higher
DEV at all degrees. After GRACE reaches the exact repeat condition, the
ground track slowly returns to a uniform density and the DEV of these subse-
quent fields is lower. A difference of a full order of magnitude of uncertainty
is experienced between the ideal and repeat cases.
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The Colombo-Nyquist rule dictates that the maximum size of a gravity
field that can be determined during a repeat ground track without experienc-
ing degradation is LMAX =
R
2
. This suggests that shrinking the size of the
estimated field will reduce the amount of degradation caused by the duplicate
perturbation frequencies. Comparing the DEV plots of these gravity fields is a
useful way to assess the validity of this claim. Using Figure 3.1 as a baseline,
the effects of solving for a smaller gravity field can start to be seen with the
solution of an 80× 80 field, as in Figure 3.2.

























Figure 3.2: Degree error variances for an 80x80 field across different months
in 2004.
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One of the most drastic effects of a reduced solution size is that the
DEV ranges are smaller for all months. Figure 3.2 also shows that there is
less disparity in DEV between the different months. There is still a trend
of increasing uncertainty as the exact repeat period is approached, but the
effects of the degradation are less profound. When the field size is reduced
even further to 30×30, there is virtually no difference in the DEV plots of the
various months. This is illustrated in Figure 3.3.



























Figure 3.3: Degree error variances for a 30x30 field across different months in
2004.
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In the case of larger field sizes such as in Figure 3.1, the solution during
the repeat period experiences degradation relative to the ideal solution at all
degrees. As the field size shrinks, the DEVs at the lower degrees (up to about
degree 10) for the two cases start to more closely resemble each other. Once
the field size is sufficiently low, the DEV of the repeat period solution tracks
that of the ideal solution quite well for all degrees.
The observation that the harmful effects of repeat ground tracks can
be essentially nullified by reducing the size of the gravity field solution is an
important one. The idea that a gravity field size of LMAX = 30 can be recov-
ered with similar quality regardless of the spatial coverage (for a 61/4 repeat
period) confirms the Colombo-Nyquist rule to a certain extent. However, al-
though gravity fields larger than LMAX = 30 show higher uncertainties, the
fields with larger LMAX produce solutions that are still of relatively good qual-
ity and released by the GRACE science team to the community [2]. With this
in mind, identification of the largest field size to solve for during repeat peri-
ods before experiencing significant degradation becomes a topic of interest. To
help determine this, the Figure 3.4 below displays the solutions of the various
field sizes for the uniform and sparse ground track coverages.
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Figure 3.4: DEV for various field sizes during the (a) ideal and (b) repeat
conditions in 2004.
There are a few different observations that can be made from Figures
3.4a and 3.4b. First, during a time when the ground track layout is relatively
uniform, solving for larger field sizes has only a small detrimental impact on
the quality of the solution in terms of DEV (as shown in Figure 3.4a) . As
the field size grows, the DEV becomes slightly larger at degrees above 10,
but this growth is much less profound than in the repeat case in September
2004, shown in Figure 3.4b. It can be seen from the degree error variance
plots that the solutions are no longer well-behaved during repeat conditions.
The solutions up to and including the 60 × 60 field follow the same general
pattern as those in Figure 3.4a, but sudden degradation at all degrees is seen
beyond this point. The ideal and repeat solutions up to LMAX = 60 have been
superimposed on top of each other for comparison in Figure 3.5.
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Figure 3.5: Degree error variances for LMAX = 20, 30, 40, 50, and 60 during
the ideal and repeat conditions in 2004.
Figure 3.5 shows that the disparity between uniform and repeat ground
track solutions grows slightly when larger fields are estimated, but the same
general shape is preserved up to LMAX = 60. This is another reinforcement
of Colombo’s theory because the repeat period solutions above LMAX = 30
are still worse than their ideal counterparts. However, these differences are
tolerable until a specific field size is reached and major degradation occurs
(between LMAX = 60 and 70 for the case of the 61/4 repeat period). This
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result suggests that there is a link between the number of revolutions in the
repeat cycle and the maximum field size that one can solve for during a repeat
period without a significant drop in solution quality.
The analysis performed thus far has identified that there are in fact
two “phases” of solution degradation that occur during a repeat ground track.
The first phase is known as “minor degradation” and coincides with the field
size that the Colombo-Nyquist rule predicts will pose problems for the gravity
recovery problem, which is LMAX =
R
2
. However, it has been shown in Figure
3.5 that the increased uncertainty around these field sizes is not catastrophic.
This conclusion will be reinforced quantitatively in the next chapter, where
the uncertainty levels are compared to those of the calibrated error estimates.
The most severe drops in solution quality can be seen to occur around the field
sizes where LMAX = R, as seen in Figure 3.4b. This is the scale of degradation
that the Colombo-Nyquist rule expects for LMAX =
R
2
and will be referred to
as the phase of “major degradation”. These observations play a key role in
the data analysis of this thesis and will be touched upon several times in the
future sections.
3.1.2 Corroboration for Other Repeat Periods
To emphasize the relationship between the onset of degradation and
severity of the repeat ground track, the degree error variance plots of the other
major repeat periods experienced by GRACE are considered, particularly the
7-day cycle during December of 2009. As with the 4-day repeat period, a
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month of uniform coverage (August 2010) was included for comparison. The
degree error variances of these two months, as well as the months surrounding
the repeat period, were obtained for solutions having LMAX = 120. The
corresponding DEV plots are shown in Figure 3.6.



























Figure 3.6: Degree error variances for a 120x120 field across different months
in 2009.
This repeat cycle is longer than the one in September 2004, meaning it
has more revolutions associated with it (107). Therefore, the 120×120 field size
is still large enough to experience degradation, but there is less of a disparity
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between the DEV of the ideal and repeat months than in the 4-day solutions.
The degrees up to l ≈ 100 are well-behaved even during the month containing
the exact repeat, and then the DEV jumps by an order of magnitude at the
highest degrees. The underlying observation from Figure 3.6 is that a relatively
large field (LMAX = 120) has less of a negative impact during longer repeat
periods. A better idea of the smallest field size that experiences a decrease in
quality is achieved by comparing the DEV plots of multiple field sizes for the
two different ground track densities. This is illustrated in Figure 3.7.
























































Figure 3.7: DEV for various field sizes during the (a) ideal and (b) repeat
conditions in 2009/2010.
This study is similar to that which was done for the 61/4 repeat con-
ditions in Figure 3.4. However, the solutions for February 2004 experienced
problems soon after LMAX = 60. For the 107/7 repeat condition, the DEV re-
sembles its ideal counterpart fairly closely until LMAX = 110, which reinforces
the observation that the maximum field size that can be solved for during a
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repeat ground track is roughly the number of revolutions in the cycle. The
larger solutions of the ideal and repeat months are included in Figure 3.8 for
comparison.





























Figure 3.8: Degree error variances for LMAX = 90, 100, 110, and 120 during
the ideal and repeat conditions in 2009/2010.
Figure 3.6 hinted that the extent to which large fields were subject to
poor results was dependent on the “severity”, or lack of spatial resolution, of
the ground track conditions. The shorter repeat periods (such as the 4-day
repeat in 2004) were affected significantly, while the 7-day solutions were still
relatively well-behaved. This relationship is confirmed by plotting the degree
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error variances of a 120 × 120 field for the different months containing the
exact repeat periods together, shown in Figure 3.9.



























Figure 3.9: Degree error variances for a 120x120 field for uniform and various
repeat periods throughout the GRACE mission’s lifetime.
As expected, the 4 and 5-day cycles show roughly an order of magnitude
more uncertainty than usual in the estimates of the harmonic coefficients at
all degrees in the solutions. However, the 7-day repeat period, containing 107
revolutions, is only slightly degraded relative to the ideal case for a majority
of the of the solution (roughly the first 100 degrees).
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To reiterate upon the analysis performed thus far, there has been an
identification of two field sizes beyond which varying levels of solution degrada-
tion are encountered. By examining these effects over various repeat periods,
the points of degradation are confirmed to be dependent on the number of




LMAX = R. This observation is reinforced in the following section, which
addresses the singular values associated with the estimation problem.
3.2 Behavior of Singular Values and Condition Num-
bers During Repeat Ground Tracks
Recall that the number of nonzero singular values of a particular matrix
of interest is equivalent to its rank. Because R contains the information from
H and W , its singular values provide information about the numerical condi-
tioning of the estimation problem. When there is a reduction in observability,
the R matrix still experiences some of the same numerical problems as H .
Performing a singular value decomposition (SVD) on R helps to diagnose the
root of the issue and is often the first step in circumventing these numerical
pitfalls.
3.2.1 Singular Values During the 61/4 Repeat Period
As mentioned in Chapter 2, the estimation of gravity fields using GRACE
data is considered to be a discrete ill-posed problem, meaning that there is a
smooth transition between the highest and lowest singular values. This char-
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acteristic is displayed in Figure 3.18 when the singular values of 120 × 120
solutions pertaining to February and the months surrounding the repeat pe-
riod are plotted.




























2/2004: CN = 5E3 (Ideal)
7/2004: CN = 1E4
8/2004: CN = 3E4
9/2004: CN = 8E4 (Repeat)
10/2004: CN = 3E4
11/2004: CN = 1E4
Figure 3.10: Singular values associated with the paramater sets in a 120× 120
field for different months in 2004.
The degradation associated with the GRACE orbit’s transition to a
repeat ground track is also apparent in the singular value curves. The ideal
layout produces a “shape” of singular values that gradually shifts from higher
to lower values. As the exact repeat conditions are approached, the shape of
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the curve becomes more jagged and smaller singular values appear at the low
end of the spectrum. Regardless, the lowest values in all of the cases are not
especially close to zero, meaning the estimation problems are not numerically
rank deficient. Despite this, the solutions near the exact repeat period are
more sensitive to changes, as indicated by the higher condition number. Since
the highest singular values are unaffected by the ground track layout, the
resulting condition number is about an order of magnitude higher during the
61/4 repeat ground track than it is during an ideal month.
As with the DEV plots in Figure 3.4, the singular values for the uniform
layout in February 2004 were calculated for multiple field sizes and considered
to be the ideal case. The same field sizes were obtained for the month of
September so that a comparison could be made. This enables the effect of
field size on the singular values during a repeat period to be observed, as
shown in Figure 3.11.
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20x20: CN = 3.23E1
25x25: CN = 3.56E1
30x30: CN = 3.74E1
40x40: CN = 3.92E1
50x50: CN = 6.76E1
60x60: CN = 1.11E2
70x70: CN = 2.05E2
80x80: CN = 3.83E2
(a) February 2004


























20x20: CN = 5.31E1
25x25: CN = 5.81E1
30x30: CN = 6.09E1
40x40: CN = 6.40E1
50x50: CN = 1.08E1
60x60: CN = 1.97E2
70x70: CN = 2.18E3
80x80: CN = 3.42E3
(b) September 2004
Figure 3.11: Singular values of R between LMAX = 20 and 80 during the (a)
ideal and (b) repeat conditions in 2004.
There are two major trends that can be identified from the comparison
of Figures 3.11a and 3.11b. First, the singular values for LMAX = 20, 25,
and 30 appear to be independent of the field size, regardless of the spatial
coverage. Also, the sets of singular values for these solutions are very similar
for the ideal and repeat cases, with the exception of the lowest singular value.
For the 40 × 40 field and beyond, smaller singular values start to appear as
the field size grows. This transition will be addressed shortly. The larger
singular values remain relatively unchanged, so the condition number steadily
grows with larger field sizes, but not at a very significant rate. The singular
value plots in February exhibit the same general shape regardless of LMAX ,
which is not the case during the repeat period in Figure 3.11b. The field
sizes in which degradation occurs can be seen quite clearly when examining
these singular values. Coincident with the DEV results, the first sign of major
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degradation (in the form of extremely low singular values) appears beyond
LMAX = 60. The shape of the solutions beyond this are a departure from
the smooth curve associated with the well-behaved cases in February. Due to
the appearance of lower singular values, the condition numbers of the larger
field sizes jump to roughly an order of magnitude higher than their “ideal”
counterparts in Figure 3.11a. The higher condition numbers confirm that the
harmonic coefficient estimates during September 2004 are more susceptible to
numerical errors, especially at fields greater than LMAX = 60. Figure 3.12
provides a look at the solutions of field sizes near the expected threshold of
degradation (the number of revolutions in the repeat period) in order to help
explain the behavior.


























60x60: CN = 1.11E2
61x61: CN = 1.16E2
62x62: CN = 1.25E2
63x63: CN = 1.44E2
64x64: CN = 1.45E2
65x65: CN = 1.54E2
70x70: CN = 2.05E2
(a) February 2004


























60x60: CN = 1.97E2
61x61: CN = 2.09E2
62x62: CN = 7.30E2
63x63: CN = 1.51E3
64x64: CN = 1.53E3
65x65: CN = 1.57E3
70x70: CN = 2.18E3
(b) September 2004
Figure 3.12: Singular values of R between LMAX = 61 and 65 during the (a)
ideal and (b) repeat conditions in 2004.
The ideal ground track layout in Figure 3.12a closely follows the trend
that it exhibited in Figure 3.11a, which was expected. However, the results in
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September show an interesting pattern starting with the 62×62 field, where the
singular value “anomalies” start to arise. First, this reinforces the observation
that the significant solution degradation begins in the field sizes just beyond
the number of revolutions in the repeat cycle. Also, the number of these
anomalies grows with an increase in LMAX .
The transition in gravity field size to LMAX > R has shown to be a crit-
ical point in the numerical conditioning and associated solution quality. There




that warrants attention. The solution sizes in this region are displayed for
February 2004 and September 2004 in Figures 3.13a and 3.13b, respectively.






















30x30: CN = 3.74E1
31x31: CN = 3.77E1
32x32: CN = 3.79E1
33x33: CN = 3.81E1
34x34: CN = 3.83E1
35x35: CN = 3.85E1
36x36: CN = 3.86E1
(a) February 2004






















30x30: CN = 6.09E1
31x31: CN = 6.13E1
32x32: CN = 6.18E1
33x33: CN = 6.21E1
34x34: CN = 6.24E1
35x35: CN = 6.28E1
36x36: CN = 6.30E1
(b) September 2004
Figure 3.13: Singular values of R between LMAX = 30 and 36 during the (a)
ideal and (b) repeat conditions in 2004.
Recall in Figure 3.11 that the singular values of the solutions up to
about LMAX = 40 were relatively the same for the respective months. As
the solution size reaches LMAX = 34, smaller singular values start to appear
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for the month of September, but not for the ideal case in February. How-
ever, the existence of one relatively small value in both months causes their
condition numbers to remain essentially the same. As the field size grows to
about 40 × 40, the newest singular values in September approach the lowest
existing singular value and eventually even lower values appear, rendering it
insignificant. The result is the gradual downward trend and rise in condition
number beyond LMAX = 40 in Figure 3.11. Although the condition number is
unaffected at first by the emergence of lower singular values in Figure 3.13b,
this is evidence that the estimation problem is starting to become less well-
conditioned around LMAX =
R
2
. Oddly enough, the ideal case in Figure 3.13a
exhibits this behavior around the same point, but to a lesser extent.
3.2.2 Comparison of Singular Values for Different Repeat Periods
As with the degree error variances, other repeat periods were considered
in order to verify the relationship between the number of revolutions in the
repeat period and the onset of significant degradation. Essentially the same
gravity field solution sizes as in Figure 3.11 were computed for the 107/7 repeat
period in December 2009 and an “ideal” period in October 2010. The singular
values associated with these solutions are shown below in Figure 3.14.
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20x20: CN = 5.2E1
30x30: CN = 6.0E1
40x40: CN = 6.2E1
50x50: CN = 6.4E1
60x60: CN = 1.7E2
70x70: CN = 2.8E2
80x80: CN = 5.1E2
(a) October 2010


























20x20: CN = 6.3E1
30x30: CN = 7.4E1
40x40: CN = 7.6E1
50x50: CN = 7.7E1
60x60: CN = 9.4E1
70x70: CN = 1.8E2
80x80: CN = 3.0E2
(b) December 2009
Figure 3.14: Singular values of R during the (a) ideal and (b) 7-day repeat
conditions in 2009/2010.
Very small singular values started to appear for the fields that were
LMAX = 70 and higher in Figure 3.11b, but this is not the case with the
month containing the exact 107/7 repeat in Figure 3.14b. The ideal and repeat
singular values look very similar, and although the singular values during the
repeat period are slightly lower than those in the ideal case at higher degrees,
there are no distinct outliers that are indicative of significant degradation.
The observation that anomalistic singular values and therefore ill-conditioned
problems occur at different field sizes for different repeat periods provides
further evidence that degradation is related to the length of the corresponding
repeat period (and therefore the number of revolutions). Since this particular
example is centered around the 107/7 period, the singular values of field sizes
up to 120× 120 are now considered. The singular values associated with field
sizes of LMAX = 80, 90, 100, 110, and 120 are displayed in Figure 3.15.
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80x80: CN = 5E2
90x90: CN = 9E2
100x100: CN = 2E3
110x110: CN = 2E4
120x120: CN = 4E4
Figure 3.15: Singular values of R during the 107/7 repeat condition in 2009.
As expected, the now-familiar stray singular values have appeared start-
ing with a solution having LMAX = 110. Figure 3.16 shows the intermediate
fields between 100× 100 and 110× 110. Upon inspection, the first evidence of
ill-conditioning occurs at LMAX = 107.
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100x100: CN = 1.7E3
105x105: CN = 2.3E3
106x106: CN = 2.5E3
107x107: CN = 4.0E3
108x108: CN = 4.3E3
109x109: CN = 1.1E4
110x110: CN = 1.9E4
Figure 3.16: Singular values of R during the 107/7 repeat condition in 2009.
These results coincide quite well with the number of revolutions com-
pleted by GRACE in the repeat cycle during 2009. The relationship between
the threshold of significant degradation and the sparsity of the ground track
layout is even further supported by observing this behavior for the second time.




also seen during this repeat period, as shown in Figure 3.17.
55
























50x50: CN = 7.721E1
51x51: CN = 7.731E1
52x52: CN = 7.735E1
53x53: CN = 7.741E1
54x54: CN = 7.745E1
55x55: CN = 7.780E1
56x56: CN = 7.787E1
57x57: CN = 8.278E1
(a) August 2010
























50x50: CN = 6.377E1
51x51: CN = 6.438E1
52x52: CN = 6.581E1
53x53: CN = 7.189E1
54x54: CN = 9.928E1
55x55: CN = 1.137E2
56x56: CN = 1.246E2
57x57: CN = 1.284E2
(b) September 2009
Figure 3.17: Singular values ofR during the (a) ideal and (b) repeat conditions
in 2009/2010.
As with the 61/4 repeat period in Figure 3.11, both the uniform and
sparse ground track layouts contain one low singular value up to a certain field
size (LMAX ≈ 50 in this case). Beyond this point, lower singular values start
appearing with an increase in LMAX and eventually “surpass” the lone singular
value. This occurs around LMAX = 53 for September, which is essentially half
of the number of revolutions in the repeat cycle. Fields larger than this begin
to produce even lower singular values, causing the condition number to grow.
The singular values of the 107/7 repeat period were relatively well-
behaved (only experiencing minor degradation) up to around LMAX = 100,
while the solutions during the 61/4 conditions were severely affected. This
suggests that for a given field size that is relatively large, a longer repeat
cycle will yield better results than a short period with a very sparse ground
track. This relationship is illustrated in 3.18 by plotting the singular values of
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a 120 × 120 gravity solution for the various repeat periods that GRACE has
passed through.




























4−Day: CN = 8E4
5−Day: CN = 4E4
7−Day: CN = 3E4
Figure 3.18: Singular values of R during several repeat periods for a 120×120
field.
The singular value plots for all repeat periods in Figure 3.18 have expe-
rienced degradation, as expected. However, the extent to which the solutions
have been affected varies with the length of the repeat cycle. The 61/4 period
in 2004, which is the shortest, appears to suffer the most when recovering a
large gravity field. The 7-day cycle has relatively few small outliers and they
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are not quite as low as the other data spans. This relationship is also reflected
in their condition numbers, with the highest (and most ill-conditioned) one
associated with the 4-day repeat period.
When the field size is reduced to LMAX = 30, which should theoretically
be totally observable during all of these periods, the singular value plots have
similar shapes and condition numbers. These plots are shown below in Figure
3.19.




















4−Day: CN = 6.09E1
5−Day: CN = 4.51E1
7−Day: CN = 5.96E1
Figure 3.19: Singular values of R during several repeat periods for a 30× 30
field.
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When the estimation problem to determine the gravitational coeffi-
cients is well-conditioned, the ground track geometry has virtually no effect
on the quality of the solutions. In fact, the solution for the 7-day period has
worse results than the 5-day period for this particular field. This is evidence
that spatial coverage is no longer a major source of solution degradation at
this point and that other external factors become the primary contributors.
3.2.3 The Variation of Condition Number with Solution Size
Throughout the analysis of the singular value plots, the condition num-
ber has been a simple indicator of the quality of a gravity solution. The higher
condition numbers corresponded to problems that were less well-behaved nu-
merically, leading to a gravity field with higher overall uncertainty. By observ-
ing the evolution of the condition number as the estimated field size grows,
the points at which the quality of the solution become significantly affected
become apparent. The relationship between the size of the solution and the
condition number for different ground track densities is illustrated in Figure
3.21.
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Figure 3.20: Condition numbers associated with gravity solution sizes for
February and September 2004.
For the uniform coverage in February 2004, the condition number steadily
increases beyond degree 40, but not very much. The condition numbers for
the repeat case closely match those in the ideal case up to degree 40, but then
start to slightly diverge away, even though those in the ideal case are rising
as well. Once LMAX = 62 is reached, the repeat case condition number jumps
sharply, while the ideal case is essentially unaffected. This is consistent with
the field sizes for which the other plots were starting to see substantial amounts
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of degradation, which is the number of revolutions in the repeat period. The
point at which the two solutions start to diverge (LMAX = 41) can be related
to the minor degradation that was illustrated earlier. The appearance of lower
singular values did not affect the condition number of the solution until this
point because of the existence of the low anomaly. Once the newest singular
values were lower than this value (at LMAX = 41), the condition number rose
steadily until severe degradation occurred.
These two “phases” of solution degradation and their relationship to
the number of revolutions in the repeat cycle can be visualized in Figure 3.21
below.
61




























Figure 3.21: Condition numbers associated with gravity solution sizes for ideal
and repeat conditions.
The ideal case of uniform coverage sees a gradual rise in condition num-
ber with increasing field size. This is most likely due to the attenuation of the
signal at higher degrees, naturally leading to more uncertainty in the estimated
solution. For the repeat periods, the onset of minor and major degradation
occur at field sizes that are dependent on the number of revolutions in the
repeat cycle. The minor phase begins around LMAX =
R
2
and the major phase
starts at LMAX = R.
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Thus far, the general behavior of gravity solutions during repeat ground
tracks has been identified by observing the difference between “ideal” and de-
graded scenarios. The quality of the solutions during repeat ground tracks
has been shown to be consistently worse according to the analysis tools de-
scribed in Chapter 2. The degree error variances associated with the repeat
periods are considerably higher than during periods of adequate coverage for
large gravity fields, indicating a poorer solution. However, when the field size
is reduced to LMAX =
R
2
, the solution is virtually unaffected by the spatial
coverage achieved during that month and the degree error variances are very
similar. Beyond this field size and up until LMAX = R, the solutions are not
degraded substantially enough to be considered unusable. However, beyond
LMAX = R the uncertainties corresponding to the estimated harmonic coef-
ficients are distinctly higher than usual. These two points are considered to
be the thresholds of minor and major degradation for the months containing
a repeat ground track.
This pattern is also observed in the singular values of the R matrix
used in the estimation process. Lower singular values, which lead to worse nu-
merical conditioning, start to appear at the onset of minor degradation. When
major degradation occurs, extremely low singular values exist and the condi-
tion number sharply rises, indicating that the underlying estimation problem
used to determine the gravity field is starting to break down.
Data from other months (containing the 76/5 and 107/7 and repeat
ground tracks) was used to help validate the aforementioned results. Similar
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behavior in the DEV and singular value plots was identified, but the degrada-
tion was observed at different field sizes than the original 61/4 ground track.
The thresholds of degradation were consistent with the previous data span in
that they occurred at LMAX =
R
2
and LMAX = R, reinforcing the notion that
the “severity” of the ground track has an impact on the maximum size of a
high quality solution.
The detrimental effect of reduced coverage on the ability to recover
certain gravity fields has now been characterized in multiple ways. In the next




Chapter 3 documented the ways in which different aspects of the gravity
solution process were affected when GRACE passes through a repeat ground
track. Compared to the ideal uniform layout, the reduced spatial coverage
was shown by all of the methods used to evaluate a gravity field to lead to
some form of degradation. As a result, the general effects of repeat orbits
are now fairly well established, but the nature of these effects still needs to
be determined. The following sections will attempt to explain some of the
physical and computational reasons for why this degradation occurs.
4.1 Spatial Coverage During Repeat Periods
As previously mentioned, the repeat ground configuration is undesir-
able for geodetic satellites because they only pass over a small portion of the
Earth’s surface. This translates to only observing a particular aspect of the
Earth’s gravity field, making the determination of high fidelity solutions diffi-
cult. To demonstrate this, the surface of the Earth was divided into sections
(or “bins”) that are 3◦ latitude by 3◦ longitude. For the months of February
and September 2004, the number of times GRACE crossed through each of
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these bins was counted. In Figure 4.1, these passes were plotted as a function
of geographic location to visualize the spatial information of the gravity field
that was available.






























Figure 4.1: Number of passes through 3◦ × 3◦ bins during February 2004.
Figure 4.1 represents the ideal scenario that has a uniform ground track
layout. During this month, GRACE is passing over every section of the Earth
at least five times (with a few exceptions), which is sufficient information to
produce an accurate depiction of its gravity field to a relatively high resolution.
There were many passes through the polar regions, with some sections contain-
ing over 60 crossings. However, as Figure 4.2 shows, this global observability
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is lost during the 61/4 repeat conditions.






























Figure 4.2: Number of passes through 3◦ × 3◦ bins during September 2004.
The high inclination of the GRACE mission’s orbit still leads to ad-
equate coverage at the poles, but there are many regions of the Earth that
contain no observations. However, there are bands of longitude that experi-
ence many passes (in fact, more than the uniform layout). Not surprisingly,
this is directly related to the orbital geometry orbit during repeat conditions.
The size of the “bins” in this example play an important role in that there is
a link between the degree to which the field can theoretically be resolved and
the resolution of the grid, which defines the bins that all must contain observa-
tions. The bin size is ultimately dependent on the spacing (in degrees) between
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where ∆λ corresponds to an increment in longitude (and alternatively
the bin size). Therefore, a grid consisting of 3◦ × 3◦ bins will indicate that a
field of LMAX = 60 can be successfully determined if there are passes through
all of the bins. This observation is confirmed by the plots of the uniform and
repeat coverages shown in Figures 4.1 and 4.2, respectively. The uniform case
has passes through every bin and fields larger than 60 × 60 can be resolved.
However, the repeat field has bands at certain longitudes that are never passed
over during the month, and the resulting solution at LMAX = 60 is adversely
affected. By decreasing the size of the bins to 2◦ × 2◦, a monthly solution
having passes in each of the bins will be able to resolve a 90 × 90 field. The
coverage during ideal month of February is now shown in Figure 4.3 below.
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Figure 4.3: Number of passes through 2◦ × 2◦ bins during February 2004.
Even when the bins are smaller, the uniform coverage obtained during
this ideal layout is sufficient to have a pass through every bin (although the
number of passes through each bin has been generally reduced). The ability
to adequately recover a gravity field to degree and order 90 during this period
has been well-established from Chapter 3, and it is reflected in this bin study.
The 61/4 repeat configuration, which had “unobserved” 3◦ × 3◦ bins, shows
even worse coverage when the bins are smaller. This behavior is displayed
below in Figure 4.4.
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Figure 4.4: Number of passes through 2◦ × 2◦ bins during September 2004.
The plot resulting from grouping the observations into smaller bins
looks similar to that in which the bins were 3◦ on each side. However, signifi-
cantly fewer of these smaller bins were actually passed over in relation to the
total number available (62.2% as opposed to 78.7%). For comparison, the pe-
riod of uniform coverage during February had passes through 100% of the bins
for both bin sizes. The even lower percentage of smaller bins passed through
indicates that the repeat ground track does a worse job of recovering a 90×90
field, as shown in Chapter 3.
To illustrate this point further, the coverage during the 107/7 repeat
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period is also examined. When allocating the passes according to 3◦ bins,
the lack of spatial coverage during this longer repeat period appears to be
somewhat less profound, as seen in Figure 4.5.






























Figure 4.5: Number of passes through 3◦ × 3◦ bins during December 2009.
Figure 4.5 shows that nearly all of the bins are passed through at least
once during the course of the month-long data span (99.8%). However, since
the observability of a gravity field with LMAX = 60 is represented by a study
with this bin size, this shows that even a repeat configuration with 107 rev-
olutions does not entirely cover every region necessary for a perfect recovery.
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The onset of anomalistic singular values around this field size (as seen in Fig-
ure 3.17) reinforces the notion that the solution is experiencing a minor form
of degradation at this stage. When 2◦ × 2◦ bins are used in Figure 4.6, the
reduced coverage becomes more apparent.
































Figure 4.6: Number of passes through 2◦ × 2◦ bins during December 2009.
There is now a greater percentage of bins that are unfilled (87.8% full),
but the coverage still remains fairly adequate. Recall that the major portion
of degradation occurs when LMAX = R. This means that a 90 × 90 field can
still be resolved fairly well, but with higher uncertainty than the smaller fields
(including the degree and order 60 field addressed earlier). There appears to
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be a threshold at which the percentage of bins passed through relates to the
point at which degradation occurs. The onset of minor degradation seems to
start as soon as 100% coverage is no longer achieved and the major degradation
phase could appear as soon as the coverage drops to about 85%.
This study helps to envision the link between spatial coverage and grav-
ity field fidelity from a geometric standpoint. When the desired gravity solu-
tion size grows, there must be observations of the nonspherical perturbations
at a finer resolution or else there will be insufficient information to fully recover
the field. To build upon this study, a simple simulation is conducted in the
following section.
4.2 Simulation of Degradation Effects
The previous section showed the dispersion of GRACE observations
over the surface of the Earth during uniform coverage and repeat ground
tracks. Furthermore, a rough requirement for observation resolution was im-
posed in the form of dividing the Earth’s nonspherical gravitational influence
into “bins” and collecting satellite passes. However, the study dealt purely
with the geometry of the passes and not with the quantitative effect on resolv-
ing the harmonic coefficients.
In order to determine these consequences, a simulation is set up to
mimic the observations of the Earth’s geopotential that a hypothetical GRACE
mission would experience in the two different ground track layouts and cal-
culate the resulting gravity fields. To form a baseline, both scenarios use the
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same Earth gravity model to represent the field that they are observing and
trying to recreate as accurately as possible. The surface of the Earth is then
divided into equally sized bins as with the study in the previous section. To
represent the case where GRACE provides uniform coverage of the Earth, the
derivative of the “up” component of the gravitational potential is calculated
analytically at the location of the center of each bin. The degraded case only
generates observations at the centers of bins that are passed over during the
repeat period of September 2004. Using the resulting series of simulated ob-
servations, each scenario re-estimates the harmonic coefficients to determine
how well the original gravity field was able to be recovered when provided with
the corresponding spatial coverage.
The degree difference variance (DDV) is an ideal statistic to quantify
the differences between the original and re-estimated fields because it directly
compares the harmonic coefficients, rather than their uncertainties. For this
simulation, the grid was chosen to be finer than in the studies conducted in
Section 4.1 (1◦ × 1◦ bins).
These smaller bins were chosen to ensure that “stable” solutions were
obtained during the re-estimation process with the field sizes that are being
analyzed. Equation 4.1 serves as somewhat of a criterion to establish the rela-
tionship between solution size and spatial resolution. This can be thought of
as analogous to the Nyquist frequency associated with sampling a time series.
For a given field size to be solved for, ∆λ defines the absolute maximum size
of a grid that must be fully occupied to recover the field. In practice, over-
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sampling is desired to ensure a sufficient amount of data and usually provides
a better solution. For example, “uniform” data sets that consist of observa-
tions at differing resolutions can lead to a variety of results. This is illustrated
in Figure 4.7, where reconstructed fields are produced using data originating
from different grid sizes.

























3 x 3 degree bins
1.5 x 1.5 degree bins
1 x 1 degree bins
0.75 x 0.75 degree bins
Figure 4.7: Degree difference variance between the original gravity field and
the re-estimated solution using uniform measurements with different bin sizes.
All of the fields in Figure 4.7 were recovered to LMAX = 60, so the
blue plot arising from a 3◦ × 3◦ field is similar to the scenario depicted in
Figure 4.2, although the simulation contains only one measurement in each
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bin. Despite uniform coverage from all four cases, the blue plot corresponding
to the lowest observation resolution produces a field that is several orders of
magnitude worse in terms of DDV than its counterparts. The higher DDV
values indicate that the original field is not as accurately reproduced by the
estimation process given the available data. At a certain point, the size of the
bins no longer affects the quality of the solution and stability is said to have
been achieved. Therefore, a 1◦×1◦ grid was chosen for the simulation because
it was a whole number that was sufficiently well-behaved. With the proper grid
size established, a comparison could be made between this uniform coverage
and the layout represented by the 61/4 repeat ground track. The statistics
associated with the resulting fields are depicted below in Figure 4.8.
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Figure 4.8: Degree difference variance between the original gravity field and
the re-estimated solution for a 60× 60 gravity field.
Figure 4.8 shows that the DDV is lower at most degrees when uniform
coverage is provided, meaning the original field was more accurately recreated.
It is worthwhile to note that these results are entirely in the absence of noise,
so this study serves as a good means to qualitatively compare the various
solutions. Recall from the previous section that the onset of major degradation
was seen when only 85% of the total number of bins were occupied. With this
spatial resolution, only 40.0% coverage is achieved during the 61/4 repeat
ground track, so the reconstructed field is highly degraded. In particular, the
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DDV values beyond degree 20 were two to three orders of magnitude higher
when there was a reduction in coverage.
The difference in solution quality between the uniform and repeat
ground tracks for a fixed solution size has been well documented thus far.
Another important aspect of gravity recovery during repeat ground tracks is
the dependency of solution accuracy on the size of the field. To do this, the
same repeat layout was used to reproduce an original field of different sizes.
The DDV plots associated with these solutions are shown in Figure 4.9.



































Figure 4.9: Degree difference variance between the original gravity field and
the re-estimated solution produced by the simulation using the 61/4 repeat
ground track.
78
The shape of these plots show similar overall behavior to the DEV plots
in Figure 3.4b in that the results between the field sizes of LMAX = 20 and 60
closely resemble each other. Beyond these fields, the DDV increases drastically
for each subsequent solution, which is further confirmation of the effects of
major degradation and the field size at which it occurs. The minor degradation
phase is visible to a lesser extent, with the DDV increasing gradually between
the 30× 30 and 60× 60 fields.
This study has effectively shown how the lack of spatial coverage can
influence the ability to recover a gravity field by constructing a situation in
which a known baseline field can be re-estimated. In addition, there was no
noise involved in the simulation, so the effects of coverage could be further
isolated. Ultimately, trends were seen that were similar to those encountered
with actual GRACE data, reinforcing the concept of two phases of degradation
occurring in the presence of a repeat ground track. With the interaction be-
tween spatial coverage and solution quality addressed, the role of perturbation
frequencies will be further explored.
4.3 The Effect of Gravity Field Size on the Resulting
Perturbation Frequencies
The solution degradation that occurs during repeat periods can also
be analyzed from the standpoint of the perturbation frequencies associated
with the estimated harmonic coefficients. As mentioned in Chapter 2, when
a repeat ground track is encountered, the unique perturbation frequencies
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start to become duplicated by higher coefficients in the gravity field. The
overall “aliasing” effect of this phenomenon is observed when the mathematical
process behind the estimation of harmonic coefficients is examined.
The estimation problem involving the harmonic coefficients is well-
defined as long as there are more unique perturbation frequencies than co-
efficients to be estimated. In a month where there is uniform coverage, there
are many more perturbation frequencies than coefficient estimates, so a rela-
tively large gravity field can be adequately determined. However, when higher
degree and order coefficients no longer produce unique perturbation frequen-
cies (as with the repeat period), a field size is encountered that contains more
unknown coefficients than unique frequencies. The previously well-determined
estimation problem becomes underdetermined, leading to an increase in un-
certainty of the gravity solution. The field size at which duplicate frequencies
start to arise is dependent on the wave number N and ultimately the number
of revolutions and days that characterize the particular repeat period. Figure
4.10 provides a graphical representation of the numbers of unique perturbation
frequencies and unknown harmonic coefficients to be solved for as the field size
grows.
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Figure 4.10: Number of unique perturbation frequencies and estimated har-
monic coefficients for various repeat periods.
It can be seen from Figure 4.10 that the number of unique frequencies
follows the same nonlinear trend for every repeat period up to a certain point.
During a period of ideal global coverage, this trend would continue upwards,
meaning that there will always be enough information to determine the gravity
field. However, at a certain point, the signal strength from extremely high
degree and order harmonics becomes dominated by measurement noise and
these harmonics cannot be resolved.
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. This corresponds to where the solutions experience the minor
first phase of solution degradation. At this point, many of the harmonics
introduced with an increase in field size will have an opposite perturbation
frequency of a set of harmonics already existing in the smaller fields. The
Colombo-Nyquist rule dictates that unique frequencies (and their associated
wave numbers) must not be the same magnitude, so these new coefficients are
now aliased with many of the existing ones. However, the number of unique
frequencies still rises linearly because many of the highest degree and order
coefficients that are introduced possess frequencies that are also unique.
The number of harmonic coefficients for a given field size follows a
distinct pattern ([LMAX + 1]
2−4). Since the rate at which unique frequencies
are introduced is reduced beyond LMAX =
R
2
, there is a threshold beyond
which all field sizes will contain more unresolved harmonic coefficients than
frequencies for every repeat period. Upon further inspection, this threshold is
located at roughly LMAX = R, which is the point at which major degradation
occurs. A useful way to represent this relationship is to observe the ratio of
the unique frequencies to estimated harmonic coefficients. These plots appear
in Figure 4.11.
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Figure 4.11: Ratio of unique perturbation frequencies to harmonic coefficients
for various field sizes.
This visualization helps to confirm the conclusions reached in Figure
4.10. The ratio of unique frequencies to harmonic coefficients appears to
asymptotically approach 2, indicating that the system is well-defined in those
scenarios. However, the reduced rate at which unique frequencies are gener-
ated near LMAX =
R
2
causes the ratio to sharply decline. Since the estimation
problem involving the determination of harmonic coefficients is no longer well-
defined once there are fewer unique frequencies than harmonic coefficients, this
threshold is represented by a ratio of 1. Beyond this point, which is roughly
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near LMAX = R, a significant loss of information occurs and the quality of the
solution greatly suffers. The minor degradation phase corresponds to the field
sizes where the ratio is decreasing, but still above unity. The slight loss of in-
formation has an adverse effect on the resulting solutions (as shown in Chapter
3), but the increase in uncertainty is not overwhelming when compared to the
calibrated error levels, as shown in the following section.
4.4 Relation to Calibrated Error Estimates
As mentioned in Chapter 2, the formal sigmas that are used to calculate
the degree error variances throughout this thesis are just one of the products
delivered by the GRACE science team. A different representation of the un-
certainties, known as calibrated error estimates, are often preferred by the
science community because they are more realistic. Since the calibrated errors
take the place of the formal sigmas, degree error variances can be calculated
in the same fashion. By comparing these degree error variances with those
appearing in the earlier analysis, a sense of perspective can be established on
the significance of the observed levels of degradation.
As with the formal sigmas, one set of calibrated error estimates are
delivered per monthly solution. However, they are only generated up to degree
and order 60 since this range covers most of the time-varying portion of the
field. Regardless, general trends can still be inferred from relatively limited
information across the spectrum of field sizes. As mentioned in Chapter 2, the
error values used for this analysis are taken from RL04 data and adjusted by
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a factor of 1√
2
to represent the anticipated calibrated errors that will be seen
in the upcoming RL05 series. The formal degree error variances for various
field sizes are plotted along with the calibrated degree error variances for the
ideal month of February 2004 in Figure 4.12.


























Figure 4.12: Comparison of calibrated error estimate and formal sigma degree
error variances for February 2004.
Figure 4.12 confirms that the calibrated errors are a more conservative
representation of the gravity field because the uncertainties are roughly an
order of magnitude higher across most of the degrees. It should be noted
that a few of the degrees close to 60 have lower calibrated error values than
85
formal sigmas. This is an artifact of the calibrated errors only existing to
LMAX = 60, since the two gravity solutions that have certain higher DEV
values have a larger LMAX . If the calibrated errors were generated for larger
fields, the DEV would be higher because the lower degrees would be corrupted
by the higher uncertainties corresponding to the new higher degrees. This
effect is demonstrated by the gradual increase in DEV at all degrees as the
field size grows, but the magnitude of the increase in uncertainty is generally
lower than the calibrated error level, meaning that it is relatively benign.
However, when the two forms of DEV are compared during the 61/4 repeat
period, as in Figure 4.13, a different pattern emerges.
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Figure 4.13: Comparison of calibrated error estimate and formal sigma degree
error variances for September 2004.
Upon inspection, the calibrated error levels are still higher than the
formal ones for a majority of the field sizes, but unsurprisingly, when the
transition is made across the threshold of major degradation, there are cer-
tain formal errors that surpass the calibrated ones. This indicates that the
error levels corresponding to major degradation are significant because they
are above those released by the GRACE team that are supposed to account
for additional unmodeled effects. However, the field sizes affected by minor
degradation (between LMAX = 30 and 60 in this case), are still well below the
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calibrated error levels. Although a rise in uncertainty is seen in these field sizes
during a repeat period (as seen in Figure 3.5), the extent of the degradation is
insignificant relative to the other error sources influencing the gravity solution.
Even when the conditions are such that a solution experiences major
degradation that results in uncertainties above the calibrated error levels, a
solution is nonetheless obtained. This is somewhat inconsistent with what the
Colombo-Nyquist rule predicts. An important caveat of the Colombo-Nyquist
rule is that its consequences are only valid during exact repeat conditions.
When GRACE passes through a repeat period, it only experiences the combi-
nations of orbital elements required for an exact repeat ground track at an in-
stantaneous point in time. Since the gravity solutions produced from GRACE
data contain observations from an entire month, there is a substantial amount
of time that GRACE does not fulfill this “requirement”. Therefore, for a month
such as September 2004 containing a sparse ground track, GRACE is only said
to exhibit near-repeat conditions. However, the perturbation frequencies asso-
ciated with the lumped harmonics while GRACE is in near-repeat conditions
are still very similar. This results in only a weak observation of the harmonic
coefficients outside of what is predicted by the Colombo-Nyquist rule, but they
are still able to be determined (with less certainty).
Another important assumpton that is made by the Colombo-Nyquist
rule (and in Chapter 2 of this thesis) is that the sideband perturbation frequen-
cies were considered to be negligible. In the full expression for the perturbation
frequency associated with a lumped harmonic set (Equation 2.7), there was a
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term involving the index q that was assumed to be zero. This assumption was
made to simplify the analysis and is reasonable given the GRACE orbit’s low
eccentricity. However, eliminating this term neglected infinitely many side-
band frequencies that are acting on the satellite, although their effects are
relatively small. Regardless of the low “power” of the signal coming from
these sideband frequencies, they provide more unique frequencies to make the
estimation problem more well-conditioned in cases where there are originally
too many unknown harmonic coefficients.
During the latter portion of the writing of this thesis, a study was pub-
lished that revisited the Colombo-Nyquist rule and reached many of the same
conclusions as were stated in the paragraphs above [29]. This analysis was
conducted using simulated data for a variety of measurement types, including
the low-low satellite observations that are central to GRACE mission. The
processing technique was similar to that used for the generation of GRACE
gravity solutions in that a weighted least squares solution was estimated using
measurement partials. This study helped to confirm one of the primary conclu-
sions of this thesis, which is that there are two phases of solution degradation
dependent on the number of revolutions in the repeat period. This discovery
led to the recommendation that the Colombo-Nyquist rule is incomplete and
needs to be reformulated.
However, there are certain disparities that exist between the study and
the results and subsequent conclusions presented in this thesis. Although two
phases of degradation are identified by the paper, the authors observe that the
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maximum obtainable field size is dependent on the type of measurement being
taken. For example, the study claims that low-low observations are sufficient to
recover a field that is twice as large as what this thesis concludes (LMAX = 2R)
[29]. In addition, the authors suggest that combining measurement types
(such as augmenting the low-low observations with GPS data) will increase
the maximum resolvable field size even further. Considering that GRACE
also utilizes GPS measurements for precise orbit determination, there appears
to be an inconsistency in the increase in performance that is predicted.
The generally optimistic results reported by this study could poten-
tially arise from certain aspects of the procedure and some of the underlying
assumptions that were made. For example, the nature of the study eliminated
any errors of omission that caused the lower degree and order coefficients to
become contaminated by the larger ones during situations where degradation
was present. Also, the study simulated inter-satellite measurements that were
sampled more frequently and of higher precision than what GRACE records.
This paper was published too late into the analysis that went into this thesis
to examine the discrepancies in much detail, but resolving the apparent in-
consistencies would be a worthwhile endeavor. Regardless, the study helps to
reinforce the notion that the Colombo-Nyquist rule is not complete.
This chapter has examined a variety of the fundamental consequences of
determining a gravity field using data from periods of reduced spatial coverage.
First, this problem is approached in terms of the geometry of the ground track.
The portions of the Earth that should be observed by GRACE to declare
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adequate coverage can be envisioned by dividing the surface of the Earth into
equally sized cells. The size of these cells is inversely proportional to the
fidelity of the desired gravity field, with larger field sizes leading to a smaller
grid (and therefore more cells that need to be occupied). It is shown that a
month containing uniform coverage has several passes through each portion
of the grid, indicating that the nonspherical gravitational influence has been
adequately encountered and captured in the resulting data set. However, the
months containing repeat periods have stripes of unobserved areas if the cells
are too small. This reinforces the notion that large gravity solutions will be
inaccurate during these times because GRACE does not experience the full
effect of these perturbations.
The relationship between the number of unique perturbation frequen-
cies and estimated harmonic coefficients for a given field size is also addressed.
This can be linked to the estimation problem that is used to obtain solutions
for the harmonic coefficients from the measurements that GRACE collects.
When there are fewer unique perturbation frequencies than coefficients to be
estimated, as in the case of major degradation, the estimation problem suffers
from a lack of observability.
This can be explained by revisiting the information matrix H . Sim-
ply put, it contains the relationships between the parameters being estimated
and the expected observation values. During resonance, multiple lumped har-
monic sets can represent a particular perturbation frequency so that the list
of observations cannot distinguish between the two sets, an effect similar to
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aliasing. In terms of the estimation problem, this phenomenon will cause lin-
early dependent columns to appear in H where these redundancies occur and
HTWH will no longer be full rank. Although the processing of GRACE data
does not involve the inversion of HTWH , the properties of H have a direct
effect on the conditioning of the R matrix in QR factorization.
In theory, a matrix that is not full rank will have a singular value
of zero for every linearly dependent row/column. The situation that would
lead to linearly dependent columns corresponds to a time when the exact
repeat conditions are met. However, Figure 3.18 shows that the lowest singular
values seen during the solution spanning the month of September 2004 are on
the order of 102 for a 120 × 120 field. This is likely due to the inclusion of
observations from the days surrounding the exact repeat conditions, where the
previously identical perturbation frequencies of certain lumped harmonic sets
show some disparity. This has the effect of making some of the columns of H
only nearly linearly dependent, rather than totally linearly dependent. While
still not a desirable problem from a computational standpoint, a solution can
be obtained but at the cost of increased uncertainty (as shown in the DEV
plots).
Recall that these detrimental effects involving the occupation of iden-
tical perturbation frequencies only apply when the field size is large enough to
allow for such behavior. Generally speaking, when GRACE passes through a
repeat period, the problem could become much less observable if the field size
in the solution is too large.
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Chapter 5
Conclusions and Recommendations for Future
Work
Analysis of GRACE gravity solutions and their associated statistics
for a variety of field sizes and repeat ground track conditions has provided
evidence that there are two phases of solution degradation that occur when the
estimated field size is large enough. This conclusion was reached by examining
the behavior of the degree error variance plots and singular values associated
with the various solutions. The onset of these two phases is dependent on
the severity, or lack of spatial coverage, associated with the particular ground
track.
In particular, the gravity solution will experience minor degradation
at fields that are roughly LMAX =
R
2
and larger, where R is the number of
revolutions of the satellite in the repeat cycle. The minor degradation consists
of a noticeably higher uncertainty in the middle to high degrees of the grav-
ity solution, but the increase in uncertainty is insignificant compared to the
calibrated error statistics. When field sizes larger than LMAX = R are esti-
mated, the solution is subjected to major degradation, where the underlying
estimation problem becomes numerically ill-conditioned from a computational
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standpoint. This phenomenon is demonstrated by examining the singular val-
ues and resulting condition numbers of both well-behaved and ill-conditioned
scenarios.
The onset of major degradation is linked to a lack of spatial coverage
in the data span used for the particular solution. In such a case, columns of
the H matrix become nearly linearly dependent, which has an adverse effect
on the numerical conditioning of the estimation problem. This can ultimately
be viewed as a significant decrease in observability of the unknown harmonic
coefficients of interest. Although GRACE processing uses QR factorization,
the properties of H have a direct relationship to the R matrix that is utilized
instead.
The two phases of degradation are also intimately tied to the ratio of
unique perturbation frequencies to the number of unknown harmonic coeffi-
cients. The number of harmonic coefficients to be estimated increases quadrat-
ically with LMAX , but the number of unique perturbation frequencies is de-
pendent on the wave number N associated with the repeat ground track that
occurs during the data span. The wave number is directly linked to the number
of orbital revolutions R in the repeat cycle, so a relationship exists between R
and the ratio of unique frequencies to harmonic coefficients.
The number of unique frequencies rises quadratically until the field
size reaches roughly LMAX =
R
2
, which is found to be the threshold of minor
degradation. Beyond this point, the number of unique frequencies increases
linearly, but the ratio begins to drop. When the number of coefficients to be
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solved for is equivalent to the number of unique frequencies, solutions begin to
experience major degradation due to a breakdown in the underlying estimation
problem. This occurs at roughly LMAX = R, which is consistent with the
results that were observed in the degree error variance and singular value
plots.
These findings conclude that the Colombo-Nyquist rule is incomplete.
It predicts that solutions will experience the effects associated with major




. Solutions beyond LMAX =
R
2
are of only slightly reduced quality
and still considered to be useful. In fact, the major form of degradation postu-
lated by the Colombo-Nyquist rule occurs at twice the field size (LMAX = R).
The rule itself is mathematically sound, but there are many assumptions being
made in its formulation that cause it to break down when assessing GRACE
gravity solutions.
As mentioned in Chapter 4, a paper was published during the final
stages of this thesis that addressed similar topics. Many conclusions were
made which supported those made in this thesis, but there were also several
inconsistencies that could not be investigated due to lack of time. Primarily,
the study predicted that a satellite mission with an instrument suite compa-
rable to GRACE could recover larger gravity fields than this thesis has con-
cluded without the aid of a priori information or regularization. Determining
the source of this discrepancy is a highly important task. Also, the study
examines interesting aspects of solution degradation that were not considered
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as part of this analysis, such the RMS values of uncertainty as a function of
geographic location. Another opportunity for analysis involves identifying how
the behavior varies depending on the mathematical parity of R and D.
Also mentioned as part of the underlying theory was an assumption
made to neglect the sideband gravitational perturbation frequencies acting on
GRACE because of its orbital eccentricity being nearly zero. This choice was
made because the formulation of the Colombo-Nyquist rule was founded upon
the same assumption. Since the effects of the sideband frequencies are fairly
small relative to those that were used in this thesis (corresponding to q = 0),
this assumption was reasonable to make in order to simplify the analysis.
However, this assumption is possibly one of the biggest pitfalls of the Colombo-
Nyquist rule’s prediction. Accounting for sideband effects introduces many
more unique perturbation frequencies into the estimation problem and could
be another underlying reason why GRACE is still able to obtain reasonable
gravity fields during repeat periods at field sizes larger than what the Colombo-
Nyquist rule dictates. However, the relative strength of these sideband effects
and how much of a role they play in aiding the recovery of gravity fields during
these periods is not very well known. Expanding upon the analysis done in
this thesis to quantify these contributions and identify their significance could
be useful in establishing a holistic understanding of the problem.
Another point of interest is that GRACE was in the process of passing
through a 3-day repeat cycle consisting of 46 orbital revolutions at the time
this thesis was written. This is the worst spatial coverage that GRACE has
96
provided throughout its lifetime. In theory, this should also produce the worst
gravity solutions because of the low observability. This thesis only examined
three different repeat periods, and generalizations were made based upon the
behavior of the gravity solutions during these spans. A fourth set of solutions,
especially ones that are anticipated to see the most degradation, will help to
validate the conclusions made in this study.
The calibrated error estimates that accompany the formal GRACE co-
efficient solutions were included to serve as a baseline for comparison. The
level of the calibrated errors was high enough such that it made the uncer-
tainty increase associated with minor degradation insignificant. As mentioned
previously, the calibrated error estimates are linked to the quality of the data
and how accurate the model is. Future geodetic satellites, such as the GRACE
Follow-On mission, might achieve data accuracies that lead to substantially
lower calibrated error estimates. This could cause the disparity between the
formal and calibrated sigmas to vanish, making the minor degradation phase
lead to a significant adverse effect in solution quality. If a geodetic mission is
launched in the future with the ability to make this possible, similar analysis
to what was performed in this thesis would be worthwhile in order to more





Representation of the Earth’s Gravity Field
The Earth’s gravity field is most commonly expressed in terms of the
gravitational potential U . The potential associated with a uniform density
spherical body (which can be approximated as a point at the center of mass)





where µ is the gravitational parameter of the body and r is the distance of the
satellite from the center of the body. Using this approximation for the gravita-
tional potential of the Earth results in Keplerian motion of the satellite, which
is a reasonable depiction of reality. However, a more accurate representation
of the various forces on the satellite are usually required for actual missions.
There are many different sources that contribute to a deviation from Keplerian
motion (known as perturbations), such as a non-spherical Earth, third-body
effects, and solar radiation pressure [27]. The effects that are deemed to be
relevant depend on the geometry of the orbit, among other things.
This thesis is concerned with the largest source of perturbations for
GRACE, which is the non-sphericity of the Earth. In this case, the potential
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function is split into the contributions from the spherical and non-spherical
portions of the Earth. The potential function can now be expressed as:
U = U2−body + UNS (A.2)
As mentioned before, the 2-body portion of the potential function is
well known. Because of this, the accuracy of the potential function in this
formulation is directly dependent on the ability to provide a good model for
the non-spherical characteristics of the Earth. The most common way to char-
acterize the deviations associated with the Earth involves the use of spherical
harmonics.
Spherical harmonic coefficients are used to describe the mass properties
of the Earth in general, particularly the mass distribution. A set of harmonic
coefficients become a way to represent the shape, and resulting gravity field,
of the Earth. The coefficients consist of a cosine and sine component (Clm and
Slm )for a given degree l and order m. As the degree and order get higher, the
coefficients correspond to variations in the Earth at a finer resolution.
The harmonic coefficients can be visualized on the surface of a sphere
by their nodal lines, or places where the value on the sphere is zero. This
corresponds to a root of the associated Legendre polynomial, which will be in-
troduced shortly. The harmonics that have order m = 0 are purely a function
of the latitude of the sphere and are known as zonal harmonics. The coeffi-
cients that have the same degree and order (l = m), called sectorial harmonics
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are strictly longitude dependent. All of the other terms that have nonzero
degree and order that are not equal to each other can be represented as a
combination of the zonal and sectorial harmonics. The result is a separation
of the surface of the Earth into tile-shaped portions, resulting in the classifi-
cation as tesseral harmonics. A visual is provided below which illustrates the
different classifications just described:
Figure A.1: Spatial representation of the different types of Earth’s spherical
harmonics.
The values of the conventional harmonic coefficients at higher degree
and order become very small, which can pose a problem in terms of com-
putation [27]. Therefore, the use of normalized coefficients has become the
standard in the field of geodesy. The conversion between conventional and
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normalized spherical harmonics is achieved via the following relationships:
C lm = KlmClm





(2− δ0,m)(2l + 1)(l −m)!
(A.4)
and δ0,m is the Kronecker delta, which is 1 when m = 0 and 0 when
m 6= 0. To define the origin of the Earth to be at its center of mass, the
harmonic coefficients C1,0, C1,1, and S1,1 are set to zero [21]. With the help of
normalized harmonic coefficients, the non-spherical contribution of the Earth’s













C lm cos (mλ) + Slm sin (mλ)
]
(A.5)
where ae represents the Earth’s equatorial radius, φ is the geocentric latitude
of the satellite, and λ is the longitude. Also, P lm is the normalized associated
Legendre function evaluated for degree l and order m of the expansion. Since
Equation A.5 provides the potential function in terms of spherical coordinates
(r,φ,λ), the resulting potential field is expressed in a body-fixed reference
frame. An alternate formulation can be obtained using linear perturbation
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theory that represents the scalar potential in relation to the Keplerian elements















Flmp (i)Glpq (e)Slmpq (A.6)
where the parameter r has been replaced with the semi-major axis a and Flmp
and Glpq are functions of the inclination i and eccentricity e of the orbit [10].












where the upper term in the brackets is used when l−m is even and the lower
term is used when l−m is odd. The angular term, which is sometimes referred
to as the Kaula gravitational argument [27] is
ψlmpq = (l − 2p+ q)M + (l − 2p)ω +m(Ω− θe) (A.8)
where ω, M , and Ω are the classical Keplerian elements and θe is the Greenwich
hour angle [1].
The quadruple sum listed in Equation A.6 is a convenient way of show-
ing how the potential function varies according to the geometry of the orbit. It
is also in the form that is compatible with Lagrange’s Planetary Equations to
determine the time derivatives of the Keplerian elements due to non-spherical
perturbations. Expanding the sum to include higher degree and order terms
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will result in a gravity field model with finer spatial resolution and will presum-
ably be a more accurate representation of reality. This requires a knowledge
of the harmonic coefficients to the desired degree and order, so much effort has




GRACE data processing incorporates the batch filtering technique to
estimate the parameters of interest. One of the fundamental attributes of batch
processing (as opposed to Kalman filtering) is that the state is solved for at
one particular time using a set of observations, rather than at the time of each
observation. The initial time t0 for which the solution is generated is known
as the batch epoch. If the state vector is defined as the n×1 vector containing
the parameters to be estimated, then the dynamic equations governing the
problem can be described by a system of differential equations:
Ẋ(t) = F (X(t), t) (B.1)
In the case of gravity field recovery, these differential equations are
nonlinear. The nominal trajectory represents the calculated value of the state
vector according to pre-determined models. The nominal values are denoted
with an asterisk, so that the corresponding nominal dynamic equations become
Ẋ∗(t) = F (X∗(t), t) (B.2)
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Naturally, the computed nominal trajectory will not be a perfect rep-
resentation of the true state, so the n× 1 deviation vector between the two is
introduced:
x(t) ≡X(t)−X∗(t) (B.3)
The time derivative of the deviation is desired in order to form a differ-
ential equation describing the relative behavior between the two trajectories:
ẋ(t) = Ẋ(t)− Ẋ∗(t) (B.4)
Recall that the derivative of the true state Ẋ(t) is a set of nonlinear
differential equations. To simplify the problem, these equations are linearized
about the derivative of the nominal trajectory via a Taylor series expansion.
The Taylor series approximation is valid as long as the nominal trajectory is
sufficiently close to the true trajectory.
ẋ(t) = F (X(t), t)− F (X∗(t), t)
= F (X∗(t) + x(t), t)− F (X∗(t), t)
=
{







− F (X∗(t), t) (B.5)
The higher order terms can be ignored if the deviation is small, so the
variational equations can now be established:
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ẋ(t) = A(t)x(t) (B.6)







The matrix A(t) can easily be calculated and so can x(t) by integrat-
ing Equation B.6, but the value of x0 (the deviation at the batch epoch) is
ultimately desired. The State Transition Matrix Φ(t, t0) is used to map the
deviations at different times to the batch epoch:
x(t) = Φ(t, t0)x0 (B.8)
where Φ(t0, t0) = I. The value of Φ(t, t0) can be obtained at any time by
numerically integrating the equation
Φ̇(t, t0) = A(t)Φ(t, t0) (B.9)
The observations of the satellite are incorporated into the estimation
problem through the observation-state relation:
Y (t) = G(X(t), t) + ε(t) (B.10)
where Y (t) is a m×1 vector containing the set of m observations taken during
the data arc. The m × 1 vectors G(X(t), t) and ε(t) are the observation
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model that represents the mathematical model of satellite observations and
observation error that accounts for the various reasons why an observation
would be faulty, respectively. In a similar fashion to the dynamic equations,
a nominal value of Y (t) can also be established. It contains the expected
value according to the observation model when it is evaluated on the nominal
trajectory:
Y ∗(t) = G(X∗(t), t) (B.11)
Deviations between the observation-state equation and the nominal ob-
servation equation will exist as well, taking the form:
y(t) ≡ Y (t)− Y ∗(t) (B.12)
The m×1 vector of deviations is also sometimes referred to as residuals.
A linearization via Taylor series expansion can be performed on G(X(t), t) to
reach an alternate expression for the residual equation:
y(t) = G(X(t), t) + ε(t)−G(X∗(t), t)










−G(X∗(t), t) + ε(t)
(B.13)
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Again, the higher order terms resulting from the Taylor series expan-
sion can be neglected without much loss of accuracy if the nominal and true
trajectories are sufficiently close to each other. The vector ε(t) now contains
additional errors due to the truncation of the higher order terms. The final
expression for the vector of residuals is:
y(t) = H̃(t)x(t) + ε(t) (B.14)
where y(t) and ε(t) are scalar values corresponding to each individual obser-








For the ith observation, the corresponding residual now takes the form:
yi = H̃ ixi + εi (B.16)
The State Transition Matrix can be employed again to map the obser-
vation taken at time ti to the epoch time t0. Introducing the 1×n information
matrix as H = H̃ iΦ(ti, t0) leads to
yi = H ix0 + εi (B.17)




















and can be simplified into the following equation
y = Hx0 + ε (B.19)
The dimension of y is m × 1 and H is m × n. Furthermore, x0 is
n × 1 and ε is m × 1. This equation is solved using weighted least squares.
To do this, the normal equations are formed or an orthogonal factorization
(discussed in a future section) is performed on H to obtain the best estimate
of the deviation between the nominal and true trajectories [8]. The normal
equations arise from the notion that the weighted least squares solution is
obtained via the minimization of the square of the observation residuals. This
is characterized mathematically by introducing the performance index J :
J(x) = εTWε (B.20)
where W is m×m and contains the weights assigned to each observation:
W =

w1 0 . . . 0





0 0 . . . wm
 (B.21)
110
Equation B.19 can be rearranged to solve for ε and inserted into the
above equation to provide an alternate expression for the performance index:
J(x) = [y −Hx]T W [y −Hx] (B.22)
Note that the notation has changed slightly in the above equation, but
only for the purpose of simplification. The performance index is minimized by
setting ∂J
∂x
equal to zero. This solution results in the normal equations.
HTWHx = HTWy (B.23)
Assuming the normal matrix HTWH is invertible, the normal equa-
tions can be rearranged to provide the least squares solution for the deviation
between the nominal and true trajectories:
x̂0 = (H
TWH)−1HTWy (B.24)
This deviation can be used as an update the the nominal trajectory to
obtain a new nominal trajectory:
X̂0 = X
∗
0 + x0 (B.25)
The update is calculated using a linear assumption in the least squares
formulation. However, the problem is nonlinear so the correction will not be
a perfect one [26]. The process is then repeated in an iterative fashion to
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keep correcting the nominal fashion until it converges to a solution that is
sufficiently close to the true trajectory.
The variance-covariance matrix (or simply the covariance matrix) con-
tains information regarding the uncertainties associated with each of the esti-
mated parameters. The square roots of its diagonal values, known as formal
sigmas, can be used to assess the quality of each parameter’s solution. The
covariance matrix is defined as follows:
P = E
[
(x̂− E [x̂])(x̂− E [x̂])T
]
(B.26)
where E is the expected value of argument inside the square brackets. The










When the weight matrix W is taken to be the inverse of the covariance






, the conventional form of
the covariance matrix is obtained:




C.1 Summary of Processing Scheme
The production of GRACE gravity solutions begins with two data sets
that contain the GPS double-differenced observations and K-band range rate
(KBR) observations over the course of one arc (usually chosen to be one day).
The GPS data contains samples taken every 30 seconds and the KBR mea-
surements are every 5 seconds [7]. This data is input to the Multi-Satellite
Orbit Determination Program (MSODP), which incorporates the dynamic or-
bit determination approach [21]. MSODP numerically integrates the partial
differential equations of motion using highly accurate models for the gravita-
tional forces to create a nominal trajectory [24]. This allows for the differ-
ences between the actual KBR measurements and those that correspond to
the nominal trajectory (known as the observation residuals) to be computed.
The observation redisuals and the partials of the observations with respect
to the estimated parameters are then passed from MSODP to the Advanced
Equation Solver for Parallel Systems (AESoP).
AESoP is a piece of software designed to compute a linear least squares
solution to an input data set using orthogonal transformations (QR factoriza-
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tion) [7]. As part of this process, AESoP converts the matrix of partials that
are passed from MSODP into the upper triangular R matrix that is used in
QR factorization to obtain an estimated solution. In addition, the covariance
and correlation matrices associated with the resulting solution are generated.
While a data arc over which the orbits are numerically integrated is
usually one day, AESoP will generally be used to accumulate many arcs into a
span of one month, producing a gravity solution that reflects that span. These
monthly gravity solutions are the primary product of the GRACE mission,
and a comparison of each month’s behavior helps to identify the time-variable
aspects of the Earth’s gravity field. Another possibility is to combine monthly
fields to create a longer span (sometimes a year or more) to obtain a mean
gravity field. A visual representation of the GRACE data flow is shown below
[8]:
Figure C.1: Data flow during GRACE processing.
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C.2 Estimated Parameters
The set of lumped harmonic coefficients that comprise a gravity solu-
tion are just a portion of the parameters being determined in the estimation
process. The initial position and velocity of each satellite at the start of each
arc are also solved for, as well as corrections to the double-differenced GPS
measurements (ambiguity and zenith delay) [9]. The on-board accelerometer
on each of the satellites experiences environmental influences on its signal,
which have to be determined and nullified in the form of bias, rate, quadratic,
and scale factor terms. Finally, the KBR measurements require corrections in
a similar fashion, so low-low bias, rate, and periodic terms are also estimated.
For a gravity field solution complete to degree and order 160, there will be
around 26, 000 estimated parameters [8].
As mentioned previously, the data that gets incorporated into the grav-
ity solution is made up of GPS and KBR observations. These measurements
pertain to estimated parameters that are unique to their respective types, but
there are also parameters that utilize both data sets for their solution. Also,
some of the parameters are estimated over different time periods, such as the
once-per-arc initial conditions and the monthly values of the harmonic coeffi-
cients. As a result, the ability to effectively distinguish between and organize
these relationships is essential. To do this, GRACE processing incorporates a
structure known as parameter leveling [8].
Parameter leveling is a way of classifying the different parameters ac-
cording to their relationship with the observations, namely how much data and
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which type of measurement is used to determine the solution. The parameters
are therefore grouped into three categories: local, common, and global. Local
parameters are defined as those which only apply to one data arc (usually a
day) and one type of data. Common parameters are valid for one arc as well,
but contain data from both types of measurements. Finally, global parame-
ters are those that pertain to all arcs and all data sets [22]. The classifications
for each of the estimated parameter types for the latest version of GRACE
releases (RL05) is listed below:
Table C.1: Default Parameter Classifications for GRACE
Local Common Global
Low-Low Bias Initial Position ACC Scale Factor
Low-Low Rate Initial Velocity Harmonic Coefficients
Low-Low Periodic ACC Bias
DD Ambiguity ACC Rate
DD Zenith Delay ACC Quadratic
With the parameter leveling scheme in place, the structure of the H
matrix contains many zeros, which if included in the estimation routine would
require many unnecessary operations. The adoption of QR factorization, which
incorporates the upper triangularRmatrix instead, is a useful way to eliminate
many of these zeros.
If a hypothetical case involving 2 arcs and 2 data sets per arc is exam-
ined, the arrangement of values in R can be visualized. The local parameters,
which contain information relating only to a specific arc and data type, are
labeled L11, L12, L21, and L22. The first subscript denotes the arc number and
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the second one identifies the data set being used. The common parameters
contain both data sets, but still have unique arcs and are called C1 and C2.
Finally, the global parameters are represented by G. With this nomenclature
established, the R matrix will look as follows [22]:
Figure C.2: Parameter leveling structure of the R matrix.
The white blocks in Figure C.2 correspond to locations in R that con-
tain zeros. This representation of the information matrix requires far fewer
unnecessary calculations than using the H matrix directly.
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C.3 QR Factorization
As mentioned in Appendix B, the normal equations that result from
batch processing are commonly solved for by inverting the normal matrix
HTWH . However, the presence of an ill-conditioned problem can result in
a loss of information if H contains values that are near machine precision
[32]. Because of this, GRACE processing utilizes an orthogonal transforma-
tion technique known as QR factorization. By dealing directly with the H
matrix, QR factorization is more accurate than inversion of the normal ma-
trix during times of ill-conditioning [8]. The QR factorization method begins
by introducing an orthogonal matrix Q that by definition does not affect the
Euclidean norm of a vector when multiplied by it. The performance index
introduced in Equation B.20 that is minimized to produce the least squares
solution is re-written here for convenience:
J(x) = εTWε (C.1)
The performance index can be rearranged to form the following:
















∣∣∣∣∣∣W 12 [y −Hx]∣∣∣∣∣∣2 (C.2)
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The orthogonal matrix Q can be inserted into Equation C.2 without
changing the magnitude of the performance index:
J(x) =
∣∣∣∣∣∣QW 12 [y −Hx]∣∣∣∣∣∣2 (C.3)









whereR is an n×n upper triangular matrix and 0 is an (m−n)×n null matrix.









where b is an n × 1 vector and e is an (m − n) × 1 vector. With these









This equation can be reduced to form the final expression for the per-
formance index when utilizing QR factorization:
J(x) = ||Rx− b||2 + ||e||2 (C.7)
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The quantity ||e||2 is independent of the value of x, so the solution that
minimizes the performance index is simply:
Rx̂ = b (C.8)
Since the R matrix is upper triangular, Equation C.8 is solved using
simple back-substitution. Backwards substitution is computationally inex-
pensive when compared to performing a matrix inversion, an operation that
is required in the conventional solution of the normal equations. However,
when large amounts of data are involved, processing techniques that deal di-
rectly with the normal matrix will never invert it in the traditional sense. A
more efficient alternative, such as a Cholesky decomposition, will be utilized
instead. Accumulating the matrix and performing a Cholesky decomposition
is less expensive than the QR Householder routine used in GRACE processing
(n2m versus 2n2m FLOPs [20]), but the increase in accuracy when dealing
with ill-conditioned problems justifies the increase in computation time.
The R vector contains information from both the H and W matrices
in the original formulation. Therefore, tools such as the singular value decom-
position can be used on R to infer the same results as if H were analyzed
separately. Furthermore, this leads to a similar formulation for the covariance
matrix as in Equation B.28 when Gaussian noise is assumed for the errors:
P = (RTR)−1 (C.9)
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orbiters for accuracy gain in gravity-field mapping. Jour. of Guidance,
Control, and Dynamics, 33(3):853–861, 2010.
[14] Tapley B.D. Ries J.C. Poole S.R. Nerem, R.S. The joint gravity model 3.
Journal of Geophysical Research, 1996.




[16] Eckels A. Squires R. K. O’Keefe, J. A. Vanguard measurements give pear-
shaped component of earth’s figure. Science, New Series, 129(3348):565–
566, 1959.
[17] Committee on Earth Gravity from Space. Satellite Gravity and the Geo-
sphere: Contributions to the Study of the Solid Earth and Its Fluid En-
velopes. National Academy Press, 1997.
[18] M. Pasupathy. A comparison of range and range-rate based grace gravity
field solutions. Master’s thesis, University of Texas-Austin, 2011.
[19] N. Pie. Mission Design Concepts for Repeat Groundtrack Orbits and
Application to the ICESat Mission. PhD thesis, University of Texas-
Austin, 2008.
[20] S. R. Poole. Counting Operations. Course notes.
[21] H.J. Rim and Bob E. Schutz. Geoscience laser altimeter systsem (glas)
precise orbit determination (pod). Algortihm Theoretical Basis Docu-
ment v 2.2, Center for Space Research, The University of Texas at Austin.
[22] H. Save. Using Regularization for Error Reduction in GRACE Gravity
Estimation. PhD thesis, University of Texas-Austin, 2009.
[23] N. Sneeuw. A Semi-Analytical Approach to Gravity Field Analysis. PhD
thesis, Technischen Universität München, 2000.
123
[24] Bettadpur S. Watkins M. Reigber Ch. Tapley, B.D. The gravity recovery
and climate experiment: Mission overview and early results. Geophysical
Research Letters, 31, 2004.
[25] Schutz B. E. Tapley, B. D. and G. H. Born. Statistical Orbit Determina-
tion. Elsevier, 2004.
[26] C. L. Thornton and J. S. Border. Radiometric Tracking Techniques for
Deep-Space Navigation. Wiley-Interscience, 2003.
[27] D. A. Vallado. Fundamentals of Astrodynamics and Applications. Mi-
crocosm Press, 2007.
[28] Nerem R. S. Cefola P. Hagar H. Vetter, J. A historical survey of earth
gravitational models used in astrodynamics from sputnik and transit to
gps and topex. AAS/AIAA Astrodynamics Specialist Conference, AAS
93-620, Aug 16-19 1993.
[29] Schrama E.J.O Sneeuw N. Weigelt M. Visser, P.N.A.M. Dependency
of resolvable gravitational spatial resolution on space-borne observation
techniques. Geodesy for Planet Earth, 136:373–379, 2012.
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