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SUPERMANIFOLDS OF CLASSICAL SOLUTIONS FOR LAGRANGIAN
FIELD MODELS WITH GHOST AND FERMION FIELDS
T. SCHMITT
Abstract. Using a supergeometric interpretation of field functionals, we show that for a class of
rather common classical field models used for realistic quantum field theoretic models, an infinite-
dimensional supermanifold (smf) of classical solutions in Minkowski space can be constructed. That
is, we show that the smf of smooth Cauchy data with compact support is isomorphic with an smf
of corresponding classical solutions of the model.
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2 T. SCHMITT
1. Lagrangian field theories
1.1. Introduction. This paper continues the investigation of the space of classical solutions of geo-
metric field models of quantum field theory started in [8], [9], [10], [11]. The interest in such spaces
can be traced back to the sixties; cf. [12], [13], [14], [15]. The new feature in our investigations is the
appropriate account of fermionic degrees of freedom by using supergeometric methods, and the actual
mathematically rigorous construction of Poincare´ invariant solution spaces.
We start with fixing in 1.2 a class of classical field models in Minkowski space Rd+1 which contains
a number of common models like e. g. the Φ4 model, the Thirring model, and the Yukawa model of
meson-nucleon scattering.
Yang-Mills models have their peculiarities and will be treated separately, in sections 3 and 4.
Also, σ models as well as models with a non-linearized gravitational field do not fit directly into
our class; nevertheless, our methods should be applicable also to them.
Using the framework of infinite-dimensional supergeometry constructed in [8], [9], and the results on
non-linear field equations with anticommuting fields presented in [10], [11], we will solve the classical
field equations for compactly supported smooth Cauchy data.
While in purely bosonic models, like e.g. the Φ4 model (cf. [10] for a discussion), one constructs a
map
{space of Cauchy data at t = 0} −→ {space of configurations on space-time},(1.1.1)
this is no longer appropriate in the presence of fermionic, anticommuting fields, since both Cauchy
data and configurations form no longer sets (cf. [9] for a discussion of the background). Instead of this,
they are described by infinite-dimensional supermanifolds (smf’s); thus, the correct generalization of
(1.1.1) is a morphism of supermanifolds
Ξsol :MCau = {smf of Cauchy data at t = 0} −→ {smf of configurations on space-time} =M.
(1.1.2)
A suitable calculus of infinite-dimensional smf’s modelled on Z2-graded locally convex vector spaces
has been constructed by the present author in [8] and [9] and will be used throughout in the rest of
this paper.
Of course, both the map (1.1.1) and the morphism (1.1.2) make sense only after suitable functional-
analytic qualities have been specified. A reasonable choice for the Cauchy data is the test function
space ECau,Vc := D(Rd)⊗ (V ⊕ V˙ ); here V is the target space for the fields, and V˙ is the target space
for the velocities of those fields the field equations of which are of order two, i. e. the bosonic fields
and the Faddeev-Popov ghosts, if these are present. For the configurations we take the space EVc of
all those f ∈ C∞(Rd+1)⊗V the support of which on every time slice is compact and grows only with
light velocity (cf. 1.3 for details).
Now we associate to a given model a configuration supermanifold, or more precisely, the superman-
ifold of smooth configurations with causally growing spatially compact support, which is the linear smf
L(EVc ) (or ”affine smf”) modelled over the ”naive configuration space” EVc
M = L(EVc )(1.1.3)
with standard coordinate Ξ ∈MEVc (M) (whereMEVc (M) denotes the Z2-graded vector space of real,
even EVc -valued superfunctions onM). In particular, in the absence of fermionic fields,M is simply the
locally convex space EVc viewed as infinite-dimensional manifold, and Ξ is the identity map EVc → EVc .
Also, we need the supermanifold of compactly supported smooth Cauchy data which is the linear
smf
MCau = L(ECau,Vc )(1.1.4)
with standard coordinate (ΞCau, Φ˙Cau) ∈MECau,Vc (MCau), where Φ˙Cau are the initial velocities of the
bosonic fields. (Here and in the following, we suppose for notational simplicity that the Pauli Theorem
is valid, so that the second-order fields are exactly the bosonic ones. The modifications in the presence
of ghost fields are obvious; cf. section 4.)
For proceeding, we have to suppose that the underlying bosonic model is complete, i. e. classically
all-time solvable for smooth Cauchy data with compact support. As to be expected, the existence of
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some a priori estimate for the Sobolev norm of solutions of the bosonic field equations is sufficient
for completeness (cf. Thm. 1.8.1). We do not need information on the continuous dependence of the
solutions on the Cauchy data since our approach automatically provides real-analytic dependence.
We will show that, as a consequence of our previous investigations [10], [11] of non-linear wave
equations involving anticommuting fields, there exists for a complete model a unique EVc -valued su-
perfunction on MCau,
Ξsol = Ξsol[ΞCau, Φ˙Cau] ∈ MEVc (MCau),(1.1.5)
which satisfies the field equations and has the correct Cauchy data:
δ
δΞi
L[Ξsol] = 0 for i = 1, . . . , N ,(1.1.6)
Ξsol[ΞCau, Φ˙Cau](0, ·) = ΞCau(·), ∂tΦsol[ΞCau, Φ˙Cau](0, ·) = Φ˙Cau(·).(1.1.7)
The superfunction Ξsol then determines the smf morphism (1.1.2) to be constructed. This morphism
identifies MCau with a sub-smf M sol of M which we call the supermanifold of classical solutions. The
name is justified by the fact that given a morphism φ : Z →M , i. e. a Z-family of configurations, it
factors through M sol iff we have φ∗( δδΞ
i
L[Ξ]) = 0, i. e. φ solves the field equations.
In particular, the underlying manifold of M sol is just the set of all those solutions (in the usual
sense) of the underlying bosonic equations which are smooth and compactly supported on every time
slice.
If the Lagrangian is Poincare´ invariant then the natural action of the Poincare´ group onM restricts
to M sol and hence carries over onto MCau (however, the formal proof will be given only in the next
part). In particular, translation in time direction determines a complete flow (i. e. a one parameter
automorphism group) on the smf MCau which we call the time evolution flow.
In 1.9, we also consider smooth configurations and Cauchy data without any support and growth
condition, getting a morphism Ξsol : MCauC∞ → MC∞ as a variant of (1.1.2). (In fact, in the case of
Yang-Mills theory in temporal gauge, this is the only morphism we can construct since the arising
constraint (3.2.2) is not sufficiently compatible with spatially compact support.)
Yet another variant arises by considering fluctuations around a fixed bosonic ”background” config-
uration which solves the bosonic field equations; cf. 1.10.
1.2. A class of classical models. Here we consider a class of Lagrangian field theories on Minkowski
Rd+1 for which our approach immediately leads to uniqueness theorems, local existence, and, if a non-
blow-up of the local solutions can be guaranteed from the outside, to an smf of solutions.
The reduction onto first-order equations which was assumed in [10], [11] is not natural in a Lorentz-
invariant context. Instead, we take the Lagrangians as they stand.
We will use µ, ν, . . . = 0, . . . , d as Lorentz indices which are raised and lowered in the usual way:
Tµ = gµνT
µ, (gµν) := diag(−1, 1, . . . , 1). Also a, b, . . . = 1, . . . , d are spatial indices, and i, j will
number field components ranging from 1 to NΦ or NΨ or N or . . . , depending on the context. For
all three types of indices, we will use the Einstein sum convention.
We consider a field-theoretical model in Rd+1 = R×Rd with NΦ real bosonic, commuting second-
order fields Φ1, . . . ,ΦNΦ (e. g. bosonic matter fields, or Yang-Mills fields in the diagonal gauge),
as well as NΨ real fermionic, anticommuting first-order fields Ψ1, . . . ,ΨNΨ , (e.g. Dirac, Weyl, or
Majorana spinors, or Rarita-Schwinger fields; of course, complex field components should be broken
into real and imaginary part).
We collect all field components into one vector
Ξ = (Ξ1, . . . ,ΞN ) = (Φ|Ψ);
this will be the standard coodinate on the configuration smf
M = L(EVc ), V := RN
Φ ⊕ΠRNΨ , EVc := Ec ⊗ V
(cf. 1.3 below for the definition of Ec). The model is described by the Lagrange density, which is a
real, even, entire differential power series of the form
L[Ξ] = Lkin[Ξ] + V [Ξ] ∈ C [[(Ξi, ∂µΞi)i=1,...,N, µ=0,...,d]]0,R,ent.
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(As usual, we call a power series in even and odd variables, P [y|η] =∑Pαβyαηβ ∈ C[[y1, . . . , ym|η1,
. . . , ηn]], entire iff for all R > 0 there exists C > 0 such that |Pαβ | ≤ CR−|α| for all α, β.)
Here Lkin[Ξ] is called the kinetic Lagrangian, and V [Ξ] is the interaction term; we now specify our
requirements onto these terms.
For the interaction term, we require that it does not contain derivatives of first-order fields, and is
at most linear in the derivatives of second-order fields:
V [Ξ] = V ′(Ξ) + Vµ,i(Ξ)∂µΦi
where Vµ,i(Ξ) and V ′(Ξ) are real, even, entire (non-differential) power series of lower degree ≥ 2 and
≥ 3, respectively. We get
δ
δΦi
V [Ξ] = ∂
∂Φi
V ′(Ξ) + Vµ,ij(Ξ)∂µΦj(1.2.1)
with
Vµ,ij(Ξ) := ∂
∂Φi
Vµ,j(Ξ)− ∂
∂Φj
Vµ,i(Ξ).
Turning to the kinetic Lagrangian, we assume the standard forms which lead to the Klein-Gordon
operator as kinetic operator for second-order fields, and to some Dirac-like operator for first-order
fields:
Lkin[Ξ] = 1
2
(−∂µΦi∂µΦi −mΦijΦiΦj + i∂µΨkΓµklΨl + iΨkmΨklΨl) .(1.2.2)
Usually, the eigenvalues of the symmetric matrix mΦ ∈ RNΦ×NΦ are the squared masses of the
degrees of freedom; however, in view of the Higgs field, there is a reason not to put any requirement
of positive definiteness onto mΦ. For the matrices mΨ,Γµ ∈ RNΨ×NΨ we require that (Γµ)T = Γµ
(any antisymmetric part would produce only a total derivative) and (mΦ)T = −mΦ. Also we suppose
that for the arising ”massive Dirac operator” 6D with
6Dij := i
(−Γµij∂µ +mΨij)(1.2.3)
there exists another first-order operator K = K(∂t, ∂a) with constant coefficients such that
Kij 6Djk = (+M)δik(1.2.4)
where, as usual,  is the Klein-Gordon operator, andM is some real-valued mass matrix (no positivity
condition is necessary).
Given such a model, we define the underlying bosonic model as having field content Φ1, . . . ,ΦNΦ
and Lagrangian Lbos[Φ] := L[Ξ]|Ψ=0.
1.3. Configuration families and solution families. We take over the notations of [10], [11]: For
r ≥ 0, let
Vr := {(t, x) ∈ Rd+1 : |x| ≤ r + |t|},(1.3.1)
and denote temporarily by C∞
Vr
(Rd+1) the closed subspace of C∞(Rd+1) which consists of all those
elements which have support in Vr. Set
Ec =
⋃
r>0
C∞Vr (R
d+1)
and equip it with the inductive limit topology. This is a strict inductive limes of Fre`chet spaces, and
hence complete. Also, D(Rd+1) is dense in Ec; hence the latter space is admissible in the sense of [8].
Moreover, one easily shows that the subspace Ec of C∞(Rd+1) is invariant under the standard action
of the Poincare´ group P, and that the arising action is continuous.
We will call V := RN
Φ|NΨ the field target space. Also, we set V˙ := RN
Φ
; this will be the target
space for the velocities of the second-order fields at the Cauchy hyperplane. Thus, setting
EVc := Ec ⊗ V, ECau,Vc := D(Rd)⊗ (V ⊕ V˙ ),
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the smf’s of Cauchy data and of configurations, (1.1.4), (1.1.3) are now well-defined. Analogously, we
set
ECau,V := C∞(Rd)⊗ (V ⊕ V˙ ), EV := C∞(Rd+1)⊗ V.
Let Z be an arbitrary smf. A configuration family parametrized by Z (or Z-family, for short) is an
even, real superfunction Ξ′ on Z with values in the locally convex space EV:
Ξ′ = (Φ′|Ψ′) ∈MEV(Z).
Thus, Ξ′ encodes a N -tuple Ξ′ = (Ξ′1, . . . ,Ξ
′
N ) of C
∞(Rd+1)-valued superfunctions on Z.
If Ξ′ lies in the subspaceMEVc (Z) we call Ξ′ a Z-family of quality Ec; these are of main interest for
us.
(In [10], [11] we have considered more general families which have values in Sobolev spaces and are
defined over time intervals; however, for our purposes here, they are useless.)
Now, given an smf morphism pi : Z ′ → Z we can assign as in [10] to every Z-family Ξ′ its pullback
Ξ” := pi∗(Ξ′) which is a Z ′-family. In fact, the process of passing from Ξ′ to Ξ” means in family
language nothing but a change of parametrization (cf. [9, 1.11]).
One family of quality Ec is given a priori, namely the M -family
Ξ = (Φ|Ψ) ∈MEVc (M)
where, we recall,M = L(EVc ) is the smf of configurations of quality Ec, and Ξ is the standard coordinate
(cf. [9, 2.5, 2.6]).
Ξ is in fact the universal family of quality Ec: Given an arbitrary Z-family Ξ′ of quality Ec, it
defines by [9, 2.8.1] a classifying morphism
Ξ′ : Z →M, Ξ̂′ = Ξ′
and Ξ′ arises from Ξ just by pullback: Ξ′ = Ξ′
∗
(Ξ).
Remark. In the language of category theory, this means that the cofunctor
{supermanifolds} → {sets}, Z 7→ MEVc (Z),
is represented by the object M with the universal element Ξ.
Fixing a Z-family Ξ′ of quality Ec, the field strengthes Ξ′i(t, x) = δ(t,x)◦Ξ′i for (t, x) ∈ Rd+1 are scalar
superfunctions on Z. More generally, we define the value at Ξ′ of any superfunctional K ∈ OF (M)
as the pullback of K along Ξ′:
K[Ξ′] := Ξ′
∗
(K) ∈ OF (Z).
For instance, in case Z is a point, the value K[Ξ′] of an F -valued superfunctional K at a Z-family Ξ′
is an element of FC; thus, for a scalar functional K ∈ O(M), it is simply a complex number (which,
however, is zero for all odd K, and, in particular, for the fermionic field strengthes).
1.4. Solution families and action principle. A Z-family of solutions, or solution family for short,
is a Z-family Ξ′ ∈ MEV(Z) which satisfies
(δ/δΞi)L[Ξ′] = 0(1.4.1)
for all i (the l. .h. s. is obviously well-defined in OEV(Z)). Trivially, every pullback of a solution family
is a solution family.
Of course, the universal family Ξ is not a family of solutions. However, we will show in Thm. 1.8.3
that in the case of a complete model, there exists a family of solutions Ξsol of quality Ec which is
universal for this quality, i.e. every other solution family of quality Ec will be a pullback of Ξsol.
If Z = P is a point then a Z-family of solutions is just an element φ ∈ EV
0
= C∞(Rd+1)⊗V0 which
solves the field equations of the underlying bosonic model in the usual sense.
The Cauchy data of a family Ξ′ ∈MEV(Z) is the element
(Ξ′(0), ∂0Φ
′(0)) ∈ MECau,V(Z).
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Up to now, solution families are characterized rather formally, as making the variational derivatives
of the differential polynomial L vanish. We now look for the action principle.
Inserting the coordinate superfunctions Ξi ∈ OEc(M) into the Lagrangian, we get the action density
L[Ξ] ∈ MEc(M) as an Ec-valued superfunction on the configuration smf M ; however, its space-time
integral,
S :=
∫
dxL[Ξ](x),(1.4.2)
is ill-defined. What we can do is to define the action over any closed subset Ω ⊆ Rd which has the
property that Ω ∩ Vr is compact for all r > 0 (cf. (1.3.1)):
SΩ[Ξ] :=
∫
Ω
dxL[Ξ](x) ∈M(M).
In particular, the action within a time interval [t0, t1] is well-defined:
St0,t1 [Ξ] =
∫ t1
t0
dt
∫
Rd
dxL[Ξ](t, x) ∈M(M).
Note that on the smf of smooth configurations MC∞ = L(EV) (cf. 1.9 below), the action SΩ[Ξ] ∈
M(MC∞) is defined only if Ω is compact; in particular, St0,t1 [Ξ] is not well-defined as superfunction
on MC∞ .
For a superfunction with values in continuous functions on Rd+1, i.e. K ∈ OC(Rd+1)(Z), let, as in
[10], the target support of K be defined as
t-suppK := Closure
(
{x ∈ Rd+1 : K(x) 6= 0}
)
,
where, of course, K(x) = δx ◦K. This should not be confused with the support of a power series as
defined in [8, 3.11].
Now Ξ′ is a solution family iff SΩ[Ξ
′] remains stationary with respect to infinitesimal increments
of Ξ′ which have their target support in the interior Ω0:
Proposition 1.4.1. For a Z-family of configurations Ξ′ ∈ MEV(Z) the following conditions are
equivalent:
(i) Ξ′ is a Z-family of solutions;
(ii) We have (∂ξSΩ)[Ξ
′] = 0 for all Ω as above and ξ ∈ D(Rd+1)⊗ V with suppξ ⊆ Ω0. Here ∂ξ is
the directional derivative, cf. [8, 3.9, 3.12];
(iii) We have χ(SΩ)[Ξ
′] = 0 for all Ω as above and χ ∈ XEVc ((EVc )0) with t-suppχ(Ξi) ⊆ Ω0 for all
i. Here XEVc ((EVc )0) denotes the space of all infinitesimal transformations over (EVc )0, cf. [8, 3.12].
Proof. We first need a formula for χ(SΩ)[Ξ
′] where χ is as in (iii): Mimicking the proof of [8, Thm.
2.8], we have
χ(SΩ)[Ξ
′] =
∑
i
∫
Ω
dx
(
χ(Ξi)[Ξ
′](x)
δ
δΞi
L[Ξ′](x) + ∂µ
(
χ(Ξi)[Ξ
′](x)
∂
∂(∂µΞi)
L[Ξ′](x)
))
.(1.4.3)
Now if Ξ′ is a solution family then the first term of the sum on the r. h. s. vanishes by (1.4.1) while the
second one is a total differential with target support in the interior of Ω; hence its integral vanishes,
too, proving (i)⇒(iii).
(iii)⇒(ii) is obvious.
To show (ii)⇒(i), we specialize (1.4.3) to χ = ∂ξ, getting 0 =
∑
i
∫
Ω dx ξi(x)
δ
δΞ
i
L[Ξ′](x) for all Ω, ξ
as in (ii); this implies (1.4.1).
Remark. One can give (1.4.2) sense as scalar superfunction S ∈ M(MC∞0 ) on the smaller configuration
smf MC∞
0
:= L(C∞0 (R
d+1)⊗ V ) (which, of course, is too small to contain non-trivial solutions of the
field equations). Taking its exterior differential, alias total variation (cf. [8, 3.8]),
δS = δS[Ξ, δΞ] =
N∑
i=1
∫
Rd+1
dx δΞi(x)
δ
δΞi(x)
S,
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and using the notations of [7, 5.5, 6.6], we have
δS ∈ Ω1(MC∞
0
) = C
∞
0 (R
d+1)⊗VMR(MC∞
0
).
It is easy to see that, with respect to the embedding of smf’s MC∞0
⊆−→ M ⊆−→ MC∞ , this lifts to
unique elements
δS ∈ C∞0 (Rd+1)⊗VMR(M), δS ∈ C∞0 (Rd+1)⊗VMR(MC∞).
Note, however, that δS does not lie in the subspace EcMR(M) = Ω1(M), i. e., it is not a one form
on M (and the less on MC∞), and thus there is no contradiction to the Poincare´ Lemma given in [7,
6.9].
Now a Z-family of configurations Ξ′ ∈MEV(Z) is a Z-family of solutions iff the pullback Ξ′∗(δS) =
δS[Ξ′, δΞ] ∈ C∞0 (Rd+1)⊗VMR(Z) vanishes.
1.5. Reduction to first-order equations. The relevant variational derivatives of the Lagrangian
take the form
δ
δΦi
L[Ξ] = Φi −mΦijΦj +
∂
∂Φi
V ′(Ξ) + Vµ,ij(Ξ)∂µΦj , (i = 1, . . . , NΦ)
δ
δΨi
L[Ξ] = 6DijΨj + ∂
∂Ψi
V [Ξ] (i = 1, . . . , NΨ)
as identities in OEc(M). In a standard way, we write the field equations as first-order evolution system:
∂tΦi = Φ˙i,(1.5.1a)
∂tΦ˙i = ∆Φi −mΦijΦj +
∂
∂Φi
V ′(Ξ) + Vµ,ij(Ξ)∂µΦj ,(1.5.1b)
∂tΨi = −(Γ0)−1ij
(
Γajk∂aΨk +m
Ψ
jkΨk + i
∂
∂Ψj
V [Ξ]
)
(1.5.1c)
(for legibility, we have suppressed the apostrophes which indicate that these are conditions for a
configuration family). Thus, Ξ′ is a solution family of our model iff (Ξ′, ∂tΦ
′) is a solution family of
the system (1.5.1a)–(1.5.1c).
We get a system of field equations for the first-order field components
(Ξfo1 , . . . ,Ξ
fo
N ) = (Φi, Φ˙i|Ψj), N fo := 2NΦ +NΨ.
Lemma 1.5.1. The system (1.5.1a)–(1.5.1c) belongs to the class of systems of field equations consid-
ered in [10], [11], and is causal.
Proof. First we have to look for the spatially Fourier-transformed influence function Aˆ = (Aˆij) =
Aˆ(t, p), i.e. the solution of the linearized and spatially Fourier-transformed equations (1.5.1a)–(1.5.1c)
with the initial data
Aˆ(0, p) = (2pi)−d/21N×N .
For notational convenience, we work with the vector (Φi, Φ˙i|Ψj) of real and complex field components.
Thus, Aˆ = diag(AˆΦ, AˆΨ) where
AˆΦ(t, p) =
(
∂tAˆΦ AˆΦ
∂t
2AˆΦ ∂tAˆΦ
)
,(1.5.2)
and AΦ is the solution of
(∂2t + p
2 +mΦ)AˆΦ(t, p) = 0, AˆΦ(0, p) = (2pi)−d/21NΦ×NΦ .
Explicitly,
AˆΦ(t, p) = (2pi)−d/2ft(p2 +mΦ), ft(z) := sin t
√
z√
z
.
8 T. SCHMITT
Thus, if mΦ = diag(µ1, . . . , µNΦ) then the inverse spatial Fourier transform of AˆΦ becomes AΦ(t, x) =
diag(Dµ1(t, x), . . . , DµNΦ (t, x)) where Dµi(t, x) is the Pauli-Jordan exchange function with mass µi.
In the first-order sector, if writing 6D = 6D(∂t, ∂x) then AˆΨ is determined by
6D(∂t, ip)AˆΨ(t, p) = 0, AˆΨ(0, p) = (2pi)−d/21NΨ×NΨ .
We claim that the solution is explicitly given by
AˆΨ(t, p) := (2pi)−d/2K(∂t, ipa) cos t
√
p2 +mΨ· 6D(0, ipa)/(p2 +M)(1.5.3)
where K(∂t, ∂a) is the operator from (1.2.4). Indeed,
AˆΨ(0, p) = (2pi)−d/2K(∂t, ipa)(1NΨ×NΨ) 6D(0, ipa)/(p2 +M)
= (2pi)−d/2K(0, ipa) 6D(0, ipa)/(p2 +M)1NΨ×NΨ = (2pi)−d/21NΨ×NΨ .
Having constructed Aˆ, one now verifies the estimates∥∥∥AˆΦ(t, p)∥∥∥ ≤ K
1 + |p| ,(1.5.4a) ∥∥∥∥ ddtAˆΦ(t, p)
∥∥∥∥ ≤ K,(1.5.4b) ∥∥∥∥ d2dt2 AˆΦ(t, p)
∥∥∥∥ ≤ K(1 + |p|),(1.5.4c) ∥∥∥AˆΨ(t, p)∥∥∥ ≤ K(1.5.4d)
valid for (say) t ∈ (−1, 1) and suitable K > 0. This allows to take the vector of smoothness offsets τ
which assigns 1 to the second-order field components Φi, and 0 to their velocities Φ˙i as well as to the
first-order fields Ψj.
Also, using the Paley-Wiener Theorem, we have for the inverse Fourier transform A of Aˆ
suppA ⊆ {(t, x) ∈ Rd+1 : |x| ≤ |t|}.
so that our system is causal.
Remark. In view of the expectation that particles with imaginary rest mass should move tachyon-
ically, it is somewhat astonishing that the scalar fields Φi have causal propagation even if m
Φ has
negative eigenvalues. Of course, the corresponding components (after diagonalization) cannot describe
a physically senseful free field; attempting to canonically quantize it would lead to a state space with
indefinite metric. (Complex eigenvalues cannot occur due to symmetry of mΦ.)
1.6. The formal solution. In the following, we look at the solution of the Cauchy problem for the
field equations on the formal power series level. Essentially, one only needs to repeat the approach
of [11], [10], with adapting it to our context which contains first as well as second-order fields. The
result is:
Corollary 1.6.1. There exists a uniquely determined formal power series (in the sense of [8, 2.3]),
Ξsol = Ξsol[ΞCau, Φ˙Cau] ∈ Pf (ECau,Vc ; EVc )0,R
which solves the Cauchy problem (1.1.6), (1.1.7). Letting Ξsol =
∑
m>0 Ξ
sol
(m) denote its splitting into
homogeneous components, the first one, Ξsol(1), is the formal solution of the corresponding free model:
(Φsol(1))i[Ξ
Cau, Φ˙Cau](t, y) =
∫
dx
(
∂tAΦij(t, y − x)ΦCauj (x) +AΦij(t, y − x)Φ˙Cauj (x)
)
,
(Ψsol(1))i[Ξ
Cau, Φ˙Cau](t, y) =
∫
dxAΨij(t, y − x)ΨCauj (x),
while the higher components are recursively given by
(Ξsol(m))i(t, y) =
∫
R×Rd
dsdxGij(t, s, y − x) δ
δΞj
V [Ξsol(<m)](m)(s, x)
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for m ≥ 2 where, of course, Ξsol(<m) =
∑m−1
n=1 Ξ
sol
(n), and
G(t, s, x) :=
(
θ(t− s)− θ(s)) diag(AΦ(t− s, x), AΨ(t− s, x) · (Γ0)−1)
where θ(s) is 1, 1/2, 0 for t > 0, t = 0, t < 0, respectively.
Remark. The Green function matrix G := (Gij) = diag(G
Φ, GΨ) is characterized by
diag(, 6D)t,xG(t, s, x) = −δ(t− s)δ(x) · 1NΦ+NΨ , G(0, s, x) = 0, ∂tGΦ(0, s, x) = 0.
The formal power series Ξsol, which we call the formal solution of the classical model, will be the
power series expansion at the zero configuration of the solution of the ”analytic Cauchy problem”
(1.1.5), (1.1.6), (1.1.7).
1.7. Cauchy uniqueness and causality. The first thing to observe is that solution families are
uniquely determined by their Cauchy data. Before giving a ”localized” variant of this fact which also
expresses the causality of the propagation of perturbations, we need some notations:
For (s, x), (t, y) ∈ Rd+1 we will write (s, x) ≺ (t, y) iff (t, y) lies in the forward light cone of (s, x),
i. e. (t− s)2 ≥ (y − x)2.
Given a point p = (s, x) ∈ Rd+1 with s 6= 0, write
Ω(p) :=
{
{(s′, x′) ∈ Rd+1 : (s′, x′) ≺ (s, x), 0 < s′} if s > 0,
{(s′, x′) ∈ Rd+1 : (s, x) ≺ (s′, x′), s′ < 0} if s < 0,
J (p) := {x′ ∈ Rd : |x′ − x| < |s|}.
By the results of [10], [11], causality implies that perturbations of solution families propagate within
the light cone, as to be expected:
Theorem 1.7.1. Let be given a point p = (s, x) ∈ Rd+1 with s 6= 0, and let be given two Z-families
Ξ′,Ξ” ∈ MEV(Z). Suppose that
δ
δΞi
L[Ξ′]|Ω(p) =
δ
δΞi
L[Ξ”]|Ω(p) = 0 (i = 1, . . . , N),
((Ξ′ − Ξ”)(0), ∂0(Ψ′ −Ψ”)(0)) |J (p) = 0.
Then (Ξ′ − Ξ”)|Ω(p) = 0.
1.8. Completeness, universal solution family, and the smf of classical solutions. Loosely
said, we call the model complete iff the underlying bosonic model is globally solvable:
Theorem 1.8.1. The following conditions are equivalent:
(i) For every smooth solution φ ∈ C∞((a, b)× Rd)⊗ V0 of the underlying bosonic field equations
δ
δΦi(x)
Lbos[φ] = 0(1.8.1)
on a bounded open time interval (a, b) such that suppφ(t) is compact for some (and hence all) all
t ∈ (a, b), there exists a Sobolev index k > d/2 such that
sup
t∈(a,b)
max
{‖φi(t)‖Hk+1(Rd), ‖∂tφi(t)‖Hk(Rd)} <∞(1.8.2)
for all i = 1, . . . , NΦ.
(ii) The underlying bosonic equations are all-time solvable with quality Ec:
Given bosonic Cauchy data (φCau, φ˙Cau) ∈ (ECau,Vc )0 there exists an element φ ∈ (EVc )0 with these
Cauchy data which solves (1.8.1).
If these conditions are satisfied we call the model complete.
Remark 1.8.2. In the absence of derivative couplings, Vµ,i = 0, it is sufficient to have (1.8.2) for some
k > d/2− 1.
Proof. In view of Lemma 1.5.1, the Theorem immediately follows from the corresponding results of
[10], [11].
10 T. SCHMITT
For more comment, cf. [10].
The central result of this section is:
Theorem 1.8.3. Suppose that the model is complete.
(i) The formal solution Ξsol is the Taylor expansion at zero of a unique superfunctional
Ξsol[ΞCau, Φ˙Cau] ∈MEVc (MCau),(1.8.3)
and (1.8.3) is an MCau-family of solutions of quality Ec.
(ii) The image of the arising smf morphism (cf. [9, 2.8,2.12]) Ξsol : MCau → M is a split sub-smf
which we call the smf of classical solutions, or, more exactly, the smf of smooth classical solutions
with spatially compact support, and denote by M sol ⊆M .
(iii) M sol has the following universal property: Recall that fixing an smf Z we have a bijection
between Z-families Ξ′ of configurations of quality Ec, and morphisms Ξ′ : Z → M . Now Ξ′ is a
solution family iff Ξ′ factors to Ξ′ : Z →M sol ⊆M .
In this way, we get a bijection between Z-families Ξ′ of solutions of quality Ec and morphisms
Ξ′ : Z →M sol.
Proof. In view of Lemma 1.5.1, this follows from the corresponding results of [10], [11].
Remarks. (1) In the language of category theory, assertion (v) means that the cofunctor
{supermanifolds} → {sets}, Z 7→ {supermanifolds}
is represented by the object M with the universal element Ξsol. Thus, (1.8.3) is the universal family
of solutions of quality Ec: Every other family of solutions of this quality arises uniquely as pullback
from (1.8.3).
(2) Taking in (iii) P -families where P is a single point we get that the underlying manifold M˜ sol is
just the set of all bosonic configurations φ ∈ (EVc )0 which satisfy the underlying bosonic field equations
(1.8.1). The underlying map of Ξsol :MCau →M assigns to each bosonic Cauchy datum (φCau, φ˙Cau)
the unique solution φ of (1.8.1) with φ(0) = φCau, ∂tφ(0) = φ˙
Cau.
(3) Note that M sol is still a linear smf which is, however, in a non-linear way embedded into M .
In a forthcoming paper we will show that, once the action of the Lorentz group on V has been fixed,
the sub-smf M sol is invariant under the arising action of the Poincare´ group on M ; the other data α,
Ξfree, Ξsol are not (they are only invariant under the Euclidian group of Rd).
(4) The superfunction (1.8.3) is uniquely characterized by the conditions (1.1.6), (1.1.7). The latter
property can be recoded supergeometrically to the fact that the composite morphism
MCau
Ξsol−−→M pi−→MCau
is the identity; here pi is the projection onto the Cauchy data: pˆi[Ξ] = (Ξ(0), ∂0Φ(0)).
(5) In qft slang, the homomorphism
OF (M)→ OF (M sol), K[Ξ] 7→ K[Ξsol](1.8.4)
is called restriction of classical observables onto the mass shell (the latter term comes from free field
theory). It follows from ass. (iii) that (1.8.4) is surjective.
(6) Let us comment on the fact that completeness depends only on the underlying bosonic model:
Mathematically, this is an analogon of several theorems in supergeometry that differential-geometric
tasks, like trivializing a fibre bundle, or presenting a closed form as differential, are solvable iff the
underlying smooth tasks are solvable.
Physically, our interpretation is somewhat speculative: In the bosonic sector, the classical field
theory approximates the behaviour of coherent states, and completeness excludes that ”too many”
particles may eventually assemble at a space-time point, making the state non-normable. On the
fermionic side, apart from the non-existence of genuine coherent states, it is the Pauli principle which
automatically prevents such an assembly.
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1.9. The smf of classical solutions without support restriction. It takes not much additional
effort to lift the constraints on the supports of solution families, considering arbitrary smooth solution
families. The appropriate smf’s of Cauchy data and configurations are
MCauC∞ := L(ECau,V), MC∞ := L(EV).
In view of Lemma 1.5.1, the results of [10], [11] yield:
Theorem 1.9.1. Suppose the model is complete. Then Ξsol extends uniquely to a superfunctional
Ξsol ∈MEV(MCau,VC∞ ).
Moreover, the image of the arising smf morphism
Ξsol :MCauC∞ = L(ECau,V)→ L(EV) =MC∞
is a split sub-smf which we call the smf of smooth classical solutions (without support restriction),
and denote by M solC∞ ⊆MC∞.
Also, the remaining properties of M solC∞ are completely analogous to that of M
sol. We get a com-
mutative diagram of smf’s
MCau
Ξsol−−−−→ M sol ⊆−−−−→ M
⊆
y ⊆y ⊆y
MCauC∞
Ξsol−−−−→ M solC∞
⊆−−−−→ MC∞ .
1.10. Local excitations. A further variant arises by considering compactly supported excitations of
a classical solution; in particular, it is applicable for situations with spontaneous symmetry breaking,
like the Higgs mechanism. In view of Lemma 1.5.1, the results of [10] yield:
Theorem 1.10.1. Suppose that the model is complete, and fix a solution φ ∈ EV0 of the underlying
bosonic field equations (1.8.1); let (φCau, φ˙Cau) be its Cauchy data.
(i) The superfunctional
Ξexcφ [Ξ
Cau, Φ˙Cau] := Ξsol[ΞCau + φCau, Φ˙Cau + φ˙Cau]− φ,(1.10.1)
which lies a priori in MEV(MCauC∞ ), restricts to a superfunctional
Ξexcφ [Ξ
Cau, Φ˙Cau] ∈MEVc (MCau).
(ii) The image of the arising smf morphism Ξexcφ :M
Cau →M is a split sub-smf which we call the
smf of excitations around φ, and denote by M excφ ⊆M .
(iii) M excφ has the following universal property: Given a Z-family Ξ
′ ∈ MEVc (Z), the corresponding
morphism Ξ′ : Z →M factors throughM excφ iff the Z-family Ξ′+φ ∈ME
V
(Z) is a solution family.
Remark. This theorem yields new information only if the (φCau, φ˙Cau) are not compactly carried.
If they are, i. e. (φCau, φ˙Cau) ∈ (ECau,Vc )0, then (1.10.1) is already a priori defined as element of
MEVc (MCau), and M excφ can be identified with M sol.
1.11. Simple sufficient completeness criteria. We call a measurable function W : Rm → R of
polynomial growth if it obeys an estimate
|W (y)| ≤ C(1 + ‖y‖N )(1.11.1)
with some C,N > 0.
Proposition 1.11.1. Suppose that for every solution φ ∈ C∞((a, b) × Rd) ⊗ V0 of the underlying
bosonic field equations (1.8.1) for which suppφ(t) is compact for all t ∈ (a, b), we have
sup
t∈(a,b)
(
‖∂tφi(t)‖L2(Rd) +
d∑
a=1
‖∂aφi(t)‖L2(Rd)
)
<∞(1.11.2)
for i = 1, . . . , NΦ. Also, suppose that either
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(i) d ≤ 1, or
(ii) d = 2, the interaction of the underlying bosonic model has the form V [Φ|0] = V (Φ) with an
entire power series V (Φ) (thus, derivative couplings are not allowed), and the functions ∂Φ
i
V (Φ),
∂Φ
i
∂Φ
j
V (Φ) are all of polynomial growth, or
(iii) d = 3, and the interaction of the underlying bosonic model has the form
V [Φ|0] =
∑
i,j,k
cijkΦiΦjΦk +
∑
i,j,k,l
cijklΦiΦjΦkΦl
with real numbers cijk, cijkl.
Then the model is complete.
Remarks. (1) Thus, in d = 3, couplings of at most fourth order are allowed. Remarkably, this is at the
same time the condition for power-counting renormalizability. (2) The hypothesis (1.11.2) is usually
guaranteed by energy conservation.
Proof. For notational convenience, we assume from the beginning that fermionic fields are absent. As
in [10], [11], we use the Sobolev norm
∥∥∥(φCau, φ˙Cau)∥∥∥
HCau,V
k
:=
NΦ∑
i=1
(∥∥φCaui ∥∥Hk+1 + ∥∥∥φ˙Caui ∥∥∥Hk
)
.
In view of Thm. 1.8.1 and Remark 1.8.2, it is in all three cases sufficient to show
sup
t∈(a,b)
‖(φ(t), ∂tφ(t))‖HCau,V
k
<∞.(1.11.3)
for k = 1.
First we show (1.11.3) for k = 0: We have ∂t ‖φi(t)‖L2(Rd) ≤ ‖∂tφi(t)‖L2(Rd) < C for all i with
some C > 0, and hence
‖φi(t)‖L2(Rd) ≤ ‖φi((a+ b)/2)‖L2(Rd) + C |t− (a+ b)/2|
is bounded, which implies the assertion.
For the step to k = 1, we apply [11, Lemma 4.2.3] with respect to the norms ‖·‖HCau,V1 ≤
‖·‖HCau,V0 within (say) the Banach space (H
Cau,V
2 )0 which is the completion of (ECau,Vc )0 with re-
spect to ‖·‖HCau,V2 . Thus, it is sufficient to show that there exists a monotonously increasing function
F : R+ → R+ with∥∥∥∥ δδΦiV [φ](t)
∥∥∥∥
H1
≤ (1 + ‖(φ(t), ∂tφ(t))‖HCau,V1 )F (‖(φ(t), ∂tφ(t))‖HCau,V0 )(1.11.4)
for all t ∈ (a, b), i = 1, . . . , NΦ.
Ad (i). In d ≤ 1, we have a continuous embedding H1(Rd) ⊆ L∞(Rd). Obviously, pointwise
multiplication makes L∞(R
d) a Banach algebra, and yields a continuous pairing L2(R
d)×L∞(Rd)→
L2(R
d).
From (1.2.1) we have for a = 1, . . . , d
∂a
δ
δΦi
V [φ](t) = ∂aφl(t)
(
∂2
∂Φi∂Φl
V ′(φ(t)) + ∂
∂Φl
Vµ,ij(φ(t))∂µφj(t)
)
+ Vµ,ij(φ(t))∂a∂µφj(t)
(1.11.5)
(note that the sum over µ ranges 0, . . . , d). For s > 0, let
F ′(s) := sup(ξ,ξ˙)∈HCau,V0 ; ‖(ξ,ξ˙)‖≤s maxµ,i,l max{∥∥∥∥ ∂2∂Φi∂ΦlV ′(ξ)
∥∥∥∥
L∞
,
∥∥∥∥ ∂∂ΦlVc,ij(ξ)∂cξj + ∂∂ΦlV0,ij(ξ)ξ˙j
∥∥∥∥
L2
,
∥∥Vµ,il(ξ)∥∥
L∞
}
.
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By our remarks above, this is finite. From (1.11.5) we have∥∥∥∥∂a δδΦiV [φ](t)
∥∥∥∥
L2
≤ CF ′(‖(φ(t), ∂tφ(t))‖HCau,V0 )
∑
a
‖∂aφk(t)‖L2 +
∑
a,µ,j
‖∂a∂µφj(t)‖L2

≤ CF ′(‖(φ(t), ∂tφ(t))‖HCau,V0 ) ‖(φ(t), ∂tφ(t))‖HCau,V1 ,
yielding the estimate (1.11.4) wanted.
Ad (ii). Recall that we have a continuous embedding
H1(R
2) ⊆ Lp(R2)(1.11.6)
for all p ≥ 2. Also, we note that if W is of polynomial growth and satisfies W (0) = 0, the estimate
(1.11.1) implies that for all p > 1 there exist C1, C2 such that
‖W (ξ1, . . . , ξm)‖pLp ≤ C1 + C2
∑
i
‖ξi‖NpLNp .
for ξ1, . . . , ξm ∈ H1. Combining this with (1.11.6) we get that there exist C3, C4 such that
‖W (ξ1, . . . , ξm)‖Lp ≤ C3 + C4
∑
i
‖ξi‖NH1 .(1.11.7)
Applying (1.11.6) and (1.11.7), we get an estimate
‖∂a(∂iV (φ(t)))‖L2 ≤
∑
j
‖∂aφj(t)‖L4 ‖∂i∂jV (φ(t))‖L4 ≤
∑
j
‖φj(t)‖H2
(
C5 + C6
∑
k
‖φk(t)‖NH1
)
.
Applying also (1.11.7) with W := ∂iV , we get the estimate (1.11.4) needed:
‖∂iV (φ(t))‖H1 ≤
(
1 +
∑
j
‖φj(t)‖H2)(C7 + C8
∑
j
‖φj(t)‖NH1
)
.
Ad (iii). Choose R > 0 such that suppφ(t) ⊆ {x : ‖x‖ < R} for all t ∈ (a, b). It is a standard fact
that we have a continuous embedding
H1(R
3) ⊆ L6(R3),
Also, for each p ≤ 6 we have a continuous embedding{
ξ ∈ L6(R3) : suppξ ⊆ {x : ‖x‖ < R}
} ⊆ Lp(R3),
Finally, we recall that pointwise multiplication yields a continuous bilinear map
Lp(R
3)× Lq(R3)→ L1/(1/p+1/q)(R3).
It follows that
‖∂iV(φ))‖H1 ≤ ‖∂iV(φ))‖L2 +
∑
a
‖∂a(∂iV(φ)))‖L2 ≤ CR
(‖φ‖3H1 + ‖φ‖H2 ‖φ‖2H1)
with suitable CR > 0, which is the estimate (1.11.4) needed.
2. Example models
2.1. Scalar models. The simplest examples of classical models are the scalar models
L[Φ] = −1
2
(
∂µΦ∂
µΦ +m2Φ2
)
− V(Φ)
where V(·) is an entire function on C which has an at least triple zero at the origin (derivative couplings
are physically excluded by Lorentz invariance).
Here is nothing ”super”, and M sol, if defined, is simply a real-analytic manifold.
The case of the Φ4 model, i. e. V(Φ) = qΦ4 with q > 0 and d = 3, has already been discussed in
[10]. Using energy conservation, as in the proof of Cor. 2.4.1 below, the (well-known) completeness
of the Φ4 model follows from Prop. 1.11.1(iii).
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2.2. Purely fermionic models. In the absence of bosonic fields, NΦ = 0, the completeness condition
is void, and Thm. 1.8.3 immediately provides a sub-smf of classical solutionsM sol ⊆M . In particular,
this applies to the Gross-Neveu models, and to the Thirring model, which admits a closed formula
for Ξsol (cf. [10]). Note that both M sol and M are simply points equipped with infinite-dimensional
Grassmann algebras, and the embedding is given by a surjection O(M) → O(M sol) (”restriction of
field functionals onto the mass shell”).
2.3. A simple boson-fermion model. As a more realistic example, we consider the Yukawa model
of meson-nucleon scattering: The field components are Φi (i = 1, 2, 3) for the three isospin components
of the meson field on the bosonic side and, using complex components, Ψα,k,Ψα,k (k = 1, 2, α =
1, . . . , 4) for the isospin dublet of the nucleon field on the fermionic side. Thus, the setup is (d, V ) =
(4,R3|16). Using matrix writing for the spinor indices, the Lagrangian is
L[Φ|Ψ] := − i
2
(
Ψkγ
µ∂µΨk − ∂µΨkγµΨk
)− imΨΨkΨk − 12∂µΦi∂µΦi − 12(mΦ)2Φ2i − igΨkγ5τ iklΨlΦi
where the isospin matrices τ i (i = 1, 2, 3) are ( 0 11 0 ),
(
0 −i
i 0
)
, and
(
1 0
0 −1
)
, respectively, Ψα,k := Ψβ,kγ
0
βα
is the Dirac conjugate, and g ∈ R is the coupling constant. The operator 6D from (1.2.3) is here
6D = i(γµ∂µ−mΨ), so that K := −i(γµ∂µ+mΨ) satisfies (1.2.4), and the fermionic influence function
AˆΨ is now given by (1.5.3).
Since the underlying bosonic model describes three free scalar fields, the model is complete.
2.4. A supersymmetric model. Let us consider the most general d = 3, simply supersymmetric
renormalizable Lagrangian with only chiral superfields, taken from [16, (5.12)]. Of course, we use the
component field formulation, with the auxiliary field being eliminated.
The model contains on the bosonic side complex scalar fields A1, . . . , An, and on the fermionic
one Weyl spinor fields Ψ1, . . . ,Ψn. The parameters are the ”masses” (mik) ∈ Cn×n which are sym-
metric, the coupling constants (gijk) ∈ Cn×n×n which are symmetric in all indices, and the complex
parameters (λk) ∈ Cn.
For shortness, we set
Fk[A] := −λk −mikAi − gijkAiAj , V [A,A] := Fk[A]Fk[A].
The Lagrange density is
L[A,A| Ψ,Ψ] = i∂µΨiσµΨi − ∂µAi∂µAi − RemikΨiΨk − 2RegijkΨiΨjAk − V [A,A].
Unfortunately, the λk spoil the immediate fitting of this Lagrangian into our model class, since they
produce linear terms in the Ai. However, if c ∈ Rn is a critical point of V , i. e. ∂AiV [c, c] = ∂AiV [c, c] =
0, then we may pass to new variables A′i := Ai − ci, getting a new Lagrangian
L′[A′, A′| Ψ,Ψ] := L[A′ + c, A′ + c| Ψ,Ψi]− V [c, c]
which is easily seen to fit into our model class. (If V [c, c] 6= 0 then supersymmetry is spontaneously
broken.)
Corollary 2.4.1. This model is complete.
Proof. By standard conclusions of QFT, the energy of the underlying bosonic model,
H[A′] :=
∑
i
(∂0A
′
i)
2 − L′[A′, A′| 0, 0] =
∑
i
(∂0A
′
i)
2 +
∑
a,i
(∂aA
′
i)
2 + V [A′ + c, A′ + c],
satisfies ∂0H[A′] = 0 for each solution A′ of the underlying bosonic equations. Since V [A′+c, A′+c] ≥
0, this implies that the hypotheses of Prop. 1.11.1(iii) are satisfied.
In [8], we have shown that the usual supersymmetry operators act as odd vector fields on the
configuration smf M . In the successor paper, we will show much more: The solution smf M sol has a
natural symplectic structure, the supersymmetry vector fields restrict to odd vector fields Qα, Qα˙ ∈
X (M sol)1 which are just the hamiltonian vector fields generated by the Noether charges associated to
supersymmetry.
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3. Yang-Mills-Dirac-Higgs models in the temporal gauge
3.1. The general setting. In the following, we assume d ≥ 1. Let G be a compact Lie group. We
consider a full Yang-Mills theory coupled to Dirac and Higgs fields, with the following field components:
– the gauge potential A = (Aiµ)
i=1,...,Ng
µ=0,...,d where N
g is the dimension of the Lie algebra g := lieG,
and the Lie algebra index i here and in the following always refers to an orthonormal basis of g with
respect to a fixed invariant positively definite scalar product on g,
– the Higgs field Φ = (Φj)j=1,...,NΦ , where N
Φ is the dimension of a real orthogonal representation
space V Φ of G,
– the Dirac field Ψ = (Ψkα)
k=1,...,NΨ
α=1,...,ND , where N
Ψ is the dimension of a unitary representation
space V Ψ of G, and ND = 21+[d/2] is the dimension of the Dirac representation V D = CN
D
of the
Lorentz group. (We take Dirac spinors for definiteness; everything we do can be carried over to Weyl,
Majorana, and Majorana-Weyl spinors, as far as they are defined in space dimension d.)
Thus, we are given elements γµ ∈ End(V D) with γµγν + γνγµ = 2gµν, which we may assume to
satisfy γT0 = −γ0, γTa = γa (of course, this condition is not Lorentz invariant). As usual, we write the
element of V D as columns, and we define the Dirac conjugate of ψ ∈ V D as the row ψ ∈ V D given by
ψα := ψβγ
0
βα. We get a Lorentz invariant indefinite pairing V
D×V D → C, (ψ, χ) 7→ ψχ = ψβγ0βαχα.
We allow the special cases NΦ = 0, NΨ = 0.
We will denote the action of the corresponding infinitesimal representations of g by ×, so that
(Aµ × Φ)k := (fΦ)likAiµΦl, (Aµ ×Ψ)k := (fΨ)likAiµΨl,
where (fΦ)lik, (f
Ψ)lik are the structure constants of the corresponding infinitesimal representations. If
Φ′,Φ” are field monomials with values in V Φ, and Ψ
′
,Ψ” are field monomials with values in V Ψ⊗V D
and V Ψ ⊗ V D, respectively, we set
(Φ′ × Φ”)i := (fΦ)likΦ′kΦ”l, (Ψ
′ ×Ψ”)i := (fΨ)likΨ′kΨ”l,
where it is understood that orthonormal bases have been used in the corresponding representation
spaces. Clearly, both field monomials take values in g. We will use the usual covariant derivatives
DµΦ := ∂µΦ+Aµ × Φ, DµΨ := ∂µΨ+Aµ ×Ψ.
The standard Lagrangian is
LYMDH[A,Φ|Ψ] := LYM[A] + LDH[A,Φ|Ψ](3.1.1)
where
LYM[A] = −1
4
Fµν [A]F
µν [A], Fµν [A] := ∂µAν − ∂νAµ +
[
Aµ, Aν
]
is the Lagrangian of pure Yang-Mills theory, and
LDH[A,Φ|Ψ] := − i
2
(
ΨγµDµΨ−DµΨγµΨ
)− iΨmΨΨ− 1
2
DµΦiD
µΦi + V(Φ)
is the Lagrangian of the Higgs field and of minimally coupled Dirac matter. Here m = (mij)
NΨ
i,j=1 is
supposed to be real andG-invariant. (Many textbooks use the opposite Lorentz metric (1,−1, . . . ,−1);
since then γT0 = γ0, they do not have an imaginary unit in front of the fermionic mass term).
For the moment, we suppose for V only that it is a gauge-invariant entire power series with lower
degree ≥ 2.
Remark. The most popular choice is
V(Φ) = 1
2
(−mΦΦ2i + h2(Φ2i )2) .
Note that in the underlying free model, the ”mass square” mΦ is usually negative, in order to make
Φ = 0 not even a local minimum of the potential. Thus, the ”underlying free model” is here a
purely mathematical notion; the free approximation is physically senseful only at the minima of V .
Fortunately, we had found before that scalar fields with negative mass square still behave classically
well.
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For later use, we recall the Bianchi identity:
DµF νλ +DνFλµ +DλFµν = 0.(3.1.2)
The field equations resulting from (3.1.1) are
DµFµν + Jν = 0,(3.1.3a) (
γµDµ +m
Ψ
)
Ψ = 0,(3.1.3b)
DµDµΦi + Vi(Φ) = 0, Vi(Φ) := ∂
∂Φi
V(Φ),(3.1.3c)
with the matter current Jµ given by
Jµ =
δ
δAµ
LDH[A,Φ|Ψ] = −iΨ× γµΨ+Φ×DµΦ.
Of course, the corresponding Cauchy problem for the field equations is not well-posed. There are
essentially two main approaches to get a well-posed Cauchy problem: The simplest possibility is to
impose an explicit gauge condition which diminishes the effective number of degrees of freedom, like
the Lorentz gauge ∂µAµ = 0, or the temporal gauge A0 = 0 (which, however, sacrifices Poincare´
invariance).
However, such an explicit gauge breaking is not well adapted to the needs of quantization. In the
physical literature, it is more common to use a ”soft” gauge breaking where the longitudinal degrees
of freedom are not constrained but damped by an additional term in the Lagrangian, and the correct
quantum dynamics is restored by the introduction of Faddeev-Popov ghost fields. We will follow this
approach in section 4, concentrating in the rest of this section onto the temporal gauge (despite of its
disadvantages, we treat it simply because for it the completeness result needed is available from [4],
while for the Faddeev-Popov approach the corresponding result is not yet proven).
In the temporal gauge, the field target space becomes
V := Rd ⊗ g ⊕ V Φ ⊕ Π(V Ψ ⊗C V D),
and we will look for the sub-smf of classical solutions within the smf of smooth configurations
MC∞ := L(EV), EV := C∞(Rd+1)⊗ V.
(Unfortunately, we cannot treat our favorite quality Ec. Cf. Rem. 3.2.2(2) below for the reason why.)
3.2. Constraint, Cauchy data, and results. In the temporal gauge A0 = 0, the remaining gauge
potentials are (Aia)
i=1,...,Ng
a=1,...,d . As usual, we will use the magnetic field strengthes
Bab := Fab = ∂aAb − ∂bAa − [Aa, Ab](3.2.1)
and the electric field strengthes
Ea := F0a = ∂0Aa.
(3.1.3a) for ν = 0 turns into the constraint
−DaEa + J0 = 0, i. e. ∂aEa = − [Aa, Ea]− iΨ× γ0Ψ+Φ× ∂0Φ,(3.2.2)
while for ν = a it becomes
∂tEa = ∂
bBba +
[
Ab, Bba
]− iΨ× γaΨ+Φ×DaΦ.(3.2.3)
Remark. (3.2.3) belongs to the Lagrangian which arises from (3.1.1) by setting A0 := 0:
LYMDH-tg[A] = −1
4
Fab[A]F
ab[A] +
1
2
(∂0Aa)
2 + LDH[0, A1, . . . , Ad,Φ|Ψ].(3.2.4)
However, from this point of view, (3.2.2) is an ”external” constraint.
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An obvious idea to solve (3.2.2) on the Cauchy hyperplane is to represent (say) E1(0) as functional
of its restriction E01 onto x
1 = 0 and the remaining Cauchy data. Thus, we take as smf of smooth
Cauchy data
MparC∞ :=L(ECau ⊗ Rd ⊗ g)ACau1 ,...,ACaud × L(C
∞(Rd−1)⊗ g)E01 × L(ECau ⊗ Rd−1 ⊗ g)ECau2 ,...,ECaud ×
(3.2.5)
× L(ECau ⊗ (V Φ ⊕ V Φ))ΦCau,Φ˙Cau × L(ECau ⊗Π(V Ψ ⊗C V D))ΨCau ,
where ECau := C∞(Rd).
With the methods of [10], [11] one shows:
Lemma 3.2.1. There exists a unique element
Ecst1 = E
cst
1 [A
Cau, E01 , E
Cau
2 , . . . , E
Cau
d ,Φ
Cau, Φ˙Cau| ΨCau] ∈ MECau⊗g(MparC∞)
such that
∂1Ecst1 + [A
Cau
1 , E
cst
1 ] +
d∑
b=2
(
∂bECaub +
[
ACaub , E
Cau
b
])
+ iΨ
Cau × γ0ΨCau − ΦCau × Φ˙Cau = 0,
and Ecst1 |x1=0 = E01 .
Remarks 3.2.2. (1) It easily follows that the element
∂aECaua + [A
Cau
a , E
Cau
a ] + iΨ
Cau × γ0ΨCau − ΦCau × Φ˙Cau ∈ME
Cau⊗g(MCauC∞ )(3.2.6)
cuts out a sub-supermanifold (cf. [9, 2.12]) MCau,cstC∞ ⊆ MCauC∞ in the smf of unconstrained smooth
Cauchy data
MCauC∞ :=L(ECau ⊗ Rd ⊗ g)ACau × L(ECau ⊗ Rd ⊗ g)ECau ×
× L(ECau ⊗ (V Φ ⊕ V Φ))ΦCau,Φ˙Cau × L(ECau ⊗Π(V Ψ ⊗C V D))ΨCau .
Indeed, the sub-smf sought is just the image of the morphism MparC∞ → MCauC∞ , the pullback of which
maps ECau1 to E
cst
1 , and all other coordinate components to the coordinate components with the same
name.
(2) Unfortunately, the analogous assertion for our favorite quality Ec seems to be false; at any
rate, we will have in general Ecst1 6∈ ME
Cau
c ⊗g(Mpar) where Mpar is formed like (3.2.5) but using
ECauc := D(Rd) instead of ECau, and C∞0 (Rd−1) instead of C∞(Rd−1).
The main result of this section is:
Theorem 3.2.3. (i) Let be given a point p = (s, x) ∈ Rd+1 with s 6= 0 and two Z-families
(A′,Φ′|Ψ′), (A”,Φ”|Ψ”) of (3.1.3a)–(3.1.3c) which satisfy A′0 = A”0 = 0. Suppose that, with
the notations of 1.7,
(DµA′Fµν [A
′] + Jν [A
′,Φ′|Ψ′]) |Ω(p) = 0,
(
γµ(DA′)µ +m
Ψ
)
Ψ′|Ω(p) = 0,
(DµA′(DA′)µΦ
′
i + Vi(Φ′)) |Ω(p) = 0,
and analogously for (A”,Φ”|Ψ”), and that, writing ∆ = (A′ −A”,Φ′ − Φ”), we have
∆(0)|J (p) = 0, ∂0∆(0)|J (p) = 0, (Ψ′ −Ψ”)(0)|J (p) = 0.
Then
(A′ −A”,Φ′ − Φ”|Ψ′ −Ψ”) |Ω(p) = 0.
(ii) Suppose that d ≥ 2, and that there exists a Sobolev index k > d/2 such that for every solution
(a, φ) ∈ C∞((t0, t1)× Rd)⊗ (Rd+1 ⊗ g⊕ V Φ)
of the Yang-Mills-Higgs equations in the temporal gauge,
DµFµν [a] + φ×Dνφ = 0, DµDµφi + Vi(φ) = 0, a0 = 0,
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on an open time interval (t0, t1) such that supp(a, φ)(t) is compact for some (and hence all)
t ∈ (t0, t1), we have
sup
t∈(t0,t1)
max
{‖aiµ(t)‖Hk+1(Rd), ‖φj(t)‖Hk+1(Rd), ‖∂taiµ(t)‖Hk(Rd), ‖∂tφj(t)‖Hk(Rd)} <∞
where i = 1, . . . , Ng, µ = 1, . . . , d, j = 1, . . . , NΦ. Then the following assertions are valid.
(1) There exists a unique solution family
Ξsol = (Asol,Φsol|Ψsol)
= Ξsol[ACau, E01 , E
Cau
2 , . . . , E
Cau
d ,Φ
Cau, Φ˙Cau|ΨCau] ∈MEV(MparC∞)
(3.2.7)
of (3.1.3a)–(3.1.3c) which satisfies Asol0 = 0 with the initial data
Asola (0, ·) = ACaua (·), a = 1, . . . , d,
∂tA
sol
1 (0, 0, x2, . . . , xd) = E
0
1 (x2, . . . , xd),
∂tA
sol
a (0, ·) = ECaua (·), a = 2, . . . , d,
(Φsol, ∂tΦ
sol|Ψsol)(0, ·) = (ΦCau, Φ˙Cau|ΨCau)(·).
(2) This solution family is universal, i. e. any other smooth solution family (A′,Φ′|Ψ′) ∈
MEV(Z) of (3.1.3a)–(3.1.3c) which satisfies A′0 = 0 is in a unique way a pullback of (3.2.7).
(3) The image of MparC∞
Ξsol−−→MC∞ is a sub-smf.
(iii) In particular, suppose that either
(4) d = 2, and V = V (ΦiΦi) with an entire power series V (r) of polynomial growth which
satisfies V (0) = 0 and V (r) ≥ −Cr for suitable C > 0, or
(4) d = 3, and V is a G-invariant polynomial in Φ of degree ≤ 4.
Then the assertions (1), (2), (3) are true.
We postpone the proof of the Theorem to the next section.
3.3. The first-order system. Let us shortly discuss the obstackles to a naive approach. The qua-
dratic part of (3.2.4) has not the required form (1.2.2). A straightforward generalization of our
previous approach to (3.2.4) fails for the following reason: The linearized equation of motion for A is
Kai,bjAaj = 0, K
ai,bj = δij(−δab+ ∂a∂b).
The corresponding Fourier-transformed influence function Aˆ(t, p) is given as Aˆ(t, p) = 1m×m⊗Aˆ′(t, p)
where Aˆ′(t, p) is determined by
0 = ∂2t Aˆ′ + (p21d×d − ppT)Aˆ′, Aˆ′(0) = 0, ∂tAˆ′(0) = (2pi)−d/21d×d.
Explicitly,
(2pi)d/2Aˆ′(t, p)ac =
sin |p| t
|p|
(
δac −
papc
|p|2
)
+ t
papc
|p|2
Thus, (1.5.4a) (with AˆΦ := Aˆ) is violated, since the spatially longitudinal direction is not sufficiently
smoothened, and we cannot assign to A the smoothness offset 1, which we need because of the
derivative coupling implicitly arising in (3.1.3a). (In another language, this obstackle to a naive
approach was observed earlier, cf. e.g. [4].)
In order to get a first-order system which fits into the class considered in [11], we follow Segal’s
idea and temporarily forget the definition of the magnetic field strengthes (3.2.1), considering them
as independent g-valued antisymmetric tensor field Bab instead. Also, we introduce a new g-valued
scalar field L for the longitudinal component
L = ∂aAa(3.3.1)
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(otherwise, the term (∂aAa)Φ would lead to smoothness difficulties). Thus, we consider the following
system in the commuting fields Aa, Ea, Bab, L,Φ, Φ˙ and the anticommuting fields ReΨ, ImΨ:
∂tAa = Ea,(3.3.2a)
∂tEa = ∂bBba + [Ab, Bba] + Ja,(3.3.2b)
∂tBab = ∂aEb − ∂bEa + [Aa, Eb]− [Ab, Ea] (by (3.1.2)),(3.3.2c)
∂tL = −[Aa, Ea] + J0 (by (3.2.2)),(3.3.2d)
∂tΦ = Φ˙,(3.3.2e)
∂tΦ˙ = ∆Φ + L× Φ+ 2Aa × ∂aΦ+Aa × (Aa × Φ) + V∗(Φ) (by (3.1.3c), (3.3.1)),(3.3.2f)
∂tΨ = −(γ0)−1
(
γaDa +m
Ψ
)
Ψ (by (3.1.3b)),(3.3.2g)
where we have abbreviated
V∗(Φ) := (Vi(Φ))N
Φ
i=1, J0 := −iΨ× γ0Ψ+Φ× Φ˙, Ja := −iΨ× γaΨ+Φ×DaΦ.
We claim that this system together with the constraints (3.2.1), (3.2.2), (3.3.1) is equivalent with the
original system (3.1.3a)–(3.1.3c) together with the constraint A0 = 0:
Lemma 3.3.1. (i) Let be given a solution family (A,Φ|Ψ) of (3.1.3a)–(3.1.3c) which satisfies A0 = 0.
Then
(Aa, Ea, Bab, L,Φ, Φ˙| ReΨ, ImΨ)(3.3.3)
where Ea := ∂tAa, Bab := Fab[0, A1, . . . , Ad], L := ∂
aAa, and Φ˙ := ∂0Φ, is a solution family of the
system (3.3.2a)–(3.3.2g) which satisfies the constraints (3.2.1), (3.2.2), and (3.3.1).
(ii) Conversely, let be given a solution family (3.3.3) of (3.3.2a)–(3.3.2g) which satisfies the con-
straints (3.2.1), (3.2.2), and (3.3.1) at t = 0. Then these constraints will be satisfied at all times, and
(A,Φ|Ψ) will be a solution family of (3.1.3a)–(3.1.3c).
(iii) The system (3.3.2a)–(3.3.2g) belongs to the class considered in [10], [11], with assigning the
smoothness offset 1 to Φi, and 0 to all remaining field components. Moreover, this system is causal
in the sense of [10], [11].
Proof. Ad (i). This follows from the construction.
Ad (ii). Using (3.3.2c) and (3.1.2), we have
∂t (Bab − Fab[0, Aa]) = 0,
which implies that (3.2.1) is satisfied for all times. Using (3.3.2b) we find
∂t (D
aEa − J0) = Da(DbBba + Ja)− ∂tJ0 = DµJµ
= iDµγµΨ ×Ψ− iΨ×DµγµΨ+DµΦ×DµΦ+ Φ×DµDµΦ.
Now (3.3.2f) yields DµDµΦ + (L − ∂aAa) × Φ + V∗(Φ) = 0; on the other hand, infinitesimal gauge
invariance of V is equivalent with Φ×V∗(Φ) = 0. Since G acts orthogonally on V Φ we have (fΦ)lik =
−(fΦ)kil and hence DµΦ×DµΦ = 0. Investing all this and also (3.3.2g), we get
∂t (D
aEa − J0) = −imΨΨ×Ψ+ iΨ×mΨΨ+Φ× (((∂aAa − L)× Φ)− V∗(Φ))
= Φ× ((∂aAa − L)× Φ) .
(3.3.4)
Using (3.3.2d), (3.3.2a) we have
∂t (L− ∂aAa) = J0 −DaEa,(3.3.5)
and hence
∂2t (L− ∂aAa) = Φ× ((L − ∂aAa)× Φ) .(3.3.6)
By hypothesis, (L− ∂aAa) (0) = 0 and (J0 −DaEa) (0) = 0, which by (3.3.5) yields ∂t (L− ∂aAa) (0)
= 0. Therefore, (3.3.6) implies that (3.3.1) is satisfied for all times. Now (3.3.4) together with the
initial data yields that the constraint (3.2.2) is satisfied at all times, too. The remaining field equations
are now obviously satisfied.
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Ad (iii). For finding the influence function Aˆ of the free evolution, we can, of course, consider the
sectors separately: Aˆ = diag(AˆAEB , AˆL, AˆΦ, AˆΨ). Obviously, AˆL = (2pi)−d/2 is constant (here and
below, we do not indicate the Kronecker deltas for the colour indices). AˆΦ is given by (1.5.2) with
mΦij :=
∂2
∂Φi∂Φj
V(0)/2, and AˆΨ = AΨ is the same as in 2.3. Finally, the entries of
AˆAEB =
(2pi)−d/2δac Xˆ ac Xˆ abc0 Aˆac Aˆabc
0 Aˆacd Aˆabcd

are determined by the spatially Fourier-transformed free field equations
∂tXˆ Ic = AˆIc , ∂tAˆIc = ipdAˆIdc, ∂tAˆIcd = ipcAˆId − ipdAˆIc ,
with I standing for a or ab, and the initial values AˆAEB(0) = (2pi)−d/2 diag(δac , δac , δa[cδbd]) (here and
in the following, we use Bach’s antisymmetrizing brackets). By direct verification, we have
AˆAEB = (2pi)−d/2

δac
sin |p| t
|p|
(
δac −
papc
|p|2
)
+ t
papc
|p|2 i
1− cos |p| t
|p|2 p
[aδb]c
0 cos |p| t
(
δac −
papc
|p|2
)
+
papc
|p|2
i
sin |p| t
|p| p
[aδb]c
0 i
sin |p| t
|p| p[cδ
a
d] δ
a
[cδ
b
d] +
cos |p| t− 1
|p|2
(
pap[cδ
b
d] − pbp[cδad]
)

(3.3.7)
(with the continuous extension at p = 0 understood). Since each entry remains bounded for
|p| → ∞, the smoothness conditions are satisfied.
The causality assertion follows from the Paley-Wiener Theorem.
Proof of Thm. 3.2.3. Ad (i). This follows from the Lemma and the results of [11].
Ad (ii). Let
V ext := g⊗ (Rd ⊕ Rd ⊕ Λ2Rd ⊕ R)⊕ V Φ ⊕ V Φ ⊕ Π(V Ψ ⊗C V D)
be the field target space for the extended system (3.3.2a)–(3.3.2g), so that the corresponding smf of
smooth Cauchy data is M extCauC∞ = L(ECau ⊗ V ext). Consider the smf morphism
MparC∞
(ACaua ,E
0
1 ,E
Cau
2 ,...,E
Cau
d ,B
Cau
ab :=Fab[0,A
Cau
1 ,...,A
Cau
d ],L:=∂
aACaua ,Φ
Cau,Φ˙Cau|ΨCau)−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→M extCauC∞ .(3.3.8)
Let Y denote temporarily the image of its underlying map, i. e. the set of all bosonic Cauchy data
(ac, ec, bcd, l, φ, φ˙) ∈ EV
ext
0
which satisfy the constraints
bcd = ∂cad − ∂dac − [ac, ad] , l = ∂cac,
∂cec = −[ac, ec] + φ× φ˙.(3.3.9)
Now the hypothesis just says that the system (3.3.2a)–(3.3.2g) is (HVextk , Y ∩(EVextc )0)-complete, where
we use the Sobolev space HVextk as defined in [10], [11].
On the other hand, in order to apply [10, Thm. 3.4.5], we have to show that each bosonic Cauchy
datum from Y is approximable in the sense of [10, 3.4], i.e. for each ball nB (where B := {x ∈ Rd :
|x| ≤ 1}) there exist bosonic Cauchy data (a′c, e′c, b′cd, l′, φ′, φ˙′) ∈ Y ∩ (EV
ext
c )0 which coincide on nB
with the Cauchy data given, and which have infinite lifetime. Indeed, this follows easily from the
hypothesis and the following Lemma:
Lemma 3.3.2. Suppose d ≥ 2, and let be given C∞ bosonic initial data (a, e, φ, φ˙) ∈ EV
0
which satisfy
the constraint (3.3.9). For given n > 0, there exist compactly supported bosonic initial data
(a′, e′, φ′, φ˙′) ∈ (EVc )0(3.3.10)
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which satisfy
(a′, e′, φ′, φ˙′)|nB = (a, e, φ, φ˙)|nB,(3.3.11)
∂ce′c = −[a′c, e′c] + φ′ × φ˙′.(3.3.12)
Proof. Choose a buffer function g ∈ C∞(Rd) such that g|nB = 1 and g|Rd\(n+1)B = 0. The idea is to
get rid of the charge (−1)c ∫nS dx1 . . . dxc−1dxc+1 . . . dxdgec by adding the opposite charge on a of the
ball nB. Let p := (0, 3n, 0, . . . , 0) ∈ Rd, and let
a′(x) := (ga)(x) + (ga)(x− p),
e”2(x) := (ge2)(x) − (ge2)(x− p), e′c(x) := (gec)(x) − (gec)(x− p) for c = 3, . . . , d,
φ′(x) := (gφ)(x) − (gφ)(x − p)), φ˙′(x) := (gφ˙)(x) + (gφ˙)(x− p).
In order to determine e′1, e
′
2, choose another buffer function h ∈ C∞(R) with h|[−n−1,n+1] = 1,
h|R\[−n−2,n+2] = 0. Let f ∈ C∞(Rd)⊗ V g be the solution of the ODE
∂1f = −[a′1, f ]− ∂2e”2 − [a′2, e”2]−
d∑
c=3
(∂ce
′
c + [a
′
c, e
′
c]) + φ
′ × φ˙′(3.3.13)
with the initial data (x = (x1, x2, x))
f(0, x2, x) := (ge1)(0, x2, x)− (ge1)(0, x2 − 3n, x)
and let e′1(x) := h(x1)f(x). Let
e′2(x) := e”2(x) − ∂1h(x1)
∫ x2
−∞
dξ2f(x1, ξ2, x)(3.3.14)
Except for the component e′1, the validity of (3.3.11) is clear by construction, while (e
′
1 − e1)|nB = 0
follows since e′1, e1 satisfy on nB the same ordinary differential equation with the same initial data;
this proves (3.3.11).
With a similar argument, we have f(x) = −f(x − p) for x2 ∈ [2n − 1, 4n + 1]. Note also that
f(x) = 0 if x ∈ R \ ([−n− 1, n+ 1] ∪ [2n− 1, 4n+ 1]), so the integral in (3.3.14) is well-defined, and
becomes zero for x2 ∈ R \ [−n− 1, 4n+1]. This guarantees that e′2 has compact support, and (3.3.10)
is now easily verified.
It remains to show (3.3.12). For x1 ∈ [−n− 1, n+1] we have e′1 = f and e′2 = e”2, so that (3.3.13)
yields (3.3.12). For x1 ∈ R \ [−n − 1, n + 1], (3.3.12) simplifies to ∂1e′1 + ∂2e′2 = 0, which is fulfilled
by construction.
By [10, Thm. 3.4.5], there now exists a solution family
Ξextsol = (Aextsola , E
extsol
a , B
extsol
ab , L
extsol,Φextsol, Φ˙extsol|Ψextsol)
parametrized byMparC∞ which has (3.3.8) as its Cauchy data. Now (A
extsol
a ,Φ
extsol|Ψextsol) ∈MEV(MparC∞)
will be the universal solution family wanted. For showing that its image will be a sub-smf, the proof
of [11, Thm. 2.4.1] carries over.
Ad (iii). This follows from the results of Ginebre/Velo [5] and Eardley/Moncrief [4].
Remarks. (1) Cf. also [3], where, however, the global existence is proved only for sufficiently small
Cauchy data and coupling constants.
(2) In d = 1, Lemma 3.3.2 may become wrong (take e.g. G = U(1) with V Φ = 0; then the constraint
is simply ∂1e1 = 0). The best we can say is:
Suppose that there exists some k > 1/2 such that for every n > 0 and every choice of smooth
bosonic Cauchy data ξ = (a1, e1, φ, φ˙) which satisfy the constraint D
1e1 = φ × φ˙, there exists a
bosonic solution (a′1, φ) ∈ C0((−n, n), Hk+1(R)⊗ (g⊕ V Φ)) ∩C1((−n, n), Hk(R)⊗ (g⊕ V Φ)) of
D1e1 = φ
′ × ∂0φ′, ∂0e1 = φ′ ×D1φ′, DµDµφ′i + Vi(φ′) = 0,
the Cauchy data of which agree with ξ on the ball nB. Then the assertions of Thm. 3.2.3.(ii).(1-3)
are valid.
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4. Yang-Mills-Dirac-Higgs models in the Faddeev-Popov approach
4.1. The Lagrangian. The approach of explicitly stating the gauge condition like A0 = 0 is known
to have some defects, like the uncertainty whether the results will be still Poincare´ invariant. In
fact, in almost all calculations of experimentally verifiable predictions, one introduces a gauge sym-
metry breaking term, and Faddeev-Popov ghosts. That is, one introduces new fermionic fields Υi,Λi
(Faddeev-Popov ghost and antighost fields) with i = 1, . . . , Ng which transform under the adjoint
representation of the gauge group and are scalars with respect to the Poincare´ group (so they are the
”ghost drivers” with respect to the Pauli Theorem on the connection between spin and statistics).
Thus
DµΥ = ∂µΥ+ [Aµ,Υ], DµΛ = ∂µΛ + [Aµ,Λ].
One now works with the Lagrangian
LYMDH-gb[A,Φ|Λ,Υ,Ψ] := LYMDH[A,Φ|Ψ]− ζ
2
(
∂µAµ
)2
+ i∂µΛiD
µΥi(4.1.1)
(cf. (3.1.1)) where the parameter ζ ∈ R \ 0 is arbitrary.
The field equations resulting from (4.1.1) are
DµFµν + ζ∂ν(∂
µAµ) + Jν = 0,(4.1.2a)
∂µDµΥ = 0,(4.1.2b)
Dµ∂
µΛ = 0,(4.1.2c) (
γµDµ +m
Ψ
)
Ψ = 0,(4.1.2d)
DµDµΦ+ V∗(Φ) = 0,(4.1.2e)
with the matter current now given by
Jµ =
δ
δAµ
(
∂νΛiD
νΥi + LDH
)
[A,Φ|Ψ] = −i [∂µΛ,Υ] + Φ×DµΦ− iΨ× γµΨ.(4.1.3)
In this approach, all the difficulties connected with constraints disappear: The smfs of Cauchy data
and the smf of the configuration are given by
MCau :=L(ECauc ⊗ Rd+1 ⊗ g)ACau0 ,...,ACaud × L(E
Cau
c ⊗ Rd+1 ⊗ g)A˙Cau0 ,...,A˙Caud ×
× L(ECauc ⊗ (V Φ ⊕ V Φ))ΦCau,Φ˙Cau × L(ECauc ⊗Π(g⊕ g⊕ g⊕ g))ΛCau,Λ˙Cau,ΥCau,Υ˙Cau ×
× L(ECauc ⊗Π(V Ψ ⊗C V D))ΨCau ,
M :=L(EVc ) = L(Ec ⊗ Rd+1 ⊗ g)A,...,Ad × L(Ec ⊗ V Φ)ΦCau ×
× L(Ec ⊗Π(g⊕ g))Λ,Υ × L(Ec ⊗Π(V Ψ ⊗C V D))ΨCau .
Remarks. (1) The resulting description of the configuration space of such a model as supermanifold
was first given in [1] (although in another technical setting).
(2) Let us comment about the imaginary unit in front of the ghost term, which is absent in most
textbook presentations, but which in our approach is necessary in order to ensure the reality of
LYMDH-gb. In fact, there is some confusion in literature about whether Λ and Υ should be mutually
conjugated complex fields or independent real (or, in textbook language, hermitian) fields. One can
work with either of both interpretations since if ∆(A) denotes the Faddeev-Popov determinant the
formal path integral representation
∆(A) =
∫
[dΛ][dΥ] exp
(
i
∫
dd+1x∂µΛi(x)D
µΥi(x)
)
is valid for both interpretations. However, the next step in the textbooks is to include the term
∂µΛiD
µΥi into the Lagrangian, without bothering about its reality.
Here we settle for treating Λ and Υ as independent real fields. The additional i introduces an
inessential constant factor i∞ into the functional integral. Also, the perturbation theory remains
essentially unchanged: both the ∂µΛiA
µΥi vertex and the kinetic operators for Λ,Υ get an additional
factor i, and hence the Green functions of Λ,Υ get a factor 1/i. Since ghosts appear only in closed
loops, these additional factors cancel away. (Cf. also [2] as one of the very few exceptions in the
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textbook literature; this book considers also the canonical quantization of the ghosts and therefore
uses the factor i, too.)
4.2. The main result.
Theorem 4.2.1. (i) Let be given a point p = (s, x) ∈ Rd+1 with s 6= 0 and two Z-families
(A′,Φ′| Λ′,Υ′,Ψ′), (A”,Φ”| Λ”,Υ”,Ψ”). Suppose that(
DµA′Fµν [A
′] + ζ∂ν(∂
µA′µ) + Jν [A
′,Φ′|Ψ′]) |Ω(p) = 0, (∂µDµA′Υ′)|Ω(p) = (DµA′∂µΛ′)|Ω(p) = 0,
(DµA′(DA′)µΦ
′
i + Vi(Φ′)) |Ω(p) = 0,
(
γµ(DA′)µ +m
Ψ
)
Ψ′|Ω(p) = 0,
and analogously for (A”,Φ”| Λ”,Υ”,Ψ”), and that, setting ∆ = (A′−A”,Φ′−Φ”| Λ′−Λ”,Υ′−
Υ”), we have
∆(0)|J (p) = 0, ∂0∆(0)|J (p) = 0, (Ψ′ −Ψ”)(0)|J (p) = 0.
Then (A′ −A”,Φ′ − Φ”| Λ′ − Λ”,Υ′ −Υ”,Ψ′ −Ψ”) |Ω(p) = 0.
(ii) Suppose there exists a Sobolev index k > d/2 such that for every bosonic solution (a, φ) ∈
C∞((t0, t1)× Rd)⊗ (g⊗ Rd+1 ⊕ V Φ) of
DµFµν [a] + ζ∂ν(∂
µaµ) + φ×Dνφ = 0, DµDµφ+ V∗(φ) = 0,
on an open time interval (t0, t1) such that supp(a, φ)(t) is compact for some (and hence all) all
t ∈ (t0, t1), we have
sup
t∈(t0,t1)
max
{‖aiµ(t)‖Hk+1(Rd), ‖φj(t)‖Hk+1(Rd), ‖∂taiµ(t)‖Hk(Rd), ‖∂tφj(t)‖Hk(Rd)} <∞
where i = 1, . . . , Ng, µ = 0, . . . , d, j = 1, . . . , NΦ. Then the following assertions are valid.
(1) There exists a unique solution family
Ξsol = (Asol,Φsol| Λsol,Υsol,Ψsol)
= Ξsol[ACau, A˙Cau,ΦCau, Φ˙Cau| ΛCau, Λ˙Cau,ΥCau, Υ˙Cau,ΨCau] ∈MEV(MCauC∞ )
(4.2.1)
of (4.1.2a)–(4.1.2e) with the initial data
(Asol, ∂tA
sol,Φsol, ∂tΦ
sol| Λsol, ∂tΛsol,Υsol, ∂tΥsol,Ψsol)(0)
= (ACau, A˙Cau,ΦCau, Φ˙Cau| ΛCau, Λ˙Cau,ΥCau, Υ˙Cau,ΨCau).
(2) This solution family is universal for the quality E, i. e. any other smooth solution family
(A′,Φ′|Λ′,Υ′,Ψ′) ∈ MEV(Z) of (4.1.2a)–(4.1.2e) is in a unique way a pullback of (4.2.1).
(3) The image of M solC∞ ⊆MC∞ is a sub-smf.
(4) Assume that φ ∈ V Φ satisfies Vi(φ) = 0 for all i (and hence that (A,Φ) := (0, φ) is a
solution of the underlying bosonic equations). Then the superfunctional
Ξexcφ [A
Cau, A˙Cau,ΦCau, Φ˙Cau| ΛCau, Λ˙Cau,ΥCau, Υ˙Cau,ΨCau]
:= Ξsol[ACau, A˙Cau,ΦCau + φCau, Φ˙Cau| ΛCau, Λ˙Cau,ΥCau, Υ˙Cau,ΨCau]
which lies a priori in MEV(MCauC∞ ), restricts to a superfunctional
Ξexcφ ∈ ME
V
c (MCau).
Moreover, the image of the arising smf morphism Ξexcφ :M
Cau →M is again a split sub-smf
M excφ ⊆ M called the smf of excitations around φ. It has the following universal property:
Given a Z-family Ξ′ := (A′,Φ′|Λ′,Υ′,Ψ′) ∈ MEVc (Z), the corresponding morphism Ξ′ :
Z →M factors through M excφ iff the Z-family (A′,Φ′+φ|Λ′,Υ′,Ψ′) ∈ME
V
(Z) is a solution
family.
Remarks. (1) The simplest case in which the Theorem applies is the abelian case, i. e. that of quantum
electrodynamics (where, however, the ghost field is decoupled from the rest of the system). Here
NΦ = 0, and hence the underlying bosonic theory is free, so that the hypothesis of (ii) is obviously
satisfied.
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(2) Unfortunately, this Theorem hangs for the non-abelian case somewhat in the air, because, at
the time being, there is no result which assures the validity of the hypothesis of (ii). Indeed, the
gauge breaking term extends the dynamics of the underlying bosonic model, so that the results of
Ginebre/Velo and Eardley/Moncrief can no longer be applied.
Clearly, a bosonic configuration (a, φ) ∈ space(M) which satisfies the Lorentz gauge condition
∂µaµ = 0(4.2.2)
is a solution of the underlying bosonic equations of (4.1.1) iff it is a solution of the unmodified Yang-
Mills equation
DµFµν [a] + φ×Dµφ = 0;(4.2.3)
and, conversely, given a solution of the latter, one can achieve by a gauge transformation that the
constraint (4.2.2) is fulfilled. However, a solution of the field equations of LYM-GB[A] which does not
satisfy (4.2.2), does not solve (4.2.3). Note also that the energy belonging to (4.1.1) is not positively
defined, since (∂µA0)
2 enters the Lagrangian, and hence the energy, with the ”wrong” sign. Thus,
there is no guaranty even for boundedness of the H1 norms.
Thus, in the physically most interesting case, the completeness question is still open. Once it is
settled positively, our results will immediately apply to the standard model, which unifies the Salam-
Weinberg electroweak model with quantum chromodynamics.
(3) Of course, the hypothesis of (4) on φ is always satisfied for φ := 0. However, in models with
spontanuous gauge breaking, it is from the beginning more senseful to consider classical solutions
around a minumum of the potential V .
(4) In the diagonal gauge, ζ = 1, we have modulo a total derivative
Lkin[A] ≡ −1
2
∂µAν∂
µAν ,
i. e. it describes dm scalar fields, and we may use a straightforward reduction to first order, with
ascribing to the Aµ the smoothness offsets 1. Unfortunately, this ceases to be true for arbitrary ζ 6= 0,
and we face a situation analogous to that arising in the temporal gauge: The kinetic operator arising
from (4.1.1) is
Kµν = δµν+ (ζ − 1)∂µ∂ν .
Setting p := (0, p1, . . . , pd)
T, e := (1, 0, . . . , 0)T and
α = i(ζ − 1)(1
ζ
epT − peT), β = p2 · 1(d+1)×(d+1) + p2
1− ζ
ζ
eeT + (ζ − 1)ppT,
the influence function A is given by Aˆ(t, p) = (2pi)−d/21m×m⊗ Aˆ(t, p) where Aˆ(t, p) is determined by
d2
dt2
Aˆ(t, p) + α d
dt
Aˆ(t, p) + βAˆ(t, p) = 0, Aˆ(0, p) = 0, d
dt
Aˆ(0, p) = 1(d+1)×(d+1).
The solution is given by
Aˆ(t, p) = g0(t, p)(1− eeT − 1
p2
ppT) + gee(t, p)ee
T +
gep(t, p)
|p| (ep
T − 1
ζ
peT) +
gpp(t, p)
p2
ppT
with
g0(t, p) =
sin(|p| t)
|p| , gee(t, p) =
(1− ζ)
2
t cos(|p| t) + (1 + ζ)
2 |p| sin(|p| t),
gep(t, p) =
i(ζ − 1)
2
t sin(|p| t), gpp(t, p) = ζ − 1
2ζ
t cos(|p| t) + ζ + 1
2ζ |p| sin(|p| t).
Unfortunately, the terms proportional to ζ − 1 spoil the decay of Aˆ(t, p) with p→∞, i. e. we cannot
assign to the Aµ the smoothness degree 1. Therefore, we will have to use a more complicated reduction
to first order, as in (3.3).
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4.3. The first-order system. Besides the magnetic field strengthes (3.2.1), we will use the electric
field strengthes
Ea = ∂0Aa − ∂aA0 + [A0, Aa] .(4.3.1)
Introducing also the longitudinal component
L = ∂µAµ,(4.3.2)
(4.1.2a) takes the form
−DaEa + ζ∂0L+ J0 = 0,(4.3.3)
D0Eb +D
aBab + ζ∂bL+ Jb = 0.(4.3.4)
The computation of the covariant divergence of the matter current is similar as in the derivation of
(3.3.4), using this time the matter field equations (4.1.2c), (4.1.2d), (4.1.2e); we find for any solution
family
DµJµ = −i [Dµ∂µΛ,Υ]− i [∂µΛ, DµΥ] = −i [∂µΛ, DµΥ] .(4.3.5)
Taking the covariant derivative Dν of (4.1.2a) we get, using (4.3.5), an evolution equation for L:
ζDµ∂µL = i [∂µΛ, D
µΥ] .(4.3.6)
As in (3.3), we forget the definition (3.2.1) of the magnetic field strengthes and consider them as
independent antisymmetric tensor field Bab. Also, we will use for convenience the Ea instead of A˙a.
Finally, we introduce again a new g-valued scalar field L for the longitudinal component. Thus, we
consider the following system in the commuting fields A0, A˙0, Aa, Ea, Bab, L, L˙,Φ, Φ˙ and the anticom-
muting fields Λ, Λ˙,Υ, Υ˙,ReΨ, ImΨ:
∂tA0 = A˙0,(4.3.7a)
∂tA˙0 = ∆A0 + (ζ − 1)L˙−
[
A0, L+ A˙0
]
− [∂aA0, Aa](4.3.7b)
− [Aa, Ea] + J0 (see below),
∂tAa = Ea + ∂aA0 − [A0, Aa] (by (4.3.1)),(4.3.7c)
∂tEa = ∂bBba − [A0, Ea] + [Ab, Bba] + ζ∂aL+ Ja (by (4.3.4), (4.1.3)),(4.3.7d)
∂tBab = ∂aEb − ∂bEa − [A0, Bab] + [Aa, Eb]− [Ab, Ea] (Bianchi id.),(4.3.7e)
∂tL = L˙,(4.3.7f)
∂tL˙ = ∆L+ [Aa, ∂aL]−
[
A0, L˙
]
(4.3.7g)
+
i
ζ
([
Λ˙, Υ˙ + [A0,Υ]
]
− [∂aΛ, ∂aΥ + [Aa,Υ]]
)
(by (4.3.6)),
∂tΦ = Φ˙,(4.3.7h)
∂tΦ˙ = ∆Φ + L× Φ− 2A0 × Φ˙ + 2Aa × ∂aΦ(4.3.7i)
−A0 × (A0 × Φ) +Aa × (Aa × Φ) + V∗(Φ) (by (4.1.2e)),
∂tΛ = Λ˙,(4.3.7j)
∂tΛ˙ = ∆Λ + [Aa, ∂aΛ]−
[
A0, Λ˙
]
(by (4.1.2c)),(4.3.7k)
∂tΥ = Υ˙,(4.3.7l)
∂tΥ˙ = ∆Υ+ [L,Υ]−
[
A0, Υ˙
]
+ [Aa, ∂aΥ] (by (4.1.2b)),(4.3.7m)
∂tΨ = −(γ0)−1
(
γa∂aΨ+ γ
aAa ×Ψ+mΨΨ
)−A0 ×Ψ (by (3.1.3b)).(4.3.7n)
where we have abbreviated
J0 := −i
[
Λ˙,Υ
]
+ Φ× (Φ˙ +A0 × Φ)− iΨ× γ0Ψ,
Ja := −i [∂aΛ,Υ] + Φ× (∂aΦ +Aa × Φ)− iΨ× γaΨ.
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For the derivation of (4.3.7b) we note that (4.3.3) yields
−∂a(∂0Aa − ∂aA0 + [A0, Aa])− [Aa, Ea] + ζ∂0L+ J0 = 0,
−∂0∂aAa +∆A0 − [A0, ∂aAa]− [∂aA0, Aa]− [Aa, Ea] + ζ∂0L+ J0 = 0,
−D0(L+ ∂0A0) + ∆A0 − [∂aA0, Aa]− [Aa, Ea] + ζ∂0L+ J0 = 0,
which now rewrites to (4.3.7b).
From (4.3.2), (4.3.3) we get constraints for L, L˙:
L = −A˙0 + ∂aAa,(4.3.8)
L˙ =
1
ζ
(∂aEa + [Aa, Ea]− J0)(4.3.9)
(note that trying to use the latter relation as evolution equation would result in smoothness problems).
Now the system (4.3.7a)–(4.3.7n) together with the constraints (3.2.1), (4.3.8), (4.3.9) is equivalent
with the original system (4.1.2a)–(4.1.2e):
Lemma 4.3.1. (i) A configuration family (A,Φ|Λ,Υ,Ψ) is a solution family of (4.1.2a)–(4.1.2e) iff
(A0, ∂tA0, Aa, Ea, Bab, L, ∂tL,Φ, ∂tΦ|Λ, ∂tΛ,Υ, ∂tΥ,ReΨ, ImΨ)(4.3.10)
where Ea, Bab, and L are defined by (4.3.1), (3.2.1), and (4.3.2), respectively, is a solution family of
the system (4.3.7a)–(4.3.7n). In that case, the constraints (4.3.8), (4.3.9) are satisfied.
(ii) Conversely, let given a solution family (4.3.10) of (4.3.7a)–(4.3.7n) which satisfies the con-
straints (3.2.1), (4.3.8), (4.3.9) at t = 0. Then these are satisfied at all times, (4.3.2) holds, and
(A,Φ|Υ,Ψ) will be a solution family of (4.1.2a)–(4.1.2e).
(iii) The system (4.3.7a)–(4.3.7n) belongs to the class considered in [10], [11], with assigning the
smoothness offset 1 to A0,Υ,Φ, L, and 0 to all other components. Moreover, the system (4.3.7a)–
(4.3.7n) is causal in the sense of [10], [11].
Remark. The Lemma and the results of [11] yield a short-time solvability result for (4.1.2a)–(4.1.2e).
Proof. Ad (i). This is clear by construction. Ad (ii). (4.1.2d) is clear. (4.3.7c) shows that (4.3.1) is
satisfied. Now the Bianchi identity (3.1.2) yields
∂t(Bab − Fab[A]) = [A0, Bab − Fab[A]] .
Therefore, the vanishing of the initial value implies Bab = Fab[A], i. e. the validity of (3.2.1).
Now we have to reconstruct L. Setting for shortness λ := ∂aAa− A˙0−L, we get from (4.3.7b) and
(4.3.7c)
∂tλ = ∂a(Ea + ∂aA0 − [A0, Aa])−∆A0 − ζL˙ +
[
A0, L+ A˙0
]
+ [∂aA0, Aa] + [Aa, Ea]− J0
= ∂aEa + [A0, ∂aAa]− ζL˙ +
[
A0, L+ A˙0
]
+ [Aa, Ea]− J0
i. e.
D0λ = DaEa − ζL˙− J0(4.3.11)
(essentially, this is the derivation of (4.3.7b) read backwards). Hence, using (4.3.7d),
D0D0λ = DaD0Ea −D0(ζL˙ + J0)
= DaDbBba +Da(ζ∂aL+ Ja)−D0(ζL˙ + J0) = ζDµ∂µL+DµJµ.
For evaluating the r.h.s., we rewrite the matter field equations given by (4.3.7g), (4.3.7i), (4.3.7k),
(4.3.7m), (4.3.7n) to
ζDµ∂µL− i [∂µΛ, DµΥ] = 0, ∂µDµΥ− [λ,Υ] = 0, Dµ∂µΛ = 0,(
γµDµ +m
Ψ
)
Ψ = 0, DµDµΦ + V∗(Φ)− λ× Φ = 0.
With a similar computation as in the derivation of (3.3.4), we get
D0D0λ = Φ× (λ× Φ).(4.3.12)
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Now the constraint (4.3.8) at t = 0 says that λ(0) = 0, and (4.3.9) at t = 0 says that the r. h. s. of
(4.3.11) vanishes at t = 0, so that ∂tλ(0) = 0. Therefore (4.3.12) now implies λ = 0 for all times, i. e.
(4.3.8) is satisfied for all times. Now (4.3.11) implies the validity of (4.3.9) for all times as well as
(4.3.3), while (4.3.7d) yields (4.3.4). The remaining equations are now obviously satisfied.
Ad (iii). For finding the influence function Aˆ of the free evolution, we may consider again the
sectors separately: We have
Aˆ = diag(AˆAEBL, AˆΦ, AˆΛ, AˆΥ, AˆΨ).
Here AˆΛ, AˆΥ are both given by (1.5.2) withmΦ = 0, AˆΦ is given by (1.5.2) withmΦij := ∂
2
∂Φi∂Φj
V(0)/2
again, and AˆΨ = AΨ is again the same as in 2.3.
The linearized evolution of both L and A0 is given by the massless Klein-Gordon equation, with
A0 having L˙ as source term. Also, the linearized evolution of Aa, Ea, Bab is the same as in the proof
of Lemma 3.3.1, apart from the source terms containing A0 and L; the latter affect only the last two
columns of the matrix below. These observations lead to the following structure for the influence
function for A0, A˙0, Aa, Ea, Bab, L, L˙:
AˆAEBL =

∂tPˆ0 Pˆ0 0 0 0 XˆL0 Xˆ L˙0
∂2t Pˆ0 ∂tPˆ0 0 0 0 ∂tXˆL0 ∂tXˆ L˙0
ipcPˆ0 ipc
∫ t
0 dτ Pˆ0(τ, p) XˆLc Xˆ L˙c
0 0 AˆAEB AˆLc AˆL˙c
0 0 AˆLcd AˆL˙cd
0 0 0 0 0 ∂tPˆ0 Pˆ0
0 0 0 0 0 ∂2t Pˆ0 ∂tPˆ0

(4.3.13)
where AˆAEB is as in (3.3.7), Pˆ0 := (2pi)−d/2 sin |p| t/ |p|, and the first five lines in the last two
columns are yet to be determined. Letting I stand for either L or L˙, they are determined by
Xˆ I0 (0) = ∂tXˆ I0 (0) = Xˆ Ic (0) = AˆIc(0) = AˆIcd(0) = 0,
∂2t Xˆ I0 = −p2Xˆ I0 + (ζ − 1)×
{
∂2t Pˆ0 for I = L
∂tPˆ0 for I = L˙
,
∂tXˆ Ic = AˆIc + ipcXˆ I0 , ∂tAˆIcd = ipcAˆId − ipdAˆIc ,
∂tAˆIc = ipdAˆIdc + iζpc
{
∂tPˆ0 for I = L
Pˆ0 for I = L˙
.
Abbreviating C := cos |p| t, S := sin |p| t, and omitting the colour indices, one checks that the
solution is given by (2pi)d/2AˆAEBL =

C 1|p|S . . .
ζ−1
2|p| (|p| tC − S) ζ−12|p| tS
− |p|S C . . . (1−ζ)2 |p| tS ζ−12|p| (S + t |p|C)
i
|p|pcS
i(1−C)
p2 pc . . .
ipc
2|p|2
(−2C + (ζ − 1) |p| tS) ipc
2|p|3
(|p| t(2ζ + (1− ζ)C) − (1 + ζ)S)
0 0 . . . iζ|p|pcS
iζ
|p|2
pc (1− C)
0 0 . . . 0 0
0 0 . . . C 1|p|S
0 0 . . . − |p|S C

where the three middle columns, which are already known from (4.3.13), (3.3.7), have been omitted.
The assertion (iii) is now easy to check.
Proof of Thm. 4.2.1. Ad (i). This follows from Lemma 4.3.1 and the results of [11].
Ad (ii). Let
V ext := g⊗ (R⊕ R⊕ Rd ⊕ Rd ⊕ Λ2Rd ⊕ R⊕ R)⊕ V Φ ⊕ V Φ ⊕ Π(g⊕ g⊕ g⊕ g)⊕Π(V Ψ ⊗C V D)
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be the field target space for the extended system (4.3.7a)–(4.3.7n). Thus, the corresponding smf of
smooth Cauchy data is M extCauC∞ = L(ECau ⊗ V ext). Consider the smf morphism
MCauC∞
(ACau0 ,A˙
Cau
0 ,A
Cau
a ,E
Cau
a ,B
Cau
ab ,L
Cau,L˙Cau,ΦCau,Φ˙Cau|ΛCau,Λ˙Cau,ΥCau,Υ˙Cau,ΨCau)−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→M extCauC∞ ,(4.3.14)
where
ECaua := A˙
Cau
a − ∂aACau0 +
[
ACau0 , A
Cau
a
]
, BCauab := ∂aA
Cau
b − ∂bACaua +
[
ACaua , A
Cau
b
]
,
LCau := −A˙Cau0 + ∂aACaua ,
L˙Cau :=
1
ζ
(
i
[
Λ˙Cau,ΥCau
]
− ΦCau × (Φ˙Cau +ACau0 × ΦCau) + iΨ
Cau × γ0ΨCau
+ ∂aE
Cau
a +
[
ACaua , E
Cau
a
])
.
Letting Y denote temporarily the image of its underlying map, the hypothesis just says that the
system (4.3.7a)–(4.3.7n) is (HVextk , Y ∩ HVextk )-complete, where we use the Sobolev space HVextk as
defined in [10], [11]. Hence, by [10, Thm. 3.4.3], there exists a solution family
Ξextsol = (Aextsol0 , A˙
extsol
0 , A
extsol
a , E
extsol
a , B
extsol
ab , L
extsol, L˙extsol,Φextsol, Φ˙extsol|
Λextsol, Λ˙extsol,Υextsol, Υ˙extsol,Ψextsol) ∈ME⊗V ext(MCauC∞ )
which has (4.3.14) as its Cauchy data. Now Ξsol := (Aextsol,Φextsol|Λextsol,Υextsol,Ψextsol) will be the
universal solution family wanted. For showing that its image is a sub-smf, the proof of [11, Thm.
2.4.1] carries over again.
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