an extremely fast wavelet-tree-based image coding algorithm. Utilizing a unique backward coding algorithm, BCWT also provides a rich set of features such as resolution-scalability, extremely low memory usage, and extremely low complexity. However, BCWT in its original form inherits one drawback also existing in most non-bitplane codecs, namely coarse bitrate control. In this paper, two solutions for improving the bitrate controllability of BCWT are presented. The first solution is based on dual minimum quantization levels, allowing BCWT to achieve fine-grained bitrates with quality-index as a controlling parameter; the second solution is based on both dual minimum quantization levels and a coding histogram, providing the ability to use target bitrate as the controlling parameter with only a small speed penalty.
I. INTRODUCTION
Ever since Shapiro developed the embedded zero-tree wavelet (EZW) [1] algorithm, many new wavelet-treebased image coding algorithms have emerged. Among them, SPIHT [2] developed by Said and Pearlman has undoubtedly been one of the most influential codecs. Achieving high compression performance with its low complexity algorithm, SPIHT also provides ratescalability and fine-grained bitrate control. Extensive research on enhancing SPIHT, as well as other wavelettree-based codecs, has been the focus of image coding for many years. Although new features, such as resolutionscalability, have been added into the enhanced codecs [3] [4] [5] , there are still many important features that are difficult to incorporate into wavelet-tree-based codecs, specifically, low memory usage and computational efficiency [6] .
Recently, several new wavelet-tree-based codecs have been developed, such as LTW [7] and Progres [8] , which drastically improved the computational efficiency in terms of coding speed. In [9] we have presented our newly developed BCWT codec, which is the fastest wavelet-tree-based codec we have studied to date with the same compression performance as SPIHT. With its unique backward coding, the wavelet coefficients from high frequency subbands to low frequency subbands, BCWT also provides a rich set of features such as low memory usage, low complexity and resolution scalability, usually lacking in other wavelet-tree-based codecs.
Like LTW and Progres, BCWT avoids bitplane coding to gain significant coding speed improvement, but at the same time, it inherits a common problem of non-bitplane codecs, namely coarse bitrate control. The original BCWT in [9] can only achieve certain bitrates, and the gaps in-between are large. One solution based on quantization step size search was used in LTW and Progres to gather experimental results. However, the enormous speed penalty (usually more than 10X the coding time) of such methods makes them impossible to use in practical applications.
In this paper, we present two new solutions to allow BCWT to achieve fine-grained bitrate control with small or no speed penalty. It is worth pointing out that these two solutions are also applicable to other non-bitplane codecs.
The rest of this paper is organized as follows. We first provide an overview of the BCWT algorithm in Section II. In Section III, we discuss the bitrate control problem and one highly inefficient solution used in some codecs. In Section IV, our two solutions to the bitrate control problem are presented. Experimental results are shown and discussed in Section V, followed by conclusions and future work in Section VI.
II. BACKWARD CODING OF WAVELET TREES
The following definitions are commonly used terms and symbols in the description of the BCWT algorithm: c i,j : The wavelet coefficient at coordinate (i, j). O(i, j) : A set of coordinates of all the offspring of (i,j).
A set of coordinates of all the leaves of (i, j).
The quantization level of the coefficient
The maximum quantization level of the offspring of (i, j).
The maximum quantization level of the leaves of (i, j). q min : The minimum quantization threshold. Any bit below q min will not be present at the encoder output.
A. Map of Maximum Quantization Levels of Descendants (MQD Map)
The basis of the BCWT algorithm is building a map of the Maximum Quantization levels of Descendants (MQD map), which is a variation of Shapiro's zerotree map represented in a more efficient form. Because the MQD map can also be applied to any other wavelet-tree-based codec, we will introduce it out of the context of BCWT.
In the zerotree map or its adaptation to SPIHT-based codecs, each node stores the maximum magnitude amongst the coefficients in its corresponding wavelet tree. In the MQD map, however, each node stores the maximum quantization level of the tree so that memory usage is much lower than that of the corresponding zerotree map.
More rigidly defined, a MQD map is a twodimensional map that is 1/4 the size of the wavelettransformed-image. Each node, denoted as m i,j , represents the maximum quantization level of all the descendants of the wavelet coefficient c i,j , where (i,j) is in level 2 or higher subbands: 
This recursive characteristic of the nodes makes it possible to efficiently calculate the entire map by starting from the second level of wavelet sub-bands, where the coefficients have no leaves, and then go to the higher level sub-bands.
It is worth mentioning that, although calculating the MQD map in the beginning of the encoding process appears to be overhead, it is not. In the traditional treescanning process, each wavelet coefficient is compared at least once. The map calculation merely moves some of these computations to the beginning.
B. Common Bottlenecks in Wavelet-tree-based Codecs
While applying the MQD map to SPIHT and other wavelet-tree-based codecs can effectively reduce the computational expense of each tree-scanning to a mere two-number-comparison, the total amount of treescanning is still high enough for this process to take a significant portion of the coding time. This computational load will become even more serious at high bitrates, because the wavelet-trees are split into many small trees. At the same time, the second major bottleneck of most wavelet-based codecs, namely bitplane coding, also contributes to the first bottleneck through repeating the same tree-scanning while gradually lowering the quantization threshold. The third bottleneck, management of dynamic lists, is also present. These bottlenecks result in a limited improvement in encoding time when the MQD map is applied to other wavelet-tree-based codecs.
The BCWT algorithm, on the other hand, avoids these bottlenecks completely, thus offering very high coding speed, and, at the same time, featuring identical PSNR performance to SPIHT, resolution scalability or rate scalability, extremely low memory usage and high parallelizability. While BCWT borrows the efficient coding principle from SPIHT to describe relationships between parents and descendants in wavelet trees, it differs from SPIHT and other wavelet-tree-based codecs in many aspects. The key is its unique one-pass backward coding, which starts from the lowest level sub-bands and travels backwards. MQD map calculation and coefficient encoding are all carefully integrated inside this one pass in such a way that there is as little redundancy as possible for computation and memory usage. In order to describe the complete coding process, we will start with the building blocks of the algorithm, i.e. BCWT coding units.
C. BCWT Coding Units
The coding process consists of recursive coding of many small branches of the wavelet trees, and we denote these branches and their related MQD map nodes as BCWT coding units. An example of a BCWT coding unit, U(i,j), is illustrated in Fig. 1 , as well as the computation of some of the interim data. For simplicity, only HLsubbands are shown.
Differing from a conventional wavelet tree, which spans many levels, from the root of the tree to the first level subband, a BCWT coding unit spans only three levels with only twenty wavelet coefficients and five MQD map nodes. In most "forward" codecs, even just to encode the top portion of the tree, the entire wavelet tree must be kept in memory and repeatedly scanned. Benefiting from the backward nature, to encode a coding unit, BCWT does not require any data outside the three-levelunit, and once the coding is finished, most of the data are no longer needed and can be released from memory. We can outline the operations on a coding unit as four steps. More details including all the necessary conditions are presented later. One can observe that Step 2 is essentially equivalent to processing LIP and LSP in SPIHT, and Step 3 and Step 4 process LIS's type-A node and type-B node, respectively.
D. One-pass Backward Coding
In the overall encoding process, BCWT simply starts coding the units at level 3; after all of them are coded, BCWT moves one level up; BCWT repeats until the top level is reached; then BCWT encodes the coefficients in the LL-band using simple uniform quantization, the same method used in SPIHT. (Because of the simplicity and common application, we omit the coding of the LL-band in future discussion.)
After all the bits are at the output, we can either reverse the entire bitstream and transmit, or we can let the decoder read from the end of the stream and go backward. Every step in the decoding is in the exact reverse order of the encoding, therefore the coefficients and MQD map nodes are reconstructed from the highest wavelet level to the lowest.
It is worth mentioning that there are several simple and efficient bit-reversing algorithms available. The entire bit-reversal process can be done "in-place" with no additional memory requirement, and the speed is extremely fast and usually takes up only 2% of the total core encoding time.
E. Coding algorithm
For clarity, we further define the following symbols and operations:
U(i,j): A BCWT coding unit with its root at (i,j).
( ) The steps of encoding a BCWT coding unit U(i, j) are listed in Table I . Note that, when (i,j) is in the level 3 subband, there is an additional step to compute some MQD nodes. Each coding unit above level 3 includes four MQD nodes computed by its children. Level 3 units do not have children. It is also important to note that, once a level 3 unit is coded, these four MQD nodes are no longer needed and are not retained in the MQD map any longer. Therefore, the MQD map of BCWT is only 1/16 the size of the wavelet-transformed-image, not 1/4 the size as it normally would be with forward coding. 
III. BITRATE CONTROL PROBLEM

A. Coarse Bitrate Control in Non-bitplane Codecs
In its original form [9] , BCWT provides only coarse bitrate control via the parameter q min , the minimum quantization level. There are large gaps between achievable bitrates, because q min is an integer dictating the quantization level to which the binary bits of each coefficient are output. Fig.2 illustrates the cause for the large gaps between achievable bitrates. Both (a) and (b) in the figure represent the BCWT encoding of the wavelet coefficients in a wavelet tree. Note that, for simplicity, only the significant bits of the coefficients are shown in this figure and similar figures in the rest of the paper. Other bits, such as leading bits and sign bits, are omitted.
When q min is lowered from 2 to 1, not only do we have to output one more bit for each previously significant coefficient, but also there may be many previously insignificant coefficients that become significant and thus drastically increase the number of output bits.
Furthermore, the relation between q min and bitrate is highly image-dependent. It is impossible to precisely predict the bitrate for a given q min prior to encoding.
A similar bitrate control problem exists in many nonbitplane codecs, such as LTW and Progres.
B. Solution Based on Quantization Step Size Search
Although not explicitly addressed, one solution was hinted at in [8] and was used in LTW's software package. The basic idea of the solution is to vary the step size for quantizing the wavelet coefficients to achieve different bitrates.
However, the above solution is not suitable for practical applications because it entails an extremely slow process to search for the right step size. The search process basically is a loop consisting of adjusting step size, quantizing coefficients and encoding. The quantization step size search usually requires more than ten iterations before a reasonably accurate step size can be found.
IV. FINE-GRAINED BITRATE CONTROL
A. Dual Minimum Quantization Level and Quality-index
As discussed previously, the large gaps between achievable bitrates for BCWT are mainly due to the fact that q min must be an integer.
Here we propose an efficient method, i.e., the use of dual minimum quantization levels. Instead of encoding all coefficients with the same q min , we encode some of the coefficients with q min =q 0 +1 and the remaining coefficients with q min = q 0 . For example, in Fig. 3 , we encode C 2 coefficients with q min =2 and the remainder of the coefficients with q min =1. It is easy to find the following relation: if C 2 increases, fewer encoded bits will be output; if C 2 decreases, more encoded bits will be output. Therefore, by changing the value q 0 and C 2 , we can achieve finegrained bitrates. 
If (i,j) is in level 3 subband, compute the level 2 MQD nodes.
2.
{ }
Compute the maximum quantization level of the leaves.
If
If the leaves are significant, encode the coefficients in the leaves in four groups.
If this group is significant, encode all coefficients in this group. 
Compute the maximum quantization level of the descendants.
If the descendants are significant, encode and output the quantization level difference between the leaves and the descendants. We define a quality-index, Q I , as follows:
where C is the total number of wavelet coefficients. Thus, we can use Q I as a controlling parameter for the encoding to achieve fine-grained bitrate control: the smaller the Q I , the higher the bitrates. Using quality-index as a bitrate controlling parameter has several advantages: (1) no speed penalty; (2) nearlinear relation to PSNR; (3) clear physical meaning. The near-linear relation to PSNR is especially useful, because in many applications, quality control is preferable over bitrate control.
However, the relation between quality-index and final bitrates is still image-dependant. For applications that require precise target bitrate control, quality-index is not the best choice. Our second solution to bitrate control will address this problem, but we will first introduce the coding histogram, a new concept upon which our solution is based.
B. Coding Histogram
The coding histogram is simply a mapping that counts the number of encoded bits that fall into different quantization levels (bitplanes). Therefore, if N is the total number of encoded bits, q max is the maximum quantization level, the coding histogram h q satisfied the following condition: Fig. 4 shows an example of a coding histogram. In order to find the coding histogram, we must know the quantization level of each encoded bit. We list the rules for --Difference bits, ( )
, are of quantization levels from m i,j to max (q L(i,j) , q min ).
C. Bitrate Control based on Coding Histogram
The goal of our second bitrate control solution is to provide the ability to encode to a specified target bitrate. In other words, given a target bitrate, we need to find out: (a) q 0 for q min and (b) when to use q 0 for encoding and when to use q 0 +1.
To achieve this goal, we use a two-pass coding based on the coding histogram. In the first pass, BCWT performs a "pseudo-encoding" with q min set to 0. Pseudoencoding means we do not output any of the bits but only generate the coding histogram. Then q 0 is the value that satisfies the following inequality:
where N t is the target number of bits, and
In the second pass, we perform a true encoding using q min =q 0 , but the first ) ( 0 t q N N − bits at quantization level q min will not be output. Discarding those bits is equivalent to encoding the related coefficients using q 0 +1. Note that BCWT encodes the coefficients backward; therefore we discard the first ) ( The speed penalty of the above bitrate control solution is the "pseudo-encoding" in the first pass, which costs roughly the same time as a true encoding. Compared with the penalty based on a quantization step size search, the "pseudo-encoding" has a fixed coding penalty, whereas the quantization step size search has an image-dependent penalty that is usually more than ten times higher than the former. 
V. EXPERIMENTAL RESULTS
Experiments were conducted using a PC with a 2.21GHz AMD Athlon64 3200+ Processor and Window XP. Currently, only Java implementation is available for the BCWT with fine-grained bitrate control, whereas codecs such as SPIHT, LTW and Progres do not offer Java implementation. Therefore, we compared BCWT only with JPEG2000 in this paper.
The codecs tested in the experiments are Java implementations: BCWT, version 1.01, binary uncoded; JPEG2000 (JJ2000), version 4.1, with arithmetic encoding. Results for the standard test image, "monarch" (768x512, 24-bit RGB), are listed in the Tables II and III. Note that, because JJ2000 does not report core coding time, all times shown in the tables are end-to-end, which means file I/O and DWT are included. Table II shows the time to encode the tested image to various bitrates, along with the corresponding qualityindex of each bitrate. For BCWT, the encoding times for using two different controlling parameters are shown. Using quality-index as the controlling parameter has no speed penalty and thus it yields the fastest coding speed, which is about 2X faster than JPEG2000. Using target bitrate as the controlling parameter has a small speed penalty (ranging form 40% to 56%), but it is still faster than JPEG2000 (about 18%). Table III shows the time and PSNR to decode at various bitrates. BCWT is about 4X faster than JPEG2000, and the PSNR performances are very close between the two codecs. BCWT results in slightly worse PSNR at 1.00 bpp and below, but slightly better PSNR at 1.50 bpp and above. It is important to point out that although BCWT is binary uncoded, it outperforms arithmeticcoded JPEG2000 in 4 out of 6 decoded bitrates. In this paper, we have presented two solutions to the coarse bitrate control problem in the original BCWT, together with three new concepts, namely dual minimum quantization levels, quality-index and coding histogram.
One of the solutions is based on dual minimum quantization levels and allows fine-grained bitrate control via quality-index. The other solution is based on coding histograms and allows BCWT to encode to any target bitrate. Different applications may choose from these two solutions based on their requirements. Controlling via qualityindex is best suited for applications where quality control is preferable over bitrate control or where fast coding speed is preferred. Controlling via target bitrate entails a small speed penalty but is best suited for applications where precise bitrate control is necessary. In parallel to this work, we have successfully modified BCWT so that it could generate a rate-embedded bitstream [10] . We will combine these modifications so that BCWT can provide all these features: resolutionscalability, rate-scalability and fine-grained bitrate controllability.
