Modeling network topologies of wireless sensors used primarily domination theory in graphs. Indeed, many dominating structures have been proposed as virtual backbones for wireless networks. In this paper, we study a dominating set that we call Weakly Connected Independent Set (wcis). Given an undirected connected graph G = (V, E), we say that an independent set S in G is weakly connected if the partial graph (V, [S, V \ S]) is connected, where [S, V \ S] is the set of edges having exactly one end in S. The minimum weakly independent connected set problem consists in determining a wcis of minimum size in G. First, we discuss some complexity and approximation results for that problem. Then we propose an implicit enumeration algorithm which computes a minimum wcis in a graph with n vertices with a running time O * (1.4655 n ) and polynomial space. Processing results are given that show that our enumeration program solves the mwcis problem for graphs whose number of vertices is less than 120.
Introduction
Numerous civil and military applications use networked sensors [1, 11] . Actually, sensors can be deployed to gather meteorological measures such as temperature and pressure. They can also detect natural disasters such as earthquakes and conduct emergency response units to survivors. A Wireless Sensor Network (WSN) generally consists in a set of autonomous composants which collect data and broadcast messages to a base station. The communications are achieved via a shared bandwidth directly if the devices are close enough or through relays provided by intermediary sensors. Unfortunately, the network performance is reduced by interferences and unavoidable retransmissions can increase energy consumption. As there is no physical infrastructure like in wired networks, a virtual backbone needs to be created by choosing some sensors as dominator nodes. Thus, all nodes can communicate through the selected nodes straightforwardly or via dominee nodes.
An undirected communication graph G = (V, E) [6, 11] , is naturally associated to the sensors located in the region they monitor. The node set V is the set of sensors and an edge e = {u, v} in E is a possible transmission link between two sensors u and v. This link depends on the euclidian distance between u and v and the energy to deploy for this connection. Usually the size of a Wireless Sensor Network is large and its nodes have very limited ressources. So the virtual backbone should be built with low communication and computation costs. Connected Dominating Sets [17] have been proposed as a solution by many authors [5, 19, 27, 29] . A node set D is a connected dominating set, or cds for short, if each vertex in G is in D or adjacent to at least one of the vertices in D (domination property) and if the subgraph induced by D is connected. Thus, communications are ensured between all the vertices via the set D. As one wants to reduce the number of exchanged messages and to avoid useless energy consumption, D must be of small size. But obtaining a minimum connected dominating set is an N P -hard problem [12] . Consequently, many approximation algorithms and heuristics have been proposed for that problem [2, 15, 21, 26, 27] . A greedy approximation algorithm has been described by Guha and Khuller [15] which gave a cds with a size of at most (3 + ln(∆(G))) the size of a minimum cds where ∆(G) is the maximum degree in the communication graph G.
The cds notion can be weakened by using a weakly connected dominating set or wcds [4, 8] . A dominating set D is said weakly connected if the partial graph (V, F ) is a connected graph where F is the set of edges of E which have at least one end in D. Yet, the problem of minimizing the cardinality of a wcds remains N P -hard [12] . In [4] , a theoretical performance ratio of the approximation algorithms proposed for finding small wcds is O(ln(∆(G))) compared to the minimum size wcds.
An independent set is a subset of V that does not contain any edge of E. In [28, 29] , the authors use algorithms which construct a connected dominating set by adding vertices of V \ S to a maximal independent set S. It is easy to obtain greedily a maximal independent set in a graph G. Also it is known that a minimum maximal independent set can be found in polynomial time for some graph classes like interval graphs [23] and chordal graphs [9] whereas the problem remains N P -Hard in bipartite graphs and comparability graphs [7] .
In [22] , Moon and Moser showed that the number of maximal independent sets of a graph with n vertices is upper bounded by 1.443 n . Johnson et alii. [20] gave a polynomial delay algorithm to generate all maximal independent sets. In [13] , Gaspers and Liedloff present an O * (1.357 n ) for solving the minimum maximal independent set. Recently, Bourgeois et alii. [3] have improved this result by a branching algorithm that computes a minimum maximal independent set with a running time O * (1.335 n ). Rather than lose the independence property for the connectivity property, we can specify conditions on an independent set to gain the weak connectivity. Indeed, in [2] , it is showed that some particular maximal independent sets can be weakly connected. These sets of vertices are such that dominators may be connected through dominees. More formally, a weakly connected independent set is an independent set W ⊂ V such that the partial graph
is a connected graph. Such a set can be used as a structural basis for a cluster based architecture in wireless sensor networks [25] . Furthermore, the set V can be partitioned into three subsets: masters, slaves and bridges whose function is respectively to conduct detection activities, to collect data and to ensure cluster communication.
The present paper deals with properties about weakly connected independent sets, wcis for short, in a connected graph. We also describe a specific implicit enumeration algorithm in O * (1.4655 n ) for the minimum wcis and display computational results. To our knowledge, this work is one of the first attempts to study the properties of weakly connected independent sets and their enumeration. Our results can be considered as a first step towards a deeper study of this interesting structure.
The paper is organized as follows. In sections 2 and 3, we give some definitions, notations and some basic properties of a wcis and related sets like maximal independent sets. Section 4 is dedicated to the complexity and approximation results for the minimum cardinality wcis problem. In section 5 we study this problem in particular graph classes such as bipartite, split and comparability graphs. Finally, section 6 describes an implicit algorithm for the mwcis problem and analyses its performance. Section 7 presents some computational results.
Notations and Definitions
A finite undirected graph G is denoted by G = (V, E) where V is the vertex set and E the edge set. In the following, we assume that the graph G is connected. ∆(G), (resp. δ(G)) is the maximum (resp. minimum) degree in G. 
Basic properties of weakly connected independent sets
Given an undirected connected graph G = (V, E) with |V | ≥ 2, let W(G) be the set of weakly connected independent sets of G. The following Lemma is easily seen.
The next property which characterizes a wcis can be found in [2] . 
We denote by MWCIS(G) a weakly connected independent set of minimum cardinality in G.
for any S ∈ W(G) which is not of minimum cardinality, we obtain ii).
This implies that
As |S| ≥ |MWCIS(G)|, for any set S ∈ W(G), the inequality (2) yields i).
Thus we have
and ii) follows.
MWCIS(G)
S=V\MWCIS(G) Figure 1 : Two examples where the bounds in Lemma 3.3 are tight.
Complexity results
Given a connected graph G = (V, E) and an integer k, the Weakly Connected Independent Set problem is to ask whether there exists a set S ∈ W(G) of size k or less in G.
Theorem 4.1. Weakly Connected Independent Set is NP-Complete.
Proof. We sketch a polynomial transformation to the given problem from Maximal Independent Set problem which was shown to be NP-complete in [18] . We transform a connected graph
Note that Z is an independent set of order |V (G)|. Any maximal independent set S in G can be associated with a wcis
Note also that the set Z ∪ {x 1 } is the only wcis of G ′ that does not contain x 2 . Therefore, G has a maximal independent set of size at most k if and only if G ′ has a wcis of size k + 1 or less. Proof. Suppose that there exists a polynomial algorithm A ϵ which, given a connected graph G = (V, E), constructs a wcis A ϵ (G) such that
with ϵ ∈]0, 1[. We also know that the Minimum Maximal Independent Set problem is very hard from an approximation point of view [16] . But, algorithm A ϵ can be transformed into a polynomial approximation algorithm B for this last problem as follows. Define the graph Note that Z is a clique of order |V (G)|. We denote by MMIS(G) the minimum maximal independent set in G.
Claim 1. |MMIS(G)| ≤ |MWCIS(G
Proof.
It is easy to see that S 1 is a wcis in G ′′ . Then
As Z is a clique and there is at least an edge in
It is easy to see that S is a maximal independent set in G, and
Then, we obtain that
Inequalities (4) and (5) give
which finishes the proof of the Claim 1 (cf. figure 4(a) and (b) ).
Consider now the wcis
As in Claim 1, let the independent dominating set W 2 (G) be given by
From (3), we deduce that
Then, Claim 1 implies that
So we have that
when n ≥ n 0 , for some n 0 ∈ N. Hence,
if |V (G)| ≥ n 0 . Thus, we can sketch a polynomial algorithm B which produces an Independent Dominating Set B(G) for graph G = (V, E) such that
Inequality (6) implies that B is a polynomial approximation algorithm for the Minimum Independent Dominating Set problem, which contradicts the theorem in [16] .
5 Weakly connected independent sets in some graph classes 
can not be connected and this yields a contradiction. Therefore, W ⊂ V 1 . As W is dominant, we have W = V 1 .
We consider now the slighly broader graph class B 1 defined as follows. A connected graph G = (V, E) belongs to B 1 if G is a connected bipartite graph, or if there exists a node u 0 ∈ V such that G \ {u 0 } is a connected bipartite graph. Proof. The problem of determining whether a connected bipartite graph G = (V 1 ∪V 2 , E) has a maximal independent set of size less than k was shown to be NP-complete in [18] . We transform a connected bipartite graph G to a graph G 1 ∈ B 1 as follows.
where Z is a copy of the node set Proof. Let W be a wcis in a connected split-graph G = (K ∪ I, E(G)). As W is an independent set, we have |W ∩K| ≤ 1. Suppose that W ∩K = ∅. As W is also a dominating set, any node of I must belong to W . Thus, W = I provided that the bipartite graph ( As any wcis in a graph G is a mis in G, it can be interesting to study the following property.
Definition 5.3. ( wcis-property) A connected graph G has the wcis-property if any maximal independent set in G is a weakly connected independent set.
Note that the cycle C 5 has the wcis-property whereas P 4 has not. Actually, we have not characterized these graphs, but we have the following result.
Lemma 5.4. Let G = (V, E) be an undirected connected graph. G and all its induced connected subgraphs have the wcis-property if and only if G is
Proof. Let G be a P 4 -free connected graph. Suppose that there exists a mis S which is not a wcis in G. From Lemma 3.2, there is a non empty subset A of S such that l
As S is a dominating set, we have l * = 3. Henceforth, the minimum length path between A and S \ A induces a P 4 , this yields a contradiction. Now, if G and all its connected subgraphs verify the wcis-property, then G must be P 4 -free since P 4 does not satisfy the wcis-property. Obviously, in P 4 -free graphs, the problems of determining the minimum size mis and of finding the minimum size wcis have the same polynomial complexity [10] .
Definition 5.4. ( comparability graph) A connected graph G = (V, E) is a comparability graph if G has an acyclic transitive orientation.

Theorem 5.5. Minimum Weakly Connected Independent Set problem is N P − hard for comparability graphs.
Proof. We consider the polynomial time transformation defined in the proof of Theorem 4.1. Given a comparability graph G = (V, E), let the graph Figure 2) .
Claim 2. G
′ is a comparability graph.
Proof. Indeed, it is straightforward to deduce a transitive orientation of G ′ from an acyclic transitive orientation of G (cf Figure 8) . Then, for any maximal independent set S of G, the set S ′ = S ∪ {x 2 } is a wcis of G ′ . As Z ∪ {x 1 } is the only wcis in G ′ which does not contain x 2 , the minimum maximal independent set in G can be associated to the minimum weakly connected independent set in G ′ as above. Therefore, the MMIS problem and the MWCIS problem have the same complexity in the comparability graph class.
An implicit enumeration algorithm
In independent set problems, trivial algorithms that simply enumerate subsets of vertices and check for feasible solutions can be applied. Thus, all the solutions can be obtained in O * (2 n ) (notation O * (.) is used to measure the complexity of an algorithm ignoring polynomial terms). But, it is possible to design algorithms that are significantly faster than exhaustive search, though still not polynomial. We present a O * (1.4655 n ) time algorithm for solving the Minimum Weakly Connected Independent Set Problem. Actually, this result can be seen as a first step for directly obtaining the Minimum Weakly Connected Independent Set.
We use an implicit enumeration algorithm [14] based on a binary search tree. At each node, the decision is to add a vertex v 0 in a wcis or not. Then, the right subtree of a node is formed by all the wcis containing v 0 whereas the left subtree contains all the wcis not containing v 0 .
For an undirected connected graph G = (V, E), let n = |V | and m = |E|. Denote by T (n) the worst case time for an algorithm to resolve an instance on at most n vertices. If someone can prove that computing a solution on an instance of n vertices is done in a running time which is at most the time for running a sequence of k instances of respective sizes n − α 1 , . . . , n − α k , then one can write
where p(n) is a polynomial term. Thereafter, the running time T (n) is bounded by O * (c n ) where the branching factor c is obtained as the maximum root of the equation
W is a wcis of G. A completion of a partial wcis W is a subset C of vertices in V for which W ∪ C is a wcis in G. We have the following easy lemma.
Lemma 6.1. Any partial wcis of a connected graph can be completed.
Along the enumeration procedure, we use partial solutions. A partial solution L is an ordered list of vertices of V assigned to be in a partial wcis W L or forbidden to be used in any completion of
For example, let G be a graph with Figure 9(a) ). So, u 1 cannot belong to any completion of W L and the subgraph Figure 9(b) ). For the above example there are four completions, only one is feasible:
Our implicit enumeration algorithm involves generating a sequence of partial solutions. As the calculations proceed, feasible completions are discovered and the best one yet found is kept. At each step of the algorithm, characterized by a partial solution L, we try to add an accessible vertex v 0 to W L , otherwise we fathom the node L. Then we make a backtrack at every fathoming. Figure 9 :
Let us introduce some notations. For a subset S ⊆ V and a node v ∈ V , we define N S (v) = N (v) ∩ S and d S (v) = |N S (v)|, the S-degree of the node v.
Initialization
We use (δ(G) + 1) initial partial solutions. We start with L 0 = {w 0 }, where w 0 is a minimum degree vertex in
An iteration
Denote by L a current partial solution. L can be fathomed in one of the following cases: (1) indicates that W L is a wcis, which may replace the best known solution if it is better. With Condition (2), there is no accessible vertex. A forbidden vertex verifying Condition (
So we may backtrack. Suppose now that none of the above conditions is satisfied. We select an accessible node v 0 satisfying: Proof. As v 0 is an accessible node whose neighboorhood is included in Proof. Given a partial solution L, let v 0 be an accessible vertex such that Figure 11) .
Branching on a vertex according to Rule (3)
Consider a node v 0 satisfying Rule (3). When we take v 0 in L, we must remove at least more than two free vertices (See Figure (12) ). So we get that
. Here the branching factor λ is less than 1.4655. Therefore we get as an immediate consequence of Lemmata 6.2 and 6.3 the following theorem. 
Computational experiment
In this section, we present our graph instances and discuss experimental results. The algorithms are implemented in C. All runs are performed on a Machine HP 8 CPU 2.7 Ghz, AMD Opteron QuadCore, with 256 Go of RAM in CentOS 5.5, running under Linux. We have fixed the maximum CPU time to 6 hours.
Description of graph instances
We use three graph classes for our tests: graphs from the TSPLIB 2 library [24] , random graphs and s-grid graphs. Regarding the first class, we used the node-coord-section proposed by the TSPLIB library. For any node we fix a transmission range r. An edge between two nodes u and v is generated if the euclidian distance between u and v is less than r. For the random graphs, points are uniformly distributed in 2. www2.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/tsp/ an unit square and links are created according to a transmission threshold. The number of nodes rises from 50 to 120 and the magnitude of the density D is 10%.
The two-dimensional s-grid graph G m×n = (V m×n , E m×n ) is defined as follows:
s-grid graphs are not bipartite. They can model sensors dispersed on cultivable lands. These devices are generally arranged in the form of a regular grid and they communicate with a base station outside of the field. Each instance is given by its name followed by an extension representing the number of nodes of the graph. 
Results: heuristic procedures, tests and analysis
For a graph instance G = (V, E), we denote by Opt the number of nodes of a WCIS(G) built by the exact algorithm and by ♯Opt the total number of optimal solutions. We also give the results of two heuristics. The first one, called H 120s , is a modified version of the greedy routine of [25] . H 120s gives the best solution obtained after several runs of that greedy procedure when accessible vertices are successively added at random in a partial wcis.
As the deep first search method builds a feasible solution very quickly, the second heuristic, called A 120s , keeps the best wcis found after two minutes ; CPU: running time in hours:min:sec; TNET: total number of nodes of the enumeration tree (in millions); NFOS: number of nodes of enumeration tree for finding the first optimal solution.
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: indicates the share of the whole enumeration tree for finding the first optimal solution. Gap: the relative error between the optimal solution (when the problem has been solved to optimality) and the best heuristic solution, given by Gap = min(|A 120s (G)|,|H 120s (G)|)−Opt Opt . Table 1 , Table 2 and Table 3 summarize the results for the three graph classes.
First, we have to choose a transmission radius for each graph stemming from the T SP LIB and random graphs. Table 1 shows that the enumeration algorithm can quickly solve instances whose number of nodes is less than 70 for any density. For higher cardinalities, the Minimum Weakly Connected Independent Set problem becomes easier when the number of edges increases in the graph, which is illustrated by Figure 16 and Figure 17 . Around a density of 6% − 8%, instances exceeding 100 vertices are very hard to solve ( Figure 17 ). The instances indicated with "*" in the Table 1 are those whose CPU time exceeded 6 hours. With a density of 10%, our exact algorithm can treat graphs up to one hundred of nodes in a reasonable time. The CP U time grows up exponentially with the number of nodes (Figure 19 ). For Table 2 , we generate ten occurrences for each cardinality and solve them to optimality with our enumeration program.
The A 120s heuristic outperforms the H 120s heuristic in all examples. The gap between the optimal solution and the best heuristic result is within 14% for graphs with less than 150 nodes. Thus, a pretty good solution can be very quickly obtained as in many combinatorial problems. For s-grid graphs, the enumeration algorithm discovers an optimal solution at the beginning of the tree, but it is facing major difficulties when the number of nodes rises. In contrast, for 50% TSPLIB examples, more than 60% of the enumeration tree was needed for finding the first optimal solution. The situation for random graphs is somewhat median. 
Conclusion
In this paper, we discussed the problem of determining the Minimum Weakly Connected Independent Set in graphs. We showed that the MWCIS problem is N P − hard in general graphs, and studied its complexity in some well known graph classes. We also proposed the first exact algorithm designed specifically for the MWCIS problem whose time and space complexities are respectively O * (1.4655 n ) and O(n 2 ). Experimental results point out that our implicit enumeration method can satisfactorily handle instances up to 120 nodes but that it has difficulty with sparse graphs from 100 nodes. Our aim now is to investigate techniques of graph decomposition in order to improve our exact algorithm. Also, the Minimum Weakly Connected Independent Set problem remains open for sgrid graphs.
