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This article examines the time to activate Frank–Read sources in response to macroscopic
strain rates ranging from 101 s1 to 1010 s1 in aluminium under athermal conditions. We
develop analytical models of the bowing of a pinned dislocation segment as well as nu-
merical simulations of three dimensional dislocation dynamics. We find that the strain
rate has a direct influence on both the activation time and the source strength of Frank–
Read sources at strain rates up to 106 s1, and the source strength increases in almost
direct proportion to the strain rate. This contributes to the increase in the yield stress of
materials at these strain rates. Above 106 s1, the speed of the bowing segments reaches
values that exceed the domain of validity of the linear viscous drag law, and the drag law
is modified to account for inertial effects on the motion of the dislocation. As a result the
activation times of Frank–Read sources reach a finite limit at strain rates greater than
108 s1, suggesting that Frank–Read sources are unable to operate before homogeneous
nucleation relaxes elastic stresses at the higher strain rates of shock loading. Elastody-
namic calculations are carried out to compare the contributions of Frank–Read sources
and homogeneous nucleation of dislocations to plastic relaxation. We find that at strain
rates of 5107 s1 homogeneous nucleation becomes the dominant generation me-
chanism.
& 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC
BY license (http://creativecommons.org/licenses/by/4.0/).1. Introduction
The plastic response of metals subjected to loads imposed at different rates varies from the quasi-static response ob-
served in conventional tensile tests (vid. Reed-Hill et al., 2009; Argon, 2008), to one characterised by the formation of shock
waves under high strain rate loading (vid. Meyers, 1994; Swegle and Grady, 1985; Grady, 2010). In both regimes, plastic
deformation is governed by the kinetics of the generation and motion of dislocations (Hirth and Lothe, 1982). The dominant
mechanisms of plastic deformation of the material are those that effect the most rapid relaxation of the imposed elastic
stress.
In the quasi-static regime, plastic behaviour is governed by phenomena ranging from thermally activated motion of
dislocations during creep and rupture to the plastic yielding of materials subjected to relatively small loads applied at low
strain rates where slip is governed by the motion of pre-existing dislocations and by the generation of additional dis-
locations at Frank–Read sources (Hirth and Lothe, 1982).ier Ltd. This is an open access article under the CC BY license
rial.ac.uk (B. Gurrutxaga-Lerma).
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speed and the main features of the shock wave profile depend on the intensity of the loading or, equivalently, on the strain
rate (vid. Swegle and Grady, 1985; Grady, 2010). For loads up to approximately the shear modulus (Meyers, 1994; Lloyd et al.,
2014), there is a dual shock wave front structure, where a faster elastic precursor wave propagating at the longitudinal speed
of sound precedes a slower plastic wave front. Both dislocation activity (Meyers et al., 2009; Murr and Kuhlmann-Wilsdorf,
1978) and twinning (Armstrong et al., 2007; Armstrong and Li, 2015) play a fundamental role under shock loading, although
additional effects related to lattice compressions might arise as well (Meyers, 1994). Although dislocation activity is gen-
erally acknowledged as a dominant contributor at least at the onset of the plastic front (Meyers, 1994; Armstrong et al.,
2007; Armstrong and Walley, 2008; Armstrong and Li, 2015), the generation mechanisms operating in the shock loading
regime can be radically different from those in the quasistatic regime. As suggested by Gurrutxaga-Lerma et al. (2015b),
homogeneous nucleation of dislocations, which is not seen at low strain rates, can explain many of the characteristics of
plastic yielding observed under shock loading.
There are various reasons for this behaviour, a primary factor being the finite time required to activate a Frank–Read
source. In this article, we explore the athermal activation time of Frank–Read sources through the development of models
which we solve analytically and computationally. Our results support the earlier suggestion in Gurrutxaga-Lerma et al.
(2015b) that at higher strain rates Frank–Read sources are too slow with respect to the rise time of the shock front to
account for a significant amount of plastic deformation before dislocations are generated by homogeneous nucleation.
Our study is focussed on FCC aluminium. In Section 2 we address the activation of Frank–Read sources at imposed strain
rates below 106 s1. At these strain rates dislocations may be modelled as Volterra discontinuities in an elastostatic con-
tinuum. By employing both analytical models and a three-dimensional model of discrete dislocation dynamics, we explore
the effect of increasing the strain rate on the time and critical stress to activate a Frank–Read source. We show that these
models start to break down at the higher strain rates, where dislocation speeds are in excess of the range of validity of the
assumption that the viscous drag on the dislocation is proportional to its speed. Section 3 explores the time to activate
Frank–Read sources at strain rates above 106 s1. Analytical models show that the activation time converges to a finite value
as the dislocation speed approaches the transverse speed of sound. As a result, it is concluded that at the higher strain rates
Frank–Read sources cannot account for all the dislocation generation at the shock front. Section 4 explores the interplay
between Frank–Read source activation and homogeneous nucleation. We use the Dynamic Discrete Dislocation Plasticity
(D3P) model of plasticity (vid. Gurrutxaga-Lerma et al., 2013) at shock fronts of various rise times, to identify the strain rates
above which homogeneous nucleation of dislocations becomes the dominant generation mechanism. Finally, Section 5
summarises our findings.2. The activation of Frank–Read sources at strain rates below 106 s1
The process by which a Frank–Read source operates is well known (vid. Hirth and Lothe, 1982; Hull and Bacon, 2011), and
schematically depicted in Fig. 1. Under the influence of an applied shear stress τ resolved on the slip plane in the direction of
its Burgers vector, a pinned dislocation segment bows out against the influence of its line tension which tends to keep it
straight. The stress required to continue the bowing out increases to a maximum when the radius of curvature of the
dislocation line segment is a minimum. This is the critical stress required to operate the source, beyond which a loop is
generated and the process begins again. The critical stress is referred to as the ‘strength’ of the source. In this section we
consider the two main characteristics of the process: the stress and the time required to reach the critical condition to
operate the source.Fig. 1. A Frank–Read source.
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The strength of a Frank–Read source is the smallest resolved shear stress required to take a pinned dislocation segment
to its critical position. The value of this critical stress, srcτ , can be understood as a balance between the dislocation line
tension, which is the self-stress the dislocation segment acquires as a result of its curvature (Brown, 1964), and the applied
resolved shear stress, τ. The effective line tension is a function of the curvature of the dislocation segment (Hirth and Lothe,
1982), and depends logarithmically on the segment length (Brown, 1964; Foreman, 1967). In the following we assume elastic
isotropy.
Brown (1964) and Foreman (1967) proposed the source strength to be of the form
b
l 1src FR
τ β μ= ( )
where lFR is the segment length, μ the shear modulus, b the magnitude of the Burgers vector and β is defined by Foreman
(1967):
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where A and B are material constants of order unity, and r0 is the radius of the dislocation core. The parameter A¼1 for edge
dislocations and A 1/ 1 ν= ( − ) for screw dislocations. The parameter B is associated with the nature of the local elastic field
(Foreman, 1967). For a source segment of edge character in FCC copper, subjected to a pure shear stress on its slip plane,
A¼1 and B¼0.5 (Shishvan et al., 2008; Shishvan and Van der Giessen, 2010); for FCC aluminium, following a procedure
analogous to that outlined by Shishvan et al. (2008), we estimate that for a source segment of edge character, A¼1, B¼3.4.
The strength of Frank–Read sources directly affects the yield point of a material. Plastic yielding is a process involving
both the glide of pre-existing dislocations (Hirth and Lothe, 1982) and the generation of more dislocations. The strength of
Frank–Read sources is thus one of the factors controlling the yield stress of a material. If the strength of Frank–Read sources
is, on average, srcτ¯ and all preferential sources are located in planes at 745° with respect to the direction of the assumed
uniaxial loading then the yield point will be reached when the applied stress is 2 ypsrcσ τ σ= · ¯ ≡ . Hence, the strength of Frank–
Read sources controls the yield point of a crystalline material, at least as long as Frank–Read sources remain the dominant
mechanism to generate dislocations.
2.2. Strain rate dependence of the source strength
The source strength srcτ in Eq. (1) assumes the dislocation moves at an infinitesimal speed. In practice the dislocation
always moves at a finite speed, and that may be expected to increase the source strength owing to the associated dissipation
of energy. The speed of the dislocation changes in response to the imposed strain rate.
Consider a Frank–Read source subjected to a local resolved shear stress τ. If d dt/ϵ̇ = ϵ is a constant imposed uniaxial
strain rate the resolved shear stress on planes at 45° to the stress axis increases at the rate τ μ̇ = ϵ̇. Integrating, it is found that
t Cτ μ= ·ϵ̇· + where C is an integration constant. If we equate this resolved shear stress to the strength of the Frank–Read
source then C may be identified with the source strength, τ0, when the strain rate is zero. Then the source strength srcτ at
finite strain rates becomes
t 3src nuc 0τ μ τ= ·ϵ̇· + ( )
where t tnuc= is the time for the Frank–Read source to reach the critical condition for its operation at the imposed strain rate
ϵ̇. Expressions of this kind can be found in Fan et al. (2012) and Agnihotri (2015). The increase in the source strength at a
finite strain rate ϵ̇ is thus determined by the time tnuc to reach the critical condition in the operation of the source.
2.3. Numerical computation of the strain rate dependence of the Frank–Read source strength
The strain rate dependence of the source strength can be calculated numerically using a dislocation dynamics code based
on elastostatics in three dimensions. The code we use is ParaDiS (Arsenlis et al., 2007). We consider a pinned edge dis-
location segment of length l b4000 2FR = lying on a 111( ) slip plane in aluminium; μ¼28.3 GPa, ν¼0.36, b¼2.85 Å. The
dislocation mobility is assumed to follow the usual viscous drag law, v d b1/ τ= ( ) where v is the dislocation speed, d1/ is the
mobility and d is the drag coefficient and bτ is the Peach–Koehler glide force per unit length of dislocation. We use the
mathematical form of drag coefficients defined in Bulatov and Cai (2006), where d 2 10 Pa sedge 5= × − for the edge com-
ponent, and d 6 10 Pa sscrew 5= × − for the screw components, which were obtained from molecular dynamics simulations of
aluminium by Olmsted et al. (2005). The core width is set to one Burgers vector, i.e., r bc = (Cai et al., 2006). The simulation is
carried out with a cubic simulation box of side 35,000 Burgers vectors. The box is subjected to a constant rate of shear strain
acting on the 111( ) plane in the direction of the Burgers vector, ranging from 10 s1 to 106 s1. Following Wang et al. (2007)
at any given instant in time, t, the total shear stress is t ptotalτ μ= (ϵ̇ − ϵ ) where ϵp is the plastic shear strain due to the
dislocation, i.e., the strain relaxation due to the dislocation loops themselves. The Burgers vector of the dislocation was
Fig. 2. Schematic of a Frank–Read source segment as it bows out. The critical position hc is reached when the applied resolved shear stress balances the line
tension. Foreman (1967) calculated that for source segments of edge character, this occurs when h L0.75c ≈ , and for source segments of screw character it
occurs when h L0.325c ≈ .
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[ ¯ ]. The character of the dislocation was defined as pure edge when its line was along 112[ ¯ ], and pure screw when it was
along 110[ ¯ ].
2.3.1. Evolution of the critical configuration with increasing strain rate
Foreman (1967) argued that for segments of edge character the critical configuration occurs when the centre of the
dislocation segment reaches a height of h l0.75c FR≈ , where lFR is the segment length; for segments of screw character
h l0.325c FR≈ . In our simulations the computed values are smaller than those expected by Foreman's model, but compare
well with recent calculations by Shishvan et al. (2008).
Our simulations also show that the critical position is dependent on both the strain rate and the magnitude of the drag
coefficients assumed for edge and screw dislocations. This is apparent in Fig. 3, which shows the critical configurations of aFig. 3. Computed values of the critical excursion hc of the Frank–Read source segment relative to its length lFR. d denotes the drag coefficient; 10d and 0.1d
respectively indicate that the drag coefficients of both the edge and screw components were scaled by a factor of 10 and 0.1 throughout the simulations.
The shapes of the Frank–Read source segment at the critical configurations for different strain rates are shown in (i) to (v), for the case where the drag
coefficients were not scaled. As found by Foreman (1967) the critical segment displays slight bowing to the right and left near the pinning points.
Fig. 4. The critical stress srcτ to activate a Frank–Read source as a function of strain rate ϵ̇. The 3 curves refer to the 3 sets of drag coefficients described in
Fig. 3. The strain rate is on a logarithmic scale.
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critical height is about h l0.85c FR= for segments of edge character. The value of hc decreases with increasing strain rate to
about h l0.3c FR= at 10 s6 1ϵ̇ = − . This decrease of hc is accompanied by a noticeable deviation from the ‘oval’ (Foreman, 1967)
or elliptical (Benzerga, 2008) shapes obtained at lower strain rates. For instance, at 106 s1, the critical configuration, shown
in Fig. 3(v), has flattened out in the central portion.
The change of shape of the critical configuration stems from the fact that the drag coefficient of edge components is
about three times smaller than that of screw dislocations. In a given time step the resolved shear stress is the same on all
dislocation segments, but segments with larger edge component travel further than those with larger screw component.
This leads to more of the dislocation developing edge character, and therefore the shape of the critical configuration be-
comes flatter, as seen in Fig. 3.
2.3.2. Evolution of the source strength with the strain rate
Fig. 4 shows the strain rate dependence of srcτ , calculated according to Eq. (3). Referring to the curve in Fig. 4 labelled by
‘d’, and noting the logarithmic scale of the strain rate axis, the increase of srcτ is almost linear at strain rates up to 104 s1;
then, the DD results are fitted reasonably well by
6.12 4.16 10 MPa 4src 4τ = + × ϵ̇ ( )−
where ϵ̇ is expressed in s1. However, at higher strain rates the values of srcτ deviate significantly from this linear
relationship.
According to Eq. (3) the other parameter expected to influence the source strength is the time, tnuc, taken to reach the
critical configuration. At strain rates less than 104 s1 the DD results obtained for this time are fitted well byFig. 5. Deviation between the values of the Frank–Read source strengths obtained at different strain rates by (a) direct simulation using ParaDiS and
(b) assuming Eq. (5) holds at all strain rates when it is inserted into Eq. (3). Note the logarithmic scale of the strain rate axis.
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where H and K are constants. Notice that in Eq. (5) tnuc → ∞ in the limit 0ϵ̇ → , which is consistent with no dislocation
generation when there is no applied stress.
Combining Eq. (5) with Eq. (3), we obtain
K H 6src 0τ τ μ μ= ( + ) + ϵ̇ ( )
which has the form of Eq. (4), demonstrating that Eqs. (3)–(5) are, within the error of the fit, consistent with each other:
H 428.12 Pa 416 Paμ = ≈ in Eq. (4), and K 5.98 MPa 6.12 MPa0τ μ+ = ≈ in Eq. (4).
However, as the strain rate is increased above 104 s1 Eq. (5) becomes inaccurate. Fig. 5 shows the deviation between the
values of srcτ obtained by (a) assuming tnuc is given by Eq. (5) at all strain rates, and (b) the actual values obtained by the
ParaDiS simulations. As discussed in the following section the causes of the breakdown of Eq. (5) are related to the change in
the shape of the critical configuration, seen in Fig. 3, as the strain rate is increased.
The dramatic increase of the source strength at strain rates above 104 s1 can be compared with the increase in the strain
rate sensitivity of the yield point, defined as
m
ln
ln
. 7
ypσ= ∂
∂ ϵ̇ ( )
As reported by Regazzoni et al. (1987), in many cubic metals including FCC aluminium, HCP zinc, FCC copper and BCC
tantalum, the strain rate sensitivity tends to increase an order of magnitude, fromm 0.01≈ at strain rates less than 103 s1
to m 0.2≈ at strain rates greater than 103–104 s1. The calculations performed here on the evolution of srcτ allow direct
comparison with the strain rate sensitivity of the yield point syp of aluminium; this is because the onset of plastic yielding
coincides with the activation of Frank–Read sources (Van der Giessen and Needleman, 1995), so even though syp and srcτ do
not share the same quantitative values, it is expected that the strain rate sensitivities of srcτ and syp will be comparable.
Fig. 6 shows a comparison between the strain rate sensitivity of srcτ computed with ParaDiS, and the strain rate sensitivity
of the yield point of aluminium obtained from experimental data by Klopp et al. (1985). The strain rate sensitivity of the
computed srcτ below 103 s1 is m 0.009≈ , whilst above 103 s1, m 0.38≈ . As said, this behaviour agrees reasonably well
with the commonly observed values ofm for many cubic metals (vid. Follansbee et al., 1984) and with the experimental data
obtained by Klopp et al. (1985) for FCC aluminium. It is also noted that, as conventional knowledge holds for FCC metals (see
Armstrong and Li, 2015), our model predicts a very small strain rate sensitivity of the source activation strength for strain
rates below 104 s1.
It is also interesting to compare our simulations with those of Agnihotri (2015). They used discrete dislocation plasticity
(DDP) in which the source strength was assumed to depend on the strain rate, in a manner similar to Eq. (3), and they
assumed the activation time of the source depends on the source strength. They found an increase in the yield point with
the strain rate which they associated with the strain rate variance of the source strength. The resulting increase in the yield
point with strain rate, and the underlying strain rate sensitivity, closely match that computed here for the source strength.
2.3.3. Evolution of the activation time with the strain rate
The activation time is the time taken by the source segment to reach the critical position. Benzerga et al. (2004) and
Benzerga (2008) calculated the activation time analytically for the quasistatic case, and we follow their procedure here for aFig. 6. Strain rate sensitivity as a function of strain rate for the computed stress, srcτ , to activate a Frank–Read source, compared with experimental data for
the strain rate sensitivity of the yield point in aluminium.
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Consider a straight source segment of length lFR as depicted in Fig. 2. Let the x-axis be parallel to this straight segment,
with x¼0 at its far left so that the straight segment lies in x l0 FR≤ ≤ . The segment bows out as a result of the resolved shear
stress τ acting on the slip plane. Its configuration at time t is defined by the perpendicular distance h x t,( ) of an element of
the bowed loop from the x-axis. Consider the force balance on the central element at x l /2FR= between the Peach–Koehler
force, the viscous drag and the line tension:
b d v t
b
R t 8
2
τ μ= · ( ) +
( ) ( )
where v t dh l t dt/2, /FR( ) = ( ) is the segment velocity and R(t) is the radius of curvature of the central segment. We have
approximated the line tension by b /22μ . Define h l t h t/2,FR( ) ≡ ( ) for brevity. The radius of curvature R(t) can be estimated by
assuming that the bowed segment is the arc of a circle of radius R(t) as follows:
R t
h t l
h t2 8 9
FR
2
( ) = ( ) +
( ) ( )
Substituting this into Eq. (8) yields a separable differential equation, where
b
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dt g h dh 10
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The activation time can therefore be expressed as
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This derivation assumes the loop bows into circular arcs. Benzerga (2008) treated the case of elliptical arcs. The underlying
physics is the force balance in both cases.
Constant strain rate: Eq. (12) assumes that the applied loading is constant. Here, we consider the effect of a finite,
constant strain rate by writing
t t 14τ τ μ= ( ) = ϵ̇ ( )
where ϵ̇ is a constant. The force balance, Eq. (8), becomesa b
Fig. 7. (a) The Frank–Read source strength as a function of strain rate, and (b) the time to activate the Frank–Read source as a function of the inverse strain
rate, obtained by solving Eq. (16) numerically (continuous curves) compared with solutions (discrete points) obtained by ParaDiS simulations. Note the
logarithmic scales.
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An analytic solution has not been found.
Under a monotonically increasing driving force the critical height of the segment continues to be defined by the con-
dition h t h l /2cnuc FR( ) ≡ = . This is because irrespective of loading, the radius, R(t), of the bowed segment is a minimumwhen
h t l /2FR( ) = . When h t hc( ) > the magnitude of the restraining force arising from the line tension is smaller than at the critical
configuration, and the applied stress tτ ( ) is sufficient to operate the source.
We solved Eq. (16) numerically using a 5th order backward differentiation algorithm (vid. Iserles, 2009). Having obtained
h(t) the source activation time, tnuc, was defined by the condition h t l /2nuc FR( ) = for a circular arc. The source strength is then
given by t tsrc nuc nucτ τ μ= ( ) = ϵ̇ . For aluminium, l b4000 2FR = and strain rates between1 s 1− and 106 s1, the curves in Figs. 7a
and b show the solutions for srcτ and tnuc obtained by solving Eq. (16). The points on these figures are the values obtained
from ParaDiS simulations, and it is seen that there is reasonable agreement. The overestimation of tnuc and srcτ by the
analytical model is presumably related to the assumption that the bowed dislocation is an arc of a circle. In the ParaDiS
simulations no such assumption is made, and the dislocation segment may assume an oval shape, as seen in Fig. 3, which
varies with the strain rate. The results of the ParaDiS simulations are closest to the analytical results when 10 s5 1ϵ̇ ≈ − . At this
strain rate the critical configuration, shown in Fig. 3(iv), is closest to being a semi-circle.
There is a rapid increase in the source strength, srcτ , as seen in Fig. 7, that begins at strain rates between 103 and 104 s1.
At strain rates up to 103 s1 the very slight increase in the source strength with strain rate is consistent with Eqs. (3)–(5).
Since the source strength satisfies Eq. (3) at all strain rates the steep increase of srcτ indicates that the product tnucϵ̇ increases
rapidly with strain rate. This is consistent with the positive deviation from the linear relationship between tnuc and 1/ϵ̇ seen
in Figs. 7 and 8 at strain rates above 103 s1 for the standard drag coefficients. Fig. 8 provides evidence that the deviation is
directly related to the drag coefficients because it is seen that the onset of the deviation can be controlled by altering the
drag coefficients. That is, the onset of the deviation occurs at a lower (higher) strain rate if the drag coefficients are increased
(decreased).
2.4. Upper bound on the strain rate for the validity of the previous models
The dislocation dynamics simulations and the analytical treatments of previous sections are limited to strain rates where
inertial effects in the motion of dislocations may be ignored. This is because the dislocation speed may exceed the limit for
which the assumed linear viscous drag law is valid. In that case neither the drag law nor the elastic fields of the dislocations
can be treated quasistatically, and an elastodynamic treatment is required.
Molecular dynamics simulations of edge dislocation motion (Olmsted et al., 2005) in aluminium suggest that the linear
viscous drag model breaks down when the dislocation speed exceeds 1000 m/s. In the ParaDiS simulations of the previousFig. 8. The activation time of a Frank–Read source plotted against the log of the inverse strain rate for three sets of drag coefficients. At strain rates up to
103 s1 the activation time for the standard drag coefficients (i.e. the curve labelled d) varies linearly with the inverse strain rate, as in Eq. (5). But at strain
rates greater than 103 s1 the activation time deviates from this linear relationship and is significantly larger than it predicts. The deviation from this linear
relationship begins at smaller (larger) strain rates when the standard drag coefficients are multiplied by 10 (0.1).
Fig. 9. Limiting strain rates vs length of the Frank–Read source segment, above which inertial effects in dislocation motion become significant.
B. Gurrutxaga-Lerma et al. / J. Mech. Phys. Solids 84 (2015) 273–292 281section, the speed of the dislocation segment surpasses 1000 m/s when the source strength reaches 70 MPasrcτ ≈ . For
l b4000 2FR = , this occurs at 2 10 s6 1ϵ̇ ≈ × − . The analytical model of the previous section predicts the limiting speed to be
achieved at about 2.4 10 s6 1ϵ̇ = × − . Fig. 9 shows the limiting strain rates for Frank–Read source segments of different
lengths, where in all cases the limit is defined by the dislocation speed exceeding 1000 m/s. The data in this figure are fitted
by
l b
9.44 10
/
s .
17
limit
10
FR
1ϵ̇ = ×
( )
−
The limiting strain rate is inversely proportional to the length of the Frank–Read source segment. In a real material, this
length is a random variable that follows a log-normal distribution (Shishvan and Van der Giessen, 2010), and is bounded by
the grain size; for typical grain sizes of the order of a few microns, one can estimate a source length of at most the same
order of magnitude (i.e., l b/ 10FR 4≈ ), which according to Eq. (17) entails a limiting strain rate of between 106 and 107 s1.
Hence, the data presented in Fig. 9 suggests that the validity of an elastostatic, linear viscous drag treatment is doubtful
when the strain rate exceeds 106 s1 for all but the smallest Frank–Read source segments. The next section presents a more
reliable treatment.3. Frank–Read sources at higher strain rates
There are two principal assumptions in the derivation of the source activation times in Section 2.3.3: (i) a linear viscous
drag law can be used for the drag force in the force balance with the line tension and the applied stress, and (ii) the line
tension (see Eq. (1)) arises as a result of the increase in the elastostatic energy of the dislocation when it acquires curvature.
As explained in Section 2.4, the validity of the linear viscous drag law is limited to dislocation speeds of less than about
1000 m/s in aluminium, which corresponds to a strain rate 10 s6 1ϵ̇ ≈ − .This section examines the case where the speed of the
dislocation segment exceeds this limit.
3.1. Drag laws
The drag law plays a fundamental role in determining the dynamics of the activation of Frank–Read sources. For dis-
locations moving at small speeds compared to the transverse wave speed, the increase in the self-energy of the dislocation
as a result of the dislocation motion is negligible. However, when the dislocation speed becomes a significant fraction of the
transverse speed of sound, typically c0.4 t≳ , the increase in the self-energy of the dislocation is sometimes accounted for by
an inertial force, and the dislocation is imbued with an effective mass (Meyers, 1994; Weertman, 1961; Hirth et al., 1998; Ni
and Markenscoff, 2008; Gurrutxaga-Lerma et al., 2014):
f m
dv
dtinertia
glide=
where m is the effective mass per unit length of the dislocation.
The exact form of m or finertia depends on the kinematic state of the dislocation. A uniformly moving dislocation cannot
increase its elastic self-energy, so the forms of m found in Meyers (1994), Weertman (1961), and Hirth et al. (1998) must be
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Markenscoff (1981), employing previous elastodynamic solutions to the fields of a dislocation (Markenscoff, 1980; Mar-
kenscoff and Clifton, 1981), reached an expression for the inertial effects for the case of straight edge and screw dislocations
with a non-regularised core. In general, the motion of a dislocation is expected to be non-uniform. For screw dislocations, a
rigorous treatment of inertia can be found in Ni and Markenscoff (2008), where an expression of the dislocation effective
mass for regularised dislocation cores can be found. For edge dislocations, Pellegrini (2014) has provided a complete
treatment of dislocation drag including inertial effects based on a regularised core, using a dynamic Peierls–Nabarro model.
Previously, Pillon et al. (2007), again within the Peierls–Nabarro framework, provided an approximate equation of motion
for edge and screw components that accounted for retardation effects.
Experimental evidence (Johnston and Gilman, 1959; Nix and Menezes, 1971) and atomistic simulations (Olmsted et al.,
2005; Koizumi et al., 2002; Tsuzuki et al., 2008; Bitzek and Gumbsch, 2004, 2005) indicate that inertial effects do limit
dislocation speeds. The limit is commonly identified with the transverse speed of sound (Hirth and Lothe, 1982), while for
edge dislocations it is sometimes identified with the Rayleigh wave speed (Weertman, 1961; Brock, 1982). The existence of
an upper limit implies than an increment in the dislocation speed requires an infinite increment in applied stress. When
inertial effects are significant the use of a linear viscous drag law underestimates the activation time of a Frank–Read source.
3.2. Approximate modelling of bowing dislocation segments under large stresses
Several more empirical ways have been proposed to treat the drag of a dislocation segment moving at high speed. One is
to modify the drag coefficient, as suggested by Taylor (1969):
d
d
v c1 /
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2 2
=
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For this relationship the drag force, f d vdrag = · , becomes infinite as the dislocation speed approaches ct.
When the Taylor drag coefficient is used in Eq. (8), a non-linear differential equation results
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Alternatively, Eq. (8) could be modified by introducing an inertial force. The force balance then becomes
m
d h
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d
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where R t h t
l
h t2 8
FR
2
( ) = +( ) ( ) as before. Notice that both in Eqs. (19) and (20) the applied stress, τ, can be time-dependent, e.g.
tτ μ= ϵ̇ for a constant strain rate. Eqs. (19) and (20) are non–linear differential equations. We consider simple cases for which
solutions are available.
3.2.1. Large constant applied stress
When the applied stress τ is much larger than the maximum restraining force arising from the line tension, b la ¢ 2 /2 FRτ μ̂ª ,
Eqs. (19) and (20) may be simplified as follows:
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Saturated drag with no inertia: The solution of Eq. (21), with the initial condition h 0 0( ) = is
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Since the activation time of the source is defined by the condition h t l /2nuc FR( ) = , we obtain
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Fig. 10. The source activation time tnuc plotted against the applied stress τ obtained by solving the implicit equation (26) for different values of the drag
coefficient d0 and segment lengths lFR . Here A refers to l b d4000 2 , 2 10 Pa sFR 0 5= = × − ; B to l b d4000 2 , 2 10 Pa sFR 0 4= = × − ; C to
l b d40, 000 2 , 2 10 Pa sFR 0 5= = × − ; D refers to l b d40, 000 2 , 2 10 Pa sFR 0 4= = × − .
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find t 20 psnuc ≈ .
Constant drag with inertia: Solving Eq. (22) with the initial conditions h¼0 and dh dt/ 0= at t¼0 we obtaina b
c
Fig. 11. Numerical solution to Eq. (22) using different definitions of drag and effective mass. (a) 2 GPaτ = , constant drag d0, effective mass as given in Eq.
(27). (b) 2 GPaτ = , velocity-dependent drag (Eq. (18), d0 as defined in the figure), no effective mass. (c) 5 GPaτ = , constant drag, effective mass as given in
Eq. (27).
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where we have assumed that the effective mass m per unit length is constant. Defining the source activation time by the
same condition h t l /2nuc FR( ) = we obtain an implicit equation for tnuc:
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For the same parameter values given above and m b2ρ= with ρ¼2700 kg/m3, we find t 20 psnuc ≈ .
Fig. 10 shows the variation of source activation times with the applied stress τ and the drag d0. As expected, the larger the
drag, or the larger the segment length, the greater the activation time of the source. However, these values must be con-
sidered with some care, as the effective mass is dependent on the dislocation speed.
When a dislocation moves at constant speed it should not experience inertial forces. Nevertheless, the inertial masses
proposed by Weertman and Weertman (1980) and Hirth et al. (1998) for uniformly moving pre-existing dislocations capture
to some extent the change in elastic self-energy of a dislocation when it moves at different constant speeds. Several ex-
pressions of dislocation mass can be found in Weertman and Weertman (1980). For simplicity we use the following:
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wherem b0 2ρ≡ . This expression of inertial mass is the first term of an expansion of the inertial mass derived by Weertman
and Weertman (1980) for uniformly moving screw and edge dislocations.
By combining Eq. (27) with Eq. (22), the following governing equation is obtained:
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As before, the source activation time is obtained by equating h tnuc( ) to l /2FR . The numerical solution is shown in Fig. 11 for
the cases when the segment is loaded with τ¼2 GPa and τ¼5 GPa and for linear viscous drag coefficient d0, ranging from
5 10 Pa s5× − to 2.5 10 Pa s4× − . The activation time is directly proportional to lFR , and inversely proportional to the applied
stress τ. Above 5 GPaτ ≈ , the curves become virtually insensitive to further increases in τ, suggesting that a limit in the drag
has been reached by then; this is in fact in agreement with the behaviour expected from Eq. (26), which for the material
parameters chosen here suggests that by 4 GPa the dislocations have reached about 95% of their limiting speed. In either
case, these curves display a behaviour that agrees qualitatively with the previous model of constant drag and inertia. As can
be appreciated, the activation times in this model often range well above 10–20 ps, obtained in the previous section. For the
typical values of aluminium given above we see that, depending on d0 and the length of the Frank–Read source segment, the
activation times can easily exceed 100 ps.
Following Section 3.1, were one to consider in this case a model where both the drag coefficient and the effective massFig. 12. The source activation times at higher strain rates. The activation times in cases A, C and E, shown as continuous lines, are obtained by numerically
solving Eq. (29) for the time when h t l /2FR( ) = ; for A, l b d4000 2 , 2 10 Pa sFR 0 5= = × − ; for C, l b d4000 2 , 2 10 Pa sFR 0 4= = × − ; for E,
l b d40, 000 2 , 2 10 Pa sFR 0 5= = × − . Points labelled B, D and F were obtained with the same input parameters as A, C and E respectively, but the inertial
mass equation (Eq. (28)) was solved instead. The agreement between the solutions of the equations is evident.
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with dashed lines for τ¼2 GPa. The behaviour displayed there is largely reminiscent of the constant drag coefficient case. As
expected, however, activation times are invariably greater than in the previous case, and for source lengths of 107 m the
most conservative estimation places them in the range of 80–100 ps, and most likely well in excess of that. Again, above
E5 GPa the curve was seen to become insensitive to further increases in τ. The activation times are at best in the range of
80–100 ps, so they can be deemed so slow that, when the activation time is compared with the rise time of a shock front
(t 1/rise ∝ ϵ̇, so t 100 psrise = for 1010s1), further studies of Frank–Read activation at higher stresses seem unnecessary.3.2.2. Constant strain rate
In this section Eqs. (19) and (28) are solved for a constant strain rate, so that the applied stress increases linearly in time
tτ μ= ϵ̇ .
Eq. (19) may be solved analytically, assuming b la ¢ 2 /2 FRτ μ̂ª . The solution is
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Equating h t l /2FR( ) = , one can find the activation times tnuc. Eq. (29) defines t as an implicit function of h, which we solve
numerically in Fig. 12 to find tnuc for h l /2FR= . The same values of the parameters for aluminium as before have been used.
Two segment lengths have been considered, l b4000 2FR = and l b40, 000 2FR = , both with d 2 10 Pa s0 5= × − . For the
segment length l b4000 2FR = the activation times converge to 250 ps at strain rates above 109 s1 for both
d 2 10 Pa s0 5= × − and d 2 10 Pa s0 4= × − . For the segment of longer length, the behaviour is similar but the activation time
converges to about 2.5 ns at a strain rate of about 108 s1.
The levelling off of the activation time with increasing strain rate implies that the segment speed reaches a limiting
value. This may be confirmed by differentiating Eq. (29) to get the segment speed:
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Taking the limit that the strain rate tends to infinity we find
dh t
dt
clim , 31t
( ) = ( )ϵ̇→∞
as expected. For 10 s8 1ϵ̇ ≈ − a segment of length l b4000 2FR = achieves a limiting speed of about c0.985 t , so larger strain
rates will change the limiting speed of the segment only very slightly. Since the segment speed is inversely proportional to
the activation time, i.e. the time it takes for the centre of the segment to move a distance l /2FR , the activation time and
segment speed level off at the same strain rate.
As can be seen in Fig. 12, the numerical solution to the model with a divergent effective mass, defined by Eq. (28), for a
constant strain rate, renders very similar results to those provided by Eq. (19) with a divergent drag coefficient. As the strain
rate increases the activation time tends to the same limiting values with the two methods, because both approaches lead to
the same limiting dislocation speed.Fig. 13. The Frank–Read source activation time across the whole range of strain rates considered in this article, as predicted by the analytical models.
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Our results indicate that, even for large applied stresses and strain rates, the activation times of Frank–Read sources are
at least of the order of tens of picoseconds. The quasistatic analyses performed in Section 2 employing both analytical and
computational dislocation dynamics provide a lower bound to those presented in this section, because they neglect inertial
effects which limit the dislocation speed to the transverse speed of sound. If the inertia term is removed from Eq. (20) and it
is integrated to calculate tnuc when h l /2FR= , it is found that
t
l
b
d
2 32nuc
FR
0τ
= ( )
Substituting the typical values of l b4000 2FR = , τ¼2 GPa, and d 2 10 Pa s0 5= × − , then t 28 psnuc ≈ . For the same dislocation
length, the constant load model of Section 3.2.1 gives an activation time of t 39 psnuc = . This is comparable to the values
obtained in the simulations in Sections 2.3 and 2.3.3. Fig. 13 shows a comparison of the linear viscous drag model and the
inertial models considered in this section, displaying the agreement in the trend, and the limiting behaviour of tnuc as the
segment speed approaches the transverse speed of sound.
For the dislocation segment length of b4000 2 the limiting value of the activation time at high strain rates is about
250 ps. For the larger segment length of b40, 000 2 , the limiting activation time is about 2500 ps. The rise time is ap-
proximately the inverse of the strain rate t 1/rise ≈ ϵ̇. For sources with the shorter segment lengths we deduce that for strain
rates above 108 s1 the number of dislocations generated by each source as the shock front passes through is less than 100.
With a typical source density of 100 μm2, each producing less than 100 dislocations, the Frank–Read sources will not be
able to account for all the 104 dislocations per μm2 observed in a shocked sample (Meyers, 1994). This suggests that some
other generation mechanism must be operating at strain rates in excess of 108 s1 to account for the dislocation densities
observed.4. Dislocation sources at strain rates up to 1010 s1
In Section 3, it was shown that at strain rates less than 106 s1 the activation time of Frank–Read sources decreases
almost in inverse proportion to the strain rate. It was also shown that for larger strain rates, particularly above 108 s1, the
activation time reaches a limiting value and generation rates are insufficient to explain the observed dislocation densities.
Alternative dislocation generation mechanisms must be invoked to account for the observed dislocation densities at these
higher strain rates.
4.1. Alternative mechanisms for the generation of dislocations at high strain rates
4.1.1. Alternative mechanisms for generation of dislocations
Dislocation multiplication via cross-slip has long been considered an important source of dislocations at relatively high
strain rates (vid. Gilman, 1969). Wang et al. (2007) have examined the importance of this mechanism in metallic single
crystals subjected to strain rates below 107 s1, finding that it becomes a dominant player in plastic deformation at higher
strain rates. However, cross slip might be too slow when the strain rate exceeds 108 s1. Experimental studies of post-shock
dislocation structures in FCC materials shocked at strain rates less than 10 s7 1≈ − are characterised by the presence of
Kuhlmann-Wilsdorf cell patterning (Murr and Kuhlmann-Wilsdorf, 1978), which is consistent with a large degree of cross-
slip. However, at strain rates greater than 107–108 s1 the cell patterning is much weaker (Murr, 1988); this suggests that, at
sufficiently high strain rate, the time scales required for cross-slip to activate become too large to account for the dislocation
generation.
Additionally, heterogeneous nucleation of dislocations at particles, precipitates, grain boundaries or free surfaces may
play an important role as the strain rate increases in polycrystalline materials and alloys (see Austin and McDowell, 2011,
2012). Furthermore, the formation of twins is known to play a dominant role in the high strain response of HCP materials
(see Price, 1963; Huang and Gray, 1989; Armstrong and Li, 2015).
4.1.2. Homogeneous nucleation
This involves the slip of a localised region of a slip plane to create a dislocation loop, which subsequently expands rapidly
under the influence of a large applied stress. The dislocation loop has often been considered to be created with its full
Burgers vector from the moment it comes into being, vid. Davis and Hirth (1966) and Hirth and Lothe (1982). The stress
required to prevent the immediate collapse of such a loop is so high it has led some to conclude that ‘the stress required for
homogeneous nucleation [is] three to four times as high as that existing in a highly shocked material’ (Zaretsky, 1995).
Nevertheless, the possibility of homogeneous nucleation under high strain rate shock loading was considered a serious
contender by Meyers (1978), and also by Weertman and Follansbee (1988), Weertman (1986), amongst others.
Recently, a new process called ‘non-local homogeneous nucleation’ has been proposed (Gutkin and Ovidko, 2006, 2008).
In this mechanism homogeneous nucleation occurs in a nano-scale region of a slip plane where the amount of slip grows in
time to the final Burgers vector. Thus, the Burgers vector of the loop increases in time from zero to its final crystallographic
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homogeneous nucleation occurs at stresses of the order of a GPa. This model also appears to resemble what is observed in
large-scale MD simulations of shock loading (vid. Bringa et al., 2005, 2006), where nano-loops are seen to form suddenly
and collapse or grow. Tschopp and McDowell (2008) have reported similar mechanisms, and shown that homogeneous
nucleation is achievable at stresses below the theoretical strength through thermally assisted processes.
4.2. Dynamic discrete dislocation plasticity simulations of source activation at high strain rates
A simple calculation can estimate the range of strain rates where alternative dislocation generation mechanisms are
more likely than Frank–Read sources (vid. Malygin et al., 2013). In the absence of any thermal assistance homogeneous
nucleation can occur only if the applied stress is at least as large as the theoretical shear strength of the crystal lattice
(Tschopp and McDowell, 2008). In shock loading, the peak normal stress s and the strain rate ϵ̇ are related by the fourth
power law (Swegle and Grady, 1985), an empirical relation that holds for almost all materials known, according to which
334σϵ̇ ∝ ( )
A convincing explanation for the universality of this relationship has not appeared, although it has been associated with
various dissipative mechanisms at the shock front, including dislocation activity in crystalline materials (Grady, 2010).
Recent experimental data (Crowhurst et al., 2011) for strain rates between 105 s1 and 1010 s1 has confirmed the fourth
power law applies in aluminium. The data in Crowhurst et al. (2011) is fitted by
8255.34 , 343.96σϵ̇ = × ( )a
b
Fig. 14. Dislocation generation by Frank–Read sources and homogeneous nucleation against strain rate. (a) A log–log plot of the peak shear stress τ against
strain rate ϵ̇ according to Eq. (34) where 2σ τ= . The range of shear stress required to generate dislocations homogeneously is shown by hnτ . In the
transition region the contribution to the strain rate effected by homogeneously nucleated dislocations varies between 25% and 100%. At strain rates less
than 106 s1 Frank–Read sources dominate. At strain rates greater than 109 s1 homogeneous nucleation dominates. (b) Average generation rate of dis-
locations in aluminium by Frank–Read sources and homogeneous nucleation, measured as the number of dislocations generated per time step (1 ps), as a
function of strain rate. Computed employing D3P. At strain rates in excess of 6 10 s7 1× − homogeneous nucleation becomes the dominant mechanism.
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front is related to s by the usual stress transformation, /2 sin 2τ σ θ= ( ) ( ).
The theoretical lattice strength is typically between /18μ and /4π μ( ) (Meyers et al., 2003). Using Eq. (34) we find that for a
theoretical lattice strength of 2.25 GPa ( /8μ≈ ) strain rates of at least 3 10 s6 1× − are required. In Fig. 14a we show the range of
strain rates where homogeneous nucleation could supersede Frank–Read sources as the principal mechanism of dislocation
generation.
Whether homogeneous nucleation does become the dominant mechanism of dislocation generation at shear stresses
above the theoretical strength depends on the activation times of the competing mechanisms. To explore this point we
carried out a series of Dynamic Discrete Dislocation Plasticity (D3P) simulations of shock loading at strain rates in the range
107–108 s1. D3P is the elastodynamic extension of Discrete Dislocation Plasticity (DDP), a method of discrete dislocation
dynamics where plane strain plasticity is studied as the result of the generation and motion of edge discrete dislocations.
4.2.1. Characteristics of the D3P simulation
A rectangular simulation cell was considered of height 0.1 μm normal to the shock direction, and along the shock di-
rection the length was sufficient to accommodate a shock wave. The width δ of the shock wave is given by
c v v
v 35
l 0 1
0
δ =
ϵ̇
· − ( )
where v0 and v1 are the unshocked and shocked specific volumes of the material respectively. ϵ̇ is the strain rate of the shock
front. v1 can be found from an equation of state for aluminium such as that in Friedli and Ashcroft (1975). For the range of
strain rates considered here v v v/ 10 1 0( − ) ≈ .
The front is made non-advancing, and the rates of generating dislocations homogeneously and from Frank–Read sources
are measured. The strain rate was increased in steps of 107 s1. The peak normal stress of the shock wave was computed
using Eq. (34). The top and bottom surfaces, parallel to the direction of propagation of the front, were made transparent to
dislocations, and the right and left surfaces were made reflective. The isotropic elastic constants of aluminium were em-
ployed, with μ¼28.3 GPa, ν¼0.36 and ρ¼2700 kg/m3. The slip planes were assumed to be 0° and 754.7° with respect to
the shock axis. The equation of motion of dislocations was assumed to be
d v
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where d 2.05 10 Pa s0 5= × − as before.
Frank–Read sources were modelled following the protocols introduced by Gurrutxaga-Lerma et al. (2015a). The de-
pendence of the activation time on the applied stress was obtained from Eq. (26), with d 2.05 10 Pa s0 5= × − , and
/2 sin 2τ σ θ= ( ) ( ). This procedure provided a lower bound on the activation time because a full treatment of the inertial
effects would increase the activation time. The source strength was chosen from a log-normal distribution, as described by
Shishvan and Van der Giessen (2010), with no offset stress consistent with a pure, single crystal of aluminium. The max-
imum and minimum Frank–Read source segment lengths were assumed to be l 100 mFR
max = μ and l b10FRmin = .
As in DDP, the injection equilibrium distance is the minimum separation of two dislocations in the dipole for their
mutually attractive forces to be balanced by the applied resolved shear stress. In the elastodynamic case, assuming the
dislocations are injected at constant speed v, this can be calculated as follows. The shear stress field of a uniformly moving
edge dislocation, with Burgers vector bb , 0, 0= [ ], at x and time t on a slip plane at y¼0 is given by (vid. Gurrutxaga-Lerma
et al., 2013):
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where cl and ct are the longitudinal and transverse speeds of sound, x t, 0,xy
injσ ( ) is the contribution arising from the injection
of the dislocations at t¼0, H is the Heaviside step function ( t x cH / 0t( − ) = if t x c/ t< and t x cH / 1t( − ) = if t x c/ t> ), and
s v1/= is the slowness of the dislocation. Notice that x¼0 corresponds to the injection site; the positive x-axis grows in the
direction of glide motion of the dislocation.
The injection contribution is given by Gurrutxaga-Lerma et al. (2013)
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where for brevity s c1/l l= and s c1/t t= are the slownesses of sound.
When the equilibrium distance Lnuc has been reached, t L v sL/2 /2nuc nuc= = because the two dislocations are moving with
equal speeds in opposite directions along the x-axis. At that instant in time, one dislocation is at position x L /2nuc= , and the
other at position x L /2nuc= − with respect to the injection site. Assuming that the relative speed of a dislocation with
respect to another is smaller than the transverse speed of sound (i.e. v c2 t≤ ), then all the Heaviside functions are unity.
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and the injection contribution is
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Subtracting the injection contribution from the mobile contribution and equating them to the applied stress τ, the
equilibrium distance is obtained
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In the event that the relative speed of the dislocations in the dipole is greater than the transverse speed of sound (i.e.,
v c2 t> ), then the transverse terms of the fields vanish, and the equilibrium distance takes the form
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In the D3P simulations, Frank–Read sources are positioned randomly at the beginning of the simulation, with a source
density of 100 μm2, which is a typical value found in the DDP literature (vid. Balint et al., 2006). Homogeneous nucleation
is simulated following the procedures described in Gurrutxaga-Lerma et al. (2014), with a source strength equal to the
lattice shear strength of aluminium, taken to be 2.25 GPahnτ = . Any position in any slip plane is considered a possible site for
homogeneous nucleation, provided no other nucleation site is within b10 to ensure dipoles do not cross upon injection. The
nucleation time is assumed to be smaller than the time step of the simulation, t 1 psΔ = , and dipoles were injected with a
random separation distance that follows a Poisson distribution with b5λ = .
4.2.2. Results and discussion
Upon being loaded, the D3P simulation creates an elastic shock wave which generates dislocations via the two me-
chanisms. In these simulations the number of dipoles generated per time step by each mechanism is traced, and averaged
over t80 ps. The results are summarised in Fig. 14b. A well defined transition is shown in the dominant mechanism of
dislocation generation from Frank–Read sources at smaller strain rates to homogeneous nucleation at larger strain rates.
While there is a fairly steady decline in the contribution of Frank–Read sources throughout the range of strain rates, the
increase in the contribution from homogeneous nucleation is abrupt.
Frank–Read source activation: In Section 3, it was shown that the activation time of Frank–Read sources approaches a
minimum value asymptotically at strain rates between 106 s1 and 108 s1. This behaviour was traced to the dislocation
segments approaching the maximum speed of ct also asymptotically. The strain rates considered in these simulations,
between 107 s1 and 108 s1, are driving the Frank–Read sources at close to their maximum rate of dislocation generation.
Consider a Frank–Read source segment of length b4000 2 . The activation time of the segment at 10 s7 1ϵ̇ = − is about 0.72 ns,
following the calculations summarised in Fig. 13. At 10 s8 1ϵ̇ = − it has decreased to 0.35 ns, close to the minimum activation
time of 0.25 ns. At 10 s7 1ϵ̇ = − , the rise time of the shock front is of the order of 107s, during which the Frank–Read source
generates about 140 dipoles. At 10 s8 1ϵ̇ = − and rise time of 108 s, the Frank–Read source generates only about 30 dipoles. In
this range of strain rates the rise time of the shock front decreases faster with strain rate than the activation time of Frank–
Read sources. If ϵ̇ exceeds 1/ 0.25 10 4 10 s9 9 1( × ) = ×− − these Frank–Read sources are entirely unable to operate before the
shock front has passed through.
Homogeneous nucleation: In Fig. 14b a small amount of homogeneous nucleation is evident at strain rates of less than
5107 s1. In the D3P simulations, homogeneous nucleation can occur when the resolved shear stress exceeds
2.25 GPahnτ = . Following the fourth power law (Eq. (34)), the peak normal stress at 108 s1 is 10.85 GPa. At 107 s1, it is
6.03 GPa. The maximum shear stresses on the slip planes are 5.11 GPaτ = and 2.84 GPaτ = respectively. It follows that
throughout the range of strain rates shown in Fig. 14b homogeneous nucleation of dislocations can occur.
At the lower end of the range of strain rates the resolved shear stress is close to hnτ . If the amplitude of the shock front is
reduced by the operation of Frank–Read sources the resolved shear stress will be locally insufficient to activate homo-
geneous nucleation. But as the strain rate increases, and the amount of stress relaxation by Frank–Read sources diminishes,
homogeneous nucleation takes over as the dominant mechanism. This is what happens at 5 10 s7 1ϵ̇ = × − . The steep increase
in homogeneous nucleation at this strain rate is a consequence of the abundance of available sites for homogeneous nu-
cleation once the stress conditions have been met. The relatively slow increase in the homogeneous generation rate at
6 10 s7 1ϵ̇ > × − reflects the increased area swept by the front where hnτ τ> as a result of the higher stresses associated with
higher strain rates through the fourth power law.
B. Gurrutxaga-Lerma et al. / J. Mech. Phys. Solids 84 (2015) 273–292290The dominance of homogeneous nucleation when Frank–Read sources are still active is suggestive of a starved system,
i.e., the density of Frank–Read sources becomes insufficient to relax the shock front before homogeneous nucleation relaxes
it. Our Frank–Read source density of 100 μm2 is a typical value assumed in DDP simulations. There is no reason a priori to
choose a different source density in the D3P simulations carried out here. Since homogeneous nucleation can take the
generation rate so much above that of Frank–Read sources at these high strain rates the question arises as to whether other
generation mechanisms, such as cross-slip (Price, 1963), heterogeneous nucleation at grain boundaries or precipitates, or
even twinning may dominate the generation of dislocations at these strain rates. Our D3P simulations support this view
because a system capable of only Frank–Read source generation and homogeneous nucleation is starved of dislocations
before the homogeneous nucleation can take place. In the presence of the alternative dislocation mechanisms mentioned
above, the role of homogeneous nucleation is likely to be diminished, at least in the range of strain rates (10 10 s7 8 1– − ) shown
here.5. Conclusions
We have examined the finite times required for Frank–Read sources to operate in relation to imposed strain rates ranging
from quasistatic to shock loading. In the quasistatic regime, the activation of Frank–Read sources was modelled analytically
and by simulations of three dimensional discrete dislocation dynamics (DDD) with the ParaDiS code. At modest strain rates,
up to 104 s1, the activation time of Frank–Read sources depends on the inverse of ϵ̇. As the strain rate is increased the shape
of the critical configuration of the dislocation segment changes due to the different drag forces acting on edge and screw
components for a given dislocation speed. The decrease in the activation time with strain rate is accompanied by an increase
in the strength of Frank–Read sources. This leads to an increase of the strain rate sensitivity of the strength of Frank–Read
sources which mirrors the increased strain rate sensitivity of the yield point. The strain rate sensitivity,m ln / lnypσ= ∂ ∂ ϵ̇, of
the yield stress syp of many crystalline metals is approximately 0.01 at strain rates less than 104 s1, but at larger strain rates
m increases by about an order of magnitude, with a concomitant steep increase of the yield point. We have shown that the
strength of Frank–Read sources displays the same behaviour.
At strain rates greater than 106s1, dislocation speeds exceed 1000 m/s in aluminium and both simulations and ex-
periments indicate that the assumption of a drag force proportional to dislocation speed becomes inaccurate. Above this
threshold, the increase in the dislocation self-energy with its speed becomes significant. Its speed approaches the transverse
speed of sound asymptotically under the influence of an increasing driving stress, as its self-energy increases rapidly. In
Section 3 this was taken into account through two distinct models, one where the dislocation was associated with an inertial
mass that diverged as the dislocation speed approached ct, and the other where the drag force diverged in the same limit.
These models gave very similar times to activate Frank–Read sources, which was attributed to the fact that both models
limit the dislocation speed to ct.
The existence of a limit to the rate of activation of Frank–Read sources has significant consequences for plastic relaxation
at strain rates typical of shock loading. At strain rates of 107–108 s1 and more models that neglect inertial effects in the
dislocation self-energy overestimate the contribution that Frank–Read sources make to plastic relaxation.
Using D3P, an elastodynamic plane strain method of discrete dislocation dynamics, the contributions of Frank–Read
sources and homogeneous nucleation were compared. We found that the dominant mechanism of generating dislocations
changes abruptly to homogeneous nucleation at strain rates between 5 10 s7 1× − and 6 10 s7 1× − . However, the contribution
of Frank–Read sources declines slowly through this transition, consistent with the inadequacy of Frank–Read sources to
relax the shock front at these rates.
Our calculations have shown that D3P is useful for simulating plastic relaxation processes over a range of strain rates
encountered in shock loading, enabling us to explore the operation of Frank–Read sources and homogeneous nucleation.
The inclusion of dislocation generation by cross-slip in such a plane strain model could be achieved using the 2.5D approach
introduced by Benzerga et al. (2004) for D3P's elastostatic counterpart.Acknowledgements
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