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A linearized implicit finite difference method is devised for K(n, n). The stability and
accuracy of the proposed methods are discussed. A compacton wave solution of the
equation K(n, n) is used to examine the accuracy and efficiency of the proposed methods
and study the effect of the added artificial dissipation term to solve the K(n, n) equation
using finite difference method. The dynamics of waves having various initial wavepackets
are discussed.
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1. Introduction
Classically, the solitary wave solutions of nonlinear evolution equations are determined by analytic formulae (typically
a sech2 function or variants thereof) and serve as prototypical solutions that model physical localized waves. In the case
of integrable systems, the solitary waves interact cleanly, and are known as solitons. For many examples, localized initial
data ultimately breaks up into a finite collection of solitary wave solutions; this fact has been proved analytically for certain
integrable equations such as the Korteweg–deVries equation [1], and is observed numerically inmany others.More recently,
the appearance of non-analytic solitary wave solutions to new classes of nonlinear wave equations, including peakons [2,3],
which have a corner at their crest, cuspons [4], having a cusped crest, and, compactons [5–7], which have compact support,
has vastly increased the menagerie of solutions appearing in model equations, both integrable and non-integrable. The
distinguishing feature of the systems admitting non-analytic solitary wave solutions is that, in contrast to the classical
nonlinear wave equations, they all include a nonlinear dispersion term [8].
Rosenau andHyman [5] investigated the role of nonlinear dispersion in the formation of patterns in liquid and introduced
a class of solitary waves with compact support, which they called compactons, by introducing and studying a family of
nonlinear KdV like equations of the form
ut + a
(
un
)
x +
(
un
)
3x = 0 n > 1 (1.1)
∗ Corresponding author at: Department of Scientific Computing, Faculty of Computers and Informatics, Benha University, Benha 13518, Egypt.
E-mail addresses: tamerabassy@yahoo.com (T.A. Abassy), hanafyel_zoheiry@yahoo.com (H. El Zoheiry), magdyeltawil@yahoo.com (M.A. El-Tawil).
URL: http://faculty.ksu.edu.sa/abassy (T.A. Abassy).
0377-0427/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2009.06.019
T.A. Abassy et al. / Journal of Computational and Applied Mathematics 232 (2009) 388–401 389
calling it K(n, n). The focusing branch (a = 1) of Eq. (1.1) exhibits compact solitary traveling structures, whereas the
defocusing branch (a = −1) admits solitary patterns having cusps or infinite slopes [9]. The K(n, n) equation (1.1) cannot
be derived from a first-order Lagrangian except for n = 1, and did not possess the usual conservation laws of energy that
KdV equation possessed [5]. Numerous works followed in [2–18] investigated the deep qualitative change in the genuinely
nonlinear phenomena caused by the purely nonlinear dispersion. The stability analysis has revealed that compactons are
stable structures.
The main methods that were used so far to handle the compacton structures are the pseudo-spectral methods [5], the
tri-Hamiltonian operators [10], the finite difference method and the finite element method to study the two cases K(2, 2)
and K(3, 3) [11], the dispersion–velocity method [12], local discontinuous Galerkin (DG) methods [13], the variational
iteration method (VIM) [14], the modified variational iteration method (MVIM) linked with Padé approximants and Laplace
transform [15], and the Adomian decomposition method [9] to handle Eq. (1.1), but this method needs some modification
and extension to deal with compacton equations, see [16,17]. However, other methods were used in [2–21] and in the
references cited therein.
On the other hand, Dusuel et al. [18] showed that compactons can exist for specific velocities in physical systemsmodeled
by a nonlinear Klein–Gordon equation with anharmonic coupling. Cooper et al. [19] pointed out that upon compacton
scattering, they reemergedwith almost the same coherent shape. In addition, the energy thatwas lost reappeared in the form
of compact solitary waves: compactons and anticompactons. Thus the compactons were robust in that any arbitrary pulse
eventually ended up as compactons. Dinda and Remoissenet [20] demonstrated the existence of a localized breathing mode
with a compact support in a nonlinear Klein–Gordon system. Ludu and Draayer [21] introduced a nonlinear hydrodynamic
model describing new models of motion of the free surface of a liquid. Compacton solutions have been found and new
symmetries were realized.
The purpose of the present work is extending the work made by Ismail [11] to make further progress and to develop
general formulas that work for the focusing nonlinear dispersive equation K(n, n) and studying the effect of the added
dissipation term to solve the K(n, n) equation using finite difference method.
In this research, the focusing K(n, n) problem
ut +
(
un
)
x +
(
un
)
3x = 0 n > 1 (1.2)
with the initial condition
u(0, x) = g(x) =

(√
2nc
n+ 1 Cos
[
(n− 1) ((x− x0))
2n
]) 2n−1
,
∣∣∣∣ (n− 1) (x− x0)2n
∣∣∣∣ ≤ pi2
0, otherwise,
the boundary conditions u(t, a) = u(t, b) = ux(t, a) = ux(t, b) = 0 where a > x0 + npin−1 , b < x0 − npin−1 and x0 is the shift
in the x-axis, is solved using the implicit finite difference method with two methods of linearization; one of them is non-
iterative based on Taylor’s expansion and the other is iterative based on quasilinear iterative procedure [23]. The stability
of the methods is examined using the Von Neumann analysis. In the paper, compactons were proved to collide elastically
and vanish outside a finite core region. Two important features of compacton structures are observed:
• The compacton is a soliton characterized by the absence of exponential wings.
• The width of the compacton is independent of the amplitude.
2. Implicit methods for K (n.n)
For the computational work, a finite interval on the x and t coordinates is considered, the x-t plane is discretized using a
grid with length-step h and time-step k. This gives the grid points (jk, ih) = (j, i) with (j = 0, 1, . . . ,M, i = 0, 1, . . . ,N).
The exact solution of u at the grid point (t, x) = (jk, ih) is denoted by uj,i while the numerical value is designated by Uj,i.
Thus the spatial partial derivatives are approximated through the finite difference operators as
∂u
∂x
∣∣∣∣
j,i
= Hxuj,i
2h
+ O(h2),
∂3u
∂x3
∣∣∣∣
j,i
= Hxδ
2
xuj,i
2h3
+ O(h2),
(2.1)
where
Hxuj,i = uj,i+1 − uj,i−1,
δxuj,i = uj,i+ 12 − uj,i− 12 ,
δ2xuj,i = δx
(
δxuj,i
) = uj,i+1 − 2uj,i + uj,i−1,
Hx
(
δ2xuj,i
) = uj,i+2 − 2uj,i+1 + 2uj,i−1 − uj,i−2.
(2.2)
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Using the notation f (u) = un, K(n, n) equation (1.1) becomes (2.3) assuming a = 1.
ut + f (u)x + f (u)xxx = 0. (2.3)
Using the Crank–Nicolson scheme in the time direction as well as central-difference formulas in the x direction (2.2) [22],
Eq. (2.3) is approximated as
Uj+1,i − Uj,i + pHx
(
Fj+1,i + Fj,i
)+ rHxδ2x (Fj+1,i + Fj,i) = 0 (2.4)
where p = k4h , r = k4h3 .
To find Uj+1,i from Uj,i, the set of nonlinear algebraic equations (2.4) has to be solved.
Two linearization methods are used, the first one is the non-iterative method and the other is the iterative method.
2.1. The non-iterative method
Using Taylor’s expansion of fj+1,i about the jth time-level, fj+1,i becomes
fj+1,i = fj,i +∆t
(
∂ f
∂t
)
j,i
+ 1
2
(∆t)2
(
∂2f
∂t2
)
j,i
+ · · ·
or
fj+1,i = fj,i + kn(uj,i)n−1(uj,i)t + k
2
2
(
fj,i
)
tt + O(k3),
fj+1,i = fj,i + kn(uj,i)n−1
(
uj+1,i − uj,i
k
− k
2
(
uj,i
)
t + O(k3)
)
+ k
2
2
(
fj,i
)
tt + O(k3),
fj+1,i = fj,i + n(uj,i)n−1
(
uj+1,i − uj,i
)+ k2
2
((
fj,i
)
tt − n(uj,i)n−1
(
uj,i
)
t
)+ O(k3).
(2.5)
fj+1,i + fj,i =
(
uj+1,i
)n + (uj,i)n
= (2− n) (uj,i)n + n (uj,i)n−1 (uj+1,i)+ k22
(
∂2
∂t2
(
uj,i
)n − n(uj,i)n−1 (uj,i)t)+ O(k3). (2.6)
Using (2.6), the nonlinear part in (2.4) can be written in the form
Fj+1,i + Fj,i ≈ (2− n)
(
Uj,i
)n + n (Uj,i)n−1 (Uj+1,i) . (2.7)
Substituting (2.7) into (2.4) yields the following penta-diagonal system.
aj,iUj+1,i−2 + bj,iUj+1,i−1 + cj,iUj+1,i + dj,iUj+1,i+1 + ej,iUj+1,i+2 = Zj,i. (2.8)
where
aj,i = −nr
(
Uj,i−2
)n−1
,
bj,i = −np
(
Uj,i−1
)n−1 + 2nr (Uj,i−1)n−1 ,
cj,i = 1,
dj,i = np
(
Uj,i+1
)n−1 − 2nr (Uj,i+1)n−1 ,
ej,i = nr
(
Uj,i+2
)n−1
,
Zj,i = (2− n)r
(
Uj,i−2
)n + (2− n)p (Uj,i−1)n − 2(2− n)r (Uj,i−1)n
+Uj,i − (2− n)p
(
Uj,i+1
)n + 2(2− n)r (Uj,i+1)n − (2− n)r (Uj,i+2)n .
2.2. The iterative method
The linearized form of (2.4) is obtained by using the quasilinear iterative procedure [23]
Fj+1,i + Fj,i ≈ nU (m+1)j+1,i
(
U (m)j+1,i
)n−1 − (n− 1) (U (m)j+1,i)n + U (mf )j,i , (2.9)
where U (m) denotes the value of U at the mth iteration, the superscript mf denotes the final number of iterations required
to obtain certain accuracy at the time level and U (0) be the initial guess.
Substituting (2.9) into (2.4) yields the following penta-diagonal system.
aj,iU
(m+1)
j+1,i−2 + bj,iU (m+1)j+1,i−1 + cj,iU (m+1)j+1,i + dj,iU (m+1)j+1,i+1 + ej,iU (m+1)j+1,i+2 = Zj,i. (2.10)
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where
aj,i = −nr
(
U (m)j+1,i−2
)n−1
,
bj,i = −np
(
U (m)j+1,i−1
)n−1 + 2nr (U (m)j+1,i−1)n−1 ,
cj,i = 1,
dj,i = np
(
U (m)j+1,i+1
)n−1 − 2nr (U (m)j+1,i+1)n−1 ,
ej,i = nr
(
U (m)j+1,i+2
)n−1
,
Zj,i = r
(
U
(mf )
j,i−2
)n − (2r − p) (U (mf )j,i−1)n + U (mf )j,i − (p− 2r) (U (mf )j,i+1)n
− r
(
U
(mf )
j,i+2
)n − r(n− 1) (U (m)j+1,i−2)n − p(n− 1) (U (m)j+1,i−1)n + 2r(n− 1) (U (m)j+1,i−1)n
+ p(n− 1)
(
U (m)j+1,i+1
)n − 2r(n− 1) (U (m)j+1,i+1)n + r(n− 1) (U (m)j+1,i+2)n .
In the present calculations
max
i
∣∣∣U (n+1)j,i − U (n)j,i ∣∣∣ ≤ 10−5, 0 < i < N. (2.11)
3. Analysis of the method
3.1. Order of accuracy
Expanding all terms of schemes (2.8) and (2.10) about (j, i) using Taylor’s method [22], it was found that the total
truncation error (T.E.) in the non-iterative scheme (2.8) equals
T .E. = −k
2
8
(
1
3
Uttt − 2
(
Unttx − n
(
Un−1Utt
)
x
)+ Unttx − 2 (Unttx − n (Un−1Utt)x)+ Unttxxx)
− h
2
4
(
1
3
(
2Unxxx + Unxxxxx
)+ k(1
3
Untxxx +
1
2
Untxxxxx
))
+ O(k3)+ O(h3),
and the total truncation error (T.E.) in the iterative scheme (2.10) equals
T .E. = −k
2
8
(
1
3
Uttt + Unttx + Unttxxx
)
− h
2
4
(
1
3
(
Unxxx + Unxxx
)+ 1
2
(
Unxxxxx + Unxxxxx
))+ O(k4)+ O(h3).
i.e. the local truncation error of both methods is of O(k2 + h2).
3.2. Stability analysis
Let us investigate the linear stability of the schemes through the von Neumann method. Firstly, we freeze the nonlinear
terms, namely,
(
Uj
)n Uj+1 = σ nUj+1 and (Uj)n = σ n−1Uj with σ = max ∣∣Uj∣∣, and thenwe employ the von Neumann analysis
for the corresponding linear equation [22]. Although an application of the linear stability analysis to nonlinear equations
cannot be rigorously justified, it is found to be effective in practice. SubstitutingUj, i = ρ je√−1iβh into the linearized schemes
(2.8) and (2.10), we can find that the amplification factor of the two schemes are
ρ = 1−
√−1σ n−1 (4− 2n) (p− 2r (1− Cos (hβ))) Sin (hβ)
1+√−1σ n−1 (2n) (p− 2r (1− Cos (hβ))) Sin (hβ) (3.1)
and
ρ = 1−
√−12σ n−1 (p− 2r (1− Cos (hβ))) Sin (hβ)
1+√−12σ n−1 (p− 2r (1− Cos (hβ))) Sin (hβ) (3.2)
respectively. Summing up the above results, it is easy to see from (3.1) that |ρ| < 1 and from (3.2) that |ρ| = 1 for all values
of β , so our methods are unconditionally linearly stable.
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3.3. Convergence analysis
The most important property required for a finite difference approximation to a partial differential equation, is that, the
solution of the finite difference analog converges to the solution of the differential equation as (k, h) → 0. In numerical
analysis, the Lax equivalence theorem is the fundamental theorem in the analysis of finite difference method for the
numerical solution of partial differential equations. It states that for a consistent finite difference method for a well-posed
initial value problem, the method is convergent if and only if it is stable [29,30]. The methods are consistent with the
differential equation and boundary conditions because the local truncation error L.T .E. → 0 as (k, h) → 0 and stable.
Hence according to this theorem, the non-iterative scheme (2.8) and the iterative scheme (2.10) are convergent.
3.4. Stabilizing the schemes
We have noticed that both schemes blow up after certain time level. Reducing the time-step size, this delays the blow
up but it does not prevent it. So in order to overcome this difficulty, an artificial dissipation is added. Artificial dissipation is
used to make an unstable scheme stable and to make a neutrally stable scheme more stable [24]. One must be careful not
to affect the order of the accuracy adversely or dissipate the wave so that the wave propagation properties of the schemes
are lost.
A dissipation term εδ4xUj+1,i or a dissipation term$δ4xUj,i can be added to Eqs. (2.8) and (2.10) in order to stabilize the
schemes (2.8) and (2.10). The amplification factor of the two schemes are changed to
ρ = 1− 2$A−
√−1σ n−1 (4− 2n) B
1+ 2εA+√−1σ n−1 (2n) B (3.3)
and
ρ = 1− 2$A−
√−12σ n−1B
1+ 2εA+√−12σ n−1B (3.4)
respectively, where
A = 2 (Cos (hβ)− 1)2 ,
B = (p− 2r (1− Cos (hβ))) Sin (hβ)
and substitutingω = 0 or ε = 0 in each of (3.3) and (3.4) to calculate the effect of ε or ω, respectively, on the used numerical
schemes.
Summing up the above results, it is easy to see that ε and ω must take values that enhance the linear stability of the
schemes by satisfying the condition |ρ| ≤ 1.
We must be careful in choosing ε and ω. ε or ω are chosen very small in the beginning and are increased gradually until
the blowing up effect is prevented, because increasing ε or ω further leads to increasing the error; for more details see the
numerical results in Section 5.
4. The computational procedure
Consider the initial condition
u(0, x) = g(x), (4.1)
And from the boundary conditions we set
u(t, 0) = u(t, h) = u(t,Nh) = u(t, (N − 1)h) = 0. (4.2)
Let the solution of the linearized scheme (2.8) be
Uj+1,i = AiUj+1,i+1 + BiUj+1,i+2 + Ci; i = N − 2,N − 1, . . . , 3, 2. (4.3)
Substitute the values of Uj+1,i−1 and Uj+1,i−2 from (4.3) in (2.8) and compare the coefficients of the resulting equations with
(4.3). We get
Ai = −1M
(
dj,i + (bj,i + aj,iAi−2)Bi−1
)
,
Bi = −1M
(
ej,i
)
,
Ci = −1M
(−Z − aj,iCi−2 + (bj,i + aj,iAi−2)Ci−1) , i = 2, 3, . . . ,N − 2
(4.4)
whereM = (cj,i + (bj,i + aj,iAi−2)Ai−1 + aj,iBi−2) .
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Fig. 1a. The numerical solution of K(2, 2) (k = h = 0.1, ε = 0.01,M = 400,N = 600, x0 = 3pi, c = 1).
Fig. 1b. Root mean square error of k(2, 2) (k = h = 0.1, ε = 0.01,M = 400,N = 600, x0 = 3pi, c = 1).
Setting i = 0 and 1 in (4.3), and using (4.2) one gets
A0 = B0 = 0, C0 = Uj,0, and A1 = B1 = 0, C1 = Uj,1. (4.5)
The scalars Ai, Bi, and Ci are computed from (4.3) in a forward manner (i = 2, 3, . . . ,N − 2) subjected to the initial values
(4.5). Using the stored values of Ai, Bi, and Ci, the value of Uj+1,i is obtained in a backward sweep subjected to the initial
values Uj+1,N and Uj+1,N−1 which are known from the boundary conditions (4.2).
For the second linearized scheme we will follow the same procedure as we do in the first scheme but with an iterative
procedure; put U (0)j+1,i = U (mf )j,i for all i as initial guess. This iterative procedure has to be repeated until condition (2.11) is
satisfied.
5. Numerical examples and results
To illustrate the effectiveness of the proposed schemes, several test examples are introduced. Mathematica program is
used in writing the programs.
5.1. Single compacton
The analytic solution of Eq. (2.3) is [25,26]
u(t, x) =

(√
2nc
n+ 1 Cos
[
(n− 1) ((x− x0)− ct)
2n
]) 2n−1
,
∣∣∣∣ (n− 1) ((x− x0)− ct)2n
∣∣∣∣ ≤ pi2
0, otherwise
(5.1)
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Fig. 2a. The numerical solution of K(4, 4) (k = h = 0.1, ε = 1,M = 400,N = 600, x0 = 3pi, c = 1).
Fig. 2b. Root mean square error of K(4, 4) (k = h = 0.1, ε = 1,M = 400,N = 600, x0 = 3pi, c = 1).
Fig. 3a. The numerical solution of K(6, 6) (k = h = 0.1, ε = 1,M = 400,N = 600, x0 = 3pi, c = 1).
where c is the velocity of the wave and x0 is the shift in the x-axis. Setting t = 0 in (5.1), we get the initial condition
u(0, x) = g(x) =

(√
2nc
n+ 1 Cos
[
(n− 1) ((x− x0))
2n
]) 2n−1
,
∣∣∣∣ (n− 1) (x− x0)2n
∣∣∣∣ ≤ pi2
0, otherwise.
(5.2)
T.A. Abassy et al. / Journal of Computational and Applied Mathematics 232 (2009) 388–401 395
Fig. 3b. Root mean square error of K(6, 6) (k = h = 0.1, ε = 1,M = 400,N = 600, x0 = 3pi, c = 1).
Fig. 4. The effect of the dissipation term ε on the single compacton wave maximum error using the K(2, 2) non-iterative scheme (k = h = 0.1,M =
400,N = 600, x0 = 3pi, c = 1).
Fig. 5. The effect of the dissipation term ε on the single compacton wavemaximum error using the K(2, 2) iterative scheme (k = h = 0.1,M = 400,N =
600, x0 = 3pi, c = 1).
The numerical solution of Eq. (2.3) subjected to the initial condition (5.2) with c = 1, x0 = 3pi and n = 2, 4 and 6 are
shown in Figs. 1a, 2a and 3a respectively. Figs. 1b, 2b and 3b show the root mean square error of K(2, 2), K(4, 4), and
K(6, 6) respectively with (k = h = 0.1,M = 400,N = 600, x0 = 3pi, c = 1).
If we set ε = 0, the artificial dissipation term is canceled and both schemes blow up. In the iteration scheme,
calculations are stopped at the time level 102where there is no convergence. In the non-iterative scheme, the error increased
dramatically after the time level 110.
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Fig. 6. The effect of the dissipation term ε on the single compacton wave bandwidth error at height 0.8 using the K(2, 2) non-iterative scheme
(k = h = 0.1,M = 400,N = 600, x0 = 3pi, c = 1).
Fig. 7. The effect of the dissipation term ε on the single compacton wave bandwidth error at height 0.8 using the K(2, 2) iterative scheme (k = h =
0.1,M = 400,N = 600, x0 = 3pi, c = 1).
Fig. 8. The effect of the dissipation term ε on the single compacton wave peak error using the K(2, 2) non-iterative scheme (k = h = 0.1,M = 400,N =
600, x0 = 3pi + 0.075222′, c = 1).
5.2. Artificial dissipation effect
We studied the effect of changing the dissipation term ε on the numerical solution of K(2, 2) using the single compacton
exact solution.
The effect of the dissipation term ε on the single compacton wave solution of K(2, 2) is shown in Figs. 4–9 for the
maximum error, for the bandwidth error at height 0.8 and for the peak error in the non-iterative and iterative schemes,
respectively.
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Fig. 9. The effect of the dissipation term ε on the single compacton wave peak error using the K(2, 2) iterative scheme (k = h = 0.1,M = 400,N =
600, x0 = 3pi + 0.075222′, c = 1).
Fig. 10. Head-on collision between three K(2, 2) compacton waves (k = h = .1, ε = 10,N = 1200,M = 450, c1 = 2, c2 = 1.5, c3 = 1, x1 = 3pi, x2 =
7.5pi, x3 = 12pi).
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Fig. 11. Head-on collision between three K(3, 3) compacton waves (k = h = .1, ε = 10,N = 1200,M = 450, c1 = 2, c2 = 1.5, c3 = 1, x1 = 3pi, x2 =
7.5pi, x3 = 12pi).
5.3. Compactons’ interaction
Wemust take care in choosing the positions of compactons to collide simultaneously. The initial condition will be in the
form
u(0, x) =
3∑
i=1
ui(0, x) (5.3)
where
ui(0, x) =

(√
2nci
n+ 1Cos
[
(n− 1) ((x− xi))
2n
]) 2n−1
,
∣∣∣∣ (n− 1) (x− xi)2n
∣∣∣∣ ≤ pi2
0, otherwise.
(5.4)
Figs. 10–13 show the head-on collision between three K(2, 2), K(3, 3), K(4, 4) and K(6, 6) compacton waves respectively.
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Fig. 12. Head-on collision between three K(4, 4) compacton waves (k = h = .1, ε = 10,N = 1200,M = 450, c1 = 2, c2 = 1.5, c3 = 1, x1 = 3pi, x2 =
7.5pi, x3 = 12pi).
Fig. 13. Head-on collision between three K(6, 6) compacton waves (k = h = .1, ε = 10,N = 1400,M = 450, c1 = 2, c2 = 1.5, c3 = 1, x1 = 3pi, x2 =
7.5pi, x3 = 12pi).
5.4. Compact not close to compactons
The initial data used in this section is in the formof compact, which is not close to compactons [5]. In this case the solution
decomposes into a number of compactons. Fig. 14 shows the numerical solution of K(2, 2)with the initial condition
u(0, x) =

(
8
3
Cos
[
(x− 5pi)
6
])2
,
∣∣∣∣ (x− 5pi)6
∣∣∣∣ ≤ pi2
0, otherwise.
(5.5)
Fig. 15 shows the numerical solution of K(n, n)with the initial condition
u(0, x) =

(
8
3
Cos
[
(x− 5pi)
10
])2
,
∣∣∣∣ (x− 5pi)10
∣∣∣∣ ≤ pi2
0, otherwise.
(5.6)
6. Summary and conclusion
The K(n, n) equations are solved using two algorithms. The proposed algorithms are based on linearizationmethods and
finite difference for time and space derivatives.We have used two linearizationmethods, one of them is non-iterativemethod
and the other is iterative method. According to our numerical experiments, the following investigations and conclusions are
observed:
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Fig. 14. The numerical solution of K(2, 2)with the initial condition (5.5) (h = k = 0.1, ε = 1,M = 80,N = 850).
Fig. 15. The numerical solution of K(2, 2)with the initial condition (5.6) (h = k = 0.1, ε = 1,M = 300,N = 2350).
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• Compactons are solitary waves with the remarkable soliton property that after colliding with other compactons, they
reemerge with same coherent shape [1,27,28].
• Unlike solitons, in the absence of exponential wings, the width of compactons is independent of the amplitude and their
reemergence in the collision site is marked by the birth of a small-amplitude, zero-mass, compact ripple, which very
slowly evolves into compacton–anticompacton pairs.
• It is found that the error increases in the used algorithms, as the degree of nonlinearity increases in K(n, n).
• Wemust be careful not to affect the order of the accuracy adversely or dissipate the wave so that the wave propagation
properties of the schemes are lost when we add an artificial dissipation term.
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