Introduction
In this paper we study the constrained equivalence of programs with e ects. In particular, we present a formal system for deriving such equivalences. Constrained equivalence is de ned via a model theoretic characterization of operational, or observational, equivalence called strong isomorphism. Operational equivalence, as introduced by Morris 23] and Plotkin 27] , treats programs as black boxes. Two expressions are operationally equivalent if they are indistinguishable in all program contexts. This equivalence is the basis for soundness results for program calculi and program transformation theories. Strong isomorphism, as introduced by Mason 14] , also treats programs as black boxes. Two expressions are strongly isomorphic if in all memory states they return the same value, and have the same e ect on memory (modulo the production of garbage). Strong isomorphism implies operational equivalence. The converse is true for rst-order languages; it is false for full higher-order languages. However, even in the higher-order case, it remains an useful tool for establishing equivalence. Since strong isomorphism is de ned by quantifying over memory states, rather than program contexts, it is a simple matter to restrict this equivalence to those memory states which satisfy a set of constraints. It is for this reason that strong isomorphism is a useful relation, even in the higher-order case.
The formal system we present de nes a single-conclusion consequence relation ` where is a nite set of constraints and is an assertion. The semantics of the formal system is given by a semantic consequence relation, j= , de ned in terms of a class of memory models for assertions and constraints.
The assertions we consider are of the following two forms: (i) e fails to return a value, written " e; (ii) e 0 and e 1 are strongly isomorphic, written e 0 ' e 1 . In this paper we focus on the rst-order fragment of a Scheme-or Lisp-like language, with data operations cell; eq; car; cdr; cons; setcar; setcdr, and control primitives let and if, and the recursive de nition of function symbols.
A constraint set is a nite subset of atomic and negated atomic formulas in the rst-order language consisting of equality, the unary function symbols car and cdr, the unary relation cell, and constants from the set of atoms, A . Constraints have the natural rst-order interpretation.
To illustrate the use of the formal system, we give three non-trivial examples of constrained equivalence assertions of well known list-processing programs. We also establish several metatheoretic properties of constrained equivalence and the formal system. The main results concerning the formal system are:
Theorem (Soundness): The deduction system is sound: ` ) j= . Theorem (Completeness): The deduction system is complete for not containing recursively de ned function symbols: j= ) ` .
We also establish results relating the various notions of equivalence. Since both operational equivalence and strong isomorphism can be de ned by quantifying over certain sets of contexts, it is of interest to compare these relations for various fragments of a full higher-order language. In this paper the two fragments of interest are the rst-order fragment and the zero-order fragment (the subset of the rst order fragment not containing recursively de ned function symbols). In each of these fragments strong isomorphism (' zo , ' fo ) and operational equivalence ( =zo , =fo) coincide. Furthermore, equivalence in one fragment coincides with equivalence in the other.
Theorem (Fragments):
e 0 =fo e 1 , e 0 =zo e 1 m m e 0 ' fo e 1 , e 0 ' zo e 1 An early e ort in the direction of equational theories for proving correctness of higher-order imperative programs is Demers and Donahue 6] . They present an equational proof system for deriving assertions about programs in the language Russell, an extension of the higher-order typed lambda calculus with cells and destructive cell operations. Their work is motivated by a desire to clarify the meaning of program constructs via an equational theory rather than an operational or denotational semantics. They consider one binary and three unary relations in their system. The unary relations express the legality, well-formedness and purity of expressions, while the binary relation represents a form of program equivalence. The simultaneous deduction of legality, well-formedness, purity and equivalence makes the rules very complex. No formal semantics for the proof system is given, and there are no formal results on the equational theory or its relationship to the original lambda calculus. Boehm 3] de nes a rst-order theory for reasoning about programs in the language Russell. Program constructs are de ned by two classes of axioms. The rst group concerns the nature of the value returned. The second group describes the e ect on memory. Some relative completeness results are given, but no decidable fragments are considered. The underlying model theory is complex and rather cumbersome. The semantics of a full rst-order Lisp-like language was studied in Mason 14, 13] . Here the model-theoretic equivalence strong isomorphism (') was introduced and used as the basis for studying program equivalence. Many examples of proving program equivalence can be found in Mason and Talcott 16, 14, 15, 18, 21, 20] . Felleisen 7] and Felleisen and Hieb 9] develop a calculus for reasoning about programs with memory, function abstractions and control abstractions. Mason and Talcott 17, 19] develop the theory of operational equivalence for programs with memory and function abstractions. More complete surveys of reasoning about programs with memory can be found in Mason 14, 13, 15] and Felleisen 7, 8] The remainder of this paper is organized as follows. In x2. we de ne our rstorder language, its operational semantics, the class of memory models, and the corresponding semantic consequence relations. In x3. we present the axioms and rules of the formal system and derive some simple consequences. In x4. we extend the formal system by adding an induction principle. This addition is necessary in order to prove properties of recursively de ned functions. Three non-trivial examples of its use are provided. In x5. we prove the soundness theorem. x6 . is devoted to the proof of the completeness theorem. To do this we develop a syntactic representation of the operational semantics which is also useful for reasoning about programs in general. In x7. we relate the notions of operational equivalence and strong isomorphism in the rst-order and zero-order fragments and their extension to include higher-order objects. In particular we present results that essentially characterize the di erence between operational equivalence and strong isomorphism in the presence of higher-order objects. In x8. we present our conclusions and describe future directions of research.
We conclude this section with a summary of notational conventions. We use the usual notation for set membership Dom(f) . N = f0; 1; 2; : ::g is the set of natural numbers and i; j; n; n 0 ; : : : range over N.
The Operational Semantics
In existing applicative languages there are two mechanisms for, or approaches to, introducing objects with memory. We shall call these the imperative and functional approaches. In the imperative approach the semantics of lambda application is modi ed. Lambda variables are bound to unary memory cells. Variable cells are not rst class citizens, and can not be explicitly manipulated. Reference to a variable returns the contents of the cell, and there is an assignment operation (:=, setq, or set!) for updating the contents of the cell bound to a variable. In the functional approach cells are added as a data type, and operations are provided for creating cells, for accessing, and for modifying their contents. Reference to the contents of a cell must be made explicit. In the imperative approach one can no longer use beta-conversion to reason about program equivalence. Beta-conversion is not even meaningful in general, as variables that can be assigned cannot simply be replaced by values. For example the program ( x:seq(setq(x; 1); x))2 evaluates to 1. The result of replacing all occurrences of x is an illegal program, while replacing only the nal x alters the meaning of the program. Also, a variable x represents a value only if it is not assigned. Thus, whether or not ( x:e)x is equivalent to e depends on the context in which it occurs. To have a reasonable calculus one needs two sorts of variables: assignable and non-assignable. In the functional approach the semantics of lambda application is preserved, and beta-value conversion remains a valid law for reasoning about programs. The imperative approach provides a natural syntax since normally one wants to refer to the contents of a cell and not the cell itself. However, the loss of the beta rule poses a serious problem for reasoning about programs. This approach also violates the principle of separating the mechanism for binding from that of memory allocation (cf. Mosses 24] ). Lisp and Scheme adopt both the imperative and the functional mechanisms for introducing memory. ML adopts only the functional mechanism. Following the Scheme tradition, Felleisen 7, 9] takes the imperative approach to introducing objects with memory. In order to obtain a reasonable calculus of programs, the programming language is extended to provide two sorts of lambda binding and an explicit dereferencing construct. In order prove several basic equivalences it is necessary to extend the calculus by meta principles (cf. the safety rule 7] thm 5.27, p.149). A key problem in developing such calculi is the trade-o between having a calculus rich enough to prove desired equivalences and having a calculus with nice theoretical properties such as Church-Rosser.
We take the functional approach to introducing objects with memory, adding primitive operations that create, access, and modify memory cells to the call-byvalue lambda calculus. In the absence of higher-order objects, or structured data (tuples, records, : : :) memories with cells that contain only a single value are not adequate for representing general list structures. In the higher-order case we could work with simple unary cell memories. Since we are working in the rst-order case, we treat memories with binary cells. An alternative is to introduce structured data in the rst-order case. We foresee no problem with doing this and plan to explore this approach in the future. Our work-to-date has focused attention on the memory aspects of computation.
The language
We x a countably in nite set of atoms, A , with two distinct elements playing the role of booleans, T for true and Nil for false. We also x a countable set, X, of variables and for each n 2 N a countable set, F n , of n-ary function symbols. We assume the sets A , X, and F n , for n 2 N, are pairwise disjoint.
We let F n denote the set of n-ary memory operations. The unary memory operations are F 1 = fcell; car; cdrg; and the binary memory operations are F 2 = feq; cons; setcar; setcdrg. We let F n abbreviate F n F n , and F abbreviates This standard inductive de nition is expressed more compactly by the following system of equations.
We will use this equational form of de ning domains in the remainder of this paper. We also adopt the following notational conventions. a; a 0 ; : : : range over A , x; x 0 ; y; z; : : : range over X, u; u 0 ; : : : range over U, and e; e 0 ; : : : range over E. The variable of a let is bound in the second expression, and the usual conventions concerning alpha conversion apply. We write FV(e) for the set of free variables of e. We write efx := e 0 g to denote the expression obtained from e by replacing all free occurrences of x by e 0 , avoiding the capture of free variables in e 0 . seq(e) abbreviates e, while seq(e 0 ; : : :; e n ) abbreviates if(e 0 ; seq(e 1 ; : : :; e n ); seq(e 1 ; : : :; e n )).
N.B. Throughout the remainder of this paper # will range over fcar; cdrg, and set# will range over fsetcar; setcdrg.
De nition (D): The set of (recursive function-) de nition sets D is set of nite sequences of de nitions of the form <f(x 1 ; : : :; x n ) e> where f is an n-ary function symbol. E>) Let 2 D be a de nition set. The de ned functions of are those f 2 F for which there is a de nition <f(x 1 ; : : :; x n ) e> occurring in , for some x 1 ; : : :; x n , and e. The variables (x 1 ; : : :; x n ) are called the formal parameters of the de nition, and e is called the body. A de nition set, , is well-formed if no function symbol is de ned more than once, for each <f(x 1 ; : : :; x n ) e> in , the variables x 1 ; : : :; x n are distinct, FV(e) fx 1 ; : : :; x n g, and the function symbols occurring in e are among the de ned functions of . We shall assume that de nition sets are wellformed unless otherwise stated. Within a single de nition the formal parameters are bound in the body, and we may freely rename them (subject to maintaining well-formedness).
Operational semantics
Expressions describe computations over S-expression memories | nite maps from (names of) cells to pairs of values, where a value is an atom or a cell. We call the value of a cell in a memory its contents. The memory operations are interpreted relative to a given memory as follows: cell is the characteristic function of the cells, using the booleans T and Nil; eq tests whether two values are identical; cons takes two arguments, creates a new cell (extending the memory domain) whose contents is the pair of arguments, and returns the newly created cell; car and cdr return the rst and second components of a cell; setcar and setcdr destructively alter an already existing cell. Given two arguments, the rst of which must be a cell, setcar updates the given memory so that the rst component of the contents of its rst argument becomes its second argument. setcdr similarly alters the second component. Thus memories can be constructed in which one or both components of a cell can refer to the cell itself.
To de ne the operational semantics we x a countable set of (names of) cells, C , disjoint from A , X, and F. V = A C is the collection of storable memory values. The set of memories, M , consists of nite maps from cells to pairs of values. Cells which appear in the range of a memory are assumed to lie in its domain. For each n 2 N we also de ne the collection of n-ary memory objects, O (n) V n M , (elements of O (1) are called memory objects, or simply objects, and we omit the superscript). The cells in the n-tuple component of a memory object must lie in the domain of its memory component. Thus a memory object consists of a memory together with a sequence of values which exist in that memory. The interpretation of the memory operations will be given in terms of their action on memory objects. The set of environments or bindings, B , is the collection of nite functions from X to V. The set of descriptions of computations, D , is a subset of E B M . In a description the free variables of the expression must lie in the domain of the environment, and cells in the range of the environment must lie in the domain of the memory. A description whose expression component is a value expression is called a value description. This is all summed up in the following de nition.
De nition (Semantic Domains):
Values: We use \;" as an in x tupling construct in some notations, for example objects and descriptions, since some components of these tuples are also collections (sets or tuples), and we wish to emphasize the outer level tuple structure. We extend environments to value expressions by adopting the convention that (a) = a when a 2 A .
The operational semantics of expressions relative to a de nition set, , is given by a reduction relation, 7 !, on descriptions. It is generated in the following manner. 7 ! is the re exive transitive closure of the single-step relation, 7 !, which is de ned in terms of reductions of redexes and reduction contexts. The single-step reduction relation is a subset of (D D ), as is 7 !. The action of the memory operations is given by the primitive reduction relation, p +, which is a subset of
Finally, the evaluation relation, +, is a subset of (D O). The evaluation relation is the composition of the reduction relation with the operation of converting value descriptions (u; ; ) into memory objects ( (u); ). O cially, all of these relations should be parameterized by the de nition set . Since we need only refer to a single arbitrary de nition set, we will not make this parameter explicit.
Computation is a process of applying reductions to descriptions. The reduction to apply is determined by the unique decomposition of a non-value expression into a reduction context lled by a redex.
De nition (E rdx ): The set of redexes, E rdx , is de ned as E rdx = if(U; E; E) letfX:= UgE n2N F n (U n )
De nition ( " E ): The set of contexts, " E , is de ned inductively using the special symbol " for holes:
De nition (R): The set of reduction contexts, R, is the subset of " E de ned by R = f"g letfX:= RgE if(R; E; E) n;m2N F n+m+1 (U n ; R; E m )
We let C, C 0 range over " E De nition (# ") : We write # e; ; just if e; ; returns a value (evaluates to some object), and " e; ; if e; ; fails to return a value. # e; ; , (9v; 0 2 O)(e; ; + v; 0 ) " e; ; , :(# e; ; ) There are two ways for a description to fail to return a value: reduction terminating in an attempt to access or update the contents of a non-cell, and in nite reduction. The rst case corresponds to an error, and is the only case which occurs in the absence of recursively de ned functions. The treatment of errors and their relation to program equivalence is an important and non-trivial problem. We have chosen to consider errors as failure to produce a value in order to focus on properties of sharing and assignment.
Operational equivalence
We de ne operational equivalence following Plotkin 27] . For brevity, we identify a closed expression with the description consisting of it, the empty environment, and the empty memory. By de nition operational equivalence is a congruence relation on expressions. Not all pairs of expressions are operationally equivalent. In particular, T and Nil are not operationally equivalent. It is important to note that being equivalent to a value is a much stronger condition than just returning a value. The usual characterization of operational equivalence in the presence of basic data is the following. De ne two closed expressions to be trivially equivalent if both fail to return values, or both return the same atom or both return cells. Then two expressions are operationally equivalent just if they are trivially equivalent in all closing contexts. Both de nitions are equivalent in this setting since equality on basic data is computable. These observations are summarized in the following lemma.
Lemma (opeq):
1. e 0 = e 1 ) (8C 2 " E )(C e 0 ] ] = C e 1 ] ]) 2. :(T = Nil) 3 . # e does not imply that (9u)(u = e). The impact of (opeq. 3) is that in the case of programs with memory, returning a value is not an appropriate characterization of de nedness. This is in contrast to the purely functional case and is due to the presence of e ects.
It is not necessarily the case that instantiation of a variable by an valuereturning-expression preserves equivalence. In other words it is not the case that # e and e 0 = e 1 implies e 0 fx := eg = e 1 fx := eg for arbitrary variable x and expressions e, e 0 , e 1 . As a counter-example we have eq(x; x) = T but eq(cons(T; T); cons(T; T)) = Nil.
Strong Isomorphism and Constrained Equivalence
We now de ne strong isomorphism and constrained equivalence. The latter is achieved by de ning what it means for a model, or memory state, to satisfy an assertion or a constraint set. The semantic consequence relation between constraint sets and assertions is de ned naturally in terms of these satisfaction relations. By de ning the assertion language L = (E ' E) (" E), we can consider the strong isomorphism relation on descriptions as a notion of satisfaction, j= L .
De nition (model)
De nition (L): The set of constraints, L, is a subset of the atomic and negated atomic formulas in the rst-order language consisting of equality, the unary function symbols car and cdr, the unary relation cell, and constants from A .
De nition (L):
We let '; : : : range over L, and ; 0 ; ; : : : range over P ! (L).
The notion of a model satisfying a set of constraints ; j= L is simply rstorder satisfaction adapted to the memory structure framework. For any memory we de ne the corresponding rst De nition ( j= ): The semantic consequence relation j= is de ned by
A constraint set is consistent just if ; j= L for some model ; .
In order to make the consequences of the above de nition of satisfaction explicit, we state the following de nitions and results, freely using standard notions such as rst-order satisfaction, j=. Context will always disambiguate the overloading of the symbol j=. We do not distinguish between an element of A and the constant that denotes it. In particular we let A = <A ; cell ; a> a2A , and de ne the diagram of A as in Chang 
De nition (T): For each constraint, ' 2 L, there is a corresponding assertion,
The following theorem is used in the completeness proof, in particular (lemma 0 ') . Sat 
The Formal System
In this section we present the rules of our formal system. To state the rules, as well as the side conditions on them, we make the following de nitions. Given a variable x and a constraint set there are two distinct ways of adding information concerning the contents of (the cell associated with) x. The rst is simply to add an assertion of the type #(x) = u. The second is to add an assertion of the form x = y, where y is a variable whose contents are already speci ed by . To prevent this latter form of adding information, we introduce the notion of a variable x being #-less in . It is used to express the side conditions in the introduction and elimination rules for set#.
De nition (C ]
De nition (#-less): x is #-less in just if :(9u 2 U)( j= #(x) = u) and (8y 2 X)((#(y) = u) 2 ) j= :(x = y) ) .
If x is #-less in , then the only way to consistently add information concerning #(x) is by adding an assertion of the form #(x) = u. Furthermore, if x is #-less in , then we can add #(x) = u to without changing equality consequences of . This is summed up in the following lemma. Proof : This result follows from the fact that the quanti er-free theory of equality and uninterpreted function symbols is decidable, a result rst proved by Ackermann 1]. Note that ( Diag(A) j= ') , ( D j= ') , where D is the restriction of Diag(A) to the set of constants that appear in either or '. This has the consequence that Diag(A) j= ' can be decided in time quadratic in the size of , ( Nelson and Oppen 25] O cially we should make a parameter of the consequence relation, but, as in the presentation of the operational semantics, we will not make this parameter explicit. The rules are partitioned into several groups. Each group of rules is given a label, for future reference, and members of the group are numbered. For example (S.i) refers to the rst rule in the group of structural rules (the rst group below). A rule has a (possibly empty) set of premisses and a conclusion. In the case that the set of premisses is non-empty the rule is displayed with a horizontal bar separating the premisses from the conclusion. A pair of rules that di er by interchanging premiss and conclusion is presented as a single rule with a double bar.
We begin with the structural rules. (S.i) asserts the obvious connection between a constraint, ', and its translation into the assertion language, T('). The second structural rule, (S.ii), allows us to replace any set of constraints with a logically equivalent set. It is used to put constraint sets into a form necessary for application of another rule | for example (set.vii). It also incorporates trivial facts concerning equality and the nature of the atoms.
Structural rules (S).
The left elimination rules, (L.i, L.ii), enable one to reason by cases, while (L.iii) allows us to name the car and cdr of a cell.
Left elimination (L).
assuming that x 2 Cells( ), and z 6 2 FV( ) FV ( ) The fact that ' is an equivalence relation is expressed by the rules (E.i, E.ii, E.iii), while (eq.i) asserts that eq objects are also strongly isomorphic. Equivalence rules (E).
(i) `e 0 ' e 0 (ii) `e 0 ' e 1 `e 1 ' e 2 `e 0 ' e 2 (iii) `e 0 ' e 1 `e 1 ' e 0
Rule concerning eq (eq).
The rules (D) express our treatment of error situations as a form of failure to return a value, i.e. as a form of divergence. Two divergent expressions are strongly isomorphic, (D.i). An expression strongly isomorphic to a divergent expression is itself divergent, (D.ii). The memory operations # and set# diverge when their rst argument is not a cell, (D.iii, D.iv) Divergence rules (D).
`" e 0 `" e 1 `e 0 ' e 1 (ii) `" e 0 `e 0 ' e 1 `" e 1 (iii)
The reduction context rules express the extent to which constrained equivalence is a congruence. Note that all these rules are false for arbitrary contexts. In the case of " assertions, (R.i) determines how this information is propagated.
Reduction context rules (R). The rst let rule expresses the fact that the identity applied to an expression is equivalent to the expression itself. The second rule is simply beta-value reduction restricted to the rst-order notion of a value.
Rules concerning let (let). Rules for setcar and setcdr (set).
(i) `eq(x 0 ; x 2 ) ' Nil `seq(set#(x 0 ; x 1 ); set#(x 2 ; x 3 ); e) ' seq(set#(x 2 ; x 3 ); set#(x 0 ; x 1 ); e) (ii) `seq(set#(x; y 0 ); set#(x; y 1 )) ' set#(x; y 1 ) (iii) `seq(set#(x; y); x) ' set#(x; y) (iv) `seq(setcdr(x; y); setcar(w; z); e) ' seq(setcar(w; z); setcdr(x; y); e) (v) `setcar(cons(z; y); x) ' cons(x; y) (vi) `setcdr(cons(x; z); y) ' cons(x; y) (vii) f# ( The unfolding rule (U) corresponds to the (rec) rule for single-step reduction. It is necessary in order to account for evaluation of recursively de ned function symbols.
Unfolding rule (U).
(i) `f(e 1 ; : : :; e n ) ' letfx 1 := e 1 g : : :letfx n := e n ge where <f(x 1 ; : : :x n ) e> is in and x i are chosen fresh.
Consequences
To illustrate the use of these rules we present some simple consequences. The proof for application of (set.vii) in the reverse direction is similar. 
`seq(seq(e 0 ; e 1 ); e 2 ) ' seq(e 0 ; seq(e 1 ; e 2 )) (iv) `eq(x; y) ' eq(y; x) (v) `eq(x; x) ' T (vi) and by (set.vii) we have 0`s etcar(x; y) ' x. Now, using (L,S,E,R) we obtain `setcar(x; car(x)) ' x.
(ii) `letfz := cons(x; y)gcdr(z) ' letfz := cons(x; y)gy by (S.i, cons.iii). (x) This is an instance of (R.iii).
Examples
Expressions in contexts that correspond to the same memory construction are strongly isomorphic. A simple example of this is the lemma (set absorption) Lemma (set absorption):
(1)`letfz := cons(x; y)gseq(setcar(z; w); e) ' letfz := cons(w; y)ge (2)`letfz := cons(x; y)gseq(setcdr(z; w); e) ' letfz := cons(x; w)ge Proof : We prove (2), the proof of (1) The inference system presented above is minimal by design in order to simplify the proof of completeness. The choice of rules is not necessarily the best if we want a basis that extends nicely. In particular a number of sound rules that are derivable in that system are no longer derivable when new rules are added. Two such rules are (monotonicity) and (equality). For the present we shall add these as o cial rules of inference:
Monotonicity (Mon).
Equality (Eq).
(i) fx = yg` fx = yg` fx := yg One di culty with constrained equivalence is that it is not a congruence. One cannot, in general, place expressions equivalent under some non-empty set of constraints into an arbitrary program context and preserve equivalence. Informally, we say a context C does not invalidate a set of constraints if the following principle is valid.
There are some simple examples of this phenomena. The most trivial case is when is empty. An easy case is when contains only assertions of the form cell(x), :cell(x), x = y, or :(x = y), and C is any context that does not trap the free variables of . A somewhat harder case is when any constraint set and C is of the form letfx := eg" where (under constraint ) e has no write e ect (evaluation of e will not execute any setcars or setcdrs) and x is not free in . Work of Lucassen and Gi ord, 11, 12] , makes progress in this direction, but needs to be modi ed if it is to apply in an untyped language. In what follows we shall adopt the most trivial version of context introduction as a rule.
Context Introduction (CI). 
Induction and Recursion
Although addition of the unfolding rule makes the inference system computationally adequate for the rst-order case (x6. lemma 1.), it is inadequate to prove properties of recursively de ned functions. As a rst step to solving this problem we present a mechanism for introducing induction principles. In order to do this we de ne the notion of a ranked set (of memory objects).
De nition (ranked set): A ranked set is a pair (P; r) where P O is a set of memory objects and r is a function from P to N. For example (list; length) is a ranked set. Here list is the set of memory objects v; such that fx := vg; j= L cdr n (x) ' Nil for some n 2 N (where cdr 0 (x) is x and cdr n+1 (x) is cdr(cdr n (x))), and length is the length function. Another example is (sexp; size) where sexp is the set of tree-like objects (no in nite car-cdr chains), and size is the number of reachable cells.
Let (P; r) be a ranked set of memory objects. To add P; r-induction to the inference system we rst extend the language of constraints to include sets P(U) (r(U) = N) Thus for each value expression u 2 U, P(u) is a constraint, and for each natural number, n, r(u) = n is also a constraint. The semantics of these constraints are given by the following.
; j= L P(u) just if (u); 2 P. ; j= L r(u) = n just if (u); 2 P and r( (u); ) = n. The P; r-induction principle for constrained equivalence is the following. Let E be a family of equations of the form e 0 ' e 1 with distinguished free variable x. To show fP (x)g j= for each in E it su ces to show that fP (x); r(x) = ng j= for each n 2 N, and each in E, assuming that fP (x); r(x) = mg j= for m < n and 2 E. This is made precise in the following theorem.
Theorem (P; r-induction):
(8n 2 N)(I P;r (E; n)) ) (8 2 E)(fP (x)g j= ) where I P;r (E; n) abbreviates ((8m < n)(8 2 E)(fP (x); r(x) = mg j= )) ) (8 2 E)(fP (x); r(x) = ng j= )
Proof : Let P, r, E be as above and assume y (8n 2 N)(I P;r (E; n) ) We want to show that for any 2 E, and any model ; that ; j= L P(x) implies ; j= L . Assume ; j= L P(x). Then by de nition of rank function, ; j= L r(x) ' n for some n 2 N. We call this the rank of ; . By induction on the rank of ; we have (8m < n)(8 2 E)(fP (x); r(x) = mg j= ) and by y and the de nitions of j= we are done.
The reason for formulating the rule using a family equations is to overcome the lack of quanti ers. Thus we must strengthen the induction hypothesis by making explicit the necessary instances of the equations.
Given a particular ranked set, we can derive various sound induction rules using (P; r-induction). For lists we proceed as follows.
De nition ( n list (x) fx = x a ; x d ]g): For x 2 Xand n 2 N we de ne n list (x) to be the set of constraints flist(x); length(x) = ng: Furthermore, if x a ; x d 2 X, then we let fx = x a ; x d ]g denote the set fcell(x); car(x) = x a ; cdr(x) = x d g.
We may write E(x) to emphasize the choice of distinguished variable and, assuming that y does not occur free in E(x), we write E(y) for the result of replacing x by y in each member of E(x). It is easy to see that the following is a sound rule.
List Induction Rule (LI). and the notation f ` g 2E(x) denotes the set of judgements of the form ` , for a member of E(x). Within such a construct is bound and can thus be renamed without changing the meaning. On the surface this is an in nitary rule. However, in practice the family of equations E are presented in a simple schematic form.
In the cases where E is nitely presented, or presented as a schemata, the induction rule (LI) can easily be encoded in, for example, the Edinburgh logical framework 10, 2], or reformulated in the style of Boyer and Moore 4] .
We give three examples of the usage of the List induction principle. They serve to illustrate the variety of theorems provable. The proofs also provide examples of rather di erent families of equations. The third example best illustrates the need for non-trivial families of equations.
Iterative List Traversal
In this example we deal with two programs for appending lists. The rst is the traditional pure program, append, that concatenates its rst argument with its second, copying the top level list structure of its rst argument in the process.
De nition (append):
append(x; y) if(eq(x; Nil); y; cons(car(x); append(cdr(x); y)))
The problem with this de nition of append is that to perform the cons in the non-trivial case we must rst compute the result of append -ing the cdr of the rst argument onto the second. This is easily seen to entail that append will use up stack proportional to the length of its rst argument. The second program is an iterative version written using setcdr. It utilizes the destructive operations in the following way. Instead of waiting around for the result of doing the append of the cdr of the rst argument before it can do the cons, it performs the cons with a, possibly, dummy cdr value and later on in the computation recti es this haste. The result is a program that need not use any stack.
De nition (iterative:append):
iterative:append(x; y) if(eq(x; Nil); y; letfw := cons(car(x); y)gseq(it:app(cdr(x); w; y); w)) it:app(x; w; y) if(eq(x; Nil);
x; letfz := cons(car(x); y)gseq(setcdr(w; z); it:app(cdr(x); z; y)))
The following result could and should be taken as veri cation of the correctness of the iterative:append program, since we are reducing its behavior to that of a very simple program.
Theorem (append): flist(x)g`iterative:append(x; y) ' append (x; y)
Before proving (append) we prove following lemma. It demonstrates that one can postpone setting the cdr of a newly created cell until the cell is referenced. This is the key property used in the optimization of append to iterative:append. An analogous result holds for the car. In stating the lemma we make use of our notation for pushing a context through an assertion de ned in x3. 
Copying and Modifying
In this example we treat the relationship between three programs, copylist, reverse, and inplace:reverse. copylist copies the top level or spine of its argument, which is assumed to be a list.
De nition (copylist):
copylist(x) if(eq(x; Nil); x; cons(car(x); copylist(cdr(x)))) reverse produces a new list whose elements are the same as its arguments, except that they appear in the reverse order.
De nition (reverse):
reverse(x) rev(x; Nil) rev(x; y) if(eq(x; Nil); y; rev(cdr(x); cons(car(x); y))) inplace:reverse also produces list whose elements are the same as its arguments, except that they appear in the reverse order. However it constructs this list by re{using the cells in top level or spine of its argument. It is called nreverse in most dialects of Lisp.
De nition (inplace:reverse):
inplace:reverse(x) in:rev(x; Nil) in:rev(x; y) if(eq(x; Nil); y; in:rev(cdr(x); setcdr(x; y)))
A property of inplace:reverse is that when applied to the result of copying the top level structure of a list it is equivalent to reverse. This is typical of the theorems that can be proved about destructive versions of list and other structure manipulating functions. It states that if we can prove that the top level structure of the argument list is accessible only to the reverse program, then we are free to optimize by doing an inplace reverse.
Theorem (inplace reverse):
Proof (inplace reverse): By (U) and the rules concerning let we have flist(x)g`inplace:reverse(copylist(x)) ' letfz := copylistgin:rev(z; Nil) flist(x)g`reverse(x) ' rev(x; Nil) Thus we need only show flist(x)g`letfz := copylist(x)gin:rev(z; y) ' rev(x; y): This is done by List-induction with E is the set of equations consisting of the equation to be proved, together with all variants obtained by replacing y by any variable other than x. 
Copying and Delaying
This example is an instance of a class of useful theorems about delaying structure traversal (cf. 18]). The idea is that by copying a structure, applications of functions that traverse the structure but have no e ect on interior components can be postponed until the results are needed | i.e. moved across arbitrary computations that intervene between the call and the rst use of the result. We prove the delay theorem for the case of append .
Theorem (delaying append): If z not free in e 0 and w is fresh, then flist(x)g`letfz := append(x; y)gletfx 0 := e 0 ge 1 ' letfw := copylist(x)gletfx 0 := e 0 gletfz := append(w; y)ge 1
Note that even though the statement of the theorem does not explicitly involve e ects, the evaluation of the arbitrary expression e 0 can have quite dramatic e ects.
Proof (delaying append): Let i.e. soundness of the premisses implies soundness of the conclusion. We restrict our attention to those rules for which this result is non-trivial. The proofs for the remaining rules are either trivial or else minor variations on the ones given.
Lemma (S):
f'g j= T(') for ' 2 L. The proof of the completeness theorem involves the symbolic evaluation of arbitrary expressions, with respect to a suitable set of constraints, to a canonical form. The symbolic evaluation of an expression, with respect to a set of constraints , requires keeping track of three things: the newly allocated memory; the modications to the original memory (described by ); and the remaining computation. The remainder of a computation is simply an expression. The newly allocated memory and the modi cations to the original memory are represented by special kinds of contexts called syntactic memory contexts, ?, and modi cation contexts, M, respectively. Using these contexts we de ne, relative to , a form of syntactic reduction, 7 ! . It is de ned in such a way that (e 7 ! e 0 ) ) ( `e ' e 0 ): To obtain additional insight, consider the semantic question of deciding for any and whether j= . Since all computations terminate we can decide for any ; such that FV( ) Dom( ) whether ; j= . The size or rank of an assertion is just the maximum of the sizes or ranks of its left-hand-and right-handexpressions. The size or rank of an expression is just the usual notion. We say is complete for if determines the structure of its models up to depth the size of . If FV(e) Dom( ), the size of e is n, and ; 0 and ; 1 are the same to depth n (agree on cells reachable from Rng( ) by paths of length n), then e; ; 0 and e; ; 1 have the same computation sequences. Thus if is complete for , then to decide j= we need only pick some ; such that ; j= and FV( ) Dom( ) and check whether ; j= (For consistent it is easy to nd such models). Finally we note that for any , we can nd a nite set of constraints f i i < Ng such that for i < N, i is complete for , for i < N, any model of i is a model of , and any model of is a model of i for some (unique) i < N. Thus j= , (8i < N)( i j= ) and we have seen how to decide the right hand side of the equivalence.
Proof (S)
The completeness proof parallels the decidability argument using syntactic representations of memories and reduction. We begin by developing these representations. We then present the key lemmas for the proof of completeness and the proof itself. Finally we prove the lemmas. The e ects that the evaluation of an expression has on the original memory, described by constraints, are represented by contexts called modi cations. They are simply sequences of assignments to variables that are not in the domain of the memory context, but are assumed to be cells. In order to formalize the notion of a constraint set containing enough information, we make the following de nitions. At(X) is the set of atoms occurring in X. A car-cdr chain of length n is a reduction context of the form = # 1 (# 2 (: : :# n (") : : :)) where # j 2 fcar; cdrg. Note that the chain of length 0 is just ". Finally we de ne the notion of n-completeness for constraint sets relative to a nite set of variables and atoms. The idea is that such a constraint set contains su cient information to completely determine the evaluation of any expression of size less than n built from the given variables and atoms.
De nition (n-Complete w.r.t. The following ve lemmas enable a straightforward proof of the completeness theorem. Lemmas 0., 1., 3., and 4. hold for the full rst-order language. Lemma 
Relating notions of equivalence and fragments
In Mason and Talcott 17, 19] we presented a study of operational equivalence and strong isomorphism in the presence of function abstractions and mutable binary cells. The rst-order language presented in this paper can be thought of as a fragment of the higher-order language. Since both operational equivalence and strong isomorphism are relations de ned relative to a class of contexts, it is of interest to compare these relations on various fragments. In this section we consider three fragments, zero-order, rst-order, and full higher-order, and summarize results presented in 19] (where more detailed proofs may be found).
In order to distinguish analogous domains of di erent fragments we subscript the syntactic and semantic domain symbols by`zo' for zero-order,`fo' for rstorder, and`ho' for higher-order. Thus E fo is the set of rst-order expressions (the set E de ned in x2. ) and E zo , the zero-order expressions, is the set of rst-order expressions that do not contain any function symbols f 2 F. E ho is the set of higher-order expressions, de ned below. ) Note that rst-order and zero-order value expressions coincide, and hence so do the respective notions of memory contexts and models. Also we will take =zo to be de ned as a relation on rst-order expressions (quantifying over zero-order contexts) as this simpli es the comparisons. The situation is summarized in the following theorem.
Theorem (Fragments):
6 ( b e 0 =ho e 1 ) The converse arrows for (c,d) now follow from the above and the fact that the zero-order relations are meaningful for rst-order expressions. An example that establishes the negated implication (e) is a simple matter. x:x =ho x:seq(x; x) but clearly the two value expressions are not strongly isomorphic.
With the exception of the structural rules, the inference rules of our system (including induction) are sound in the higher-order case as well. The structural rules (actually the translation of constraints to assertions) must be modi ed to account for the fact that, as noted in the proof of (Fragments), equivalence of two value expressions does not imply their eq-ness. This is because computationally eq is not allowed to make any non-trivial distinctions between higher-order objects, while operational equivalence and strong isomorphism do make such distinctions. In fact, with the exception of (examples.v), all of the consequences given at the end of x3. lift to the higher-order case.
As noted in (Fragments) strong isomorphism is a stronger notion than operational equivalence for the full language, any two operationally equivalentexpressions will provide a counterexample, provided that they are distinct. What is surprising perhaps is that these are essentially the only counterexamples. The following theorem, a generalization of the theorem 14], p.48], states that operational equivalence and strong isomorphism coincide on a natural fragment of the full higher-order language, E : . 
Summary and Conclusions
We have presented a formal system for reasoning about equivalence of rstorder Lisp-or Scheme-like programs that act on objects with memory. The semantics of the system is de ned in terms of a notion of memory model derived from the natural operational semantics for the language. Equivalence is de ned relative to classes of memory models de ned by sets of constraints. The system is complete for the zero-order fragment (programs that use only memory operations, and make no use of recursively de ned functions, arithmetic operations, etc.). Thus the system can be seen to adequately express the semantics of memory operations. The system is also computationally adequate for the full rst-order language, in the sense that any closed rst-order expression that returns a value is provably equivalent to a canoniacl form. We have also indicated how induction principles can be added in order to reason about recursively de ned functions. Presumably the completeness result could be extended to a relative completeness result for the rst-order language and for extensions to abstract algebraic data types rather than unstructured atoms, but we have not explored this possibility.
Equivalence in all models (unconstrained equivalence) is the same as operational equivalence. Thus we have a means for reasoning about operational equivalence of programs. The formal system provides a richer language than operational equivalence since it provides a method for reasoning about conditional equivalence, and equivalence with respect to restricted sets of contexts. This is essential for developing a theory of program transformations, since most of the interesting transformations are based on having additional information, i.e. on being able to restrict the contexts of use. With minor modi cation to the structural rules, the extended set of rules is also valid in the higher-order case, and provides a very useful tool for reasoning about program equivalence in the richer language.
Implicit in the proof of completeness is a decision procedure for deciding when an expression is de ned and whether two expressions are equivalent for all models of a set of constraints. Thus our work can be seen as an extension of the early work on Nelson and Oppen. There are three key algorithms in our procedure. The rst algorithm is an algorithm for deciding rst-order consequence for constraints by a simple extension of an algorithm for putting a set of equations and inequations into a canonical form. The second algorithm generates a set of r(e)-complete constraints each of which completely determines the computational behavior of the expressions in question. The third algorithm nds a renaming of bound variables of a memory context that transforms one object expression into another that is equivalent modulo a set of constraints, or proves that no such bijection exists. Mindless application of these algorithms of course results in combinatorial explosion. An interesting open problem is to nd strategies that are reasonably e cient for a useful class of queries and to incorporate this into a system for reasoning about programs. Oppen 26] gives a decision procedure for the rst-order theory of pure Lisp, i.e. the theory of cell, car, cdr, cons over acyclic list structures. Nelsen and Oppen 25] treats the quanti er-free case over possibly cyclic list structures. Neither treats updating operations.
Work is in progress to extend the formal system to a full higher-order Schemelike language (with untyped lambda abstraction). Felleisen 7, 8] gives an equational calculus for reasoning about Scheme-like programs, which is extended and simplied in Felleisen and Hieb 9] . Such calculi do not deal adequately with conditional equivalence. The success of our approach in the rst-order case depended on being able to de ne a semantics for conditional equivalence. In this case there is a natural model-theoretic equivalence (strong isomorphism) such that equivalence in all models is the same as operational equivalence. The existence of such a model-theoretic equivalence in the higher-order case remains an open question. Moggi 22] shows that, in principle, purely equational reasoning in arbitrary computational monads can be lifted to higher-order intuitionistic logic. It is not clear just how the lifting construction distorts the reasoning, and further exploration of this approach is needed to determine if it can be used for proving properties of programs.
