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Chapter 1
Introduction
One of the basic ideas of modern cosmology is represented by the inflationary
paradigm. It is believed that there was an early period in the history of the
universe, well before the epoch of nucleosynthesis, during which the universe
expansion was accelerated.
By means of this simple kinematical feature, inflation is able to solve
the problems of the Hot Big Bang model. But inflation has another very
attractive feature, which today is regarded as the most important aspect of
it: it can generate the primordial fluctuations which are the seeds for the
inhomogeneities in the Large Scale Structure (LSS) and for the anisotropies
in the Cosmic Microwave Background (CMB) that we observe today [1]. In
the inflationary picture, the primordial density and gravity-wave perturba-
tions are created from quantum fluctuations “redshifted” out of the horizon,
where they remain “frozen”.
Despite the simplicity of the inflationary paradigm, the mechanism by
which the expansion is attained and the scenario of generation of the cos-
mological perturbations are not yet established. It is therefore of extreme
importance to identify and compute the observable quantities that will per-
mit to constrain the various models of inflation.
In particular, the deviation from a Gaussian statistics in the CMB tem-
perature anisotropies is an observable capable to discriminate among differ-
ent scenarios of generation of the primordial perturbations during the infla-
tionary epoch. On the contrary of other observable quantities in cosmology,
non-Gaussianity is an intrinsic non-linear effect, but its measurement has
become possible with a new generation of satellite-based CMB experiments
(WMAP and Planck).
In the present work we study the contributions to the non-linear tem-
perature anisotropies on large scales, in order to give a prediction for the
bispectrum of CMB temperature anisotropies which is the main statistical
tool sensitive to the level of non-Gaussianity.
After a review of the inflationary paradigm and of cosmological pertur-
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bation theory up to second order, we discuss in detail the production of the
primordial curvature perturbation up to second order, in the standard sce-
nario of single-field slow-roll inflation and in other two alternative scenarios
that have been proposed recently, namely the curvaton and inhomogeneous
reheating scenario.
Then, we will follow the evolution of non linearities in the radiation
and matter dominated epochs until recombination, by exploiting the con-
servation on large scales of the gauge-invariant curvature perturbation, and
we study the transfer of these non linear perturbations to the temperature
anisotropies on large scales, through the second order Sachs-Wolfe effect.
A non-perturbative approach is used to obtain an expression for the tem-
perature fluctuations on large scales and the evolution equations, from which
we can easily recover the usual perturbative results: this constitutes the orig-
inal part of this work. Within this formalism we compute, using a functional
integral tecnique, the bispectrum and trispectrum of CMB anisotropies in-
cluding only the Sachs-Wolfe effect.
Finally, in order to include all the relevant contributions to the large-
scale temperature anisotropies at second order, we study the early and late
integrated Sachs-Wolfe effect, and the contribution from second order tensor
modes. This way, we are able to compute the second-order analog of the
radiation transfer function on large scales, to have a definite theoretical pre-
diction for the level of non-Gaussianity in CMB anisotropies that includes
both the primordial non-Gaussianity and all the additional non-linear con-
tributions.
Chapter 2
Inflation
2.1 Introduction
In this Chapter we present the inflationary paradigm [2, 3] . We start by
showing some unsatisfactory shortcomings of the Hot Big Bang model, then
we discuss slow-roll inflation as the simplest model to obtain an accelerated
expansion of the universe, and we see how inflation elegantly solves the
aforementioned problems.
2.2 Shortcomings of the Hot Big Bang Model
The Hot Big Bang model has proven a successful theory to explain the
evolution of our universe from a very hot and dense state, after the initial
singularity. Its observationally tested predictions are the universe expan-
sion, the light elements abundance, the origin of the CMB and the galaxy
formation and evolution. However, there are a number of problems that
cannot be given an adequate explanation in the context of the model. We
will briefly list them and then show how they are solved by means of the
inflationary paradigm.
2.2.1 Horizon problem
The concept of particle horizon
Photons travel on null paths characterized by dr = dta = dτ , where a is
the scale factor of the universe; the physical distance a photon could have
traveled until time t is called the particle horizon, and is given by
RH(t) = a(t)
∫ t
0
dt′
a(t′)
. (2.2.1)
An observer at time t is able to exchange signals with all other observers
in the universe only if the integral in eq. (2.2.1) diverges, and in this case
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the FRW metric is conformally related to all of Minkowski spacetime.
If on the other hand the integral converges, the FRW metric will be
conformally related only to a portion of Minkowski spacetime, and not all
the observers are in causal contact with one another.
Now, if we have the equation of state P = wρ, a(t) ∝ t 23(1+w) = tn with
n < 1, and
RH(t) =
t
1− n =
n
1− nH
−1 ∼ H−1 . (2.2.2)
So the distance to the horizon is finite in the standard cosmology when
considering matter or radiation, and in general a fluid with P > 0.
Incidentally we note that in this case RH(t) ≃ H−1 up to numerical fac-
tors: this is the reason why cosmologists use the terms horizon and Hubble
radius interchangeably. In inflationary models, however, when w < −1/3,
the horizon grows with respect to the Hubble radius: in a de-Sitter space,
this growth is exponential.
A given physical length scale λ is within the horizon if λ < H−1, and it
is outside the horizon if λ > H−1. In terms of the corresponding comoving
wavenumber k = a2piλ we will have the following rule:
k
aH
≪ 1 =⇒ scale λ outside the horizon, no causality (2.2.3)
k
aH
≫ 1 =⇒ scale λ within the horizon, causality . (2.2.4)
Horizon problem
According to the standard cosmology, photons decoupled from the mat-
ter components at about z ≃ 1100, corresponding to 180, 000(Ω0h2)− 12 yrs.
From the last-scattering surface onwards photons free-stream to us, and we
see them as the cosmic microwave background (CMB), whose spectrum is
consistent with that of a black-body at a temperature of 2.726 ± 0.001◦K,
as measured by the FIRAS instrument on the COBE satellite.
Now, the length corresponding to our present Hubble radius at the time
of last-scattering was
λH(tLS) = RH(t0)
a(tLS)
a(t0)
= RH(t0)
T0
TLS
. (2.2.5)
During the matter dominated period, the Hubble length has decreased
as
H2 ∝ ρm ∝ a−3 ∝ T 3 (2.2.6)
and so, at last-scattering,
H−1LS = RH(t0)
(
TLS
T0
)− 3
2
≪ RH(t0) , (2.2.7)
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and we see that the length corresponding to our Hubble radius was much
larger than the horizon at that time.
The volumes corresponding to these two scales are
λ3H(tLS
H3LS
=
(
TLS
T0
)− 3
2
≃ 106 , (2.2.8)
so there were about 106 causally disconnected regions within the volume
that now corresponds to our horizon, and from which we receive photons.
This poses a problem: it is difficult to see how photons that were not
in causal contact can have nearly the same temperature to a precision of
10−5, as CMB experiments tell us. Moreover, we see that photons not in
causal contact at the last-scattering surface have small anisotropies of the
same order of magnitude.
2.2.2 Flatness (or age) problem
From the Friedmann equations we have that
(Ω− 1) = K
a2H2
(2.2.9)
where K is the curvature and Ω = ρρc =
8piG
3H2
ρ is the density parameter. If the
Universe is exactly spatially flat, then Ω = 1 at all times; if, however, there
is even a small amount of curvature, Ω has a non trivial time dependence.
In the case of radiation domination H2 ∝ ργ ∝ a−4, and
Ω− 1 ∝ 1
a2a−4
∝ a2 ; (2.2.10)
in the case of matter domination H2 ∝ ρm ∝ a−3, and
Ω− 1 ∝ 1
a2a−3
∝ a . (2.2.11)
In both cases (Ω(t)− 1) decreases going backwards in time.
We know that today (Ω0 − 1) is close to 0; at a very early time, say at
the Planck time (tP ≃ 10−43s, TP ≃ 1019GeV) its value was:
|Ω− 1|tP
|Ω− 1|t0
∼ a
2(tP )
a2(t0)
∼ T
2
0
T 2P
∼ O(10−64) . (2.2.12)
where T0 ≃ 10−13GeV is the present day temperature of the CMB.
We see that the value of (Ω − 1) at early times has to be fine-tuned to
values close to zero, without being exactly zero: even small deviations of Ω
from 1 would have led the universe to collapse or cooling in a few Planck
times, and this is the reason why this problem is also referred to as the “age”
or “oldness” problem.
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Let us see how the hypothesis of adiabatic evolution of the universe (that
is, S = const) is connected to the flatness problem.
During a radiation dominated period we have
H2 ≃ ργ ≃ T
4
M2P
(2.2.13)
from which we deduce
Ω− 1 = K M
2
P
a2T 4
= K
M2P
S
2
3T 2
(2.2.14)
and under the hypothesis of adiabaticity
|Ω− 1|tP ∝
1
S
2
3
≃ 10−60 (2.2.15)
that is, (Ω − 1) is so close to zero at early times because the total entropy
is very large.
Therefore the flatness problem is a problem of understanding why the
initial conditions correspond to a universe so close to spatial flatness; on
the other hand, we see that this problem arises because of the hypothesis of
adiabatic evolution.
2.3 Slow-roll inflation
2.3.1 Dynamics of the inflationary universe
We start by considering a homogeneous and isotropic universe, which is well
described by the Friedmann-Robertson-Walker (FRW) metric:
ds2 = −dt2 + a2(t)
[
dr2
1−Kr2 + r
2
(
dϑ2 + sin2 ϑ dφ2
)]
(2.3.1)
where t is the cosmic time, r, ϑ, φ are the comoving (polar) coordinates,
a(t) is the scale factor of the universe and K is the curvature constant of
constant time hypersurfaces.
The dynamics is given by the Einstein equations
Gµν = 8πGTµν (2.3.2)
where Gµν is the Einstein tensor, G is Newton’s constant and Tµν is the
energy-momentum tensor of matter.
In the case of metric (2.3.1), Tµν describes a perfect fluid with energy
density ρ and pressure P :
Tµν = (ρ+ P )uµuν + Pgµν (2.3.3)
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where uµ is the four-velocity of the observer.
The Einstein equations give the Friedmann equations:
H2 =
8πGN
3
ρ− K
a2
, (2.3.4)
a¨
a
= −4πGN
3
(ρ+ 3P ) , (2.3.5)
where H ≡ a˙a is the Hubble expansion parameter.
Equation (2.3.5) shows that a period of accelerated expansion takes place
if
P < −ρ
3
. (2.3.6)
In particular, a period in which P = −ρ is called a de Sitter phase. The
energy continuity equation uν∇µT µν = 0 reads
ρ˙+ 3H (ρ+ P ) = 0 (2.3.7)
and from eq. (2.3.4), neglecting the curvature which is soon redshifted away
as a−2, we see that in a de Sitter stage ρ = const and
H = HI = const . (2.3.8)
Solving eq. (2.3.5) we find that the scale factor grows exponentially:
a(t) = aie
HI(t−ti) (2.3.9)
where ti is the time when inflation starts.
It is useful to define the number of e-foldings as
N = ln[HI(tf − ti)] (2.3.10)
which is a measure of the duration of the inflationary period.
2.3.2 The inflaton field
Now we show that the condition (2.3.6) can be attained by means of a simple
scalar field ϕ, which we call the inflaton.
The action for a minimally coupled scalar field is given by:
S =
∫
d4x
√−g
[
M2P
2
R[g] + Lϕ
]
=
=
∫
d4x
√−g
[
M2P
2
R[g] − 1
2
gµν∂µϕ∂νϕ− V (ϕ)
]
(2.3.11)
where g is the determinant of the metric, R[g] is the Ricci scalar for the
metric gµν ,M
2
P =
1
8piGN
is the reduced Planck mass and V (ϕ) is the potential
of the scalar field.
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The corresponding energy momentum tensor is
Tµν = −2 ∂L
∂gµν
+ gµνL = ∂µϕ∂νϕ+ gµν
[
−1
2
gαβ∂αϕ∂βϕ− V (ϕ)
]
. (2.3.12)
By varying the action with respect to ϕ we obtain the equation of motion
1√−g ∂ν
(√−g gµν ∂µϕ) = ∂V
∂ϕ
(2.3.13)
which for the FRW metric (neglecting curvature) becomes
ϕ¨+ 3Hϕ˙− 1
a2
∇2ϕ+ V ′(ϕ) = 0 . (2.3.14)
Note the appearance of the friction term 3Hϕ˙, which is due to the universe
expansion.
Now, we split the inflaton field as:
ϕ(t,x) = ϕ0(t) + δϕ(t,x) (2.3.15)
where ϕ0(t) is the classical (infinite wavelength) homogeneous field, and
δϕ(t,x) is the quantum fluctuation around ϕ0. Since quantum fluctuations
are much smaller than the classical value, we can well neglect them in order
to study the classical evolution and the expansion of the universe. To sim-
plify the notation, in the following of this Section when we write ϕ we will
mean ϕ0.
The homogeneous classical field behaves like a perfect fluid with energy
density and pressure given by
ρϕ = T00 =
1
2
ϕ˙2 + V (ϕ) (2.3.16)
Pϕ =
1
3
T ii =
1
2
ϕ˙2 − V (ϕ) . (2.3.17)
Therefore, if
ϕ˙2 ≪ V (ϕ) (2.3.18)
we obtain the condition
Pϕ ≃ −ρϕ (2.3.19)
from which we realize that a period of inflation (a quasi-de Sitter stage)
takes place if the Universe is dominated by the energy density of a scalar
field whose potential energy dominates over its kinetic energy.
Notice that ordinary matter fields and the spatial curvature K are usu-
ally neglected during inflation because their contribution to the energy den-
sity is exponentially redshifted away during the accelerated expansion; small
inhomogeneities are wiped out too, thus justifying the use of the background
FRW metric.
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2.3.3 Slow-roll conditions
Now, let us better quantify the conditions under which a scalar field may
give rise to a period of inflation. The condition (2.3.18) means that the
scalar field is slowly rolling down its potential: this is the reason why such a
period is called slow-roll. This can be achieved if the field is in a region where
the potential is sufficiently flat, so we may also expect that ϕ¨ is negligible
as well.
In the slow-roll approximation the FRW equation (2.3.4) becomes
H2 ≃ 8πG
3
V (ϕ) (2.3.20)
and the equation of motion (2.3.14) gives
3Hφ˙ = −V ′(ϕ) . (2.3.21)
It is useful to introduce the so-called slow-roll parameters:
ε ≡ M
2
P
2
(
V ′
V
)2
, (2.3.22)
η ≡M2P
V ′′
V
, (2.3.23)
and in terms of these we can say that equations (2.3.20) and (2.3.21) are
valid if ε≪ 1, |η| ≪ 1, which are called slow-roll conditions.
The slow-roll approximation is a sufficient condition for inflation. In
fact, we must have
a¨
a
= H˙ +H2 > 0 (2.3.24)
and so, if H˙ < 0, this becomes
− H˙
H2
< 1 . (2.3.25)
If we substitute the slow-roll equations (2.3.20) and (2.3.21) we have
− H˙
H2
≃ M
2
P
2
(
V ′
V
)2
= ε≪ 1 (2.3.26)
and so inflation is attained if the slow-roll conditions are satisfied.
2.3.4 Attractor behaviour
The success of the slow-roll approximation is due to the attractor behaviour
of the slow-roll solutions: that is, solutions of the complete equations (2.3.14)
and (2.3.4) from a wide range of initial conditions exponentially approach
the slow-roll solutions.
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To show this, we start from the equation
H˙ =
dH
dϕ
ϕ˙ = −1
2
ϕ˙2 =⇒ ϕ˙ = −2dH
dϕ
(2.3.27)
and so
3
1
2 ϕ˙
2
1
2 ϕ˙
2 + V (ϕ)
= 2
(
H ′(ϕ)
H(ϕ)
)
≃ ε(ϕ)≪ 1 . (2.3.28)
Now, suppose we have a slow-roll solution ϕ0, H(ϕ0): if we consider
a perturbation of it, ϕ + δϕ, H0 + δH, keeping only terms linear in the
perturbations we find
H ′0δH
′ ≃ 3
2M2P
H0δH (2.3.29)
which has the solution
δH(ϕ) ≃ δH(ϕ0) exp
[
3
2
∫ ϕ
ϕ0
H0
H ′0
dϕ˜
]
(2.3.30)
where the exponential is negative and big: so the slow roll solutions are
attractive solutions.
2.3.5 Solution to the horizon problem
During inflation, the Hubble radius H−1 is nearly constant. So, any length
scale that entered the horizon during the matter or radiation dominated pe-
riods, has been causally connected with any other at some primordial stage,
because such scales are exponentially reduced. This can explain both the
problem of the homogeneity of the CMB and the initial condition problem of
small cosmological perturbations: in fact, once the physical lengths of inter-
est are within the horizon, microphysics can act, the universe can be made
approximately homogeneous and small primordial inhomogeneities can be
created.
The solution of the horizon problem requires a lower bound on the du-
ration of inflation.
A necessary condition to solve the horizon problem is that the largest
scale we observe today, that is the present horizon H−10 , was reduced during
inflation to a value λH0(ti) smaller than H
−1
I . This condition gives
λH0(ti) = H
−1
0
ai
a0
= H−10
ai
af
af
a0
= H−10 e
−N T0
Tf
< H−1I (2.3.31)
where Tf is the temperature at the end of inflation, which can be identified
with the temperature at the beginning of the radiation dominated era, and
N is the number of e-folds defined in eq. (2.3.10). Finally we get
N < ln
(
T0
H0
)
− ln
(
Tf
HI
)
≃ ln
(
2.35× 10−4eV
1.51 × 10−31eV
)
− ln
(
Tf
HI
)
≃
≃62− ln
(
Tf
HI
)
,
(2.3.32)
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which is the minimum number of e-folds of inflation required to solve the
horizon problem.
2.3.6 Solution to the flatness problem
To show how inflation solves the flatness problem, we begin by noting that
Ω− 1 = K
a2H2
∝ 1
a2
(2.3.33)
since during inflation H ≃ const. Now, we have seen that to reproduce a
value of (Ω0 − 1) of order unity today, the initial value of (Ω − 1) at the
Planck time must be |Ω−1| ≃ 10−60. Now, since we identify the beginning of
the radiation dominated era with the end of inflation, and the time scale of
inflation is the Planck time, we must have |Ω− 1|tf ≃ 10−60. But this value
comes naturally from the expoonential expansion: in fact, during inflation
|Ω− 1|tf
|Ω− 1|ti
=
(
ai
af
)2
= e−2N (2.3.34)
and if |Ω − 1|ti is of order unity and not finely tuned, it is enough to take
N ≃ 70 to solve the flatness problem.
We can say that the flatness of our universe is a generic prediction of
inflation, and this is confirmed by the current data on CMB anisotropies.
However, we have to specify that inflation does not change the global geomet-
ric properties of spacetime; what it does is simply to magnify the curvature
radius Rcurv =
H−1√
|Ω−1| , so that locally the universe appears flat with a great
precision.
Chapter 3
Cosmological perturbations
3.1 Introduction
After having discussed the expansion of the Universe during the inflation-
ary period, we now turn to the other key feature of inflation, namely the
generation of the cosmological perturbations.
We start by studying how fluctuations in a scalar field are produced
during an inflationary stage. Then, since fluctuations in the inflaton field
are tightly coupled to perturbations in the metric, we briefly review the
theory of cosmological perturbations up to second order, to be able to study
the evolution of non-linearities that will be the main argument of this work.
Finally, we introduce the gauge-invariant curvature perturbation, a very
useful quantity to characterize the perturbations, and we show it is conserved
on large scales in the case of adiabatic perturbations.
3.2 Generation of perturbations
We now come to the very important issue of the generation of the primordial
fluctuations which are the seeds for the cosmological perturbations [4].
In the Hot Big Bang model, these had to be put in by hand; we now see
that inflation provides a natural mechanism for their generation, namely by
the quantum fluctuations of some field, although there are many possible
scenarios for the production of the perturbations.
However, as the mechanism of production and evolution of the quan-
tum fluctuations is common to any scalar field, let us study the quantum
fluctuations of a generic scalar field during a de Sitter stage.
11
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3.2.1 Quantum fluctuations of a scalar field during a de Sit-
ter stage
Let us consider the case of a scalar field χ(t,x) with an effective potential
V (χ) in a de Sitter stage, during which H = const.
The equation of motion for the field is
χ¨+ 3Hχ˙− 1
a2
∇2χ+ V ′(χ) = 0 . (3.2.1)
We split the scalar field in a classical homogeneous part and its fluctua-
tions:
χ(t,x) = χ(t) + δχ(t,x) (3.2.2)
so, perturbing eq. (3.2.1) we obtain for the fluctuations
δ¨χ+ 3H ˙δχ− 1
a2
∇2δχ+ V ′′(χ)δχ = 0 . (3.2.3)
Let us give a heuristic explanation of the reason why we expect that such
fluctuations are generated.
If we differentiate the equation for the classical field with respect to time,
we obtain
χ...0 + 3Hχ¨0 + V
′′χ˙0 = 0 , (3.2.4)
In the limit k2 ≪ a2 we disregard the gradient term in eq. (3.2.3) and we see
that δχ and χ˙0 solve the same equation. They are indeed the same solution,
because the Wronskian of the equation is W (t) = W0 exp
[
−3 ∫ tHdt˜] and
goes to zero for large t.
Therefore δχ and χ˙0 have to be related to each other by a constant of
proportionality depending only on x:
δχ = −χ˙0δt(x) , (3.2.5)
so the field χ(x, t) will be of the form
χ(x, t) = χ0(x, t− δt(x)) . (3.2.6)
This equation says that the scalar field at a given time t does not acquire
the same value in all the space. Rather, when the field is rolling down its
potential, it acquires different values at different spatial points x, so it is not
homogeneous and fluctuations are present.
Now we can rewrite eq. (3.2.3) in conformal time τ as
δχ′′ + 2Hδχ′ −∇2δχ+ a2m2χδχ = 0 , (3.2.7)
where m2χ(τ) ≡ d
2V (χ)
dχ2
is an effective time-dependent mass for the field.
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We expand the scalar field in Fourier modes
δχ(τ,x) =
∫
d3k
(2π)3/2
δχke
ik·x , (3.2.8)
and we perform the field redefinition
δχk =
δσk
a
(3.2.9)
to obtain finally the equation
δσ′′k +
(
k2 + a2m2χ −
a′′
a
)
δσk = 0 , (3.2.10)
which is the Klein-Gordon equation with a time-dependent mass term, and
can be derived from the effective action
δSk =
∫
dτ
[
1
2
(δσ′k)
2 − 1
2
(
k2 + a2m2χ −
a′′
a
)
δσ2k
]
, (3.2.11)
which is the canonical action for a simple harmonic oscillator.
Using the well-known techniques of quantum field theory, we can quan-
tize the field writing it as
δσk = uk(τ)ak + u
∗
k(τ)a
†
k
(3.2.12)
where we introduce the creation and annihilation operators, which satisfy
the commutation relations
[ak, aq] = 0 ,
[
ak, a
†
q
]
= δ(3)(k− q) (3.2.13)
and the modes uk(τ) are normalized as
u∗ku
′
k − uku∗′k = −i (3.2.14)
to satisfy the usual canonical commutation relations between δσ and its
conjugate momentum Π = δσ′.
The modes uk(τ) obey the equation of motion
u′′k +
(
k2 + a2m2χ −
a′′
a
)
uk = 0 (3.2.15)
which has an exact solution in the case of a de Sitter stage; however, before
recovering it, it is instructive to study its behaviour in the sub-horizon and
super-horizon limits.
In a de Sitter stage a = − 1Hτ , so a′ = 1Hτ2 and a′′ = − 2Hτ3 = 2τ2a; on
subhorizon scales we have k2 ≫ a2H2 ≃ a′′a , so eq.(3.2.15) becomes
u′′k + k
2uk = 0 (3.2.16)
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whose solution is
uk(τ) =
1√
2k
e−ikτ (k ≫ aH) . (3.2.17)
Thus fluctuations with wavelength within the horizon oscillate as in flat
space-time: this is what we expect, because in this limit the space-time can
well be approximated as flat.
On superhorizon scales k2 ≪ a′′a and eq.(3.2.15) becomes
u′′k +
(
a2m2χ −
a′′
a
)
uk = 0 (3.2.18)
which is easy to solve for a massless field (m2χ = 0): there are two solutions,
a growing and a decaying mode
uk(τ) = B+(k)a+B−(k)
1
a2
. (3.2.19)
We can fix the amplitude of the growing mode by matching this solution
to the plane wave solution when the fluctuation with wavenumber k leaves
the horizon (k = aH), finding
|B+(k)| = 1
a
√
2k
=
H√
2k3
, (3.2.20)
so that the quantum fluctuations of the original field χ are constant:
|δχk| = |uk|
a
≃ H√
2k3
. (3.2.21)
Now we derive the exact solution to eq. (3.2.15), which in the case of a
massless field reads
uk(τ) =
e−ikτ√
2k
(
1 +
i
kτ
)
(m2χ = 0) (3.2.22)
with the initial condition uk(τ) ≃ 1√2ke−ikτ for k ≫ aH.
In a de Sitter stage we have
a′′
a
−m2χa2 =
2
τ2
(
1− 1
2
m2χ
H2
)
(3.2.23)
so that we can recast eq. (3.2.15) in the form
u′′k(τ) +
(
k2 − ν
2
χ − 14
τ2
)
uk(τ) = 0 (3.2.24)
where
ν2χ =
9
4
− m
2
χ
H2
. (3.2.25)
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When the mass is constant in time, eq. (3.2.24) is a Bessel equation
whose general solution for real νχ, that is, for light fields such thatmχ <
3
2H,
reads
uk(τ) =
√−τ
[
c1(k)H
(1)
νχ (−kτ) + c2(k)H(2)νχ (−kτ)
]
, (3.2.26)
where H
(1)
νχ , H
(2)
νχ are the Hankel functions of first and second kind, respec-
tively.
As boundary condition, we impose that in the ultraviolet regime k ≫ aH
(−kτ ≫ 1) the solution matches the plane-wave solution uk(τ) = e−ikτ√2k we
expect in flat space-time. Knowing that
H(1)νχ (x≫ 1) ≃
√
2
πx
ei(x−
pi
2
νχ−pi4 ), H(2)νχ (x≫ 1) ≃
√
2
πx
e−i(x−
pi
2
νχ−pi4 ) ,
(3.2.27)
we then set c2(k) = 0 and c1(k) =
√
pi
2 e
i(νχ+ 12)
pi
2 , which also satisfy the
normalization condition (3.2.14).
So the exact solution becomes
uk(τ) =
√
π
2
ei(νχ+
1
2)
pi
2
√−τH(1)νχ (−kτ) . (3.2.28)
On superhorizon scales, since
H(1)νχ (x≪ 1) ≃
√
2
π
e−i
pi
2 2νχ−
3
2
Γ(νχ)
Γ(32)
x−νχ (3.2.29)
the solution (3.2.28) has the limiting behaviour
uk(τ) ≃ ei(νχ−
1
2)
pi
2 2νχ−
3
2
Γ(νχ)
Γ(32)
1√
2k
(−kτ) 12−νχ . (3.2.30)
Thus we find that on superhorizon scales the fluctuations of the scalar
field δχk =
uk
a are not exactly constant, but acquire a tiny dependence upon
time
|δχk| = 2νχ−
3
2
Γ(νχ)
Γ(32 )
H√
2k3
(
k
aH
) 3
2
−νχ
(k ≪ aH). (3.2.31)
We introduce the parameter ηχ =
m2χ
3H2
: if the field is very light 32 − νχ ≃
ηχ, and to lowest order in ηχ we have
|δχk| ≃ H√
2k3
(
k
aH
)ηχ
(k ≪ aH). (3.2.32)
This equation shows a crucial result: when the scalar field is light, its
quantum fluctuations generated on subhorizon scales are gravitationally am-
plified and stretched to superhorizon scales because of the accelerated ex-
pansion.
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3.2.2 Quantum fluctuations of a scalar field during a quasi-de
Sitter stage
During inflation, the universe does not exactly evolve in a pure de Sitter
expansion, with a(τ) = − 1Hτ , H˙ = 0; rather we have what we call a quasi-
de Sitter expansion, with H evolving slowly in time as H˙ = −εH2.
As we have just seen, fluctuations on superhorizon scales will be gen-
erated only if the scalar field has a small effective mass: so we consider
ηχ =
m2χ
3H2
≪ 1, and we can make an expansion to lowest order in ηχ and in
the slow-roll parameter ε.
From the definition of conformal time dτ = dta we find
a(τ) ≃ − 1
H
1
τ(1− ε) (3.2.33)
and
a′′
a
= a2H2
(
2 +
H˙
H
)
≃ 2
τ2
(
1 +
3
2
ε
)
. (3.2.34)
This way we obtain again the Bessel equation (3.2.24), where now νχ is
given by
νχ ≃ 3
2
+ ε− ηχ , (3.2.35)
which we can treat as a constant since the time derivatives of the slow-roll
parameters are ε˙, η˙ ≃ O(ε2, η2).
Thus the solution is given by eq. (3.2.28) with the new expression for
ηχ; on large scales we find
|δχk| ≃ H√
2k3
(
k
aH
)ηχ−ε
≃ H√
2k3
[
1 + (ηχ − ε) ln
(
k
aH
)]
, (3.2.36)
and we obtain
| ˙δχk| ≃ |Hηχδχk| ≪ |Hδχk| (3.2.37)
which shows that the fluctuations are nearly frozen on superhorizon scales.
3.2.3 The power spectrum
A useful quantity to characterize the properties of the perturbations is the
power spectrum. Given a stochastic field f(t,x) which we can expand in a
Fourier integral
f(t,x) =
∫
d3k
(2π)3/2
eik·xfk(t) (3.2.38)
its (dimensionless) power spectrum Pf (k) is defined by
〈
fk1f
∗
k2
〉 ≡ 2π2
k3
Pf (k)δ(3)(k1 − k2) (3.2.39)
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where the angle brackets denote ensemble average.
The two-point correlation function is given by:
〈f(t,x1)f(t,x2)〉 =
∫
d3k
4πk3
Pf (k)eik·(x1−x2) =
∫
dk
k
sin(kx)
kx
Pf (k)
(3.2.40)
where x = |x1 − x2|.
It is standard practice to define the spectral index nf (k) through
nf (k)− 1 ≡ d lnPf (k)
d ln k
(3.2.41)
since in many models of inflation the spectrum can well be approximated
by a power law.
For the fluctuations of a scalar field we have:〈
δχkδχ
∗
q
〉
=
1
a2
〈
δσkδσ
∗
q
〉
=
1
a2
〈
(ukak + u
∗
ka
†
k)(u
∗
qa
†
q + uqaq)
〉
=
=
1
a2
〈
(ukak)(u
∗
qa
†
q)
〉
=
1
a2
uku
∗
q
〈[
ak, a
†
q
]〉
=
|uk|2
a2
δ(3)(k− q)
(3.2.42)
so, using the definition (3.2.39), we find
Pδχ(k) = k
3
2π2
|δχk|2 . (3.2.43)
In the case of a scalar field in a de Sitter stage, considering mχ ≪ 32H,
from eq. (3.2.32) we compute the spectrum on superhorizon scales:
Pδχ(k) =
(
H
2π
)2( k
aH
)3−2νχ
. (3.2.44)
Therefore we have a nearly scale-invariant (or Harrison-Zel’dovich) spec-
trum: the spectral index is
nδχ − 1 = 3− 2νχ = 2ηχ ≪ 1 ; (3.2.45)
in particular for a massless field we have exactly scale-invariance on super-
horizon scales.
For a scalar field in a quasi-de Sitter stage we use eq. (3.2.36) to find,
on superhorizon scales,
Pδχ(k) ≃
(
H
2π
)2( k
aH
)2ηχ−ε
, (3.2.46)
which could be also calculated using eq. (3.2.44) replacing H by Hk, i. e.
the value at the time when the fluctuations with wavenumber k leave the
horizon.
This gives the correct result because the fluctuations are nearly frozen
on superhorizon scales.
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3.2.4 Metric fluctuations during inflation
We have seen how perturbations of a generic scalar field are generated during
a quasi-de Sitter expansion. The inflaton is a scalar field, so we will have
quantum fluctuations of the inflaton field as well. However, the inflaton field
is a special field, because by assumption it dominates the energy density of
the universe during inflation. So, any perturbation of the inflaton field is a
perturbation of the energy-momentum tensor:
δϕ =⇒ δTµν . (3.2.47)
Now, a perturbation in the energy momentum tensor implies, via the
Einstein equations, a metric perturbation:
δTµν =⇒ δRµν − 1
2
δ (gµνR) = 8πGδTµν =⇒ δgµν . (3.2.48)
On the other hand, a metric perturbation induces a backreaction on the
evolution of the inflaton field through the perturbed Klein-Gordon equation:
δgµν =⇒ δ
[
1√−g∂µ
(√−ggµν∂νϕ)+ ∂V
∂ϕ
]
=⇒ δϕ . (3.2.49)
Therefore, we conclude that the perturbations of the inflaton field and
that of the metric are tightly coupled to each other, and we have to study
them together,
δϕ⇐⇒ δgµν . (3.2.50)
So, in order to compute the metric fluctuations produced during infla-
tion, we now stop for a while to describe the basic tool we need, cosmological
perturbation theory.
3.3 Metric perturbations
We know that the universe is quasi homogeneous and isotropic, so to describe
its evolution on large scales we can neglect the perturbations and use a FRW
model.
To describe inhomogeneities and anisotropies we now introduce cosmo-
logical perturbation theory (for a detailed account, see [5, 6, 7]). The main
idea underlying perturbation theory is that we have a background FRW
metric plus small perturbations; we then solve perturbatively the Einstein
equations in these small perturbations.
Since observed anisotropies are of the order of 10−5, one can think that
studying perturbations at linear order is sufficient; however, as we are inter-
ested in computing the generation and evolution of non-Gaussian effects, we
need a non linear analyisis, so we study perturbation theory up to second
order.
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We begin by writing the metric tensor as a background metric plus a
perturbation:
gµν = g
(0)
µν + δgµν = g
(0)
µν + δ
(1)gµν +
1
2
δ(2)gµν . (3.3.1)
Since we consider an homogeneous and isotropic background, we will
take g
(0)
µν as the more general FRW metric:
ds(0)2 = g(0)µν dx
µdxν = a2(η)
[−dη2 + γijdxidxj] (3.3.2)
where η is the conformal time (often denoted by τ in calculations during
inflation), and γij is the metric of a space of constant curvature K.
The components of a perturbed the FRW metric will have the form:
δg00 = −a2(1 + 2φ) (3.3.3)
δg0i = a
2ωˆi (3.3.4)
δgij = a
2 [(1− 2ψ)γij + χˆij] , (3.3.5)
and every component can be expanded up to second order as δg = δ(1)g +
1
2δ
(2)g.
We can make a similar splitting for the perturbed energy-momentum
tensor:
T µν = T
µ(0)
ν + δ
(1)T µν + δ
(2)T µν (3.3.6)
where the unperturbed part will describe a perfect fluid being of the form
T µ(0)ν = (ρ+ P )u
µuν + Pδ
µ
ν (3.3.7)
where ρ is the energy density, P the pressure, and uµ is the fluid four-velocity
subject to the normalization g
(0)
µν uµuν = −1.
The energy density will be expanded as
ρ(η, xi) = ρ0(η) + δρ(η, x
i) = ρ0(η) + δ
(1)ρ(η, xi) +
1
2
δ(2)ρ(η, xi) (3.3.8)
and the pressure is given by P + δP = w(ρ+ δρ).
The velocity field up to second order will be
uµ =
1
a
(
δµ0 + v
µ
(1) +
1
2
vµ(2)
)
. (3.3.9)
The normalization condition gives
v0(1) = −φ(1) (3.3.10)
v0(2) = −φ(2) + 3
(
φ(1)
)2
+ ωˆiv
i
(1) + v
(1)
i v
i
(1) . (3.3.11)
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Now, it is very useful to split the perturbations into scalar, vector and
tensor modes, according to their properties under spatial rotations on hy-
persurfaces of constant time. The reason for this splitting is that in linear
theory these different modes decouple, and at second order one can obtain
decoupled equations for the second order modes as well, albeit with a source
term given by different first-order modes; moreover, this splitting helps to
understand the physical meaning of the various perturbations.
A vector quantity vi can be decomposed as
vi = v
|i
S + v
i
V (3.3.12)
viV |i = 0 (3.3.13)
where vS is a scalar quantity, a vertical bar denotes a covariant derivative
with respect to γij , and v
i
V is a transverse (divergenceless) vector.
Similarly, a symmetric second-rank tensor can be decomposed as:
tij = t
|ij
S + (t
i|j
V + t
j|i
V ) + t
ij
T (3.3.14)
tiV |i = 0 (3.3.15)
tijT |ij = 0 , γijt
ij
T = 0 (3.3.16)
where tS is a scalar function, t
i
V is a transverse vector and t
ij
T is a traceless
transverse tensor.
To obtain a set of ordinary differential equations, at least in linear theory,
it is useful to employ a harmonic decomposition in eigenfunctions of the
Laplace-Beltrami operator of γij :
∇2Q(0) =− k2Q(0) (3.3.17)
∇2Q(±1)i =− k2Q(±1)i (3.3.18)
∇2Q(±2)ij =− k2Q(±2)ij . (3.3.19)
In a flat spacetime, these are simply plane waves:
Q(0) =eik·x (3.3.20)
Q
(±1)
i =
−i√
2
(eˆ1 ± ieˆ2)ieik·x (3.3.21)
Q
(±2)
ij =−
√
3
8
(eˆ1 ± ieˆ2)i(eˆ1 ± ieˆ2)jeik·x , (3.3.22)
where eˆ1, eˆ2 are unit vectors spanning the plane orthogonal to k.
Since our spacetime is flat or almost flat, we will be interested only in
the flat FRW model, with γij = δij . Our splitting of the perturbations to
δg0i and to δgij will be
ωˆ
(n)
i = ∂iω
(n) + ω
(n)
i (3.3.23)
χˆ
(n)
ij = Dijχ
(n) +
(
∂iχ
(n)
j + ∂jχ
(n)
i
)
+ χ
(n)
ij (3.3.24)
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where n = 1, 2, ωi and χi are transverse vectors, χij is a symmetric, trans-
verse and traceless tensor and Dij ≡ ∂i∂j − 13δij∇2 is a traceless operator,
to have δgii = −6a2ψ.
Finally, the perturbed line element will be written as
ds2 = a2
[−(1 + 2φ)dτ2 + (∂iω + ωi)dτdxi + (1− 2ψ)δij+
+ (Dijχ+ ∂iχj + ∂jχi + χij) dx
idxj
] (3.3.25)
with every quantity expanded up to second order.
3.3.1 Gauge transformations
General relativity is a theory invariant under a change in the coordinates
one uses to describe space-time: in other words, there is invariance under
diffeomorphisms.
In perturbation theory we define a perturbation as the difference be-
tween the physical value of a quantity T and its background value T0. So
we are dealing with two different spacetimes, the real physical (perturbed)
spacetime, and the background one, which in our case is a manifold endowed
with a flat FRW metric, and our quantities T and T0 are defined respectively
on the physical and on the background manifold.
In order to make a comparison between the two quantities, we have
to consider them at the same point, so we need to establish a one-to-one
correspondence between the background and the perturbed manifold. Such
a map is a gauge choice, and all possible choices are on the same footing
because of the gauge-invariance of the theory: changing the map means
making a gauge transformation, which will not alter our physical results
[8, 9].
In perturbation theory, we consider a family of spacetime models, i.e. a
family of manifolds endowed with a Lorentzian metric {(Mλ, gλ)}, where λ
is a real parameter, and the metric satisfies the field equations E [gλ] = 0.
We will assume that gλ depends smoothly on the parameter λ, so that
λ itself is a measure of the difference between (Mλ, gλ) and the background
(M0, g0).
In some applications, λ is a dimensionless parameter naturally arising
from the problem at hand; in our case, it is just a formal parameter and in
the end, for convenience, one can choose λ = 1 for the physical spacetime.
In order to define the perturbations in a given tensor T , we must find a
way to compare Tλ with T0, and this requires a prescription for indentifying
points of Mλ with those of M0. This is easily accomplished by assigning
a diffeomorphism φλ : M0 → Mλ. The perturbation can now be defined
simply as
∆Tλ ≡ φ∗λT − T0 , (3.3.26)
where φ∗λT is the pull-back of T on M0.
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Now, the first term on the r.h.s can be Taylor expanded in λ to get
∆Tλ =
+∞∑
r=1
λr
r!
δrT , (3.3.27)
where
δrT =
drφ∗λT
dλr
∣∣∣∣
λ=0
(3.3.28)
is the r-th order perturbation of T .
It is worth noticing that ∆Tλ and δ
rT are defined onM0: this formalizes
the stament one commonly finds, that “perturbations are fields living in the
background”.
It is important to appreciate that the parameter λ is used also to perform
the expansion (3.3.27), and determines what is meant by perturbations of
the r-th order.
Now, consider two different diffeomorphisms, φλ and ψλ, carrying the
points of M0 into those of Mλ. Suppose that coordinates xµ have been
defined on M0 so that the point p ∈ M0 has coordinates xµ(p), and let us
use the map ψλ: now O = ψλ(p) is the point in Mλ corresponding to p, to
which ψλ assigns the same coordinate labels.
If we perform a gauge transformation, choosing the map φλ, we can think
of O as the point of Mλ corresponding to a different point q of M0, with
coordinates x˜µ: then O = ψλ(p) = φλ(q).
Thus the change of the correspondence between points ofM0 and ofM
(the gauge transformation) may equally well be described by a one-to-one
correspondence between points in the background.
In fact, we start from p, we carry it over to O = ψλ(p) on Mλ and we
come back to q on M0 with q = φ−1λ (O); the net result is a transformation
Φλ :M0 →M0 defined as Φλ(p) ≡ φ−1λ (ψλ(p)) = q. In terms of coordinates,
we have that the coordinates of q, x˜µ(q, λ) = Φµλ(x
α(p)) are one parameter
functions of those of p. Such a transformation, that in a fixed coordinate
system moves each point to another, is often called an active coordinate
transformation. This is opposed to a passive coordinate transformation,
which change coordinate labels at each point.
Now consider a tensor field Tλ defined on each Mλ. With ψλ and φλ
we can define in two different ways a representation on M0, which we will
denote as T (λ) and T˜ (λ). These are defined on M0, and their components
are related by Φλ.
Since we can compare these fields with T0, we can define the perturba-
tions as
∆T (λ) ≡ T (λ)− T0 (3.3.29)
∆T˜ (λ) ≡ T˜ (λ)− T0 . (3.3.30)
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This ambiguity of definition is the gauge dependence of the perturbations.
Up to second order in the perturbations, an infinitesimal coordinate
transformation is represented as
x˜µ = xµ + ξµ
(1)
+
1
2
(
ξµ
(1) ,ν
ξν(1) + ξ
µ
(2)
)
(3.3.31)
where ξµ(r)(x) are independent vector fields defining the gauge transforma-
tion, to be regarded as quantities of the same order as the perturbation
variables.
As for the perturbation variables, we can split the components of ξµ(r)
into scalar and vector parts:
ξ0(r) = α(r) (3.3.32)
ξi(r) = ∂
iβ(r) + d
i
(r) (3.3.33)
with di(r) a transverse vector, i. e. ∂id
i
(r) = 0.
From a practical point of view, we have seen that fixing a gauge is equiv-
alent to fix a coordinate system, or in other words to choose a slicing of
spacetime into hypersurfaces at constant τ and a threading of spacetime
into lines at constant xi. In our case, the function ξ0(r) selects constant τ
hypersurfaces, while ξi(r) selects the spatial coordinates within those hyper-
surfaces.
The transformation of a tensor T = T0 + δ
(1)T + 12δ
(2)T corresponding
to the coordinate transformation (3.3.31) is
δ(1)T˜ = δ(1)T +£ξ(1)T0 (3.3.34)
δ(2)T˜ = δ(2T + 2£ξ(1)δ
(1)T +£2ξ(1)T0 +£ξ(2)T0 (3.3.35)
where £ξ(r) is the Lie derivative along the vector ξ(r).
We recall that for any given tensor T µ1...µnν1...νm the Lie derivative along
ξµ is defined as
£ξT
µ1...µn
ν1...νm = ξ
λ∂λT
µ1...µn
ν1...νm −
n∑
i=1
T µ1...λ...µnν1...νm∂λξ
µi
+
m∑
i=1
T µ1...µnν1...λ...νm∂νiξ
λ (3.3.36)
where ∂µ can be replaced by any derivative operator.
For example, the perturbations in the metric tensor up to first order
transform as
δg˜µν = δgµν + ξ
λ∂λg
(0)
µν + g
(0)
λν ∂µξ
λ + g
(0)
µλ ∂νξ
λ (3.3.37)
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where g
(0)
µν is the background metric.
Explicitly, for the perturbation variables defined by eqs. (3.3.3-3.3.5),
we will have:
φ˜(1) = φ(1) + α
′
(1) +Hα(1) (3.3.38)
ω˜
(1)
i = ω
(1)
i − ∂iα(1) + ∂iβ(1)′ + d(1)′i (3.3.39)
ψ˜(1) = ψ(1) −
1
3
∇2β(1) −Hα(1) (3.3.40)
χ˜
(1)
ij = χ
(1)
ij + 2Dijβ(1) + ∂id
(1)
j + ∂jd
(1)
i (3.3.41)
and for the perturbations in the matter variables we will have:
δρ˜ = δρ+ ρ′(0)α(1) (3.3.42)
v˜0(1) = v
0
(1) −Hα(1) − α′(1) (3.3.43)
v˜i(1) = v
i
(1) − ∂iβ′(1) − di′(1) (3.3.44)
A quantity is defined to be gauge-invariant if it is not affected by a
gauge transformation. In perturbation theory there are two approches one
can follow: the first is to identify combinations of perturbations that are
gauge-invariant quantities; the second is to choose a given gauge and work
in that gauge. In the latter approach one has to define completely the
gauge: otherwise, one has unphysical gauge modes propagating and the
interpretation of the results is problematic.
We will find convenient to introduce gauge-invariant variables which we
will use to follow the evolution of the perturbations from an early period
of inflation till the epoch of radiation, matter and dark enegy domination.
In particular, we will study the gauge-invariant definitions of the curvature
perturbation.
3.3.2 Adiabatic and isocurvature perturbations
Arbitrary cosmological perturbations can be decomposed into adiabatic and
isocurvature perturbations.
Adiabatic or curvature perturbations produce a net perturbation in the
total energy density and in the intrinsic spatial curvature.
The perturbation in any scalar quantity X can be described by a unique
perturbation in expansion with respect to the background, so
Hδt = H
δX
X˙
. (3.3.45)
In particular, if we consider energy density and pressure,
δρ
ρ˙
=
δP
P˙
(3.3.46)
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which implies that P = P (ρ) is a function of the energy density only: this
explains why they are called adiabatic perturbations.
Isocurvature or entropy perturbations, instead, do not perturb the spa-
tial curvature or the total energy density: rather, they are perturbations in
the local equation of state.
One useful way of defining this type of perturbations is to give its value
on uniform energy density hypersurfaces:
H
δX
X˙
∣∣∣∣
δρ=0
= H
(
δX
X˙
− δρ
ρ˙
)
, (3.3.47)
a quantity that vanishes for adiabatic perturbations.
If we have a set of fluids characterized by ρi, it is conventional to intro-
duce the gauge invariant variables
Sij = 3H
(
δρi
ρ˙i
− δρj
ρ˙j
)
= 3 (ζi − ζj) . (3.3.48)
which have the meaning of relative entropies.
One simple example of isocurvature perturbations is the baryon-to-photon
ratio
S = δ
nB
nγ
=
δnB
nB
− δnγ
nγ
. (3.3.49)
3.4 The gauge-invariant curvature perturbation
At linear order, the intrinsic spatial curvature on hypersurfaces of constant
conformal time and for a flat universe is
(3)R =
4
a2
∇2ψˆ(1) (3.4.1)
where for simplicity of notation we write
ψˆ(1) = ψ(1) +
1
6
∇2χ(1) . (3.4.2)
For this reason, the quantity ψˆ(1) is usually referred to as the curva-
ture perturbation. However, the curvature perturbation ψˆ(1) is not gauge-
invariant, but it is defined only on a given slicing.
If we perform a coordinate transformation xµ → xµ − ξµ(1), from the
formulae (3.3.38-3.3.41) we have
ψˆ(1) = ψ(1) +
1
6
∇2χ(1) →
→ ψ(1) − 1
3
∇2β(1) −Hα(1) +
1
6
∇2
(
χ(1) + 2β(1)
)
= ψˆ(1) −Hα(1) (3.4.3)
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which is clearly not invariant under a change in the time slicing.
If we consider the slicing of uniform energy density, which is defined to
be the slicing where the perturbation in the energy density vanishes, δρ = 0,
from eq. (3.3.42) we have α(1) =
δ(1)ρ
ρ′0
. So we can define the curvature
perturbation on slices of unifom energy density ζ(1) [10]:
−ζ(1) ≡ ψˆ(1)
∣∣∣
δρ=0
= ψˆ(1) +Hδ
(1)ρ
ρ′0
. (3.4.4)
This quantity is clearly gauge-invariant up to first order and it is an
example of how to find a gauge-invariant quantity by selecting in an un-
ambiguous way a proper time slicing. Notice that this quantity can also
be regarded as the energy density perturbation on uniform curvature slices,
where ψ(1) = χ(1) = 0, the so-called spatially flat gauge. This is at the basis
of a powerful formalism to compute the curvature perturbation, which we
will describe in the following.
Up to second order, we can write ζ = ζ(1) + 12ζ
(2): we find [11, 12]
−ζ(2) = ˜ˆψ(2)
∣∣∣
δρ=0
=
=ψˆ(2) +Hδ
(2)ρ
ρ′
− 2Hδ
(1)ρ′
ρ′
δ(1)ρ
ρ′
− 2δ
(1)ρ
ρ′
(
ψˆ(1)′ + 2Hψˆ(1)
)
+
+
(
δ(1)ρ
ρ′
)2(
Hρ
′′
ρ
−H′ − 2H2
)
.
(3.4.5)
which is gauge-invariant with respect to the time slicing at second-order,
being constructed over spatial hypersurfaces where δ(1)ρ = δ(2)ρ = 0.
The reason why it is useful to introduce the quantities in eqs. (3.4.4),
(3.4.5) is that they are conserved on superhorizon scales when possible
isocurvature perurbations are not present. This important feature allows
us to follow the evolution of non linearities from an early period of infla-
tion, until the epochs of radiation and subsequently matter and dark energy
domination.
Especially during inflation, it is often useful to consider another gauge-
invariant curvature perturbation, the so-called comoving curvature pertur-
bation, usually denoted by R. It is the curvature perturbation defined on
comoving hypersurfaces, that is hypersufaces orthogonal to the world lines
of comoving observers (observers who measure zero net momentum flow).
Its expression at first order, during single-field models of inflation, is
R(1) = ψˆ(1) + H
ϕ′
δ(1)ϕ . (3.4.6)
On large scales the relation between R and ζ is R(1) = −ζ(1).
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3.5 Spectrum of the curvature perturbation
Now we are able to compute the curvature perturbation produced during
inflation from the fluctuations of the inflaton field. We will do the calculation
in the simple case of slow-roll, single field models of inflation, which we will
call standard scenario for the generation of perturbations.
The evolution equation for the field is the Klein-Gordon equation ϕ =
∂V
∂ϕ . Perturbing it at linear order gives
δϕ′′+2Hδϕ′−∇2δϕ+a2 δϕ ∂
2V
∂ϕ2
+2φ
∂V
∂ϕ
−ϕ′0
(
φ′ + 3ψ′ +∇2ω) = 0 (3.5.1)
where all the perturbations are first-order.
A straigthforward way to calculate the curvature perturbation is to solve
this equation in the spatially flat gauge where ψ = χ = 0. In this gauge,
the perturbations of the scalar field correspond to the so-called Sasaki-
Mukhanov gauge-invariant variable [13, 14]:
Qϕ = δ
(1)ϕ+
ϕ′0
H ψˆ
(1) . (3.5.2)
In terms of the field Q˜ϕ = aQϕ and employing the perturbed Einstein
equations, eq. (3.5.1) becomes
Q˜′′ϕ +
(
k2 − a
′′
a
+ a2M2ϕ
)
Q˜ϕ = 0 (3.5.3)
where
M2ϕ =
∂2V
∂ϕ2
− 8πG
a4
∂
∂τ
(
a2
Hϕ
′
)
(3.5.4)
is an effective mass for the fluctuations in this gauge. To lowest order in the
slow-roll parameters ε = 116piG
(
V ′
V
)
and η = 18piG
V ′′
V it is given by
M2ϕ
H2
= 3η − 6ε . (3.5.5)
Now we notice that the evolution equation for Q˜ϕ has the same form as
eq. (3.2.15), and we can recast it in the form of a Bessel equation for the
eigenvalues uk(τ):
u′′k +
(
k2 − νϕ −
1
4
τ2
)
uk = 0 (3.5.6)
with
νϕ ≃ 3
2
+ 3ε− η . (3.5.7)
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So from our previous results we conclude that on superhorizon scales
and to lowest order in the slow-roll parameters the fluctuations in Qϕ are
|Qϕ(k)| = H√
2k3
(
k
aH
) 3
2
−νϕ
. (3.5.8)
Now we consider the curvature perturbation on comoving hypersurfaces
defined in eq. (3.4.6), and by comparison with the definition of Q in eq.
(3.5.2) we find
R(1) = H
ϕ′
Qϕ . (3.5.9)
Finally, the power spectrum of the curvature perturbation on large scales
reads
PR =
(
H2
2πϕ˙
)2(
k
aH
)3
2
−νϕ
≃
(
H2
2πϕ˙
)2
∗
(3.5.10)
where the asterisk means the quantity in brackets is to be evaluated at the
epoch a given perturbation leaves the horizon.
Therefore we have the prediction for the spectral index of the curvature
perturbation:
nR − 1 ≡ d lnPR
d ln k
= 3− 2νφ = −6ε+ 2η , (3.5.11)
and we see that inflation produces a nearly scale-invariant (also called Harrison-
Zel’dovich) spectrum, which was thought to be responsible for the observed
inhomogeneities in the distribution of galaxies even before inflation.
3.6 δN formalism
Now we want to describe a very powerful formalism to compute the curvature
perturbation generated from inflation, and to show in a general way that it
is conserved on large scales [15, 16].
Consider a foliation of spacetime {Σ(t)}, with t the time coordinate
labeling the hypersurfaces, and let nµ be the unit vector field normal to
Σ(t).
We can introduce the quantity ϑ = ∇µnµ, which is the volume expan-
sion rate of the hypersurfaces along the integral curve γ(τ) of nµ. This
volume expansion rate can be regarded as a sort of local defined Hubble
parameter: in fact, for a FRW metric ds2 = −dt2 + a2(t)δijdxidxj we have
nµ = (1, 0, 0, 0) and
1
3
ϑ =
1
3
∇µnµ = 1
3
Γi0i =
1
3
3H = H . (3.6.1)
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We can define a local number of e-foldings for each integral curve:
N =
∫
γ(τ)
1
3
ϑdτ (3.6.2)
where τ is the proper time along the curve.
Now, let us calculate ϑ for the linearly perturbed FRW metric. We have
nµ = 1a(1− 2φ,−ωi), and we get
1
3
ϑ =
1
3
{
∂0
[
1
a
(1− 2φ)
]
+
1
a
∂i(−ωi) + Γ(1)µµ0 (1− 2φ) + Γ(1)µµi (−ωi)
}
=
=
1
3
[
− a
′
a2
(1− 2φ)− 2
a
φ′ − 1
a
∂i∂
iω +
1
a
(4H + φ′ − 3ψ′)(1− 2φ)
]
=
=
1
3
[
−H + 2Hφ− 2φ˙− 1
a
∂i∂
iω + 4H − φ˙− 3ψ˙ − 8Hφ
]
=
=H
[
1− φ− 1
H
ψ˙ − 1
3H
1
a2
∂i∂
iω
]
.
(3.6.3)
The last term is negligible on superhorizon scales so we can drop it,
obtaining
1
3
ϑ ≃ H
(
1− φ− 1
H
ψ˙
)
. (3.6.4)
For the proper time we have dτdt = 1 + φ; therefore
N =
∫
γ(τ)
H
(
1− φ− 1
H
ψ˙
)
(1 + φ)dt =
∫
γ(τ)
(H − ψ˙)dt , (3.6.5)
from which
δN ≡ N −N = −∆ψ . (3.6.6)
In particular, if we choose a foliation such that the initial hypersurface is
flat and the final is comoving, we get the general formula for the comoving
curvature perturbation
δN(Σf (t1),Σc(t2); γ(τ)) = R(t2) . (3.6.7)
Now, we take t1 to be some time during inflation soon after horizon cross-
ing, and t2 to be some time after complete reheating, when Rc has become
a constant (isocurvature perturbations, if any, are no longer present). Then
δN can be regarded as a function of t2 and of the field configuration ϕ(t1, xi)
on Σf (t1), using the slow-roll approximation to eliminate the dependence on
ϕ˙(t1). Therefore
Rc(t2, xi2) = δN =
∂N
∂ϕa
δϕaf (t1, x
i
1) (3.6.8)
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is a useful and simple formula to compute the comoving curvature pertur-
bation and so the spectrum of scalar perturbations.
Carrying out the derivative of the number of e-folds:
R(1)c =
∂N
∂τ
∂τ
∂ϕa
δϕaf (t1, x
i
1) =
H
ϕa′
δϕaf (t1, x
i
1) (3.6.9)
from which we reproduce our previous result (3.5.10), recalling that (in one-
single field models) δϕf (t1, x
i
1) satisfies (3.5.3).
This result can be easily extended to second (or higher) order:
R(2)c =
∂N
∂ϕa
δϕaf (t1, x
i
1) +
1
2
∂2N
∂ϕa∂bϕ
δϕaf (t1, x
i
1)δϕ
b
f (t1, x
i
1) . (3.6.10)
3.7 Conservation of the curvature perturbation
3.7.1 First order conservation
We now show the most important feature of the gauge-invariant curvature
perturbation: that is, its conservation on large scales if the perturbations
are adiabatic.
Thanks to this conservation, it is relatively simple to follow the evo-
lution of the perturbations since their production during inflation till the
epoch of recombination, when they manifest themselves as large-scale CMB
anisotropies.
It is possible to give a general proof of the conservation of the curvature
perturbation, at any order in standard perturbation theory, using the gra-
dient expansion tecnique: it follows solely from the local energy-momentum
conservation, uν∇µT µν = 0, so being in principle applicable to a large class
of alternative theories of gravity.
To better understand how this works, we present the calculation for the
first order perturbation ζ(1), and subsequently we will see the general proof.
Consider scalar perturbations to the FRW metric (eq.3.3.25) up to first
order: for simplicity, in what follows we will indicate linear perturbations
without a (1) superscript.
The costant time hypersurfaces are orthogonal to the unit time-like vec-
tor field
nµ = (1− φ,−1
2
∂iω) . (3.7.1)
The expansion of the spatial hypersurfaces with respect to the proper
time dτ = (1 + φ)dt, along the worldlines of observers with 4-velocity nµ is
given by
ϑ ≡ ∇µnµ = 3H(1− φ)− 3 ˙ˆψ +∇2σ (3.7.2)
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where σ, the scalar describing the shear in the sense that σij = (∂i∂j− 13δij)σ,
is
σ =
1
2
(χ˙− ω) . (3.7.3)
With respect to the coordinate time, the expansion is
ϑ˜ = (1 + φ)ϑ = 3H − 3 ˙ˆψ +∇2σ , (3.7.4)
which can be rewritten as an evolution equation for ψˆ in terms of the per-
turbed expansion δϑ˜ ≡ ϑ˜− 3H:
˙ˆ
ψ = −1
3
δϑ˜ +
1
3
∇2σ . (3.7.5)
Note that all this is independent of the field equation, being simply
differential geometry.
Now we use the local conservation of energy-momentum along the normal
nµ, nν∇µT µν = 0, where T µν = T µ(0)ν + δ(1)T µν ; it gives
δ˙ρ = −3H(δρ + δP ) + (ρ+ P )
[
3
˙ˆ
ψ −∇2
(
σ + v +
1
2
ω
)]
, (3.7.6)
where ∂iv is the scalar part of the velocity perturbation of the fluid.
In the uniform density gauge, δρ = 0 and −ζ = ψˆ (eq. 3.4.4), so the
energy conservation equation (3.7.6) gives
ζ˙ = − H
ρ+ P
δPnad − 1
3
∇2
(
σ + v +
1
2
ω
)
(3.7.7)
where δP |δρ=0 = δPnad.
So we can have ζ constant if two conditions are satisfied:
- there is no non-adiabatic pressure perturbations;
- the divergence of the 3-momentum on zero-shear hypersurfaces (σ =
ω = 0), is negligible.
In any case, on sufficiently large scales, gradient terms can be neglected,
so we are left with
ζ˙ = − H
ρ+ P
δPnad (3.7.8)
which implies the constancy of ζ if the pressure perturbation is adiabatic.
For a multi-fluid system we can define uniform-density hypersurfaces for
each fluid and a quantity ζi ≡ −ψˆ−δρ(i)/ρ˙. We see that ζi remains constant
for adiabatic perturbations in any fluid whose T µν is locally conserved.
So, in the simple case of radiation and (non-interacting) CDM, both ζm
and ζγ remain constant on super-horizon scales.
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The total curvature perturbation (on uniform total density hypersur-
faces) is given by
ζ =
4
3ργζγ + ρmζm
4
3ργ + ρm
. (3.7.9)
In the radiation dominated era, ργ ≫ ρm, we have ζin ≃ ζγ , while during
the subsequent matter dominated era ζfin ≃ ζm.
Since for adiabatic perturbations on large scales ζ has remained constant,
we have the so-called adiabaticity condition
ζγ = ζm , (3.7.10)
which employing the continuity equation ρ′ = −3Hρ(1 + w) can be written
in the more usual form
1
4
δργ
ργ
=
1
3
δρm
ρm
. (3.7.11)
3.7.2 General proof
Now we are going to define a non linear generalization of the usual curvature
perturbation, and study its behaviour on large scales [17].
In this proof we make use of the gradient expansion method, which is an
expansion in the spatial gradients of the inhomogeneities.
We consider a fixed time hypersurface, and multiply every spatial gra-
dient ∂i by a formal small parameter ε; then we keep only terms up to first
order in ε, and then put ε = 1.
In common perturbation theory the formal parameter ε would be mul-
tiplying the perturbations themselves, as we have discussed previously, and
Einstein equations are solved iteratively in powers of ε.
In this approach, however, one assumes that every quantity is smooth
on some sufficiently large scale with comoving size k−1: since in the unper-
turbed universe we have a natural scale, the Hubble radius H, we see that
the parameter ε can be given a physical meaning, because it corresponds to
ε ≡ k
aH
. (3.7.12)
Therefore, the typical value of the gradient of a quantity f in Hubble
units is εf , and at a fixed time the limit ε→ 0 corresponds to k → 0.
The key physical assumption behind this method is that in the limit
ε → 0, corresponding to a sufficiently large smoothing scale, the universe
becomes locally homogeneous and isotropic, where by locally we mean that a
region larger than the Hubble radius, but smaller than the smoothing scale,
is to be considered.
This assumption looks very reasonable, because otherwise we would not
be allowed to consider an homogeneous background, as we do in standard
perturbation theory: there are subleties involved with the implementation
of a smoothing procedure, but this issue is beyon the scope of this work.
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Metric It is useful to consider the (3+1) splitting of the metric (ADM
formalism); our line element will be
ds2 = −N2dt2 + hij(dxi +N idt)(dxj +N jdt) , (3.7.13)
where N is the lapse function, N i the shift vector, and γij the spatial 3-
metric.
The unit timelike vector normal to the constant time hypersurfaces is
nµ = (−N, 0) , nµ =
(
1
N
,−N
i
N
)
. (3.7.14)
We write the 3-metric as
hij = e
2α(xi,t)h˜ij = a
2(t)e−2ψ(x
i,t)h˜ij , (3.7.15)
where a(t) is the (homogeneous) global scale factor, and ψ is a perturbation
to the scale factor, the curvature perturbation.
We assume that det h˜ij = 1, and we can factor the h˜ matrix as
h˜ = 1eH (3.7.16)
where 1 is the unit matrix, and the traceless matrix Hij is a perturbation.
Since the metric of our local observable universe, in the limit ε → 0,
should reduce to the FRW metric
ds2 = −dt2 + a2(t)δijdxidxj , (3.7.17)
we can infer some constraints on the metric components N i, γ˜ij.
First, we note that N i = O(ε) (O(ε) means that N i is at least of order
ε). Moreover, we have ˙˜hij = O(ε), but it can be shown that in Einstein
gravity this is a decaying mode, so we require ˙˜hij = O(ε
2).
Therefore, keeping terms up to first order in ε, the line element (3.7.13)
can be simplified:
ds2 = −N2dt2 + 2Nidtdxi + γijdxidxj . (3.7.18)
Energy conservation We expect that the energy-momentum tensor will
have the perfect fluid form
Tµν = (ρ+ P )uµuν + gµνP . (3.7.19)
We must choose a threading: we choose spatial coordinates that comove
with the fluid, such that the threads xi = const are the integral curves of
the 4-velocity uµ (the usual comoving worldines). Hence
vi =
dxi
dt
=
ui
u0
= 0 . (3.7.20)
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The components of the 4-velocity in these coordinates will be
uµ =
(
1√
N2 −N iNi
, 0
)
=
(
1
N
, 0
)
+O(ε2) (3.7.21)
uµ =
(
−
√
N2 −N iNi, Ni√
N2 −NkNk
)
=
(
−N, N
i
N
)
+O(ε2) . (3.7.22)
The expansion of uµ is given by
ϑ ≡ ∇µuµ = 1√−g∂µ(
√−guµ) = 1
Ne3α
∂0(Ne
3αu0) =
=
1
Ne3α
∂t(
Ne3α√
N2 −N iNi
) =
3α˙
N
+O(ε2) .
(3.7.23)
The relation between the time coordinate and the proper time τ along
uµ is
dt
dτ
= u0 =
1√
N2 −N iNi
. (3.7.24)
The energy conservation equation along uµ is
d
dτ
ρ+ ϑ(ρ+ P ) = 0 (3.7.25)
and multiplying by u0 we obtain
ρ˙+ 3α˙(ρ+ P ) +O(ε2) = 0 . (3.7.26)
It is important to note that the expansion of nµ is
ϑn ≡ ∇µnµ = 3α˙
N
− 1
Ne3α
∂i(e
3αN i) = ϑ+O(ε2) , (3.7.27)
so ϑ and ϑn are equal at linear order in ε, and this is valid not only for the
comoving threading, but for any choice of threading such that N i = O(ε).
It is standard use to define a local Hubble parameter by
H˜ =
1
3ϑn
=
1
N
(H − ψ˙) +O(ε2) . (3.7.28)
Evolution of the curvature perturbation Now we are ready to study
the evolution of the curvature perturbation. We start by considering the
continuity equation
d
dτ
ρ = −3H˜(ρ+ P ) +O(ε2) = −3 1
N
(H − ψ˙)(ρ+ P ) +O(ε2) . (3.7.29)
Multiplying by N , we obtain
ψ˙ = H +
1
3
ρ˙
ρ+ P
+O(ε2) (3.7.30)
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Now we choose the uniform energy density slicing, denoting ψ by −ζ on
this slicing.
If P is a unique function of ρ to first order in ε, that is, we have an
adiabatic perturbation, then ψ˙ is spatially homogeneous to first order.
Since ψ is supposed to vanish at some position in our observable universe
(for example at our position), then we have
1
3
ρ˙
ρ+ P
= −H (3.7.31)
and so ψ is time independent to first order on uniform energy slices:
ψ˙ = −ζ˙ = O(ε2) . (3.7.32)
Since ζ is the non-linear generalization of the curvature perturbation
defined on the uniform energy density slicing, we conclude that at any order
in standard perturbation theory ζ is conserved if non-adiabatic pressure
perturbations are not present.
Chapter 4
Production and evolution of
non linearities
So far, we have developed all the tools we need for the study of produc-
tion and evolution of non linear perturbations. In this Chapter we start by
defining what is meant by non-Gaussian perturbations and how they can
be characterized phenomenologically. Then we present a detailed computa-
tion of the level of primordial non-Gaussianity expected in three different
scenarios for the generation of cosmological perturbations. Finally, we fol-
low the post-inflationary evolution of the non-linear perturbations on large
scales and we obtain the level of non-Gaussianity expected in the CMB
temperature anisotropies neglecting all the integrated effects deriving from
gravitational effects after recombination. For a review, see [18].
4.1 Gaussian and non-Gaussian perturbations
We have seen that a free light field during inflation produces vacuum fluc-
tuations, which are then stretched and amplified on superhorizon scales.
Assuming the field is free, we quantize it by expanding in Fourier modes:
since this modes are independent of each other, by the central limit theorem
the fluctuations in real space obey Gaussian statistics (actually, for an har-
monic oscillator every mode has a Gaussian statistics, but this is an accident
with no deep meaning).
If we have a generic perturbation which is related to δϕ by a linear
relation, g(k, t) = T (k, t)δϕ(k, t0) where T (k, t) is called the (linear) transfer
function, also g will obey a Gaussian statistics.
So, in linear perturbation theory, if we assume the standard scenario of
generation of the perturbations, with the inflaton a free field, both the cur-
vature perturbation and the large-scale CMB anisotropy will obey Gaussian
statistics.
This is considered another of the generic predictions of inflation. In fact,
37
38 Production and evolution of non linearities
it has been verified that the CMB data are consistent with Gaussianity since
the first measurement by the COBE DMR, but it is much more interesting
to consider the small deviation from a Gaussian statistics.
Non Gaussianity is a very important observable, since different models
of inflation predict different levels of non Gaussianity, and we could be able
to constrain models of inflation, or at least to rule out a part of them.
We expect deviations from a purely Gaussian statistics if we take into ac-
count non linear relations between CMB anisotropies and original quantum
fluctuations.
To be more precise, we can identify different sources of non Gaussianity
[19].
First, there could be self-interactions of the inflaton field, or interactions
between different fields in multiple field models (possibly producing also
non-adiabatic perturbations), that make original fluctuations non Gaussian
of their own.
Second, we have a non linear relation between the primordial curvature
perturbation and the field fluctuations, and then a nonlinear evolution of
these large-scale perturbations, due to the non linear nature of Einstein
equations, which appear simply by going to second order in the perturba-
tions.
Finally, with a second order analysis, we find a non linear relation be-
tween the primary temperature anisotropies and the large-scale gravitational
potentials at the moment of recombination (generalization of the Sachs-
Wolfe effect), and non linear contributions to the integrated Sachs-Wolfe
effect.
Clearly, since perturbations are tiny, we expect that second-order ef-
fects will be suppressed with respect to first-order ones. However, with the
present (and near future) generation of CMB satellite experiment (WMAP
and Planck) we will be able to constrain the level of non Gaussianity in the
CMB anisotropies.
To compare theory with observations, it is not sufficient to compute the
primordial level of non Gaussianity for a given model of inflation, and then
use the linear results to obtain the anisotropies; instead, one must carefully
take into account all the second order effects listed above.
4.1.1 Observables
We have already talked about the power spectrum of the perturbation, as
a quantity characterizing a given perturbation. If the perturbation obeys a
Gaussian statistics, its power spectrum (related to the variance) suffices to
characterize the perturbation, since a Gaussian PDF has only two param-
eters. So, all the odd correlation functions are exactly zero, and the even
correlation functions can be written in terms of the two-point function, or
in other words their connected part is zero.
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If, however, we have a quantity which is not Gaussian distributed, its
higher order connected correlation functions do not vanish: so, these are
good observables to quantify the level of non Gaussianity.
In particular, the three- and four-point correlation functions of the CMB
anisotropies are used, or better their expansion in spherical harmonics, the
angular bispectrum and trispectrum.
4.1.2 Parametrization of non-Gaussianity
A phenomenological way of parametrizing the level of non-Gaussianity for
a given perturbation is to introduce a non-linearity parameter fNL through
the equation [20]
Φ = ΦL + fNL ⋆
(
Φ2 − 〈Φ2〉) (4.1.1)
where ΦL is the perturbation at linear order, which is a Gaussian distributed
quantity, and the ⋆ product reminds the fact that the non-linearity param-
eter can have a non-trivial scale dependence.
This way we have a definite adimensional parameter that can be mea-
sured or at least constrained by CMB measurements, and that can be cal-
culated through a second-order analysis of the cosmological perturbations.
The actual limits on this non linearity parameter coming from the three
year WMAP data are −54 < fNL < 114, at 95%CL [21]; with Planck it is
expected to obtain fNL < 5.
The bispectrum can be simply computed in terms of fNL. Explicitly, we
write the gravitational potential in momentum space in the form
φ(k) = φ(1)(k)+
1
(2π)3
∫
d3k1 d
3k2δ
(3)(k−k1−k2)fφNL(k1,k2)φ(1)(k1)φ(1)(k2)
(4.1.2)
where fφNL is a momentum-dependent non-linearity parameter, φ
(1) is a
Gaussian random field, and a momentum-dependent term must be added to
the RHS in order to have 〈φ〉 = 0.
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To leading order in fφNL, the bispectrum reads:
〈φ(k1)φ(k2)φ(k3)〉 =
=
1
(2π)3
∫
d3ka d
3kbδ
(3)(k3 − ka − kb)fφNL(ka,kb)×
×
〈
φ(1)(k1)φ
(1)(k2)φ
(1)(ka)φ
(1)(kb)
〉
+ cyclic =
=(2π)3
∫
d3ka d
3kbδ
(3)(k3 − ka − kb)fφNL(ka,kb)×
×
[
δ(3)(k1 + k2)δ
(3)(ka + kb)Pφ(k1)Pφ(ka)+
+ δ(3)(k1 + ka)δ
(3)(k2 + kb)Pφ(k1)Pφ(k2)+
+ δ(3)(k1 + kb)δ
(3)(k2 + ka)Pφ(k1)Pφ(k2)
]
=
=(2π)3δ(3)(k1 + k2 + k3)×
[
2fφNL(k1,k2)Pφ(k1)Pφ(k2) + cyclic
]
,
(4.1.3)
where we adopt the following definition of the power spectrum:〈
φ(1)(k1)φ
(1)(k2)
〉
= (2π)3δ(3)(k1 + k2)Pφ(k) . (4.1.4)
At this point we want to stress that the non-linearity parameter of the
gravitational potential does not define the measured level of non-Gaussianity
in CMB anisotropies. In fact, as said before, we have to make a further
step, and determine how the perturbations in the gravitational potentials
translate into second-order fluctuations of the CMB temperature.
4.2 Generation of primordial non-Gaussianity
Now we address the problem of computing the primordial level of non-
Gaussianity produced during inflation.
To be specific, we will calculate the bispectrum of scalar and tensor
metric perturbations in single field models of inflation, under the slow-roll
approximation.
This calculation has been performed for the first time in ref. [22], solving
the Einstein and Klein-Gordon equations up to second order; subsequently,
the problem was addressed in ref. [23] with a different approach, and taking
into account also tensor modes. We will follow the latter, which proceeds
by expanding the action up to third order.
4.2.1 Review of first order results
We begin by reviewing briefly in this formalism the quadratic computation,
which leads to the usual result for the linear primordial fluctuations.
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The starting point is the action of gravity and a scalar field, which has
the general form
S =
1
2
∫ √−g [R− (∇ϕ)2 − V (ϕ)] , (4.2.1)
where we have set M−2P ≡ 8πG = 1, and whose homogeneous solution is the
usual FRW metric
ds2 = dt2 + a2(t)δijdx
idxj . (4.2.2)
The scalar field is a function of time only, and a and ϕ obey the equations
3H2 =
1
2
ϕ˙2 + V (ϕ) (4.2.3)
H˙ = −1
2
ϕ˙2 (4.2.4)
ϕ¨+ 3Hϕ˙+ V ′(ϕ) = 0 (4.2.5)
where the three are not all independent.
As usual, we define the slow-roll parameters
ε ≡ M
2
P
2
(
V ′
V
)2
≃ 1
2M2P
ϕ˙2
H2
(4.2.6)
η ≡M2P
V ′′
V
≃ − φ¨
Hφ˙
+
1
2M2P
ϕ˙2
H2
(4.2.7)
and we use the slow-roll approximation ε, η ≪ 1.
To study the small fluctuations around the background metric and scalar
field, we find it convenient to use the ADM formalism [24]. We write the
metric in the form
ds2 = −N2dt2 + hij
(
dxi +N idt
) (
dxj +N jdt
)
(4.2.8)
and the action reads
S =
1
2
∫ √
h
[
N (3)R+
1
N
(
EijE
ij − E2)− 2NV+
+
1
N
(
ϕ˙−N i∂iϕ
)2 −Nhij∂iϕ∂jϕ
]
(4.2.9)
where
Eij =
1
2
(
h˙ij −∇iNj −∇jNi
)
= NKij , E = E
i
i , (4.2.10)
(3)R denotes the intrinsic spatial curvature on the fixed-time hypersurfaces,
hij is the three-metric on these hypersurfaces and ∇i is the spatial covariant
derivative.
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In the ADM formalism we can think of hij and ϕ as the dynamical
variables, while N and Ni are Lagrange multipliers whose time derivatives
do not appear in the action.
We will now choose a gauge for hij and ϕ: a convenient gauge is
δϕ = 0 , hij = a
2 [(1 + 2R)δij + γij] , ∂iγij = 0 , γii = 0 (4.2.11)
where R and γ are first order quantities. This gauge is the so-called comov-
ing gauge, and the comoving curvature perturbation is usually denoted by
R.
In order to find the action for our degrees of freedom, R and γ, we just
solve for N and N i through their equations of motion (the hamiltonian and
momentum constraints) and plug the result back in the action.
The constraints are
(3)R− 2v − 1
N2
(
EijE
ij − E2)− ϕ˙2
N2
= 0 (4.2.12)
∇i
[
1
N
(
Eij −Eδij
)]
= 0 . (4.2.13)
If we set N i = ∂iω +N iT , with ∂iN
i
T = 0 and N = 1 +N1, the solutions
to these equations are
N1 =
R˙
H
, N iT = 0 , ω = −
R
a2H
+ χ , ∂2χ =
ϕ˙2
2H2
R˙ . (4.2.14)
Now we can replace this expressions in the action and expand it up to
quadratic terms. For this purpose it is not necessary to compute N or N i
up to second order, for the second order term in these variables will be
multiplying the constraints ∂L∂N and
∂L
∂N i
evaluated to zeroth order, which
vanish since the zeroth order solutions obey the equations of motion.
The expansion up to second order, considering only R, gives
S =
1
2
∫
aeR
(
1 +
R˙
H
)[−4∂2R− 2(∂R)2 − 2V a2e2R]+
+ a3e3R
1(
1 + R˙H
) [−6(H + R˙)2 + ϕ˙2] (4.2.15)
neglecting a total derivative linear in χ.
After integrating by parts some of the terms and using the background
equations of motion we find
S =
1
2
∫
dt d3x
ϕ˙2
H2
[
a3R˙2 − a(∂R)2
]
, (4.2.16)
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which shows that the action is suppressed by the slow-roll parameter ε.
This action describes a free field, so we can quantize R expanding in Fourier
modes:
R(t, x) =
∫
d3k
(2π)3
Rk(t)eik·x . (4.2.17)
The equation of motion of the action (4.2.16) is
a3εR¨k + R˙kda
3ε
dt
+ εak2Rk = 0 , (4.2.18)
and we write Rk as Rk(t) = Rclk (t)a†k+Rcl∗k a−k where a†, a are the standard
creation and annihilation operators, andRcl are the solutions of the equation
of motion.
We have the well-known result
〈Rk(t)Rk′(t)〉 ≃ (2π)3δ(3)(k− k′) 1
2k3
(
H2
MP ϕ˙
)2
∗
(4.2.19)
where the ∗ means that we must evaluate these quantities at horizon crossing.
If we focus on the terms quadratic in γ in the action, we find
S =
1
8
∫ [
a3γ˙ij γ˙
ij − a∂lγij∂lγij
]
. (4.2.20)
As already noted, the γ describe gravitational waves: we can expand
them in plane waves with definite polarization tensors
γij =
∫
d3k
(2π)3
∑
s=±
εsij(k)γ
s
k(t)e
ik·x (4.2.21)
with εi;i = k
iεij = 0 and ε
s
ijε
s′
ij = 2δss′ . Therefore, for each polarization we
have essentially the equation of motion for a massless scalar field: as dis-
cussed before, the solutions become constant after horizon crossing. Com-
puting the two-point function just after horizon crossing we find〈
γskγ
s′
k′
〉
= (2π)3δ(3)(k+ k′)δss′
1
k3
(
H
MP
)
, (4.2.22)
which is the power spectrum of the stochastic background of gravitational
waves produced during inflation.
4.2.2 Second order results
Now we compute the cubic terms in the action, in order to give an estimate
of the three point functions.
Up to second order, we fix the gauge as
δϕ = 0 , hij = a
2e2R
(
δij + γij +
1
2
γliγlj
)
(4.2.23)
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where γi;i = ∂
iγij = 0.
It is possible to show that R and γ are constant outside the horizon,
to all orders. For this purpose, we can expand the action to first order in
derivatives but to all orders in powers of the fields. From the structure
of the hamiltonian and momentum constraints, we see that we can assume
N = 1+ δN , where δN has an expansion in derivatives starting with a first
order term; and we can assume that N i is of zeroth order in derivatives,
while ∇iNj are of first order in derivatives.
Expanding the hamiltonian constraint to first order in derivatives we
find
δN =
H
V
(
3R˙ − ∇iN i
)
. (4.2.24)
On a solution of the hamiltonian constraint, the action reads
S =
∫ √
hN
(
(3)R− 2V
)
=
∫ √
h (−2V − 2V δN) =
=
∫
a3e3R
(
−6H2 + ϕ˙2 − 6HR˙
)
= −2
∫
d
dt
(
a3He3R
) (4.2.25)
where we have neglected the term involving (3)R because it is of second
order in derivatives, we integrated by parts the term involving ∇iN i and we
used the background equations. Therefore, on a solution of the background
equations, the Lagrangian is a total derivative and can be ignored.
In conclusion, both R and γ are constant outside the horizon. The
reason, as already noted with the gradient expansion, is that outside the
horizon we can neglect spatial derivatives. Since we also showed that the
expansion in time derivatives starts at second order, constant R and γ are
solutions of the equations of motion (to all orders in powers of the fields)
outside the horizon.
We now expand the action up to cubic order inR. It suffices to know the
constraints N and N i only up to first order, because the second order terms
would be multiplying the constraints evaluated at first order which vanish
due to the first order expressions for N and N i. Up to total derivatives, we
find
S =
∫
aeR
(
1 +
R˙
H
)[−2∂2R− (∂R)2]+ a3e3R ϕ˙2
2H2
R˙2
(
1− R˙
H
)
+
+ a3e3R
[
1
2
(
(∂i∂jψ)(∂
i∂jψ) − (∂2ψ)2)
(
1− R˙
H
)
− 2(∂iψ)(∂iR)∂2ψ
]
(4.2.26)
where we expand the exponentials to keep only terms of up to third order
in R.
It is not obvious from this form of the action that the effective cubic
interaction is of second order in slow-roll parameters. To show this, we
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manipulate the action, doing some integration by parts and dropping total
derivatives to obtain the form
S3 =
∫
1
4
(
ϕ˙
H
)4 [
a3R˙2R+ aR(∂R)2
]
−
(
ϕ˙
H
)2
a3R˙ ∂iχ∂iR+
− 1
16
(
ϕ˙
H
)6
a3R˙2R+
(
ϕ˙
H
)2
a3R˙R2 d
dt
[
1
2
ϕ¨
Hϕ˙
+
1
4
ϕ˙2
H2
]
+
+
1
4
(
ϕ˙
H
)2
a3R(∂i∂jχ)(∂i∂jχ) + f(R) δL
δR
∣∣∣∣
(1)
(4.2.27)
where the leading terms are of order ε2, as expected; χ is given by eq.
(4.2.14) and is of order ε, and the last term is a term proportional to the
first order equations of motion (4.2.18). It can be removed by performing
the following field redefinition:
R = Rn − f(Rn) = Rn +
(
1
2
ϕ¨
Hϕ˙
+
1
4
ϕ˙2
H2
)
R2 + 1
H
R˙R − 1
4
(∂R)2
(aH)2
+
+
1
4
1
(aH)2
∂−2
[
∂i∂j(∂iR ∂jR)
]
+
1
2H
∂iχ∂iR− 1
2H
∂−2
[
∂i∂j(∂iχ∂jR)
]
.
(4.2.28)
After this field redefinition, the action is written in terms of Rn and is
given by eq. (4.2.27) without the last term.
However, the field redefinition is important for our calculation, because
R remains constant outside the horizon, while Rn does not (this is apparent
from the field redefinition).
In order to perform the computation of the three point function we will
use a variable Rc defined through
R = Rc + 1
2
ϕ¨
Hϕ˙
R2c +
1
8
ϕ˙2
H2
R2c +
1
4
ϕ˙2
H2
∂−2(Rc∂2Rc) + . . . (4.2.29)
where the dots indicate terms that vanish outside the horizon or are higher
order in the slow-roll parameters. In terms of Rc, the action reads
S3 =
∫ (
ϕ˙2
H2
)2
a5HR˙2c∂−2R˙c + . . . (4.2.30)
where the dots again indicate terms of higher order in slow-roll.
For two scalars and a graviton, we find
S =
∫
−2 a
H
γij∂
iR˙ ∂jR− aγij∂iR ∂jR− 1
2
a3
(
3R− R˙
H
)
γ˙ij∂
i∂jψ+
+
1
2
a3(∂lγij)(∂
i∂jψ)(∂lψ) .
(4.2.31)
46 Production and evolution of non linearities
To understand the dependence on the slow-roll parameters, we integrate
by parts to obtain
S =
∫
1
2
ϕ˙2
H2
aγij ∂
iR∂jR+ 1
4
a3
(
∂2γij
)
∂iχ∂jχ+
1
4
ϕ˙2
H2
a3γ˙ij∂
iR∂jR+
+ fˆ(R, γ) δL
δR
∣∣∣∣
(1)
+ fˆij(R) δL
δγij
∣∣∣∣
(1)
(4.2.32)
where the first terms are of second order in slow-roll parameters, and the
last terms can be removed by an appropriate field redefinition, as before.
It turns out that these field redefinitions are not important after horizon
crossing and hence are not important for our computation.
For two gravitons and a scalar, we find
S =
∫
1
16
ϕ˙2
H2
[
a3Rγ˙ij γ˙ij + aR∂lγij∂lγij
]
−1
4
a3γ˙ij∂lγ
ij∂lχ−Rγ˙ij δL
δγij
∣∣∣∣
(1)
+. . .
(4.2.33)
and as usual the last term can be removed by a field redefinition.
The action is rather similar to that for three scalars, and so to perform
the computation we do the further field redefinition
R = Rc − 1
32
γijγ
ij +
1
16
∂−2
(
γij∂
2γij
)
+ . . . . (4.2.34)
The action becomes
S =
∫
1
4
ϕ˙2
H2
a5Hγ˙ij γ˙
ij∂−2R˙c + . . . (4.2.35)
Finally, the action for three gravitons receives the only contribution from
the term
S =
1
2
∫
a2
(
Rˆ+ EijE
j
i
)
(4.2.36)
where Rˆ is the spatial curvature corresponding to the metric hˆij .
4.2.3 Computation of three point functions
Now we are able to compute the three point functions, using the interaction
Lagrangians given above. It is important to note that these are expectation
values of product of fields at a fixed time, and not a scattering amplitude:
we have to compute [25]
〈R3(t)〉 = 〈[T exp(i∫ t
t0
HI(t
′)dt′
)]
R3I(t)
[
T exp
(
−i
∫ t
t0
HI(t
′)dt′
)]〉
(4.2.37)
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where the I stands for interaction picture, T and T denote respectively
time-ordering and anti-time-ordering, and t0 is some early time.
To first order this gives
〈R3(t)〉 = −i∫ t
t0
dt′
〈[R3I(t),HI(t′)]〉 (4.2.38)
where for the cubic terms HI = −LI after removing terms proportional to
the equations of motion.
We have also to note that we want to compute the expectation value in
the interacting vacuum, and not in the free vacuum.
In Minkowski space this is taken into account by deforming the t′ inte-
gration contour so that it includes some evolution in Euclidean time.
Since in our case at early times every mode is well inside the horizon, we
can approximate the space as flat and so the true vacuum will be selected as
in Minkowski space: this is the Hartle-Hawking prescription for the vacuum,
and in practice corresponds to a choice of the integration contour for the
integral.
So, we are left to evaluate the integral (4.2.38) with the interaction La-
grangians calculated above, on the solutions of the background equations of
motion. However, we have not the explicit solution for a generic potential,
so we need to approximate the integral in some way.
It is convenient to consider separately the region outside the horizon, the
region around horizon crossing and the region deep inside the horizon.
Deep inside the horizon, the fields oscillate rapidly, and the contribution
to the integral vanishes after the analytic continuation to Euclidean time.
Outside the horizon, we know that R and γ remain constant, so this
contribution to the integral vanishes too.
In the region near horizon crossing, we can approximate the solutions
by those for a massless field in de Sitter space, and the dependence on the
potential is taken into account by using the leading order terms in slow-roll
of the action.
For three scalars, we note that with a field redefinition of the form R =
Rc + λR2c the three point function can be written as
〈R(x1)R(x2R(x3)〉 = 〈Rc(x1)Rc(x2Rc(x3)〉+
+ 2λ [〈Rc(x1)Rc(x2)〉 〈Rc(x1)Rc(x3)〉+ cyclic] .
(4.2.39)
For the first term we use the action (4.2.30), evaluating it in de Sitter
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space with parameters corresponding to those of horizon exit:
〈RcRcRc〉 =(2π)3δ(3)(k1 + k2 + k3) 1∏
i(2k
3
i )
H6∗
ϕ˙2∗
×
×
∫ 0
−∞
dτ k21 k
2
2e
ikτ + perm + c.c. =
=(2π)3δ(3)(k1 + k2 + k3)
1∏
i(2k
3
i )
H6∗
ϕ˙2∗
4
k21k
2
2 + k
2
1k
2
3 + k
2
2k
2
3
k
(4.2.40)
where k = k1 + k2 + k3, and we have chosen the contour of integration so
that τ → τ + iε|τ | for large |τ |.
After adding the contribution of the second term, the final result for the
three point function is
〈Rk1Rk2Rk3〉 = (2π)3δ(3)(k1 + k2 + k3)
1∏
i(2k
3
i )
(
H4∗
M2P ϕ˙
2∗
)2
A∗ (4.2.41)
where the star indicates evaluation at horizon crossing and
A∗ = 2 ϕ¨∗
H∗ϕ˙∗
∑
i
k3i +
ϕ˙2∗
H2∗

1
2
∑
i
k3i +
1
2
∑
i6=j
kik
2
j +
4
k
∑
i>j
k2i k
2
j

 . (4.2.42)
From this result, it is apparent that in the standard scenario of single field
inflation the level of primordial non-Gaussianity is tiny, being proportional
to ε.
We can define a momentum-dependent non-linearity parameter as
fNL ≃ −5
3
A
4
∑
i k
3
i
= − 5
12
[
2
ϕ¨∗
H∗ϕ˙∗
+
ϕ˙2∗
H2∗
(2 + f(k))
]
=
5
12
(ns + f(k)nt)
(4.2.43)
where ns and nt are the scalar and tensor tilt, respectively, and f(k) is a
function of the shape of the triangle formed by the ki and has a range of
values 0 ≤ f(k) ≤ 56 .
For two scalars and a graviton, the calculation is similar. Since in this
case field redefinitions are not important at late times, as interaction La-
grangian we can take the first term of eq. (4.2.32). This gives
〈
γsk1Rk2Rk3
〉
= (2π)3δ(3)(k1 + k2 + k3)
1∏
i(2k
3
i )
H4∗
M4P
H2∗
ϕ˙2∗
εsijk
i
2k
j
34I (4.2.44)
where I is
I =ℜ
[
−i
∫ 0
−∞
dτ
τ2
(1− ik1τ)(1 − ik2τ)(1− ik3τ)eikτ
]
=
=− k +
∑
i>j kikj
k
+
k1k2k3
k2
(4.2.45)
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where the divergence in the integral for τ → 0 is purely imaginary so I is
finite with our choice of contour.
We note that the dependence on the slow-roll parameters is the same
as in the three scalar case, so that the two correlation functions are of
the same order of magnitude. Since after horizon reentry the amplitude
of gravitational waves begins to decay we expect for high l the three R
correlators to dominate.
For two gravitons and a scalar, we use the field redefinition (4.2.34) and
the interaction (4.2.35) to find
〈
Rk1γs2k2γ
s3
k3
〉
=(2π)3δ(3)(k1 + k2 + k3)
1∏
i(2k
3
i )
H4∗
M4P
×
×
[
−1
4
k31 +
1
2
k1(k
2
2 + k
2
3) + 4
k22k
2
3
k
]
εs2ij ε
s3
ij .
(4.2.46)
Finally, in the case of three gravitons, we find
〈
γs1
k1
γs2
k2
γs3
k3
〉
= −(2π)3δ(3)(k1 + k2 + k3) 1∏
i(2k
3
i )
H4∗
M4P
4I
(
εs1ii′ε
s2
jj′ε
s3
ll′tijlti′j′l′
)
(4.2.47)
where tijl is given by
tijl = k
l
1δij + k
i
2δjl + k
j
3δil . (4.2.48)
4.3 Alternative scenarios
So far, we have analyzed the simplest model of inflation, in which one con-
siders a single scalar field slowly rolling down its potential. The mechanism
of production of the primordial perturbations in this model is often referred
to as the standard scenario, in which, as we have just seen, the level of
primordial non-Gaussianity is negligible.
However, the standard scenario is a non-realistic model: therefore, differ-
ent models of inflation have been studied and different scenarios to produce
the primordial perturbations have been proposed.
Here we report two of them, computing the curvature perturbation pre-
dicted up to second order [26], thus estimating the level of non-Gaussianity.
4.3.1 The curvaton scenario
In the curvaton scenario (see [27, 28]), the cosmological perturbations are
generated from the fluctuations of a light scalar field σ different from the
inflaton, in the case where the inflaton perturbations are negligible. The
scalar field is subdominant during inflation and very weakly coupled, so its
fluctuations are initially of isocurvature type. A curvature perturbation is
50 Production and evolution of non linearities
sourced on large scales by the non-adiabatic pressure perturbation (for the
conversion of isocurvature perturbations into curvature ones see ref. [29]),
and it becomes relevant when the energy density of the curvaton field is a
significant fraction of the total energy density. This happens after the end
of inflation, when the curvaton field starts to oscillate around the minimum
of its potential once its mass has dropped below the Hubble rate. Finally
the curvaton field is supposed to decay completely into thermalised radiation
thus generating a final adiabatic perturbation, and from now on the standard
evolution takes place.
First order
We suppose that the curvaton is an almost free scalar field with a small
effective mass m2σ =
∣∣∣∂2V∂σ2
∣∣∣≪ H2I .
We expand the curvaton field as σ(τ,x) = σ(τ) + δ(1)σ(τ,x). The un-
perturbed field satisfies the equation
σ′′ + 2Hσ′ + a2 ∂V
∂σ
= 0 , (4.3.1)
and the linear fluctuation satisfies on large scales (after horizon exit) the
equation
δ(1)σ′′ + 2Hδ(1)σ′ + a2m2σδ(1)σ = 0 . (4.3.2)
But this is just the equation for a generic scalar field in a quasi-de Sitter
stage, so the fluctuations δσ on large scales will be Gaussian distributed,
with a power spectrum
Pδσ(k) ≃
(
H∗
2π
)2
(4.3.3)
where the ∗ denotes the epoch of horizon exit, k = aH.
After the end of inflation, the inflaton decays into radiation, and the
curvaton continues to slowly roll until the Hubble rate becomes comparable
to its mass, H2 ≃ m2σ: at this stage it begins to oscillate around the min-
imum of its potential, which can be approximated by the quadratic term
V ≃ 12m2σσ2. In this case we see from eqs. (4.3.1, 4.3.2) that the fractional
field perturbation has the constant value
δ(1)σ
σ
=
(
δ(1)σ
σ
)
∗
. (4.3.4)
The energy density of the oscillating curvaton field is given by
ρσ(τ,x) = m
2
σσ˜
2(τ,x) (4.3.5)
where σ˜ is the amplitude of the oscillation.
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We now expand this energy density up to first order to find
ρσ(τ,x) = ρσ(τ) + δρσ(τx) = m
2
σσ
2 + 2m2σσδ
(1)σ (4.3.6)
and so, using eq. (4.3.4) the relative energy density perturbation on large
scales is given by
δ(1)ρσ
ρσ
= 2
(
δ(1)σ
σ
)
∗
. (4.3.7)
At this stage we have a non-adiabatic pressure perturbation, due to the
mixture of matter (the oscillating curvaton field) and radiation. So, the
curvature perturbation ζ(1) evolves in time, until the pressure perturbation
becomes adiabatic, at the epoch of curvaton matter domination or after cur-
vaton decay (supposing that radiation thermalizes with the decay products),
whichever is earlier.
It is convenient to consider the curvature perturbations ζ
(1)
i associated
with radiation and the curvaton field. The total curvature perturbation is
given by
ζ(1) = fζ(1)σ + (1− f)ζ(1)γ (4.3.8)
where
f =
3ρσ
4ργ + 3ρσ
(4.3.9)
is the relative contribution of the curvaton to the total curvature perturba-
tion.
We now make the approximation of sudden decay of the curvaton field:
under this approximation both the curvaton and radiation components sat-
isfy separately the energy conservation equations
ρ′γ = −4Hργ , (4.3.10)
ρ′σ = −3Hρσ , (4.3.11)
and the curvature perturbations ζi remain constant on superhorizon scales
until the curvaton decay.
The evolution of the total curvature perturbation on large scales is given
by
ζ(1)
′
= f ′
(
ζ(1)σ − ζ(1)γ
)
= Hf(1− f)
(
ζ(1)σ − ζ(1)γ
)
(4.3.12)
from which we read the expression for the non-adiabatic presure perturba-
tion
δ(1)Pnad = ρσf(1− f)
(
ζ(1)σ − ζ(1)γ
)
. (4.3.13)
Now, in this scenario the perturbation in the radiation component is
considered to be negligible, ζ(1)γ ≃ 0, while the value of ζ(1)σ is fixed by the
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fluctuations of the curvaton field during inflation, ζ(1)σ = ζ
(1)
σI . So, the
total curvature perturbation during the curvaton oscillations is given by
ζ(1) = fζ(1)σ . (4.3.14)
From this equation, it is clear that initially, when the curvaton energy
density is subdominant, the perturbation ζ(1)σ gives a negligible contribution
to the total curvature perturbation, corresponding in fact to an isocurvature
perturbation. On the other hand, during the oscillations the curvaton energy
density ρσ ∝ a−3 increases with respect to the radiation energy density
ργ ∝ a−4, and the perturbations in the curvaton field are converted into the
total curvature perturbation. After the curvaton decay, the total curvature
perturbation remains constant on superhorizon scales at a value fixed by eq.
(4.3.14) in the sudden decay approximation:
ζ(1) = fDζ
(1)
σ , (4.3.15)
where D stands for the epoch of curvaton decay.
Going beyond the sudden decay approximation, it is possible to introduce
a transfer parameter r, defined as
ζ(1) = rζ(1)σ (4.3.16)
where ζ(1) is evaluated well after the epoch of curvaton decay (when it is a
constant) and ζ(1)σ is evaluated well before this epoch. With a numerical
study of the perturbation equations it is possible to show that the sudden
decay approximation is exact when the curvaton dominates the energy den-
sity before it decays, so that r = 1, while in the opposite case r is given
by
r ≃
(
ρσ
ρ
)
D
. (4.3.17)
Second order
We now extend the calculation of the curvature perturbation at second order.
It is useful to consider the individual curvature perturbations ζ
(2)
σ and ζ
(2)
γ ,
to write ζ(2) as the weighted sum
ζ(2) = fζ(2)σ + (1− f)ζ(2)γ + f(1− f)(1 + f)
(
ζ(1)σ − ζ(1)γ
)2
, (4.3.18)
where ζ(2)i are separately conserved in the sudden decay limit and f is given
by eq. (4.3.9).
Therefore ζ(2) evolves in time according to the equation
ζ(2)
′
= f ′
(
ζ(2)σ − ζ(2)γ
)
+ f ′(1− 3f2)
(
ζ(1)σ − ζ(1)γ
)2
, (4.3.19)
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from which we can read the expression for the non-adiabatic pressure per-
turbation at second order
δ(2)Pnad = ρσ(1− f)
[(
ζ(2)σ − ζ(2)γ
)
+ (f2 + 6f − 1)
(
ζ(1)σ − ζ(1)γ
)2
+
+4ζ(1)γ
(
ζ(1)σ − ζ(1)γ
)]
. (4.3.20)
After the curvaton decay, the second order curvature perturbation re-
mains constant and, in the sudden decay approximation, its value is given
by
ζ(2) = fDζ
(2)
σ + fD(1− f2D)
(
ζ(1)σ
)2
, (4.3.21)
where we have used the hypothesis that the perturbation in the radiation
energy density produced at the end of inflation is negligible.
Now, since ζ(r) is a gauge invariant quantity, we choose to work in the
spatially flat gauge ψ(r) = χ
(r)
ij = 0. In this gauge, the gauge-invariant
curvature perturbation is indeed expressed as a density perturbation, and
we find
ζ(1)σ =
1
3
δ(1)ρσ
ρσ
=
2
3
δ(1)σ
σ
=
2
3
(
δ(1)σ
σ
)
∗
(4.3.22)
ζ(2)σ =
1
3
δ(2)σ
σ
−
(
ζ(1)σ
)2
. (4.3.23)
Expanding the curvaton energy density up to second order, we have
ρσ(τ,x) =ρσ(τ) + δ
(1)ρσ(τx) +
1
2
δ(2)ρσ(τ,x) =
=m2σσ
2 + 2m2σσδ
(1)σ +m2σ
(
δ(1)σ
)2
.
(4.3.24)
It follows that
δ(2)ρσ
ρσ
=
1
2
(
δ(1)ρσ
ρσ
)2
=
9
2
(
ζ(1)σ
)2
, (4.3.25)
where we have used eq. (4.3.22); hence, from eq. (4.3.23) we find
ζ(2)σ =
1
2
(
ζ(1)σ
)2
=
1
2
(
ζ(1)σ
)2
I
(4.3.26)
and so also ζ(2) is a conserved quantity, whose value depends on the fluctu-
ations of the curvaton during inflation.
Finally, the second order curvature perturbation produced in the curva-
ton scenario turns out to be
ζ(2) = fD
(
3
2
− f2D
)(
ζ(1)σ
)2
, (4.3.27)
which shows that the primordial level of non-Gaussianity can be much larger
than that of the standard scenario.
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4.3.2 The inhomogeneous reheating scenario
In the inhomogeneous reheating (or modulated reheating) scenario (see [30]),
the cosmological perturbations are generated during the reheating stage after
inflation by means of spatial fluctuations in the inflaton decay rate. In fact,
in most realistic models of inflation the coupling of the inflaton to ordinary
matter is determined by the vacuum expectation values of other fields in
the theory, as in the case of supersymmetric theories or theories inspired
by superstrings (for a review, see [31]). If these fields are light, they will
fluctuate and their fluctuations lead to spatial fluctuations in the inflaton
decay rate, which in turns lead to fluctuations in the reheating temperature,
that is, in the radiation energy density.
First order
To study the generation of perturbations in this scenario, we have to con-
sider a system composed of two fluids, the oscillating scalar field ϕ and the
radiation fluid, which have the energy-momentum tensors T µν(ϕ) and T
µν
(γ).
The total energy-momentum tensor T µν = T µν(ϕ)+T
µν
(γ) is covariantly con-
served, but because of the interaction between the two fluids, the individual
energy-momentum tensors are not separately covariantly conserved.
However, introducing the energy-momentum transfer Qˆν(ϕ) and Qˆ
ν
(γ) sub-
ject to the constraint Qˆν(ϕ) + Qˆ
ν
(γ) = 0, we can write the equations
∇µT µν(ϕ) = Qˆν(ϕ) (4.3.28)
∇µT µν(γ) = Qˆν(γ) . (4.3.29)
We can decompose the energy momentum transfer as
Qˆν(ϕ) = −Qϕuν + f ν(ϕ) (4.3.30)
Qˆν(γ) = −Qγuν + f ν(γ) (4.3.31)
where the f ν are orthogonal to the total velocity of the fluid uν .
With this definition, the energy continuity equations for the scalar field
and the radiation fluid are
uν∇µT µν(ϕ) = Qϕ (4.3.32)
uν∇µT µν(γ) = Qγ . (4.3.33)
where in the case of an oscillating scalar field decaying into radiation the
energy transfer coefficients are given by
Qϕ = −Γρϕ = −Qγ . (4.3.34)
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The background energy continuity equations read
ρ′ϕ = −3H(ρϕ + Pϕ) + aQ(0)ϕ (4.3.35)
ρ′γ = −3H(ργ + Pγ) + aQ(0)γ (4.3.36)
where Q
(0)
ϕ , Q
(0)
γ are the background values of the transfer coefficients.
Up to first order, from eqs. (4.3.32-4.3.33) we find
δ(1)ρϕ + 3H
(
δ(1)ρϕ + δ
(1)Pϕ
)
− 3ψ(1)′(ρϕ + Pϕ) = aQ(0)ϕ φ(1) + aδ(1)Qϕ ,
(4.3.37)
δ(1)ργ + 3H
(
δ(1)ργ + δ
(1)Pγ
)
− 3ψ(1)′(ργ + Pγ) = aQ(0)γ φ(1) + aδ(1)Qγ
(4.3.38)
where we have dropped gradient terms, which are negligible on large scales.
Using the first order (0− 0) component of Einstein’s equations on large
scales ψ(1)
′
+Hφ(1) = −H2 δ
(1)ρ
ρ , we can rewrite these equations in terms of
the gauge-invariant curvature perturbations as
ζ(1)
′
ϕ =
aH
ρ′ϕ
[
δ(1)Qϕ − Q
(0)
ϕ
′
ρ′ϕ
δ(1)ρϕ +Q
(0)
ϕ
ρ′
2ρ
(
δ(1)ρϕ
ρϕ
− δ
(1)ρ
ρ
)]
. (4.3.39)
ζ(1)
′
γ =
aH
ρ′γ
[
δ(1)Qγ − Q
(0)
γ
′
ρ′γ
δ(1)ργ +Q
(0)
γ
ρ′
2ρ
(
δ(1)ργ
ργ
− δ
(1)ρ
ρ
)]
. (4.3.40)
Now, we suppose that there is a perturbation in the decay rate
Γ(τ,x) = Γ(τ) + δ(1)Γ(τ,x) (4.3.41)
and so we write δ(1)Qϕ as
δ(1)Qϕ = −Γδ(1)ρϕ − δ(1)Γρϕ = −δ(1)Qγ . (4.3.42)
We take the background value Γ(τ) = Γ∗ to be constant in time: in such
a case δ(1)Γ is a gauge-invariant quantity. Using the expression for δ(1)Qϕ
and the definition of the curvature perturbation, and using the cosmic time
variable we obtain
ζ˙(1)ϕ =
Γ
2
ρϕ
ρ˙ϕ
ρ˙
ρ
(
ζ(1) − ζ(1)ϕ
)
+H
ρϕ
ρ˙ϕ
δ(1)Γ . (4.3.43)
We now adopt a “mixed sudden-decay approximation”. We treat the
two fluids as if they are not interacting until the decay of the inflaton when
Γ ≃ H. Now, at the beginning of the reheating stage the energy density in
radiation is negligible, that is f =
ρ˙ϕ
ρ˙ ≃ 1 and ζ(1) ≃ ζ(1)ϕ. In fact, under
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our approximation, we can neglect all the terms proportional to Γ, but we
allow for the spatial fluctuations of the decay rate. So eq. (4.3.43) gives
ζ˙(1)ϕ ≃ −
1
3
δ(1)Γ (4.3.44)
using the continuity equation ρ˙ϕ = −3Hρϕ in the sudden decay approxima-
tion.
Integrating over time we finally find
ζ(1)ϕ = −
t
3
δ(1)Γ = −2
9
δ(1)Γ
H
≃ ζ(1) (4.3.45)
using the fact that during the oscillations of the scalar field H = 23 t.
The inhomogeneous reheating mechanism produces a gravitational po-
tential which after the reheating phase is given by (see ref. (76))
ψ(1) =
1
9
δ(1)Γ
Γ∗
. (4.3.46)
Using the relation in the radiation dominated era ψ(1) = −23ζ(1), we see
from eq. (4.3.45) that we can assume Γ∗HD =
3
4 in order to reproduce the
numerical result (4.3.46). So finally we have the curvature perturbation at
first order
ζ(1) ≃ −1
6
δ(1)Γ
Γ∗
. (4.3.47)
Second order
We now expand the decay rate up to second order as
Γ = Γ∗ + δ(1)Γ +
1
2
δ(2)Γ (4.3.48)
so the perturbed energy transfer coefficient is
δ(2)Qϕ = −ρϕδ(2)Γ− Γ∗δ(2)ρϕ − 2δ(1)Γδ(1)ρϕ . (4.3.49)
Following the same steps as for the first order case, we obtain the equa-
tion of motion for the curvature perturbation ζ(2)ϕ on large scales:
ζ˙(2)ϕ =
H
ρ˙ϕ
(
ρϕδ
(2)Γ + 2δ(1)Γδ(1)ρϕ
)
− Γ∗ρϕ
2
ρ˙
ρ
(
δ(2)ρϕ
ρ˙ϕ
− δ
(2)ρ
ρ˙
)
+
+ 3Γ∗ρϕ
H
ρ˙ϕ
(
φ(1)
)2
+
2H
ρ˙ϕ
(
δ(1)Γρϕ + Γ∗δ(1)ρϕ
)
φ(1) − 2ζ˙(1)ϕ ζ(1)ϕ+
+ 2
[
ζ(1)ϕ
(
Γ∗
ρϕ
ρ˙ϕ
φ(1) + δ(1)Γ
ρϕ
ρ˙ϕ
+ Γ∗
δ(1)ρϕ
ρ˙ϕ
)].
+
+
[
Γ
H
(
ζ(1)ϕ
)2(
1− ρϕ
ρ˙ϕ
ρ˙
ρ
)].
.
(4.3.50)
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Under the sudden decay approximation and working in the spatially flat
gauge we simplify this equation to
ζ˙(2)ϕ ≃ −
1
3
δ(2)Γ− ζ(1)ϕδ(1)Γ− 2ζ˙(1)ϕ ζ(1)ϕ −
2
3
(
δ(1)Γ
H
ζ(1)ϕ
).
. (4.3.51)
Now, in this scenario the fluctuations of the decay rate depend on the
underlying particle physics. Suppose for example that Γ(t,x) ∝ χ2(t,x)
where χ is a scalar field. If this field is light, the background can be treated
as a constant, χ(t) ≃ χ∗, and small fluctuations δ(1)χ are left imprinted on
superhorizon scales. In our example one has, up to second order
Γ(t,x) ∝ χ2(t,x) = χ2∗ + 2χ∗δ(1)χ+
(
δ(1)χ
)2
. (4.3.52)
From this equation we read
δ(1)Γ
Γ∗
= 2
δ(1)χ
χ∗
,
δ(2)Γ
Γ∗
= 2
(
δ(1)χ
χ∗
)2
=
1
2
(
δ(1)Γ
Γ∗
)2
(4.3.53)
and, using the first order solution, we rewrite the evolution equation as
ζ˙(2)ϕ ≃ −
1
6Γ∗
(
δ(1)Γ
)2
+
1
3
(
δ(1)Γ
)2
t− 2ζ˙(1)ϕ ζ(1)ϕ −
2
3
(
δ(1)Γ
H
ζ(1)ϕ
).
.
(4.3.54)
Integrating in time we get
ζ(2)ϕ ≃ −
t
6Γ∗
(
δ(1)Γ
)2
+
1
6
(
δ(1)Γ
)2
t2−2
(
ζ(1)ϕ
)2− 2
3
δ(1)Γ
H
ζ(1)ϕ . (4.3.55)
Now, at the time of inflaton decay Γ∗HD =
3
4 , and since H =
2
3 t, it follows
tD =
1
2Γ∗. Evaluating ζ
(2)
ϕ at the time of inflaton decay we get
ζ(2)ϕ ≃ −
1
24
(
δ(1)Γ
Γ∗
)2
−
(
ζ(1)ϕ
)2 − 1
2
ζ(1)ϕ
δ(1)Γ
Γ∗
, (4.3.56)
and finally, using the first order result (4.3.47) we have
ζ(2) ≃ ζ(2)ϕ ≃
1
2
(
ζ(1)ϕ
)2
(4.3.57)
that is larger than the non-linearity produced in the standard scenario.
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4.4 Evolution of second order perturbations
We have shown that, after it has been generated during inflation, the gauge
invariant curvature perturbation remains constant on large scales, for adia-
batic perturbations.
We now want to study the evolution of non-linearities in the gravitational
potentials during the radiation and matter dominated epochs [32]; from now
on we shall adopt the Poisson gauge, defined by ω(r) = χ(r) = χ
(r)
i = 0. This
way we have two scalars, φ(r) and ψ(r), two vector degrees of freedom ω
(r)
i
and two tensor degrees of freedom χ
(r)
ij .
We consider the second order energy continuity equation at second order
for a perfect fluid with generic equation of state P = wρ, w = const:
δ(2)ρ′ + 3H(1 + w)δ(2)ρ− 3(1 + w)ρ0ψ(2)′ − 6(1 + w)ψ(1)′
[
δ(1)ρ+ 2ρ0ψ
(1)
]
=
=− 2(1 + w)ρ0
(
v
(1)
i v
i
(1)
)′ − 2(1 + w)(1 − 3w)Hρ0v(1)i vi(1)+
+ 4(1 + w)ρ0v
i
(1)∂iψ
(1) + 2
ρ0
H2
(
ψ(1)∇2ψ(1)′ − ψ(1)′∇2ψ(1)
)
,
(4.4.1)
where we have also used the divergence of the (0− i) second order Einstein
equation.
This equation can be rewritten in a more suitable form

ψ(2) +Hδ(2)ρ
ρ′0
+ (1 + 3w)H2
(
δ1)ρ
ρ′0
)2
− 4H
(
δ1)ρ
ρ′0
)
ψ(1)


′
=
=
2
3
(
v
(1)
i v
(1)
i
)′
+
2
3
(1− 3w)Hv(1)i vi(1) −
4
3
vi(1)∂iψ
(1)+
+
16
27H(1 + w)2ψ
(1)∇2ψ(1) − 2
3H2(1 + w)×
×
{[
1− 8
9(1 + w)
]
ψ(1)∇2ψ(1)′ −
[
1− 4(1 + 3w)
9(1 +w)
]
ψ(1)
′∇2ψ(1)
}
+
+
8(1 + 3w
27H3(1 + w)2
[
1
3
(
∇2ψ(1)
)2 − ψ(1)′∇2ψ(1)′ + 1
3H∇
2ψ(1)
′∇2ψ(1)
]
(4.4.2)
where we have employed the (0− 0) first order equation
6H2φ(1) + 6Hψ(1)′ − 2∇2ψ(1) = −8πGa2δ(1)ρ (4.4.3)
and the constraint from the traceless part of the (i− j) equation
φ(1) = ψ(1) (4.4.4)
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to get, on large scales, the relation
ψ(1) = −1
2
δ(1)ρ
ρ0
=
3
2
H(1 + w)δ
(1)ρ
ρ′0
. (4.4.5)
Using the definition of ζ(1) and the last equation, we find
ψ(1) = −3(1 + w)
5 + 3w
ζ(1) (4.4.6)
which relates the gravitational potential on large scales to the conserved
curvature perturbation.
The LHS of our evolution equation can be further simplified to
ψ(2) +Hδ
(2)ρ
ρ′0
+ (1 + 3w)H2
(
δ1)ρ
ρ′0
)2
− 4H
(
δ1)ρ
ρ′0
)
ψ(1) =
=ψ(2) +Hδ
(2)ρ
ρ′0
+ (5 + 3w)H2
(
δ1)ρ
ρ′0
)2
=
=ψ(2) +Hδ
(2)ρ
ρ′0
− 4
5 + 3w
(
ζ
(1)
I
)2
(4.4.7)
where ζ
(1)
I is the curvature perturbation evaluated at the end of inflation.
In fact, this expression can be recognized as the second-order curvature
perturbation in the case of a generic fluid with constant equation of state:
−ζ(2) =ψˆ(2) +Hδ
(2)ρ
ρ′
− 2Hδ
(1)ρ′
ρ′
δ(1)ρ
ρ′
− 2δ
(1)ρ
ρ′
(
ψˆ(1)′ + 2Hψˆ(1)
)
+
+
(
δ(1)ρ
ρ′
)2(
Hρ
′′
ρ
−H′ − 2H2
)
=
=ψ(2) +Hδ
(2)ρ
ρ′
− (1 + 3w)H
(
δ(1)ρ
ρ′
)2
+ 4H
(
δ(1)ρ
ρ′
)
ψ(1) .
(4.4.8)
So we have
ψ(2) +Hδ
(2)ρ
ρ′0
− 4
5 + 3w
(
ζ
(1)
I
)2
= C + 2
3
v
(1)
i v
i
(i) +
∫ τ
dτ ′S(τ ′) (4.4.9)
where S is the source term, and on large scales can be neglected together
with the velocities; C is a constant, and in fact it is the constant value of
the curvature perturbation produced during inflation.
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Finally, we can find a relation between ψ(2) and the density perturbation
at second order:
ψ(2) − 1
3(1 + w)
δ(2)ρ
ρ0
= −2
3
5 + 3w
1 + w
(
ψ(1)
)2
+
2
3
v
(1)
i v
i
(i) +
∫ τ
dτ ′S(τ ′) .
(4.4.10)
Now, from this equation, the second order (0− 0) Einstein equation
3H2φ(2) + 3Hψ(2)′ −∇2ψ(2) − 12H2
(
ψ(1)
)2 − 3(∇2ψ(1))2+
− 8ψ(1)∇2ψ(1) − 3
(
ψ(1)
′
)2
= 8πGa2δ(2)T 00
(4.4.11)
and the relation
ψ(2) − φ(2) = S1 =− 4
(
ψ(1)
)2 −∇−2 [2∂iψ(1)∂iψ(1) + 3(1 + w)H2v(1)i vi(i)]+
+ 3∇−4∂i∂j
[
2∂iψ(1)∂jψ
(1) + 3(1 + w)H2v(1)i vj(i)
]
(4.4.12)
we find an evolution equation for the second order potential φ(2):
φ(2)
′
+
5 + 3w
2
Hφ(2) = (5 + 3w)H
(
ψ(1)
)2
+
+
3
2
H(1 + w)
{
∇−2
[
2∂iψ(1)∂iψ
(1) + 3(1 + w)H2v(1)i vi(i)
]
+
− 3∇−4∂i∂j
[
2∂iψ(1)∂jψ
(1) + 3(1 + w)H2v(1)i vj(i)
]}
+
+
3
2
H(1 + w)
∫ τ
τI
S(τ ′)dτ ′ − S ′1 +
1
H
(
∇ψ(1)
)2
+
+
8
3Hψ
(1)
(
∇ψ(1)
)
+
1
3H∇
2S1 + 1H
(
ψ(1)
′
)2
.
(4.4.13)
We want to integrate this equation from the end of inflation τI to a time τ
in the matter dominated era (we have in mind the epoch of recombination).
The general solution is given by the solution of the homogeneous equation
plus a particular solution:
φ(2) =φ(2)(τI) exp
[
−
∫ τ
τI
5 + 3w
2
Hdτ ′
]
+ exp
[
−
∫ τ
τI
5 + 3w
2
Hdτ ′
]
×
∫ τ
τI
exp
[
−
∫ τ ′
τI
5 + 3w
2
Hds
]
b(τ ′)dτ ′
(4.4.14)
where b(τ) is the source term of eq. (4.4.13).
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The homogeneous solution decreases in time both during the radiation
and matter dominated epochs, so we can neglect it. Since at a time τ
during matter domination exp
[
− ∫ ττI 5+3w2 Hdτ ′
]
∝ τ−5, we can neglect the
contributions from the radiation-dominated epoch. Recalling that during
the matter-dominated epoch ψ(1) is constant in time, it turns out that
φ(2) ≃ 2
(
ψ(1)
)2
+
3
5
[
∇−2
(
10
3
∂iψ(1)∂iψ
(1)
)
− 3∇−4∂i∂j
(
10
3
∂iψ(1)∂jψ
(1)
)]
+
+ exp
[
−
∫ τ
τI
5 + 3w
2
Hdτ ′
] ∫ τ
τI
exp
[
−
∫ τ ′
τI
5 + 3w
2
Hds
]{
3
2
H(1 + w) ×
×
∫ τ ′
τI
S(s)ds + 1H
(
∇2ψ(1)
)2
+
8
3Hψ
(1)
(
∇2ψ(1)
)
+
1
3H∇
2S1
}
dτ ′ .
(4.4.15)
where we have used the (0 − i) first order equation to express the spatial
velocities in terms of ψ(1), and we have taken into account that during the
matter dominated era S ′1 = 0.
The gravitational potential will then have a non-Gaussian (χ2)-component.
Going to momentum space, we directly read the non-linearity parameter for
scales entering the horizon during the matter-dominated era:
fφNL ≃ −
1
2
+ g(k1,k2) (4.4.16)
where
g(k1,k2) = 4
k1 · k2
k2
− 3(k1 · k2)
2
k4
+
3
2
k41 + k
4
2
k4
, (4.4.17)
with k = k1 + k2.
In deriving this result, we neglect the last term in equation (4.4.15),
because it is fully negligible when evaluationg the bispectrum of the gravi-
tational potential on large scales.
We note also that in the final bisectrum expression the diverging terms
arising from the infrared behaviour of fNL(k1,k2) are automatically regu-
larized once we subtract the monopole term, by requiring 〈φ〉 = 0.
So we conclude that in the standard scenario the tiny non-Gaussianity
produced during inflation gets enhanced during the post inflationary evolu-
tion, giving rise to a non-negligible signature of large-scale non-Gaussianity
in the gravitational potentials.
4.5 Sachs-Wolfe effect
At this point, we have to discuss how metric perturbations are converted
into temperature fluctuations on large scales at the recombination epoch.
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Calculating the photon redshift up to second order, and dropping for
the moment integrated effects, we obtain the non-linear generalization of
the Sachs-Wolfe effect [33, 34]
δT
T
= φ
(1)
E + τ
(1)
E +
1
2
(
φ
(2)
E + τ
(2)
E
)
− 1
2
(
φ
(1)
E
)2
+ φ
(1)
E τ
(1)
E (4.5.1)
where φE = φ
(1)
E +
1
2φ
(2)
E is the lapse perturbation at emission on the last
scattering surface and τE = τ
(1)
E +
1
2τ
(2)
E is the intrinsic fractional temperature
fluctuation at emission.
To obtain the intrinsic anisotropy in the photon temperature, we expand
the relation ργ ∝ T 4 up to second order:
τ
(1)
E =
1
4
δ(1)ργ
ργ
∣∣∣∣∣
E
(4.5.2)
τ
(2)
E =
1
4
δ(2)ργ
ργ
∣∣∣∣∣
E
− 3
(
τ
(1)
E
)2
=
1
4
δ(2)ργ
ργ
∣∣∣∣∣
E
− 3
16
(
δ(1)ργ
ργ
∣∣∣∣∣
E
)2
(4.5.3)
where ργ is the mean photon energy density.
Then we need to relate the photon energy density to the lapse pertur-
bation, which we can do easily by implementing the adiabaticity condition.
At first order ζ
(1)
m = ζ
(1)
γ and we find
δ(1)ργ
ργ
=
4
3
δ(1)ρm
ρm
; (4.5.4)
at second order we have ζ
(2)
m = ζ
(2)
γ and using the definition of ζ(2) we obtain
δ(2)ργ
ργ
=
4
3
δ(2)ρm
ρm
+
4
9
(
δ(1)ρm
ρm
)2
. (4.5.5)
In the large scale limit, the energy constraints yield the solutions
δ(1)ρm
ρm
= −2ψ(1) (4.5.6)
δ(2)ρm
ρm
= −2φ(2) + 8
(
ψ(1)
)2
. (4.5.7)
Finally, we obtain the second-order generalization of the Sachs-Wolfe
result
δT
T
=
1
3
[
ψ
(1)
E +
1
2
(
φ
(2)
E −
5
3
(
ψ(1)
)2)]
(4.5.8)
which is not a simple extension of the formula δ
(1)T
T =
1
3ψ
(1)
E since it receives
a correction provided by the term −53
(
ψ(1)
)2
.
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Expressing the lapse function at second order as a general convolution,
and recalling that at linear order φ(1) = ψ(1),
φ = φ(1) +
1
2
φ(2) = ψ(1) + fφNL ⋆
(
ψ(1)
)2
(4.5.9)
up to a constant offset that must be added in order to have 〈φ〉 = 0.
In order to connect the inflationary predictions with the definition of
fNL which has become standard in the CMB-related literature we remind
the standard Sachs-Wolfe formula
δT
T
(nˆ, τ0) = −1
3
Φ(nˆ(τ0 − τE)) , (4.5.10)
where Φ = −φ is Bardeen’s gauge-invariant potential, which is usually ex-
panded as
Φ = ΦL + fNL ⋆ (ΦL)
2 (4.5.11)
(up to a constant offset), where ΦL = −φ(1).
Finally, by comparison we immediately derive the true non linearity
parameter which is measured by CMB experiments:
fNL = −fφNL +
5
6
. (4.5.12)
We notice that the CMB temperature bispectrum does not vanish even if
fφNL ≃ 0, owing to the presence of the second-order Sachs-Wolfe effect that
give the extra term 56 .
In deriving second order quantities and equations of motion, we have
sistematically dropped spatial gradients since they are negligible on large
scales. However, second order perturbations are sourced by first order ones,
and we must take into account also the short wavelength behaviour of the
first order quantities, as it is evident going to momentum space.
The point here is the final quantity one is interested in. We want to
calculate the bispectrum of the gravitational potentials and of the temper-
ature anisotropies as a measure of non-Gaussianity on large scales. Now,
by eq. (4.1.3) we see that the bispectrum is given by the kernel fNL which
appears when expressing in Fourier space second order quantities in terms
of first order ones, so when calculating the bispectrum on large scales we
need only to evaluate the kernel in the long-wavelength limit, irrespective of
the integration over the whole range of momenta.
This is the reason why we can use the large-scale limit when deriving
and solving equations for the second order quantities in terms of first order
ones: this procedure does not affect the value of fNL on large scales and so
the final result for the bispectrum is correct.
Chapter 5
Second order radiation
transfer function on large
scales
In this Chapter, we want to compute the second order temperature anisotropies
including all the relevant effects on large scales. We start by discussing the
integrated Sachs-Wolfe effect, which vanishes in the case of a matter dom-
inated universe. Then we present a non-perturbative formalism to obtain
an expression for the temperature anisotropies and the evolution equations
on large scales. Neglecting integrated effects, we can use these formalism to
compute at all order in perturbation theory the bispectrum and trispectrum.
In the general case, we can perturb our equations to study all the relevant
integrated effects on large scales for the temperature anisotropies, namely
the early and late ISW, and the second-order tensor contribution.
5.1 Integrated Sachs-Wolfe effect
After recombination, CMB photons essentially free-stream to us. During
their path from the last scattering surface to the observer, there are sources
of anisotropies, in addition to those left imprinted on the CMB at the mo-
ment of recombination.
These effects are purely of gravitational origin, and are of two types:
frequency change due to gravitational redshift along the photon path, and
gravitational lensing which modifies the angular distribution of anisotropies.
Second order anisotropies could be important, because they can give
a non negligible contribution with respect to the first order ones due to
the long distances involved in the problem, since some second order terms
consist of integrals along the photon path. Clearly, we are interested in
the second order integrated effect because we want to take into account
all the contributions to the second-order temperature anisotropies to give a
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definite prediction for the observed level of non-Gaussianity n the CMB on
large scales.
On large scales, the most important effect is the so-called integrated
Sachs-Wolfe effect (ISW), which is due to differential redshift and time dila-
tion integrated along the photon path. The linear ISW effect vanishes in a
matter dominated universe, since the gravitational potentials are constant
in time and their time derivatives are zero: at second order, however, the
integrated effect is present and is often referred to as the Rees-Sciama effect
[35], especially on subhorizon scales.
We can distinguish two different effects: the early ISW effect, at recombi-
nation epoch, which is due to a residual component of radiation that makes
the potential decay in time; and the late ISW effect, which is present at late
times and is due to the dark energy component.
At linear order, the expression for the ISW effect was obtained by Sachs
andWolfe considering the redshift experienced by a photon along its geodesic.
A perturbative algorithm to compute second and higher order gravita-
tional perturbations on the CMB is developed in ref. [36] (see also [37]): the
explicit computation up to second order for a perturbed FRW model was
performed in ref. [34].
To understand the origin of the integrated effects, we present the explicit
computation at first order in the perturbations [33].
Let us consider a flat FRW spacetime perturbed up to first order: the
line element is
ds2 = a2(η)
[
g(0)µν + g
(1)
µν
]
dxµdxν (5.1.1)
and the metric components are given by eq. (3.3.25). The perturbations
to g0i will be denoted by z instead of ω to not generate confusion, and for
simplicity of notation in the following we will drop the superscript (1).
Photons travel on null geodesics xµ(λ), with λ the affine parameter in the
conformal metric, connecting the observer, at coordinates xµO = (ηO,xO),
to the emitting hypersurface, that we take at constant conformal time ηE ,
and that can assumed to be the last scattering surface.
At every point pi on this hypersurface is emitted thermal radiation with
temperature TE(pi, di) where di is a unit vector specifying the direction of
emission.
At our observation point, we measure a temperature TO(xO, ei), where
ei is the direction of observation.
If the photon suffers a redshift z along its travel, the frequencies at emis-
sion and at observation will be related by ωO = ωE1+z ; since the occupation
number per frequency mode is conserved, the temperatures will be related
by TO = TE1+z .
So, the temperature measured by an observer can be written as
TO(xi, ei) =
ωO
ωE
TE(pi, di) . (5.1.2)
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The frequency is given by
ω = −gµνuµkν (5.1.3)
where uµ is the four-velocity of the observer or the emitter, and kν = dx
ν
dλ
is the wavevector of the photon in the conformal metric, tangent to the null
geodesic xν(λ).
As initial data we have the quantities xO, ei and ωO, and we need to
obtain ωE , pi, di. We expand perturbatively the photon geodesics and the
corresponding wavevectors as
xµ(λ) = x(0)µ(λ) + x(1)µ(λ) + . . . (5.1.4)
kµ(λ) = k(0)µ(λ) + k(1)µ(λ) + . . . . (5.1.5)
For simplicity, we can take comoving observers at O and E , because any
relative motion leads to a dipole anisotropy which may be easily subtracted.
Therefore our four-velocity will be
uµ =
1
a
(
1 + v(1)0, 0, 0, 0
)
(5.1.6)
and the normalization condition gµνu
µuν = −1 gives
v(1)0 = −φ . (5.1.7)
Finally, we expand the frequency as
ω = ω0 (1 + ω˜) (5.1.8)
and the temperature at emission as
TE(pi, di) = T
(0)
E (1 + τ(pi, di)) (5.1.9)
where τ is the intrinsic temperature at the emission point.
So, up to first order, the temperature at the observer is
TO(xO, ei) =
ω
(0)
O
ω
(0)
E
T
(0)
E [1 + (ω˜O − ω˜E + τ)] (5.1.10)
where the first factor gives the mean temperature at observation T
(0)
O ≡
ω
(0)
O
ω
(0)
E
T
(0)
E .
Now we have to write an expression for TO in terms of null geodesics.
As background geodesics, we use simply straight lines:
x(0)µ = (λ, (λO − λ)ei) k(0)µ = (1,−ei) . (5.1.11)
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As boundary conditions at the origin, we impose x(1)µ(λO) = k
(1)i(λO) =
0. The null geodesic condition then gives
k(1)0(λO) = −φO − ziOei − ψO +
1
2
χijOeiej . (5.1.12)
The expansion of ω gives
ω(0) =
1
a
, ω˜ = k(1)0 + φ(1) + ziei (5.1.13)
and substituting into the expression for the temperature we find
δT
T
= ω˜O − ω˜E + τ = ψO + 1
2
χijOeiej − k(1)0E − ziEei − ψE + τ . (5.1.14)
Now we need to obtain the null geodesics up to first order. The geodesic
equation is
d2xµ
dλ2
+ Γµαβk
αkβ = 0 , (5.1.15)
along the path xµ(λ).
We seek an equivalent equation for the perturbations to the background
geodesics. Substituting the expansion (3.3.27) we have
∞∑
a=0
{
d2x(a)µ
dλ2
+
[
Γ
(a)µ
αβ +
∞∑
b=1
1
b!
∂σ1 . . . ∂σbΓ
(a)µ
αβ
( ∞∑
c=1
x(c)σ1
)
. . .
( ∞∑
d=1
x(d)σb
)
×
×
( ∞∑
e=1
k(e)α
)
 ∞∑
f=1
k(f)β





 = 0 (5.1.16)
which is an equivalent equation, holding along the background path x(0)µ(λ),
which can be solved perturbatively for the x(a)µ(λ).
At every order the equation can be recasted in the form of a forced Jacobi
equation:
d2x(a)µ
dλ2
+ 2Γ
(0)µ
αβ k
(0)αk(a)β + ∂σΓ
(0)µ
αβ k
(0)αk(0)βx(a)σ = f (a)µ (5.1.17)
where f (a)µ is a forcing vector which contains x(b)µ or k(b)µ only up to the
(a− 1)-th order.
At first order, it is given by
f (1)µ = −Γ(1)µαβ k(0)αk(0)β . (5.1.18)
There is a general method for solving these equations, in terms of parallel
and Jacobi propagators.
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In our case, we find
k(1)0(λE ) = φO − ψO + 1
2
χijOeiej − 2φE − ziEei +
∫ λE
λO
dλA(1)
′
(5.1.19)
where A(1) ≡ φ(1) + ψ(1) + z(1)i ei − 12χ
(1)
ij e
iej .
Substituting this expression into eq. (5.1.14), we finally find
δ(1)T
T
= φ
(1)
E − φ(1)O + τ −
∫ λE
λO
dλA(1)
′
(5.1.20)
which is the generalization of the Sachs-Wolfe result.
The intrinsic temperature anisotropy τ obviously depend on the cosmo-
logical model in consideration. In the case of adiabatic perturbations, it is
simply given by τ = −23φ(1).
5.2 Non-linear anisotropies
We now derive an expression for the temperature anisotropies on large scales
using the following metric [38]
ds2 = a2
[−e2Φdη2 + e−2Ψδijdxidxj] (5.2.1)
where a(η) is the scale factor of the unperturbed universe, and we have
introduced the gravitational potentials Φ and Ψ in order to describe scalar
perturbations (in the Poisson gauge) in a fully non-linear way. That is,
expression (5.2.1) holds at any order in perturbation theory, and to make
contact with the standard perturbative approach one has to expand the
gravitational potentials as Φ =
∑∞
n=1
1
n!Φn, Ψ =
∑∞
n=1
1
n!Ψn.
For example, up to second order in perturbations we find
e2Φ = 1 + 2Φ + 2Φ2 +O(Φ3) = 1 + 2
(
Φ1 +
1
2
Φ2
)
+ 2Φ21 +O(Φ
3
1) ,
(5.2.2)
e−2Ψ = 1− 2Ψ + 2Ψ2 +O(Φ3) = 1− 2
(
Ψ1 +
1
2
Ψ2
)
+ 2Ψ21 +O(Ψ
3
1) ,
(5.2.3)
and by comparing the usual perturbed metric in the Poisson gauge we find
Φi = φ
(1) , Ψ1 = ψ
(1) , Φ2 = φ
(2) − 2(φ(1))2 , Ψ2 = ψ(2) + 2(ψ(1))2 .
(5.2.4)
Since we are interested in the large scale limit, when using the metric
(5.2.1) we neglect spatial gradients of the gravitational potentials.
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Now we obtain a general non linear formula for the temperature anisotropies
on large scales. The temperature measured by an observer is given by
TO =
ωO
ωE
TE . (5.2.5)
The frequency seen by an observer with four-velocity Uµ is
ω = − 1
a2
gµνU
µkν (5.2.6)
where gµν is the metric of eq. (5.2.1), and k
ν is the wavevector in the
conformal metric.
For simplicity we take comoving observers in O and E (losing a dipole
contribution), so we write Uµ = (U0,~0). The normalization condition
gµνU
µUν = −1 gives U0 = 1ae−Φ, and substituting in eq. (5.2.6) we find
ω =
1
a
eΦk0 . (5.2.7)
which expanded up to second order reproduces the results in ref. Mollerach-
Matarrese.
The non-linear expression for the temperature anisotropy is
TO = TE
aE
aO
eΦO−ΦE
k0O
k0E
. (5.2.8)
This expression is valid at any order in perturbation theory. To recover
the second order result, we simply expand the terms as
TE ≃T (0)E
(
1 + τ (1) + τ (2)
)
(5.2.9)
eΦO−ΦE ≃1 + Φ1O − Φ1E +
1
2
(Φ2O − Φ2E) +
1
2
(Φ1O − Φ1E)2 (5.2.10)
= 1 + φ(1)
∣∣∣O
E
+
1
2
φ(2)
∣∣∣O
E
− 1
2
(
φ
(1)
O
)2
+
3
2
(
φ
(1)
E
)2 − φ(1)O φ(1)E
(5.2.11)
k0O ≃1 + k(1)0O + k(2)0O (5.2.12)
1
k0E
≃1− k0E +
(
k0E
)2
= 1− k(1)0E − k(2)0E +
(
k
(1)0
E
)2
. (5.2.13)
At first order we obtain
δT (1)
T
= τ (1)+φ
(1)
O −φ(1)E + k(1)0O − k(1)0E = τ (1)−ψ(1)O −φ(1)E − k(1)0E (5.2.14)
and at second order
δT (2)
T
=τ (2) +
[
k(2)0 +
1
2
φ(2) − 1
2
(
φ(1)
)2
+ k(1)0φ(1)
]O
E
+
dk(1)0
dλ
∣∣∣∣∣
E
x
(1)0
E +
−
(
φ(1) + k(1)0 − τ (1)
)
E
(
φ(1) + k(1)0
)O
E
(5.2.15)
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where the term dk
(1)0
dλ
∣∣∣
E
x
(1)0
E is due to the fact that we must expand all the
quantities around the background geodesic, and x
(1)0
E is the difference in
affine parameter between the point where zeroth and first order geodesics
intersect the hypersurface of emission.
The next step is to find the solution of the geodesic equation in the
non-linear case. As background geodesics we take the straight lines of eq.
(5.1.11), and we place the boundary conditions at the observer’s point
xµ(λO)− x(0)µ(λO) = 0 , ki(λO)− k(0)i(λO) = 0 . (5.2.16)
The null vector condition gµνk
µkν = 0 gives
δijk
ikj = e2(Φ+Ψ)
(
k0
)2
, (5.2.17)
from which we have, at the observer’s point,
k0(λO) = e−(ΦO+ΨO) . (5.2.18)
Finally, we can write down the geodesic equation for the metric (5.2.1)
dk0
dλ
=− Γ0αβkαkβ = −2Γ0i0kik0 − Γ000k0k0 − Γ0ijkikj =
=− 2 (∂iΦ) kik0 − Φ′
(
k0
)2
+Ψ′e−2(Φ+Ψ) δijkikj =
=− [2 (∂iΦ) ki +Φ′k0] k0 +Ψ′ (k0)2 =
=−
[
2
(
dΦ
dλ
− Φk′0
)
+Φ′k0
]
k0 +Ψ′
(
k0
)2
=
=− 2dΦ
dλ
k0 +
(
Φ′ +Ψ′
) (
k0
)2
(5.2.19)
where we have used eq. (5.2.17) and the relation dΦdλ = k
0 ∂0Φ+ k
i ∂iΦ .
The solution is
k0(λ) = e−2Φ(λ)
[
e−2Φ(λO)
k0(λO)
−
∫ λ
λO
e−2Φ(λ
′)
(
Φ′(λ′) + Ψ′(λ′)
)
dλ′
]−1
(5.2.20)
where the potentials are to be computed along the true geodesic.
To make contact with the second order result, in addition to the expan-
sion in perturbative orders we need to perform a sort of Taylor expansion
around the background geodesic for the potentials, in order to express all
the quantities on the background geodesic. For example, if we have the
non-linear quantity α(x) computed on the true geodesic, its expansion up
to second order will be α(x) = α(1)(x(0)) + ∂µα
(1)(x(0))x(1)µ + α(2)(x(0)).
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Therefore we find
k0(λE ) ≃
[
1 + 2 (ΦO − ΦE) + 2 (ΦO − ΦE)2
] (
1 + k
(1)0
O + k
(2)0
O
)
×[
1 + k0Oe
2ΦO
∫ λE
λO
e−2Φ
(
Φ′ +Ψ′
)
dλ+
(
k0O
)2
e4ΦO
(∫ λE
λO
e−2Φ
(
Φ′ +Ψ′
)
dλ
)2]
=
=
[
1 + 2 φ(1)
∣∣∣O
E
+ φ(2)
∣∣∣O
E
+ 4
(
φ
(1)
E − 2φ(1)
′
x(1)0
)2 − 4φ(1)O φ(1)E
]
×(
1 + k
(1)0
O + k
(2)0
O
){
1 + I1 +
(
k
(1)0
O + 2φ
(1)
O
)
I1 + I
2
1+
+
∫ λE
λO
[
−2φ(1)A(1)′ + 1
2
A(2)
′
+A(1)
′′
x(1)0 +A
(1)′
,i x
(1)i − 2φ(1)′φ(1) + 2ψ(1)′ψ(1)
]
dλ
}
(5.2.21)
where A(n) ≡ φ(n) + ψ(n) and I1 ≡
∫ λE
λO
A(1)
′
dλ .
The first order term is
k
(1)0
E = 2φ
(1)
O − 2φ(1)E + k(1)0O + IISW = φ(1)O − ψ(1)O − 2φ(1)E + IISW , (5.2.22)
and the second order one is
k
(2)0
E =k
(2)0
O + φ
(2)
∣∣∣O
E
+ 4
(
φ
(1)
E
)2
− 2φ(1)′E x(1)0E − 2φ(1)O φ(1)E +
+2I1
(
φ
(1)
O − ψ(1)O − 2φ(1)E
)
− 2
(
φ
(1)
O
)2 − 2ψ(1)O φ(1)O + 2ψ(1)O φ(1)E +
+
∫ λE
λO
[
1
2
A(2)
′
+A(1)
′′
x(1)0 + 2A(1)
′
I1 − 4φ(1)′φ(1) + 2ψ(1)′ψ(1) − 2ψ(1)′φ(1)
]
dλ .
(5.2.23)
Let us see what is the expression for the intrinsic temperature anisotropy
TE in our formalism. For this purpose, we generalize the adiabaticity con-
dition at any order in perturbation theory.
First, we define the non linear quantity
F ≡ ln(ae−Ψ) + 1
3
∫ ρ dρ˜
ρ˜+ P˜
(5.2.24)
where ρ and P are the energy density and pressure in the non linear case.
The quantity in eq. (5.2.24) is conserved in time: in fact, by using the (non
linear) continuity equation on large scales
ρ′ = −3 (H−Ψ′) (ρ+ P ) (5.2.25)
we find
F ′ = H−Ψ′ + 1
3
ρ′
ρ+ P
= 0 . (5.2.26)
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The perturbation δF is a gauge-invariant quantity representing the non
linear generalization of the curvature perturbation ζ. Indeed, by expanding
it at first order we obtain ζ(1) = −ψ(1)− δ(1)ρρ′ , and at second order we obtain
the ζ(2) defined in eq. (3.4.5).
At non-linear level, the first-order adiabaticity condition ζ
(1)
m = ζ
(1)
γ gen-
eralizes to δFm = δFγ : explicitly we have
1
3
∫
dρm
ρm
=
1
4
∫
dργ
ργ
=⇒ ln ρm = ln ρ
3
4
γ . (5.2.27)
To relate the photon energy density to the gravitational potentials, we
use the (0−0) component of Einstein equations at recombination, where we
consider full matter domination:
e−2Φ
(H−Ψ′) = 8πG
3
ρm . (5.2.28)
Neglecting the term Ψ′ since the potentials remain constant on large
scales in the matter dominated era, by comparison with the background
(0− 0) Einstein equation we find
ρm = ρ
(0)
m e
−2Φ . (5.2.29)
There is indeed a small amount of radiation at the recombination epoch,
which gives rise to the early integrated Sachs-Wolfe effect: so, strictly speak-
ing, we are not allowed to neglect ργ and Ψ
′ in our equation. However, we can
consider some moment after recombination in the full matter dominated era,
and then taking into account separately the evolution of potentials around
the recombination epoch.
Finally, since TE ∝ ρ
1
4
γ , from eqs. (5.2.27) and (5.2.29) we have
TE = T
(0)
E e
− 2
3
Φ (5.2.30)
which is the non linear generalization of the intrinsic temperature anisotropies
for adiabatic perturbations.
Neglecting integrated effects, the non-linear generalization of the Sachs-
Wolfe effect is
δnpT
T
= e
1
3
Φ − 1 , (5.2.31)
which reproduces the known perturbative results at first and second order.
5.3 Non-perturbative Einstein equations
Now we write down the Einstein equations for the metric (5.2.1), showing
that they correctly give the perturbed equations up to second order.
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The (0− 0) equation is
e−2Φ
a2
(H−Ψ′)2 = 8πG
3
∑
n
[
e−2Φ
a2
ρn(1 + wn) (u0)
2 − wnρn
]
, (5.3.1)
where the sum is over all the fluid components present at a given time,
including dark energy with ρΛ =
Λ
8piG , wΛ = −1.
Using the normalization condition gµνuµuν = −1 we find an expression
for u0:
u0 = −eΦ
(
a2 + e2Ψulul
) 1
2 ≃ −aeΦ (5.3.2)
where we have neglected the term ulul In fact, since vector modes on large
scales can be neglected, we consider only scalar velocities ul = ∂lu, so the
term ulul contains two spatial gradients and it can be dropped.
Therefore eq. (5.3.1) can be written as
e−2Φ
a2
(H−Ψ′)2 = 8πG
3
∑
n
ρn . (5.3.3)
The (0− i) equation is
∂iΨ
′ +
(H−Ψ′)∂iΦ = −4πGaeΦ∑
n
ρn(1 + wn)ui (5.3.4)
where we have made use of eq. (5.3.2). Hence we solve for the spatial
velocities:
ui = − 1
a 4πG
e−Φ∑
n ρn(1 + wn)
[
∂iΨ
′ +
(H−Ψ′) ∂iΦ] . (5.3.5)
The (i− j) traceless equation is given by
e2Ψ
a2
[
∂i∂jΨ− 1
3
∇2Ψδij − ∂i∂jΦ+
1
3
∇2Φ+ ∂iΨ∂jΨ− 1
3
∂lΨ∂lΨδ
i
j+
−∂iΦ∂jΦ+ 1
3
∂lΦ∂lΦδ
i
j − ∂iΦ∂jΨ− ∂iΨ∂jΦ+
2
3
∂lΦ∂lΨδ
i
j
]
=
=8πG
e2Ψ
a2
∑
n
ρn(1 + wn)
(
uiuk − 1
3
ululδ
i
j
)
(5.3.6)
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from which, substituting eq. (5.3.5) we obtain
∂i∂jΨ− 1
3
∇2Ψδij − ∂i∂jΦ+
1
3
∇2Φ+ ∂iΨ∂jΨ− 1
3
∂lΨ∂lΨδ
i
j+
− ∂iΦ∂jΦ+ 1
3
∂lΦ∂lΦδ
i
j − ∂iΦ∂jΨ− ∂iΨ∂jΦ+
2
3
∂lΦ∂lΨδ
i
j =
=
1
a22πG
e−2Φ∑
n ρn(1 + wn)
[(H−Ψ′)2(∂iΦ∂kΦ− 1
3
∂lΦ∂lΦδ
i
j
)
+
+
(H−Ψ′)(∂iΨ′∂kΦ+ ∂iΦ∂kΨ′ − 2
3
∂lΨ′∂lΦδij
)
+ ∂iΨ′∂kΨ′ − 1
3
∂lΨ′∂lΨ′δij
]
.
(5.3.7)
The trace part of the (i− j) equations gives
e−2Φ
a2
[(H−Ψ′) (−H˙ + 3Ψ′ + 2Φ′)− 2H′ + 2Ψ′′]+
+
e2Ψ
a2
[
2∇2 (Φ−Ψ) + ∂lΨ∂lΨ+ 2∂lΦ∂lΦ− ∂lΦ∂lΨ
]
=
=
e2Ψ
a2
∑
n
[
ρn(1 + wn)
(
ulul
)
+ 3wnρn
]
=
=
e2(Ψ−Φ
2πGa4
1∑
n ρn(1 + wn)
[
∂iΨ
′ +
(H−Ψ′)∂iΦ]2 + 24πG∑
n
ρnwn .
(5.3.8)
In principle, one needs to solve these equations to obtain an expression
for the integrated ISW effects, taking into account all the contributions to
the observed non-Gaussianity.
Unfortunately, they are too complicated to be solved explicitly: so, in
the general case, one must expand the potentials to the desired order and
proceed with a perturbative calculation, as usual.
Indeed, it is worth noting that it is easier to recover the perturbed equa-
tions starting from these and simply expanding Φ and Ψ, instead of comput-
ing the Einstein tensor for the perturbed metric. For example, it would be
relatively straightforward going to third order, in order to provide an expres-
sion for the non-linearity parameter gφNL which enters in the computation
of the trispectrum on large scales.
5.3.1 Bispectrum from the Sachs-Wolfe effect
However, there is a special case for which we can find a solution for the
potentials in terms on the initial conditions provided by inflation: in fact,
for a matter dominated universe, the potentials stay constant on large scales,
so we can neglect the time derivatives and the integrated effects. Using a
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path integral technique, we will provide an expression for the bi- and three-
spectrum on large scales, taking into account only the Sachs-Wolfe effect
[38].
In this case eq. (5.3.3) reads
ρm =
3e−2Φ
a28πG
H2 . (5.3.9)
Substituting this expression into eq. (5.3.7) and dropping time derivatives,
we obtain
∂i∂jΨ− 1
3
∇2Ψδij − ∂i∂jΦ+
1
3
∇2Φ+ ∂iΨ∂jΨ− 1
3
∂lΨ∂lΨδ
i
j+
− ∂iΦ∂jΦ+ 1
3
∂lΦ∂lΦδ
i
j − ∂iΦ∂jΨ− ∂iΨ∂jΦ+
2
3
∂lΦ∂lΨδ
i
j =
=
4
3
(
∂iΦ∂kΦ− 1
3
∂lΦ∂lΦδ
i
j
)
,
(5.3.10)
and by applying the operator ∂i∂
j we finally have
∇4 (Ψ− Φ) =7
2
∂i∂
j
(
Φ,iΦ,j
)
+ 3∂i∂
j
(
Φ,iΨ,j
)−∇2 (Φ,lΨ,l)+
− 7
6
∇2
(
Φ,lΦ,l
)
− 3
2
∂i∂
j
(
Ψ,iΨ,j
)
+
1
2
∇2
(
Ψ,lΨ,l
) (5.3.11)
which is the non-linear generalization of the constraint between φ and ψ in
the Poisson gauge.
It is convenient now to write this equation as Ψ = Φ+K[Φ,Ψ] where K
is the kernel obtained by acting with the operator ∇−4 on the RHS of the
previous equation.
The non-linear curvature perturbation reads
ζ ≡ δF = −Ψ+ 1
3
ln
ρm
ρ
(0)
m
= −Ψ− 2
3
Φ = −5
3
Φ−K[Φ,Ψ] (5.3.12)
where we have used eq.(5.2.29).
So we can write the temperature anisotropy (5.2.31) as
δnpT
T
= e−
1
5
ζ− 1
5
K − 1 (5.3.13)
which is our starting point for the evaluation of the n-point correlation
function for the large-scale CMB anisotropies, using a functional integral
tecnique.
Let us see how to evaluate the n-point correlation function of eϕ(x) where
ϕ(x) is a Gaussian random field. We have:〈
eϕ(x1) . . . eϕ(xn)
〉
=
∫
DϕP[ϕ]e
R
J(x)ϕ(x)dx =
=e
1
2
R
dxdyJ(x)〈ϕ(x)ϕ(y)〉J(y) = e
1
2
P
i,j〈ϕ(xi)ϕ(xj)〉
(5.3.14)
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where J(x) =
∑n
i=1 δ(x−xi), Dϕ is the functional measure and P[ϕ] is the
Gaussian probability density functional.
The correlation function of eϕ(x)ϕ(y) will be〈
eϕ(x1)ϕ(y)
〉
=
∫
DϕP[ϕ]ϕ(y)e
R
J(x)ϕ(x)dx =
δ
δJ(y)
∫
DϕP[ϕ]e
R
J(x)ϕ(x)dx =
=
δ
δJ(y)
e
1
2
R
dxdyJ(x)〈ϕ(x)ϕ(y)〉J(y) = e
1
2〈ϕ(x)2〉2 〈ϕ(x)ϕ(y)〉 .
(5.3.15)
Now, the gravitational potential Φ in (5.2.31) is not a Gaussian vari-
able: the curvature perturbation in general will be non-Gaussian, too, but
we will split it into a linear Gaussian part plus non linear (non-Gaussian)
corrections, that will be put into the kernel K.
So, our task is to compute the correlation functions of the temperature
anisotropy (5.3.13). Applying the techniques of quantum field theory, the
kernel K can be treated as an interaction term, and we apply an iterative
procedure to express it in powers of the Gaussian field ζ, using the definition
of K[Φ,Ψ] and eq. (5.3.12).
Now, we start from equation (5.3.12) written in the form
Φ = −3
5
ζ − 3
5
K[Φ,−ζ − 2
3
Φ] (5.3.16)
and we solve it perturbatively to find Φ[ζ].
The zeroth and first-order terms are given by
Φ(0) = −3
5
ζ , Φ(1) = −3
5
ζ − 3
5
K[Φ(0),−ζ − 2
3
Φ(0)] = −3
5
ζ −
(
3
5
)3
K[ζ2] .
(5.3.17)
In general we have the iterative solution
Φ(2n) =Φ(2n−1) +K1[Φ(0),Φ(2n−2) − Φ(2n−1)]+
+
n−2∑
m=0
K1[Φ(m) − Φ(m+1),Φ(2n−m−3 − Φ(2n−m−2] ,
(5.3.18)
Φ(2n+1) =Φ(2n) +K1[Φ(0),Φ(2n−1) − Φ(2n)]+
+
n−2∑
m=0
K1[Φ(m) − Φ(m+1),Φ(2n−m−2 − Φ(2n−m−1] +K2[
(
Φ(n−1) − Φ(n)
)2
] ,
(5.3.19)
where we have introduced the bilinear operators
K1[f, g] ≡ ∇−4
[
6∂i∂
j(f ,ig,j)− 2∇2(f ,lg,l)
]
, (5.3.20)
K2[f, g] ≡ −∇−4
[
1
2
∂i∂
j(f ,ig,j)− 1
2
∇2(f ,lg,l)
]
, (5.3.21)
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in terms of which we have K[Φ,Ψ] = 712K1[Φ,Φ]− 14K1[Ψ,Ψ] + 12K1[Φ,Ψ].
To compute the 3-point function, we need to expand the kernel up to
second order in ζ, and this means to know Φ(2):
Φ(2) = −3
5
ζ −
(
3
5
)3
K[ζ2] +K1
[
−3
5
ζ,
(
3
5
)3
K[ζ2]
]
. (5.3.22)
In order to compute the n-point correlation functions, we define the
generating functional
Z[J ] =
∫
D[ζ]P[ζ]ei
R
dxJ(x)(e−ζ/5−K[ζ]/5−1) (5.3.23)
with J(x) an external source, P[ζ] is the Gaussian PDF
P[ζ] = e
− 1
2
R
dxdyζ(x)G(x,y)ζ(y)∫ D[ζ]e− 12 R dxdyζ(x)G(x,y)ζ(y) (5.3.24)
where G(x,y) is the functional inverse of 〈ζ(x)ζ(y)〉 and D[ζ] is a functional
measure such that
∫ D[ζ]P[ζ] = 1.
The correlation functions will be obtained by functional derivation with
respect to J :
〈(
e−ζ1/5−K[ζ1]/5 − 1
)
. . .
(
e−ζn/5−K[ζn]/5 − 1
)〉
= i−n
δnZ[J ]
δJ(x1) . . . δJ(xn)
∣∣∣∣
J=0
≡
≡ Z(n)(x1, . . . ,xn) . (5.3.25)
The connected correlation functions are obtained by defining the new
functional W [J ] ≡ lnZ[J ], with the analog formula
〈(
e−ζ1/5−K[ζ1]/5 − 1
)
. . .
(
e−ζn/5−K[ζn]/5 − 1
)〉
conn.
= i−n
δnW [J ]
δJ(x1) . . . δJ(xn)
∣∣∣∣
J=0
≡
≡W (n)(x1, . . . ,xn) . (5.3.26)
The computation of the generating functional is made, as in quantum
field theory, employing a perturbative expansion around some known solu-
tion, which in our case corresponds to the connected correlation functions
when the kernel K vanishes.
Let us show the explicit computation for the bispectrum. To compute
the functional derivatives with respect to J we find it convenient to introduce
another external source λ(x), defining the new generating functional
Z[J, λ] =
∫
D[ζ]P[ζ]ei
R
dxJ(x)(e−ζ/5−K[ζ]/5−1)ei
R
dxλ(x)ζ(x) . (5.3.27)
Functional of this form are common in quantum field theory when treating
with composite operators.
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Clearly, the correlation functions generated by Z[J, λ] are given by
〈(
e−ζ(x1)/5−K[ζ(x1)]/5 − 1
)
. . .
(
e−ζ(xn)/5−K[ζ(xn)]/5 − 1
)
ζ(y1) . . . ζ(ym)
〉
=
= i−(n+m)
δn+mZ[J, λ]
δJ(x1) . . . δJ(xn)δλ(y1) . . . δλ(ym)
∣∣∣∣
J,λ=0
. (5.3.28)
If we write
eϕ+K[ϕ] − 1 =
∞∑
n=1
Kn[ϕ]
n!
eϕ + (eϕ − 1) , (5.3.29)
the generating functional can be put in the form
Z[J, λ] = exp i
∫
dxJ(x)
∑
n
Kn[1i δδλ ]
n!
e
1
i
δ
δλZ0[J, λ] (5.3.30)
where Z0[J, λ] is the generating functional when K[ϕ] = 0:
Z0[J, λ] =
∫
D[ϕ]P[ϕ]ei
R
dxJ(x)(eϕ(x)−1)ei
R
dxλ(x)ϕ(x) ≡ eW0[J,λ] . (5.3.31)
So we have isolated the “interaction” term from the “free” term. Now
we can write
W [J, λ] =W0[J, λ]+ln
{
1 + e−W0
[
exp i
∫
dxJ(x)
∑
n
Kn[1i δδλ ]
n!
e
1
i
δ
δλ − 1
]
eW0
}
(5.3.32)
which, by functional derivation with respect to J , generates the connected
correlation functions for the temperature anisotropies.
At this point we perform a perturbative expansion in the small r. m.
s amplitude of the perturbations,
〈
ϕ2
〉 1
2 ≪ 1, and use the fact that the
kernal is given by the iterative procedure described above. We write K[ϕ] =
a⋆ϕ2+ b ⋆ϕ3, where the ⋆ denotes a convolution in configuration space: for
the moment, however, we will treat a and b as constant coefficient.
For the bispectrum we just need the quadratic piece aϕ2. So, taking the
logarithm term in eq. (5.3.32), we have
ln(1 + ∆) ≃ ∆ ≃iae−W0
∫
dxJ(x)
(
1
i
δ
δλ
)2
eW0 =
=
1
i
a
∫
dxJ(x)
[
δ2W0
δλ2(x)
+
(
δW0
δλ(x)
)2] (5.3.33)
where ∆ is read from eq. (5.3.32), and we have put e
1
i
δ
δλ = 1+ δδλ + · · · ≃ 1.
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Therefore the bispectrum is given by:
W (3)(x1,x2,x3) =i
−3 δ
3W [J, λ]
δJ(x1)δJ(x2)δJ(x3)
=
=
〈(
eϕ(x1) − 1
)(
eϕ(x3) − 1
)(
eϕ(x3) − 1
)〉
conn.
+
+ i−3
δ3∆[J, λ]
δJ(x1)δJ(x2)δJ(x3)
∣∣∣∣
J,λ=0
(5.3.34)
where we have to compute the last contribution, and to this end we need
an expression for W0[J, λ]. Now, since the functional derivatives of W0 with
respect to J and λ give respectively the correlation functions of (eϕ1) and
of ϕ, which are known, we can write
W0[J, λ] =
∞∑
n=1
in
n!
∫
dx1 . . . dxnw˜(x1, . . . ,xn)J˜(x1) . . . J˜(xn) (5.3.35)
where J˜(xi) can be either J(xi) or λ(xi), and w˜(x1, . . . ,xn) are the corre-
sponding connected correlation functions.
For the first term in ∆ we find explicitly
δ3
δJ(x1)δJ(x2)δJ(x3)
∫
dxJ(x)
δ2W0
δλ2(x)
∣∣∣∣
(J,λ)=0
=
=
δ4W0
δJ(x1)δJ(x2)δ2λ(y
∣∣∣∣
J,λ=0
δ(y − x3) + cycl. = w˜4(x1,x2,x3,x3) + cycl.
(5.3.36)
and for the second term
δ3
δJ(x1)δJ(x2)δJ(x3)
∫
dxJ(x)
(
δW0
δλ(x)
)2∣∣∣∣∣
(J,λ)=0
=
2
δ2W0
δJ(x1)δλ(y)
∣∣∣∣
(J,λ)=0
δ2W0
δJ(x2)δλ(y)
∣∣∣∣
(J,λ)=0
δ(y − x3) + cycl. =
= 2w˜2(x1,x3)w˜2(x2,x3) + cycl. .
(5.3.37)
So the functional derivative of ∆ reads
i−3
δ3∆[J, λ]
δJ(x1)δJ(x2)δJ(x3)
∣∣∣∣
J,λ=0
=
a
∑
p
[
w˜2(xp1,xp3)w˜2(xp2,xp3) +
1
2
w˜4(xp1,xp2,xp3,xp3)
]
(5.3.38)
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where the sum is over all the permutations (p1, p2, p3) of indices (1, 2, 3) (not
only the cyclic ones), and we have used the following notations:
w˜2(x,y) ≡
〈
(eϕ(x) − 1)ϕ(y)
〉
conn.
(5.3.39)
w˜4(x1,x2,x,x) ≡
〈
(eϕ(x1) − 1)(eϕ(x2) − 1)ϕ(x)ϕ(x)
〉
conn.
. (5.3.40)
In the general case in which the kernel is a convolution in configuration
space, that is
K[ϕ] =
∫
dy1dy2K(y − y1,y − y2)ϕ(y)ϕ(y) . (5.3.41)
it is not difficult to see that the bispectrum is given by
W (3)(x1,x2,x3) =
〈(
eϕ(x1) − 1
)(
eϕ(x3) − 1
)(
eϕ(x3) − 1
)〉
conn.
+
+
∑
p
∫
dy1dy2K(xp3 − y1,xp3 − y2)w˜2(xp1,y1)w˜2(xp2,y2)+
+
1
2
∑
p
∫
dy1dy2K(xp3 − y1,xp3 − y2)w˜4(xp1,xp2,y1,y2) .
(5.3.42)
In our case the kernel at second order can be written as
K[ζ] =
∫
dy1dy2K2(x− y1,x− y2)ζ(y1)ζ(y2) , (5.3.43)
where K2 is the double inverse Fourier transform of the expression
K˜2(k1,k2) = (aNL − 1) + 9
5
[
(k1 · k3)(k2 · k3)
k4
− 1
3
(k1 · k2)
k2
]
(5.3.44)
where k3 = −(k1 + k2) and k = |k3|. We have added the term (aNL − 1)
whose role is to parametrize the level of primordial non-Gaussianity in the
variable ζ, which is written as ζ = ζL + (aNL − 1) ⋆ ζ2L with ζL a Gaussian
random variable. Indeed, the ζ that appears in our formule is ζL.
For the bispectrum we then find
W (3)(x1,x2,x3) =
〈(
e−ζ(x1)/5 − 1
)(
e−ζ(x2)/5 − 1
)(
e−ζ(x3)/5 − 1
)〉
conn.
+
− 5
∑
p
∫
dy1dy2K2(xp3 − y1,xp3 − y2)×
×
[
w˜2(xp1,y1)w˜2(xp2,y2) +
1
2
w˜4(xp1,xp2,y1,y2)
]
(5.3.45)
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with
w˜2(x1,x2) ≡ −1
5
〈(
eζ1/5 − 1
)
ζ2
〉
conn.
= − 1
25
e
〈ζ2〉
50 〈ζ1ζ2〉 (5.3.46)
w˜4(x1,x2,x3,x4) ≡ 1
25
〈(
eζ1/5 − 1
)(
eζ2/5 − 1
)
ζ3ζ4
〉
conn.
=
=
〈ζ2〉
25
3× 252
(
e〈ζ1ζ2〉/25 − 1
)
(〈ζ1ζ4〉+ 〈ζ2ζ4〉) (〈ζ1ζ3〉+ 〈ζ2ζ3〉) + cyclic .
(5.3.47)
Now, if we expand the exponentials in eq. (5.3.45) up to second or-
der, we immediately recover the expression obtained at second-order in per-
turbation theory for the non-linearity parameter fNL. Remembering the
usual Sachs-Wolfe formula δTT = −13Φ = −13
(
ΦL + fNL ⋆Φ
2
L
)
, and that
e−ζ/5 = e−ΦL/3 ≃ 1− 13ΦL + 118Φ2L, we obtain
fNL = −
[
5
3
(1− aNL) + 1
6
]
+
[
3
(k1 · k3)(k2 · k3)
k4
− (k1 · k2)
k2
]
, (5.3.48)
With the procedure just described, we can obtain also the 4-point con-
nected correlation function, which vanish in the case of Gaussian distributed
perturbations and can help to constrain non-Gaussianity.
The kernel must be expanded up to third order, and can be written as
the convolution
K[ζ] =
∫
dy1dy2K2(x− y1,x− y2)ζ(y1)ζ(y2)+∫
dy1dy2dy3K3(x− y1,x− y2,x− y3)ζ(y1)ζ(y2)ζ(y3) , (5.3.49)
where K2 is defined by eq. (5.3.44), and K3 is the triple inverse Fourier
transform of the expression
K˜3(k1,k2,k3) = (bNL−1)+(aNL−1)A(k1,k2,k3)+C(k1,k2,k3) (5.3.50)
with
A(k1,k2,k3) =6
5
[
(k1 · k4)
k4
(k3 · k4 + k2 · k4)+
+
(k2 · k4)(k3 · k4)
k4
− 1
3
k1 · (k2 + k3) + k2 · k3
k2
] (5.3.51)
C(k1,k2,k3) =54
25
(k3 · k4)[(k1 + k2) · k4]
k4
×
×
{
[k1 · (k1 + k2)][k2 · (k1 + k2)]
|k1 + k2|4 −
1
3
k1 · k2
|k1 + k2|2
}
+ cycl.
(5.3.52)
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where k4 = −(k1 + k2 + k3) and k = |k4|.
Now, we can expand the exponential in the expression (5.3.13) up to third
order, and using the kernel defined in eq. (5.3.49), we are able to provide
an expression for the non-linearity parameter gNL which enters into the
trispectrum of the CMB anisotropies and is the coefficient of an expansion
of the gravitational potential Φ up to third order:
Φ = ΦL + fNL ⋆ (ΦL)
2 + gNL ⋆ (ΦL)
3 . (5.3.53)
We find the following expression:
gNL(k1,k2,k3) =
25
9
(bNL − 1) + 25
9
(aNL − 1)A(k1,k2,k3) + 25
9
C(k1,k2,k3)+
− 5
9
(aNL − 1) + 1
54
− 1
3
{
[k1 · (k1 + k2)][k2 · (k1 + k2)]
|k1 + k2|4 −
1
3
k1 · k2
|k1 + k2|2 + cycl.
}
.
(5.3.54)
5.4 Second order radiation transfer function
We now turn to the calculation of the radiation transfer function on large
scales, including all the relevant effects [39]. Using the computed mul-
tipoles alm = a
L
lm + a
NL
lm , splitted in a linear and a non-linear part, we
will have an expression for the angular bispectrum as 〈al1m1al2m2al3m3〉 =〈
aLl1m1a
L
l2m2
aNLl3m3
〉
+ perm..
We will study separately the late ISW, the early ISW and the second
order tensor contribution, and we recall how to compute the second-order
transfer function for the Sachs-Wolfe effect.
5.4.1 Late ISW effect
Evolution of the gravitational potentials
The background equations are the Friedmann equations
H2 = 8πG
3
a2(ρ(0)m + ρΛ) =
8πG
3
a2ρ(0)m + a
2Λ
3
(5.4.1)
H2 + 2H′ = a2Λ (5.4.2)
which follow from the (0− 0) and the (i− i) Einstein equation respectively.
At linear order, the traceless part of the (i − j) equation gives φ(1) =
ψ(1) = ϕ, and its trace gives the evolution equation
ϕ′′ + 3Hϕ′ + (2H′ +H2)ϕ = 0 =⇒ ϕ′′ + 3Hϕ′ + a2Λϕ = 0 . (5.4.3)
We can write the growing mode solution to eq. (5.4.3) as
ϕ(x, η) = g(η)ϕ0(x) (5.4.4)
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where ϕ0(x) is the peculiar gravitational potential linearly extrapolated to
the present time, and g(η) is the so-called growth suppression factor, which
can be found in refs(...), and that in the Λ = 0 case is g(η) = 1.
To find the evolution equation at second order, we start from eq. (5.3.8)
and expand it at second order:
ψ(2)
′′
+ 3Hψ(2)′ + a2Λψ(2) = H
(
ψ(2)
′ − φ(2)′
)
+
+ a2Λ
(
ψ(2) − φ(2)
)
+
1
3
∇2
(
ψ(2) − φ(2)
)
+
+ 4a2Λϕ2 + 8Hϕϕ′ + (ϕ′)2 + 7
3
(∂iϕ∂iϕ) +
8
3
ϕ∇2ϕ+
+
1
6πGa2ρ
(0)
m
[
∂iϕ′∂iϕ′ +H(∂iϕ∂iϕ)′ +H2(∂iϕ∂iϕ)
]
,
(5.4.5)
where we have used the background (0 − 0) Einstein equation H′ + 2H2 =
a2Λ.
To solve for the combination ψ(2) − φ(2), we make use of eq. (5.3.7)
expanded at second order:
∇−4
(
ψ(2) − φ(2)
)
= −4∇4(ϕ2) + 3∂i∂jP ij −∇2P ii (5.4.6)
where we have applied the operator ∂i∂
j and we have defined
P ij =2∂
iϕ∂jϕ+
1
2πGa2ρ
(0)
m
[
∂iϕ′∂jϕ′ +H(∂iϕ∂jϕ)′ +H2(∂iϕ∂jϕ)
]
=
=
2
4πGa2ρ
(0)
m
[
∂iϕ′∂jϕ′ +H(∂iϕ∂jϕ)′ + 1
2
(
5H2 − a2Λ) (∂iϕ∂jϕ)
]
.
(5.4.7)
We now substitute the expression for ψ(2) − φ(2) in eq. (5.4.5) to find
ψ(2)
′′
+3Hψ(2)′+ a2Λψ(2) = HQ′+ a2ΛQ+∇−2∂i∂j + (ϕ′)2 − (∂iϕ∂iϕ)P ij ,
(5.4.8)
where Q is defined by ∇4Q = −∇2P ii + 3∂i∂jP ij.
Finally, we find the evolution equation for ψ(2):
ψ(2)
′′
+ 3Hψ(2)′ + a2Λψ(2) = S(η) (5.4.9)
where S(η) is the source term in eq. (5.4.8). Employing the first order
solution, eq. (5.4.4), it reads
S(η) =g2ΩmH2
[
(f − 1)2
Ωm
ϕ20 + 2
(
2
(f − 1)2
Ωm
− 3
Ωm
+ 3
)
×
× (∇−2(∂iϕ0∂iϕ0)− 3∇−4∂i∂j(∂iϕ0∂iϕ0)]+
+ g2
[
4
3
(
f2
Ωm
+
3
2
)
∇−2∂i∂j(∂iϕ0∂iϕ0)− (∂iϕ0∂iϕ0)
] (5.4.10)
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where the function f(η) is defined by f(η) = 1 + g
′(η)
Hg(η) .
The solution to eq. (5.4.9) is given by
ψ(2)(η) =
g
gm
ψ(ηm)
(2)+ψ
(2)
+ (η)
∫ η
ηm
dη′
ψ
(2)
− (η′)
W (η′)
S(η′)−ψ(2)− (η)
∫ η
ηm
dη′
ψ
(2)
+ (η
′)
W (η′)
S(η′)
(5.4.11)
where ψ
(2)
+ = g(η) and ψ
(2)
− =
H(η)
a2(η)
are respectively the growing and decaying
solutions of the homogeneous equation, and W is the Wronskian W (η) =
1
a3(η)H20(f0 + 32Ω0m).
The initial conditions are represented by the term ψ(2)(ηm), which we
choose to take in the matter dominated era: this will account for the pri-
mordial contribution to the non-Gaussianity in the perturbations.
The evolution of the gravitational potential φ(2) is provided by the rela-
tion between ψ(2) and φ(2):
∇4φ(2) = ∇4ψ(2)+4g2∇4ϕ20−
4
3
g2
(
f2
Ωm
+
3
2
)[∇2(∂iϕ0∂iϕ0)− 3∂i∂j(∂iϕ0∂iϕ0)] .
(5.4.12)
We now discuss the important issue of initial conditions, which we fix at
the time when the cosmological perturbations relevant today for the CMB
anisotropies and LSS are well outside the horizon. We have seen that it is
useful to consider the gauge-invariant quantity ζ ≃ ζ(1) + 12ζ(2), because it
is conserved on large scales for adiabatic perturbations and it carries all the
information about the primordial level of non-Gaussianity. Different sce-
narios of generation of the cosmological perturbations are characterized by
different values of ζ(2), and it is standard use to parametrize the primordial
level of non-Gaussianity through the parameter aNL:
ζ(2) = 2aNL(ζ
(1))2 . (5.4.13)
At linear order during the matter dominated epoch and on large scales
we have that ζ(1) = −53ϕ(ηm), so we can write
ζ(2) =
50
9
aNLϕ
2
m =
50
9
aNLg
2(ηm)ϕ
2
0 . (5.4.14)
On the other hand, by using the definition of ζ(2) given in eq. (3.4.5)
in the matter dominated epoch, the second-order (0− 0) component of the
Einstein equations −H(ψ(2)′ + Hφ(2)) + 4H2ϕ2m = 8piG3 a2δ(2)ρm, we can
express φ
(2)
m in terms of ζ(2) as
φ(2)m = −
3
5
ζ(2) +
16
3
ϕ2m + 2∇−2(∂iϕm∂iϕm)− 6∇−4∂i∂j(∂iϕm∂jϕm) .
(5.4.15)
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In terms of the parameter aNL and using eq. (5.4.12), the initial condi-
tions read:
φ(2)m = 2g
2
m
[(
−5
3
(aNL − 1) + 1
)
ϕ20 +∇−2(∂iϕ0∂iϕ0)− 3∇−4∂i∂j(∂iϕ0∂jϕ0)
]
,
(5.4.16)
ψ(2)m = 2g
2
m
[(
−5
3
(aNL − 1)− 1
)
ϕ20 −
2
3
∇−2(∂iϕ0∂iϕ0)− 3∇−4∂i∂j(∂iϕ0∂jϕ0)
]
.
(5.4.17)
After having determined the initial conditions, the solutions for ψ(2) and
φ(2) are
ψ(2) =2g(η)gm
[(
−5
3
(aNL − 1)− 1
)
ϕ20 −
2
3
∇−2(∂iϕ0∂iϕ0)− 3∇−4∂i∂j(∂iϕ0∂jϕ0)
]
+
+H−20
(
f0 +
3
2
Ω0m
)−1 [
g(η)
∫ η
ηm
dη′a(η′)H(η′)S(η′)− H(η)
a2(η)
∫ η
ηm
dη′a3(η′)g(η′)S(η′)
]
,
(5.4.18)
φ(2) = ψ(2) + 4g2(η)ϕ20 +
4
3
g2(η)
(
f2
Ωm
+
3
2
)[∇−2(∂iϕ0∂iϕ0)− 3∇−4∂i∂j(∂iϕ0∂jϕ0)] .
(5.4.19)
We can rewrite these expression in the following compact way:
ψ(2) =
(
B1(η)− 2g(η)gm − 10
3
(anl − 1)g(η)gm
)
ϕ20+
+
(
B2(η)− 4
3
g(η)gm
)[∇−2(∂iϕ0∂iϕ0) +−3∇−4∂i∂j(∂iϕ0∂jϕ0)]+
+B3(η)∇−2∂i∂j(∂iϕ0∂jϕ0) +B4(η)(∂iϕ0∂jϕ0) ,
,
(5.4.20)
φ(2) =
(
B1(η) + 4g
2(η)− 2g(η)gm − 10
3
(anl − 1)g(η)gm
)
ϕ20+
+
[
B2(η)− 4
3
g(η)gm +
4
3
g2(η)
(
f2
Ωm
+
3
2
)]
×
× [∇−2(∂iϕ0∂iϕ0)− 3∇−4∂i∂j(∂iϕ0∂jϕ0)]+
+B3(η)∇−2∂i∂j(∂iϕ0∂jϕ0) +B4(η)(∂iϕ0∂jϕ0) .
(5.4.21)
where we have introduced the functions Bi(η) = H−20
(
f0 +
3
2Ω0m
)
B˜i(η)
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with the following definitions:
B˜1(η) =
∫ η
ηm
dη′H2(η′)(f(η′)− 1)2C(η, η′) , (5.4.22)
B˜2(η) = 2
∫ η
ηm
dη′H2(η′) [2(f(η′)− 1)2 − 3 + 3Ωm(η′)]C(η, η′) , (5.4.23)
B˜3(η) =
4
3
∫ η
ηm
dη′
(
f2(η′)
Ωm(η′)
+
3
2
)
C(η, η′) , B˜4(η) = −
∫ η
ηm
dη′C(η, η′) ,
(5.4.24)
and
C(η, η′) = g2(η′)a(η′)
[
g(η)H(η′)− g(η′)a
2(η′)
a2(η)
H(η)
]
. (5.4.25)
In the expressions for the gravitational potentials, we recognize two con-
tributions. There is a term which dominate on small scales and is negligible
on large scales, that is B3(η)∇−2∂i∂j(∂iϕ0∂jϕ0) +B4(η)(∂iϕ0∂jϕ0): this is
insensitive to the non linearity in the initial conditions and gives rise to the
Rees-Sciama effect due to the evolution in time of the second-order gravi-
tational potentials. For large scales, the dominant contribution is given by
the other terms, which carry the information on primordial non-Gaussianity
and whose origin is purely relativistic. In an Einstein-de Sitter universe we
would have B1(η) = B2(η) = 0 and there is no integrated contribution on
large scales from these terms.
Temperature anisotropy
In order to compute the contribution to the temperature anisotropy on large
scales given by the late ISW effect, we consider the expression of the inte-
grated contributions to the temperature fluctuation at second order:
δ(2)T
T
=
1
2
∫ ηO
ηE
dη
∂
∂η
[
φ(2) + ψ(2)
]
− I1(ηE)
(
ϕ
(1)
E + τ
(1) − I1(ηE)
)
+
+
∫ ηO
ηE
dη
[
4k(1)
0
ϕ′ + 4ϕ′ϕ+ 2x(1)
0
ϕ′′ + 2x(1)
i
ϕ′,i
]
.
(5.4.26)
In this equation E denotes a quantity evaluated at last scattering, I1 is
given by
I1(η) = 2
∫ η
ηO
dη˜ϕ′ , (5.4.27)
while k(1)
0
and x(1)
µ
are the first order perturbations to the background
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wavevector and geodesic, respectively, and are given by
k(1)
0
(η) =− 2ϕ + I1(η) (5.4.28)
x(1)
0
(η) =2
∫ η
ηO
dη˜
[−ϕ+ (η − η˜)ϕ′] (5.4.29)
x(1)
i
(η) =− 2
∫ η
ηO
dη˜
[
ϕei + (η − η˜)ϕ,i] , (5.4.30)
where ei is the unit vector specifying the line of sight direction. All the inte-
grals are to be evaluated along the background geodesic x(0)
µ
= (η, eˆ(ηO −
η)); for example, in eq. (5.4.27) we have ϕ′ ≡ ϕ′(η˜,x = eˆ(ηO − η˜)).
Now we notice that eq. (5.4.26) can be simplified. To this end, we use
the relations
x(1)
0
(η) + x(1)
i
(η)ei = −2
∫ η
ηO
dη˜ϕ′ (5.4.31)
2
∫ η
ηO
dη˜ϕ′I1(η˜) =
1
2
[I1(η)]
2 (5.4.32)
and the decomposition of the total derivative along the background geodesic
for a generic function f(η, xi(η)), dfdη = f
′ − eif,i, to obtain
δ(2)T
T
=
1
2
∫ ηO
ηE
dη
∂
∂η
[
φ(2) + ψ(2)
]
− I1(ηE )
(
ϕ(1)E + τ
(1)
)
+
1
2
[I1(ηE)]2+
− 4
∫ ηO
ηE
dη
[
ϕϕ′ + ϕ′′
∫ η
ηO
dη˜ϕ
]
+ 4ϕ′E
∫ ηO
ηE
dη(ηE − η)ϕ .
(5.4.33)
As we have already noted, the second order ISW effect is separated into
two parts: the early ISW effect due to a non negligible radiation component
at the time of last scattering, and the late ISW effect due to expansion
growth suppression during the Λ-dominated epoch. Therefore we split every
integral in eq. (5.4.33) as
∫ ηO
ηE
dη =
∫ ηm
ηE
dη +
∫ ηO
ηm
dη, where ηm represents
the epoch when full matter domination is reached.
For the late ISW effect, we need to take only the latter contribution.
Using the expression for the intrinsic temperature anisotropy on large scales
τ = −23ϕE and the solutions for the potentials in eqs. (5.4.20-5.4.21), we
finally find
1
2
δ(2)T
T
late
=
∫ ηO
ηm
dη
[
2
(
−1− 5
3
(aNL − 1)
)
gmg
′(η) +B′1(η) + 4g(η)g
′(η)
]
ϕ20
∣∣
x=eˆ(ηO−η)+
+
∫ ηO
ηm
dηg2mB¯(η)
[∇−2(∂iϕ0∂iϕ0)− 3∇−4∂i∂j(∂iϕ0∂jϕ0)]∣∣x=eˆ(ηO−η)+
− 4
∫ ηO
ηm
dη
[
ϕϕ′ + ϕ′′
∫ η
ηO
dη˜ϕ
]
+
1
2
[I1(ηm)]
2 − 1
3
ϕηI1(ηm)
(5.4.34)
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where for simplicity of notation we have introduced the function
B¯(η) =
(
B′2(η)
g2m
− 4
3
g′(η)
gm
)
+
4
3
g′(η)g(η)
g2m
(
e(η) +
3
2
)
+
2
3
g2(η)
g2m
e′(η)
(5.4.35)
and the first order potentials are given by ϕ(η,x) = g(η)ϕ0(x).
A simple but important comment about eq. (5.4.34) is that the whole
effect is vanishing in the case of a vanishing dark-energy component, since
it arises from the explicit time dependence of the linear gravitational po-
tentials during the late accelerated phase. Moreover, we can recognize two
different contributions. The first, proportional to [−53 (aNL − 1)], is directly
related to the primordial level of non-Gaussianity: in the case of strong non-
Gaussianity, aNL ≫ 1, the late ISW effect on large scales can be strongly
amplified and this is the dominant contribution. The remaining terms are
due to the non-linear evolution of the gravitational potentials and to the
second-order corrections to the temperature anisotropies.
Angular decomposition
In order to provide the expression for the angular bispectrum we expand
the temperature anisotropy in spherical harmonics obtaining the multipoles
alm:
δT (nˆ)
T
=
∑
lm
almY (nˆ)lm =⇒ alm =
∫
d2nˆ
δT (nˆ)
T
Y ∗lm(nˆ) . (5.4.36)
Since the temperature anisotropy is the sum of a linear part and a non
linear one, we decompose the multipoles alm into a linear (Gaussian) part
aLlm and a non linear (non-Gaussian) contribution a
NL
lm :
alm = a
L
lm + a
NL
lm . (5.4.37)
The linear multipole is expressed as
aLlm =
∫
d2nˆ
δ(1)T (nˆ)
T
Y ∗lm(nˆ) = 4π(−i)l
∫
d3k
(2π)3
φ(1)i(k)∆
(1)
l(k)Y
∗
lm(kˆ)
(5.4.38)
where ∆(1)l(k) is the linear radiation transfer function which gives the rela-
tion between the initial fluctuations φ(1)i(k) and the observed temperature
anisotropies. For the linear Sachs-Wolfe effect on large scales (small l), the
transfer function is ∆(1)l(k) =
1
3jl(k(η0 − ηE)), where jl are the spherical
Bessel functions of order l.
Expressing in a similar way the non linear multipoles aNLlm in terms of the
initial potential fluctuations corresponds to obtain a second order radiation
transfer function. With our results for the temperature anisotropies on large
scales we are able to compute it for small l.
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Now we derive aNLlm for the late ISW effect. Let us consider the contri-
bution arising from the time derivatives of the second order gravitational
potentials in eq. (5.4.34), and write it in terms of its Fourier transform:
1
2
δ(2)T
T
[ψ(2)
′
+ φ(2)
′
] =
∫
d3k
(2π)3
∫ ηO
ηm
dη
[(
10
3
(aNL − 1)gmg′(η) − 2gmg′(η)+
+B′1(η) + 4g(η)g
′(η)
)
[ϕ20](k) − g2mB¯(η)K2(k)
]
e−ik·nˆ(ηO−η)
(5.4.39)
where [ϕ20](k) is the convolution giving the Fourier transform of ϕ
2
0(x), and
K2(k) is defined as
K2(k) =
1
(2π)3
∫
d3k1d
3k2δ
(3)(k1+k2−k)
(
3
(k1 · k)(k2 · k)
k4
− k1 · k2
k2
)
ϕm(k1)ϕm(k2) .
(5.4.40)
We now make use of the Rayleigh expansion
e−ik·x = 4π
∑
l,m
(−i)ljl(kx)Y ∗lm(kˆ)Ylm(xˆ) (5.4.41)
and, using the orthonormality of the spherical harmonics, we find
aNLlm [ψ
(2)′ + φ(2)
′
] = 4π(−i)l
∫
d3k
(2π)3
∫ ηO
ηm
dηjl(k(η0 − η))×
×
[(
10
3
(aNL − 1)g
′(η)
gm
− 2g
′(η)
gm
+
B′1(η)
g2m
+ 4
g(η)g′(η)
g2m
)
[ϕ2m](k) − B¯(η)K2(k)
]
(5.4.42)
where we have switched to ϕm for the initial conditions.
In the remaining terms, which are additional second order corrections
built up from the first order potential, we have a different dependence on nˆ.
For example, if we consider the integral over ϕ′′ in eq. (5.4.34) we have
− 4
∫ ηO
ηm
dη
[∫ η
ηO
dη˜ϕ
]
g′′(η) ϕ0(x)|x=−nˆ(ηO−η) =
=− 4
∫
d3k1
(2π)3
d3k2
(2π)3
∫ ηO
ηm
dη
g′′(η)
gm
∫ η
ηO
dη˜
g(η˜)
gm
ϕm(k1)ϕm(k2)e
−ik1·nˆ(ηO−η)e−ik2·nˆ(ηO−η˜) =
=− 4(4π)2
∑
L1,M1
∑
L2,M2
(−i)L1+L2Y ∗L1M1(nˆ)Y ∗L2M2(nˆ)
∫
d3k1
(2π)3
d3k2
(2π)3
×
×
∫ ηO
ηm
dη
g′′(η)
gm
jL1(k1(ηO − η))
∫ η
ηO
dη˜
g(η˜)
gm
jL2(k2(ηO − η˜))×
× ϕm(k1)ϕm(k2)YL1M1(kˆ1)YL2M2(kˆ2)
(5.4.43)
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and a similar expression holds for the other terms.
In general, we can write the following expression for aNLlm :
aNLlm = 4π(−i)l
∫
d3k
(2π)3
[
K0(k)∆
(2)0
l (k) +K1(k)∆
(2)1
l (k) +K3(k)∆
(2)2
l (k)
]
Y ∗lm(kˆ)+
+ (4π)2
∑
L1,M1
∑
L2,M2
(−i)L1+L2GmM1M2lL1L2 ×
×
∫
d3k1
(2π)3
d3k2
(2π)3
ϕm(k1)ϕm(k2)∆L1L2(k1, k2)YL1M1(kˆ1)YL2M2(kˆ2)
(5.4.44)
where Kn(k) are convolutions in Fourier space expressed in terms of some
kernels fn(k1,k2,k) as
Kn(k) =
1
(2π)3
∫
d3k1d
3k2δ
(3)(k1 + k2 − k)fn(k1,k2,k)ϕm(k1)ϕm(k2)
(5.4.45)
with
f0(k1,k2,k) = −5
3
(aNL − 1)− 1 , f1(k1,k2,k) = 1 (5.4.46)
f2(k1,k2,k) = 3
(k1 · k)(k2 · k)
k4
− k1 · k2
k2
(5.4.47)
and, correspondingly,
∆(2)
0
l (k) =2
∫ ηO
ηm
dη
g′(η)
gm
jl(k(η0 − η)) , (5.4.48)
∆(2)
0
l (k) =
∫ ηO
ηm
dη
B′1(η)
g2m
jl(k(η0 − η)) , (5.4.49)
∆(2)
0
l (k) =−
∫ ηO
ηm
dηB¯(η)jl(k(η0 − η)) . (5.4.50)
Moreover, in eq. (5.4.44), GmM1M2lL1L2 =
∫
d2nˆYlm(nˆ)YL1M1(nˆ)YL2M2(nˆ) is the
Gaunt integral and
∆L1L2(k1, k2) =
∫ ηO
ηm
dη
g′′(η)
gm
jL1(k1(ηO−η))
∫ η
ηO
dη˜
g(η˜)
gm
jL2(k2(ηO− η˜))+
+ 2
∫ ηO
ηm
dη
g′(η)
gm
jL1(k1(ηO − η))×
×
[
2
∫ ηO
ηm
dη
g′(η)
gm
jL2(k2(ηO − η)) +
1
3
jL2(k2(ηO − ηE ))
]
. (5.4.51)
We see that eq. (5.4.44) is the generalization of the linear relation
(5.4.38), with the functions ∆(2)
n
l (k) and ∆L1L2(k1, k2) playing the role of
92 Second order radiation transfer function on large scales
coefficients of the second order transfer function, which relates the quadratic
curvature perturbations to the observed temperature anisotropies, and for
the second order late ISW effect these depend on the growth suppression
factor g(η).
5.4.2 Early ISW effect
Evolution of the gravitational potentials
At last scattering, the universe is not completely matter dominated, and the
residual radiation component make the potentials decay in time. This gives
rise to the so-called early ISW effect, which gives a non neglgible contri-
bution to the large-scale CMB anisotropies since it almost mimics a Sachs-
Wolfe effect: for example, at the linear level this effect gives a correction
to the power spectrum normalization of about 20%. From the expression
(5.4.33) we expect that also at second order the early integrated effect gives
a significant correction to the second order Sachs-Wolfe effect. So we now
derive the evolution of the gravitational potentials for a universe filled by
pressureless matter with energy density ρm and wm = 0, and radiation with
energy density ργ and wm =
1
3 , neglecting the cosmological constant term at
last scattering. At first order, the linear growing mode for the gravitational
potential ϕ = φ(1) = ψ(1) is
ϕ(η) =
F (η)
F (ηE)
ϕE (5.4.52)
where the function F is
F (η) = 1− H
a
∫ a
ai
da˜
H
=
3
5
+
2
15y
− 8
15y2
− 16
15y3
+
16
√
1 + y
15y3
(5.4.53)
with y ≡ ρmργ ∝ a, and ai is some epoch in the radiation-dominated period.
At second order, we find from the traceless (i − j) Einstein equation a
relation between ψ(2) and φ(2):
φ(2) = ψ(2) + 4ϕ2 −Q (5.4.54)
where Q can be written as
Q = − 3
F 2E
Q˜
[
∇−4∂i∂j(∂iϕE∂jϕE )− 1
3
∇−2(∂iϕE∂iϕE)
]
(5.4.55)
where Q˜ is given by
Q˜ = −4 1 + y
4 + 3y
[
F˙ 2 + 2FF˙ +
1
2
6 + 5y
1 + y
F 2
]
(5.4.56)
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Now we will derive the evolution equation for the potential ψ(2). We
start from the expression for ζ(2) in the Poisson gauge
ζ(2) = −ψ(2) −Hδ
(2)ρ
ρ′
+∆ζ(2) (5.4.57)
where the last term is given by products of first order perturbations,
∆ζ(2) = 2Hδ
(1)ρ′
ρ′
δ(1)ρ
ρ′
+2
δ(1)ρ
ρ′
(ϕ′+2Hϕ)−
(
δ(1)ρ
ρ′
)2(
Hρ
′′
ρ
−H′ − 2H2
)
.
(5.4.58)
Using the second order (0− 0) component of the Einstein equations, we
express δ(2)ρ in terms of the gravitational potentials, to find
ζ(2) = −ψ(2) + 2 ρ
ρ′
(
ψ(2)
′
+Hφ(2)
)
− 8 ρ
ρ′
Hϕ2 − 2 ρHρ′ (ϕ
′)2∆ζ(2) . (5.4.59)
Finally, using the relation between the gravitational potentials to eliminate
φ(2) we get
ζ(2) = −ψ(2) + 2 ρ
ρ′
(
ψ(2)
′
+Hψ(2)
)
− 8 ρ
ρ′
HQ− 2 ρHρ′ (ϕ
′)2∆ζ(2) , (5.4.60)
which can be rewritten as
√
ρ
aH
[
a√
ρ
ψ(2)
]′
=
1
2
ρ′
Hρζ
(2) +
ϕ′2
H2 +Q−
1
2
ρ′
Hρ∆ζ
(2) . (5.4.61)
We have to find an expression for ∆ζ(2). To this end, from the back-
ground continuity equations for matter and radiation we find for the total
energy density
ρ′′
ρ′
=
H′
H −
9ρm + 16ργ
3ρm + 4ργ
, (5.4.62)
hence
Hρ
′′
ρ
−H′ − 2H2 = −H2
(
6− 3ρm
3ρm + 4ργ
)
. (5.4.63)
Using the total energy continuity equation at first order
δρ′(1) = −3H
(
δ(1)ρ+
1
3
δ(1)ργ
)
− 3
(
ρ+
1
3
ργ
)
ϕ′ (5.4.64)
and the adiabaticity condition, we have
δρ′(1)
ρ′
= −3H
(
1 +
4ργ
3ρm + 4ργ
)
δρ(1)
ρ′
− ϕ
′
H . (5.4.65)
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Finally, we use the (0 − 0) first order Einstein equation, ϕ′ + Hϕ =
−12H δ
(1)ρ
ρ , to get
∆ζ(2) =
[
2
Hρ
ρ′
(
ϕ′
H − ϕ
)]2(
1 +
4ργ
3ρm + 4ργ
)
− 8Hρ
ρ′
ϕ
(
ϕ′
H − ϕ
)
.
(5.4.66)
Now, using the linear growing mode, we rewrite it in the form
1
2
ρ′
Hρ∆ζ
(2) =
1
F 2E
[
2R
F ′2
H2 − 2(2 −R)F
2 − 4(1 −R)FF
′
H
]
ϕ2E (5.4.67)
where for simplicity we have introduced the function
R(y) =
1 + y
4 + 3y
(
1 +
4
4 + 3y
)
. (5.4.68)
In the case of adiabatic perturbations, when ζ(2) is constant, the inte-
gration of eq. (5.4.61) yields
ψ(2) = −F (η)ζ(2) +
√
ρ
a
∫ a
ai
da√
ρ
[
ϕ′2
H2 +Q−
ρ′
Hρ∆ζ
(2)
]
+ C
√
ρ
a
, (5.4.69)
and by using eq. (5.4.54) we have
ψ(2) + φ(2) =− 2F (η)ζ(2) + 1
F 2E
{
4F 2+
+ 2
√
ρ
a
∫ a
ai
da√
ρ
[
(1− 2R)(F
′)2
H2 + 2(2−R)F
2 + 4(1−R)FF
′
H
]}
ϕ2E+
+
3
10F 2E
[
Q˜− 2
√
ρ
a
∫ a
ai
da√
ρ
Q˜
]
K ,
(5.4.70)
which is the expression we need for the second order early ISW effect.
Temperature anisotropies and angular decomposition
The expression for the second order early ISW effect reads
δ(2)T
T
=
1
2
∫ ηm
ηE
dη
∂
∂η
(
ψ(2) + φ(2)
)
(x, η)
∣∣∣∣
x=eˆ(ηO−η)
+
− 4
∫ ηm
ηE
dη
[
ϕϕ′ + ϕ′′
∫ η
ηO
dϕ˜ϕ
]
+
1
2
I21 (ηm; ηE)+
+ I1(ηm; ηE )I1(ηE)− 1
3
ϕEI21 (ηm; ηE )− 4ϕ′E
∫ ηO
ηE
dη(ηE − η)ϕ
(5.4.71)
5.4 Second order radiation transfer function 95
where we have splitted I1(ηE) as
I1(ηE ) = −2
∫ ηO
ηE
dηϕ′ = −2
∫ ηm
ηE
dηϕ′ − 2
∫ ηO
ηm
dηϕ′ ≡ I1(ηm; ηE ) + I1(ηm) .
(5.4.72)
Note in particular that the last term in eq. (5.4.71) is proportional to ϕ′E
and would vanish in the limit of full matter domination at the recombination
epoch.
The multipoles for the linear early ISW effect are
aLlm =4π(−i)l
∫
d3k
(2π)3
[
2
∫ ηm
ηE
dηϕ′(k, η)jl(k(ηO − η))
]
Y ∗lm(kˆ) ≃
≃4π(−i)l
∫
d3k
(2π)3
[
2 ϕ(k, η)|ηmηE jl(k(ηO − ηE ))
]
Y ∗lm(kˆ) =
=4π(−i)l
∫
d3k
(2π)3
[
2ϕE
∆F
FE
jl(k(ηO − ηE))
]
Y ∗lm(kˆ)
(5.4.73)
where ∆F = F (η)|ηmηE , and we have made the standard approximation of
evaluating the Bessel function at ηE , since most of the contribution to the
early ISW effect comes from near recombination.
At second order we have in a similar way
aNLlm [ψ
(2)′+φ(2)
′
] = 4π(−i)l
∫
d3k
(2π)3
[
1
2
(
ψ(2) + φ(2)
)∣∣∣ηm
ηE
jl(k(ηO − ηE))
]
Y ∗lm(kˆ)
(5.4.74)
with the gravitational potentials given by eq. (5.4.70).
Explicitly, adding the contribution quadratic in the first order terms,
and using the relation ϕm =
Fm
FE
ϕE , we can write the non linear multipoles
as
aNLlm = 4π(−i)l
∫
d3k
(2π)3
[
K0(k)∆
(2)0
l (k) +K1(k)∆
(2)1
l (k) +K2(k)∆
(2)2
l (k)
]
Y ∗lm(kˆ)+
+ (4π)2
∑
L1,M1
∑
L2,M2
(−i)L1+L2GmM1M2lL1L2 ×
×
∫
d3k1
(2π)3
d3k2
(2π)3
ϕE(k1)ϕE (k2)∆L1L2(k1, k2)YL1M1(kˆ1)YL2M2(kˆ2) (5.4.75)
where ϕE is the gravitational potential at last scattering. The convolutions
Kn(k) are given by
Kn(k) =
1
(2π)3
∫
d3k1d
3k2δ
(3)(k1 + k2 − k)fn(k1,k2,k)ϕE (k1)ϕE (k2)
(5.4.76)
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with the kernels defines as in eqs. (5.4.46-5.4.47), and the coefficients of the
transfer function are given by
∆
0(2)
l (k) =
6
5
∆F
F 2E
jl(k(ηO − ηE)) , (5.4.77)
∆
1(2)
l (k) =
1
F 2E
{√
ρ
a
∫ a
ai
da√
ρ
[
(1− 2R)F
′2
H2 + 2(2 −R)F
2 + 4(1 −R)FF
′
H
]}∣∣∣∣
am
aE
×
× jl(k(ηO − ηE)) + 4
5
∆F
F 2E
jl(k(ηO − ηE )) ,
(5.4.78)
∆
2(2)
l (k) =
1
F 2E
[
Q˜
2
−
√
ρ
a
∫ a
ai
da√
ρ
Q˜
]∣∣∣∣∣
am
aE
jl(k(ηO − ηE)) , (5.4.79)
and
∆L1L2(k1, k2) =
(
2
∆F 2
F 2E
+
2
3
∆F
FE
)
jL1(k(ηO − ηE))jL2(k(ηO − ηE))+
+4
∆F
FE
jL2(k(ηO−ηE))
∫ ηO
ηm
dηc
g′(η)
gm
jL1(k(ηO−η))−
F ′(ηE )
FE
jL2(k(ηO−η))×
×
[∫ ηm
ηE
dη(ηE − η)F (η)
FE
jL1(k(ηO − η)) +
∫ ηO
ηm
dη(ηE − η)cg(η)
gm
jL1(k(ηO − η))
]
+
+ 4
∫ ηm
ηE
dη
F ′′(η)
FE
jL2(k(ηO − η))×
×
[∫ ηm
η
dη˜
F (η˜)
FE
jL1(k(ηO − η˜)) +
∫ ηO
ηm
dη˜c
g(η˜)
gm
jL1(k(ηO − η˜))
]
, (5.4.80)
where c = FmFE . From this equations it is apparent that also at second order
the early ISW effect can be approximated on large scales as a Sachs-Wolfe
effect, whose transfer function is proportional to jl(k(ηO − ηE )).
5.4.3 Second order tensor perturbations
At second order, we expect that tensor modes give a non negligible contri-
bution to the large-scale CMB anisotropies, since in single-field inflationary
models their level is comparable to that of second order scalar perturbations.
The contribution to the CMB anisotropies is given by the integrated
effect
δ(2)T
T
= −1
2
∫ ηO
ηE
dη χ
(2)
ij
′
(η,x)eiej
∣∣∣
x=eˆ(ηO−η)
. (5.4.81)
On large scales the tensor modes remain constant, while they start to
evolve when they are reentering the horizon. Therefore the main effect on
large-scale CMB anisotropies comes from late times, and we can set ηE ≃ ηm.
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Moreover, since the level of second order tensor modes produced during
inflation is tiny, of the order of the slow-roll parameters, we will consider
only the post-inflationary evolution.
The evolution equation is obtained by taking the traceless (i−j) compo-
nent of the Einstein equations for the metric (3.3.25) in the Poisson gauge,
and by applying the projector on tensor modes
(
PikP lj − 12PijP lk
)
where
Pij =
(
δij −∇−2∂i∂j
)
. We find
χi
′′
(2) j + 2Hχi
′
(2) j −∇2χi(2) j =4∇−2∂k∂lRlkδij + 4∇−4∂i∂j∂k∂lRlk+
+ 8∇−2
(
∇2Rij − ∂i∂kRkj − ∂k∂jRik
)
,
(5.4.82)
where we have defined
Rlk ≡∂lϕ∂kϕ−
1
3
(∇ϕ)2δlk + 4πGa2ρ(0)m
(
vl(1)v
(1)
k − 1
3
v2(1)δ
l
k
)
=
=g2
[
1 +
2
3
E2(z)f2(Ωm)
Ω0m(1 + z)3
](
∂lϕ0∂kϕ0 − 1
3
(∇ϕ0)2δlk
)
.
(5.4.83)
It is convenient to rewrite the source term on the RHS of eq. (5.4.82) as
s(η)T ij(k), where
s(η) = −8g2
[
1 +
2
3
E2(z)f2(Ωm)
Ω0m(1 + z)3
]
(5.4.84)
and
∇2Tij(k) = ∇2Θ0δij+∂i∂jΘ0+2
(
∂i∂jϕ0∇2ϕ0 − ∂i∂kϕ0∂k∂jϕ0
)
, (5.4.85)
with
∇2Θ0 = −1
2
[
(∇2ϕ0)2 − ∂i∂kϕ0∂i∂kϕ0
]
. (5.4.86)
Now, we find the solution of eq. (5.4.82) for the Fourier transform of
χi(2)j :
χi(2)j(k, η) =T ij(k)h(k, η) =
=T ij(k)
[
χ1(k, η)
∫ η
ηm
dη˜
χ2(k, η˜)
W
s(η˜)− χ2(k, η)
∫ η
ηm
dη˜
χ1(k, η˜)
W
s(η˜)
]
,
(5.4.87)
where χ1 and χ2 are the two independent solutions for the gravity-wave
equation
χ′′1 + 2Hχ′i + k2χi = 0 (5.4.88)
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and W = χ′1χ2 − χ1χ′2 is the corresponding Wronskian. The solutions are
exactly known in the limiting cases Ωm → 1 and ΩΛ → 1, but the full
solution in a ΛCDM case requires a numerical evaluation.
To compute the multipoles, it is useful to decompose the tensor modes
into the σ = + ,× polarization modes as
χi(2)j(k, η) = χ+(k, η)ε
i
+j(kˆ) + χ×(k, η)ε
i
×j(kˆ) (5.4.89)
where εiσj(kˆ) are the polarization tensors.
Inserting now the expression of the temperature anisotropies (5.4.81) into
the definition of the multipoles, eq. (5.4.36), we obtain for the + polarization
mode
a+lm(k) =(−i)l
∫
d2nˆY ∗lm(nˆ)
[
1
4
∫ ηm
ηO
dηχ′+(k, η)
]
ε+ij(kˆ)n
inj×
×
∑
l′
il
′
(2l′ + 1)jl′(k(η0 − η))Pl′(nˆ) ,
(5.4.90)
where we have used the Legendre expansion eik·x =
∑
l i
l(2l+1)jl(kx)Pl(kˆ ·
xˆ), and a similar expression holds for the × polarization mode.
Now we can perform the angular integral for a specific kˆ mode, by choos-
ing the coordinate system such that zˆ = kˆ. In fact, statistical isotrpy of ob-
servable quantities, like the angular power spectrum and the angle averaged
bispectrum, ensures that we can take the sum over the different kˆ modes at
the end. With such a coordinate system choice the integral in eq. (5.4.90)
gives
a+lm(k) =(−i)l
√
π
4
√
2l + 1
√
(l + 2)!
(l − 2)! (δ
2
m + δ
−2
m )
∫ ηO
ηm
dηχ′+(k, η)×
×
[
jl+2(k(η0 − η))
(2l + 3)(2l + 1)
+ 2
jl(k(η0 − η))
(2l + 3)(2l − 1) +
jl−2(k(η0 − η))
(2l + 1)(2l − 1)
]
=
=(−i)l
√
π
4
√
2l + 1
√
(l + 2)!
(l − 2)! (δ
2
m + δ
−2
m )×
× T+(k)
∫ ηO
ηm
dηh′(k, η)
jl(k(η0 − η))
[k(η0 − η)]2 ,
(5.4.91)
where we have applied the recursion relation jl(x)x =
jl−1(x)+jl+1(x)
2l+1 , and
T +(k) is the + component of the amplitude T ij(k). For the × polarization
mode one has to replace (δ2m + δ
−2
m ) with i(δ
−2
m − δ2m).
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5.4.4 Sachs-Wolfe effect
Starting from the expression of the Sachs-Wolfe effect
δ(2)T
T
=
1
18
ϕ2E −
K
10
− 5
9
(aNL − 1)ϕ2E (5.4.92)
where K ≡ 10∇−4∂i∂j(∂iϕE∂jϕE ) − ∇−2
(
10
3 ∂
iϕE∂iϕE
)
, the coefficients of
the second order transfer function are given by
∆
0(2)
l (k) =
1
3
jl(k(ηO − ηeˆ)) , (5.4.93)
∆
1(2)
l (k) =
7
18
jl(k(ηO − ηeˆ)) , (5.4.94)
∆
2(2)
l (k) = −
1
3
jl(k(ηO − ηeˆ)) , (5.4.95)
∆L1L2(k1, k2) = 0 . (5.4.96)
Chapter 6
Conclusions
Measurements of the Cosmic Microwave Background anisotropy are funda-
mental to the development of our knowledge about the universe. Thanks to
the experiments performed in recent years, cosmology has become a preci-
sion science, and there is now a general consensus about what is called the
standard cosmological model.
Inflation is one of the main pillars of this model, and its generic pre-
dictions have been verified by the recent CMB experiments. However, the
mechanism by which inflation is attained and, correspondingly, the scenario
of generation of cosmological perturbations are not yet fully established.
An observable that can discriminate among these scenarios is the non-
Gaussianity of the cosmological perturbations. In order to compare theory
with observations, it is important to give definite theoretical predictions for
the observable related to the level of non-Gaussianity we expect to measure
in the CMB temperature anisotropies, taking into account not only the
primordial contribution but all the additional sources of non-linearity in the
post-inflationary evolution of the perturbations.
The observational limits obtained up to now don’t reach the sensitivity
we need to constrain a mild level of non-Gaussianity: in terms of the non-
linearity parameter fNL, the actual limits are −54 < fNL < 114, with the
main uncertainties coming from the subtraction of the foreground. The
expected limits with Planck are better, |fNL| . 5, and we can reach a
better result, |fNL| . 3, if we add polarization information. Using also
independent statistical tools to explore the non-Gaussianity, one could reach
the sensitivity we need to detect at least the non-Gaussianity one expects
from the post-inflationary evolution, which is of order 1.
In this thesis we have shown how to compute the different contributions
to the bispectrum of the CMB temperature anisotropies on large scales,
where we have to consider only gravitational effects.
In particular, we have computed the second-order radiation transfer func-
tion for large-scale CMB anisotropies, in the case of a ΛCDM universe, tak-
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ing into account all the relevant effects: in the final expressions it is apparent
that the primordial contribution is disentangled from the gravitational non-
linearities.
To this end, we have made use of a non-perturbative formalism to write
the evolution equations and a general expression for large-scale temperature
anisotropies for scalar perturbations in the Poisson gauge, which represent
the original contribution of this work. The formalism can be extended to
include tensor modes, whose (integrated) contribution is non-negligible on
large scales.
Our approach can help to study other signals of non-Gaussianity, for
example the trispectrum, which would require an analysis up to third order
in the perturbations, and higher order connected correlation functions, or
a non-perturbative quantity such as the probability density function of the
perturbations.
Appendix A
Einstein tensor in the
non-perturbative approach
Metric
ds2 = a2(η)
[−e2Φdη2 + e−2Ψδijdxidxj] (A.1)
Cristoffel symbols
Γ000 =H+Φ′ (A.2)
Γ00i =∂iΦ (A.3)
Γ0ij =e
−2(Φ+Ψ) (H−Ψ′) δij (A.4)
Γi00 =e
2(Φ+Ψ)∂iΦ (A.5)
Γi0j =
(H−Ψ′) δij (A.6)
Γijk =− (∂jΨ)δik − (∂kΨ)δij + (∂iΨ)δjk (A.7)
Ricci tensor
R00 = e
2(Φ+Ψ)
[
∂lΦ∂lΦ+∇2Φ− ∂lΦ∂lΨ
]
+
+ 3
[−H′ +H (Φ′ +Ψ′)− Φ′Ψ′ −Ψ′2 +Ψ′′] (A.8)
R00 =
e−2Φ
a2
3
[H′ −H (Φ′ +Ψ′)+Φ′Ψ′ +Ψ′2 −Ψ′′]+
+
e2Ψ
a2
[
∂lΦ∂lΨ− ∂lΦ∂lΦ−∇2Φ
]
(A.9)
R0i = 2∂iΨ
′ + 2
(H−Ψ′) ∂iΦ (A.10)
103
104 Einstein tensor in the non-perturbative approach
Ri0 =
e2Ψ
a2
2
[
∂iΨ′ +
(H−Ψ′) ∂iΦ] (A.11)
R0i = −
e−2Φ
a2
2
[
∂iΨ
′ +
(H−Ψ′) ∂iΦ] (A.12)
Rij =e
−2(Φ+Ψ) [(H−Ψ′) (2H− 3Ψ′ − Φ′)+H′ −Ψ′′] δij+
+ ∂i∂jΨ− ∂i∂jΦ+∇2Ψδij + ∂iΨ∂jΨ− ∂lΨ∂lΨδij − ∂iΦ∂jΦ+
− ∂iΦ∂jΨ− ∂iΨ∂jΦ+ ∂lΦ∂lΨδij
(A.13)
Rij =
e−2Φ
a2
[(H−Ψ′) (2H − 3Ψ′ − Φ′)+H′ −Ψ′′] δij+
+
e2Ψ
a2
[
∂i∂jΨ− ∂i∂jΦ+∇2Ψδij + ∂iΨ∂jΨ− ∂lΨ∂lΨδij+
−∂iΦ∂jΦ− ∂iΦ∂jΨ− ∂iΨ∂jΦ+ ∂lΦ∂lΨδij
] (A.14)
Rll =
e−2Φ
a2
3
[(H−Ψ′) (2H − 3Ψ′ − Φ′)+H′ −Ψ′′]+
+
e2Ψ
a2
[
4∇2Ψ−∇2Φ− 2∂lΨ∂lΨ− ∂lΦ∂lΦ+ ∂lΦ∂lΨ
] (A.15)
Ricci scalar
R =
e−2Φ
a2
6
[(H−Ψ′) (H− Φ′ − 2Ψ′)+H′ −Ψ′′]+
+
e2Ψ
a2
[
2∂lΦ∂lΨ− 2∂lΦ∂lΦ− 2∇2Φ+ 4∇2Ψ− 2∂lΨ∂lΨ
] (A.16)
Einstein Tensor
G00 = −
e−2Φ
a2
3
(H−Ψ′)2 + e2Ψ
a2
[
∂lΨ∂lΨ− 2∇2Ψ
]
(A.17)
Gi0 = R
i
0 , G
0
i = R
0
i (A.18)
Gij −
1
3
Gllδ
i
j =
e2Ψ
a2
[
∂i∂jΨ− 1
3
∇2Ψδij − ∂i∂jΦ+
1
3
∇2Φ+ ∂iΨ∂jΨ− 1
3
∂lΨ∂lΨδ
i
j+
−∂iΦ∂jΦ+ 1
3
∂lΦ∂lΦδ
i
j − ∂iΦ∂jΨ− ∂iΨ∂jΦ+
2
3
∂lΦ∂lΨδ
i
j
]
(A.19)
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Gll =
e−2Φ
a2
3
[(H−Ψ′) (−H′ + 3Ψ′ + 2Φ′)− 2H′ + 2Ψ′′]+
+
e2Ψ
a2
[
2∇2 (Φ−Ψ) + ∂lΨ∂lΨ+ 2∂lΦ∂lΦ− ∂lΦ∂lΨ
] (A.20)
Appendix B
Einstein equations up to
second order
We now expand up to second order the fully non linear evolution equations
we have derived in Sec. (5.3), and we specialize them to the case of matter
plus radiation and matter plus cosmological constant
Background equations
(0-0)
H2 = 8πG
3
a2
(
ρ(0)m + ρ
(0)
γ
)
+ a2Λ (B.1)
(i-i)
H2 + 2H′ = a2Λ− 8πGa2 1
3
ρ(0)γ (B.2)
First-order equations
(0-0)
H2φ(1) +H′ψ(1) = −4πG
3
a2
(
δ(1)ρm + δ
(1)ργ
)
(B.3)
(0-i)
∂iψ
(1)′ +H∂iφ(1) = 4πGav(1)i
(
δ(1)ρm +
4
3
δ(1)ργ
)
(B.4)
(i-i)
2ψ(1)
′′
+ 4H′φ(1) + 2Hφ(1)′ + 4Hψ(1)′ + 2H2φ(1) = 8πGa2δ(1)ργ (B.5)
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traceless (i-j)
∇4
(
ψ(1) − φ(1)
)
= 0 (B.6)
Second-order equations
(0-0)
H
(
ψ(2)
′
+Hφ(2)
)
+ 4Hψ(1)ψ(1)′ − (ψ(1)′)2 − 4Hφ(1)ψ(1)′ − 4H2(φ(1))2 =
=− 8πG
3
a2
(
δ(2)ρm + δ
(2)ργ
)
(B.7)
(i-i)
H2
(
φ(2) − 4φ(1)2
)
− 8Hφ(1)ψ(1)′ + 2Hψ(2)′ + 8Hψ(1)ψ(1)′ − 8Hφ(1)φ(1)′+
+Hφ(2)′ − 3(ψ(1) ′)2 − 2φ(1)′ψ(1)′ + 2H′φ(2) − 8H′φ(1)2 − 4φ(1)ψ(1)′′+
+ ψ(2)
′′
+ 4(ψ(1)
′
)2 + 4ψ(1)ψ(1)
′′ − 4
3
ψ(1)∇2
(
ψ(1) − φ(1)
)
− 1
3
∇2
(
ψ(2) − φ(2)
)
+
− 2
3
∇2
(
ψ(1)
2
+ φ(1)
2
)
+
1
3
(∂iψ
(1))2 +
2
3
(∂iφ
(1))2 − 2
3
∂iψ
(1)∂iψ(1) =
=
1
6πGa2ρ
(0)
m
[
∂i
(
ψ(1)
′
+Hφ(1)
)]2
(B.8)
traceless (i-j)
1
2
(
∂i∂j − 1
3
δij∇2
)(
ψ(2) − φ(2)
)
+
(
∂i∂j − 1
3
δij∇2
)[
(ψ(1))2 + (φ(1))2
]
+
+ ∂iψ(1)∂jψ
(1) − 1
3
(∂lψ
(1))2δij − ∂iφ(1)∂jφ(1) +
1
3
(∂lφ
(1))2δij+
− ∂iφ(1)∂jψ(1) − ∂iψ(1)∂jφ(1) + 2
3
δij(∂
lψ(1))(∂lφ
(1)) =
=
1
2πGa2
1
ρ
(0)
m +
4
3ρ
(0)
γ
{
∂iψ(1)
′
∂jψ
(1)′ − 1
3
(∂lψ
(1)′)δij +H2
[
∂iφ(1)∂jφ
(1) − 1
3
(∂lφ
(1))δij
]
+
+ H
[
∂iφ(1)∂jψ
(1)′ + ∂iψ(1)
′
∂jφ
(1) − 2
3
δij(∂
lψ(1)
′
)(∂lφ
(1))
]}
(B.9)
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