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We describe a method for automatically recompiling a quantum circuit A into a target circuit B,
with the goal that both circuits have the same action on a specific input i.e. B |i〉 = A |i〉. This is of
particular relevance to hybrid, NISQ-era algorithms for dynamical simulation or eigensolving. The
user initially specifies B as a blank template: a layout of parameterised unitary gates configured to
the identity. The compilation then proceeds using quantum hardware to perform an isomorphic
energy-minimisation task, and optionally a gate elimination phase to compress the circuit. We use a
recently introduced imaginary-time technique derived from McLachlan’s variational principle [1]. If
the template for B is too shallow for perfect recompilation then the method will result in an approx-
imate solution. As a demonstration we successfully recompile a 7-qubit circuit involving 186 gates
of multiple types into an alternative form with a different topology, a far lower two-qubit gate count,
and a smaller family of gate types. We note that a classical simulation of the process can be useful
to optimise circuits for today’s prototypes, and more generally the method may enable ‘blind’ com-
pilation i.e. harnessing a device whose response to control parameters is deterministic but unknown.
The code and resources used to generate our results are openly available online [40].
In conventional computing, compilers are essential to
translate programs into efficient low-level instructions for
execution at the hardware level. Quantum computers
will also benefit greatly from efficient compilation, but
the nature of the compilation goal depends on whether
the quantum machine is a near-term device or a fully
fault-tolerant, code-protected quantum processor. For
the latter typically only a limited non-universal family of
operations can be performed directly on encoded data, so
that other (usually non-Clifford) operations must be per-
formed with the use of additional resources such as magic
states [3–5]. Therefore the priority for computation will
be to minimise the number of these expensive resource-
consuming gates. Substantial efforts have been made to
understand how to minimise the number of non-Clifford
gates, such as T−gates, that are required to perform a
given task [6–10].
For the era of Noisy Intermediate Scale Quantum
(NISQ) devices, the priorities for compilation will be dif-
ferent. Here we may expect that information is stored
without the full protection of error-correcting codes and
that therefore the difficulty that codes cannot permit
universal operations does not arise. Rather, the costly
gates are those with the greatest error burden. Typi-
cally these are two-qubit gates (and higher degree gates)
in today’s prototypes, while single-qubit gates are higher
fidelity [22–25]. Moreover a given physical device will
have certain operations that are native to it, so that e.g.
it may be that a control-NOT is impossible to implement
directly but is instead realised though a parity-dependent
phase shift together with additional single-qubit gates.
Furthermore the device will have a native connectivity:
certain qubits will be able to directly link to others, for
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example in a two-dimensional nearest-neighbour topol-
ogy or a more flexible networked architecture [26]. Thus
one would wish to compile directly to the device’s native
gate set and connectivity.
To take further the remark about a device’s native op-
erations: it may be that issues such as cross-talk mean
that an operation targeted to a specific qubit inevitably
leads to an unwanted, but deterministic, effect on proxi-
mal qubits. One can regard that operation as a kind of
native gate itself (see e.g. the very recent paper Ref. [13]),
albeit one that may be difficult to work with in analytic
treatment. A compiler that is capable of targeting an
arbitrary family of gates could recompile from a stan-
dard ‘white board’ description of a circuit into a truly
native format where the gate operations are bespoke for
a specific device. Presently we take this idea further and
suggest that one could compile into a device whose gates
are an unknown function of the control parameters.
This paper describes a general method of translating
one quantum circuit into another, i.e. recompiling it.
The approach allows one to do the following:
• Target an arbitrary (user-specified) circuit layout,
• Target an arbitrary (user-specified) set of gates, in-
cluding bespoke gates not used in analytic treat-
ments,
• Support approximate recompilation, so that if the
specified target template is too shallow for perfect
recompilation then an approximate circuit will be
found,
• Minimise the impact of noise (although in the
present paper our examples use noise-free gates).
However the present scheme is also limited in important
ways:
• Compilation of circuits beyond the classical simula-
tion limit will require quantum hardware, and will
ar
X
iv
:1
81
1.
03
14
7v
2 
 [q
ua
nt-
ph
]  
19
 D
ec
 20
18
2consume considerable time on that hardware. We
note that all-classical software to recompile circuits
involving parameterised gates does exist [10] and
can make significant savings. However no classical
compiler can be expected to approach optimality
for general circuits since even the task of verify-
ing that two circuits are near-identical is QMA-
complete [11].
• Compilation from the original circuit A is not to
an equivalent unitary circuit, but rather to a target
circuit B that (ideally) has the same effect on just
one specific input state |in〉, so that B |in〉 = A |in〉.
This is a profoundly more permissive goal, but
is in fact the right goal for many quantum algo-
rithms including so-called hybrid quantum-classical
approaches [14].
• While the specific input state |in〉 can have any
form, it is necessary that we ‘understand’ it well
enough to be able to write down a (fictitious)
Hamiltonian for which it is the ground state.
• The approach we describe here has unproven scal-
ing as the circuits involved become large. We re-
mark on this point presently.
• We restrict our attention to circuits formed of uni-
tary gates, so that our complete circuits A and
B are themselves unitary. Generalising to non-
unitary circuits would appear possible however.
• A more comprehensive compiler might automati-
cally propose and test different templates for B,
rather than requiring the user to specify one. This
would be a higher-level process operating above the
compilation we describe; prior work on all-classical
optimisation could be employed here [10].
A. Overview of compilation
Consider a quantum circuit A acting on an n-qubit
register and involving some arbitrary set of m unitary
gatesGAi , each acting on one or more of the qubits. When
the input state to the circuit is |in〉, the output is
|out〉 = GAmGAm−1 . . . GA1 |in〉 .
Now suppose that we wish to find an alternative circuit
B which has the same, or nearly the same, action on the
input state. This new circuit acts upon the same n-qubit
register but generally may contain a different number m′
of gate operations GBi . These new gates may be a very
different set from those in A, even (if we wish) a set that
is too restrictive to express the former set exactly.
The approach described here involves first compiling
to a circuit B−1. A comparable technique has been used
recently for the related problem of learning an unknown
state [12], where one seeks a mapping to a known target
in order that the reverse process can define the original
state. Here, we define B−1 as the gate-by-gate inverse of
B. We write the individual gates as gBi = (GBi )−1 so that
our circuits are,
B → GBm′ . . . GB2 GB1
B−1 → gB1 gB2 . . . gBm′ .
Importantly, the gates GBi are parameterised: each
gate takes a single parameter φi, such that GBi (φi = 0)
is the identity. Thus each GBi is really a continuous fam-
ily of unitaries. An example would be exp(iφ σaxσbx) act-
ing on qubits a and b. It follows that each inverse gate
gBi is also a function of φi. We are implicitly assuming
that the gates are sufficiently simple (e.g. low enough
qubit counts) that the mapping between GBi and gBi is
tractable. Moreover, for the case that the recompilation
process is using a quantum computer (as opposed to an
all-classical implementation) we are implicitly assuming
that GBi (φi) and gBi (φi) are physically implementable for
all values of φi. (One could tolerate certain restrictions,
but we do not explore that here).
To recompile A, the circuit is applied to the input |in〉
and then circuit B−1 is applied, ultimately producing
state |fin〉.
|fin〉 = (gB1 gB2 . . . gBm′) (GAmGAm−1 . . . GA1 ) |in〉 . (1)
The compiler seeks to find a set of parameter values ~φ
such that (as nearly as possible),
|in〉 = B−1(~φ)A |in〉 ⇒ B(~φ) |in〉 = A |in〉 , (2)
where it is understood that these equations are up to a
meaningless global phase.
Initially φi = 0, ∀i so that all gates gBi are simply the
identity. As the ‘user’ we specify a circuit template for
B, since we fix the gate types and the sequence, but this
template is ‘blank’ i.e. free of parameter information.
Generally finding ~φ is a hard search problem since there
may be thousands of parameters even for NISQ-era ma-
chines. One must therefore select the strategy carefully,
giving consideration to potential problems such as be-
coming ‘stuck’ in a local minimum as we evolve the pa-
rameter set. There are also issues relating to the device
size: ideally recompilation will be achieved without the
need for additional qubits.
The approach we take here coopts recent ideas relat-
ing to finding the ground state energy of a Hamiltonian.
The device size remains n qubits, and moreover although
the scaling and performance of such approaches are not
fully understood there is a developing literature on these
topics [14].
B. Compilation by energy minimisation
As noted in our list of restrictions, we are assuming
that we understand the specific input state |in〉 suffi-
ciently to create a Hamiltonian for which that state would
3be the unique ground state. We stress that this Hamil-
tonian does not correspond to any real physical system
of interest, it is a fictitious construct purely to enable
the recompilation process. We denote it Hrec where the
subscript stands for ‘recompilation’. Finding Hrec is of
course trivial for any input that has a product form: for
example if |in〉 = |00 . . . 0〉 then the obvious choice would
be Hrec =
∑
j σ
z
j .
It may be desirable to ensure that there is a well-
defined gap to the first excited state that is itself only
n−fold degenerate (or to break such degeneracy if we
wish). For the example just given, the gap is unity re-
gardless of n. These properties are helpful in terms of
the efficiency of the ground state finding protocol.
Given that we have selected a suitable Hrec, then the
recompilation process has become an eigensolving task:
Given a (fixed) input A |in〉 to ‘ansatz’ circuit B−1(~φ),
find the parameter values ~φ for which the output has the
lowest possible energy with respect to Hrec.
We can adopt any one of several [14] techniques to
solve this problem. The technique that we use here is the
deterministic imaginary-time evolution which has been
recently analysed [1] and found to have good efficiency
with respect to a range of other techniques. We outline
the method in Appendices B and C. Note however that
any technique capable of configuring the parameterised
circuit could be attempted.
Any variational eigensolving technique may become
slow to evolve in specific cases. Anticipating this prob-
lem, we have explored a solution involving a series of
proximal targets which in effect ‘lure’ the process toward
the eventual target. We defer the description of this to
Appendix A because the specific demonstration of compi-
lation which we presently describe does not in fact require
such a lure (we do not observe any slowdown issues).
In the case that the compilation process is being per-
formed with a quantum computer (rather than a classical
emulation of the process), one may wonder whether the
user would be able to determine how successful the com-
pilation has been. A reasonable measure is the fidelity
between the input state |in〉 and its attempted recon-
struction B−1A |in〉, equivalent to that between A |in〉
and B |in〉. However the user may not be able to eval-
uate this directly. Fortunately one can lower-bound the
fidelity using the expected energy 〈Hrec〉 which is mea-
surable (indeed the imaginary-time variational approach
involves repeatedly estimating quantities of this kind).
Since |in〉 is the ground state of Hrec with energy E0,
and presuming that we ‘understand’ our fictitious Hamil-
tonian Hrec sufficiently to know its first excited state en-
ergy E1, then
min{〈Hrec〉} − E0 = (1− F )(E1 − E0)
where the min denotes ‘minimum observable value given
that the fidelity is F ’. It follows that
F ≥ E1 − 〈Hrec〉
E1 − E0 . (3)
Note that if, as in the example above, our fictitious
Hamiltonian Hrec has a gap E1 − E0 of unity then the
accuracy with which we can bound F simply depends on
the shot noise in our estimate 〈Hrec〉.
C. Further gate elimination
After recompiling A |in〉 into B(~φ) |in〉, we can attempt
to further shrink the circuit by eliminating gates with
small parameters (thus deviating from the user-specified
template). We choose a parameter φj whose current
value φj = δ is closest to 0 (or more strictly, since we
may be dealing with periodic functions, we identify j for
which gBj (φj) is closest to the identity). We then continue
our imaginary-time evolution under modified variational
equations, where we additionally constrain
φ˙j = − δ
N∆t
.
Here N limits the change in φj in a single iteration. This
simultaneously drives φj toward zero while retaining the
pressure toward the ground state. Generally we will reach
φ˙j = 0 having suffered a small penalty in energy (and
thus fidelity of the new circuit). Once zero is reached, we
remove gate gBj and then repeat the process. This con-
tinues until the energy has unacceptably risen. What is
‘unacceptable’ will depend on the application, but for the
examples here we set the threshold to be twice the gap
between true ground and the original energy of B−1A |in〉
under Hˆrec. In other words, we permit the energy defect
to double in return for circuit compression. We empha-
sise that this entire phase is an optional post-process after
the main recompilation. We denote the resulting circuit
of this additional gate elimination process as Belim.
Having thus described the compilation and optimisa-
tion process in general terms, we now illustrate it with
a specific example: recompilation of a 7-qubit, 186-gate
circuit into a quite different template.
D. Selecting an interesting example circuit A
This section describes how we select an interesting
and complex A circuit as the object that we will at-
tempt to recompile into a new form. In essence: we
choose a 7-qubit circuit relevant to a certain simulation
task and specify it in Fig. 1; we also choose initial state
|in〉 = |1〉 |+〉⊗6. Readers who are concerned only with
the recompilation process may care to skip the rest of this
section.
Rather than randomly generating the circuit A, we
focus on the likely application areas for our recompila-
tion technique: hybrid algorithms that aim at dynamical
simulation or eigensolving. Given that the recompilation
technique itself involves a kind of eigensolver, for clarity
we opt instead to make the circuit A relevant to a dy-
namical simulation task. Specifically, we assume that we
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Figure 1: The circuit A which we opt to use as the in-
put to our compilation process. The upper right figure sum-
marises the two-qubit gate connections. The circuit is re-
lated to a quantum dynamics problem as described in Sec-
tion D, but for recompilation purposes one can regard it as
an arbitrary pattern of 186 unique non-Clifford gates (in-
cluding 144 two-qubit gates). Here Z(θ) = exp(−i θ
2
σZ),
ZZ(θ) = exp(−i θ
2
θσZ ⊗ σZ), and similarly for the Y and
Z gates. The angle θ is unique for each gate, and for com-
pleteness we specify the values in a table in the appendix.
wish to model the evolution of a certain 7−spin network,
with the topology of spin-spin interactions shown in the
upper right of Fig. 1. We take it that the Hamiltonian of
this system is
Hsys =
∑
i
Biσ
z
i +
∑
i,j
∑
S∈x,y,z
JSi,jσ
S
i σ
S
j (4)
where σ are the standard Pauli operators and the con-
stants Bi < 0 and JSi,j > 0 as listed in Appendix D.
This is therefore a rather general spin network with ir-
regular antiferromagnetic interactions and local fields. In
order to create an interesting evolution we select the ini-
tial state Ψ(0) = |1〉 |+〉⊗6 i.e. a product state where
one qubit is orientated such that it has maximum energy
with respect to its local field and the others have zero
expected energy in their local fields. We choose a simple
recompilation Hamiltonian for which Ψ(0) is the ground
state, namely
Hˆrec = σ
z
1 −
7∑
j=2
σxj .
As a relevant test of our recompilation technique, we
stipulate that the purpose of original circuitA is to model
the evolution of this system, i.e. to create (a good ap-
proximation to) the state
|Ψ(t)〉 = exp(iHsyst) |Ψ(0)〉
for some time t which we presently specify. A naive ap-
proach might be to use a number of Trotter ‘cycles’ i.e.
to use a number q of identical circuit blocks each of which
contains one gate for each Pauli term in Hsys. Each gate
Tj within the first Trotter cycle would therefore be of the
form
Tj = exp
(
−iθj
2
Kj
)
=
(
cos
θj
2
)
I − i
(
sin
θj
2
)
Kj
where j runs 1 . . . 31 in our case. Here Kj is the Pauli
operator from the jth term of Hsys, i.e. either a single
or double σ operator. Meanwhile θj/2 = Cjt/q where
Cj is the constant in the jth term of Hsys, i.e. a B or
J value. Thus for T1 we would use K1 = σz and θ1 =
2B1 t/q. Gates deeper into the circuit each replicate a
gate in the first cycle, i.e. Tj+31 = Tj . For sufficiently
small t this approach is guaranteed to provide an accurate
simulation. Fig. 1 shows a circuit of this kind.
Following this basic Trotter rule for selecting the θj
values leads to rather too simple a structure to test our
recompilation protocol fully because of the gate recur-
rence Tj+31 = Tj . (As an aside we remark that we have
verified this: Setting the circuit’s θ values to correspond
to t = 0.75 where its simulation fidelity is 0.9983, we
find we can recompile to a circuit with only about half
the number of two-qubit gates and yet still retain sim-
ulation fidelity above 0.998). The ease of recompiling
this standard Trotter circuit is related to the fact that it
does not make optimal use of the gates available. Given
the same gate layout, as shown in Fig. 1, one can in-
stead use the variational algorithm described in Ref. [2]
to adjust the ‘strength’ θj of each gate independently of
all others in an optimal fashion. We indeed apply this
algorithm, which we refer to as Li’s algorithm and we
describe more completely in Appendix B, to create our
circuit A. We choose the time t = 1.75 as this is toward
the outer limit of the range for which the circuit structure
in Fig. 1 can produce an accurate simulation using Li’s
algorithm. The resulting parameters θj are specified in
Table II in Appendix D; configured this way, the circuit
in Fig. 1 successfully replicates the state of the simulated
spin system at time t = 1.75 with a fidelity of 0.995.
Although the purpose here was simply to create a com-
plex but meaningful circuit for recompilation, in doing so
we did make a number of interesting observations about
the power of Li’s algorithm as compared to Trotter ap-
proaches. For the interested reader these are described
in Appendix B.
E. Performance of the recompilation
To make the recompilation task interesting, we specify
a template for B which differs from A in several ways:
Firstly, we select a different set of gates. The original
circuit A involves 6 types of gate (single qubit rotations
about theX, Y and Z axes, and two qubit gates involving
XX, Y Y or ZZ). For the new template we opt to use the
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Figure 2: The template for the recompiled circuit B. The
template is user-specified, and the recompilation process will
determine the φ value for each gate. The template’s structure
is quite different to the original circuit: The template has a
smaller family of gate types (Y Y and XX type gates are
omitted), it has half as many two-qubit gates in total (72
rather than 144), but a larger number of single-qubit gates
(77 versus 42). Moreover the topology of the two-qubit gates
is different: it is a triangular lattice forming a hexagon as
shown in the inset.
same set of single-qubit gates but we restrict ourselves to
only the ZZ-based two-qubit gate. (A restriction of this
kind is relevant to real devices which typically have a na-
tive type of two-qubit gate that is the least onerous to
perform, and therefore it is natural to attempt to recom-
pile into a template featuring only one kind of two-qubit
gate). We also vary the connectivity: instead of mimick-
ing the terms in the Hamiltonian Hsys, as in circuit A,
we now adopt a centred hexagon as shown in Fig. 2.
The recompilation process then proceeds as described
earlier. The task of the classical computer, i.e. the solu-
tion of the simultaneous equations which yields the ap-
propriate parameter updates at each step, is performed
via truncated singular value decomposition as described
in Appendix D. Fig. 3 shows how the parameters develop.
The upper part of this figure indicates the performance of
the recompilation process; reaching the target energy of
〈Hrec〉 = −7 would indicate perfect recompilation. Also
shown is the fidelity of B |in〉 versus A |in〉, which the user
would not have access to. The final fidelity of the pro-
cess is 0.998. Given the restricted nature of the template,
and particularly the fact that it has only half as many
two-qubit gates, the recompile is remarkably effective.
We remark that, in other examples that we have stud-
ied we have used a template with a higher gate count
and recompiled to (essentially) perfect fidelity: infidelity
of order 10−5 has been observed, and it seems probable
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Figure 3: The process of recompiling circuit A into the tem-
plate B. We use an imaginary time variational algorithm [1]
as described in Appendices B and C, according to which the
φi parameters evolve through an iterative process until no fur-
ther reduction in 〈Hred〉 occurs. The lower panel shows the
evolution of all 149 parameters, each controlling one of the
gates in the output circuit. Curves are coloured according
to the maximum magnitude of the parameter. In the upper
panel the light blue curve shows the fidelity with which B |in〉
matches the target A |in〉. Since this is not necessarily mea-
surable for the user, we also plot the measurable quantity
〈Hrec〉 in red, which bounds the fidelity as stated in Eqn. (3).
(Also shown in dark purple is the fidelity with respect to the
true state of the simulated spin system, see Section D. The
circuit A itself has a finite simulation fidelity of 0.995 and
thus the recompiled circuit is somewhat lower.)
that this is non-zero only because of imperfections in the
numerical solution methods. We anticipate that these
methods can be further refined.
As a post-recompile stage, we apply the gate elimina-
tion process described earlier. It is necessary to select
a tolerance for the process, i.e. a level of reduction in
the overall quality of the recompiled circuit which we are
prepared to tolerate in return for further ‘compressing’
the circuit. For the present example, we assume that
we will tolerate a doubling in the energy defect with re-
spect to the ideal value of −7. The performance of this
process is indicated in Fig. 4. Remarkably we find that
we can eliminate a further 30 gates (11 single-qubit, 19
two-qubit) in this fashion, and that the fidelity of the
resulting circuit is still high at 0.995. The final circuit
includes only 119 gates (whereas the original A has 186)
and moreover the number of two-qubit gates has been
reduced almost to a third (from 144 to 53). Recall that
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Figure 4: The gate elimination post-process, following the
recompilation stage. We require certain of the φj parameters
to diminish to zero, so that the corresponding gate can be re-
moved. This continues until the energy 〈Hrec〉 deviates from
the ideal (−7) by significantly more that it did immediately
following the recompile. This energy is show by the red line
in the upper panel: initially the ‘defect’ with respect to −7
is 0.02, and the elimination process continues until this ap-
proaches 0.04 i.e. until it doubles. The lower panel shows how
the corresponding parameters are eliminated; in total thirty
are set to zero, reducing the circuit size from 149 to 119. Ver-
tical lines indicate each time a parameter is eliminated.
all remaining two-qubit gates are all of a single type.
We emphasise that these recompilation fidelities have
been achieved with a non-trivial circuit A that is al-
ready optimised, with respect to a simple Trotter cir-
cuit, through the use of Li’s algorithm. As noted earlier,
applying our recompilation to a simple Trotter circuit
will produce more dramatic results, e.g. compression
to ∼ 50% depth with only a very small loss of fidelity
(∆F = 0.0002 in that case).
This concludes our description of our recompilation ex-
ample. However, given the success of the process, we were
interested to consider the following questions which re-
late to the nature of circuit A as a simulation task. As
explained earlier in Section D, the meaning of A is that
it reproduces, with fidelity 0.995, the state of a certain
physical spin system (Eqn. (4)) at time t = 1.75.
(1) If we take the template form of B with all φj = 0
and use it with Li’s algorithm ‘in the first place’ without
ever considering the Trotter-inspired layout of A, will we
obtain a high performance simulation out to t = 1.75?
If this were the case it would rather obviate the need
for recompilation, at least for this type of application.
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Figure 5: Realtime simulation of the spin system specified
in Eqn. (4) from t = 0 to t = 2.5 using Li’s algorithm [2] with
various possible circuits. In blue, the original structure A,
which we previously ‘froze’ at t = 1.75. We note if we allow
its parameters θ to continue to evolve using Li’s algorithm,
past t = 1.75 the fidelity of the simulation drops precipi-
tously. In red, the recompiled circuit B is seen to fare some-
what worse than when its paramters φ are similarly evolved
by Li’s algorithm. However, the green line corresponds to the
performance of the recompiled and augmented circuit (as de-
scribed in the main text) and is superior: it can sustain high
fidelity simulation for a further 0.4 time units. We highlight
the resource cost of the featured circuits in Fig. 6.
However the answer is ‘no’. As shown in Fig. 9 by the
red-dashed line, the template B performs very poorly as
a basis for the simulation. Its fidelity drops to ∼ 0.98
almost immediately. This is because a small increment
in the parameters in B does not correspond to a small
shift in time for the simulated system (circuit B has the
‘wrong’ topology, as shown by the inset in Fig. 2 versus
the inset in Fig. 1). To create our compact representation
of the circuit that simulates the state of the spin system
at t = 1.75, we did indeed need to use a circuit whose
structure reflects the Hamiltonian (Eqn. (4)) to reach
t = 1.75 and only then recompile it.
(2) What happens if we now augment the (recompiled,
compressed) circuit by ‘pasting on’ a number of ‘blank’
Trotter cycles so as to recover roughly the two-qubit gate
count of the original circuit A, and then proceed with
the simulation which motivated that circuit? Substitut-
ing the new recompiled and augmented circuit, will the
simulation of the spin system’s dynamics using Li’s algo-
rithm proceed forward from t = 1.75 with good fidelity?
The results are shown in in Fig. 5. We see that this
does indeed produce a superior performance versus sim-
ply continuing past the t = 1.75 point with a circuit of
the form of A.
F. Possible applications
The answer to question (2) in the preceding section
suggests one possible application area: Using recompila-
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Figure 6: Resource count of the considered circuits in Fig. 5,
and those involved in recompilation. Recall that A is the in-
put circuit of 6 Trotter cycles though with parameters freely
evolving under Li’s method. A is recompiled into B via the
use of ansatz B−1A in an imaginary-time extension of Li’s
method. At a further fidelity penalty, one can eliminate the
weakest gates in B to obtain Belim. After recompiling, re-
altime simulation can be continued by appending additional
Trotter cycles T to B or Belim (as indicated in Fig. 5).
tion periodically during some task (modelling dynamics,
or eigensolving, etc) so as to ‘compress’ the current cir-
cuit and thus ‘make room’ for additional gates. This
may be relevant when considerations such as noise accu-
mulation make deeper circuits undesirable. However as a
caveat we should stress that in the present demonstration
it is actually the recompilation process itself that requires
the deepest circuit, since it involves the concatenation
B−1A. A full demonstration of this possibility would re-
quire one to show that repeated recompilation can reduce
the maximum circuit depth, and this is a topic for further
work.
Generally when considering applications it is impor-
tant to remember that the present technique needs quan-
tum hardware in order to perform the recompilation (un-
less we are doing so for small circuits relevant to today’s
small prototypes). Moreover, the recompile process pre-
sented here involves a variational eigensolver and there-
fore will require that circuit A be executed a large num-
ber of times in order to complete the recompile. One
might ask, would the user not have done better simply
to use the (non-optimal) circuit A in their application,
rather than bothering to recompile it? The answer de-
pends on how many state preparations A |in〉 are required
for that application. We now mention two important
cases where one might expect that this number is large
relative to the recompilation cost, thus making it pru-
dent to indeed recompile and perform subsequent state
preparations with B |in〉.
One such application is that of preparing Gibbs
states [27, 28]; states of this kind are vital in understand-
ing the equilibrium properties of physical systems and are
also relevant to application areas such as machine learn-
ing via Boltzmann machines [29]. A full understanding
of recompilation in the context of Metropolis algorithms
would likely require extending the present techniques to
include projective measurement, but this does not ap-
pear to present an in-principle difficulty. Once one has
a recompiled circuit for generation of the Gibbs state,
downstream applications involving sampling from that
state (typically, a very great number of times) will be
correspondingly accelerated. A important context where
repeated sampling of a Gibbs state is essential, is the
emerging field of quantum semi-definite programming,
see e.g. Refs. [36, 37].
Variational algorithms for the estimation of molecular
energies are currently the subject of much interest [14].
Typically some circuit A of depth d generates an n-qubit
state that is a good approximation to the ground state
of the (translated, qubit-based) chemical Hamiltionian
Hchem [30]. The estimation of 〈Hchem〉 with respect to
this state is costly since Hchem can consist of up to O(n4)
terms [31] and the result must be known to at least 3
decimal places to achieve chemical accuracy. Thus the
process may take time of order T ∝ dn4/2 where  the
tolerable shot noise of order 10−3 or less. In principle it is
then efficient to recompile the circuit prior to the energy
estimate, in order to reduce d to d′ the depth of the re-
compiled circuit, provided that (a) the recompile process
is rapid compared to T and (b) the circuit recompila-
tion introduces error small compared to . These criteria
can potentially be met since the Hamiltonian within the
recompile process itself is very simple, consisting of n
terms.
A different type of application would be to use the tech-
niques described to recompile a circuit, initially expressed
in some standard language (CNOTs, single-qubit rota-
tions, etc) into the real gates occurring in some specific
device. Such gates will be the device’s direct response
to control signals (laser or microwave pulses, electrode
potential shifts, etc) and may have non-trivial effects not
only on targeted qubits but also collateral effects on oth-
ers, i.e. crosstalk may be significant. To the extent that
these effects are deterministic and can be characterised,
they can certainly be the building blocks with which we
construct our template B.
This raises an interesting further prospect of what one
might call ‘blind compilation’ on a quantum computer:
Provided that the state A |in〉 can be prepared, then the
recompilation into template B can proceed by varying the
parameters φj without understanding the effect of those
parameters. We note that the imaginary time eigen-
solver [1] which we have applied in the present paper may
require modification to be used in this way, but more sim-
ple approaches such as gradient descent would be imme-
diately applicable. However the caveat that A |in〉 must
be prepared is significant and would seem to imply that
some mode of operation of the device does allow the real-
isation of standard gates (unless A |in〉 has been prepared
by another system).
8G. Conclusion
We have described a method for recompiling a quan-
tum circuit A into a new, user-specified ‘template’ with
the goal that the resulting circuit B has the same ef-
fect on a specific input state |in〉, i.e. we aim to achieve
A |in〉 = B |in〉. This is a quite different (and more per-
missive) requirement than seeking a new circuit that rep-
resents the same overall unitary. However our criterion
is exactly the relevant one for many quantum algorithms
currently under study. An important class is that of vari-
ational hybrid algorithms, whether intended for eigen-
solving, or modelling the dynamics of quantum systems,
or materials science applications.
The methods we describe include the recompilation
process itself, which is achieved through an isomorphism
to a ground-state finding protocol (i.e. an eigensolver)
and is therefore a hybrid algorithm itself. We identify
an approach which can improve the performance of the
recompilation by using a ‘lure’, i.e. providing a proxi-
mal goal and then moving the goal further off once it has
been approached (this is discussed fully in Appendix A).
Furthermore we have described a gate elimination mode,
which can be applied following the recompilation in or-
der to remove ‘weak’ gates at relatively little cost in the
fidelity of the circuit.
We applied these ideas to a specific 7-qubit circuit A,
which we created by considering a simulation task in-
volving 7 spins. The creation of the example circuit was
itself an interesting task, and we make a number of re-
marks about it in the appendices. The circuit involved
186 unique non-Clifford gates and was therefore quite
substantial. Our recompilation process successfully re-
alised an equivalent smaller circuit with half the number
of two-qubit gates and a smaller number of gate types;
the new circuit replicated the action of the original with
a 0.998 fidelity.
Applying the optional post-compile gate elimination,
we removed a further thirty gates and reduced the two-
qubit gate count to only about a third of the number
in original circuit A. This came at the cost of a small
further reduction in fidelity, to 0.995.
We concluded the main part of the paper by indicating
some potential application areas for the technique. Top-
ics for further work include studying the effect of gate
noise: in principle, the method described here is not only
robust to gate noise but should actually seek a recompiled
form for which noise is minimised. Features of this kind
have been seen and exploited in prior work on ground
state-finding algorithms [14], and the recompilation pro-
cess described here is essentially of that kind.
The scaling with system size has not been explored in
this paper. In fact the question of scaling is an open
one for variational techniques in general. The recompi-
lation method we describe here, through its dependence
on energy-minimisation, will be subject to essentially the
same scaling as all such methods.
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Appendix A: The Lure method
The present task of mapping the state A |in〉 ‘back’ to
state |in〉 can made more robust by seeking a series of
intermediate mappings. In effect, we ‘lure’ towards the
eventual goal incrementally. To achieve this, we gener-
alise each gate GAi in our known circuit A by introducing
the same kind of parameterisation that we are employing
in the recompiled circuit, i.e. a parameter α such that
α = 0 corresponds to the identity but when α = 1 then
each gate has its full effect.
The angle α then interpolates between the identity and
our full circuit A. Note that this is a single variable
common to all gates within the A layout. We step this
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Figure 7: A failed direct recompilation of the 5-qubit cir-
cuit C(~θ) |0〉 (Eqn. A1) into C(~φ) |0〉. The top panel shows
the 15 parameters converge to a non-ground state, distinct
from their optimal (original) parameters on the right. The
bottom plot shows the energy of C(~φ)−1C(~θ) |0〉 and fidelity
F (C(~φ) |0〉 , C(~θ) |0〉) plateau without reaching their optima.
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Figure 8: A successful recompilation of the 5-qubit ansatz
C(~θ) |0〉 (Eqn. A1) into C(~φ) |0〉 using luring : successively re-
compiling C(~θ n/10) |0〉 where n is incremented each time the
measurable energy falls within 0.1 of ground (indicated by the
dashed lines). The top panel shows the evolving parameters ~φ
recover their original counterparts. The bottom panel shows
the fidelity and energy reach their optima.
variable in small increments, at each step running the
imaginary-time protocol (described below) to find a pa-
rameter set ~φ that produces a sufficiently low energy state
B−1(~φ)Aα |in〉 according to our constructed Hamiltonian
Hrec. We increment α by δα whenever we come within
δE of the true ground state energy E0. Other variant al-
gorithms where α develops by a continuous change should
have a similar performance.
To illustrate this process, we here consider a 5-qubit
15-gate circuit
C(~θ) =
4∏
q=0
Xq(θ5q)Zq(θ5q+1)CqY(q+1)%5(θ5q+2), (A1)
where Zq(θj) = exp(−iθjσz/2) indicates a rotation of
qubit q (indexed from 0) around the z-axis of the Bloch
sphere by angle θj (and similarly for Y and Z), Cq indi-
cates the proceeding gate is controlled on qubit q, and %
indicates modulus. We randomly assign ~θ and test recom-
pilation of C(~θ) |0〉 into the same circuit, C(~φ) |0〉, which
can in theory be done with perfect fidelity via ~φ = ~θ. We
use time-step ∆τ = 0.1 and employ a simple Hamiltonian
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Figure 9: Comparative performance of the Li and Trotter
methods for realtime simulation of the spin system specified
in Eqn. (4), without any compilation. The top panel shows
the fidelity with true evolution. The Li method freely evolves
the parameters in an ansatz with the structure of 6 Trotter
cycles. Meanwhile, the Trotter method uses fixed parameters
and every second cycle is reversed except in the simulation in-
dicated by the orange dashed line; this is discussed further in
the main text. The bottom panel shows how the 186 parame-
ters in Li’s method evolve. The subplot compares 16 of the 32
parameters (summed over Trotter cycles) to their fixed Trot-
ter counterparts in the early stages of the simulation. The
vertical dashed line in both panels indicates the time t = 1.75
time units at which simulation is stopped and the Li circuits
recompiled according to the main text.
Hˆrec = 1−|0〉 〈0| which under ideal imaginary time evolu-
tion, drives C(~φ)−1C(~θ) |0〉 → |0〉. Despite this, attempts
to directly recompile C(~θ) can fail as shown in Fig. 7,
where the parameters become trapped in a non-ground
state. To combat this, Fig. 8 demonstrates luring by suc-
cessively recompiling an intermediate state C(~θ n/10) for
n = 1, 2, . . . 10, updated whenever the energy falls within
0.1 of the known 0 energy ground state. With luring, the
evolved parameters ~φ are seen to restore their θ counter-
parts.
Appendix B: Li’s Algorithm and Trotter comparison
In the main paper we generated our input circuit A by
considering a simulation task. Rather than using a direct
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Figure 10: A demonstration of continuing realtime simula-
tion by recompiling ansatz A(~θ) into B(~φ) and appending 3
Trotter cycles with freely evolving parameters ~ω. The blue
lines indicate ~θ as in Fig. 9 until t = 1.75. Thereafter, the
red lines indicate ~φ and the green lines, ~ω, which are initially
zero.
Trotter method we instead used a gate layout suitable for
Trotter but selected the gate parameters using a more
efficient method. That method is the one described in
Ref. [2] by Li and Benjamin, and we refer to it as Li’s
Algorithm.
Two variants are described in Ref. [2], each result-
ing from a different initial variational equation. In
the present paper we use the method that results from
McLachlan’s variational principle, which in practice
means selecting η = −i in Eqns. (5) and (6) of that paper,
which we reproduce below:∑
q
Mk,qλ˙q = Vk, (B1)
where λq are the parameters in the evolving circuit,
equivalent to the θi or φi in our treatments. Meanwhile
Mk,q =
∂ 〈Ψ|
∂λk
∂ |Ψ〉
∂λq
+ H.C., (B2)
Vk = −i∂ 〈Ψ|
∂λk
H |Ψ〉+ H.C. (B3)
In Ref. [2] it is shown that these matrix and vector ele-
ments are of the form aRe(eiθ 〈0¯|U |0¯〉) where U is a uni-
tary involving the kth and qth gates of the parameterised
circuit, and |0¯〉 is the all-zero state.
It is further shown that Re(eiθ 〈0¯|U |0¯〉) = Tr(Xancρ),
i.e. it relates directly to expected value of an ancilla that
probes the parameterised circuit in a simple fashion (see
Fig. 2 of Ref. [2], which is a variant of a circuit proposed
in Ref. [15] in 2002).
Therefore a quantum computer is able to provide the
M and V values involved in equation (B1), which can
then be solved classically to yield the λ˙i values and thus
to update the parameters for the next incremental state
of the circuit.
In the present work, a small modification was applied
to the algorithm specified in Ref. [2]. We now ensure
there is a parameter in the problem which controls the
global phase. This can be significant since the McLachlan
principle is sensitive to global phase, even though it has
no physical meaning. Generally one need not introduce
an actual global phase gate, instead such a gate can be
virtually present and allowed for in the update equations.
Fortunately in the specific case we describe in the main
paper, the input state is such that a gate performing a
z-rotation gate acts on a qubit in state |1〉, thus this gate
indeed generates a global phase.
In creating our trial circuit A, we made some inter-
esting observations concerning the way in which the cir-
cuit derived using Li’s algorithm compares to a standard
Trotter circuit. A comparison of the Li and Trotter meth-
ods is shown in Fig. 9, which includes a visualisation of
the Li parameters in the bottom panel. By ‘standard
Trotter’ we mean that the choice of parameters (angles θ
within the gates) is determined simply from the elapsed
simulation time and the strength of the corresponding
Hamiltonian term.
Figure 9 includes three lines (orange-dashed, orange
and green) which correspond to Trotter-type solutions
of this kind. The orange-dashed line is a direct reali-
sation of the circuit pattern shown in Fig. 1. Its per-
formance is poor since the simple repetition of identical
cycles causes Trotter errors to directly accumulate. The
orange line represents the best realisation of the Trotter-
type approach that we found: it involves alternatingly
inverting the order of the gates (versus that shown in the
middle panel of Fig. 1). This is related to approaches in
Ref. [32], but without the randomisation element; in our
simulations random re-ordering was not advantageous,
but this may relate to the small system size and circuit
depth. We acknowledge that there are many approaches
including the sampling method of Campbell which has
just been presented [33], and we have not comprehen-
sively searched over them. In short, the orange line is a
fair indicator of a ‘smart’ Trotter approach (as opposed
to the naive one represented by the orange-dashed line).
The green line is the same approach of alternating inver-
sions, but now with a total of 16 cycles.
The figure indicates that Li’s algorithm does better
than a (smart, if not necessarily optimal) Trotter ap-
proach for a given circuit depth. This is to be expected
since Li’s approach has greater freedom: it does not seek
to approximate the time evolution unitary but rather it
seeks the circuit with the closest-to-ideal action on the
defined input state.
As an aside, we remark that since the ansatz has the
structure of 6 Trotter cycles, it is natural to wonder
whether Li’s algorithm will, at early times, choose the
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same set of parameters which Trotterisation prescribes to
the rotation gates in the time-evolution unitary for those
times. Indeed, around half of Li’s parameters (when
summed according to their Trotter term) precisely fol-
low their Trotter counterparts, as shown in the subfigure
of Fig. 9. Interestingly, the other parameters which differ
do improve the fidelity achieved by Li’s algorithm versus
Trotterisation by an appreciable factor even in the early
evolution (the fidelity ‘gap’ is 4×10−4 after 100 iterations
of ∆t = 2.5× 10−3).
This behaviour is even seen in the parameters of the
additional Trotter cycles appended to the recompiled
ansatz, as shown in Fig. 10.
Appendix C: The imaginary time eigensolver
The recompilation process described in the main paper
employs a ground state finding algorithm at its core. We
seek the ground state of a fictitious Hamiltonian Hrec
because by doing so we necessarily find a circuit that
can invert the original circuit A, and thus we obtain an
alternative realisation of A.
There are a variety of possible algorithms that can con-
figure a parameterised circuit so that it maps a fixed in-
put state onto (an approximation to) the ground state
of a specified Hamiltonian. In the present paper we em-
ployed a recent imaginary time method, as described in
Ref. [1]. In essence this algorithm is a variant of Li’s
algorithm described in Appendix B above; as proved in
Ref. [1] we need only modify Eqn. (B3) with a factor i
in order to switch from a real time evolution (i.e. an
evolution according to the Schrödinger equation) to an
evolution under exp(−H t) (with renormalisation) which
drives the system to its ground state – or rather, to
the lowest eigenstate with finite projection on the initial
state.
Appendix D: Details of numerical simulation
We simulate the quantum circuits involved in the in-
troduced technique using the Quantum Exact Simula-
tion Toolkit [34]. Several computational shortcuts are
taken in the evaluation of the equations involved in the
Li method, which we stipulate in the Supplementary
Materials of previous works [1, 35]. Tables I and II
list some numerical values used in the simulated Hamil-
tonian and recompilation process. The full simulation
code, which depends only on the GNU Scientific Li-
brary [39] and standard/included C libraries, is available
on GitHub [40].
The Li method, in both its original form [2] and
imaginary-time adaptation [1], involves populating a
family of linear equations which are then numerically
solved by a classical machine. We make some observa-
tions about the choice of the linear solving algorithm,
which was previously seen to affect the ground state con-
vergence rate of imaginary-time simulations [35]. In this
work, we discover that Tikhonov regularisation and least
squares minimisation [38] work well to ensure the pa-
rameters vary smoothly in realtime Li simulation. How-
ever, imaginary time Li simulation benefited from trun-
cated singular value decomposition (TSVD) [38] which
imposes no constraint on the parameter smoothness and
saw much faster convergence to the ground state than
the previously mentioned methods.
We now list the chosen numerical constants. For real-
time and imaginary time simulation, we use step sizes of
∆t = 2.5 × 10−3 and ∆τ = 1 × 10−2 respectively. We
use a TSVD tolerance of 10−5 and choose the Tikhonov
parameter as the corner of a 3-point L-curve [38]. Wave-
function derivatives are estimated using a fourth-order
finite difference method with a step-size of ∆θ = 10−5.
When we desire an initially identity unitary, we set all
parameters θj = 10−8 to avoid singularities in the ma-
trix inversion during the first iteration. During the gate
elimination subroutine, we restrict the to-be-zeroed pa-
rameter to vary by at most |∆φj | ≤ 0.1 radians each
iteration.
B1 -0.433333
B2 -1.006667
B3 -0.941460
B4 -0.312000
B5 -0.478667
B6 -0.347867
B7 -0.314533
Jx1,2 0.730767
Jx2,3 0.745333
Jx1,3 0.830400
Jx3,4 0.521333
Jx4,5 0.543800
Jx5,6 0.338771
Jx6,7 0.700544
Jx7,5 0.771333
Jy1,2 0.367333
Jy2,3 0.913333
Jy1,3 0.570667
Jy3,4 0.315333
Jy4,5 0.412000
Jy5,6 0.641200
Jy6,7 0.697453
Jy7,5 0.345333
Jz1,2 0.362667
Jz2,3 0.864433
Jz1,3 0.527000
Jz3,4 0.543000
Jz4,5 0.547667
Jz5,6 1.014333
Jz6,7 0.368100
Jz7,5 0.701000
Table I: The coefficients of Hˆsys, the 7-qubit spin network
Hamiltonian. These are available in plaintext in the online
repository [40] (direct link).
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n Oˆn θn
1 Z0 -0.00078 32 Z0 0.00612 63 Z0 -1.92631 94 Z0 0.07784 125 Z0 0.26960 156 Z0 -0.80412
2 Z1 -0.76524 33 Z1 -0.72202 64 Z1 -0.72235 95 Z1 -0.28875 126 Z1 -0.14207 157 Z1 -1.95611
3 Z2 -0.07102 34 Z2 -0.89156 65 Z2 -0.98678 96 Z2 0.30971 127 Z2 0.06518 158 Z2 -1.35826
4 Z3 -1.57210 35 Z3 1.92348 66 Z3 0.34984 97 Z3 -1.02248 128 Z3 0.10542 159 Z3 -0.83901
5 Z4 -0.57014 36 Z4 -0.31031 67 Z4 -0.42137 98 Z4 0.08347 129 Z4 -0.61129 160 Z4 -0.21782
6 Z5 -0.03702 37 Z5 -0.54383 68 Z5 0.20952 99 Z5 -0.68914 130 Z5 1.16104 161 Z5 -0.85344
7 Z6 -0.56917 38 Z6 0.42303 69 Z6 -0.64586 100 Z6 -2.11670 131 Z6 -0.49693 162 Z6 -0.36461
8 X0,1 -0.23393 39 X0,1 -0.23944 70 X0,1 -1.19517 101 X0,1 0.93936 132 X0,1 0.98615 163 X0,1 1.56663
9 X1,2 -0.77487 40 X1,2 1.10291 71 X1,2 0.19727 102 X1,2 0.99647 133 X1,2 0.31287 164 X1,2 0.67684
10 X0,2 0.87379 41 X0,2 0.62165 72 X0,2 0.43687 103 X0,2 0.02575 134 X0,2 1.18330 165 X0,2 0.73790
11 X2,3 -1.09072 42 X2,3 0.22439 73 X2,3 0.77102 104 X2,3 0.90254 135 X2,3 0.24543 166 X2,3 0.29939
12 X3,4 0.81605 43 X3,4 1.58883 74 X3,4 -0.08047 105 X3,4 -0.33305 136 X3,4 0.50658 167 X3,4 0.10799
13 X4,5 -0.10714 44 X4,5 0.69977 75 X4,5 -0.11872 106 X4,5 0.04207 137 X4,5 0.50517 168 X4,5 0.31331
14 X5,6 -1.61988 45 X5,6 -0.43299 76 X5,6 1.13964 107 X5,6 1.74800 138 X5,6 -1.30005 169 X5,6 0.48987
15 X6,4 -0.58697 46 X6,4 0.38593 77 X6,4 0.26760 108 X6,4 0.19480 139 X6,4 0.18067 170 X6,4 0.38603
16 Y0,1 1.03841 47 Y0,1 0.28201 78 Y0,1 0.03540 109 Y0,1 0.64047 140 Y0,1 -0.98891 171 Y0,1 0.59770
17 Y1,2 -0.20021 48 Y1,2 0.77338 79 Y1,2 0.40912 110 Y1,2 0.75941 141 Y1,2 0.78280 172 Y1,2 0.89393
18 Y0,2 1.25312 49 Y0,2 0.17709 80 Y0,2 0.25703 111 Y0,2 0.04256 142 Y0,2 0.62293 173 Y0,2 0.22623
19 Y2,3 0.19017 50 Y2,3 0.37472 81 Y2,3 -0.00260 112 Y2,3 0.43709 143 Y2,3 0.25405 174 Y2,3 0.35892
20 Y3,4 0.59210 51 Y3,4 0.59450 82 Y3,4 -0.06945 113 Y3,4 0.89857 144 Y3,4 0.03360 175 Y3,4 0.25520
21 Y4,5 -1.71059 52 Y4,5 -0.22396 83 Y4,5 0.25205 114 Y4,5 0.28955 145 Y4,5 0.42917 176 Y4,5 0.35523
22 Y5,6 0.05980 53 Y5,6 -0.02429 84 Y5,6 -0.44813 115 Y5,6 2.37157 146 Y5,6 -0.84443 177 Y5,6 0.88797
23 Y6,4 -0.12607 54 Y6,4 -0.23800 85 Y6,4 0.38207 116 Y6,4 0.29358 147 Y6,4 0.43788 178 Y6,4 0.31737
24 Z0,1 0.18838 55 Z0,1 -1.31227 86 Z0,1 1.60603 117 Z0,1 0.02855 148 Z0,1 -0.00031 179 Z0,1 0.26033
25 Z1,2 -0.20432 56 Z1,2 0.17508 87 Z1,2 0.06147 118 Z1,2 0.74683 149 Z1,2 0.24798 180 Z1,2 0.99595
26 Z0,2 0.49788 57 Z0,2 0.26480 88 Z0,2 -0.01839 119 Z0,2 0.19942 150 Z0,2 0.33195 181 Z0,2 0.62794
27 Z2,3 0.58855 58 Z2,3 1.11408 89 Z2,3 -0.95135 120 Z2,3 0.37599 151 Z2,3 0.81622 182 Z2,3 -0.03170
28 Z3,4 0.09731 59 Z3,4 0.13049 90 Z3,4 1.39875 121 Z3,4 -0.13800 152 Z3,4 0.41878 183 Z3,4 -0.14826
29 Z4,5 -1.04750 60 Z4,5 0.31341 91 Z4,5 0.10627 122 Z4,5 0.26683 153 Z4,5 0.71386 184 Z4,5 0.11074
30 Z5,6 0.34316 61 Z5,6 1.52420 92 Z5,6 -1.00678 123 Z5,6 0.63415 154 Z5,6 -0.83722 185 Z5,6 0.25884
31 Z6,4 -0.12666 62 Z6,4 0.39354 93 Z6,4 -0.07047 124 Z6,4 0.35838 155 Z6,4 0.70935 186 Z6,4 0.01146
Table II: The gates Oˆ and parameters θ which produce ansatz
A |1〉 |+〉⊗6, which is a result of Li simulation of the 7-qubit
spin network for 700 iterations at ∆t = 2.5 × 10−3. Note
Zi = exp(−iθσzi /2), Zi,j = exp(−iθσzi ⊗ σzj /2) and similarly
for Y and X. These values are available in plaintext in the
online repository [40] (direct link).
