Abstract: Uncertainty in operation factors, such as the weather and driving behavior, makes it difficult to accurately predict the energy consumption of electric buses. As the consumption varies, the dimensioning of the battery capacity and charging systems is challenging and requires a dedicated decision-making process. To investigate the impact of uncertainty, six electric buses were measured in three routes with an Internet of Things (IoT) system from February 2016 to December 2017 in southern Finland in real operation conditions. The measurement results were thoroughly analyzed and the operation factors that caused variation in the energy consumption and internal resistance of the battery were studied in detail. The average energy consumption was 0.78 kWh/km and the consumption varied by more than 1 kWh/km between trips. Furthermore, consumption was 15% lower on a suburban route than on city routes. The energy consumption was mostly influenced by the ambient temperature, driving behavior, and route characteristics. The internal resistance varied mainly as a result of changes in the battery temperature and charging current. The energy consumption was predicted with above 75% accuracy with a linear model. The operation factors were correlated and a novel second-order normalization method was introduced to improve the interpretation of the results. The presented models and analyses can be integrated to powertrain and charging system design, as well as schedule planning.
Introduction
Battery electric buses (BEBs) have recently emerged as an environmentally friendly, yet expensive alternative for diesel buses [1] . In addition to the high initial investment, the life cycle costs (LCC) depend on the selected charging strategy (e.g., overnight vs. opportunity charging) and the selected battery capacity that is defined by the charging strategy [2] . However, the energy consumption rate (ECR) varies because of uncertainties in weather and driving behavior [3] . Variation in ECR may cause delays in the charging schedules, which are hard to predict, because such delays have not been an issue with diesel buses. On the other hand, overly conservative schedules could lead to underutilization of the bus fleet and higher ticket prices. Therefore, the sensitivity of ECR and charging efficiency require detailed investigation with real-world data to ease the transition to fully electric public transportation.
The sensitivity of ECR has been studied previously with analytical models [4, 5] . These studies focused on light-duty electric vehicles (EV) and indicated that the drive efficiency, tire losses, acceleration jerks, and auxiliary devices caused the most variation in consumption. Auxiliary devices included heating, ventilation, and air conditioning (HVAC) devices. Furthermore, the effects of mild elevation profile and average speed over 20 km/h were negligible. However, even though hilly roads significantly increased the ECR of EVs, they have an advantage over diesel-powered vehicles because of regenerative braking [6] . In studies that included real-world measurements of EVs, the route, ambient temperature, and driving behavior have been shown to increase ECR [7] [8] [9] . Lorf et al. [10] noted that traction ratio-the ratio of how much of the driving time is spent on acceleration-caused 23% of the ECR variation of an EV. Younes et al. [8] reported that ECR is also higher for EVs on city routes, as a result of more frequent stop-and-go driving, yet they did not consider the effect of ambient temperature.
State-of-the-Art
Unlike EVs, city buses operate on predetermined routes and the number of stops on route is defined by vehicle and passenger traffic. Lajunen & Kalttonen [11] simulated that driving aggressiveness was related to the bus route and was linked to ECR. Lajunen [12] also developed a method for optimizing the speed profile of BEBs, which improved energy efficiency by up to 17%. In addition to bus payload, a notable consumption and consumption variation difference between lightweight (0.52-1.42 kWh/km [13, 14] ) and heavyweight chassis buses (1.24-2.48 kWh/km [15] ) has been reported. During the years 2014-2015, Kontou & Miles [16] tested a BEB fleet of eight buses in Milton Keynes, GB. One of their key findings was that some of the 46 drivers were very consistent and others had variation of up to 2 kWh/km between their best and worst drives. Prohaska et al. [17] analyzed the discharging and charging behavior of a BEB fleet during 2014-2015 in California, USA. They observed that the elevation profile and HVAC power have to be taken into account while planning the recharging schedule of the bus fleet and dimensioning the battery packs.
A large Li-ion battery pack can accept higher charging power than a smaller one with the same amount of losses, yet a bigger battery eats up passenger capacity and adds passive payload. However, with a small battery, the bus needs to rely on opportunity charging, which requires fast charging [18] . A small battery is less flexible and prone to faster aging because of the fast charging, which is often done just barely within the limits of its capabilities. Rothgang et al. [19] highlighted that the battery capacity and charging power should be set carefully for each bus network in mind. Moreover, Sinhuber et al. [20] proposed that the BEB energy storage could be modular to adapt the bus for changing mission profiles. Wang et al. [21] determined that the recharging time window of electric city buses should be from 5 to 10 min in a real-world study in Davis. The annual recharging costs varied only slightly within this time window. Shorter recharge times substantially increased the recharging activity costs and longer recharges conflicted with the bus schedule. As the recharging activity costs are about 80% of the total annual costs [21] , the variation in ECR needs to be quantified in order to limit the charging time variation.
Linear models have been previously used to predict energy consumption of EVs with promising results. Neaimeh et al. [22] studied the EV consumption and used average speed, acceleration, and road angle as predictors. They noted that EVs' speed correlated with the consumption nonlinearly and, therefore, they split their analysis to two models: low-speed and high-speed. The high-speed model was more accurate, yet only had a R-squared value of 60%. However, they did not consider auxiliary device power in their research, which has a major impact on consumption at lower speeds. Badin et al. [23] also noted the nonlinear effect of average speed to consumption for EVs, but only with speeds less than 20 km/h. Shankar & Marco [24] trained a neural network to predict the energy consumption of electric vehicles. The neural network could be used for online estimation or offline estimation for range prediction. They predicted the consumption with a 20%-30% error. In their study, traffic and route caused up to 50% variation in the energy consumption. De Cauwer et al. [25] predicted the energy consumption of an EV with above 97% accuracy with a linear model. They used six predictors that each had 0.1% p-values. However, in their test drives, the auxiliary power was very low and only contributed 7% on average to the energy consumption. Wang, Liu and Yamamoto [26] studied the use of low-frequency data to estimate EV consumption. The measurement sample time was one minute. They present four linear models that are based on nearly 40,000 driving cycles. They considered speed, Energies 2018, 11, 3267 3 of 29 HVAC, and altitude as model predictors and achieved R-squared values of 78%-96%. However, the reliability of the models was not validated with error term analysis or the calculation of p-values.
Even though the ECR of EVs and BEBs has been studied before, the impact of variation in multiple operation factors on the variation in the ECR of BEBs has not been accurately quantified. As Wang et al. [21] mentioned, the optimal charging time window is only 5 min in some cases. Hence, the impact of operation factor variance on ECR and internal resistance of the battery (IRB) is crucial in order to dimension minimal, yet reliable energy storage and charging systems. Our intention is to extend the analysis of previous real-world BEB studies of Milton Keynes [16] , California [17] , and Davis [21] with a detailed sensitivity analysis. The sensitivity analysis of energy usage is vital for large-scale BEB commercialization, because unexpected driving behavior, route characteristics, or the use of auxiliary devices has led to a shorter range than promised by the BEB manufacturer [27] . Detailed analyses such as ours are imperative for the expedition of global electrification of public transportation because a large-scale implementation of new technology is always challenging.
Our goal was to identify the operation factors that cause variation in ECR and in the internal resistance of the battery (IRB) in order to understand the underlying uncertainty. An in-depth study of the operation factors requires extensive experimental measurements to acquire an exhaustive dataset for a sensitivity analysis. Therefore, meticulous measurements of six buses were carried out over the course of two years. A detailed filtering and parsing of the raw measurement data was crucial to achieve reliable results. As the measured operation factors were correlated, a novel second-order effect normalization method was proposed to investigate the interactions between the operation factors. New insights were gained with the use of the method and existing connections between factors were verified. The ECR was mostly influenced by the ambient temperature, driving behavior, and route characteristics. The IRB varied mainly as a result of changes in the battery temperature and charge current. Furthermore, ECR was 15% lower on suburban routes than in city driving. We also provided elegant linear models to estimate ECR and IRB with modest computational effort. These models and the sensitivity analysis approach can be used to gain important insights into powertrain and charging system design, as well as for BEB scheduling planning in both an academic and industrial context.
Methods

Buses and Routes
Six electric city buses were monitored during their normal daily operation over the years 2016-2017. The monitored buses (referred to individually here as E1, E2, H1, H2, T1, and T2) operated in the Finnish capital city, Helsinki, and the suburban city of Espoo. The buses E1 and E2 were BEB prototypes, but were comparable to a finished product. They were originally diesel buses that had their powertrains replaced with electric ones. The other four buses were designed based on these prototypes. All of the buses were designed as low-weight BEBs with an aluminum frame from Kabus Oy. The technical specifications of the buses are listed in Table 1 . The electric heat pump was used for light heating and air conditioning. The heat pump was supported with a separate diesel heater, which adds up to 24 kW extra heating power during winter [28] .
Buses E1 and E2 operated only on Espoo bus route 11 (E11), which is highlighted in red in Figure 1 . Buses H1 and H2 were assigned to operate on Helsinki route 23 (H23). The last two buses, T1 and T2, operated first on route E11 and were later assigned to Helsinki route 55 (H55). Unfortunately, the GPS coordinate data of bus H2 were not as accurate as those of the other buses, so only the fast-charge events of this bus were analyzed. Furthermore, the GPS data of buses T1 and T2 were not as dependable as that of the rest of the buses, as can be seen from the inconsistency of route H55 in Figure 1 . Nevertheless, there were enough data to parse different driving cycles and to analyze driving mission parameters because all the relevant signals (speed, power, current, voltage, auxiliary devices) had sufficiently accurate values during the operation. Figure 1 . The studied bus routes: E11, H23 and H55. Route E11 operates in the suburban city Espoo and the other two in the Finnish capital, Helsinki. The figure was produced with GPS Visualizer [29] .
Measurements
Data Collection
The objective of the data acquisition was to measure the relevant operation factors, which were either measured or computed from the measured signals. For practical reasons, the buses were measured as a part of an Internet of Things (IoT) system. The measured data of the bus were sent to an IoT cloud server for storing. The operation factors were divided into three categories: temperature, auxiliary, and route and behavior factors, as shown in Figure 2 . 
Measurements
Data Collection
The objective of the data acquisition was to measure the relevant operation factors, which were either measured or computed from the measured signals. For practical reasons, the buses were measured as a part of an Internet of Things (IoT) system. The measured data of the bus were sent to an IoT cloud server for storing. The operation factors were divided into three categories: temperature, auxiliary, and route and behavior factors, as shown in Figure 2 .
The sample time frequencies of the measured signal varied from 0.2 to 2 Hz. The sample time was not synced between signals because data were only recorded if the value of the signal changed, to minimize size of the stored data. Therefore, the signals were normalized to a common 10 Hz frequency with a linear interpolation fit. The normalization was especially essential for accurate positioning, as the GPS coordinates were not originally in sync. The normalization was also accompanied by a data point fixing algorithm that kept the last signal value measured until a change in the value was observed. Without data point fixing, the linear interpolation would misinterpret the measured data. To demonstrate the effect of signal normalization and data point fixing, an example of signal filtering is presented in Figure 3 . At first glance, the raw signal seems to be logical because it is continuous, yet the battery current control used was discrete.
Energies 2018, 11, x 5 of 28 Figure 2 . Operation factor data that were gathered from the battery electric buses (BEBs), using an Internet of Things (IoT) cloud server platform.
The ambient temperature was measured with a sensor attached to the chassis of the bus and the battery temperature was measured at each of the battery modules. A temperature sensor was placed on the surface of one cell per module and the average of those temperatures was considered as the temperature of the battery pack. The battery pack temperature was controlled with a liquid cooling system that prevented it from overheating during charging and discharging. However, the temperature still increased during charging and the longer the battery was charged with a constant power the hotter it became. Therefore, the cooling system was able to limit the temperature rise, but not eliminate it. The battery state-of-charge (SOC) was measured continuously during bus travel and discharge, yet our interest was in its value at the beginning of each discharge and charge. Our hypothesis was that a depleted battery could cause higher consumption than a charged one, because some studies indicate higher battery resistance at lower SOC levels [30] . The current and voltage of the battery were measured from the battery management system (BMS) that tracks the battery's state of health (SOH) and cuts the power in case of emergencies. BMS also calculates an SOC estimate based on the battery's open circuit voltage characteristics.
Vehicle speed was measured from the motor encoder with the frequency of 1 Hz and the The ambient temperature was measured with a sensor attached to the chassis of the bus and the battery temperature was measured at each of the battery modules. A temperature sensor was placed on the surface of one cell per module and the average of those temperatures was considered as the temperature of the battery pack. The battery pack temperature was controlled with a liquid cooling system that prevented it from overheating during charging and discharging. However, the temperature still increased during charging and the longer the battery was charged with a constant power the hotter it became. Therefore, the cooling system was able to limit the temperature rise, but not eliminate it.
The battery state-of-charge (SOC) was measured continuously during bus travel and discharge, yet our interest was in its value at the beginning of each discharge and charge. Our hypothesis was that a depleted battery could cause higher consumption than a charged one, because some studies indicate higher battery resistance at lower SOC levels [30] . The current and voltage of the battery were measured from the battery management system (BMS) that tracks the battery's state of health (SOH) and cuts the power in case of emergencies. BMS also calculates an SOC estimate based on the battery's open circuit voltage characteristics.
Vehicle speed was measured from the motor encoder with the frequency of 1 Hz and the acceleration was computed from the speed profile. The acceleration estimate was determined to be accurate enough when compared with a previous study [11] , where the same bus as the one studied here was simulated driving route E11. Furthermore, Shankar & Marco [24] noted that 1 Hz sampling rate is the minimum requirement for reliable consumption analysis. The powers of the auxiliary devices were measured from their respected controlling systems.
Discharge Cycles
The discharge and charge cycles were parsed from the raw data based on bus GPS coordinates. One discharge cycle, or a trip, was captured when the bus passed by two different terminuses in less than an hour. The focus on discharge analysis was on energy consumption and regenerative braking. The specific interest was on how the variation in operation factors shown in Figure 2 affected the energy consumption and regeneration variation. Therefore, energy consumption per distance d travelled, E d , was calculated with
where P b (t) is the electrical power signal of the battery pack as a function of time. In addition to energy consumption, we also calculated the driving aggressiveness on route. Driving aggressiveness is not a well-known factor, but it has been acknowledged before by Lajunen & Kalttonen [11] . They noted that as the aggressiveness on route increases, so does the energy consumption. For this reason, we have included it in our analysis, determined by
where v(t) is the time dependent speed of the bus and a(t) is the positive acceleration. The aggressiveness increases significantly if there are accelerations at high speeds, when the acceleration causes more energy consumption, which is why it is a better consumption predictor than the average acceleration.
Charge Cycles
Only one of the two terminuses on each route had a charging station, so the charging occurred after every other trip. The charging events were extracted from the raw data using a charge current threshold of 200 A. The current threshold was chosen because most of the battery charging was done with currents higher than 200 A, as shown in the example charging event in Figure 4 . The battery was charged with constant power of 340 kW when SOC was under 60%. After this threshold SOC, the power was reduced linearly until the end of the charge. after every other trip. The charging events were extracted from the raw data using a charge current threshold of 200 A. The current threshold was chosen because most of the battery charging was done with currents higher than 200 A, as shown in the example charging event in Figure 4 . The battery was charged with constant power of 340 kW when SOC was under 60%. After this threshold SOC, the power was reduced linearly until the end of the charge. The quantity of interest during the charging events was on the internal resistance of the battery pack. The internal resistance was dependent on aging, current, SOC, depth of discharge (DOD), and temperature of the battery [31] [32] [33] . The impact of temperature on the internal resistance of lithiumion batteries was roughly an order of magnitude greater than the impact of degradation [34] . Our hypothesis is that the variation in the internal resistance during charging is caused mainly by the temperature and charge current, yet the relative contributions of these factors to the internal resistance variation are unknown in real-world operation. The internal resistance of the battery pack can be estimated from the acquired charge cycles because the open-circuit voltage of the battery pack is known as a function of state-of-charge ( ). This information is provided in the battery data sheet. At any given moment, the internal resistance ( ) is defined as Most engineering systems have input values-some adjustable, and some noisy and unpredictable. The adjustable factors can have minor variation because of tolerances, but the unpredictable factors can have much more variation. The input factor variation propagates into variation in the system output and performance. Uncertainty quantification (UQ) is a method to show the variation in the system inputs and outputs, yet it does not describe the relations between these The quantity of interest during the charging events was on the internal resistance of the battery pack. The internal resistance was dependent on aging, current, SOC, depth of discharge (DOD), and temperature of the battery [31] [32] [33] . The impact of temperature on the internal resistance of lithium-ion batteries was roughly an order of magnitude greater than the impact of degradation [34] . Our hypothesis is that the variation in the internal resistance during charging is caused mainly by the temperature and charge current, yet the relative contributions of these factors to the internal resistance variation are unknown in real-world operation. The internal resistance of the battery pack can be estimated from the acquired charge cycles because the open-circuit voltage V ocv of the battery pack is known as a function of state-of-charge SOC(t). This information is provided in the battery data sheet. At any given moment, the internal resistance IRB(t) is defined as
Sensitivity Analysis with Multiple Linear Regression
Background
Most engineering systems have input values-some adjustable, and some noisy and unpredictable. The adjustable factors can have minor variation because of tolerances, but the unpredictable factors can have much more variation. The input factor variation propagates into variation in the system output and performance. Uncertainty quantification (UQ) is a method to show the variation in the system inputs and outputs, yet it does not describe the relations between these variations. Based on the UQ results, a global sensitivity analysis (GSA) can be carried out to gain a deeper understanding of the behavior of the system under varying conditions [35] . A GSA provides insights for design engineers and researchers to determine which unpredictable noise factors cause the most variation in the system performance. With this information, engineers can focus directly on reducing the effect of the input factors that are the most critical to the system performance.
Single output GSA methods, such as the method of elementary effects [35, 36] , the derivative-based method [35] , principal component analysis (PCA) [37] , the moment dependent method [35] , and the variance-based method [35, 38] , are applicable to analyze the sensitivity of simulation models and measurements. Because, in many engineering applications, the goal is to reduce variation in the system performance, the variance-based method is the most straightforward approach to cases where analytical models are not available, as in our case. Sobol's sensitivity indices can be calculated without Xu & Gertner [39] proposed partial variation decomposition, where the total sensitivity index is further decomposed into partial variation parts, which are the uncorrelated and correlated contributions. They considered only linear effects with a multiple linear regression (MLR), whereas Li et al. [40] proposed a state dependent regression (SDR) approach, which also considers nonlinear effects. Mara & Tarantola [41] approached the issue by decorrelation of the correlated input factors before analyzing them. Later, Chastaing & Camboa [42] proposed a generalized Hoeffding-Sobol decomposition for sensitivity analysis of correlated input factors.
We revisit the work of Xu & Gertner [39] and Li et al. [40] and combine their approaches by developing an MLR surrogate model, which is then analyzed with partial and second-order variance decomposition analysis. Decorrelation of input factors [41] or the use of generalized decomposition [42] is not as straightforward as the MLR variance decomposition approach. This is because of the multicollinearity issues of our case.
MLR with Correlated Inputs
An MLR of a function y = f (x 1 , x 2 . . . x i , . . . x K ), consisting of factors of interest x i , can be represented as
where β 0 . . . β K are regression coefficients, K is the number of factors, and e is the error. With multiple observations N, the input factor space is presented as
and the MLR is described with a vector of compatible dimensions,
The variance of the linear regression model output V can be decomposed as
where V i is the output variance contributed by the factor x i and V e is the contribution of the factor uncorrelated error of Equation (4). The model variances are approximated witĥ
Energies 2018, 11, 3267 9 of 29 whereV i is the approximated variance caused by factor i and its interactions.V is the approximated total output variance. With the factor matrix X and output vector Y, the least-square estimates of regression coefficients β can be solved witĥ
where 1 N is a column vector of 1's with the length N. With these estimated regression coefficients, the estimated output of each observation j in N can be calculated bŷ
The observation correlated model outputs are used to acquire the total output variance of the model,V
whereV L is the total variance of the approximated model and y is the mean output. Comparing the measured output variance and the approximated one, the R 2 value of the model fit can be computed as
The R 2 value lies between 0 and 1. The R 2 (R-squared) value is a statistical coefficient that is used to define the goodness-of-fit of surrogate models.
Once the approximated model is sufficiently accurate, the variance caused by the input factors can be further divided into contributions of each of the variables and their interactions with a high dimensional model representation (HDMR). HDMR is a decomposition of function hierarchy, such that portrays a function as a sum of factor-specific sub-functions. Truncated HDMR combined with analysis of variance (ANOVA) variance decomposition [39, [43] [44] [45] [46] 
However, the ANOVA decomposition does not hold if the input parameters are correlated. However, even if the input parameters are correlated, the output variation can be further decomposed into partial variation contribution, as proposed by Xu & Gertner [39] . The partial variance contribution of one factor has a linear, uncorrelated effect on the output variance and a correlated component that is caused by the interactions with other input factors. Thus, the factor variation contributionV i can be split into uncorrelatedV U i and correlated variation contributionV C i , such that
To calculate the uncorrelated component, we use the expression
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The regression coefficientsr 0 andr i can be solved with
where the residual regression matrix iŝ
. . .
The residual regression matrix regression coefficients are described aŝ
where X (−i) is a factor matrix excluding the factor x i and X (i) is a vector of only the factor x i 's observations. The variation among the residualsẑ ji is uncorrelated with all the other factors x j s (j s = 1), because of its perpendicularity toη, and so the variation explained byŷ j (−i) is solely contributed by the factor x i . After solving Equation (16), the correlated partial variance can now be determined with Equation (15) . The relative measure of the variance components to the total variance is presented with Sobol's sensitivity indices [44] . The sensitivity index (S i ) of a factor x i can be divided into uncorrelated and correlated sensitivity indices (S U i and S C i ), calculated as
In addition to the MLR variance decomposition approach with partial variance decomposition proposed by Xu & Gertner [39] , other methods that consider correlated inputs have been developed. Li et al. [40] proposed a state dependent parameter approach, which considers nonlinearities, unlike the MLR. They also introduced an importance matrix, which represents second-order interactions between factors. The sensitivity indices of second-order interactions are governed with
An importance matrix displays the relation between factors, which takes the form
where the diagonal consists of the uncorrelated sensitivity indices and all of the other sensitivity indices are factor-factor interactions. The upper and lower triangles are symmetrical in relation to the diagonal because the interactions' effect is equal in both directions (S C N,1 = S C 1,N ). The sum of the diagonal and the upper triangle should always be less than or equal to unity, because the decomposed output variance in Equation (14) is divided among the factor contributions, hence
holds when the input factors are uncorrelated.
Normalization of Second-Order Effects
In order to adequately understand the second-order effects of correlated factors, the importance matrix needs to be normalized. Without normalization, the sum of second-order effects is larger than the correlated contribution of an input factor and becomes difficult to comprehend. Therefore, a normalization approach is proposed to improve the comprehension of second-order interactions when the factors are correlated. However, the normalization gives legitimate results if the higher than second-order effects are minor.
The normalization process is implemented as follows. First, the diagonal effects are nullified, because they are not considered in the sum of second-order effects,
Next, each column of the importance matrix S is divided by the sum of the column elements, which is computed as
where the superscript RC refers to the relative correlation part. Finally, each element of the column is multiplied by the correlated sensitivity index of the factor X i . This is done to achieve normalized effects in respect to the second-order sensitivity index rather than unity. The normalized importance matrix S N2 is represented as
where the superscript NC refers to the normalized correlation part.
Statistical Analysis
Correlation between two factors is the measurement of how similarly they behave. A Pearson correlation coefficient is the most common metric for linear correlation and its values lie between −1 and 1. Here, we refer to the Pearson correlation as correlation. If the correlation between two factors is 0, then they are linearly independent and uncorrelated. If the relationship between two variables is linear, the correlation is equal to the Sobol's total sensitivity index.
High correlation between two factors is also referred to as collinearity. In the case of multicollinearity, multiple correlations occurs among many of the factors, and hence the correlations are global. Severe multicollinearity can cause erroneous predictions in multivariate linear regression [46] . Multicollinearity can increase coefficient of determination, yet single factors can remain statistically insignificant. Multicollinearity can also reverse the regression weight directions. There exists many ways to detect multicollinearity and one popular method is to measure variation inflation factor (VIF) [46] . VIF is calculated by fitting a multiple linear regression to predict one of the input factors using the rest of the input factors as predictors. If the resulting VIF factor is 10 or higher, multicollinearity is severe. However, some statisticians state that factors that have VIF higher than 5 should be left out of the analysis [46, 47] . The squared root of VIF is the multiplier effect of how much larger the standard error in a model is compared with the situation where the factors are uncorrelated. One way to perform linear regression even when the factors are multicollinear is to perform stepwise regression.
The main approaches of stepwise regression are forward selection, backward elimination, and bidirectional elimination. Forward selection is the simplest, where factors are added to the model automatically until adding any factor does not make the coefficient of determination significantly higher. Here, we added the factors one-by-one based on which was the best to add and stopped when the improvement to the R-squared value when adding a factor was less than 2%. More sophisticated methods exists, yet with a small set of factors, simpler methods can be utilized [48] . In the process of stepwise regression, factors are left out, which increases the residual of the MLR. However, the change should not be significant, otherwise too many factors could be removed.
If the residual, or the error term in Equation (4), in the MLR model resembles a normal distribution, this means that it can be considered as unknown noise. This implies that the model is not overfitted. One advantage of using linear models is that overfitting is usually not an issue because the squared loss function aims to set the model in the center of the data. Another reliability factor is the p-value. The p-value of a factor is used to determine if a predictor in an MLR model has a meaningful impact to the output variable. The p-value is also used to discard factors that only seem to increase the R-squared value of the model, yet do not significantly impact the output variable.
Results
Operation Factors
A total of 14,058 discharge cycles and 13,549 charge cycles were measured from six operating battery electric city buses. After filtering and rejecting unusable measurements, 9418 discharge cycles and 5764 charges cycles remained for further analysis. Two of the buses (E1, E2) operated only in Espoo, which is a suburban area, and two (H1, H2) only in the Finnish capital, Helsinki. The remaining two buses (T1, T2) operated in both areas. During operation, 12 relevant operation factors were measured and 5 were computed afterwards. These factors are listed in Table 2 . The data type of each factor is classified as total, mean, start, or single types. Total indicates the sum, mean indicates the average, start indicates the starting value, and single indicates one value during a discharge or charge cycle.
First, the correlations between operation factors were studied. The Pearson coefficient was applied to represent the approximate effect between factors. The analysis focused on determining which factors were the main contributors to the variation in the ECR, energy regeneration, and internal resistance of the battery. Furthermore, the objective was to identify linear and nonlinear relations.
Temperature Factors
The temperature factors considered here were the battery temperature and the ambient temperature. The ambient temperature had a higher correlation with the ECR during discharges, −0.54, whereas battery temperature had a correlation factor of −0.19 with the ECR. During charges, the battery temperature did, however, correlate strongly with the IRB (−0.65), as shown in Figure 5 , and the ambient temperature also had an impact (−0.34). The correlation between battery and ambient temperature during discharges and charges was 0.32 and 0.24, respectively. However, these correlations only consider linear effects. As shown in Figure 5 , the ambient temperature has a parabolic relation with ECR, with the lowest value around 20 degrees Celsius, as is typical with electric vehicles and buses [14, 49] . Therefore, we linearized the effect of ambient temperature around 20 degrees Celsius, |20 − Ta|, which means that at that point, the effect of ambient temperature was negligible. The assumption was also made by De Cauwer et al. [25] in their research on the estimation of electric vehicle consumption. With this consideration, the correlation between ambient temperature and ECR is 0.58. First, the correlations between operation factors were studied. The Pearson coefficient was applied to represent the approximate effect between factors. The analysis focused on determining which factors were the main contributors to the variation in the ECR, energy regeneration, and internal resistance of the battery. Furthermore, the objective was to identify linear and nonlinear relations.
The temperature factors considered here were the battery temperature and the ambient temperature. The ambient temperature had a higher correlation with the ECR during discharges, −0.54, whereas battery temperature had a correlation factor of −0.19 with the ECR. During charges, the battery temperature did, however, correlate strongly with the IRB (−0.65), as shown in Figure 5 , and the ambient temperature also had an impact (−0.34). The correlation between battery and ambient temperature during discharges and charges was 0.32 and 0.24, respectively. However, these correlations only consider linear effects. As shown in Figure 5 , the ambient temperature has a parabolic relation with ECR, with the lowest value around 20 degrees Celsius, as is typical with electric vehicles and buses [14, 49] . Therefore, we linearized the effect of ambient temperature around 20 degrees Celsius, |20 − |, which means that at that point, the effect of ambient temperature was negligible. The assumption was also made by De Cauwer et al. [25] in their research on the estimation of electric vehicle consumption. With this consideration, the correlation between ambient temperature and ECR is 0.58. Figure 5 . On the left, the parabolic relation between ambient temperature and energy consumption rate (ECR). On the right, the linear relation between battery temperature and internal resistance of the battery (IRB).
Auxiliary Devices
The auxiliary power of the air compressor (Pac), DC devices (Pdc), heat pump (Php), and power steering (Pps) was analyzed for discharge cycles. They were mainly turned off during charging. As seen from Figure 6 , the total auxiliary power consists of DC device power and the air compressor power, because the air compressor is not part of the 24 V DC circuit. The air compressor is used to refill the pneumatic accumulator after door opening at a stop where a passenger has been picked up or dropped off. The DC device power was approximately the sum of the heat pump power and power steering power. The Pdc had a significant correlation with the ECR (0.68), as shown in Figure 7 . Furthermore, the Pdc correlated most with the heat pump power (0.51), which is the reason for the Figure 5 . On the left, the parabolic relation between ambient temperature and energy consumption rate (ECR). On the right, the linear relation between battery temperature and internal resistance of the battery (IRB).
The auxiliary power of the air compressor (Pac), DC devices (Pdc), heat pump (Php), and power steering (Pps) was analyzed for discharge cycles. They were mainly turned off during charging. As seen from Figure 6 , the total auxiliary power consists of DC device power and the air compressor power, because the air compressor is not part of the 24 V DC circuit. The air compressor is used to refill the pneumatic accumulator after door opening at a stop where a passenger has been picked up or dropped off. The DC device power was approximately the sum of the heat pump power and power steering power. The Pdc had a significant correlation with the ECR (0.68), as shown in Figure 7 . Furthermore, the Pdc correlated most with the heat pump power (0.51), which is the reason for the high correlation (0.54) between the Pdc on Ta. The heat pump power depended on the ambient temperature and their correlation was 0.5. This indicates that the heat pump power setting is also affected by manual adjustments made by the driver and how many times the doors are opened, which is when heat energy is lost.
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Route and Behavior Factors
The route and behavior factors were analyzed together because the route factors are strongly linked to the driving behavior and vice versa. Typical route and behavior characteristics include speed and acceleration factors such as average speed and average acceleration. Although information is lost because the aerodynamic drag and acceleration forces are not computed, the average speed is a common characteristic of a route. Furthermore, while designing a BEB, traffic conditions are challenging to simulate, so it is easier to estimate the distribution of average speed as a nominal distribution than as separate cycles that are needed for a more specific uncertainty quantification. Hence, here we used the average speed as a predictor, which, according to De Cauwer et al. [25] , is an accurate consumption prediction for EVs.
Furthermore, the effect of acceleration can also be portrayed with driving aggressiveness. The linear correlation between the driving aggressiveness and the ECR was 0.49, as shown in Figure 8 . affected by manual adjustments made by the driver and how many times the doors are opened, which is when heat energy is lost. 
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The route and behavior factors were analyzed together because the route factors are strongly linked to the driving behavior and vice versa. Typical route and behavior characteristics include speed and acceleration factors such as average speed and average acceleration. Although information is lost because the aerodynamic drag and acceleration forces are not computed, the average speed is a common characteristic of a route. Furthermore, while designing a BEB, traffic conditions are challenging to simulate, so it is easier to estimate the distribution of average speed as a nominal distribution than as separate cycles that are needed for a more specific uncertainty quantification.
Hence, here we used the average speed as a predictor, which, according to De Cauwer et al. [25] , is an accurate consumption prediction for EVs.
Furthermore, the effect of acceleration can also be portrayed with driving aggressiveness. The linear correlation between the driving aggressiveness and the ECR was 0.49, as shown in Figure 8 . The aggressiveness is more dominating with lower values (less variance) and with higher values, the effect is more scattered. The dominance could be explained by the fact that at higher average speeds, there are less stops, and the aggressiveness is lower, yet accounts for more of the ECR than other route and behavior factors. Driving aggressiveness does not consider the effect of idle time or stops per kilometer. However, idle time and stops per kilometer have a strong relation (0.8), and thus only one of them should be chosen as a predictor of ECR. The stops per kilometer was a better candidate, because even though it had the same correlation with ECR as idle time (0.6), the Spk had a more consistent relation with ECR, as shown in Figure 9 . Driving behavior is the combination of the driving style, route, and traffic effects. Three different routes were considered, with one of them operated in Espoo (E11) and two in Helsinki (H23 and H55). The speed and power profiles of these routes are shown as round-trips and a striped line indicates the turning point in Figure 10 . The average speed is higher in the suburban city of Espoo and there are more frequent speed transients on Helsinki routes. Based solely on the speed profiles, the direction of the route evidently has a minor effect on the driving behavior. Furthermore, it is interesting that on some smaller decelerations, a lot of energy is regenerated through regenerative Driving aggressiveness does not consider the effect of idle time or stops per kilometer. However, idle time and stops per kilometer have a strong relation (0.8), and thus only one of them should be chosen as a predictor of ECR. The stops per kilometer was a better candidate, because even though it had the same correlation with ECR as idle time (0.6), the Spk had a more consistent relation with ECR, as shown in Figure 9 . Driving aggressiveness does not consider the effect of idle time or stops per kilometer. However, idle time and stops per kilometer have a strong relation (0.8), and thus only one of them should be chosen as a predictor of ECR. The stops per kilometer was a better candidate, because even though it had the same correlation with ECR as idle time (0.6), the Spk had a more consistent relation with ECR, as shown in Figure 9 . Driving behavior is the combination of the driving style, route, and traffic effects. Three different routes were considered, with one of them operated in Espoo (E11) and two in Helsinki (H23 and H55). The speed and power profiles of these routes are shown as round-trips and a striped line indicates the turning point in Figure 10 . The average speed is higher in the suburban city of Espoo and there are more frequent speed transients on Helsinki routes. Based solely on the speed profiles, the direction of the route evidently has a minor effect on the driving behavior. Furthermore, it is interesting that on some smaller decelerations, a lot of energy is regenerated through regenerative Driving behavior is the combination of the driving style, route, and traffic effects. Three different routes were considered, with one of them operated in Espoo (E11) and two in Helsinki (H23 and H55). The speed and power profiles of these routes are shown as round-trips and a striped line indicates the turning point in Figure 10 . The average speed is higher in the suburban city of Espoo and there are more frequent speed transients on Helsinki routes. Based solely on the speed profiles, the direction of the route evidently has a minor effect on the driving behavior. Furthermore, it is interesting that on some smaller decelerations, a lot of energy is regenerated through regenerative breaking on route H55. This indicates that the bus had already achieved a steady speed and was decelerating on a downhill. In a similar fashion, the elevation profiles of the bus round-trips are shown in Figure 11 . Espoo E11 route is significantly flatter than the other two routes, H23 and H55. Route E11 also ends and begins at approximately the same elevation level. Even though route H23 has a lot more variation in the elevation and even though the end of the trip is not on the same level as at the start, the consumption did not vary significantly on different route directions, although it did more than on route E11. The elevation profile on route H55 clearly affected the consumption depending on the route direction. While travelling towards the turning point, the elevation increased by almost 40 m with not much elevation variation. For this reason, the direction of route H55 had a correlation of 0.46 with ECR.
It is difficult to include the effect of elevation in real-world measurements in the consumption prediction. One approach is to divide a driving cycle into subcycles based on the elevation profile, where each of the subcycles has their own regression model. The sum of these subcycle models is the consumption prediction in the entire route. Even though this approach could result in more accurate predictions, in practice, this approach might only highlight measurement and modeling errors and not the effect of elevation [25] . These effects would be amplified in our case because the GPS coordinate data was synced as a part of the postprocess.
The last route and behavior related operation factor was traffic. Traffic affects many factors such as the number of stops, driving aggressiveness, and air compressor power, just to name a few. However, the influence of traffic is difficult to measure in real-time. Ritari [50] measured the traffic in Espoo using Google Maps traffic density information. Vehicle traffic was shown to be higher in morning traffic from 07:00 to 09:00 and from 15:00 to 18:00 in the afternoon. The trip time of buses did not correlate with the traffic density, as can be seen in Figure 12 , where the longest trip times In a similar fashion, the elevation profiles of the bus round-trips are shown in Figure 11 . Espoo E11 route is significantly flatter than the other two routes, H23 and H55. Route E11 also ends and begins at approximately the same elevation level. Even though route H23 has a lot more variation in the elevation and even though the end of the trip is not on the same level as at the start, the consumption did not vary significantly on different route directions, although it did more than on route E11. The elevation profile on route H55 clearly affected the consumption depending on the route direction. While travelling towards the turning point, the elevation increased by almost 40 m with not much elevation variation. For this reason, the direction of route H55 had a correlation of 0.46 with ECR.
It is difficult to include the effect of elevation in real-world measurements in the consumption prediction. One approach is to divide a driving cycle into subcycles based on the elevation profile, where each of the subcycles has their own regression model. The sum of these subcycle models is the consumption prediction in the entire route. Even though this approach could result in more accurate predictions, in practice, this approach might only highlight measurement and modeling errors and not the effect of elevation [25] . These effects would be amplified in our case because the GPS coordinate data was synced as a part of the postprocess. between bus trip times on weekend and weekdays was marginal and most measured trips (93%) were driven on weekdays. 
Energy Consumption Rate (ECR) on Discharges
Output Analysis
In order to inspect the ECR distribution, probability density functions (PDFs) for buses operating in both Espoo and Helsinki are shown in Figure 13 . ECR was 24% larger on the Helsinki city route than on the Espoo suburban route. In addition, the Espoo PDF is skewed towards lower consumption rates, whereas the Helsinki PDF resembles more of a normal distribution. The skewing shows that it is more probable to have low consumption during operation on suburban routes. However, both PDFs share approximately the same minimum value. The higher dispersion of the ECR in Helsinki was partly caused by the direction correlation of the ECR on route H55. To compare the relative variation, coefficient of variation ( = /µ ) was applied as a standardized measurement of dispersion. The coefficients of variation were 0.18 and 0.19 for Espoo and Helsinki cycles, respectively. The last route and behavior related operation factor was traffic. Traffic affects many factors such as the number of stops, driving aggressiveness, and air compressor power, just to name a few. However, the influence of traffic is difficult to measure in real-time. Ritari [50] measured the traffic in Espoo using Google Maps traffic density information. Vehicle traffic was shown to be higher in morning traffic from 07:00 to 09:00 and from 15:00 to 18:00 in the afternoon. The trip time of buses did not correlate with the traffic density, as can be seen in Figure 12 , where the longest trip times were in the period from 11:00 to 15:00. The increase in average trip time is probably the result of general business hours, when most of the stores are open and services are available. The difference between bus trip times on weekend and weekdays was marginal and most measured trips (93%) were driven on weekdays. between bus trip times on weekend and weekdays was marginal and most measured trips (93%) were driven on weekdays. 
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Output Analysis
In order to inspect the ECR distribution, probability density functions (PDFs) for buses operating in both Espoo and Helsinki are shown in Figure 13 . ECR was 24% larger on the Helsinki city route Energies 2018, 11, 3267 18 of 29 than on the Espoo suburban route. In addition, the Espoo PDF is skewed towards lower consumption rates, whereas the Helsinki PDF resembles more of a normal distribution. The skewing shows that it is more probable to have low consumption during operation on suburban routes. However, both PDFs share approximately the same minimum value. The higher dispersion of the ECR in Helsinki was partly caused by the direction correlation of the ECR on route H55. To compare the relative variation, coefficient of variation (c v = σ/u) was applied as a standardized measurement of dispersion. The coefficients of variation were 0.18 and 0.19 for Espoo and Helsinki cycles, respectively.
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As suburban routes have less traffic, the skew could be caused because of more favorable braking conditions. More energy could be regenerated with regenerative braking with controlled braking events than with sudden ones. However, the energy regenerated on the Espoo route was only 2% more on average compared with the Helsinki routes, as seen in Figure 14 . The energy regeneration percent is the relation between all the energy consumed during a trip and the sum of energy regeneration with regenerative braking. Figure 14 . The probability density functions of energy regeneration in the suburban (Espoo) and city (Helsinki) routes.
As the difference in the ECR between Espoo and Helsinki was not explained by regenerative braking, the operation factors were compared. The operation factors were chosen based on the operation factor analysis. In Table 3 , the relative means and standard deviations on Espoo and Helsinki trips are presented. All of the operation factors were higher on Helsinki trips, except temperature. Thus, all of the operation factors were in a setting that increased the ECR. The decreased ambient temperature caused higher Pdc consumption. The ambient temperature should be constant when comparing route differences. However, increased stops per kilometer also increase Pdc, because it is consumed even when the bus is not moving. The increase in stops also increased driving As suburban routes have less traffic, the skew could be caused because of more favorable braking conditions. More energy could be regenerated with regenerative braking with controlled braking events than with sudden ones. However, the energy regenerated on the Espoo route was only 2% more on average compared with the Helsinki routes, as seen in Figure 14 . The energy regeneration percent is the relation between all the energy consumed during a trip and the sum of energy regeneration with regenerative braking.
As the difference in the ECR between Espoo and Helsinki was not explained by regenerative braking, the operation factors were compared. The operation factors were chosen based on the operation factor analysis. In Table 3 , the relative means and standard deviations on Espoo and Helsinki trips are presented. All of the operation factors were higher on Helsinki trips, except temperature. Thus, all of the operation factors were in a setting that increased the ECR. The decreased ambient temperature caused higher Pdc consumption. The ambient temperature should be constant when comparing route differences. However, increased stops per kilometer also increase Pdc, because it is consumed even when the bus is not moving. The increase in stops also increased driving As the difference in the ECR between Espoo and Helsinki was not explained by regenerative braking, the operation factors were compared. The operation factors were chosen based on the operation factor analysis. In Table 3 , the relative means and standard deviations on Espoo and Helsinki trips are presented. All of the operation factors were higher on Helsinki trips, except temperature. Thus, all of the operation factors were in a setting that increased the ECR. The decreased ambient temperature caused higher Pdc consumption. The ambient temperature should be constant when comparing route differences. However, increased stops per kilometer also increase Pdc, because it is consumed even when the bus is not moving. The increase in stops also increased driving aggressiveness and air compressor power. Considering these facts, it is safe to say that the difference between the Helsinki and Espoo average ECR is nevertheless at least 15%. As an additional experiment, the acceleration limit of one of the Espoo buses, E2, was lowered from 2.1 m/s 2 to 0.7 m/s 2 . The reason for this setting was an earlier study of the same bus on the same route, where the driving behavior of BEBs was compared with diesel buses [51] . The BEBs were driven 10% faster and accelerated 10% faster than the diesel buses. The lowering of the acceleration limit had an opposite effect to what was expected. The average speed was increased by 4% and the average driving aggressiveness by 14%. Thus, it would seem that limiting the driver's ability to accelerate could lead to unwanted frustration and actually increase recklessness rather than reduce it. However, the acceleration limit change did not have a notable effect on the ECR.
Input Analysis
The first thing to do while choosing input factors as predictors of ECR is to ensure that they have a linear relation. The direction of the cycle had a nonlinear effect because the studied routes had varying elevations profiles, as seen from Figure 11 . The effect of ambient temperature (Ta) was taken as an absolute value with respect to 20 degrees Celsius, because its effect on ECR is parabolic around this value.
Next, a check for collinearities and multicollinearities was done with defining VIF values of the input factors. As seen in Table 4 , Idle, Spk, and v are over the threshold of VIF = 5, which indicates multicollinearity. Therefore, some or all these factors should be left out of the linear model to avoid large standard errors. Stepwise regression with forward selection was used to select which factors were included in the final model. In forward selection, one factor is added to the model at a time based on which factors improves the coefficient of determination the most, until a termination criterion is met. The chosen termination criterion was minimum model improvement of 2%. In Figure 15 , the forward selection process is shown, and visible saturation is seen in the coefficient of determination after termination criterion was reached. The factor Ta was still included in the model, which improved the R-squared value by 6%. VIF values of the selected factors were rechecked and were all lower than 1.5. The resulting linear regression model for ECR (kWh/km) based on all measured trips waŝ
In forward selection
with R 2 = 0.76. The R 2 value was 0.81 when all factors were included in the model, so the statistical power lost when dropping factors was insignificant. Furthermore, Saltelli [38] suggested a general rule of thumb that models with R-squared values significantly less than 0.7 might not be accurate enough and would need more data, or the modelling technique should be reconsidered. To validate the linear model fit, the distribution of the residual term ε is shown in Figure 16 . The error term is roughly normally distributed, although slightly skewed towards negative values, resulting in consumption predictions slightly smaller than anticipated. Furthermore, the error term distribution shows that the linear model is sufficient and reliable. In addition, the p-values of the meaningful factors were less than 0.0001. 
with = 0.76. The value was 0.81 when all factors were included in the model, so the statistical power lost when dropping factors was insignificant. Furthermore, Saltelli [38] suggested a general rule of thumb that models with R-squared values significantly less than 0.7 might not be accurate enough and would need more data, or the modelling technique should be reconsidered. To validate the linear model fit, the distribution of the residual term ε is shown in Figure 16 . The error term is roughly normally distributed, although slightly skewed towards negative values, resulting in consumption predictions slightly smaller than anticipated. Furthermore, the error term distribution shows that the linear model is sufficient and reliable. In addition, the p-values of the meaningful factors were less than 0.0001. A sensitivity analysis of the meaningful factors is shown in Figure 17a . The Pdc had the highest uncorrelated effect on consumption and was heavily correlated with ambient temperature. Thus, because heat pump power was also a strong influencer of the Pdc, it could be deduced that environmental conditions that are temperature dependent cause most of the variation in the ECR. However, a close second contributor was stops per kilometer. The stops on route cause increased use of pneumatic doors, and thus higher Pac and higher driving aggressiveness (Agg) due to an increased number of accelerations. In summation, the sensitivity analysis showed that most of the crucial operation factors are highly correlated. However, the heating and environmental factors are almost independent of the behavior factors, because they consume energy and cause losses even when the BEB is at standstill.
The partial variance decomposition in Figure 17b confirms these deductions. The normalization of these effects enables the use of them in a case where there are correlations. From these second- A sensitivity analysis of the meaningful factors is shown in Figure 17a . The Pdc had the highest uncorrelated effect on consumption and was heavily correlated with ambient temperature. Thus, because heat pump power was also a strong influencer of the Pdc, it could be deduced that environmental conditions that are temperature dependent cause most of the variation in the ECR. However, a close second contributor was stops per kilometer. The stops on route cause increased use of pneumatic doors, and thus higher Pac and higher driving aggressiveness (Agg) due to an increased number of accelerations. In summation, the sensitivity analysis showed that most of the crucial operation factors are highly correlated. However, the heating and environmental factors are almost independent of the behavior factors, because they consume energy and cause losses even when the BEB is at standstill. Low temperature and high current have been previously shown to increase battery resistance [32] . However, the range of internal resistance variation is of interest when planning charging schedules under uncertainty, because the IRB is proportional to required charging power and time. The nominal resistance of the bus battery pack was 75 mΩ and approximately 90 mΩ with the conductors. The average resistance during charging was 170 mΩ. The battery charging efficiency was distributed almost normally around the nominal value of 92.1%. The standard deviation was 0.7%. The variation of the battery recharge efficiency was not significant when compared with the variation in ECR.
For example, let us consider a scenario where the charging power is limited to 400 kW and so charging of a 20 kWh battery would take 3 min. A 2% decrease in charging efficiency would increase the charging time by 3.6 s. However, if the consumption doubles on route, from 0.5 kWh/km to 1 kWh/km, twice as much charging is required and so the charging time would also double. Thus, the charging efficiency fluctuation can be neglected while planning charging schedules because the ECR variation is much more significant. However, permanent resistance growth caused by aging and wear The partial variance decomposition in Figure 17b confirms these deductions. The normalization of these effects enables the use of them in a case where there are correlations. From these second-order effects, it is seen that the environmental factors Pdc and Ta correlate mainly with each other and the route factors Spk and Agg with each other. Therefore, these factors can be multiplied to quantify the effect of these factor groups, which is also referred as compounds. As there is a slight correlation between the groups, the R-squared value reduced to 0.73 when the factors were grouped. In Figure 18 , the variance decomposition of ECR is shown. The environment effects are slightly more dominating of the ECR variation. There was also a correlated effect with the route factor group, yet it was minor. The residual effect includes measurement errors and the effect of factors that were not included in this study, such as headwind, payload, mechanical braking and unknown factors. Low temperature and high current have been previously shown to increase battery resistance [32] . However, the range of internal resistance variation is of interest when planning charging schedules under uncertainty, because the IRB is proportional to required charging power and time. The nominal resistance of the bus battery pack was 75 mΩ and approximately 90 mΩ with the Low temperature and high current have been previously shown to increase battery resistance [32] . However, the range of internal resistance variation is of interest when planning charging schedules under uncertainty, because the IRB is proportional to required charging power and time. The nominal resistance of the bus battery pack was 75 mΩ and approximately 90 mΩ with the conductors. The average resistance during charging was 170 mΩ. The battery charging efficiency was distributed almost normally around the nominal value of 92.1%. The standard deviation was 0.7%. The variation of the battery recharge efficiency was not significant when compared with the variation in ECR.
For example, let us consider a scenario where the charging power is limited to 400 kW and so charging of a 20 kWh battery would take 3 min. A 2% decrease in charging efficiency would increase the charging time by 3.6 s. However, if the consumption doubles on route, from 0.5 kWh/km to 1 kWh/km, twice as much charging is required and so the charging time would also double. Thus, the charging efficiency fluctuation can be neglected while planning charging schedules because the ECR variation is much more significant. However, permanent resistance growth caused by aging and wear of the battery must be considered in scheduling and is also an important issue from maintenance and longevity perspectives.
The calendar aging is expedited by charge-discharge cycles, excessive charges, unfavorable depth-of-discharge, and elevated temperatures [52, 53] . Even though the lithium titanate oxide (LTO) batteries have a long life expectancy, the resistance growth over time was analyzed because it affects the sensitivity analysis of the IRB. The charging events were fitted with a fourth-degree polynomial for each of the buses to represent resistance during charging as the charging cycles increase, which is displayed in Figure 19 . The H1, H2, Tr1 and Tr2 buses exhibit only minor resistance variation compared with the sinusoidal variation of the E1 and E2 buses. The E1 and E2 were prototype buses and the peak resistances were at the coldest days in winter time and lowest during the summer. This implies that the insulation of the batteries is worse than in the newer buses. Thus, the internal resistance of the battery pack had no notable growth due to aging with less than 2500 cycles. Typically, LTO batteries can endure over 10,000 cycles before the resistance has grown 20% [2] , which indicates end-of-life for a battery in vehicle use [18] . of the battery must be considered in scheduling and is also an important issue from maintenance and longevity perspectives. The calendar aging is expedited by charge-discharge cycles, excessive charges, unfavorable depth-of-discharge, and elevated temperatures [52, 53] . Even though the lithium titanate oxide (LTO) batteries have a long life expectancy, the resistance growth over time was analyzed because it affects the sensitivity analysis of the IRB. The charging events were fitted with a fourth-degree polynomial for each of the buses to represent resistance during charging as the charging cycles increase, which is displayed in Figure 19 . The H1, H2, Tr1 and Tr2 buses exhibit only minor resistance variation compared with the sinusoidal variation of the E1 and E2 buses. The E1 and E2 were prototype buses and the peak resistances were at the coldest days in winter time and lowest during the summer. This implies that the insulation of the batteries is worse than in the newer buses. Thus, the internal resistance of the battery pack had no notable growth due to aging with less than 2500 cycles. Typically, LTO batteries can endure over 10,000 cycles before the resistance has grown 20% [2] , which indicates end-of-life for a battery in vehicle use [18] . Figure 19 . The average fast-charge resistance variation as a function of charges. The lines are the fourth-degree polynomial average internal resistances of the battery packs of the buses.
Input Analysis
The input factor analysis was carried out in a similar manner as for ECR. Charging time and SOC had unclear effect, if any, on the IRB and were thus left out of the analysis. Multicollinearity was not an issue, yet the effect of ambient temperature was so minor that it was left out of the model 
The input factor analysis was carried out in a similar manner as for ECR. Charging time and SOC had unclear effect, if any, on the IRB and were thus left out of the analysis. Multicollinearity was not an issue, yet the effect of ambient temperature was so minor that it was left out of the model. The linear approximation model for the IRB (mΩ) based on measured charging events iŝ IRB = 168 − 2.4Tb − 0.2Ib + 0.2Vb (31) with R 2 = 0.58. The R-squared value is significantly lower than the threshold of 0.7, so it is clear that these factors do not explain the entire variation of the IRB. However, because the variation of the IRB was minor, there was probably more noise in the measurements than in the case of ECR. In addition, the IRB model was limited to the battery operating range and extrapolated inputs were not considered here. The direction of the battery current term was unexpected. High currents led to lower IRB values. This was because the average current was lower when charging at high SOC levels as the battery charging power is linearly decreased after reaching 60%. This resulted in an increase in battery temperature, which lowered the resistance and explained the correlation between the two as seen in the sensitivity indices of Figure 20a ,b. The uncorrelated effect of battery temperature was three times higher than that of battery current. In addition, the effect of battery voltage was low, yet it increased the statistical power of the model. The p-values of all the factors were less than 0.0001. Further analysis of the model reliability is not of interest because the coefficient of determination was low. Thus, the model was not intended for IRB prediction, but it was essential for the sensitivity analysis.
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(a) (b) Figure 20 . Sensitivity indices of the crucial operation factors affecting the variation in the IRB. (a) The partial variance decomposition is on the left, and (b) the normalized second-order effects are on the right.
Discussion
The ECR of electric city buses varies significantly. The analysis shows that the variation is dependent on the environmental conditions, route, and driving behavior. However, there are other factors, such as rolling resistance, payload, and headwind, that were not measured here, yet play a role in the consumption variation. The payload is related to stops on route because the bus stops to pick up passengers. Furthermore, even though the ambient temperature affects charging scheduling, the average increase of the ECR is only 10% over a year of operation because of changes in season [14] . Therefore, the recharging schedules of BEBs could be designed with the season in mind for better predictability.
The operation factors were multicollinear, which caused challenges in the statistical and sensitivity analyses. For example, the idle time spent on route correlated with the number of stops on route, yet they are distinct characteristics. The strong correlation is probably the result of the fact that the stop times are fairly regular for buses, but the variation in the idle time of passenger cars can be more unpredictable. There is a substantial amount of dedicated bus lanes in the Helsinki metropolitan area that also alleviate public transportation flow in times of heavy traffic.
Sensitivity analyses of ECR and IRB were carried out with the use of MLRs. The MLR R-squared values were 0.76 and 0.58 for ECR and IRB, respectively. The residual indicates that there were some 
Sensitivity analyses of ECR and IRB were carried out with the use of MLRs. The MLR R-squared values were 0.76 and 0.58 for ECR and IRB, respectively. The residual indicates that there were some factors left unconsidered. Pihlatie et al. [1] noted that 6% and 12% of the BEB consumption is caused by aerodynamic drag and the use of mechanical brakes, respectively. In our previous study, we found that up to 18% of the ECR variation of BEBs is caused by rolling resistance variation and 13% by payload variation. To acquire even more accurate results, the effect of the minor exponential behavior of ambient temperature could have been described using a surrogate modeling technique that considers nonlinear behaviors. For nonlinear data-driven models, the SDR approach presented by Li et al. [40] offers many possibilities.
Including more of the operation factors in the MLR also increased the R-squared value, even close to 0.9 for both the ECR and IRB models when nonlinear effects were considered. However, it is a typical pitfall in statistics to use predictors that do not have a causal relationship to the output, but are considered just to improve the model accuracy. The operation factors chosen for the models and the sensitivity analyses were linked to each other, but they could be divided into almost uncorrelated groups: environmental factors and route factors. The effect of environmental factors, such as the ambient temperature and headwind, are constant, even at standstill. The route related factors are the sum of driving style plus the driver's reactions to traffic.
The motivation behind the normalized second-order effects is to better understand the source's variation. Partial variance decomposition to uncorrelated and correlated distributions already shows whether to focus on a single factor or whether the source of variation is more spread out. Because the factors are correlated in our case, reviewing the second-order effects reveals the physical meaning behind the correlations. The approximation of the second-order effects enabled us to group factors, in order to gain high-level insight into the variation distribution. Zhang et al. [54] have also presented a new framework to better understand the underlying high-order effects in GSA while correlations are present, which indicates a demand for such analysis in other fields as well.
The environmental factors are predictable and thus can be predicted with numerical modelling. The driving factors are very challenging to simulate because the phenomena are not only determined by physics, but are also affected by psychological factors. However, with more data, there is a possibility to explain behavior with mathematical equations in future work and we have already considered synthetic driving cycles in our previous work [55] . Here, our interest was on determining the energy uncertainty, in both discharge and charge operations. The energy uncertainty analysis provides insights for better scheduling of BEB operations under uncertainty and assists in the dimensioning of expensive BEB powertrains.
Even though data is available, sophisticated tools and analyses are required to understand the data. Our profound statistical analysis gives insights into the operation variation of BEBs. This helps a bus designer particularly in the case of electrical busses as they are cost sensitive, mainly because of battery cost. The planned bus route and mission can be analyzed, and the bus performance can be assessed, with the tools we propose. For instance, accurate dimensioning of the bus battery for a mission is important for an opportunity-charging-based bus concept and will also influence the requirements of the charging infrastructure.
The analysis especially helps in the estimation of investments. Investment in driving education could only reduce the variation in ECR by up to 28% in the routes we have studied. This option can be considered in the life-cycle costs analysis and can weigh the pros and cons of investing in eco-driving or more robust batteries. Furthermore, the sensitivity analysis helps in forecasting the variation in ECR. On the studied routes, the weather conditions cause one-third of the total variation. Such information is useful when planning the charging schedule for multiple routes that share the same charging infrastructure in different seasons.
As mentioned, the expensive part of the powertrain is the lithium-ion battery pack. To reduce the battery size, range-extender concepts have been studied previously to mitigate the possible range anxiety in worst-case scenarios. The range can be extended with a diesel engine, both in parallel or in series with the electric powertrain [56] . Fuel cells could also be used as a supplementary energy source, but they are not cost-effective alternatives at the moment [57] . In a previous study, Plug-in Hybrid Electric Buses' (PHEBs') diesel systems were dimensioned to cover 30% of the range [57], yet they could be considered as smaller range-extenders or back-up systems, only to be used in worst-case scenarios. On the other hand, solar panels have been considered previously to extend the energy storage capabilities of BEBs. Solar panels on top of a BEB could increase range by 4.7% and even increases up to 8.9% are possible to achieve when also adding panels to the side of the bus [58] . However, solar energy is not reliable, especially in winter, when ECR is at its peak in Finland. Yet, in summer, in hot climates, the increased air conditioning power could be compensated with solar panels.
Conclusions
This paper features rather known statistical methods and their exploitation in analyzing bus operation data. Although the energy consumption of electric vehicles and buses has been studied globally, an in-depth sensitivity analysis of real operation conditions is presented to further examine the effects of uncertain operation conditions. The operation variations of six electric buses were measured during two years of operation. Charge and discharge cycles were successfully captured from raw IoT measurements, with related operation factors such as the ambient temperature, auxiliary power consumption, and speed. The main outputs of interest were the ECR and internal resistance of the battery. Statistical analysis showed that the operation factors were multicollinear, yet almost independent categories of factors were identified for the ECR in a sensitivity analysis: environmental and route factors. Using multiple linear regression for the sensitivity analysis can also retain its statistical power even when analyzing partially non-linear phenomena, when the nature of the nonlinearity is known, as was the case with ambient temperature.
The most crucial environmental factor was the ambient temperature, which increased the auxiliary heat pump power. The important route factors were driving aggressiveness and stops per kilometer. Increase in stops caused higher driving aggressiveness and air compressor power consumption. The air compressor was used to operate the pneumatic doors of the bus. The ECR of a BEB could be predicted with above 75% accuracy with monitoring of only six operation factors. The presented linear model of energy consumption can be used in academic and industrial contexts to assist in powertrain and charging systems dimensioning, as well as in the planning of BEB schedules.
The variation in the internal resistance of the battery was mostly influenced by the battery temperature and average charge current variations. The variance in the internal resistance of the battery during charging caused only 0.7% standard deviation in the charging efficiency. Thus, the internal resistance variance could be neglected while planning bus charging schedules, as the ECR has a significantly larger effect on charging time uncertainty. Although, the internal resistance of the battery may increase permanently as a result of aging, which needs to be taken into account based on the chemistry and quality of the battery.
The ECR varied more than 1 kWh/km. The average ECRs were 0.71 kWh/km and 0.88 kWh/km on suburban and city routes, respectively. However, the average temperature was lower for the city measurements, which means that the ECR difference is not caused only by the route, yet the difference is still estimated to be over 15%. Furthermore, limiting the bus acceleration from 2.1 m/s 2 to 0.7 m/s 2 had no effect on energy consumption, yet it significantly increased driving aggressiveness.
The sensitivity analysis was challenging because of the multicollinear nature of the operation factors. A novel normalization approach for second-order effects was introduced. As the ANOVA variance decomposition does not equate to unity with correlated factors, the second order-effects need to be normalized accordingly. The second-order effects of a factor are normalized to match its correlated contribution. We showed that the proposed method provides valuable insights for the sensitivity analysis, even though it is only an approximation. The method can be applied in the analysis of any system that has multicollinear input factors and low high-order effects.
To improve prediction models of energy consumption and internal resistance of the battery, nonlinear surrogate modeling techniques for multicollinear systems should be studied in-depth. With more accurate predictions, the operation and recharging schedules can adapt to sudden changes in the operation. Furthermore, our work will focus on forecasting the irregularities in the energy demand in real-time rather than analyzing the average or total value of an operation factor. The prediction of energy use under uncertainty is critical not only in the field of transportation, but in all fields of engineering. In order to introduce new, large-scale, sustainable solutions, the reliability of such technology must exceed the current state-of-the-art.
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