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ABSTRACT 
If two Hermitian matrices commute, then the eigenvalues of their sum are just 
the sums of the eigenvalues of the two matrices in a suitable order. Examples 
show that the converse is not true in general. In this paper, partial converses 
are obtained. The technique involves a characterization of the equality cases 
for Weyl’s inequalities. Moreover, a new proof on the commutativity of two 
Hermitian matrices with property L and analogous results for the product of two 
positive definite Hermitian matrices are included. 
1. EQUALITY CASES OF WEYL’S INEQUALITIES 
Weyl’s inequalities for the sum of two Hermitian matrices are usually 
proved by the minimax principle; for example see [2, p. 1811. Another ap- 
proach is suggested by Ikebe, Inagaki, and Miyamoto in [3]. The advantage 
of the latter approach is that it makes the equality cases transparent. We 
will reproduce their proof to illustrate this point. First we state two key 
ideas as the following lemmas; their proofs are standard. 
LEMMA 1.1. Let 5’1, Sa, and Ss be subspaces in the n-dimensional com- 
plex Euclidean space C”. Then dim (Sr n 572 n 5’3) > dim Si + dim Sz + 
dim Ss - 2n. 
*Part of this work was done while the author was on leave from the Sam Houston 
State University and was visiting Departamento de Matematica, Universidade de Lisboa 
under the support of Fundacao Calouste Gulbenkian. 
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LEMMA 1.2. Let H be an n x n Hermitian 
xi 2 “’ > A, and corresponding orthonormal 
For a strictly increasing integer sequence 1 5 il 
S = .SpUn{Xil,.. .,xi,}. I~x E S- {0}, then 
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matrix with eigenvalues 
eigenvectors xi, . . . , x,. 
< ... < i m 5 n, define 
x*Hx 
Ai* L - 
x*x 
I xi,. 
Moreover, equality in the right-hand (respectively, left-hand) inequality holds 
if and only if Hz = Xi,x (respectively, Hz = Ximx). 
From now on, if an n x n matrix X has real eigenvalues, then its non- 
increasingly ordered eigenvalues are denoted by Xi(X) 2 . . > X,(X). 
THEOREM 1.3. Let A and B be n x n Hermitian matrices. 
(9 
(ii) 
For integers i and j such that 1 5 i, j, i + j - 1 < n, 
&+j-i(A + B) i Xi(A) + xj(B). 
Moreover, equality holds if and only if there exists a unit vector x such 
that Ax = Xi(A)x, Bx = Xj(B) x, and (A + B)x = Xi+j_l(A + B)x. 
For integers i and j such that 1 5 i, j, i + j - n I n, 
&++,(A + B) 2 Xi(A) + A#). 
Moreover, equality holds if and only if there exists a unit vector x such 
that AX = Xi(A)x, BX = Xj(B) X, and (A + B)x = Xi+j_n(A + B)x. 
Proof Let ul, . . . , u, denote orthonormal eigenvectors of A correspond- 
ing to the respective eigenvalues xl(A), . . . ,X,(A); ~1,. . . ,v, denote or- 
thonormal eigenvectors of B corresponding to the respective eigenvalues 
X1(B), . . ,X,(B); and ~1,. . . , w, denote orthonormal eigenvectors of A+B 
corresponding to the respective eigenvalues Xl(A + B), . . , &(A + B). 
(i): Consider subspaces Si = span{ui, . . . , un}, 5’2 = span{wj, . . . , u,}, 
and Ss = span{wi, . . . , w~+~__I}. By Lemma 1.1, dim(Si nSs n Ss) 2 
(n+l-i)+(n+l-j)+(i+j-l)-2n=l. Hencethereexistsa 
unit vector x E Si n Ss fT Ss. Using Lemma 1.2, 
Xi+j_l(A + B) < x*(A + B)x = x*Ax + x*Bx < Xi(A) + $(B). 
If &+j_,(A+B) = Xi(A)+Xj(B) then X*AX = Xi(A),x*Bx = xj(B), 
and x*(A + B)x = &+_+I (A + B). Hence, by Lemma 1.2 again, x 
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is a common eigenvector for A, B, and A + B with respect to the 
appropriate eigenvalues. The converse is obvious. 
(ii): Consider subspaces 5’1 = . . , ui}, 5’2 = span{q, . . . , vj}, 
and S’s = span{wi+j_,, . . . ,wn}. By Lemma 1.1, dim(Sif&nSs) 2 i 
+j -/- (2n + 1 - i - j) - 272 = 1. Hence there exists a unit vector 
z E Si n Sz fl 5'3. The rest of the proof proceeds in a similar line of 
argument to (i). 
If X is a Hermitian matrix, then Xk(-X) = --X+-k(X) for all k = 
1 "> 
piying 
n. With this observation, (ii) of Theorem 1.3 also follows from ap- 
(i) to the matrices -A and -B. 
2. COMMUTATIVITY AND SPECTRUM 
Throughout this section, A and B always denote Hermitian matrices. 
A and B commute if and only if they share a full set of common orthonor- 
ma1 eigenvectors [2, p. 2351. Hence the eigenvalues of their sum 
to obtain. 
are easy 
THEOREM 2.1. If AB = BA then there exist permutations a and b of 
(1,. . . , n} such that &(A + B) = X,(k)(A) + &k)(B) for all k = l,...,n. 
However, the converse is not true in general. An example is 
illustrate this fact. Let 
given to 
0 0 
A= 0 6-d 
0 2 
I+%JI]. B=[i [4 i]. 
Then the spectra of A, B and A+B are respectively {8,2+4,0}, {4,0, -4}, 
and{6+fi,4,0}. Hence6+fi=(2+&!)+4,4=8+(-4), O=O+O, 
but AB # BA. Nevertheless we do have some partial converses. Their 
proofs use a lemma that consists of special cases of Theorem 1.3. 
LEMMA 2.2. 
(i) Given 1 5 k < n. If &(A + B) = &(A) + xl(B), then there exists a 
unit vector IC such that Az = Xk(A)z and Ba: = Xl(B)z. 
(ii) Given 1 5 k 5 n - 1. If Xk+l(A + B) = &(A) + x,(B), then there 
exists a unit vector x such that Ax = &(A)z and Bx = &(B)x. 
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THEOREM 2.3. Let rank A = 1 or rank B = 1. If there exist permuta- 
tions a and b of (1, . . . , n} such that &(A + B) = X,(k)(A) + &(k)(B) for 
allk= l,..., n, then AB = BA. 
Proof. Without loss of generality, we can assume rankB = 1 and 
its only nonzero eigenvalue is positive, i.e., Xl(B) > 0 and X2(B) = . . . 
= X,(B) = 0. N ow we proceed by induction on n, the dimension of the 
matrices. For n = 1, there is nothing to prove. Assume the statement is 
true when the dimension of the matrices is n - 1. The rest of the proof is 
divided into two mutually exclusive cases. 
Case 1: &,(A + B) = &(A) + Xl(B) for some ko > 1. Using Lemma 
2.2(i), there exists a common unit eigenvector x for A and B associated 
with the eigenvalues &,(A) and Xl(B), respectively. Find a unitary matrix 
U with z as its first column. Then 
U*AU= [“$‘) a], U*BU= [‘l,) ;I, 
where C and D are (n - 1) x (n - 1) Hermitian matrices. Notice that D is 
the (n - 1) x (n - 1) zero matrix, since rank B = 1 and Xl(B) # 0. Hence 
CD = DC = 0, so AB = BA. 
Case 2: &(A + B) # &(A) + Xl(B) for all k > 1. Let b(i) = 1, i.e., 
&(A + B) = &,,(A) + Xl(B). For Ic # i, &(k)(B) = 0 and so &(A + B) 
= x,,,,(A). Hence a can be chosen such that a(1) < ... < a% < . . . 
- 
< a(n), where a(i) means the missing one. Suppose i 2 a(i). Then 
&(A + B) I &,,,(A + B) 5 L,,,(A) + Xl(B) = &(A + B) 
and so &,,,(A + B) = $,,(A) + X1(B). Th is contradicts the assumption 
of case 2; so we must have a(i) > i. Because of the choice of a, we have 
a(i + 1) = i. On the other hand, since &(k)(B) = 0 for all Ic # i, b can 
be chosen such that b(i + 1) = 2. Consequently we have X,+l(A + B) = 
Xi(A)+&(B). Using Lemma 2.2(ii), there exists a common unit eigenvector 
x for A and B. Find a unitary matrix U with x as its first column. Then 
U*AU= [^$) ;I, U*BU= [“i$) ;], 
where C and D are (n - 1) x (n - 1) Hermitian matrices, and rank D = 1, 
since rank B = 1. The spectra of C, D, and CfD are respectively {Xa(k) (A) 
: k # i + l}, {Xb(&3) : k # i + 1}, and {&(A + B) : k # i + 1). Recall 
that & (A + B) = Qlc) (A) + &(lc) (B) f or all k. Hence the eigenvalues of 
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C + D are the sums of the eigenvalues of C and D in a suitable order, and 
so there exist permutations c and d of { 1,. . , n - 1) such that Xk(C + D) 
am + b(k)(D) f or all k = 1,. . , n - 1. Therefore, CD = DC by 
t=he induction assumption. Consequently, AB = BA. n 
THEOREM 2.4. If there exists a permutation b of { 1,. . . , n} such that 
&(A + B) = MA) + b(lc)(B) f or all k = 1,. . , n, then AB = BA. 
Proof We proceed by induction on n, the dimension of the matrices. 
For n = 1, there is nothing to prove. Assume the statement is true when 
the dimension of the matrices is n - 1. Suppose there exists a permutation 
bof{1,...,n}suchthatX~(A+B)=X~(A)+X~~~~(B)forallk=l,...,n. 
Choose kc such that b(ka) = 1, hence &(A+ B) = &,(A) + J+,(B). Using 
Lemma 2.2(i), there exists a common unit eigenvector 2 for A and B. Find 
a unitary matrix U with x as its first column. Then 
where C and D are (n - 1) x (n - 1) H ermitian matrices. The spectra of 
C, D, and C + D are, respectively, 
X1(A) 2 ... >_&,(A) 2 ... 2 X,(A), 
xl(B) 2 AZ(B) L ... 2 L(B), 
Xl(A+B) 2 .Qij&A+B) >_...>X,(A+B), 
where &,,(A),x1(B), and xk”(A + B) mean the missing ones. Define a 
permutation d of (1, . . . , n} as follows: for 1 2 k < ko - 1, d(k) = b(k) - 1; 
for ko 5 k < n - 1, d(k) = b( k + 1) - 1. Then it can be verified that 
Xk(C+D) = &(C)+&(k)(D) for all k = 1,. . . , n-l. Therefore, CD = DC 
by the induction assumption. Consequently, AB = BA. n 
A permutation 7r of { 1, . . . , n} is called the identity permutation [respec- 
tively, the reverse permutation] if n(k) = k [respectively, n(k) = n + 1 - k] 
for all k= l,...,n. 
COROLLARY~.~. Suppose there exist permutations a and b of { 1, . . . , n} 
suchthat&(A+B) =Xa(k)(A)+Xb(k)(B)foralZk= l,...,n. Ifoneofthe 
permutations is either the identity permutation or the reverse permutation, 
then AB = BA. 
Proof. Because of Theorem 2.4, it suffices to consider the case when 
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one of the permutation is the reverse permutation. Without loss of gener- 
ality, we assume that b(k) = n + 1 - Ic for all k = 1, . . . , n. Moreover, a can 
be chosen such that, for i < j, &,,,(A) = X,(j)(A) =+ u(i) < u(j). Now for 
llkln-1, 
x a(k) + L+1-k = L(k) + Xb(k) 
= Xk(A+B) 
> Ak+l (A + B) 
- $k+l) + Ab(k+l) 
= $k+l) + An-k 
Since x,-k(B) 2 &+1-k(B), we have &(k)(A) 2 &(k+i)(A). COnSe- 
quently, X,(l)(A) > ... > X,(,)(A), and hence a(l) < ... < a(n), i.e., 
u(k) = k for all /c = 1,. , n. Now ‘apply Theorem 2.4 to have the conclu- 
sion that A and B commute. n 
Since a permutation of (1, 2) must be either the identity or the reverse 
permutation, we have the following corollary. It explains why there is no 
2 x 2 Hermitian counterexample to the converse of Theorem 2.1. 
COROLLARY 2.6. Let A and B be 2 x 2 Hermitian matrices. If there ex- 
ist permutations a and b of{ 1,2} such that &(AfB) = Aa (A) f&(k)(B) 
for k = 1,2, then AB = BA. 
It is of interest to find all pairs of permutations a and b such that if 
&(A + B) = x,(k) (A) + Xqk) (B) for all Ic = 1, . , n then AB = BA. In 
this section we have given some examples and also a nonexample. 
3. PROPERTY L 
Two n x n (not necessary Hermitian) matrices A and B have property L 
if there exists a permutation x of (1,. . , n} such that any real linear com- 
bination tA + sB has as its eigenvalues t&(A) + s&(k,(B). This definition 
was first suggested by M. Kac to study the commutativity of matrices. He 
also conjectured that two Hermitian matrices with property L commute. 
This was later confirmed by Motzkin and Taussky [4]. In this section we 
give an alternative proof using Theorem 2.4. 
THEOREM 3.1. If Hermitian matrices A and B have property L, then 
AB = BA. 
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Proof. In order to simplify notation, let cyi 2.. . > an and ,Bi 2. . .> 
,& denote the eigenvalues of A and B, respectively. Since A and B have 
property L, there exists a permutation 7r such that, for any real t, the set 
of eigenvalues of .tA + B is {tcrk + &(k) : k = 1,. . . , n}. Without loss of 
generality, we can choose the permutation 7r such that 
olc = Qk+l =+ A(k) 2 A(k+l)~ 
If a1 = .. = a,, then A is a scalar, and hence AB = BA. Otherwise, take 
to = 1 + max PT(k+l) - A(k) : (Yk # ok+1 > 0. 
WC - NC+1 > 
Then toal + flz(i) > ... > too, + L&c,). Hence &(tsA + B) = &(toA) 
+&(k)(B). It follows from Theorem 2.4 that toA and B commute, and 
hence so do A and B since to # 0. n 
4. PRODUCT OF TWO POSITIVE DEFINITE HERMITIAN 
MATRICES 
Results analogous to those in Sections 1 and 2 are also true for the prod- 
uct of two positive definite Hermitian matrices. Throughout this section, 
A and B always denote n x n positive definite Hermitian matrices. The 
multiplicative counterparts of Weyl’s inequalities are given below. These 
inequalities are not new. They can be seen as special cases of singular-value 




For integers i and j such that 1 5 i, j, i + j - 1 5 n, 
Xi+?-l(AB) L k(A)&(B). 
Moreover, equality holds if and only if there exists a unit vector x 
such, that Ax = Xi(A)x, Bz = Xj(B)x, and (AB)x = &+j_l(AB)x. 
For integers i and j such that 1 5 i, j, i + j - n 5 n, 
&-n(AB) 2 k(A&(B). 
Moreover, equality holds if and only if there exists a unit vector x 
such that Ax = Xi(A)x, Brc = x,(B)x, an.d (AB)x = X~+Y_~(AB)~. 
Proof. Since A 1/2BA1/2 is positive definite Hermitian, it has a full 
set of orthonormal eigenvectors. Moreover, Xk(A1/2BA1/2) = Xk(AB) 
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for Ic = . . wi, . . . , wn denote orthonormal eigenvectors of 
A1/2BA1/2 corresponding to the respective eigenvalues Xl(AB), . , 
k(AB);w,...,~, denote orthonormal eigenvectors of A corresponding 
to the respective eigenvalues Xl(A), . . . ,X,(A); and ~1,. . . , w, denote or- 
thonormal eigenvectors of B corresponding to the respective eigenvalues 
h(~),...,L(~). 
Consider subspaces Si = span{ui,. . . ,un}, S2 = A-1/2[span{wj,. . . , 
v,}], and S’s = span{wi, . . . , .~~+j_~}. By Lemma 1.1, dim(Si n S2 n &) 
2 (n+l-i)+(n+l-j)+(i+j-l)-2n = 1. Hencethereexistsaunitvector 
y E S1 n S2 n &. Notice that y = A-1/2x for some x E span{wj, . . , w,}. 
Using Lemma 1.2, 
ii,++, 5 y*(A1/2BA1’2)y = x*Bx 
5 &(B)x*x = Xj(B)y*Ay 
5 Xj(B)k(A). 
If X,+j_l(AB) = Xi(A)Xj(B) then y*Ay = Xi(A) and z*Bz = Xj(B)z*x. 
By Lemma 1.2 again, Ay = Xi(A)y and Bx = Xj(B)x. Since y = A-1/2x, 
it follows that z/II 11 x is a common unit eigenvector for A, B, and AB cor- 
responding to the appropriate eigenvalues. The converse of the equality 
case is obvious. This completes the proof of (i). We omit the proof of (ii) 
because it is similar to (i) with some modifications like those in the proof 
of Theorem 1.3 (ii). n 
If X is a positive definite Hermitian matrix, then &(X-l) = 
x n+i_k(X)-l for all k = 1,. . ,n. With this observation, (ii) of Theo- 
rem 4.1 also follows from applying (i) to matrices A-’ and B-l. Using a 
continuity argument, one can easily deduce that both of the above inequali- 
ties still hold for positive semidefinite Hermitian matrices. From the proof, 
one also sees that the conclusion of the equality case requires only that 
at least one of the matrices be definite. The following example shows that 
this condition is essential. Consider the two positive semidefinite Hermitian 
matrices 
A=;[_; -;I, B=[; ;]. 
Then Xs(AB) = Xl(A)&(B), but A and B do not commute, and hence they 
have no common eigenvector because of dimension 2. Of course, we have 
THEOREM 4.2. If AB = BA, then there exist permutations a and b of 
(1,. . . ,n} such that Xk(AB) = &(k)(A)&,(k)(B) for all k = 1,. . . ,n. 
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Again the converse of it is not true in general. Here is an example. Let 
where a = (21-3s)/8, b = (29-3s)/8, c = (7+3s)/4, f = J(93s - 347)/128, 
e = d(39s - 129)/128, and s = fl. Then the spectra of A,B, and AB 
are respectively {3,2, l}, {5,2, l}, and {10,3,2}. Hence 10 = 2 x 5, 3 = 
3 x 1, and 2 = 1 x 2, but AB # BA. However, we have the following 
partial converses. We omit their proofs because they are similar to the 
corresponding ones in Section 2. 
THEOREM 4.3. Suppose there exist permutations a and b of (1, . . , n} 
such that &(A@ = L(k) (A)b(lc,(W f or all k = l,...,n. If one of the 
permutations is the identity permutation or the reverse permutation, then 
AB = BA. 
COROLLARY 4.4. Let A and B be 2 x 2 positive definite Hermitian 
matrices. If there exist permutations a and b of (1, 2) such that Xk(AB) 
= &(k)&,(k)(B) for k = 1,2, then AB = BA. 
After this paper was submitted, the author learned that Theorem 2.4 
also appears in [l]. The helpful comments and suggestions from Professor 
Roger Horn are gratefully acknowledged. In particular, the statement of 
Lemma 1.2 and the reference (31 are due to him. Thanks are also due to a 
referee whose comments greatly improved the readability of this paper. 
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