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Abstract
We construct examples of 2-step Carnot groups related to quaternions and study their fine structure and
geometric properties. This involves the Hamiltonian formalism, which is used to obtain explicit equations
for geodesics and the computation of the number of geodesics joining two different points on these groups.
We are able to find the explicit lengths of geodesics. We present the fundamental solutions of the Heat
and sub-Laplace equations for these anisotropic groups and obtain some estimates for them, which may be
useful.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
This paper presents examples of Carnot groups and studies their fine structure, geometric
properties and basic differential operators attached to them. A Carnot group is a connected and
simply connected m-step nilpotent Lie group G whose Lie algebra G decomposes into the direct
sum of vector subspaces V1 ⊕ V2 ⊕ · · · ⊕ Vm satisfying the following relations
[V1,Vk] = Vk+1, 1 k <m, [V1,Vm] = {0}.
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H(eisenberg)-type groups introduced by Kaplan [18]. The Carnot groups form a natural habitat
for extensions of many of the objects studied in Euclidean space and find applications in the
study of strongly pseudoconvex domains in complex analysis, semiclassical analysis of quantum
mechanics, control theory, probability theory of degenerate diffusion processes and others. The
geometry of Carnot groups and differential operators related with them were studied extensively
by many mathematicians, for instance, in [3,4,8,9,14,16,19,20,22].
We construct examples of 2-step Carnot groups, related to the multidimensional space of
quaternion numbers. We will call these groups anisotropic quaternion groups and denote them
by Qn. In [12] the quaternion H-type groups were studied. The results of [12] can be easily
extended to the multidimensional quaternion space. The examples of the present paper contain
the multidimensional quaternion H-type group as a particular case. We construct the Hamiltonian
function associated with the sub-Laplacian generated by left-invariant vector fields. Solving the
Hamiltonian system of differential equations we give exact solutions that describe geodesics on
the group. We study geodesic connectivity between any two points of the group. It is known that
every point of a Riemannian manifold is connected to every other point in a sufficiently small
neighborhood by one single, unique geodesic. But in this case, there will be points arbitrarily
near a point which are connected to this point by an infinite number of geodesics. Since we are
working on a group, we may simply assume that the point is the origin O = (0,0). We prove the
following results
(1) If P = (x,0) = (x1, . . . , xn,0) with x = 0, then there is only one geodesic connecting the
origin O and the point P ;
(2) If P = (x1, . . . , xn, z) with xl = 0, l = 1, . . . , n, and z = 0, then there are finitely many
geodesics connecting the origin O and the point P ;
(3) If P = (x1, . . . , xn, z) with xl = 0 for l = 1, . . . , p − 1 and xl = 0 for l = p, . . . , n, z = 0,
then there are countably infinitely many geodesics connecting the point O and the point P ;
(4) If P = (0, z) with z = 0, then there are uncountably infinitely many geodesics connecting the
point O and the point P .
We will discuss basic properties of geodesics in Sections 2–4. Then we will prove connectivity
theorems in Section 5 (see Theorems 5.1, 5.2, 5.4, and 5.6). Furthermore, parametric equations
and arc lengths of all these geodesics will be calculated explicitly.
We also consider complex geodesics and find a relation between the complex action func-
tion and the Carnot–Carathéodory metric. The complex action function allows us to deduce the
transport equation and its solution: the volume element. The fundamental solution of the Heat
equation is given in terms of the complex action function and volume element. More precisely,
the heat kernel at the origin is given by
P(y,w, t) = C
t2n+3
∫
R3
e
−f
t V (τ ) dτ,
where
f (y,w, τ) = −i
∑
τmwm +
n∑ |yl |2
4
|τ |l coth
(|τ |l)
m l=1
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V (τ) =
n∏
l=1
|τ |2l
sinh2(|τ |l )
is the volume element. (See Theorem 7.1.) Integrating the fundamental solution of the Heat
equation with respect to the time variable, we obtain the Green function for the sub-Laplacian
(see Theorem 7.2)
G(x, z) = −2
2n(2π)2n+3
(2n+ 1)!
∫
R3
V (τ + iεz˜)
f 2n+2(τ + iεz˜) dτ.
The last section is devoted to some estimates of fundamental solutions, which may be useful.
2. Definitions
A quaternion is a mathematical concept (re)introduced by William Rowan Hamilton, in Ire-
land, 1843 [2]. (It has been said that when Hamilton discovered the quaternions, they stayed
discovered.) The idea captured the popular imagination for a time because it involved rela-
tively simple calculations that abandon the commutative law, one of the basic rules of arithmetic.
Specifically, a quaternion is a non-commutative extension of the complex numbers. As a vector
space over the real numbers, the quaternions have dimension 4, whereas the complex numbers
have dimension 2. While the complex numbers are obtained by adding the element i to the real
numbers which satisfies i2 = −1, the quaternions are obtained by adding the elements i, j, and k
to the real numbers which satisfy the following relations
i2 = j2 = k2 = ijk = −1.
Unlike real or complex numbers, multiplication of quaternions is not commutative, e.g.,
ij = −ji = k, jk = −kj = i, ki = −ik = j. (2.1)
The quaternions are an example of a division ring, an algebraic structure similar to a field except
for commutativity of multiplication. In particular, multiplication is still associative and every
non-zero element has a unique inverse.
The quaternions can be written as a combination of a scalar and a vector in analogy with the
complex numbers being representable as a sum of real and imaginary parts, a · 1 + b · i. For a
quaternion h = a + bi + cj + dk we call the scalar a the real part and the 3-dimensional vector
u = bi + cj + dk is called the imaginary part of h and it is a pure quaternion. In R4, the basis of
quaternion numbers can be given by real matrices
U =
⎡⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
⎤⎥⎦ ,
0 0 0 1
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⎡⎢⎣
0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
⎤⎥⎦ , M2 =
⎡⎢⎣
0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
⎤⎥⎦ ,
M3 =
⎡⎢⎣
0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
⎤⎥⎦ .
We have
h =
⎡⎢⎣
a b −d −c
−b a −c d
d c a b
c −d −b a
⎤⎥⎦= aU + bM1 + cM2 + dM3.
Similarly to complex numbers, vectors, and matrices, the addition of two quaternions is equiva-
lent to summing up the coefficients. Set h = a + u, and q = t + xi + yj + zk = t + v. Then
h+ q = (a + t)+ (u + v) = (a + t)+ (b + x)i + (c + y)j + (d + z)k.
Addition satisfies all the commutation and association rules of real and complex numbers. The
quaternion multiplication (the Grassmannian product) is defined by
hq = (at − u · v)+ (av + tu + u × v),
where u · v is the scalar product and u × v is the vector product of u and v, both in R3. The
multiplication is not commutative because of the non-commutative vector product. The non-
commutativity of multiplication has some unexpected consequences, e.g., polynomial equations
over the quaternions may have more distinct solutions then the degree of a polynomial. The
equation h2 + 1 = 0, for instance, has infinitely many quaternion solutions h = a + bi + cj + dk
with b2 + c2 + d2 = 1. The conjugate of a quaternion h = a + bi + cj + dk, is defined as h∗ =
a − bi − cj − dk and the absolute value of h is defined as |h| = √hh∗ = √a2 + b2 + c2 + d2.
Let us denote the space of quaternions by H. We consider n-tuples of quaternions: H =
(h1, h2, . . . , hn), hi ∈H, i = 1, . . . , n. We may define addition between two of them in an obvi-
ous way
H +Q = (h1 + q1, h2 + q2, . . . , hn + qn)
for H = (h1, . . . , hn) and Q = (q1, . . . , qn). Multiplication by a scalar is defined as αH =
(αh1, αh2, . . . , αhn), where α may be real or complex number. Therefore, the n-dimensional
quaternions, Hn is a vector space. The norm is defined by
|H |Hn =
(
n∑
i=1
|hi |2
)1/2
.
In this article we will construct 2-step Carnot groups related to the multidimensional quater-
nion numbers. We will call these groups anisotropic quaternion groups Qn. To explain precisely
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making some modifications, we arrive at our main example.
H-type homogeneous groups are simply connected 2-step Lie groups G whose Lie algebras
G are graded and carry an inner product such that
(i) G is the orthogonal direct sum of the generating subspace V1 and the center V2
G = V1 ⊕ V2, V2 = [V1,V1], [V1,V2] = 0,
(ii) the homomorphisms JZ : V1 → V1, Z ∈ V2 defined by
〈JZX,X′〉 =
〈Z, [X,X′]〉, X,X′ ∈ V1,
satisfy the equation
J 2Z = −|Z|2I, Z ∈ V2.
Here 〈·,·〉 is a positive definite non-degenerate quadratic form on G, [·,·] is a commutator and I
is the identity. The group is generated from its algebra by exponentiation.
To construct the multidimensional quaternion H-type group we take the space of quaternions
Hn as V1 and generate the center V2. We consider the n-dimensional imaginary quaternions
Z1 = (a1i, . . . , a1i), Z2 = (a2j, . . . , a2j), Z3 = (a3k, . . . , a3k)
with positive constants am. They have the following representation as real matrices 4n× 4n
Mm =
⎡⎣amMm 0. . .
0 amMm
⎤⎦ ,
where there are n blocks on the diagonal of each matrix Mm, m = 1,2,3. The matrices Mm,
m = 1,2,3, are the matrices associated to the homomorphisms JZ .
Now we extend the construction, introducing anisotropy to this very symmetric setting. We
take an arbitrary n-dimensional imaginary quaternions
Z1 = (a11i, . . . , a1ni), Z2 = (a21j, . . . , a2nj), Z3 = (a31k, . . . , a3nk),
with aml > 0 for all m = 1,2,3 and l = 1, . . . , n. The representation as real matrices 4n× 4n are
the following
M1 =
⎡⎣a11M1 0. . .
0 a1nM1
⎤⎦ , M2 =
⎡⎣a21M2 0. . .
0 a2nM2
⎤⎦ ,
M3 =
⎡⎣a31M3 0. . .
⎤⎦ ,0 a3nM3
350 D.-C. Chang, I. Markina / Advances in Applied Mathematics 39 (2007) 345–394where there are n blocks on the diagonal of each matrix Mm, m = 1,2,3. We construct and
make the principal calculations for the anisotropic quaternion group Qn with center V2 of topo-
logical dimension 3. For the other examples see Remark 2.1. The corresponding algebra Qn is
the two-step algebra V1 ⊕V2. The topological dimensions of the group is dimQn = 4n+ 3. The
homogeneous dimension defined by the formula ν = dimV1 + 2 dimV2 plays an important role
in analysis on homogeneous groups. We see that the homogeneous dimension is always greater
than the topological dimension and in our case equals ν(Qn) = 4n + 6. An isotropic case based
on the 1-dimensional space of quaternions was studied in [12] and the anisotropic Heisenberg
group was considered in [8].
We set the standard orthonormal systems {Xkl} ∈ R4n, k = 1,2,3,4, l = 1, . . . , n and
{Z1,Z2,Z3} ∈ R3. We reserve the following indexes: l = 1, . . . , n denotes the coordinate in-
dex in (h1, . . . , hn); k = 1,2,3,4 denotes the index of coordinates inside of each quaternion hl
and m = 1,2,3 is related to the coordinate index in V2 or the index of the matrices Mm. The
matrices Mm transform the basis vectors in the following way
M1X1l = −a1lX2l , M1X2l = a1lX1l , M1X3l = −a1lX4l , M1X4l = a1lX3l ,
M2X1l = a2lX4l , M2X2l = a2lX3l , M2X3l = −a2lX2l , M2X4l = −a2lX1l ,
M3X1l = a3lX3l , M3X2l = −a3lX4l , M3X3l = −a3lX1l , M3X4l = a3lX2l .
(2.2)
We use the normal coordinates
q = (x, z) = (x11, x21, x31, x41, . . . , x1n, x2n, x3n, x4n, z1, z2, z3)
for the elements
exp
(∑
k,l
xklXkl +
∑
m
zmZm
)
∈ Qn.
The Baker–Campbell–Hausdorff formula
exp(X +Z) exp(X′ +Z′) = exp
(
X +X′,Z +Z′ + 1
2
[X,X′]
)
,
for X,X′ ∈ V1, Z,Z′ ∈ V2 defines the multiplication law on Qn. Precisely, we have
Lq(q
′) = L(x,z)(x′, z′) = (x, z) ◦ (x′, z′)
=
(
x + x′, z1 + z′1 +
1
2
(M1x, x′), z2 + z′2 +
1
2
(M2x, x′), z3 + z′3 +
1
2
(M3x, x′)
)
,
for q = (x, z) and q ′ = (x′, z′), where (Mmx,x′) is the usual scalar product of the vector Mmx ∈
R
4n by x′ ∈ R4n. The multiplication “◦” defines the left translation Lq of q ′ = (x′, z′) by the
element q = (x, z) on the group Qn.
We associate the Lie algebra Qn of the group Qn with the set of all left-invariant vector fields
of the tangent bundle TQn. The tangent bundle contains a natural subbundle TQn consisting
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by the left-invariant vector fields X˜11(x, z), . . . , X˜4n(x, z) with X˜kl(0,0) = Xkl , k = 1, . . . ,4,
l = 1, . . . , n, (see, for example, [7,8,23]). In coordinates of the standard Euclidean basis ∂
∂xkl
,
∂
∂zm
, these vector fields are expressed as
X˜1l(x, z) = ∂
∂x1l
+ 1
2
(
+a1lx2l ∂
∂z1
− a2lx4l ∂
∂z2
− a3lx3l ∂
∂z3
)
,
X˜2l(x, z) = ∂
∂x2l
+ 1
2
(
−a1lx1l ∂
∂z1
− a2lx3l ∂
∂z2
+ a3lx4l ∂
∂z3
)
,
X˜3l(x, z) = ∂
∂x3l
+ 1
2
(
+a1lx4l ∂
∂z1
+ a2lx2l ∂
∂z2
+ a3lx1l ∂
∂z3
)
,
X˜4l (x, z) = ∂
∂x4l
+ 1
2
(
−a1lx3l ∂
∂z1
+ a2lx1l ∂
∂z2
− a3lx2l ∂
∂z3
)
, (2.3)
for l = 1, . . . , n. The left-invariant vector fields Z˜m(x, z) with Z˜m(0,0) = Zm, m = 1,2,3, are
the vector fields
Z˜m(x, z) = ∂
∂zm
. (2.4)
We write simply Xkl and Zm instead of X˜kl(x, z) and Z˜m(x, z), if no confusion may arise.
Note that if we restrict the values of m to 1,2 or 3 then the vector fields (2.3) are reduced
to the anisotropic vector fields of the anisotropic H2n Heisenberg group and the group Qn is
isomorphic to the anisotropic H2n Heisenberg group, considered in [8]. We also use the notation
Xl = (X1l , . . . ,X4l), l = 1, . . . , n. We call the next vector
X = (X11, . . . ,X4n) =
(
∇x + 12
3∑
m=1
Mmx
∂
∂zm
)
,
where ∇x = ( ∂∂x11 , . . . , ∂∂x4n ) the horizontal gradient. Any vector field Y belonging to TQn is
called the horizontal vector field. In particular, the horizontal gradient X is a horizontal vector
field, that justifies the name “horizontal” gradient.
The commutation relations are as follows
[X1l ,X2l] = −a1lZ1, [X1l ,X3l] = a3lZ3, [X1l ,X4l] = a2lZ2,
[X2l ,X3l] = a2lZ2, [X2l ,X4l] = −a3lZ3, [X3l ,X4l] = −a1lZ1,
for any l = 1, . . . , n.
A basis of one-forms dual to Xkl,Zm, is given by dxkl, ϑm, with
ϑm = dzm − 12 (Mmx,dx). (2.5)
Since the interior product ϑm(Xkl) vanishes for all m = 1,2,3, k = 1, . . . ,4, l = 1, . . . , n we
have the product ϑm(Y ) vanishing on all horizontal vector fields Y .
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quaternion anisotropic group with 2-dimensional center. The case a1l = a2l = 0, l = 1, . . . , n,
corresponds to an anisotropic group with 1-dimensional center.
3. Horizontal curves and their geometric characteristics
Summarizing the results of the previous section we can say that Qn is a space of (4n + 3)-
tuples of real numbers R4n+3 where the commutative group operation “+” is replaced by the non-
commutative law “◦”. Respectively, the left translation Lx(x′) = x + x′ (that in the commutative
case coincides with the right translation) is substituted by the left translation Lq(q ′) = q ◦ q ′.
The corresponding Lie algebras are fundamentally different. The invariant vector fields Xi = ∂∂xi ,
i = 1, . . . ,4n+ 3, of Euclidean space are replaced by the vector fields (2.3) and (2.4). Moreover,
since the group of vector fields (2.4) is completely generated by the group (2.3) by means of com-
mutation relations, the geometry of the group Qn is defined by the horizontal bundle TQn. The
velocity and the distance should respect the horizontal bundle TQn. Since [Xkilj ,Xkalb ] /∈ TQn
the horizontal bundle is not integrable, i.e., there is no surface locally tangent to it [1]. As we
say, the geometry is defined by the horizontal bundle, so it is sufficient to define the Riemannian
metric only on the horizontal bundle TQn of the tangent bundle of Qn. These kinds of mani-
folds have acquired the name sub-Riemannian manifolds. The definitions and basic notations of
sub-Riemannian geometry can be found in, e.g., [24].
A continuous map c(s) : [0,1] → Qn is called a curve. We say that a curve c(s) is horizontal
if its tangent vector c˙(s) (if it exists) belongs to T Qn at each point c(s). In other words, there are
(measurable) functions akl(s) such that c˙(s) = ∑k,l akl(s)Xkl(c(s)). We present some simple
propositions that describe the geometry of the group Qn.
Proposition 3.1. A curve c(s) = (x(s), z(s)) is horizontal if and only if
z˙m = 12 (Mmx, x˙), m = 1,2,3, (3.1)
where x˙ = (x˙11, x˙21, x˙31, x˙41, . . . , x˙1n, x˙2n, x˙3n, x˙4n).
Proof. We can write the tangent vector c˙(s) in the form
c˙(s) = (x˙(s), z˙(s))=∑
k,l
x˙kl(s)
∂
∂xkl
+
∑
m
z˙m(s)
∂
∂zm
=
(
x˙(s),∇x + 12
∑
m
Mmx
∂
∂zm
)
+
∑
m
(
z˙m(s)− 12
(
Mmx, x˙(s)
)) ∂
∂zm
= (x˙(s),X(s))+∑
m
(
z˙m(s)− 12
(
Mmx, x˙(s)
)) ∂
∂zm
.
It is clear that c˙(s) is horizontal if and only if the coefficients in front of ∂
∂zm
, m = 1,2,3, vanish.
This proves Proposition 3.1. 
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c˙(s) = (x˙(s),X)=∑
k,l
x˙kl(s)Xkl.
It is easy to see the following statement.
Proposition 3.3. The left translation Lq of a horizontal curve c(s) = (x(s), z(s)) is a horizontal
curve c˜(s) = Lq(c(s)) with the velocity
˙˜c(s) = (Lq)∗c˙(s) =
∑
k,l
x˙kl(s)Xkl
(
c˜(s)
)= (x˙(s),X(c˜(s))). (3.2)
Proposition 3.4. The acceleration vector c¨(s) of a horizontal curve c(s) is horizontal.
Proof. Let c(s) be a horizontal curve. Then c˙(s) ∈ TQnc(s). Let us show that c¨(s) ∈ T Qnc(s).
Differentiating equalities (3.1) of the horizontality condition and making use of (Mmx,x) = 0
for m = 1,2,3 and any x ∈ R4n, we deduce that
z¨m(s) = 12
((
Mmx˙(s), x˙(s)
)+ (Mmx(s), x¨(s)))= 12(Mmx(s), x¨(s))
for m = 1,2,3. Then the acceleration vector along c(s) is
c¨(s) = (x¨(s),∇x)+ (z¨(s),∇z)
=
(
x¨(s),∇x + 12
∑
m
Mmx(s)
∂
∂zm
)
+
∑
m
(
z¨m(s)− 12
(
x¨(s),Mmx(s)
)) ∂
∂zm
= (x¨(s),X(c(s))).
This means that the vector c¨(s) is horizontal. The proposition is proved. 
4. Hamiltonian formalism
In this section we study the geometry of the anisotropic quaternion group Qn by making use
of the Hamiltonian formalism. The geometry of the group is induced by the sub-Laplacian 	0 =∑
k,l X
2
kl . Operators of such type are studied, for instance, in [4,10]. Since the vector fields Xkl
satisfy the Chow’s condition, by a theorem of Hörmander [17], the operator 	0 is hypoelliptic.
Explicitly, the sub-Laplacian has the form
	0 =
n∑
l=1
4∑
k=1
X2kl =
(
	x + 14
3∑
m=1
(
n∑
l=1
a2ml |xl |2
)
∂2
∂z2m
+
3∑
m=1
(Mmx,∇x) ∂
∂zm
)
,
where
∇x =
(
∂
∂x11
, . . . ,
∂
∂x4n
)
, 	x =
n∑ 4∑ ∂2
∂x2
, and |xl |2 =
4∑
x2kl .
l=1 k=1 kl k=1
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ξkl = ∂∂xkl and θ = (θ1, θ2, θ3) with θm = ∂∂zm , m = 1,2,3. The associated with sub-Laplacian
	0 Hamiltonian function H(ξ, θ, x, z) is the following
H(ξ, θ, x, z) = |ξ |2 + 1
4
3∑
m=1
(
n∑
l=1
a2ml |xl |2
)
θ2m +
(( 3∑
m=1
θmMm
)
x, ξ
)
, (4.1)
where |ξ |2 =∑l,k ξ2kl , and diagonal blocks of the matrix ∑3m=1 θmMm are of the form⎡⎢⎣
0 a1lθ1 −a3lθ3 −a2lθ2
−a1lθ1 0 −a2lθ2 a3lθ3
a3lθ3 a2lθ2 0 a1lθ1
a2lθ2 −a3lθ3 −a1lθ1 0
⎤⎥⎦ .
We use the following notation
A2m =
⎡⎢⎣a
2
m1U 0
. . .
0 a2mnU
⎤⎥⎦ ,
Θ2 =∑3m=1 θ2mA2m, and M =∑3m=1 θmMm. We also introduce some different metrics for con-
venience:
|θ |2l =
3∑
m=1
θ2ma
2
ml, |x|2B =
(
B2x, x
)= (Bx,Bx),
where B is a diagonal matrix. In this notation we get
∑n
l=1 a2ml |xl |2 = |x|2Am . The Hamiltonian
function takes a new form in this notation
H(ξ, θ, x, z) = |ξ |2 + 1
4
3∑
m=1
|x|2Amθ2m + (Mx, ξ) = |ξ |2 +
1
4
(
Θ2x, x
)+ (Mx, ξ), (4.2)
and the corresponding Hamiltonian system obtains the form⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙ = ∂H
∂ξ
= 2ξ + Mx,
z˙m = ∂H∂θm = θm2 |x|2Am + (Mmx, ξ), m = 1,2,3,
ξ˙ = − ∂H
∂x
= − 12Θ2x + Mξ,
θ˙m = − ∂H∂zm = 0.
(4.3)
The solutions γ (s) = (x(s), z(s), ξ(s), θ(s)) of the system (4.3) are called bicharacteristics.
Historically, in mechanics a length minimizing curve is called a geodesic. The extremal curve
for the length minimizing problem coincides with the projection of a solution of the Hamilton
system to the Riemann manifold. We keep the name geodesic for the sub-Riemannian setting.
Namely, we adapt the following definition.
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bicharacteristic γ (s), s ∈ [0, τ ], onto the (x, z)-space, that satisfies the boundary conditions(
x(0), z(0)
)= (x0, z0), (x(τ), z(τ ))= (x, z).
The next properties of the matrices Mm, m = 1,2,3, are obvious
M2m = −U, m = 1,2,3, where U is the unit (4 × 4)-matrix, (4.4)
M1M2 = −M2M1 =M3, M2M3 = −M3M2 =M1,
M3M1 = −M1M3 =M2, (4.5)
M−1m = −Mm, where M−1m is the inverse matrix of Mm, m = 1,2,3, (4.6)
MTm = −Mm, where MTm is the transposed matrix for Mm, m = 1,2,3, (4.7)
(Mmx,x) = 0, m = 1,2,3, for any x ∈ R4. (4.8)
As a corollary we obtain some useful formulas.
Proposition 4.2. In the above-mentioned notations we have
(Mmx,Mx) = θm
n∑
l=1
a2ml |xl |2 = θm|x|2Am for any m = 1,2,3. (4.9)
M2 = −
3∑
m=1
θ2mA
2
m = −Θ2, M3 = −Θ2M, M4 =Θ4, M5 =Θ4M, . . . .
(4.10)
Proof.
(Mmx,Mx) =
(
Mmx,
3∑
j=1
θjMj x
)
=
3∑
j=1
θj (Mmx,Mj x)
=
3∑
j=1
θj
(
(aj1Mj x1, . . . , ajnMj xn), (am1Mmx1, . . . , amnMmxn)
)
=
3∑
j=1
θj
n∑
l=1
ajlaml(Mj xl,Mmxl) =
3∑
j=1
θj
n∑
l=1
ajlaml(−MmMj xl, xl)
= θm
n∑
l=1
a2ml |xl |2 = θm|x|2Am
by the properties (4.4), (4.5), (4.7), and (4.8) of matrix Mm.
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erty (4.4) for any j,m = 1,2,3. Then
M2 =
3∑
j=1
3∑
m=1
θj θmMjMm =
3∑
m=1
θ2mM
2
m = −
3∑
m=1
θ2mA
2
m = −Θ2.
The rest is obvious. 
Lemma 4.3. Any geodesic is a horizontal curve.
Proof. Let c(s) = (x(s), z(s)) be a geodesic. The system (4.3) implies
z˙m = θm2 |x|
2
Am
+ 1
2
(Mmx,2ξ) = θm2 |x|
2
Am
+ 1
2
(Mmx, x˙)+ 12 (Mmx,2ξ − x˙). (4.11)
Making use of the first line of the system (4.3), we write the last term of (4.11) as
1
2
(Mmx,2ξ − x˙) = −12 (Mmx,Mx) = −
θm
2
|x|2Am. (4.12)
Here we used the formula (4.9). Combining (4.11) and (4.12) we deduce
z˙m = θm2 |x|
2
Am
+ (Mmx, ξ) = 12 (Mmx, x˙), m = 1,2,3. (4.13)
Therefore, c(s) is a horizontal curve by Proposition 3.1. 
Lemma 4.3 shows that the second equation of the system (4.3) is nothing more then the
horizontality condition (3.1).
Let us try to solve the Hamiltonian system explicitly. The last equation in (4.3) shows that the
function H(ξ, θ, x, z) does not depend on z. We obtain that θm are constants which can be used
as Lagrangian multipliers. Multiplying the first line of system (4.3) by M, we obtain
Mx˙ = 2Mξ −Θ2x. (4.14)
Expressing Mξ from (4.14) and substituting it in the equation for ξ˙ from (4.3), we get
ξ˙ = Mx˙
2
. (4.15)
We differentiate the first equation of (4.3) and substitute the ξ˙ from (4.15). Finally, we deduce
x¨ = 2ξ˙ + Mx˙ = 2Mx˙. (4.16)
Let us solve Eq. (4.16). We substitute y(s) = x˙(s). The equation y˙(s) = 2My(s) has a solution
y(s) = exp(2sM)y(0). Therefore,
x˙(s) = exp(2sM)x˙(0). (4.17)
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for the l-block of a block diagonal matrix B .
Lemma 4.4. The exponent exp(2sM) is an antisymmetric block matrix that commutes with M
and which blocks can be written in the form
[
exp(2sM)
]
l
= cos(2s|θ |l)U + sin(2s|θ |l )|θ |l [M]l . (4.18)
Proof. We observe that
[
exp(2sM)
]
l
=
∞∑
n=0
(2s)n
n! [M]
n
l
= U
∞∑
k=0
(2s|θ |l )4k
(4k)! +
[M]l
|θ |l
∞∑
k=0
(2s|θ |l )4k+1
(4k + 1)! − U
∞∑
k=0
(2s|θ |l )4k+2
(4k + 2)!
− [M]l|θ |l
∞∑
k=0
(2s|θ |l )4k+3
(4k + 3)!
by (4.10). We conclude that the matrices M and exp(2sM) commute. Note that
∞∑
k=0
(2s|θ |l )4k
(4k)! −
∞∑
k=0
(2s|θ |l )4k+2
(4k + 2)! = cos
(
2s|θ |l
)
and
∞∑
k=0
(2s|θ |l )4k+1
(4k + 1)! −
∞∑
k=0
(2s|θ |l )4k+3
(4k + 3)! = sin
(
2s|θ |l
)
.
With this notation, exp(2sM) is a block diagonal matrix with the blocks[
exp(2sM)
]
l
=
⎡⎢⎢⎢⎣
cos(2s|θ |l ) a1l θ1|θ |l sin(2s|θ |l ) −
a3l θ3|θ |l sin(2s|θ |l ) −
a2l θ2|θ |l sin(2s|θ |l )
− a1l θ1|θ |l sin(2s|θ |l ) cos(2s|θ |l ) −
a2l θ2|θ |l sin(2s|θ |l )
a3l θ3|θ |l sin(2s|θ |l )
a3l θ3|θ |l sin(2s|θ |l )
a2l θ2|θ |l sin(2s|θ |l ) cos(2s|θ |l )
a1l θ1|θ |l sin(2s|θ |l )
a2l θ2|θ |l sin(2s|θ |l ) −
a3l θ3|θ |l sin(2s|θ |l ) −
a1l θ1|θ |l sin(2s|θ |l ) cos(2s|θ |l )
⎤⎥⎥⎥⎦ . 
The group structure allows to restrict our considerations to the curves issuing from the origin.
Hence, x(0) = 0. Equation (4.17) has the form
x˙l(s) = cos
(
2s|θ |l
)U x˙l(0)+ sin(2s|θ |l )|θ |l [M]l x˙l(0), l = 1, . . . , n, (4.19)
by (4.18). Integrating from 0 to s we get
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[M]l x˙l(0)+ sin(2s|θ |l )2|θ |l U x˙l(0), l = 1, . . . , n. (4.20)
Let us describe the z-components of a geodesic curve. If a curve is geodesic, then it is horizontal
by Lemma 4.3, and we have
z˙m(s) = 12
(
Mmx(s), x˙(s)
)
=
n∑
l=1
(
cos(2s|θ |l )(1 − cos(2s|θ |l ))
4|θ |2l
([Mm]l[M]l x˙l(0), x˙l(0))
+ sin(2s|θ |l )(1 − cos(2s|θ |l ))
4|θ |3l
([Mm]l[M]l x˙l(0), [M]l x˙l(0))
+ sin(2s|θ |l ) cos(2s|θ |l )
4|θ |l
([Mm]l x˙l(0), x˙l(0))
+ sin
2(2s|θ |l )
4|θ |2l
([Mm]l x˙l(0), [M]l x˙l(0))),
for m = 1,2,3 by (4.19) and (4.20). The properties (4.8) and (4.9) imply([Mm]l x˙l(0), x˙l(0))= ([Mm]l[M]l x˙l(0), [M]l x˙l(0))= 0,
and ([Mm]l[M]l x˙l(0), x˙l(0))= −([Mm]l x˙l(0), [M]l x˙l(0))= −θma2ml∣∣x˙l(0)∣∣2.
Finally, we see that
z˙m(s) =
n∑
l=1
(
θma
2
ml |x˙l(0)|2
4|θ |2l
(
1 − cos(2s|θ |l))), m = 1,2,3. (4.21)
Integrating Eqs. (4.21), we get
zm(s) =
n∑
l=1
(
θma
2
ml |x˙l(0)|2
4|θ |2l
(
s − sin(2s|θ |l )
2|θ |l
))
, m = 1,2,3. (4.22)
Lemma 4.5. Not all of horizontal curves are geodesics.
Proof. To prove this proposition we present an example. The curve
c(s) =
(
s2
2
, s,
s2
2
, s,0, . . . ,0,
a11s3
6
, c1, c2
)
is horizontal with c1, c2 constant. Indeed,
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2
2
,
1
2
(M1x, x˙) = a112
(
s2 − s
2
2
+ s2 − s
2
2
)
= a11s
2
2
,
z˙2(s) = 0, 12 (M2x, x˙) =
a21
2
(
−s2 − s
2
2
+ s2 + s
2
2
)
= 0,
z˙3(s) = 0, 12 (M3x, x˙) =
a31
2
(
− s
3
2
+ s + s
3
2
− s
)
= 0.
From the other hand, the curve c(s) does not satisfy the system (4.16). Indeed, the system (4.16)
gets the form
⎧⎪⎨⎪⎩
1 = 2(a11θ1 − a31θ3s − a21θ2),
0 = 2(−a11θ1s − a21θ2s + a31θ3),
1 = 2(a31θ3s + a21θ2 + a11θ1),
0 = 2(a21θ2s − a31θ3 − a11θ1s)
for the curve c(s). Summing up the first and the third equations, and then, the second and the
fourth ones, we write the latter system as follows
⎧⎪⎨⎪⎩
2 = 4a11θ1,
0 = −4a11θ1s,
1 = 2(a31θ3s + a21θ2 + a11θ1),
0 = 2(a21θ2s − a31θ3 − a11θ1s).
We see that the first and the second equations contradict each other. 
Lemma 4.6. A curve c is a geodesic for the group Qn if and only if
(i) c(s) is a horizontal curve, and
(ii) c(s) satisfies c¨(s) = 2Mc˙(s).
Proof. If a curve is geodesic, then it is horizontal by Lemma 4.3. Proposition 3.4 implies that the
vector c¨ is also horizontal: c¨ =∑nl=1 x¨lXl . Since x¨(s) = 2Mx˙ by (4.16), we obtain the necessary
result.
Let the curve c(s) satisfies (i) and (ii) of Lemma 4.6. The horizontality condition (i) of
Lemma 4.6 can be written in the form
z˙m = 12 (Mmx, x˙) =
θm
2
|x|2Am + (Mmx, ξ) =
∂H
∂θm
, m = 1,2,3, (4.23)
as in (4.13). We see that c(s) satisfies the equations of the second line of (4.3). The condition (ii)
of Lemma 4.6 admits the form x¨(s) = 2Mx˙(s) in the coordinate functions. Define the following
curve γ (s) = (x(s), z(s), ξ(s), θ) in the cotangent space, where
ξ = x˙(s) − 1Mx(s) with θ = (θ1, θ2, θ3) constant. (4.24)2 2
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ing (4.24), we get
ξ˙ = x¨
2
− 1
2
Mx˙ = Mx˙ − Mx˙
2
= 1
2
M(2ξ + Mx) = Mξ − 1
2
Θ2x,
by the condition (ii) of Lemma 4.6, (4.24), and (4.10). Thus, γ (s) satisfies the Hamilton sys-
tem (4.3). Then, the projection onto the (x, z)-space, that coincides with c(s), is a geodesic. 
5. Connectivity by geodesics
Let us ask the following question. Is it possible to join arbitrary two points of Qn by a hor-
izontal curve? A theorem by Chow [13] gives an affirmative answer. We present a direct proof
and calculate the number of geodesics connecting the origin with different points. We need the
following simple observation.
Proposition 5.1. The kinetic energies E = 12 |x˙|2, Em = 12 |x˙|2Am are preserved along geodesics.
Proof. In fact,
dEm
ds
= (Amx˙,Amx¨) = 2(Amx˙,MAmx˙) = 0
by Lemma 4.6 and property (4.8) of the matrices Mm. The same is for E . 
5.2. Connectivity between (0,0) and (x,0), x = 0
Theorem 5.1. A smooth curve c(s) is horizontal with constant z-coordinates z1, z2, z3 if and
only if c(s) = (α11s, . . . , α4ns, z1, z2, z3) with αkl ∈ R and ∑nl=1∑4k=1 α2kl = 0. In other words,
there is only one geodesic joining the origin with a point (x,0) and it is a straight line.
Proof. Let c(s) be a horizontal curve with constant z-coordinates z1, z2, z3. Then z˙m = 0
and (4.21) implies
0 = z˙m = θm
n∑
l=1
a2ml |x˙l(0)|2
2|θ |2l
sin2
(
s|θ |l
)
, m = 1,2,3.
We define by continuity
sin2(s|θ |l )
|θ |2l
= s2 at |θ |l = 0.
Since the sum
∑n
l=1
a2ml |x˙l (0)|2
2|θ |2l
sin2(s|θ |l ) is not identically zero, we deduce that θm = 0 for all
m = 1,2,3. The Hamiltonian system (4.3) is reduced to the following one
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x˙ = 2ξ,
0 = (Mmx, ξ), m = 1,2,3,
ξ˙ = 0,
θm = 0.
We see that ξ is a constant vector. Taking into account that x(0) = 0, we get x(s) =
(α11s, . . . , α4ns) with αkl = 2ξkl . This proves the statement.
Now, let us assume that c(s) = (α11s, . . . , α4ns, z1, z2, z3) with constant z-components. Set
αs = (α11s, . . . , α4ns). Recall, that (Mmα,α) = 0 for any vector α = (α11, . . . , α4n) and m =
1,2,3. Then,
z˙m = 0 = 12
(
Mm(αs), ˙(αs)
)= s
2
(Mmα,α), m = 1,2,3.
The horizontal condition (3.1) holds for all three z-components. 
5.3. Connectivity between (0,0) and (0, z), z = 0
We need to solve Eq. (4.16) with the boundary conditions
x(0) = x(1) = z(0) = 0, z(1) = z.
We also need to know the initial velocity x˙(0) since we do not have enough information about
the behavior of x-coordinates. In the following theorem we use the notations n = (n1, . . . , nn),
nl ∈ N, for l = 1, . . . , n, and
N =
⎡⎢⎣
1
πn1
U 0
. . .
0 1
πnn
U
⎤⎥⎦ . (5.1)
Theorem 5.2. There are infinitely many geodesics joining the origin with a point (0, z). The
corresponding equations for each n = (n1, . . . , nn) are
x
(n)
l (s) = 2
1 − cos(2sπnl)
(πnl)2
[Z]l x˙l(0)+ sin(2sπnl)2πnl U x˙l(0), l = 1, . . . , n, (5.2)
where Z is a block diagonal matrix with the blocks
[Z]l =
⎡⎢⎢⎢⎢⎢⎣
0 z1a1l|x˙(0)|2NA1
− z3a3l|x˙(0)|2NA3
− z2a2l|x˙(0)|2NA2− z1a1l|x˙(0)|2NA1
0 − z2a2l|x˙(0)|2NA2
z3a3l
|x˙(0)|2NA3
z3a3l
|x˙(0)|2NA3
z2a2l
|x˙(0)|2NA2
0 z1a1l|x˙(0)|2NA1
z2a2l
|x˙(0)|2NA2
− z3a3l|x˙(0)|2NA3
− z1a1l|x˙(0)|2NA1
0
⎤⎥⎥⎥⎥⎥⎦ , (5.3)
and
z(n)m (s) =
zm
|x˙(0)|2
n∑ a2ml |x˙(0)|2
|πnl |2
(
s − sin(2sπnl)
2πnl
)
, m = 1,2,3. (5.4)NAm l=1
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l2n = 16
3∑
m=1
z2m(1)∑n
l=1
a2ml |x˙l (0)|2
(πnl)
2
= 16
3∑
m=1
z2m(1)
|x˙l(0)|2NAm
.
Proof. Substituting s = 1 in (4.20), we calculate
0 = ∣∣x(1)∣∣2 = n∑
l=1
∣∣xl(1)∣∣2 = n∑
l=1
(
(cos 2|θ |l − 1)2
4|θ |4l
([M]l x˙l(0), [M]l x˙l(0))+ sin2 2|θ |l4|θ |2l
∣∣x˙l(0)∣∣2)
=
n∑
l=1
sin2 |θ |l
|θ |2l
∣∣x˙l(0)∣∣2.
Since the kinetic energy E = |x˙(0)|22 does not vanish, there are indexes l, such that |x˙l(0)|2 = 0.
We deduce in this case that
|θ |l =
√
θ21a
2
1l + θ22a22l + θ23a23l = πnl, nl ∈ N.
If |x˙l(0)|=0, then the corresponding |θ |l are arbitrary. Equalities (4.22) give for s = 1
zm(1) = θm
n∑
l=1
a2ml |x˙l(0)|2
4(πnl)2
= θm
4
∣∣x˙(0)∣∣2
NAm
, m = 1,2,3. (5.5)
We find the unknown constants θm = 4zm(1)|x˙(0)|2NAm . Substituting θm in (4.20), (4.22), we obtainEqs. (5.2) and (5.4) for geodesics.
To calculate the length of geodesics, we observe that
∑3
m=1 θ2ma2ml = π2n2l and deduce
3∑
m=1
zm(1)θm = 14
3∑
m=1
n∑
l=1
θ2ma
2
ml |x˙l(0)|2
(πnl)2
= 1
4
n∑
l=1
|x˙l(0)|2
(πnl)2
3∑
m=1
θ2ma
2
ml =
1
4
∣∣x˙(0)∣∣2 = E
2
from (5.5). The lengths of geodesics are
l2n =
( 1∫
0
∣∣x˙(s)∣∣ds)2 = ∣∣x˙(0)∣∣2 = 4 3∑
m=1
zmθm = 16
3∑
m=1
z2m(1)∑n
l=1
a2ml |x˙l (0)|2
(πnl)
2
= 16
3∑
m=1
z2m(1)
|x˙(0)|2NAm
, n = (n1, . . . , nn), nl ∈ N.  (5.6)
Remark 5.3. Let us discuss the cardinality of the set of geodesics. In the general case in
Theorem 5.2, when aml are different we obtain the countably many geodesics connecting the
origin with a point P = (0, z). If the multiindex n = (n1, . . . , nn) increases, then the geo-
desic rotates more frequently around a straight line, connecting the origin with P = (0, z)
approaching to the line and in the limit we obtain a limit curve of Hausdorff dimension 2.
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We present a graphic of three geodesic curves (5.2), (5.4) with the initial velocity x˙(0) =
(x˙11,0,0,0, x˙21,0,0,0,0, . . . ,0) and the end point P = (0, z1,0,0), where x˙11, x˙21, z1 are dif-
ferent from zero. The corresponding multiindexes are n = 1, n = 2 and n = 5. (See Fig. 1.)
The projection of geodesics into the horizontal subspace belongs to an ellipsoid passing
through the origin.
If, in particular, a1l = a2l = a3l = al then rearranging the indexes, we can assume that
a1 < a2 < · · · < ap = ap+1 = · · · = an. Applying the rotation to the geodesics in the subspace
(0, . . . ,0, xp, xp+1, . . . , xn,0,0,0), we get uncountably many geodesics. In this case we have
the following estimate of their lengths
l2n =
16|z(1)|2∑n
l=1
a2l |x˙l (0)|2
(πnl)
2
.
If am1 = am2 = · · · = amn = am, then the multiindex n reduces to the index k ∈ N. Equa-
tion (5.6) implies
l2k =
∣∣x˙(0)∣∣2 = 4πk 3∑
m=1
z2m(1)
a2m
, k ∈ N.
Let U be a neighborhood of the origin O . From Theorem 5.2, we know that no matter how
small U is, we can always find points in U which are connected to O by an infinite number of
geodesics. This is totally different from the Riemannian geometry. It is known that every point
of a Riemannian manifold is connected to every other point in a sufficiently small neighborhood
by one single, unique geodesic.
5.4. Connectivity between (0,0) and (x, z), x = 0, z = 0
Now, we will look for a solution of Eq. (4.16) with the boundary conditions
x(0) = 0, z(0) = 0, x(1) = x, z(1) = z.
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Let us make some preliminary calculations. We obtain
∣∣x˙l(0)∣∣2 = |θ |2l
sin2 |θ |l
∣∣xl(1)∣∣2, l = 1, . . . , n, (5.7)
from (4.20) for s = 1. Putting s = 1 in (4.22) and making use of (5.7) we obtain
zm(1) = θm4
n∑
l=1
a2ml |xl(1)|2
|θ |l μ
(|θ |l), m = 1,2,3. (5.8)
where μ(|θ |l ) = |θ |l
sin2(|θ |l ) − cot(|θ |l ). The function μ(θ), introduced by Gaveau in [16], was first
studied in detail by Beals, Gaveau, Greiner in [5–7]. By the following lemma, one finds some
basic properties of the function μ.
Lemma 5.5. The function μ(θ) = θ
sin2 θ − cot θ is an increasing diffeomorphism of the interval
(−π,π) onto R. On each interval (mπ, (m + 1)π), m = 1,2, . . . , the function μ has a unique
critical point cm. On this interval the function μ strictly decreases from +∞ to μ(cm), and then,
strictly increases from μ(cm) to +∞. Moreover,
μ(cm)+ π < μ(cm+1), m = 1,2, . . . .
The graph of μ(θ) is given in Fig. 2.
Theorem 5.4. Given a point P(x, z) with xl = 0, l = 1, . . . , n, z = 0, there are finitely many
geodesics joining the point O(0,0) with a point P . Let ϑ(1) = (|θ1|1, . . . , |θ1|n), . . . , ϑ(N) =
(|θN |1, . . . , |θN |n) be solutions of the system
3∑
m=1
16z2m(1)a2ml(∑n a2mr |xr (1)|2μ(|θ |r ))2 = |θ |2l , l = 1, . . . , n. (5.9)
r=1 |θ |r
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x
(n)
l (s) =
(
4 cot
(|θ |l) sin2(s|θ |l)− 2 sin(2s|θ |l)) [Z]l|θ |l xl(1)
+
(
1
2
cot |θ |l sin(2s|θ |l )+ sin2(s|θ |l )
)
Uxl(1), l = 1, . . . , n, n = 1,2, . . . ,N,
(5.10)
z(n)m (s) = zm(1)
∑n
l=1
a2ml |x(1)|2l
sin2(|θ |l )
(
s − sin(2s|θ |l2|θ |l )
)
∑n
l=1
a2ml |x(1)|2l|θ |l μ(|θ |l )
, m = 1,2,3, n = 1,2, . . . ,N, (5.11)
where Z is a block diagonal matrix with blocks (5.16). The lengths of these geodesics are
l2n =
n∑
l=1
|θ |2l |xl(1)|2
sin2(|θ |l )
= 16
3∑
m=1
z2m(1)∑n
l=1
a2ml |xl(1)|2|θ |l μ(|θ |l )
+
n∑
l=1
∣∣xl(1)∣∣2|θ |l cot(|θ |l). (5.12)
Proof. We have
θm = 4zm(1)∑n
l=1
a2ml |xl(1)|2|θ |l μ(|θ |l )
, m = 1,2,3, (5.13)
from (5.8). Then
|θ |2l =
3∑
m=1
θ2ma
2
ml =
3∑
m=1
16z2ma2ml(∑n
r=1
a2mr |xr (1)|2μ(|θ |r )|θ |r
)2 , l = 1, . . . , n, (5.14)
that proves (5.9).
Let us fix one of the solutions of Eq. (5.9), ϑ = (|θ |1, . . . , |θ |n), for a given point P(x, z).
Putting (5.7) and (5.13) into (4.22), we obtain (5.11).
Setting s = 1 in (4.20), we find x˙(n)l (0) for ϑ = (|θ |1, . . . , |θ |n)
x˙
(n)
l (0) = 2|θ |l
[
sin
(
2|θ |l
)U + (1 − cos(2|θ |l)) [M]l|θ |l
]−1
xl(1) =
[(|θ |l cot |θ |l)U − [M]l]xl(1).
This and (4.20) imply
x
(n)
l (s) =
1
2
[(
2 cot |θ |l sin2
(
s|θ |l
)− sin(2s|θ |l)) [M]l|θ |l
+ (cot |θ |l sin(2s|θ |l)+ 2 sin2(s|θ |l))U]xl(1), l = 1, . . . , n. (5.15)
Taking into account (5.13), we deduce that each block [M]l of the matrix M takes the form 4[Z]l
with block [Z]l written as
366 D.-C. Chang, I. Markina / Advances in Applied Mathematics 39 (2007) 345–394⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 z1(1)a1l∑n
l=1
a21l |xl |2|θ |l μ(|θ |l )
− z3(1)a3l∑n
l=1
a23l |xl |2|θ |l μ(|θ |l )
− z2(1)a2l∑n
l=1
a22l |xl |2|θ |l μ(|θ |l )
− z1(1)a1l∑n
l=1
a21l |xl |2|θ |l μ(|θ |l )
0 − z2(1)a2l∑n
l=1
a22l |xl |2|θ |l μ(|θ |l )
z3(1)a3l∑n
l=1
a23l |xl |2|θ |l μ(|θ |l )
z3(1)a3l∑n
l=1
a23l |xl |2|θ |l μ(|θ |l )
z2(1)a2l∑n
l=1
a22l |xl |2|θ |l μ(|θ |l )
0 z1(1)a1l∑n
l=1
a21l |xl |2|θ |l μ(|θ |l )
z2(1)a2l∑n
l=1
a22l |xl |2|θ |l μ(|θ |l )
− z3(1)a3l∑n
l=1
a23l |xl |2|θ |l μ(|θ |l )
− z1(1)a1l∑n
l=1
a21l |xl |2|θ |l μ(|θ |l )
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(5.16)
Finally, (5.16) and (5.15) give (5.10).
To obtain the length of the geodesics we make the following calculations.
3∑
m=1
zm(1)θm = 14
n∑
l=1
|xl(1)|2μ(|θ |l )
|θ |l
3∑
m=1
θ2ma
2
ml =
1
4
n∑
l=1
∣∣xl(1)∣∣2|θ |lμ(|θ |l)
= 1
4
n∑
l=1
|xl(1)|2|θ |2l
sin2(|θ |l )
− 1
4
n∑
l=1
∣∣xl(1)∣∣2|θ |l cot(|θ |l)
= |x˙(0)|
2
4
− 1
4
n∑
l=1
|xl |2|θ |l cot
(|θ |l). (5.17)
On the other hand (5.13) implies
3∑
m=1
zm(1)θm = 4
3∑
m=1
z2m(1)∑n
l=1
a2ml |xl(1)|2|θ |l μ(|θ |l )
. (5.18)
The formula (5.12) follows from (5.17) and (5.18). 
Remark 5.5. Let us consider the particular case a1l = a2l = a3l = al > 0. We have
4|z| =
n∑
l=1
|al |
∣∣xl(1)∣∣2μ(al |θ |) (5.19)
from (5.14). Here |θ |2 = θ21 + θ22 + θ23 . We denote by |θ |1, . . . , |θ |N the solutions of (5.19) and
let |θ | be one of the solutions. Then (5.13) implies
θm = 4zm(1)|θ |∑n
l=1 al |xl |2μ(al |θ |)
= zm|z| |θ |.
To obtain the formula for the length of geodesics we write (5.19) as
4|z| = 1|θ |
n∑ |xl |2|θ |2l
sin2(|θ |l )
−
n∑
|al ||xl |2 cot
(|θ |l)= l2n|θ | −
n∑
|al ||xl |2 cot
(|θ |l)l=1 l=1 l=1
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l2n = |θ |
(
4
∣∣z(1)∣∣+ n∑
l=1
al
∣∣xl(1)∣∣2 cot(al |θ |)
)
.
Simplifying more the situation and supposing that al = a > 0 for all l = 1, . . . , n, we get that
|θ |l = a|θ |. This implies that |θ | is a solution of the equation (see Fig. 2)
μ
(
a|θ |)= 4|z(1)|
a|x(1)|2 . (5.20)
In this case in order to calculate the length of geodesics joining (0,0) to (x, z), xl = 0, l =
1, . . . , n, we use the homogeneous norm |(x, z)|2 = |x|2 + 4|z|. It gives for a solution |θ |α , α =
1, . . . ,N , of (5.20)
|x|2 + 4|z| = |x|2 + a|x|2μ(a|θ |α)= (1 + aμ(a|θ |α)) sin2(a|θ |α)
a2|θ |2α
l2α
by (5.20) and (5.7). Then
l2α =
a2|θ |2α
sin(a|θ |α)(sin(a|θ |α)− cos(a|θ |α))+ a2|θ |α
(|x|2 + 4|z|).
In the last simplest case it is easy to observe that if z is fixed, and |x| tends to zero, then the
ratio 4|z|
a|x|2 increases and the number of solutions of the equation
4|z|
a|x|2 = μ(a|θ |) also increases
(see Fig. 2). In this case, the function
μ
(
a|θ |α
)= a|θ |α − cos(a|θ |α) sin(a|θ |α)
sin2(a|θ |α)
tends to infinity as |x| → 0, and we obtain that sin2(a|θ |) = 0 and a|θ | = πn, n ∈ N. One sees
that Theorem 5.2 is the limiting case of Theorem 5.4 as the ratio 4|z|
a|x|2 tends to ∞. If we fix x
and let |z| tend to 0, then the equation 4|z|
a|x|2 = μ(a|θ |) says that μ(a|θ |) → 0. This implies that|θ | → 0 and we obtain Theorem 5.1 as another limit case of Theorem 5.4.
The last particular case is when am1 = am2 = · · · = amn = am. We denote |θ |2l = a21θ21 +
a22θ
2
2 + a23θ23 = |θ |2a . The equation to find |θ |a is
μ
(|θ |a)= 4|x(1)|2
√
z2m(1)
a2m
.
The value of θm and the lengths of geodesics are
θm = zm(1)|θ |a
a2m
√
z2m(1)
a2m
, l2
(|θ |a)= |θ |a(4
√
z2m(1)
a2m
+ ∣∣x(1)∣∣2 cot(|θ |a)).
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when some of the coordinates xl vanish.
Theorem 5.6. Given a point P(x, z) with xl = 0, l = 1, . . . , p − 1, and xl = 0, l = p, . . . , n,
z = 0, there are infinitely many geodesics joining the point O(0,0) with a point P . Let
S1m =
p−1∑
l=1
a2ml |xl(1)|2
|θ |l μ
(|θ |l), S2m = n∑
l=p
a2ml|x˙l(0)|2
π2n2l
,
nβ = (np, . . . , nn) be a multiindex with positive integer-valued components for each β ∈ N, and
ϑκ = (|θ |1, . . . , |θ |p−1), κ = 1, . . . ,N be solutions of the system
|θ |2l =
3∑
m=1
16z2m(1)a2ml
(S1m + S2m)2 , l = 1, . . . , p − 1. (5.21)
Then the equations of geodesics are
x
(κ)
l (s) =
(
4 cot
(|θ |l) sin2(s|θ |l)− 2 sin(2s|θ |l)) [Z]l|θ |l xl(1)
+
(
1
2
cot |θ |l sin(2s|θ |l )+ sin2(s|θ |l )
)
Uxl(1), l = 1, . . . , n, κ = 1,2, . . . ,N,
(5.22)
x
(nβ)
l (s) = 2
1 − cos(2sπnl)
(πnl)2
[Z]l x˙l(0)+ sin(2sπnl)2πnl U x˙l(0), l = 1, . . . , n, β ∈ N,
(5.23)
where
[Z]l =
⎡⎢⎢⎢⎣
0 z1a1l
S11+S21 −
z3a3l
S13+S23 −
z2a2l
S12+S22
− z1a1l
S11+S21 0 −
z2a2l
S12+S22
z3a3l
S13+S23
z3a3l
S13+S23
z2a2l
S12+S22 0
z1a1l
S11+S21
z2a2l
S12+S22 −
z3a3l
S13+S23 −
z1a1l
S11+S21 0
⎤⎥⎥⎥⎦ , (5.24)
and
z
(κ,nβ)
m (s) = zm(1)
S1m + S2m
(
p−1∑
l=1
a2ml |x(1)|2l
sin2(|θ |l )
(
s − sin(2s|θ |l )
2|θ |l
))
+
n∑
l=p
a2ml |x˙l(0)|2
π2n2l
(
s − sin(2sπnl)
2πnl
)
, (5.25)
with m = 1,2,3.
D.-C. Chang, I. Markina / Advances in Applied Mathematics 39 (2007) 345–394 369The lengths of these geodesics are
l2κ,nβ =
n∑
l=1
∣∣x˙l(0)∣∣2 = 16 3∑
m=1
z2m(1)
S1m + S2m +
p−1∑
l=1
∣∣xl(1)∣∣2|θ |l cot(|θ |l). (5.26)
Proof. If xl(1) = 0, then the formula
∣∣xl(1)∣∣2 = sin2(|θ |l )|θ |2l
∣∣x˙l(0)∣∣2
implies that |x˙l(0)| = 0 or sin2(|θ |l ) = 0. If |x˙l(0)| = 0, then the corresponding xl(s) ≡ 0. The
more interesting case is |x˙l(0)| = 0 for l = p, . . . , n. Then |θ |l = πnl , nl ∈ N, l = p, . . . , n. We
deduce from (4.22) for s = 1
zm(1) = θm4
(
p−1∑
l=1
a2ml |xl(1)|2
|θ |l μ
(|θ |l)+ n∑
l=p
a2ml |x˙l(0)|2
π2n2l
)
= θm
4
(S1m + S2m), (5.27)
where the number nl can have any positive integer value. We conclude that the sum
S2m =
n∑
l=p
a2ml|x˙l(0)|2
π2n2l
admits countably many values. To define |θ |l we find θm = 4zm(1)S1m+S2m , m = 1,2,3, from (5.27) and
then argue as in Theorem 5.4
|θ |2l =
3∑
m=1
θ2ma
2
ml =
3∑
m=1
16z2m(1)a2ml
(S1m + S2m)2 , l = 1, . . . , p − 1. (5.28)
Conclude, that for each multiindex with positive integer-valued components nβ = (np, . . . , nn),
β ∈ N, Eq. (5.28) defines the multiindex ϑκ = (|θ |1, . . . , |θ |p−1), κ = 1, . . . ,N . Let us fix one of
the solutions (ϑκ,nβ) = (|θ |1, . . . , |θ |p−1, np, . . . , nn). The relations (4.20) for s = 1 give
x˙l(0) =
((|θ |l cot |θ |l)U − [M]l)xl(1), l = 1, . . . , p − 1. (5.29)
Substituting (5.29) into (4.20) and (4.22), we obtain (5.22), (5.23), and (5.25). We get the form
of (5.24) from θm = 4zm(1)S1m+S2m , m = 1,2,3, and the definition of the matrix M.
To calculate the length of the geodesic we argue as follows
3∑
m=1
zmθm = 14
( 3∑
m=1
θ2ma
2
ml
p−1∑
l=1
|xl(1)|2μ(|θ |l )
|θ |l +
3∑
m=1
θ2ma
2
ml
n∑
l=p
|x˙l(0)|2
π2n2l
)
= 1
4
p−1∑∣∣xl(1)∣∣2|θ |lμ(|θ |l)+ n∑ |x˙l(0)|24
l=1 l=p
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4
p−1∑
l=1
|xl(1)|2|θ |2l
sin2(|θ |l )
− 1
4
p−1∑
l=1
∣∣xl(1)∣∣2|θ |l cot(|θ |l)+ n∑
l=p
|x˙l(0)|2
4
= |x˙(0)|
2
4
− 1
4
p−1∑
l=1
∣∣xl(1)∣∣2|θ |l cot(|θ |l). (5.30)
On the other hand, since θm = 4zm(1)S1m+S2m , m = 1,2,3, we deduce
3∑
m=1
zmθm = 4
3∑
m=1
z2m(1)
S1m + S2m . (5.31)
The formula (5.26) follows from (5.30) and (5.31). 
Remark 5.7. Let make some simulations for the anisotropic group Q2. Set
x1(1) = (x11, x12,0,0), x2(1) = 0, x˙2(0) =
(
x˙21(0), x˙22(0),0,0
)
,
z1(1) = 0, z2(1) = z3(1) = 0.
In this case Eq. (5.21) can be written in the form
μ
(|θ |1)= 4|z1|
a11|x1(1)|2 −
|θ |1a212|x˙2(0)|2
π2n2a211|x1(1)|2
. (5.32)
We present the solutions for different values of n: n = 1,2,50, in Fig. 3. We see that for a suffi-
ciently big value of n the second term in the right-hand side of (5.32) goes to 0, and we obtain a
finite number of solutions for |θ |1.
Moreover, we obtain countably many geodesics, because of the second part of the multiindex,
corresponding to the positive integer values is countably infinite. Nevertheless, since the sums
S2m tends to 0 and the sums S1m are strictly positive as n → ∞, we conclude that the lengths of
these geodesics are bounded from above. The projection in each subspace xl are still ellipsoids.
In Figs. 4 and 5 we present the projection of a geodesic into spaces (x1, z1) and (x2, z1). We
can see that the number of loops is different and increases in the subspace corresponding to
a vanishing value of xl(1).
Fig. 3. Solutions of Eq. (5.32).
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Fig. 5. Projection of a geodesic to the space
(x2, z1).
6. Complex Hamiltonian mechanics
Our aim now is to study the complex action which may be used to obtain the length of real
geodesics.
Definition 6.1. A complex geodesic is the projection of a solution of the Hamiltonian sys-
tem (4.3) with the non-standard boundary conditions
x(0) = 0, x(1) = x, z(0) = 0, z(1) = z, and
θm = −iτm, m = 1,2,3,
on the (x, z)-space.
Let us introduce the notation −iτ for the vector (−iτ1,−iτ2,−iτ3). We write |τ |l =√
a21lτ
2
1 + a22lτ 22 + a33lτ 23 . Then |θ |l =
√
a21lθ
2
1 + a22lθ22 + a23lθ23 = i|τ |l .
Notice, that we should treat the missing directions apart from the directions in the underlying
space.
Definition 6.2. The modifying complex action is defined as
f (x, z, τ ) = −i
∑
m
τmzm +
1∫
0
(
(x˙, ξ)−H(x, z, ξ, τ ))ds. (6.1)
We present some useful calculations following from the system (4.3).
(ξ, x˙) = 2|ξ |2 + (Mx, ξ) = 1
2
|x˙|2 − 1
2
(Mx, x˙),
|ξ |2 = |x˙|
2
− 1 (Mx, x˙)+ 1 (Mx,Mx) = |x˙|
2
− 1 (Mx, x˙)+ 1(Θ2x, x),
4 2 4 4 2 4
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2
(Mx, x˙)− 1
2
(
Θ2x, x
)
. (6.2)
Making use of the formulas (4.2), (6.2), and (5.7), we deduce
f (x, z, τ ) = −i
∑
m
τmzm +
1∫
0
(
(x˙, ξ)−H(x, z, ξ, τ ))ds
= −i
∑
m
τmzm +
1∫
0
( |x˙(s)|2
4
− 1
2
(Mx, x˙)
)
ds
= −i
∑
m
τmzm +
n∑
l=1
|x˙l(0)|2
4
1∫
0
cosh
(
2s|τ |l
)
ds
= −i
∑
m
τmzm +
n∑
l=1
|xl |2
4
(i|τ |l )2
sin2(−i|τ |l )
sinh(2|τ |l )
2|τ |l
= −i
∑
m
τmzm +
n∑
l=1
|xl |2
4
|τ |l coth |τ |l .
The complex action function satisfies the Hamilton–Jacobi equation
3∑
m=1
τm
∂f
∂τm
+H(x, z,∇xf,∇zf ) = f. (6.3)
Indeed, we have
∂f
∂τm
= −izm − iτm
n∑
l=1
a2ml |xl |2
4|τ |l μ
(
i|τ |l
)
, m = 1,2,3,
H
(
x, z,
∂f
∂x
,
∂f
∂z
)
= H(x, z, ξ, τ ) =
n∑
l=1
|xl |2
4
|τ |2l
sinh2 |τ |l
from (4.2), (6.2), and (4.19). Then,
3∑
m=1
τm
∂f
∂τm
+H
(
x, z,
∂f
∂x
,
∂f
∂z
)
= −i
∑
m
τmzm +
n∑
l=1
|xl |2|τ |l
4
(
−iμ(i|τ |l)+ |τ |l
sinh2 |τ |l
)
= −i
∑
τmzm +
n∑ |xl |2
4
|τ |l coth |τ |l = f.m l=1
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f (x, z, τc) = H(x, z,∇xf,∇zf ) = E2 =
l2
4
(γ ),
where a geodesic curve γ connects the origin with (x, z).
7. Green function for the Schrödinger operator
Consider the Schrödinger operator
L = 	0 − i ∂
∂u
.
We are looking for a distribution P = P(x, z,u) on R4nx × R3z × R+u satisfying the following
conditions
(1) LP = 	0P − i ∂P∂u = 0 for u > 0,(2) limu→0+ P(x, z,u) = δ(x)δ(z), where δ stands for the Dirac distribution.
The next propositions are easily verified.
Proposition 7.1. For any smooth function ϕ and any smooth vector fields X1, . . . ,Xn we have
	eϕ = eϕ(	ϕ + |∇ϕ|2),
where 	 =∑nj=1 X2j and |∇ϕ|2 =∑2j=1(Xjϕ)2.
We recall that X denotes the horizontal gradient X11, . . . ,X4n.
Proposition 7.2.
H(x, z,∇xf,∇zf ) = |Xf |2 =
4∑
k=1
n∑
l=1
(Xklf )
2.
Proposition 7.3. Let V and f be smooth functions of x, z, τ , and X1, . . . ,Xn smooth vector
fields. Then for any number p, we have the following identity
	
(
Vf−p
)= (	V )f−p − pf−p−1[(	f )V + 2(∇f )(∇V )]
+ (−p)(−p − 1)f−p−2V |∇f |2. (7.1)
Proof. The formula (7.1) is obtained by the direct calculation. 
Before we go further, let us make some calculations. We apply Proposition 7.1 to e−
if
u and
system (2.3) of horizontal vector fields Xkl , k = 1, . . . ,4, l = 1, . . . , n. Introducing the notation
ϕ = − if , we get 	0ϕ = − i 	0f , |Xϕ|2 = − 12 |Xf |2, andu u u
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ϕ = eϕ
(
− i
u
	0f − 1
u2
|Xf |2
)
= e
ϕV (τ)u2n+3
u2n+4V (τ)
(
−i	0f − 1
u
|Xf |2
)
. (7.2)
Hamilton–Jacobi equation (6.3), Proposition 7.2, and the equality (7.2) imply
	0
eϕV (τ)
u2n+3
= e
ϕV (τ)
u2n+4
(
−i	0f − f
u
+ 1
u
3∑
m=1
τm
∂f
∂τm
)
. (7.3)
Differentiating e
ϕV (τ)
u2n+3 with respect to u, we obtain
−i ∂
∂u
(
eϕV (τ)
u2n+3
)
= e
ϕV (τ)
u2n+4
(
f
u
+ i(2n+ 3)
)
. (7.4)
Summing (7.3) and (7.4), we have
(
	0 − i ∂
∂u
)
eϕV (τ)
u2n+3
= i e
ϕV (τ)
u2n+4
(
(2n+ 3)−	0f − i
u
3∑
m=1
τm
∂f
∂τm
)
. (7.5)
We express − i
u
∑3
m=1 τm
∂f
∂τm
from the formula
3∑
m=1
∂
∂τm
(
eϕV (τ)τm
)= eϕV (τ)(− i
u
3∑
m=1
τm
∂f
∂τm
)
+ eϕ
3∑
m=1
τm
∂V (τ)
∂τm
+ 3eϕV (τ)
and put it into (7.5). Finally, we deduce
(
	0 − i ∂
∂u
)
eϕV (τ)
u2n+3
= i e
ϕ
u2n+4
(
(2n−	f )V −
3∑
m=1
τm
∂V
∂τm
)
+ i
u2n+4
3∑
m=1
∂
∂τm
(
eϕV (τ)τm
)
. (7.6)
The equation
(2n−	f )V −
3∑
m=1
τm
∂V
∂τm
= 0 (7.7)
is called the transport equation. We show that the function
V (τ) =
n∏ |τ |2l
sinh2 |τ |ll=1
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f = f (x, z, τ ) = −i
∑
m
τmzm +
n∑
l=1
|xl |2
4
|τ |l coth
(|τ |l),
we have
∂f
∂zm
= −iτm, ∂
2f
∂z2m
= 0, m = 1,2,3.
∂f
∂xkl
= 1
2
xkl |τ |l coth
(|τ |l), ∂2f
∂x2kl
= |τ |l
2
coth
(|τ |l), k = 1, . . . ,4, l = 1, . . . , n.
Finally,
	f = 2
n∑
l=1
|τ |l coth
(|τ |l)
and
(2n−	f )V (τ) = 2V (τ)
(
n−
n∑
l=1
|τ |l coth
(|τ |l)
)
. (7.8)
On the other hand the equalities
∂V
∂τm
=
n∑
r=1
n∏
l=1, l =r
|τ |2l
sinh2(|τ |l )
· ∂
∂τm
( |τ |2r
sinh2(|τ |r )
)
=
n∑
r=1
n∏
l=1, l =r
|τ |2l
sinh2(|τ |l )
· 2a
2
mrτm
sinh2 |τ |r
(
1 − |τ |r coth
(|τ |r)), m = 1,2,3,
imply
3∑
m=1
τm
∂V
∂τm
=
n∑
r=1
n∏
l=1, l =r
|τ |2l
sinh2(|τ |l )
· 2|τ |
2
r
sinh2(|τ |r )
(
1 − |τ |r coth
(|τ |r))
= 2
n∏
l=1
|τ |2l
sinh2(|τ |l )
·
n∑
r=1
(
1 − |τ |r coth
(|τ |r))
= 2V (τ)
(
n−
n∑
r=1
|τ |r coth
(|τ |r)
)
,
that shows that V (τ) is a solution of the transport equation (7.7). The function V (τ) is called the
volume element.
If the volume element V (τ) satisfies Eq. (7.7) then Eq. (7.6) is reduced to the next one
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	0 − i ∂
∂u
)
eϕV (τ)
u2n+3
= i
u2n+4
3∑
m=1
∂
∂τm
(
eϕV (τ)τm
)
. (7.9)
We note that the expression eϕV (τ)τm vanishes as |τ | → ∞. Integrating over R3 with respect to
dτ = dτ1 dτ2 dτ3, we obtain(
	0 − i ∂
∂u
)∫
R3
eϕV (τ)
u2n+3
dτ = 0 for u > 0.
Thus, the function
P(x, z,u) = C
u2n+3
∫
R3
e
−if
u V (τ ) dτ
satisfies the first condition of the characterization of the Green function at the origin of the
Schrödinger operator.
7.4. The heat kernel on Qn
In this section we denote the time variable by t and we will consider the heat operator
	0 − ∂
∂t
=
∑
k,l
Y 2kl −
∂
∂t
,
where Y = (Y1 1, . . . , Y4n) = ∇y + 12 (
∑3
m=1 Mmy ∂∂wm ) with y = (y1 1, . . . , y4n). The fundamen-
tal solution at the origin is the function P(y,w, t) defined on Qn × R1+ such that the following
conditions
(1) 	0P − i ∂P∂t = 0 for t > 0,(2) limt→0+ P(y,w, t) = δ(y)δ(w)
hold. With the change of variables
u = it, xkl = iykl, wm = zm, m = 1,2,3, k = 1, . . . ,4, l = 1, . . . , n,
the heat operator transforms to the Schrödinger operator
	0 − i ∂
∂u
=
∑
k,l
X2kl − i
∂
∂u
.
Indeed, under this change of variables we obtain
−i ∂
∂u
= ∂
∂t
and X = −iY.
The calculus of the previous subsection gives us the following statement.
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P(y,w, t) = C
t2n+3
∫
R3
e
−f
t V (τ ) dτ,
where
f (y,w, τ) = −i
∑
m
τmwm +
n∑
l=1
|yl |2
4
|τ |l coth
(|τ |l)
is the modified complex action and
V (τ) =
n∏
l=1
|τ |2l
sinh2(|τ |l )
is the volume element.
7.5. Green function for the sub-Laplace operator
Let us integrate the kernel P(x, z,u) with respect to the time variable u on (0,∞). That is
∞∫
0
P(x, z,u) du =
∞∫
0
C
u2n+3
∫
R3
e−if/uV (τ) dτ du
= C
∫
R3
V (τ)
( ∞∫
0
u−2n−3e−if/u du
)
dτ.
We first look at the inner integral
∞∫
0
u−2n−3e−if/u du.
Changing variable v = if
u
, u = if
v
, yields dv = −if
u2
du and du = − if
v2
dv. Hence, we have
∞∫
0
u−2n−3e−if/u du = 1
i2n+2f 2n+2
∞∫
0
e−vv2n+3−2 dv = (2n+ 2)
i2n+2f 2n+2
.
Let us introduce the following notation
−G(x, z) =
∞∫
P(x, z,u) du = C(2n+ 2)
i2n+2
∫
3
V (τ)
f 2n+2(x, z, τ )
dτ.0 R
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Laplacian operator. Firstly, we need some auxiliary results.
Proposition 7.6. Denote
f (x, z,w) =
n∑
l=1
1
4
|xl |2|w|l coth
(|w|l)− i 3∑
m=1
wmzm = γ (x,w)− i
3∑
m=1
wmzm,
where w = τ + iεz˜. Then there exist positive constants c1, c2, and ε0 such that for all real τm,
all 0 < ε < ε0, and all x ∈ R4n, z = (z1, z2, z3) ∈ R3 we have the estimates∣∣Im(γ )(x, τ + iεz˜)∣∣ c1ε|x|2, (7.10)
Re(γ )(x, τ + iεz˜) c2|x|2, (7.11)
Re(f )(x, z, τ + iεz˜) c2
(|x|2 + ε|z|). (7.12)
Here z˜ = z|z| if z = 0 and z˜ = 0 if z = 0.
Proof. If z˜ = 0, then Im(γ )(x, τ ) = 0 and since |τ |l coth(|τ |l )  1, l = 1, . . . , n, we have
Re(γ )(x, τ ) |x|
2
4 .
Suppose that z˜ = 0. We denote |w|l = (∑3m=1 a2ml(τm + iεz˜m)2)1/2 = αl + iβl , where
αl =
((|τ |2l − ε2|z˜|2l )2 +(2ε∑
m
a2mlτmz˜m
)2)1/4
cos
arctan
( 2ε∑m a2mlτmz˜m
|τ |2l −ε2|z˜|2l
)
2
+ πd, d = 0,1,
and
βl =
((|τ |2l − ε2|z˜|2l )2 +(2ε∑
m
a2mlτmz˜m
)2)1/4
sin
arctan
( 2ε∑m a2mlτmz˜m
|τ |2l −ε2|z˜|2l
)
2
+ πd, d = 0,1.
We consider the case d = 0, another one can be treated similarly. Since
coth(α + iβ) = sinh 2α
cosh 2α − cos 2β − i
sin 2β
cosh 2α − cos 2β ,
we have
Re(γ )(x, τ + iεz˜)+ i Im(γ )(x, τ + iεz˜) =
n∑
l=1
|xl |2
4
(αl + iβl) coth(αl + iβl)
=
n∑
l=1
|xl |2
4
(
αl sinhαl coshαl + βl sinβl cosβl
sinh2 αl + sin2 βl
)
+ i
n∑ |xl |2
4
(
βl sinhαl coshαl − αl sinβl cosβl
sinh2 αl + sin2 βl
)
.l=1
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We consider two cases, when cosψl = 0 for all l = 1, . . . , n, and cosψl = ϑl = 0 for some in-
dex l.
Case 1. If cosψl = 0 for all l = 1, . . . , n, then ∑3m=1 a2mlτmz˜m = 0. We have
αl =
(|τ |2l − ε2|z˜|2l )1/2 and βl = 0.
It gives
Im(γ )(x, τ + iεz˜) =
n∑
l=1
|xl |2
4
(
βl sinhαl coshαl − αl sinβl cosβl
sinh2 αl + sin2 βl
)
= 0,
Re(γ )(x, τ + iεz˜) =
n∑
l=1
|xl |2
4
αl coth(αl)
|x|2
4
, ∀αl ∈ R,
because αl coth(αl) 1.
Case 2. If cosψl = ϑl = 0 for some l = 1, . . . , n, then
3∑
m=1
a2mlτmz˜m = ϑl |τ |l |z˜|l .
We can suppose that ε satisfies 0 < ε2 < minl=1,...,n{ |τ |
2
l
2|z˜|2l
}. We obtain
2εϑl |z˜|l
|τ |l <
2εϑl|τ |l |z˜|l
|τ |2l − ε2|z˜|2l
<
4εϑl |z˜|l
|τ |l ,
k1|τ |l <
( |τ |4l
4
+ (2εϑl|τ |l |z˜|l)2)1/4 < ((|τ |2l − ε2|z˜|2l )2 +(2ε∑
m
a2mlτmz˜m
)2)1/4
<
(|τ |4l + (2εϑl |τ |l |z˜|l)2)1/4 < k2(ϑ)|τ |l . (7.13)
Now, we put one more restriction to ε assuming that ε < minl=1,...,n{ |τ |l4ϑl |z˜|l }. Then
2εϑl |z˜|l
π |τ |l 
1
2
arctan
2εϑl |z˜|l
|τ |l 
1
2
arctan
2εϑl|τ |l |z˜|l
|τ |2l − ε2l |z˜|2l
 1
2
arctan
4εϑl |z˜|l
|τ |l 
2εϑl |z˜|l
|τ |l ,
and we get
√
2
2
< cos
(
2εϑl|z˜|l
|τ |l
)
< cos
arctan
( 2εϑl |τ |l |z˜|l
|τ |2l −ε2|z˜|2l
)
2
< cos
(
2εϑl|z˜|l
π |τ |l
)
< 1,
4εϑl |z˜|l
2 < sin
(
2εϑl |z˜|l )
< sin
arctan
( 2εϑl |τ |l |z˜|l
|τ |2l −ε2|z˜|2l
)
< sin
(
2εϑl|z˜|l )
<
2εϑl |z˜|l
. (7.14)
π |τ |l π |τ |l 2 |τ |l |τ |l
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|z˜|2l =
3∑
m=1
a2ml
z2m
|z|2 
3∑
m=1
a2ml  a,
where a = maxm,l{a2ml}. On the other hand, if we denote a = minm,l{a2ml}, then
a 
3∑
m=1
a2ml
z2m
|z|2 = |z˜|
2
l .
From (7.13) and (7.14) we estimate the value of αl and βl as follows
k1|τ |l < αl < k2|τ |l , (7.15)
k3(a)ε < βl < k4(a)ε. (7.16)
If |τ |l < 1 we use the Taylor decomposition and obtain∣∣∣∣βl sinhαl coshαl − αl sinβl cosβlsinh2 αl + sin2 βl
∣∣∣∣= ∣∣∣∣− 23αlβl(α2l − β2l )+O(α4l − β4l )α2l + β2l −O(α4l + β4l )
∣∣∣∣ k5ε.
If |τ |l  1 we argue as follows∣∣∣∣βl sinhαl coshαl − αl sinβl cosβlsinh2 αl + sin2 βl
∣∣∣∣ |βl |(∣∣coth(αl)∣∣+ ∣∣∣∣ αlsinh2(αl)
∣∣∣∣) k6ε,
because αl is bounded from below, the functions |coth(αl)| and | αl
sinh2 αl
| are bounded from above.
The last two estimates imply
∣∣Im(γ )(x, τ + iεz˜)∣∣ l=1∑
n
|x|2l
4
k7ε  c1ε|x|2.
To obtain (7.11) we change the arguments. Let us focus on the value of the derivatives ∂γ (x,w)
∂wm
at wm = iζm, ζm ∈ R for m = 1,2,3. The equality
∂γ (x,w)
∂wm
∣∣∣∣
w=iζ
= −
n∑
l=1
|x|2l
4
a2mlwm
|w|l
( |w|l
sinh2(|w|l )
− coth(|w|l))∣∣∣∣
w=iζ
= i
n∑
l=1
|x|2l
4
a2mlζm
|ζ |l μ
(|ζ |l)
implies ∂ Re(γ (x,w))
∂wm
|w=iζ = 0 and we conclude that w = iζ is a critical point for Re(γ (x,w)).
Let us look at the Hessian at w = iζ . We have
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∂w2m
∣∣∣∣
w=iζ
=
n∑
l=1
|x|2l a2ml
4
[
μ(|ζ |l )
|ζ |l
(
1 − a
2
mlζ
2
m
|ζ |2l
)
+ 2a
2
mlζ
2
m
|ζ |2l sin2(|ζ |l )
(
1 − |ζ |l cot
(|ζ |l))].
Since 1 − a2mlζ 2m|ζ |2l  0 and 1 − |ζ |l cot(|ζ |l ) 0 we see that
∂2γ
∂w2m
∣∣∣∣
w=iζ
> 0 for 0 = |ζ |l < π2 , m = 1,2,3.
The mixed second derivatives are
∂2γ
∂wm∂wk
∣∣∣∣
w=iζ
=
n∑
l=1
|xl |2
4
a2mla
2
klζmζk
|ζ |2l
[
cot(|ζ |l )
|ζ |l −
2|ζ |l cot(|ζ |l )
sin2(|ζ |l )
+ 1
sin2(|ζ |l )
]
=
n∑
l=1
|xl |2
4
a2mla
2
klζmζk
|ζ |2l
g
(|ζ |l),
where
g
(|ζ |l)= cot(|ζ |l )|ζ |l − 2|ζ |l cot(|ζ |l )sin2(|ζ |l ) + 1sin2(|ζ |l ) .
We observe that since all second derivatives of γ (x,w) are real at the critical point, the Hessian
for γ (x,w) coincides with the Hessian H for Re(γ (x,w)) at w = iζ . We write ∂2γ
∂w2m
as
∂2γ
∂w2m
∣∣∣∣
w=iζ
=
n∑
l=1
|x|2l
4
[
a2mlμ(|ζ |l )
|ζ |l +
a4mlζ
2
m
|ζ |2l
g
(|ζ |l)].
Then the Hessian can be written in the form H =∑nl=1 Hl , where
Hl = |x|
2
l
4
⎡⎢⎢⎢⎢⎣
a21lμ(|ζ |l )|ζ |l +
a41l ζ
2
1
|ζ |2l
g(|ζ |l ) a
2
1la
2
2l ζ1ζ2
|ζ |2l
g(|ζ |l ) a
2
1la
2
3l ζ1ζ3
|ζ |2l
g(|ζ |l )
a21la
2
2l ζ1ζ2
|ζ |2l
g(|ζ |l ) a
2
2lμ(|ζ |l )|ζ |l +
a42l ζ
2
2
|ζ |2l
g(|ζ |l ) a
2
2la
2
3l ζ2ζ3
|ζ |2l
g(|ζ |l )
a21la
2
3l ζ1ζ3
|ζ |2l
g(|ζ |l ) a
2
2la
2
3l ζ2ζ3
|ζ |2l
g(|ζ |l ) a
2
3lμ(|ζ |l )|ζ |l +
a43l ζ
2
3
|ζ |2l
g(|ζ |l )
⎤⎥⎥⎥⎥⎦ .
To show that H is positive definite we need to show that each Hl is positive definite. It was shown
that
a21lμ(|ζ |l )
|ζ |l +
a41lζ
2
1
|ζ |2l
g
(|ζ |l)> 0, for = |ζ |l < π2 .
Then we have
382 D.-C. Chang, I. Markina / Advances in Applied Mathematics 39 (2007) 345–394(
a21lμ(|ζ |l )
|ζ |l +
a41lζ
2
1
|ζ |2l
g
(|ζ |l))(a22lμ(|ζ |l )|ζ |l + a
4
2lζ
2
2
|ζ |2l
g
(|ζ |l))−(a21la22lζ1ζ2|ζ |2l g
(|ζ |l))2
= a
2
1la
2
2lμ
2(|ζ |l )
|ζ |2l
(
1 − a
2
1lζ
2
1 + a22lζ 22
|ζ |2l
)
+ 2a
2
1la
2
2lμ(|ζ |l )(a21lζ 21 + a22lζ 22 )
|ζ |4l sin2(|ζ |l )
(
1 − |ζ |l cot
(|ζ |l))
> 0
for 0 = |ζ |l < π2 . Finally, we calculate detHl
|x|6l
43
a21la
2
2la
2
3lμ
2(|ζ |l )
|ζ |2l
(
μ(|ζ |l )
|ζ |l + g
(|ζ |l))= a21la22la23l |x|6l43 2μ2(|ζ |l )|ζ |2l sin2(|ζ |l )
(
1 − |ζ |l cot
(|ζ |l))
> 0
for 0 = |ζ |l < π2 . We conclude that the Hessian is positive definite and Re(γ (z,w)) has a local
minimum at w = iζ . Thus
Re
(
γ (x,w)
)
 Re
(
γ (x,w)
)∣∣
w=iζ =
n∑
l=1
|x|2l
4
|ζ |l cot
(|ζ |l) c2|x|2 if |ζ |l < π4 .
Put ζ = εz˜, then |ζ |l  εa and (7.11) holds with ε0 = π4a .
Estimate (7.12) is a consequence of estimates (7.10) and (7.11) since
f (x, z, τ + iεz˜) = γ (x, z, τ + iεz˜)− i
3∑
m=1
(
τm + iε zm|z|
)
zm
= γ (x, z, τ + iεz˜)+ ε|z| − i
3∑
m=1
τmzm. 
Proposition 7.6 for an arbitrary Hermitian matrix M was proved in [4].
Lemma 7.7. If x is a non-zero vector in R4n, the integral
G˜(x, z) =
∫
R3
V (τ)
f 2n+2(x, z, τ )
dτ (7.17)
is absolutely convergent and one has for x = 0
	0G˜(x, z) = 0.
Proof. Since the function V (τ) does not depend on x and z, we have 	0V = 0, XklV = 0,
k = 1,2,3,4, l = 1, . . . , n, and Eq. (7.1) is reduced to the following one
	0
(
Vf−p
)= −p(f−p−1V	0f + (−p − 1)Vf−p−2H(Xf )). (7.18)
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function f (x, z, τ ) satisfies the Hamilton–Jacobi equation (6.3) and p = 2n+ 2, we get
	0
(
Vf−2n−2
)
= (−2n− 2)
(
f−2n−3V	0f + (−2n− 3)Vf−2n−3 + (2n+ 3)Vf−2n−4
3∑
m=1
τm
∂f
∂τm
)
.
(7.19)
Substituting the last term in the right-hand side of (7.19) from the formula
3∑
m=1
∂
∂τm
(
τmVf
−2n−3)= 3Vf−2n−3 + f−2n−3 3∑
m=1
τm
∂V
∂τm
− (2n+ 3)Vf−2n−4
3∑
m=1
τm
∂f
∂τm
,
we deduce
	0
(
Vf−2n−2
)
= (−2n− 2)
(
f−2n−3
(
V (	0f − 2n)+
3∑
m=1
τm
∂V
∂τm
)
−
3∑
m=1
∂
∂τm
(
τmVf
−2n−3)).
Since the volume element V (τ) is a solution of the transport equation (7.7), finally, we obtain
	0G˜(x, z) =
∫
R3
	0
(
Vf−2n−2
)
dτ = (2n+ 2)
∫
R3
3∑
m=1
∂
∂τm
(
τmVf
−2n−3)dτ.
We observe that
V (τ) =
n∏
l=1
|τ |2l
sinh2 |τ |l
→ 0 as one of the |τm| = R → ∞, (7.20)
and
|f |
n∑
l=1
|xl |2
2
|τ |l coth
(|τ |l) |x|22 (7.21)
because of |τ |l coth(|τ |l ) 1 for l = 1, . . . , n. The estimates (7.20) and (7.21) show
lim
R→∞
∫
∂
∂τm
(
τmVf
−2n−3)= 0. (7.22)
|τm|R
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	0
(
Vf−2n−2
)= (2n+ 2)∫
R3
3∑
m=1
∂
∂τm
(
τmVf
−2n−3)dτ = 0,
that terminates the proof of Lemma 7.7. 
The argument of Lemma 7.7 is not valid for x = 0. In fact, the integral (7.17) is divergent be-
cause the denominator of the integrand contains −∑3m=1 τmzm which is zero along a hyperplane
of R3. We will treat the case by changing the contour adding a small imaginary part to the τm’s.
We shall prove that for x = 0 we can change the contour in (7.17) and when x will be zero the
integral (7.17) will still be convergent on the new contour. In order to achieve this goal, we need
to use Proposition 7.6.
Proposition 7.8. For x = 0, the integral G˜(x, z) defined in (7.17) is given by
G˜(x, z) =
∫
R3
V (τ + iεz˜)
f 2n+2(x, z, τ + iεz˜) dτ (7.23)
for 0 < ε < ε0 sufficiently small. The integral (7.23) makes sense even for x = 0 and z = 0, so
the function G˜(x, z) is well defined (in fact, real analytic) except at the origin in R4n × R3 and
satisfies
	0G˜(x, z) = 0 for (x, z) = (0,0).
Proof. We may prove this proposition by imitating the idea [4]. Set
ΩK,ε =
{
ξ = τ + iηz˜: τ ∈ R3, |τ | <K, 0 < η < ε}⊂ C3.
Assume that |x| = 0. By Theorem 7.1 the differential form
ω = (V (ζ )/f 2n+2(x, z, ζ ))dξ1 ∧ dξ2 ∧ dξ3
is a homomorphic form of type (3,0) in ΩK,ε . It is easy to see that its differential is zero. Hence,
by Stokes’s Theorem ∫
∂ΩK,ε
ω = 0.
The boundary can be written as ∂ΩK,ε = ∂Ω1 ∪ ∂Ω2 ∪ ∂Ω3.
(1) The set ∂Ω1 = {τ ∈ R3: |τ | <K, η = 0} which is such that
lim
K→∞
∫
V (τ)
f 2n+2(x, z, τ )
dτ = G˜(x, z)|τ |<K
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(2) The set ∂Ω2 = {τ + iεz˜: |τ | < K, η = ε}. The integral (7.23) converges absolutely by
Proposition 7.6 in this case.
(3) The set ∂Ω3 = {ξ = τ + iεz˜: |τ | = K, 0 < η < ε}. Again, by Proposition 7.6, one has
lim
K→∞
∫
∂Ω3
V (τ + iηz˜)
f 2n+2(x, z, τ + iηz˜) dξ = 0.
By the discussion above, one may conclude that for x = 0, G˜(x, z) is given by the integral
(7.23) on a shifted contour. Moreover, this integral is absolutely convergent even when x = 0 and
z = 0 by Proposition 7.6. We have completed the proof of this proposition. 
Theorem 7.2. The kernel G(x, z) of the Green function for the sub-Laplacian 	0 is given by the
formula
G(x, z) = −2
2n(2π)2n+3
(2n+ 1)!
∫
R3
V (τ + iεz˜)
f 2n+2(τ + iεz˜) dτ.
Proof. For any K > 0, denote
G˜K(x, z) = 1
(2n+ 2)
∫
R3
V (τ + iεz˜) dτ
K∫
0
t2n+2−1e−tf dt.
The function G˜K(x, z) is smooth everywhere and for (x, z) = (0,0), one has
lim
K→∞ G˜K(x, z) = G˜(x, z).
Using Proposition 7.6, we know that
∣∣G˜K(x, z)∣∣ C ∫
R3
dτ
∞∫
0
n∏
l=1
|τ |2l
sinh2 |τ |l
· e−c1
(|x|2+|z|)t t2n+1 dt  C(|x|2 + |z|)−2n−2.
But the function (|x|2 +|z|)−2n−2 ∈ L1loc(R4n+3) since the homogeneous degree is 4n+ 6 in this
case. It follows that
lim
K→∞ G˜K(x, z) = G˜(x, z) in L
1
loc
(
R
4n+3)
by the Dominated Convergence Theorem. We first calculate 	0G˜R(x, z) for x = 0. We need to
compute 	0(V e−tf ) which is
	0
(
V e−tf
)= −tV ·	0(f )e−tf + t2H(x, z,∇f )V e−tf .
But the Hamilton–Jacobi equation (6.3) yields
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(
V e−tf
)= −tV ·	0(f )e−tf + t2
(
f −
3∑
m=1
τm
∂f
∂τm
)
V e−tf
= −te−tf
(
V	0(f )+
3∑
m=1
∂
∂τm
(τmV )
)
+ t2e−tf Vf + t
3∑
m=1
∂
∂τm
(
τme
−tf V
)
.
We also know that
K∫
0
t2n+3e−tf f dt = −K2n+3e−Kf + (2n+ 3)
K∫
0
t2n+2e−tf dt.
This implies that
∫
R3
dτ
K∫
0
t2n+1e−tf t2fV dt = −K2n+3
∫
R3
V e−Kf dτ + (2n+ 3)
K∫
0
t2n+2 dt
∫
R3
e−tf V dτ.
(7.24)
Hence,
	0G˜K(x, z) = −1
(2n+ 2)
K∫
0
t2n+2 dt
∫
R3
e−tf
[ 3∑
m=1
∂(τmV )
∂τm
+ (	0f − 2n− 3)V
]
dτ
− K
2n+3
(2n+ 2)
∫
R3
V e−Kf dτ,
where we used (7.22) and (7.24). The first integral vanishes since V satisfies the generalized
transport equation (7.7). Therefore, for x = 0,
	0G˜K(x, z) = − K
2n+3
(2n+ 2)
∫
R3
V (τ)e−Kf (x,z,τ ) dτ.
However, we may also change the contour in the above integral and obtain
	0G˜K(x, z) = − K
2n+3
(2n+ 2)
∫
R3
V (τ + iεz˜)e−Kf (x,z,τ+iεz˜) dτ, for x = 0. (7.25)
Since G˜K(x, z) is smooth everywhere, the integral (7.25) provides the value of 	0G˜K(x, z) at
every point where the integral is convergent. It follows that 	0G˜K(x, z) is equal to
− K
2n+3
(2n+ 1)!
∫
3
V (τ + iεz˜)e−Kf (x,z,τ+iεz˜) dτ
R
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(2n+1)!
∫
R3 V (τ)e
−Kf (x,z,τ ) dτ almost everywhere. Furthermore, for (x, z)
in a compact set U with U disjoint from the origin,
Re(f )(x, z, τ + iεz˜) κ > 0.
Hence 	0G˜K(x, z) → 0 uniformly as K → ∞ on compact subsets of R4n × R3 which is dis-
joint from the origin. Now we need to compute the L1-norm of 	0G˜K(x, z). Since the integral∫
R3 V (τ)e
−tf (x,z,τ ) dτ coincides with the integral of the right-hand side of (7.25) almost every-
where, we can just compute the following
I := − K
2n+3
(2n+ 1)!
∣∣∣∣ ∫
R4n
∫
R3
∫
R3
V (τ)e−K[γ (x,τ )−i
∑3
m=1 τmzm] dτ dz dx
∣∣∣∣.
Since the integral converges absolutely, we may interchange the order of the integration by Fu-
bini’s Theorem. Let us integrate the z-variable first.∫
R3
e−K[γ (x,τ )−i
∑3
m=1 τmzm] dz =
∫
R3
e−
K
4
∑n
l=1 |x|2l |τ |l coth(|τ |l )+iK
∑3
m=1 τmzm] dz
= e−K4
∑n
l=1 |x|2l |τ |l coth(|τ |l )
∫
R3
eiK
∑3
m=1 τmzm dz
= −e−K4
∑n
l=1 |x|2l |τ |l coth(|τ |l )K−3(2π)3F−1(1)
= K−3(2π)3δ(τ ).
Here F(g)(ξ) = ∫
R3 g(x)e
−2πix·ξ dx is the Fourier transform of the function g(x). We know that
lim
τ→0γ (x, τ ) = limτ→0
1
4
n∑
l=1
|x|2l |τ |l coth
(|τ |l)= 14 |x|2
and
lim
τ→0V (τ) = limτ→0
n∏
l=1
|τ |2l
sinh2 |τ |l
= 1.
It follows that
K−3(2π)3
∫
R3
V (τ)e−Kγ (x,τ)δ(τ ) dτ = (2π)
3
K3
e−
K
4 |x|2
in the sense of distributions. Finally, one has
1
K3
(2π)3
∫
4n
e−
K
4 |x|2 dx = (2π)
3
K3
24n
π2n
K2n
.R
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I := − K
2n+3
(2n+ 1)!
(2π)3
K3
24n
π2n
K2n
= −22n (2π)
2n+3
(2n+ 1)! .
This proves that 	0G˜K(x, z) → 0 uniformly on compact sets on R4n × R3 disjoint from the
origin with a constant integral over R4n ×R3. This means that when K → ∞,
	0G˜K(x, z) → −22n (2π)
2n+3
(2n+ 1)! δ(0,0).
On the other hand, G˜K(x, z) → G˜(x, z) in L1loc(R4n+3) as K → ∞. Hence,
	0G˜K(x, z) → 	0G˜(x, z)
in the sense of distributions. Therefore,
	0G˜(x, z) = −2
2n(2π)2n+3
(2n+ 1)! δ(0,0).
The proof of the theorem is therefore completed. 
The symmetry of homogeneous H-type groups allows us to deduce another form of the Green
function related to the homogeneous norm (see, for instance [10]).
8. Estimates of the fundamental solution
In this section, we discuss sharp estimates for the integral operator induced by the fundamental
solution G(x, z)
G(g)(x, z) = G ∗ g(x, z) =
∫
Qn
G(y,w)g
(
(y,w)−1 · (x, z))dy dw
in Lpk (Q
n) Sobolev spaces, Hardy–Sobolev spaces Hpk (Qn) for k ∈ Z+, 0 < p < ∞, and Lip-
schitz spaces Λβ , Γβ with β > 0. We consider here the sub-Laplacian 	0. It is easy to see from
the group law that the operator is homogeneous of degree −2 under the non-isotropic dilation
δλ : (x, z) →
(
λx,λ2z
)
.
Hence, in general, the homogeneous degree of Qn is 4n + 6. As in Folland–Stein [14] and Ko-
rányi [20], we may define a homogeneous norm
∣∣(x, z)∣∣= (( n∑ 4∑x2jk
)2
+
3∑
z2j
) 1
4
.j=1 k=1 j=1
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it is easy to see that ρ is equivalent to the Carnot–Carathéodory metric. Using this metric, one
may obtain estimates of G(x, z) in various function spaces. From the discussion in Section 7,
we know that the fundamental solution G(x, z) with singularity at the origin is a homogeneous
kernel of degree −4n − 4. In fact, the fundamental solution G(x, z) satisfies the following size
estimates
∣∣G(x, z)∣∣ C1|(x, z)|2|B((x, z), |(x, z)|)| ,
∣∣∣∣ ∂ |α|G(x, z)∂xα1111 · · · ∂xα4n4n
∣∣∣∣ C2|(x, z)|2−|α||B((x, z), |(x, z)|)| ,
and ∣∣∣∣∂β1+β2+β3G(x, z)
∂z
β1
1 ∂z
β2
2 ∂z
β3
3
∣∣∣∣ C3|(x, z)|2−2(β1+β2+β3)|B((x, z), |(x, z)|)| .
Therefore, it is a locally integrable function. From classical results, it is easy to see that the
operator G, originally defined on the Schwartz space S(Qn), can be extended to a bounded
operator from Lploc(Q
n) into Lploc(Q
n) for 1  p  ∞ (see [4] and [14]). Moreover, G is a
smoothing operator. Hence, we may allow to differentiate the kernel G(x, z). Moreover, for any
l = 1, . . . , n and k = 1, . . . ,4, XklG originally defined on S(Qn) can be extended to a bounded
operator from Lploc(Q
n) into Lploc(Q
n) for 1 p ∞. The problem now reduces to looking at
the second derivatives (in the horizontal directions) of G(x, z). Before we go further, let us recall
some basic definitions and properties of several functions spaces.
Lipschitz spaces. As in [14], we define the space Γβ(Qn) as the set of all bounded functions g
with compact support on Qn such that
sup
(x,z),(y,w)∈Qn
∣∣g((x, z) · (y,w)−1)− g(x, z)∣∣ C · ∣∣(y,w)∣∣β, 0 < β < 1.
When k < β < k + 1 with k = 1,2, . . . , we may define g ∈ Γβ(Qn) as the set of all Ck functions
g with compact support on Qn such that P(X,X′)g ∈ Γβ(Qn), where P(X,X′) is a monomial
of degree k in vector fields X,X′ ∈ V1. For integral value k, one may define the space Γβ(Qn)
by interpolation. Furthermore, since |(x, z)|A‖(x, z)‖1/2 for |(x, z)| small, one may conclude
that Γβ(Qn) ⊂ Λβ/2(Qn). Here ‖(x, z)‖ is the Euclidean distance between the point (x, z) and
the origin, and Λα(Qn) is the isotropic Lipschitz space on Qn. As usual, the space Λα(Qn) is
defined as the collection of all bounded functions g with compact support on Qn such that
sup
(x,z),(y,w)∈Qn
∥∥g((x, z) · (y,w)−1)− g(x, z)∥∥ C · ∥∥(y,w)∥∥α, 0 < α < 1.
For k < α < k + 1 with k = 1,2, . . . , we may define g ∈ Λα(Qn) as the set of all Ck functions g
with compact support on Qn such that ∇kg ∈ Λα(Qn).
Sobolev spaces. One may define the non-isotropic Sobolev spaces Spk (Qn) with k ∈ Z+ and
1 <p < ∞ as follows
S
p(
Qn
)= {f :Qn → C: f ∈ Lp(Qn), P(X,X′)f ∈ Lp(Qn)},k
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Lebesgue space.
Hardy spaces. The Hardy space Hp(Qn) with 0 <p < ∞ is originally defined by the maximal
function as follows: a distribution f defined on Qn belongs Hp(Qn) if and only if the maximal
function
M(f )(x, z) = sup
ε>0
|f ∗ φε|(x, z) ∈ Lp
(
Qn
)
.
Here φ ∈ S(Qn) with ∫
Qn
φ(x, z) dx dz = 1 and is polyradial (see Chapter 4 in Folland–Stein
[15]). As usual,
φε(x, z) = ε−(4n+6)φ
(
ε−1x, ε−2z
)
.
The space Hp(Qn) can be defined by atomic decomposition and maximal functions.
Definition 8.1. An Hp(Qn) p-atom (0 <p  1) is a compactly supported function a(x, z) such
that the following conditions hold
(1) (size condition): there is a Qn-ball Bx0 = B(x0,z0)(r) = {x = (x, z) ∈ Qn: ρ(x0,x)  r}
whose closure contains supp(a) such that ‖a(x)‖L∞  |Bx0 |−1/p ;
(2) (moment condition): ∫
Qn
a(x, z)P(x, z) dx dz = 0
for all monomials P(x) =P(x, z) such that P(x) = (∏nj=1 xαj1j1 · · ·xαj4j4 )zβ11 zβ22 zβ33 and
4∑
k=1
n∑
j=1
αjk + 2(β1 + β2 + β3)
[
(4n+ 6)
(
1
p
− 1
)]
.
Here [s] is the integral part of s.
Using the idea of atomic decomposition, we give the definition of Hp(Qn) as follows
Hp
(
Qn
)= {f ∈ S ′(Qn): f = ∞∑
k=1
λkak, where ak are p-atoms,
n∑
k=1
|λk|p < ∞
}
,
and we define
‖f ‖p
Hp
(
Qn
) = inf
{
n∑
|λk|p
}
,k=1
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‖f ‖pHp(Qn) is comparable to the p-norm of the sequence {λk} and the Lp(Qn)-norm of the
maximal function M(f ).
Now, following notations in [4], for g ∈ S(Qn), one has
XjkXj ′k′G(g)(x, z) = lim
ε→0+
∫
ρ(y,w)=ε
(XjkG)(y,w)(Xj ′k′g)
(
(x, z) · (y,w)−1)dy dw
− lim
ε→0+
∫
ρ(y,w)ε
(XjkXj ′k′G)(y,w)g
(
(x, z) · (y,w)−1)dy dw.
The second term above is a generalized Calderón–Zygmund operator in the sense of [14] and
Korányi–Vagi [21] because XjkXj ′k′G is a kernel homogeneous of degree 0 satisfying the mean
value zero property. An operator K is said to be a generalized Calderón–Zygmund operator if the
following two conditions are satisfied
(i) K can be extended as a bounded operator on L2(Qn),
(ii) there is a sequence of positive constant numbers {Cj } such that for each j ∈ N,
( ∫
2j ρ(x2,x3)ρ(x1,x2)<2j+1ρ(x2,x3)
∣∣K(x1,x2)−K(x1,x3)∣∣q dx1) 1q
Cj ·
(
2j ρ(x2,x3)
)− 4n+6
q′ (8.1)
and ( ∫
2j ρ(x2,x3)ρ(x1,x2)<2j+1ρ(x2,x3)
∣∣K(x2,x1)−K(x3,x1)∣∣q dx1) 1q
Cj ·
(
2j ρ(x2,x3)
)− 4n+6
q′ , (8.2)
here (q, q ′) is a fixed pair of positive numbers with 1
q
+ 1
q ′ = 1 and 1 < q ′ < 2. We need the
following theorem to complete our discussion on the estimates for G. The proof can be found in
[14] and [15].
Theorem 8.1. Let K be a generalized Calderón–Zygmund operator. Assume that the kernel sat-
isfies conditions (8.1) and (8.2) with {Cj } ∈ 1. Then∥∥K(f )∥∥
Lp
(
Qn
) Cp‖f ‖Lp(Qn), 1 <p < ∞;
and
∣∣{x ∈ Qn: ∣∣K(f )(x)∣∣> λ}∣∣ C
λ
‖f ‖L1(Qn), λ > 0.
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operator acting on Hardy spaces Hp(Qn). We have the following theorem (see [11]).
Theorem 8.2. Let K be a generalized Calderón–Zygmund operator. Suppose the following two
conditions hold
(i) (kernel assumption): there exist s [(4n+ 6)( 1
p
−1)] and ε> 1
p
−1 such that
{
2(4n+6)j (2γ−1)(Cj )2
} ∈ 1 with γ = 1 − 1
p
+ ε,
(ii) (adjoint operator assumption): K∗(xα1l1l · · ·xα4l4l zβ11 zβ22 zβ33 ) = 0 with
4∑
k=1
n∑
l=1
αkl +
3∑
m=1
βi 
[
(4n+ 6)
(
1
p
− 1
)]
,
where K∗ is the adjoint operator of K.
Then K can be extended as a bounded operator from Hp(Qn) into Hp(Qn) for 0 <p  1.
We first make the following observation. For any polynomial P(X) of degree k in the hori-
zontal vector fields X1l , . . . ,X4l with l = 1, . . . , n, there exists another polynomial P˜(X) such
that the following identity holds
P(X)G = GP˜(X). (8.3)
Now we may apply the above theorems and (8.3) to conclude the following result.
Theorem 8.3. The fundamental solution G(x, z) for the operator 	0 defines an operator G
which satisfies the following sharp estimates
(i) XX′G defines a bounded operator from the Sobolev space Spk (Qn) into Sobolev space
S
p
k (Q
n) for k ∈ Z+, 1 <p < ∞, and for all X,X′ ∈ V1;
(ii) ZG defines a bounded operator from the non-isotropic Sobolev space Spk (Qn) into Spk (Qn)
for k ∈ Z+, 1 <p < ∞, and for all Z ∈ V2;
(iii) XX′G defines a bounded operator from Hpk (Qn) into Hpk (Qn) for k ∈ Z+, 0 <p  1, and
for all X,X′ ∈ V1;
(iv) ZG defines a bounded operator from Hpk (Qn) into Hpk (Qn) for k ∈ Z+, 0 <p  1, and for
all Z ∈ V2;
(v) G defines a bounded operator from Λβ(Qn) into Γβ+2(Qn)∩Λβ+1(Qn) for 0 < β < ∞.
In conclusion, G gains two derivatives in horizontal directions and gains only one derivative in
missing directions.
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