From Goursat's transformation formulas for the hypergeometric function F (α, β, γ; z), we derive several double sequences given by mean iterations and express their common limits by the hypergeometric function. Our results are analogies of the fact that the arithmeticgeometric mean of 1 and x ∈ (0, 1) can be expressed as the reciprocal of F ( 
Introduction
Let m 1 and m 2 be the arithmetic mean and the geometric mean: m 1 (x, y) = x + y 2 , m 2 (x, y) = √ xy.
For 0 < b < a, we give a double sequence {a n } and {b n } by the iteration of two means m 1 and m 2 with initial (a, b):
(a 0 , b 0 ) = (a, b), (a n+1 , b n+1 ) = (m 1 (a n , b n ), m 2 (a n , b n )).
This double sequence converges and has a common limit, which is called the arithmetic-geometric mean of a and b, or the compound m 1 m 2 (a, b). It is known that the arithmetic-geometric mean can be expressed by the hypergeometric function, that is
where
We remark that the Gauss quadratic transformation formula for the hypergeometric function implies this fact, refer to Section 3 for details. In this paper, from Goursat's transformation formulas in [G] instead of Gaussian, we induce several double sequences given by mean iterations and express their common limits by the hypergeometric function F (α, β, γ; z) . We list pairs of means and their common limits induced from quadratic transformations in Theorem 2 and those from cubic ones in Theorem 3. It turns out that the parameters (α, β, γ) 
respectively. We remark that Theorem 3 is independent of the results in [BB1] and [C] .
The above expressions of common limits of double sequences in [BB1] are extended to those of multiple sequences by the hypergeometric function F D of multi variables, refer to [KS] , [KM] and [MO] . Similar extensions of some results in Theorem 2 are studied in [M] .
A list of transformation formulas for the generalized hypergeometric func-
is given in [K] . We attempt to find double sequences whose common limits can be expressed by 3 F 2 . It turns out that we can not get proper expressions of common limits by 3 F 2 because of the reduction and the Clausen formula for 3 F 2 , refer to Section 6.
Mean iterations
In this section, we formalize the notion of mean iterations, for which we refer to Section 8 in [BB2] . Let R * + be the multiplicative group of positive real numbers. A mean is a continuous function m : R *
For two means m 1 and m 2 and two positive real numbers a and b, we define a double sequence {a n } and {b n } with initial If a ≥ b and two means m 1 and m 2 satisfy
then the (m 1 , m 2 )-sequence with initial (a, b) satisfies
If a ≥ b and two means m 1 and m 2 satisfy
then the (m 1 , m 2 )-sequence with initial (a, b) satisfies Proof. For a proof of the cases (1) and (2), refer to [BB2] . Suppose that (3) is satisfied. We may assume that a ≥ b. Let {a n } and {b n } be the (m 1 , m 2 )-sequence with initial (a, b). Then both of four sequences {a 2n }, {a 2n+1 }, {b 2n } and {b 2n+1 } are monotonous and bounded. Thus they converge; we set
Let n → ∞ for the inequalities
Let n → ∞ for the equalities
we have
Since either m 1 or m 2 is strict, α 0 should be equal to α 1 .
Let us show that µ = m 1 m 2 is a mean. In order to show that µ is continuous, take any (a, b) ∈ R * + × R * + , any ε > 0, and choose N ∈ N such that
for any n > N . We fix a natural number n satisfying 2n > N . We can regard a 2n and a 2n+1 as continuous functions of initial terms (a, b). Thus there exists δ > 0 such that
If |x − a| < δ, |y − b| < δ and x ≥ y then we have
If |x − a| < δ, |y − b| < δ and x ≤ y then we have
Hence µ is continuous at (a, b) . It is clear that
for any x, y, t ∈ R * + . Let K be any compact subset of R * + × R * + , and K + and K − be closed subsets of K given as {(x, y) ∈ K | ±(x − y) ≥ 0}, respectively. Since µ is continuous on R * + ×R * + and the sequences {a 2n+1 } and {a 2n } are monotonous on K + (resp. K − ), they uniformly converge to µ on the compact subset K + (resp. K − ) by Dini's theorem. Thus {a n } uniformly converges to µ on the compact subset K.
The key observation about m 1 m 2 is the following fact in [BB2] . 
The hypergeometric function and mean iterations
The hypergeometric function F (α, β, γ; z) with parameters α, β, γ is defined as
. This function admits an integral representation of Euler type
and satisfies the hypergeometric differential equation 
Proof. Let {a n } and {b n } be the (m 1 , m 2 )-sequence with initial (a, b). The equality (4) implies that 
are means for given r( = 0), s, t ∈ R, and the compound m 1 m 2 exists for such a, b ∈ R * + , then we have
Proof. By Fact 1, we have the equality (4). Since
we can easily obtain
Fact 1 implies this theorem.
Remark 1 Though m 1 (x, y) and m 2 (x, y) do not satisfy the condition
for some r, s, t in Corollary 1, it occurs that the double sequence {a n } and {b n } obtained by m 1 (x, y) and m 2 (x, y) has a non-zero common limit expressed by the hypergeometric function. 
Proof. It is shown in [IKSY] , p.38 that
for z ∈ C satisfying |z| < 1 and Re(z) < 1 2
. By the first equality for
Recall that we give m 1 and m 2 by changing the role of x, y and that of m 1 , m 2 . Fact 1 for m 1 and m 2 implies
Similarly we can get the second expression of m 1 m 2 (a, b).
Let us explain how to utilize Theorem 1 and Corollary 1. The Gauss quadratic transformation formula is as follows:
where z is in a small neighbourhood of 0, and the value of (1 + z) 2α is 1 at z = 0. By substituting
into the equality (6), we have
.
Let m 1 be the arithmetic mean and m 2 the geometric mean. It is easy to show that the double sequence {a n } and {b n } defined by (a 0 , b 0 ) = (a, b), and
has a common limit µ (a, b) , which is called the arithmetic-geometric mean of a and b. Theorem 1 implies a well-known formula
for 0 < b ≤ a. By applying Corollary 1 for (r, s, t) = (2, 1, 0) to (7), we have
for a ≥ b > 0 and two means
By applying Corollary 1 for (r, s, t) = (1, , 0) to (7), we have
Compounds of means by quadratic transformation formulas
In 1881 Goursat gave a list of transformation formulas of the form
in [G] , where ϕ(z) and ψ(z) are algebraic functions with values 1 and 0 at z = 0, respectively. In this section, we give a list of the compound means expressed by the hypergeometric function derived from Theorem 1 and quadratic transformation formulas G(25),. . . ,G(52) in [G] . It turns out that parameters (α, β, γ) of the hypergeometric function satisfy
for our consideration. We classify our results by these data. For the case {∞, ∞, ∞}, we have the classical arithmetic-geometric mean explained in the previous section.
Theorem 2 We have the following table.

{2, 2, ∞}
Here b/a is sufficiently near to 1, the type (M) means the (m 1 , m 2 )-sequence is monotonous, i.e., they satisfy
the type (A) means the (m 1 , m 2 )-sequence is alternative, i.e., they satisfy
Proof. We show Q(3). The quadratic transformation formula G(41) in [G] is
) .
into the first row of this formula, then we have
We can easily show that the (m 1 , m 2 )-sequence converges and has a common limit by Lemma 1. Theorem 1 implies that
We list used formulas in [G] and substitutions to prove this proposition:
(1−z) 2 ) Here we remark that the formulas (G38), (G41) and (G42) consist of some equalities.
Lemma 2 We have
for t in a small neighbourhood of 1. Especially,
Proof. By substituting t = 1−2z into the formula (G41), and t = 2 √ 1−z 2−z into (G45), we obtain the first and second equalities in this lemma, respectively. In order to get the rest, put (α, γ) = (1/2, 3/2) and (α, γ) = (1/4, 5/4) in the first equality, and (α, β) = (1/2, 3/4), √ t = t in the second.
Remark 2 Carlson studied in [C] compound means of two means taken from the following four means:
Refer also to §8.5 in [BB2] for these results. Note that the compound mean m 1 m 2 is the classical arithmetic-geometric mean. It is shown that the compound means m 3 m 4 (a, b) and m 4 m 3 (a, b) are expressed as
which is called Carlson's log expression. The other compound means m i m j can be expressed by the hypergeometric function by Theorem 2, Corollary 1 and Lemma 2.
For example, Q(3) in Theorem 2 coincides with the expression of m 3 m 1 shown in [BB2] and [C] . The compound mean m 2 m 4 is expressed as a
by Exercises 1 of §8.5 in [BB2] . This result is obtained by Q(1) in Theorem 2, Corollary 1 for (r, s, t) = (2, 1, 0) and Lemma 2.
Carlson's log expression can be obtained by the following functional equation for the hypergeometric function.
Lemma 3 For α, n ∈ C and x in a small neighbourhood of 1, we have
where the value of x n is 1 at x = 1. Especially, if α = 1 and n ∈ N then it reduces
Proof. It is easy to show that the functions n(1−x)F (n(α−1)+1, 1, 2; 1−x) and (1 − x n )F (α, 1, 2; 1 − x n ) satisfy the differential equation (1) = −n. Thus these functions coincide with (x (1−α)n − 1)/(α − 1). Note that this function converges to −n log x as α → 1.
By Lemma 3 for α = 1, n = 2 and b/a = x, we have
) 2 ) .
Theorem 1 implies Carlson's log expression.
Compounds of means by cubic transformation formulas
We give a list of the compound means expressed by the hypergeometric function derived from cubic transformation formulas (G78),. . . ,(G125) in [G] , Theorem 1 and Corollary 2.
Theorem 3 We have the following table:
, 1,
is the preimage of (a, b) under the geometric and arithmetic means:
and − π 6
< arg(η
Remark 3 Parameters (α, β, γ) of the hypergeometric function in Theorem 3 satisfy
We prepare two lemmas.
Proof. Suppose that b < a. Since ξ 1 , ξ 2 are real and a = 2 )(ξ
In order to show the other inequalities, we assume that a = 1 by the homogeneity. Note that η i do not belong to R and that
If we take branches of η
, then we have
we have Lemma 5 For any a, b ∈ R * + , we have
Proof. By the homogeneity of X i , we normalize b = 1. Note that √ 3 2 < X 1 < ∞, and that X 2 X 1 = √ 4X ) .
Put u = (3t + 1)/(1 − 9t), then t = (u − 1)/(3(1 + 3u)) and .
