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Taylor’s circulation-invariance proof of the theorem after
Proudman is reinstated in the new derivation in E3 and
in the Taylor-Proudman-type theorems in E5 and E4. The
generalized Kelvin theorem for the higher-order differential
form brings no new constraint. Fast rotations in E4 do
not lead to the complete cylinder condition as in E3,
particularly resulting in a passive but nonlinear scalar
problem with simple rotation. Dynamical resonant wave
theory is accordingly remarked. For compressible flows,
only the velocity component lying in the rotating plane is
required to be incompressible in the fast rotation limit, with
nontrivial implications, say, for aeroacoustics.
1. Introduction
Taylor’s proof of the theorem after Proudman [1] strictly
follows the “geometrical condition” of invariant projection area
[2], which is neglected (e.g., [3,4]) in almost all literatures.
Chandrasekhar’s [5] recognition is, to our best knowledge, the
only but half-way exception. It is curious why Taylor took
pains to re-prove it in such a much more ‘indirect’ way than
that Proudman had shown. Nevertheless, the tranquil beauty
is demonstrated with the Kelvin-Helmholtz theorems carried
over to the rotating frame. The flow geometry is however also
‘magnificent’, with unsteady and higher-dimensional invariant
integral surface [6] generalizing the vortex line, say.
The Taylor-Proudman [1,2] theorem plays a central role in
understanding the rotating flows in E3. Although uniformity
along the axis (cylinder condition) is stated for a steady flow,
there are (resonant wave) theories, experiments and simulations
supporting the dynamical evolution (at least partially) towards
such a state (c.f., Chap. 4 of [4]) with fast rotation. The cylinder
condition reduces the (‘vertical’) velocity component along the
axis to a linear passive scalar advected by the (‘horizontal’)
velocity components in the rotating plane. Obviously, reducing
velocity component(s) to passive scalar(s) by taking cylinder
condition(s) applies also to the Navier-Stokes equations in
E
d with d> 3, but it is to be clarified whether (actually
‘no’!) cylinder condition or the linearly advected passive scalar
follows.
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Rotation is of interest in the formulation and mathematical analysis of ideal hydrodynamics in 3-
space [7,8], as well as in the physical interplay with helicity for the cascade dynamics and structures of
turbulence [9], (nonpremixed) passive scalar mixing in homogeneous turbulence (e.g., most recently [10]
and references therein), and, appearing of closer engineering connection, Rayleigh-Bénard convection
subjected to competitions of various ingredients [11] and transport in channel flows (e.g., [12–17]). While
high-dimensional flows have long been studied [18] even in curved spaces, with up to date developments
(e.g., very recently, Fecko [6] on generalizing the vortex lines, Besse & Frisch [19] on Cauchy invariants
equation and Anco, Dar & Tufail [20] on compressible invariants), the study of the dynamical effects of
rotation in either the ideal [21] or the statistical [22,23] hydrodynamics is still wanted.
Note that the classical Taylor-Proudman theorem and the resonant wave theory have been founded on
and clarified by somewhat rigorous mathematical calculation and proofs (e.g., [24,25]), particularly useful
for understanding laminar flows. Rotating turbulence is however far from clear, with lots of work (e.g, [4,9]
and references therein) accumulated though. Starting from the fundamentals of higher-dimensional cases
may shed some new lights. Note also that, although the model with synthetic Gaussian advecting velocity
short-correlated in time has brought great progresses in understanding the passive scalar problem itself
and turbulence (c.f., e.g., the recent concluding remark of Frisch [26]), that kind of model comes with the
‘separate’ artificial white-noise velocity (and independent pumping), not a ‘self-consistent’ flow. Unified
analyses and new models of passive scalar with appropriate analytical tractability are called for, which is
also a motivation for going to higher dimensions and looking for appropriate reductions.
2. Some geometrical remarks
The theme of this note is carrying the flow geometry from inertial to rotating frames. The geometrical
results should reveal themselves in the dynamics, though only the lowest-order one, the invariant velocity
circulation, is explicitly used in the calculations. Thus, we also offer brief remarks on other higher-order
geometrical objects. If not particularly pointed out, we consider incompressible flows with constant density,
which however is not necessary as we will come back in the conclusion with important further remarks.
(a) Flows in the inertial frame
Let U :=
∑d
i=1 uidxi be an element of 1-forms in the space g
∗ dual to the Lie algebra g of the
incompressible velocity vector u=
∑
i ui∂i (or u for notation of a field), then its exterior derivative dU is
the 2-form vorticity. With the introduction of the Bernoulli function B =P + u2/2 and the Lie derivative
Lu along u, the ideal Euler equation for the dynamics of such objects in E
d reads
(∂t + ιud)U= (∂t + Lu)U− dιuU= (∂t + Lu)U− du2 =−dB, (2.1)
(∂t + Lu)dU=0. (2.2)
With ξ= ∂t + u and Ψ = U−Bdt as proposed in Fecko [6] and with ⋄ adding to d the differential with
respect to t, the Euler equation is the interior product between ξ and ⋄Ψ
ιξ(⋄Ψ) = 0. (2.3)
The above geometrical formulation as the starting point of our derivation of the Taylor-Proudman-type
theorems in general Ed implicitly reinstates Taylor’s [2] idea, and Fecko’s [6] recent generalization of the
Helmholtz vortex lines is of fundamental interests. So, we offer relevant remarks below.
Since dU is Lie invariant, the exact 4-form
dU ∧ dU= d(U ∧ dU) (2.4)
is also invariant, and its Hodge dual ⋆(dU ∧ dU) is a 1-form in E5, the latter corresponding to a 5-vector γ˙
generating the flow γ(t). The vanishing interior product ιγ˙d(U ∧ dU) = 0 defines a distribution D [27,28]
whose integral manifold is tracked by the flow γ(t). The integrability of D is assured by the Frobenius
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theorem (involutivity) which can be validated directly: Suppose γ˙1, γ˙2 ∈D, we have
ι[γ˙1,γ˙2] = [Lγ˙1 , ιγ˙2 ] = [ιγ˙1d+ dιγ˙1 , ιγ˙2 ],
thus ι[γ˙1,γ˙2]d(U ∧ dU) = 0. So, for d=5, the integral manifold is precisely a line (the ‘bi-vorticity line’ if
a terminology is needed), a special case of the extension of Fecko’s [6] generalization of the Helmholtz
theorem. We then have the Helmholtz-type theorem for the frozen-in bi-vorticity line. This result is
obviously extendable to any odd dimension d= 2m+ 1, by working with (dU)m in a similar way.
Note that the interior product with the volume form ιωµ= dU ∧ dU defines the vorticity vector ω [18]
in E5, which also generates a ‘vorticity line’ which however should not be confused with the above γ(t)↔
r(t) as the bi-vorticity line of the integrated submanifold.
The lines can of course be generalized to more general integral surfaces of the distributions of dimension
∆<d− (2δ)(because the object is not decomposable in general: c.f., Appendix C of Fecko [6]) with δ
replacingm in (dU)2m, to have (dU)2δ , in the above for defining the distribution D.
What is of closer relevance to our work when carried over to rotating frames is the integral surface, with
dimension ∆≤ d− 2, of the distribution in Ed
D := { vectors γ˙ such that ιγ˙dU= 0 holds }. (2.5)
When d= 3, the integral surface is the vorticity line which is of classic importance [3]. Fecko [6] also has
used the form as Eq. (2.3) to introduce over the flowing closed chain c(t) the relative invariant
∫
c U which
includes the well-known Kelvin theorem of circulation invariance (with respect to the flow u). Of course
there are also other higher-order dynamical integral invariants [6] corresponding to the above mentioned
higher-order Lie-invariant forms.
(b) Flows in the rotating frame
For flows in a rotating frame, an inertial force should thus be included in Eqs. (2.1,2.2). This amounts to
calculate the acceleration, i.e., the change rate of the velocity of a point of the rotating frame, which, together
with the transformation into differential forms when necessary, is direct in whatever d. Alternatively, one
can adopt the functional action (Lagrangian [7,8] or Hamiltonian [21]) and variational approach. The latter
has been clearly presented by Shashikanth [21], and we won’t repeat the details here but just summarize,
explain and develop the result for our purpose:
ΩR denoting the 2-form corresponding to the rotation of the frame and X the 1-form corresponding to
the position vector x , the ‘inertial force’ entering the left hand side of Eq. (2.1) reads
Lu[⋆(⋆ΩR ∧ X)] = (dιu + ιud)UR, (2.6)
with the frame rotating velocity 1-form
UR := ⋆(⋆ΩR ∧ X). (2.7)
The exact dιu part on the right hand side of Eq. (2.6) contributes to the centrifugal force, and the ιud part
to the ‘Coriolis force’, following the terminology in E3. Later, we will further apply the spectral theorem to
the skew-symmetric matrix corresponding to ΩR, for simplifying the explicit calculations and analyses in
E
5,4.
Combining Eqs. (2.1,2.2,2.6,2.7), we have the Lie-invariance law in the rotating Ed
(∂t + Lu)d(U+ UR) = 0. (2.8)
Thus, with the replacement of dU→ d(U+ UR), many results in the inertial frame carry over, mutatis
mutandis, in particular, Fecko’s integral surface generalizing the Helmholtz vortex line and tube, and, the
relative integral invariant generalizing the circulation in Kelvin’s theorem.
Actually, according to the Lie theory [28], rotation R∈ SO(d) can be represented as the exponential of
an anti-symmetric matrix A and we have the spectral theory [29] (see also, e.g., Ref. [30] and references
therein): A is a normal matrix, subjecting to the spectral theorem, thus (block) diagonalizable by a special
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orthogonal transformation. More definitely, for d= 2m we have A=QΛQT where Q is orthogonal and
Λ=


0 λ1
−λ1 0 0 · · · 0
0
0 λ2
−λ2 0 0
.
..
. . .
.
..
0 0 · · · 0 λn−λn 0
0
. . .
0


(2.9)
with real λis, in the 2× 2 blocks along the diagonal, being the coefficients of the purely imaginary
eigenvalues. When d= 2m+ 1, Λ presents at least one extra row and column of 0s.
The spectral theorem indicates that the rotation can be decomposed into sub-rotations in mutually
orthogonal 2-planes. Thus, ΩR can be decomposed into ‘orthogonal’ 2-forms (the wedge product of one
with another never vanishes), explicitly in terms of the coordinates of Ed, say,
ΩR =
m∑
i=1
λidx2i−1 ∧ dx2i for 2m= d or 2m+ 1= d, (2.10)
with which we can directly verify
d[⋆(⋆ΩR ∧ X)] = dUR = 2ΩR (2.11)
and turn Eq. (2.8) into the nice form
(∂t + Lu)(dU+ 2ΩR) = 0. (2.12)
3. Taylor-Proudman-type hydrodynamics
We know that (e.g., [6]), to first order accuracy for small t, the integral over a circuit (1-cycle)
∫
c(t)
(U+ UR) =
∫
c(0)
(U+ UR) + t
∫
c(0)
Lu(U+ UR), (3.1)
where c(t) =Φt[c(0)] and U+ UR in the integrands on the right hand side is the pull back (Φ
∗
t ) of that on
the left hand side. And, the following integral invariant, as the generalization of the circulation in Kelvin’s
theorem [6], is implied by Eqs. (2.7,2.8) in Ed
∫
c(t)
(U+ UR) =
∫
c(0)
(U+ UR). (3.2)
For small motion or fast rotation leaving only the terms denoted with R, Eq. (2.10) and the Stokes theorem
lead to
∫
c(0)
UR =
∫
S(0)
dUR =2
m∑
i=1
λi
∫
S(0)
dx2i−1 ∧ dx2i =: 2λiAi. (3.3)
That is, the invariant is actually in general Ed the sum of each area of the projection of the circuit Ai in the
respective rotating plane multiplied by 2λi, a beautiful generalization of Taylor’s [2
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Taking the time derivative of Eq. (3.1), we have the change rate of the projection area (weighted by λi),
as Taylor calculated in E3 (except for the weight/signature λ),
∫
c(0)
LuUR =
∫
S(0)
dLuUR = 2
∫
S(0)
LuΩR = 0. (3.4)
Because for every 1-boundary c(0) the second term of the right hand side should vanish for all possible
S(0) satisfying ∂S(0) = c(0), we have the differential version
2LuΩR =LudUR = 0. (3.5)
(a) Reinstating Taylor’s geometry in E3
For d= 3, n=1 in Eq. (2.9) and that the rotation rate/vorticity 2-form reads
ΩR = λdx1 ∧ dx2, (3.6)
i.e., rotation in the 1-2 plane or around the x3 axis. Eq. (3.5) turns into
LudUR =2λ[(u1,1 + u2,2)dx1 ∧ dx2 + u1,3dx3 ∧ dx2 + u2,3dx1 ∧ dx3] = 0. (3.7)
Thus, together with the incompressibility condition, we have the cylinder condition ∂3u≡ 0 which is the
Taylor-Proudman theorem in E3.
The content in the square bracket of Eq. (3.7) is, in Taylor’s notation with slight adjustments, (u1,3x¯1 +
u2,3x¯2 + u3,3x¯3) · dS = (u1,3x¯1 + u2,3x¯2 + u3,3x¯3) · ndS where x¯• and n are unite vectors normal
to each coordinate plane and the directed surface element. Since the result should hold for all possible
circuits, he obtained the theorem, which is now reinstated in the above in terms of differential forms:
For exact consistence, be aware that dx1 ∧ dx3 is understood to be anti-parallel to the x1 axis in the
right-handed coordinate system. We actually originally just started with Eq. (3.5), but once seeing the very
illustrative results we found Taylor’s insight and reformulated the derivations.
Note that Eq. (3.7) only implies the incompressibility of the flow component lying in the rotating plane,
and u3,3 = 0 is deduced from incompressibility of the total flow. Incompressibility condition however
can be relaxed for our analysis of rotating flows with non-trivial implications, as we will address in the
concluding discussions.
(b) Taylor-Proudman theorem in E4
Now ΩR = λ1dx1 ∧ dx2 + λ2dx3 ∧ dx4 for m= 2 in the mutually orthogonal planes, which is the
decomposition of the rotation in E4 [30,31]. Eq. (3.5) reads
Lu{d[⋆(⋆ΩR ∧ X)]}= 2dιu(λ1dx1 ∧ dx2 + λ2dx3 ∧ dx4)
= 2λ1[(u1,1 + u2,2)dx1 ∧ dx2 + u1,3dx3 ∧ dx2 + u1,4dx4 ∧ dx2 −
−u2,3dx3 ∧ dx1 − u2,4dx4 ∧ dx1] +
+2λ2[u3,1dx1 ∧ dx4 + u3,2dx2 ∧ dx4 + (u3,3 + u4,4)dx3 ∧ dx4 −
−u4,1dx1 ∧ dx3 − u4,2dx2 ∧ dx3] (3.8)
= 0,
following which is the 4-space Taylor-Proudman theorem:
• in the case of constant double-rotation for λ1 = rλ2 and r > 0 without loss of generality,
coordinate transformations x′1 =
√
rx1 and x
′
2 =
√
rx2 can be applied to have Ω1′2′ = λ2, or,
in other words, r=1 can always be used, thus assumed here, with appropriate re-scaling
u1,1 + u2,2 = u3,3 + u4,4 = 0= u1,3 + u4,2 = u2,3 − u4,1 = u1,4 − u3,2 = u2,4 + u3,1; (3.9)
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• in the case of simple rotation, for λ2 = 0 without loss of generality,
u1,1 + u2,2 = u3,3 + u4,4 = 0= u1,3 = u1,4 = u2,3 = u2,4. (3.10)
Eq. (3.9) shows that in the fast double-rotation limit, although the incompressibility is reached
respectively in each rotating plane, we have the mixed constraints instead of the complete cylinder
condition. In terms of Taylor’s [2] geometrical interpretation, this is the vanishing variation of the weighted
sum of the arbitrary invariant circuit’s projection area in each rotating plane: Or, in turn , this explains why
we do not get the pure cylinder condition.
For the fast simple rotation limit, cylinder condition of the ‘horizontal flow’ along the axises
perpendicular to the rotating ‘horizontal’ plane is indeed reached, as shown by the four equalities on the right
of Eqs. (3.10). However, the complete cylinder condition with extra u3,3 = u4,4 = 0 can not be derived.
Note that for general r the latter parts of Eq. (3.9) read 0= ru1,3 + u4,2 = ru2,3 − u4,1 = ru1,4 −
u3,2 = ru2,4 + u3,1, so taking r→∞ before |λ1|→∞ leads to the corresponding latter parts of Eq.
(3.10).
The fast simple rotation limit deserves more remarks. Denote the incompressible horizontal velocity
in the h-plane x1-x2 by uh = [u1(x1, x2), u2(x1, x2)] and the incompressible vertical velocity ‘along’
the v-plane x3-x4 by uv = [u3(x1, x2, x3, x4), u4(x1, x2, x3, x4)], and, the pressure P = Ph(x1, x2) +
Pv(x3, x4). Eq. (3.10) leads to the decomposition of the 4D Navier-Stokes into a two-fluid system
∂tuv + (uv · ∇v + uh · ∇h − νh∆h − νv∆v)uv =−∇vPv with∇v · uv = 0, ∇hPv = 0, (3.11)
and ∂tuh + (uh · ∇h − νh∆h)uh =−∇hPh with∇h · uh =0, ∇vuh = 0, ∇vPh = 0, (3.12)
where νh and νv may be different to take into account the possibility of anisotropic damping for whatever
reason (including the re-scaling with a non-unit r). Thus, for uh, we see that uv becomes passive, though
the latter is not of linear-advection but of the nonlinear-Euler-dynamics nature. We may call such uv
“nonlinear passive scalar (vector)”. As a check, if we further let ∂4 ≡ 0, or, in other words, let u4 be
a passive scalar, the results automatically reduce to the Taylor-Proudman theorem in E3 with ∂3 ≡ 0.
Note that in reducing to the 3-space Taylor-Proudman theorem, it has not been deduced that u4,3 be zero.
This might appear somewhat counter intuitive on the first thought, but note that Taylor’s [2] experimental
observation does not indicate the uniformity of the color along the axis. On the other hand, in reducing to
the common 3-space Taylor-Proudman theorem, u3,4 actually does not need to be zero, which means that
allowing u4 to be non-passive, but advecting u3, through non-vanishing u3,4 does not prevent the reduction.
(c) Taylor-Proudman theorem in Ed with d≥ 5
The block-diagonal form (2.9) for d= 5 is the same as that for d=4 except for an additional row and
column of zeros. Thus, the decomposition of the rotation is formally the same and one can similarly find
the Taylor-Proudman theorem in E5, and generally for higher d.
Indeed, extending the calculation, we find the following extra terms in addition to those in E4
λ1(u1,5dx5 ∧ dx2 − u2,5dx5 ∧ dx1) + λ2(u3,5dx5 ∧ dx4 − u4,5dx5 ∧ dx3),
and that the Taylor-Proudman theorem in E5 is just adding to that in E4 the following cylinder condition
along the rotation axis (taken to be x5 here, and again r= 1, without loss of generality):
u1,5 = u2,5 = u3,5 = u4,5 = 0= u5,5 (3.13)
for the double-rotation case. [The last equality is also due to the incompressibility condition.] This cylinder
condition imposed on the Navier-Stokes equation, u5 becomes a passive scalar. For the simple rotation case
with λ2 = 0, similar to that in E
4, u3,5 and u4,5 are not required to vanish.
The circuit is a 1-boundary and may be chosen as the submanifold of the integral surface (itself being
a submanifold, of dimension less than 3 because of the indecomposibility of dUR except for the simple
rotation case) of the distribution (2.5), again with U now replaced by UR as the first-order approximation.
Since the circuit, as a horizontal curve, can be chosen arbitrary in the integral surface, we may say Taylor’s
projection area of the circuit is now generalized to be of the whole integral surface: Such remarks in this
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paragraph have assumed that the integral surface be the boundary of some chain or at least contain a 1-
boundary, which may not always be true and thus the invalid assumption could not be used to derive
the Taylor-Proudman theorem. As discussed in Sec. 2, there are rich classes of distributions and the
corresponding integral surfaces, each of which contains interesting geometry, systematic discussion of
which is highly nontrivial and far beyond the scope of this note.
(d) Inertial waves
In the derivation of the Taylor-Proudman theorem, we have assumed that the time variation term is also
much smaller than the Coriolis term or have simply let it be zero (steady state) for a more rigorous treatment.
Intuitively, if we keep increasing the rotation rate, the period of time for developing fluid structures varying
as fast as the rotation should also increase. Thus, at least for some finite time two-dimensionalization of the
flow towards the cylinder condition defined by the 3-space Taylor-Proudman theorem should happen, and
similarly for other cases in Ed such as d=5, 4 as derived in the above. Indeed, there is a resonant wave
theory for such a scenario.
Here, we offer the inertial waves as the basis for the resonant wave theory in E5,4 but leave the more
rigorous treatments, including the development of the rigorous mathematical analyses comparable to those
in E3 [24,25] and the numerical simulations of 4-space rotating turbulence, for future study.
We start with Eqs. (2.1,2.6) and, in the appropriately chosen coordinates according to the spectral
theorem mentioned earlier, (2.11), transformed to the following form, with Lu = ιud+ dιu,
∂tU+ ιu(dU+ 2ΩR) =−d{P − ιu[⋆(⋆ΩR ∧ X)]}=:−dΠ. (3.14)
The standard Fourier normal-mode analysis for the above system with ui = uˆi exp{ˆi(k · x+̟t)}(+c.c.)
and iˆ2 =−1, and similarly forΠ , leads to the dispersion relation between the wave frequency̟ and vector
k.
The normal-mode analysis of Eq. (3.14) in E4 results in


i̟ −2λ1 0 0 ik1
2λ1 i̟ 0 0 ik2
0 0 i̟ −2λ2 ik3
0 0 2 λ2 i̟ ik4
k1 k2 k3 k4 0




uˆ1
uˆ2
uˆ3
uˆ4
Πˆ


=0, (3.15)
the existence of whose nontrivial solutions leads to the equation for the vanishing of the determinant of the
coefficient matrix. The solutions are
̟± =±2
√
λ22k
2
2 + λ
2
2k
2
1 + λ
2
1k
2
3 + λ
2
1k
2
4/|k|, (3.16)
and ̟0 = 0 . (3.17)
Letting λ2 = 0= k4, Eq. (3.16) reduces to the well-known dispersion relations for the circularly
polarized Rossby waves in E3, which also explains the wave properties of the components lying in the
two respective rotating planes in E4.
Taking Eq. (3.17) for the ‘natural’ vortical mode into Eq. (3.15), we of course obtain Eq. (3.9) for the
Taylor-Proudman theorem in E4. In the simple rotation case, with λ2 = 0, say, we see that Eq. (3.17) for
the ‘natural’ vortical/slow mode (3.16) and the ‘imposed’ vortical mode with vanishing
k3 = k4 = 0
in Eq. (3.16) leads to the Taylor-Proudman theorem (3.10). Note that taking the above into Eq. (3.15), we
see that the third and fourth equations are actually 0= 0 without restriction on uˆ3 and uˆ4, precisely Eq.
(3.10) instead of stronger condition as one might think on the first sight.
Such results appear to be the indication of a ‘resonant wave theory’ as in E3( [4] and references therein)
for predicting the approach to those Taylor-Proudman states: A simple consistent intuition is that inertial
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waves are anisotropic, while resonant interactions due to nonlinearity tend to isotropize the system, thus
reducing the former. We also believe that other higher-order geometrical laws discussed in Sec. 2 (see, also
[6,19]) should works in constraining the higher-order interactions to favor the dynamical evolution towards
the Taylor-Proudman-type states, because in the Lie-transport equations for higher-order differential forms,
say, dU ∧ dU, higer-order nonlinearities are involved, which of course involves the higher-order resonant
interactions. Although there are rigorous mathematical proofs/estimations(e.g., [24,25]) in E3 supporting
the resonant wave theory under appropriate conditions, there are also unsettled subtleties (e.g., [4] and
references therein) in the turbulent regime involving the large Reynolds number, near resonant interactions
and higher order effects in the long time. In E4, the number and distribution of the resonant and near-
resonant modes are at least quantitatively different to E3, thus may offer a model with changing effects
of the output to validate relevant ideas developed to attack the subtle issues in the latter. We intuitively
speculate that with the change of dimensionality and that the geometry and topology of the slow manifold,
or the change of the population and distribution of the (near) resonant modes, there could be some phase
transition point (number of dimensionality) crossing which the asymptotic limit fast rotation are different.
This is however beyond the scope of this note and we hope to address with other tools the relevant statistical
hydrodynamics issues.
The situation in E5 can be similarly discussed, but the results are much more lengthy. There are four
(two pairs of) dispersion relations, and, as in E3 or odd dimension d= 2m+ 1 in general, there is no
‘natural’ vortical mode like Eq. (3.17) in E4. We just put down in the Appendix A one of the frequency for
the interested readers to see (it is easiest to start with the simple rotation with λ2 = 0), as an example, how
the mode reduce to the vortical one and recover the Taylor-Proudman theorem with additional (3.13).
4. Conclusions and further discussions
It is reasonable to infer that Taylor believed that the geometry in the Kelvin-Helmholtz theorems, carried
over to the rotating frame, should be more fundamental and illustrative, and/or he was fully led by his keen
observation of the geometry in the experiment.
Eq. (2.12) has been obtained and used to cleanly derive the Taylor-Proudman-type theorems, with Eqs.
(3.1,3.2,3.3) reinstating and generalizing Taylor’s geometrical idea, and the re-derived formula in E3 in
terms of differential forms demonstrate in more explicit geometrical notations his details. Inertial waves
in E5,4 are derived, followed by the consistency between the vortical modes and the steady-state Taylor-
Proudman-type theorems, which promotes our remarks on the connection with the resonant wave theory in
E
3.
As a by-product, we obtain a nonlinear passive scalar problem from the Taylor-Proudman-type theorem
in E4 with simple fast rotation, with the nonlinearity coming from the absence of complete cylinder
condition in the vertical velocity uv . Note that, unlike in E
3, where the absence of cylinder condition
in the vertical velocity makes the latter ‘active’, with back reaction to the horizontal velocity through the
incompressibility condition, the incompressible uv is now still passive. This is, to our best knowledge, a
novel feature for the passive scalar problem, and we hope it can be used to bring new lights on the latter in
the future.
We also note that the fast rotation inE3 does not require cylinder condition on the passive scalar advected
by the flow subjecting to the Taylor-Proudman theorem. This means that the steady fast rotation limit itself
does not have restriction on the passive scalar, which applies of course to general Ed. Whether or not
the passive scalar reveals anything relevant to the two-dimensionalization through resonant interactions
is another problem. Since there is neither pressure nor other linear term (except for the diffusion) in the
linear passive scalar advection equation, the passive scalar does not admit harmonic waves in the normal-
mode analysis, unless the wave is specifically pumped in. However, in our nonlinear passive scalar equation
(3.11), the pressure gradient appears and that uv permits inertial wave if the uh equation is modified to be
governed by the Navier-Stokes equation, say, in the frame rotating in E3.
As noticed in Sec. 2, the geometrical formulation in general carries over to the rotating frame. For
instance we have (∂t + Lu)(U+ UR) =−d(P − u2/2) and Eq. (2.8), and thus
(∂t + Lu)[(U+ UR) ∧ d(U+ UR)] =−d[(P − u2/2) ∧ dU]. (4.1)
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So, Ht := (U+ UR) ∧ d(U+ UR) is precisely in the same form of situation of U, and that an integral
invariant as the ‘circulation’ of Ht over a ‘circuit’ follows: The ‘circuit’ is now any 3-boundary. Then
following the same reasoning and calculation procedure in Sec. 3, we derive from dLuH= 0, with
the rotation dominance approximation Ht replaced by H := (UR) ∧ d(UR), for the fast rotation limit∑4
i=1 ui,i = 0 in E
4 with double rotation (null constraint from fast simple rotation), and additionally∑4
i=1 u1,i = 0 in E
5 with double rotation, nothing new. And, there is no next-order contribution to
dLuHt = 0 from Ht. This actually should not be too surprising, because the classical Kelvin theorem already
uses the information of both U and dU.
An interesting and probably previously unnoticed point is that the Taylor-Proudman-type theorem itself
actually only requires the incompressibility of the flow components lying in the rotating plane. Kelvin
circulation theorem applies also to compressible barotropic flows [6] for which Eqs. (2.1,2.2,2.3) describe
(see also [19,20]). The Taylor-Proudman-type theorem in E4 however requires total incompressibility by
the individual incompressibility in each rotating plane. In E5, previous u5,5 = 0 was derived from the
total incompressibility, and now can be relaxed. Similarly, we can only conclude incompressiblility and
cylindricity for the horizontal flow from Eq. (3.7) in E3, and u3 can vary in three dimensions, a two-
component-two-dimensional couple with one-component-three-dimensional (2C2Dcw1C3D) system. In
time-varying, and even turbulent, flows, it is then indicated, by the discussions in Sec. (d) concerning
the relevance of the Taylor-Proudman theorem, that the horizontal compressibility would be reduced by
rotation and the aeroacoustic noise may be more relevant to the variations along the rotating axis of the
velocity component along it. It is a shame that this author [32] did not recognize such a handy example
when proposing and analyzing 2C2Dcw1C3D flows, although the barotropic case did not escape from his
attention.
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APPENDIX
A. Dispersion relation of rotating flows in E5
Since the derivation is standard and the computed dispersion relations are lengthy and similar, we only
present one of the four results for reference:
̟=
√
2
{(
k5
2 + k4
2 + k3
2 + k2
2 + k1
2
)
[
λ2
2k2
2 + λ2
2k5
2 + λ1
2k4
2 + λ1
2k3
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2 − 2 λ22k52λ12k42 − 2λ22k52λ12k32 +
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4 + λ1
4k4
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4 + k5
4λ1
4 + λ2
4k1
4)1/2
]}1/2
/(k5
2 + k4
2 + k3
2 + k2
2 + k1
2).
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