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Povzetek
Naslov: Globoko ucˇenje na neslikovnih medicinskih podatkih
Avtor: Jan Pavlin
V zadnjem desetletju se vse bolj mnozˇicˇno uporabljajo tehnike globokega
ucˇenja. Zaslugo za to lahko pripiˇsemo razvoju tehnologije in zlasti znizˇanju
cen graficˇnih kartic, ki omogocˇajo hitro ucˇenje. Globoko ucˇenje je podrocˇje
strojnega ucˇenja in se je uveljavilo predvsem na podrocˇjih racˇunalniˇskega
vida, prepoznavanja govora, prepoznavanja slik, analize teksta. Uporaba
tega podrocˇja pocˇasi prodira tudi v medicino.
V diplomskem delu bom preucˇil podrocˇja globokega ucˇenja, upravljanja
s pomanjkljivimi podatki in upravljanja z neuravnotezˇenimi podatki. Zgra-
dil bom modele razlicˇnih topologij globokih nevronskih mrezˇ in med njimi
primerjal dosezˇene rezultate na podatkovni mnozˇici medicinskih podatkov.
Analiziral bom tudi uporabo graficˇne kartice in procesorja za ucˇenje ter upo-
rabo nevronskih mrezˇ.
Cilj diplomske naloge je preizkusiti in analizirati uporabo globokega ucˇenja
na medicinskih podatkih z uporabo razlicˇnih pristopov k resˇevanju problema
pomanjkljivih podatkov. Dolocˇiti je potrebno, katera topologija in katera
metoda predprocesiranja podatkov se najbolje obneseta, kaksˇne rezultate
dosezˇeta in koliko cˇasa je potrebnega za ucˇenje te nevronske mrezˇe.
Kljucˇne besede: globoko ucˇenje, medicinski podatki, nevronske mrezˇe.

Abstract
Title: Deep learning on medical data
Author: Jan Pavlin
Use of deep learning is increasing in the last decade. This is mostly because
advancement of technology and also price reduction of various graphical pro-
cessors, which allow quick learning. Deep learning is an area of machine
learning and has been used for computer vision, speech recognition, im-
age classification and other. Usage of deep learning is being slowly used
in medicine.
In the diploma thesis, I will examine the areas of deep learning, man-
agement of insufficient data and management of unbalanced data. I will
build models of different topologies of deep neural networks and compare the
results achieved on the data set of medical data among them. I will also
analyse the learning and use of a graphics card and a processor for learning
and using neural networks.
The goal of the thesis is to test and analyse the use of deep learning
on medical data using different approaches to solving the problem of poor
data. It is necessary to specify which topology and which methods of data
preprocessing are best managed, what results they achieve and how much
time is needed to learn this neural network.




Strojno ucˇenje je podrocˇje umetne inteligence, osredotocˇeno na tiste oblike
sistemov, ki se lahko sami ucˇijo, odlocˇajo in odkrivajo zakonitosti v podanih
podatkih. Glavne vrste strojnega ucˇenja so nadzorovano ucˇenje, nenadzo-
rovano ucˇenje in spodbujevalno ucˇenje. Del strojnega ucˇenja predstavljajo
nevronske mrezˇe. [24, 30]
Nevronske mrezˇe so programi, ki delujejo po vzoru cˇlovesˇkih mozˇganov in
s pomocˇjo vnaprej oznacˇenih primerov skusˇajo razbrati zakonitosti v podat-
kih. Sestavljajo jih med seboj povezane procesne enote, imenovane nevroni.
Nevronske mrezˇe so v racˇunalniˇstvu dovolj uveljavljen koncept, a se je njihova
uporaba razsˇirila sˇele v zadnjih nekaj letih z boljˇso tehnologijo in konvolucij-
skimi nevronskimi mrezˇami. Posebno podrocˇje strojnega ucˇenja je globoko
ucˇenje. To obravnava vecˇslojne nevronske mrezˇe in se pojavlja predvsem na
podrocˇjih racˇunalniˇskega vida, prepoznave zvoka in procesiranja naravnega
jezika. Modeli globokih nevronskih mrezˇ so sestavljeni iz mnogih skritih slo-





V zadnjem desetletju se strojno ucˇenje vse bolj pogosto uveljavlja v medicini.
Najbolj uporabljene so konvolucijske nevronske mrezˇe, ki se uporabljajo pri
ucˇenju na slikovnih podatkih. V raziskavi [12] so uporabili konvolucijske
nevronske mrezˇe za klasifikacijo kozˇnega raka, kjer je mrezˇa dosegla boljˇso
tocˇnost od zdravnikov. Podobno so v raziskavi [14] uporabili konvolucijske
nevronske mrezˇe pri klasifikaciji CT slik za bolezni pljucˇ in dosegli 87, 9%
tocˇnost.
Cˇeprav so konvolucijske nevronske mrezˇe popularnejˇse, se pogosto upora-
bljajo tudi polnopovezane nevronske mrezˇe, ki se uporabljajo na neslikovnih
podatkih. Polnopovezane nevronske mrezˇe so bile uporabljene pri diagnosti-
ciranju in napovedovanju prezˇivetja pacientov z rakom na debelem cˇrevesju
[6], za zgodnje diagnosticiranje diabetesa [33] in celo pri ugotavljanju gine-
kolosˇkih bolezni [35]. Globoke nevronske mrezˇe, ki se od polnopovezanih
razlikujejo zgolj v sˇtevilu skritih slojev, so bile v medicini uporabljene za
povecˇano tocˇnost in efektivnost v histopatolosˇkih diagnozah [25] in za odkri-
vanje metastaznega raka dojk [36].
Uporabo globokih polnopovezanih nevronskih mrezˇ na neslikovnih medi-
cinskih podatkih pogosto otezˇujejo manjkajocˇi podatki, ki se v medicinskih
podatkovnih mnozˇicah pojavljajo zelo pogosto. Razlogov za njihov nastanek
je vecˇ, njihova prisotnost pa ovira ucˇenje nevronskih mrezˇ, ne da bi podatke
ustrezno predprocesirali. [26, 19]
1.2 Motivacija in opis diplome
Za uporabo globokih nevronskih mrezˇ smo se odlocˇili zato, ker podatkovno
mnozˇico sestavlja mnogo med seboj odvisnih rezultatov medicinskih pre-
iskav. Globoke nevronske mrezˇe so sposobne tudi vecˇje abstrakcije rela-
cij med podatki. Zanima nas, kako se izkazˇejo razlicˇne topologije in mo-
deli globokih nevronskih mrezˇ na podatkovni mnozˇici medicinskih podat-
kov z nepopolnimi atributi in neuravnotezˇenimi razredi. Preizkusili bomo
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razlicˇne nacˇine predprocesiranja podatkov z namenom, da modeli dosezˇejo
vecˇje tocˇnosti ali boljˇse priklice posameznih razredov. Za resˇevanje problema
manjkajocˇih podatkov bomo uporabili razlicˇne nacˇine imputacij, za resˇevanje
problema neuravnotezˇenih podatkov pa bomo izbirali med povecˇanjem ozi-
roma zmanjˇsanjem sˇtevila podatkov ter hibridnimi metodami. Primerjali
bomo cˇas, ki je potreben za ucˇenje in uporabo nevronskih mrezˇ na graficˇni
kartici ali procesorju in komentirali prednosti ter slabosti drugih pristopov
strojnega ucˇenja v primerjavi z nevronskimi mrezˇami.
Diplomsko delo bo na zacˇetku predstavilo teoreticˇno ozadje o nevronskih
mrezˇah in globokem ucˇenju. Sledilo bo poglavje, imenovano podatki, kjer
bo opisana podatkovna mnozˇica, s katero smo delali. Za njim bo sˇe eno
teoreticˇno poglavje, v katerem bomo predstavili problem in resˇitve manj-
kajocˇih ter neuravnovesˇenih podatkov. Sledil bo opis metod, s katerimi smo
se naloge lotili, kako smo resˇevali probleme, na katere smo naleteli, in kaksˇne
modele nevronskih mrezˇ smo zgradili. Predzadnje bo poglavje rezultatov, ki
jih bomo vizualno prikazali in komentirali. Na koncu bo sklep, kjer bodo




Umetne nevronske mrezˇe so skupek algoritmov, ki poskusˇajo identificirati re-
lacije v podatkih. Njihovo delovanje posnema delovanje cˇlovesˇkih mozˇganov
in zˇivcˇnega sistema, pomagajo pa nam pri razvrsˇcˇanju mnozˇic podatkov v
razrede. [17]
2.1 Nevron
Podobno kot pri cˇlovesˇkih mozˇganih je osnovni gradnik umetne nevronske
mrezˇe nevron. Nevroni so tipicˇno povezani v sloje in ti so med seboj pove-
zani. Smer povezave je ponavadi v smeri od vhodnega sloja proti izhodnemu.
Nevron deluje tako, da prejme vhode iz zunanjih virov in za njih izracˇuna
svojo izhodno vrednost. Sestavljen je iz vhodov, utezˇi, praga in aktivacijske




wixi + wbias), (2.1)
kjer so x1, x2, x3, .. vhodi nevrona, w1, w2, w3, .. pa njihove utezˇi. Funkcija
f se imenuje aktivacijska funkcija, bias pa predstavlja prag. Vsak nevron
torej svojo izhodno vrednost xout dobi tako, da sprva sesˇteje vse z utezˇmi
zmnozˇene vhodne vrednosti, nato rezultatu tega priˇsteje prag. Utezˇeno vsoto
5
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kot argument posreduje aktivacijski funkciji, katere vrednost vrne nevron na
izhodu. Zgradba nevrona je prikazana na sliki 2.1 [30, 17, 27]
Slika 2.1: Slika nevrona
2.2 Aktivacijska funkcija
Aktivacijska funkcija se uporablja za preslikavo izhodne vrednosti nevrona
na dolocˇen interval. Ta interval je najpogosteje med 0 in 1 ali med -1 in
1. Izbira aktivacijske funkcije ni predpisana, so pa nekatere bolj uporabne
kot druge. V praksi so najbolj uporabljene sigmoidna funkcija, hiperbolicˇni
tangens in ReLU. [21, 5]
Sigmoidna funkcija
Sigmoidna ali tudi logisticˇna aktivacijska funkcija slika vrednosti na interval
med 0 in 1. Velika negativna sˇtevila preslika proti 0, velika pozitivna pa
proti 1 (enacˇba 2.4). Ker je locˇnica med obema razredoma dokaj strma, se
funkcija pogosto uporablja za binarno klasifikacijo, saj tam zˇelimo izracˇunati,
ali vektor pripada nekemu razredu ali ne. Toda sigmoidna funkcija ima tudi
pomanjkljivosti: funkcija je racˇunsko zahtevna in ima problem izginjajocˇega
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gradienta (angl. Vanishing gradients). Problem izginjajocˇega gradienta na-
stane ob robovih funkcije, kjer se njena vrednost priblizˇa vrednostnima 0
ali 1. Njen gradient je tam skoraj 0, ucˇenje nevronske mrezˇe pa je zaradi





Slika 2.2: Graf sigmoidne funkcije
Hiperbolicˇni tangens
Funkcija hiperbolicˇni tangens ali krajˇse tanh je predelana sigmoidna funkcija.
Iz enacˇbe 2.3 lahko ugotovimo, da slika vrednosti na interval med -1 in 1 ter
ima center v tocˇki 0. Funkcija se tako kot sigmoidna uporablja za binarno







Slika 2.3: Graf funkcije hiperbolicˇnega tangensa
ReLU
Aktivacijska funkcija ReLU (angl. Rectified Linear Unit) vrne rezultat po
enacˇbi 2.4.
f(x) = max(0, x) (2.4)
ReLU je najpogosteje uporabljena aktivacijska funkcija v skritih slojih
nevronskih mrezˇ. Funkcija za vhodne podatke, ki so manjˇsi ali enaki nicˇ,
vrne rezultat nicˇ, za ostale pa vrne njihovo vrednost. Rezultat funkcije je
torej na intervalu med 0 in neskoncˇno. Funkcija je racˇunsko enostavnejˇsa
od sigmoidne funkcije ali hiperbolicˇnega tangensa, saj je njena vrednost pri
vseh negativnih vhodih enaka 0. Toda tudi funkcija ReLU ima slabost izgi-
njajocˇega gradienta. Tezˇava te funkcije je, da je pri vhodih, ki so manjˇsi oz.
enaki 0, gradient funkcije enak 0.
Temu problemu se lahko izognemo s funkcijo, ki se imenuje pusˇcˇajocˇi
ReLU (angl. Leaky ReLU). Edina razlika v njej je v tem, da namesto vre-
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dnosti 0 pri x < 0 uporabimo dodaten parameter λ. Vrednosti λ se gibljejo
na intervalu med 0 in 1, obicˇajno pa imajo vrednost 0,1. Tako dobimo enacˇbo
2.5. Z uveljavitvijo dodatnega parametra λ gradient funkcije ni nikoli enak
nicˇ. [5]
f(x) = max(λx, x);λ < 1 (2.5)
Slika 2.4: Graf funkcij ReLU in leaky ReLU
2.3 Funkcija izgube
Napaka pri napovedi nevronske mrezˇe se izracˇuna kot razlika med izhodom
nevronske mrezˇe in pravilnim izhodom. Funkcija, ki se uporablja za izracˇun
te napake, se imenuje funkcija izgube (angl. loss function). Ob uporabi
razlicˇnih funkcij izgube za enake napovedi bodo izracˇunani razlicˇni rezultati
napake. Ena najbolj znanih funkcij izgube je koren povprecˇne kvadratne
napake (angl. root mean square error) ali RMSE. V enacˇbi 2.6 yi predstavlja
pravilno vrednost izhoda za i-ti primer, yˆi predstavlja napovedano vrednost







V nevronskih mrezˇah se v veliki meri uporabljata predvsem funkciji bi-
narna krizˇna entropija in kategoricˇna krizˇna entropija. Prva se uporablja
za racˇunanje napak, ko imamo le dva razreda, druga pa, ko jih imamo vecˇ.




(yi ∗ log(yˆi)) (2.7)
Lastnost kategoricˇne krizˇne entropije je, da izracˇuna le napake pravilnih
razredov (kjer je yi enak 1), napake nepravilnih razredov pa ignorira. Ko
so napovedane vrednosti pravilnih razredov nizke, so vrednosti logaritmov
nizke, s tem pa so visoke napake funkcije izgube.
2.4 Optimizacijski algoritem
Bolj natancˇna kot je nevronska mrezˇa, manjˇso napako bo vrnila funkcija
izgube. Funkcijo izgube zˇelimo minimizirati z optimizacijskimi algoritmi.
Stohasticˇni gradientni spust
Stohasticˇni gradientni spust (SGD) je iterativna metoda, ki s pomocˇjo gradi-
enta iˇscˇe minimum funkcije. Zaradi svoje preprostosti in hitrosti je najˇsirsˇe
uporabljen optimizacijski algoritem za ucˇenje nevronskih mrezˇ. Za dolocˇeno
tocˇko se iz parcialnih odvodov funkcije f izracˇuna gradientni vektor. Ta je
usmerjen v smer najvecˇjega spusta funkcije. Gradientni vektor se izracˇuna
po enacˇbi 2.8.





, · · · , ∂f
∂xn
) (2.8)
Od zacˇetne tocˇke se algoritem nato premakne v smeri gradientnega vek-
torja. Premik iz ene tocˇke v drugo se tako izracˇuna z enacˇbo 2.9.
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xn+1 = xn − γ∇f(xn) (2.9)
Parameter γ, s katerim utezˇimo velikost koraka, se imenuje hitrost ucˇenja,
njegova vrednost pa je obicˇajno med 0,01 ter 0,1. Vecˇja kot je hitrost ucˇenja,
vecˇji korak v smeri vektorja naredimo. Postopek racˇunanja gradientnega
vektorja in premikanja v njegovi smeri algoritem ponavlja, dokler ne dosezˇe
lokalnega minimuma. [10]
ADAM
Stohasticˇni gradientni sestop deluje zelo hitro, toda rezultati tega algoritma
so veliko slabsˇi od zˇelenih. Glavna slabost je konstantna hitrost ucˇenja, ker
se algoritem premika enako hitro, neodvisno od oddaljenosti od lokalnega
minimuma. Zato se uporabljajo drugi, boljˇsi optimizacijski algoritmi, med
katere spada tudi Adam (angl. Adaptive Moment Estimation). Prednost
tega algoritma predstavlja uporaba momentov. Delujejo tako, da vsakemu
premiku dodajo del vrednosti premika v prejˇsnjem koraku in s tem pomagajo,
da se algoritem premika hitreje v pravilni smeri ter se zmanjˇsajo oscilacije v
smeri stran od lokalnega minimuma. Adam izracˇuna dve vrsti momentov, to
sta prvi in drugi moment. Prvi moment se izracˇuna po enacˇbi 2.10 in 2.11,
drugi pa po enacˇbah 2.12 in 2.13.
m(t+1)w = β1m
(t)
















V navedenih enacˇbah je m
(t)
w vrednost prvega momenta s pristranskostjo,




momenta s pristranskostjo, vˆw pa vrednost drugega momenta brez pristran-
skosti. Gradient v cˇasovnem intervalu t predstavlja gt. β1 in β2 predstavljata
razpad prvega nivoja in razpad drugega nivoja momenta ter ju lahko spremi-
njamo. Obicˇajna vrednost β1 je 0,9, vrednost β2 je 0,999. Ko sta momenta
izracˇunana, se algoritem premakne v novo tocˇko w(t+1) 2.14. Ucˇni korak α
se obicˇajno nastavi na vrednost 0,001, vrednost  pa na 10−8. [22]
w(t+1) = wt − α mˆt√
vˆt + 
(2.14)
2.5 Algoritem vzvratnega sˇirjenja napake
Nevronske mrezˇe so lahko sestavljene iz enega ali vecˇ slojev nevronov. Prvi
nivo je vhodni, sˇtevilo nevronov v tem nivoju je podano s sˇtevilom vhodnih
atributov. Sˇtevilo izhodnih nevronov v zadnjem, izhodnem nivoju je obicˇajno
enako sˇtevilu razredov. Nevronsko mrezˇo s samo enim nivojem imenujemo
enonivojska nevronska mrezˇa in se uporablja za resˇevanje linearnih klasifi-
kacijskih problemov. Nivoji, ki so med vhodnim in izhodnim nivojem, se
imenujejo skriti nivoji. V praksi se vecˇinoma uporablja med 2 in 10 skritih
nivojev, lahko pa se jih uporablja tudi vecˇ.
Za ucˇenje nevronske mrezˇe potrebujemo definiran model nevronske mrezˇe
z znanimi sloji, njihovimi povezavami, aktivacijskimi funkcijami, sˇtevilom ne-
vronov v vsakem sloju in zacˇetnimi vrednostmi utezˇi. Pripravljena mora biti
tudi mnozˇica vhodnih in izhodnih podatkov, na kateri se bo mrezˇa ucˇila.
Nevronska mrezˇa za vsak vektor vhodnih podatkov izracˇuna izhodno vre-
dnost. Napaka racˇunanja nevronov se dobi s primerjanjem izhodne vre-
dnosti nevronske mrezˇe s pricˇakovanim rezultatom. Algoritem, ki omogocˇa
ucˇenje nevronske mrezˇe, se imenuje algoritem vzvratnega sˇirjenja napake
(ang. Backpropagation algorithm). Z uporabo tega algoritma mrezˇa popra-
vlja vrednosti utezˇi na povezavah med nevroni. Potrebna sprememba posa-
mezne utezˇi se izracˇuna z optimizacijskim algoritmom, ki s funkcijo izgube
izracˇuna napako posameznega nevrona. To se izvaja v obratnem vrstnem
redu kot racˇunanje izhodnih vrednosti v nevronski mrezˇi. [17, 27]
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2.6 Topologije nevronskih mrezˇ
Glede na zgradbo in namembnost nevronskih mrezˇ jih delimo na vecˇ tipov, za
nas pa so pomembne le usmerjene nevronske mrezˇe in konvolucijske nevronske
mrezˇe.
2.6.1 Usmerjene (feedforward) nevronske mrezˇe
Usmerjene nevronske mrezˇe sestavljajo trije osnovni sloji: vhodni sloj, n
skritih slojev in izhodni sloj. Sˇtevilo skritih slojev je katerokoli nenegativno
celo sˇtevilo. V usmerjenih nevronskih mrezˇah so povezave med sloji nevronov
vedno povezane od vhodnega sloja v naslednjega proti izhodnemu. Pogosto se
uporabljajo usmerjene nevronske mrezˇe, kjer je vsak nevron i povezan z vsemi
nevroni v naslednjem sloju. Te mrezˇe se imenujejo polnopovezane usmerjene
nevronske mrezˇe. Primer polnopovezane usmerjene nevronske mrezˇe je na
sliki 2.5.
Slika 2.5: Nevronska mrezˇa z dvema skritima slojema
Glede na sˇtevilo skritih slojev v usmerjenih nevronskih mrezˇah jih locˇimo
na dva tipa. To so globoke in plitve nevronske mrezˇe. Globoke nevronske
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mrezˇe imajo mnogo skritih slojev za razliko od plitvih, ki imajo 1 ali 2 skrita
sloja. Tocˇne definicije o tem, koliko skritih slojev mora mrezˇa imeti, da bo
globoka, ni, ena izmed prvih globokih nevronskih mrezˇ pa je imela 3 skrite
sloje. Z uporabo globljih nevronskih mrezˇ je mozˇno identificirati komple-
ksnejˇse relacije v podatkih in s tem izboljˇsati njihovo tocˇnost. [20, 18]
2.6.2 Konvolucijske nevronske mrezˇe
Pri problemu klasifikacije slik in prepoznavanju vzorcev v njih so bile prepro-
ste nevronske mrezˇe manj ucˇinkovite, zato so se razvile konvolucijske nevron-
ske mrezˇe (CNN). Ta tip nevronskih mrezˇ je drugacˇen od ostalih, poleg slojev
navadnih nevronskih mrezˇ ga namrecˇ sestavljajo sˇe konvolucijski sloji, sloji
zdruzˇevanja in sloji splosˇcˇitve. Na sliki 2.6 je predstavljen primer delovanja
CNN. [28]
Slika 2.6: Konvolucijska nevronska mrezˇa, vir:[3]
Konvolucijski sloji
Konvolucijski sloji so osrednji sloji konvolucijskih nevronskih mrezˇ. Podatki,
ki pridejo do njih, gredo skozi drsecˇe sloje oziroma filtre, kjer se izlusˇcˇijo
pomembne lastnosti, kot so vzorci, robovi ali barve. Filtri so matrike, manjˇsih
dimenzij od vhodnih podatkov, in se pomikajo po vseh koordinatah vhodnega
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prostora. Med pomikanjem filtrov skozi vhodne podatke se za vsako vrednost
izracˇunajo vsote elementov, pomnozˇenih z utezˇmi filtra. [28]
V posameznem konvolucijskem sloju gredo lahko vhodni podatki skozi vecˇ
filtrov, s tem pa se razberejo razlicˇne lastnosti podatkov. Cˇe imamo vhodni
prostor dimenzij N × N , na katerem uporabimo filter w velikosti m × m,
bo dimenzija izhodnega sloja (N −m + 1) × (N −m + 1). Za vsako izmed









Konvolucijski sloji lahko delujejo na eno-, dvo- ali trodimenzionalnih vho-
dnih podatkih. Pri enodimenzionalnih vhodnih podatkih se uporabljajo eno-
dimenzionalni filtri, ki se pomikajo po vhodnem vektorju.
Sloji zdruzˇevanja
Cilj uporabe slojev zdruzˇevanja je zmanjˇsanje dimenzij vhodnih podatkov
in s tem tudi zmanjˇsanje racˇunske ter cˇasovne zahtevnosti modela. Sloji
zdruzˇevanja tako podatke zgostijo in zmanjˇsajo, poskusˇajo pa ohraniti po-
membne lastnosti vhodnih podatkov. Obicˇajno se v konvolucijskih nevron-
skih mrezˇah uporabljajo sloji maksimalnega zdruzˇevanja, velikosti 2× 2. Tej
zmanjˇsajo dimenzijo podatkov na 25% vrednosti, v vsakem oknu podane ve-
likosti pa se ohrani najviˇsja (maksimalna) vrednost. V praksi se med vsakih
nekaj konvolucijskih slojev pojavi sloj zdruzˇevanja. [28]
Sloji zdruzˇevanja so pri enodimenzionalnih podatkih velikosti N , pri dvo-
dimenzionalnih N ×M in pri trodimenzionalnih N ×M ×O.
Splosˇcˇitev
S pomocˇjo konvolucijskih slojev in slojev zdruzˇevanja se iz vhodnih podat-
kov pridobijo oblike, vzorci in ostale lastnosti. Splosˇcˇitev je zakljucˇni korak,
preden gredo podatki iz konvolucijskega dela v polnopovezano mrezˇo. Sloj
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splosˇcˇitve spremeni dimenzije vhodnih podatkov tako, da jih lahko kot vho-
dne sprejme polnopovezan sloj.
Poglavje 3
Podatki
Za analizo smo dobili podatke medicinskih preiskav in postavljenih diagnoz v
datoteki csv (angl. comma seperated values). Podatkovna mnozˇica vsebuje
157096 vrstic (vektorjev) in 337 stolpcev (atributov). Vrstice predstavljajo
posamezne preiskave, stolpci pa tipe preiskav. Vsi podatki so normalizirani in
anonimizirani. Normalizirani so na interval [−1, 1], torej so realne vrednosti
preiskav preslikane tako, da ni nobena vrednost manjˇsa od -1 ali vecˇja od 1.
To, da so podatki anonimizirani, pomeni, da ne vsebujejo nobenih podatkov o
osebah, za katere so bile preiskave narejene, hkrati pa so sˇifrirana tudi imena
tipov preiskav in diagnoz (razredov). V predzadnjem stolpcu so navedene
anonimizirane sˇifre posameznih oddelkov, kjer je bil pacient obravnavan, v
zadnjem stolpcu pa so navedeni tipi postavljenih diagnoz oziroma razredi.
Sˇifre oddelkov smo uporabili le pri imputaciji manjkajocˇih vrednosti z metodo
k-najblizˇjih sosedov. Vseh razredov je 353, pri cˇemer so njihove zastopanosti
zelo neenakomerno porazdeljene.
Najvecˇji problem za klasifikacijo podatkov brez dvoma predstavljajo manj-
kajocˇe vrednosti, saj je le 11.6% vrednosti v mnozˇici atributov znanih. Ker
smo menili, da je napovedna tocˇnost najbolj odvisna od uspesˇnosti razresˇitve
tega problema, smo upravljanju z manjkajocˇimi podatki namenili najvecˇ po-




Grafa 3.1a in 3.1b prikazujeta delezˇe znanih podatkov v primerov in atri-
butov. Iz prvega lahko razberemo, da imajo skoraj vsi primeri do najvecˇ
20% znanih vrednosti, medtem ko primerov z vecˇ kot 30% znanih vrednosti
prakticˇno ni. Krivulja odstotka znanih vrednosti po atributih je drugacˇna.
To pa predvsem zato, ker obstajajo nekateri atributi, ki imajo skoraj vse vre-
dnosti znane, dve tretjini atributov pa imata manj kot 10% znanih vrednosti.
Matrika znanih vrednosti je na sliki 3.2 in je velikosti 157096× 337. Zno-
traj matrike je vsaka znana vrednost prikazana s cˇrno barvo, vsaka neznana
pa z belo. Matrika podatkovne mnozˇice, ki bi imela vse vrednosti znane, bi
bila v celoti cˇrna. V nasˇem primeru so jasno cˇrno obarvani le nekateri stolpci,
ki imajo znanih veliko vrednosti.
(a) Delezˇ znanih podatkov po primerih
(vrsticah)
(b) Delezˇ znanih podatkov po atributih
(stolpcih)
Slika 3.1: Delezˇa znanih podatkov po vrsticah in stolpcih
Dodaten izziv predstavljajo neuravnotezˇeni podatki. Med 353 razredi jih
je 5 najbolj zastopanih v skoraj 30% primerov. (3.3) Z imputacijo, ki se
je izkazala za najboljˇso, smo poskusili sˇe dodatne metode, kako se soocˇiti z
neuravnotezˇenimi podatki.
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Slika 3.2: Matrika znanih vrednosti




4.1 Problem manjkajocˇih podatkov
Pri analizi in pripravi podatkov je zelo pomembna prisotnost manjkajocˇih
podatkov. Razlogov za manjkajocˇe podatke v medicini je mnogo, na pri-
mer smrt pacienta, napake v merilnih napravah, neodgovarjanje na nekatera
vprasˇanja ipd. Podatkovne mnozˇice z manjkajocˇimi podatki predstavljajo
veliko tezˇavo pri strojnem ucˇenju in pri podatkovnem rudarjenju. Navkljub
pogostim podatkovnim mnozˇicam z manjkajocˇimi podatki skoraj vsi algo-
ritmi za strojno ucˇenje pricˇakujejo polne podatke in na manjkajocˇe podat-
kovne mnozˇice niso prilagojeni. To je zato, ker pogosto izvajajo matricˇne ali
podobne operacije na graficˇnih karticah, ki ne sprejemajo praznih vrednosti.
Raziskovalci so tako prisiljeni, da se spoprimejo z manjkajocˇimi podatki
z brisanjem, menjanjem ali imputacijo podatkov.
4.1.1 Tipi manjkajocˇih podatkov
Manjkajocˇe podatke delimo na tri skupine. To so podatki, ki manjkajo popol-
noma nakljucˇno, podatki, ki manjkajo nakljucˇno in nenakljucˇno manjkajocˇi
podatki.
Prva skupina so podatki, ki manjkajo popolnoma nakljucˇno (angl. Mis-
sing completly at random) ali MCAR. Podatki manjkajo popolnoma na-
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kljucˇno takrat, ko je verjetnost, da bo nek podatek manjkajocˇ, neodvisna od
vseh znanih in neznanih vrednosti, kot tudi od vrednosti podatka samega
(enacˇba 4.1). V teh podatkih torej vrednosti manjkajo nakljucˇno, brez pre-
poznavnih vzorcev. V tej skupini manjkajocˇih podatkov se lahko uporabijo
poljubne metode upravljanja s podatki, brez tveganja, da se bo kvaliteta
podatkov mocˇno poslabsˇala.
P (Ymiss|Y,X) = P (Ymiss)⇒ Ymiss ⊥ Y,X (4.1)
Druga skupina so podatki, ki manjkajo nakljucˇno (angl. Missing at ran-
dom) ali MAR. V tej skupini je verjetnost, da bo podatek neznan, odvisna
od znanih vrednosti, ampak ne od vrednosti podatka samega (enacˇba 4.2).
P (Ymiss|Y,X) = P (Ymiss|X)⇒ Ymiss ⊥ Y (4.2)
Zadnja skupina manjkajocˇih podatkov so nenakljucˇno manjkajocˇi podatki
(angl. Not missing at random). Cˇe na verjetnost, da bo podatek manjkal,
vpliva vrednost podatka samega, spada ta podatek med nenakljucˇno manj-
kajocˇe. Delo s tem tipom manjkajocˇih podatkov je zahtevno, saj lahko vsaka
sprememba podatkov poslabsˇa njihovo kvaliteto. Tega tipa so tudi nasˇi po-
datki, saj na to, ali bo podatek manjkal, vpliva njegova lastna vrednost.
[15, 16]
P (Ymiss|Y,X) = P (Ymiss|Y,X)⇒ Ymiss 6⊥⊥ Y,X (4.3)
4.1.2 Upravljanje z manjkajocˇimi podatki
V preteklosti je bilo razvitih vecˇ razlicˇnih nacˇinov, kako se soocˇiti z manj-
kajocˇimi podatkovnimi mnozˇicami. Novejˇsi, boljˇsi pristopi scˇasoma zame-
njajo starejˇse, a ta proces se odvija zelo pocˇasi, zato se sˇe vedno pogosto
uporabljajo starejˇse, slabsˇe metode. Na to, kako se bo upravljalo z manj-
kajocˇimi podatki, vpliva veliko dejavnikov: koliko podatkov imamo, koliksˇen
del podatkov je manjkajocˇ, kaksˇnega tipa so manjkajocˇi podatki,. . . Opisanih
je vecˇ nacˇinov upravljanja z manjkajocˇimi podatki.
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• Ignoriranje in brisanje podatkov: Obstajata dve glavni metodi, kako
odstraniti podatke z manjkajocˇimi vrednostmi. Prva se imenuje analiza
popolnih enot (angl. Complete case analysis) in se uporablja v vecˇini
primerov. Metoda deluje tako, da odstrani vse vektorje, ki vsebujejo
vsaj en podatek neznane vrednosti. Glavna prednost te metode je njena
preprostost, njena slabost pa je izguba informacij. Ta metoda se zato
uporablja na podatkovnih mnozˇicah, ki imajo velik delezˇ vektorjev z
vsemi znanimi vrednostmi.[16, 15]
• Druga metoda, angl. discarding instances and/or attributes, deluje
nekoliko drugacˇe. Pri tej metodi se prepozna vektorje ali atribute
(stolpce), ki imajo veliko manjkajocˇih vrednosti. Nato se oceni, kako
pomembni so z vidika analize. Nepomembne atribute in vektorje se
zavrzˇe, pomembne pa se, tudi cˇe imajo veliko manjkajocˇih podatkov,
obdrzˇi. Ignoriranje in brisanje podatkov je mogocˇe le, ko so manj-
kajocˇi podatki tipa MCAR. Te metode se ne uporablja pri podatkovnih
mnozˇicah, ki imajo velik delezˇ manjkajocˇih podatkov, saj bi zaradi tega
izgubili prevecˇ informacij. [15]
• Dodajanje dodatnih spremenljivk (angl. dummy variable adjustment).
Manjkajocˇe podatke pridobimo z enim izmed nacˇinov imputacije, k vsa-
kemu podatku pa dodamo dodatno spremenljivko, ki oznacˇuje, ali je
bil podatek znan ali ne. Podoben pristop temu nacˇinu je tudi vstavlja-
nje konstantnih vrednosti namesto manjkajocˇih. Le-te so lahko znotraj
ali izven intervala normiranih vrednosti. Navkljub pogosti uporabi teh
algoritmov je dokazano, da poslabsˇajo kvaliteto podatkov. [7]
• Imputacija - je skupina vseh algoritmov, ki zamenjajo nepoznane vre-
dnosti z ocenami. Cilj teh algoritmov je posnemati razmerja med zna-
nimi podatki in tako dolocˇiti vrednosti manjkajocˇih, da bi cˇim manj
pokvarili kvaliteto podatkov. Najbolj osnovni nacˇini imputacije so vsta-
vljanje povprecˇne ali najbolj pogoste vrednosti (angl. mean substitu-
tion, median substitution).
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• Preprosta imputacija. Je najbolj enostaven nacˇin imputacije. Manj-
kajocˇi podatek se zamenja z enim od znanih podatkov. Pogosto se
uporabi kar zadnji znan podatek (angl. last value carried forward).
Taksˇen tip imputacije je zelo povrsˇen, saj podatke vstavimo neodvisno
od znanih podatkov v vektorju.
• Vstavljanje matematicˇnih sredin namesto manjkajocˇih vrednosti vstavi
mediano ali povprecˇno vrednost vseh znanih vrednosti tega atributa.
Ta metoda se uporablja zelo pogosto, saj je hitra in enostavna resˇitev,
vendar pa je pogosto tudi neprimerna. Kot pri preprosti imputaciji je
tudi njena slabost, da je vstavljena vrednost neodvisna od vseh ostalih
znanih vrednosti v vektorju, poleg tega pa se pri vstavljanju vrednosti
gostijo okoli aritmeticˇne sredine ali mediane. Metoda zaradi tega spada
med slabsˇe, njena uporaba pa je smiselna le, ko so manjkajocˇi podatki
tipa MCAR. [15]
• Metoda k-najblizˇjih sosedov. Ta metoda izbere vektorju najblizˇje so-
sede na podlagi racˇunanja medsebojnih razdalj. Najpogosteje se upo-
rablja Evklidska razdalja, ki se izracˇuna po spodnji enacˇbi:





kjer xi predstavlja i-ti element vektorja A, yi pa i-ti element vektorja
B. Razdalja med vektorjema se racˇuna le za elemente, ki so znani pri
obeh vektorjih; da pa se dobi normirana vrednost, se razdalja deli s
sˇtevilom teh elementov (n). V primeru, da sta oba elementa vektorjev
A in B neznana ali pa je neznan vsaj eden izmed njiju, se ta elementa
in njuno razdaljo ignorira.
Uporabljajo se tudi Manhattanska, Jaccardova in druge razdalje. Bolj
kot sta si vektorja podobna, manjˇse so njune medsebojne razdalje. Ko
se za dolocˇen vektor izracˇunajo vse njegove razdalje z ostalimi, se dolocˇi
k sosedov, s katerimi ima cˇim manjˇso medsebojno razdaljo. Nato se
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izracˇuna povprecˇna vrednost spremenljivk k-tih najblizˇjih sosedov. [15,
7, 9]
• MICE (Multivatiate imputation by chained equations) Metoda MICE
predpostavlja, da so manjkajocˇe vrednosti nakljucˇno manjkajocˇe (MAR),
kar pomeni, da je verjetnost, da bo podatek manjkajocˇ, odvisna zgolj
od znanih vrednosti. Metoda sprva s preprosto imputacijo ali vsta-
vljanjem matematicˇnih sredin manjkajocˇim podatkom dodeli zacˇasne
vrednosti. Nato se vsako od zacˇasnih vrednosti pretvori nazaj v manj-
kajocˇo. Manjkajocˇe vrednosti ponovno izracˇuna glede na porazdelitve
ostalih vrednosti v trenutnem atributu. Tako vse manjkajocˇe podatke
ponovno izracˇuna in jim zapiˇse vrednosti. Celoten zgornji postopek
predstavlja eno iteracijo delovanja metode MICE. Na koncu vsake ope-
racije so manjkajocˇe vrednosti zamenjane s predvidenimi, ki predsta-
vljajo odnose v podatkih. Iteracije se lahko vecˇkrat ponovijo, pri cˇemer
so manjkajocˇe vrednosti posodobljene po vsaki iteraciji. Vecˇinoma se v
raziskavah uporablja deset iteracij, cˇeprav je optimalno sˇtevilo za vsako
podatkovno mnozˇico razlicˇno. [8]
4.2 Neuravnotezˇenost podatkov
Cˇe zˇelimo da se algoritem strojnega ucˇenja prilagodi vsem razredom enako,
se morajo v podatkovni mnozˇici priblizˇno enako pogosto pojavljati. Toda v
praksi imajo podatkovne mnozˇice neenakomerno porazdeljene razrede. Zelo
jasen primer tega so medicinski podatki, kjer so redke bolezni manj zasto-
pane v raziskavah kot druge. Podatki, kjer so nekateri razredi bolj zastopani
kot drugi predstavljajo izzive pri strojnem ucˇenju, saj se algoritmi bolj pri-
lagodijo vecˇinskim razredom. Prav tako so po navadi manjˇsinski razredi
bolj pomembni za podatkovno rudarjenje, saj zaradi svoje redkosti nosijo
pomembne in uporabne informacije. [23] Na sliki 4.1 je prikazan nabor ne-
uravnotezˇenih podatkov. Ker je prvi razred bolj pogost, se bo algoritem
strojnega ucˇenja bolj prilagodil njemu.
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Slika 4.1: Neuravnotezˇeni podatki
Pristope k ucˇenju iz neuravnotezˇenih podatkov bi lahko locˇili na tri glavne
sklope:
• Metode na nivoju podatkov (angl. Data-level methods), ki spreme-
nijo mnozˇico podatkov, tako da so razredi enakomerno razporejeni
za strojno ucˇenje. Na ta nacˇin pristopi dodajajo in briˇsejo podatke.
Najbolj uporaben nacˇin je generiranje (podvojevanje) novih primerov
manjˇsinskih razredov (angl. oversampling). Nasprotno od njega deluje
zmanjˇsevanje sˇtevila podatkov (angl. Undersampling) pristop, ki briˇse
primere vecˇinskih razredov.
• Metode na nivoju algoritmov (angl. Algorithm-level methods), ki di-
rektno vplivajo na algoritem strojnega ucˇenja, da le-ta posveti vecˇ po-
zornosti manjˇsinskim razredom in zanemari vecˇinske. Za uporabo teh
metod je potrebno poglobljeno znanje delovanja algoritmov strojnega
ucˇenja.
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• Hibridne metode (angl. Hybrid methods), ki zdruzˇujejo prednosti zgor-
njih dveh algoritmov. Ker je razvoj takih metod zahteven, se zelo redko
uporabljajo.
4.2.1 Metode na nivoju podatkov
Od vseh treh zgoraj navedenih nacˇinov, je najlazˇji nacˇin spreminjanja po-
datkovne mozˇice (Data-level methods).
Zmanjˇsevanje sˇtevila podatkov
Zmanjˇsevanje podatkovne mnozˇice (angl. undersampling) je nacˇin, ki zmanjˇsa
sˇtevilo instanc vecˇinskih razredov do te mere, da so vsi razredi enako zasto-
pani.
Povecˇevanje sˇtevila podatkov
Povecˇevanje podatkovne mnozˇice (angl.oversampling) deluje tako, da pod-
vaja instance manjˇsinskih razredov, dokler niso razredi enako zastopani. Ker
ta pristop ne briˇse podatkov in s tem ne izgubi nobene informacije, se pogo-
steje uporablja.
Hibridna metoda
Hibridna metoda uporabi tako povecˇevanje sˇtevila instanc manjˇsinskih razre-
dov, kot tudi zmanjˇsevanje instanc sˇtevila vecˇinskih razredov. Na ta nacˇin
ostane sˇtevilo instanc v podatkovni mnozˇici priblizˇno enako. Na sliki 4.2 je
prikazano delovanje vseh treh metod nad neuravnotezˇenimi podatki. [34]
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Ko smo podatke prebrali, smo jih locˇili na dva dela. Prvi del je vseboval
atribute, drugi pa razrede. Nato smo razrede spremenili s kodiranjem ena
naenkrat (angl. one hot encoding). To kodiranje za vsako vrednost priredi
vektor, cˇigar dolzˇina je enaka sˇtevilu vseh razlicˇnih razredov. Vektor ima po-
zitivno le tisto vrednost, ki predstavlja ’indeks’ razreda, ki jo je imel primer,
vse ostale vrednosti so nastavljene na 0.
Atribute smo predprocesirali na vecˇ nacˇinov. Med nacˇine predprocesira-
nja spada tudi normaliziranje vrednosti atributov na dolocˇen interval, bri-
sanje praznih atributov ali brisanje atributov, pri katerih so vse vrednosti
enake. Normaliziranja nismo uporabili, saj so podatki zˇe bili na intervalu
med -1 in 1, prazne atribute in atribute, kjer so vse vrednosti enake, pa
smo izbrisali. Atributa, kjer so bile vse vrednosti manjkajocˇe, sta bila dva,
atributi, kjer so bile vse vrednosti enake, pa so bili sˇtirje.
5.2 Obravnava manjkajocˇih podatkov
• Vstavljanje konstantnih vrednosti: Namesto manjkajocˇe vrednosti smo
vstavili konstantno vrednost 0.
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• Vstavljanje povprecˇnih vrednosti: Namesto manjkajocˇe vrednosti smo
vstavili povprecˇje vseh znanih vrednosti dolocˇenega atributa.
• Vstavljanje mediane: Namesto manjkajocˇe vrednosti smo vstavili vre-
dnosti mediane posameznih atributov.
• Metoda k-najblizˇjih sosedov: Podatkovno mnozˇico smo locˇili glede na
sˇifre oddelkov, kjer so raziskave potekale, nato pa smo po skupinah za
vsako vrstico nasˇli k-najblizˇjih vrstic. Namen locˇevanja po oddelkih
je bil zmanjˇsanje cˇasovne in prostorske zahtevnosti te metode. Vre-
dnost k smo nastavili na 10. Neznane podatke v vrsticah vrstice smo
imputirali z vstavljanjem povprecˇja znanih podatkov najblizˇjih vrstic.
Cˇe je dolocˇen podatek manjkal v vseh vrsticah najblizˇjih sosedov, smo
vstavili konstantno vrednost 0.
• Metoda MICE: Manjkajocˇe vrednosti smo imputirali s pomocˇjo algo-
ritma MICE. Uporabili smo 30 iteracij, kar je na nasˇih podatkih trajalo
8 ur. Sˇtevilo iteracij bi bilo lahko vecˇje, a smo ga omejili zaradi cˇasovne
zahtevnosti.
Testna metodologija, ki se je obnesla najbolje, je bila uporabljena tudi
za preverjanje pristopov razresˇevanja neuravnotezˇenih podatkov. Napovedno
tocˇnost smo preverili s 5-kratnimm precˇnim preverjanjem. Ta razdeli podatke
na 5 enako velikih delov, nato pa enega od delov dolocˇi za testiranje. Na
ostalih ucˇnih mnozˇicah podatkov se nevronske mrezˇe ucˇijo, na testni pa se
preveri klasifikacijska tocˇnost. Postopek se izvede K-krat, dokler niso bili vsi
deli tudi testne mnozˇice. Ker smo uporabljali poravnano precˇno preverjanje
(angl. Stratified K-fold), so se tudi razredi priblizˇno enako porazdelili, kot
so porazdeljeni v celotni mnozˇici podatkov.
5.3 Izgradnja modela
Za izgradnjo in delo z nevronskimi mrezˇami smo uporabili orodje Keras [11].
Keras je orodje napisano v Pythonu, ki ponuja enostavno delo z razlicˇnimi
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tipi nevronskih mrezˇ. V zaledju lahko izbiramo med knjizˇnicami TensorFlow
[4], CNTK [31] ali Theano. Z orodjem Keras lahko nevronske mrezˇe ucˇimo
in uporabljamo s pomocˇjo CPU-ja ali GPU-ja. Izbrali smo knjizˇnico Tensor-
Flow, ki jo je razvila ekipa Google Brain [4]. Zgradili smo globoke nevronske
mrezˇe in konvolucijske nevronske mrezˇe, ki so bile sestavljene iz razlicˇnih
slojev.
Slika 5.1: Koda potrebna za izgradnjo in ucˇenje modela
Prikaz uporabe kode je na sliki 5.1, kjer na zacˇetku ustvarimo nov model
nevronske mrezˇe, dodamo vhodni, polnopovezan sloj, kateremu dolocˇimo iz-
hodne kot tudi vhodne dimenzije. Za tem slojem dodamo aktivacijski sloj z
aktivacijo LeakyReLU. Z zanko dodamo n-skritih slojev, za vsakim dolocˇimo
aktivacijo in delezˇ izpadlih nevronov. Ustvarimo sˇe izhodni sloj, ki ima enake
izhodne dimenzije kot rezultati. Modelu na koncu definiramo funkcijo izgube
in optimizacijski algoritem preden zacˇnemo z ucˇenjem.
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5.3.1 Polnopovezan sloj (dense)
To je najbolj obicˇajen sloj nevronske mrezˇe. Ob klicu lahko dodamo vecˇ argu-
mentov, med katerimi so najbolj pomembni units, activation in input shape.
• input shape - je pozitivno sˇtevilo, ki predstavlja dimenzijo vhodnega
prostora. Obicˇajno je ta argument naveden le v prvem polnopoveza-
nem sloju. V naslednjih slojih ta argument ni potreben, saj mrezˇa
pricˇakuje, da bo dimenzija vhodnega prostora dolocˇenega sloja enaka
izhodni dimenziji prejˇsnjega sloja.
• units - je pozitivno sˇtevilo, ki predstavlja dimenzijo izhodnega prostora.
• activation - je vrsta aktivacijske funkcije. Tu lahko navedemo zgolj
osnovne vrste aktivacijskih funkcij (ReLU, tanh), ostale pa moramo
dodati kot locˇen sloj.
5.3.2 Izpadni sloj (dropout)
Uporaba plasti dropout poskrbi, da ni prekomernega prilagajanja (angl. over-
fitting) modela ucˇnim podatkom. Dropout nakljucˇno izkljucˇi delezˇ nevronov
v sloju, tako da se njihove vrednosti ne prenesejo v naslednji sloj. Sloj dro-
pout se lahko uporablja za vsakim polnopovezanim slojem. Ob klicu lahko
dodamo argument rate, ki na intervalu med 0 in 1 pove, koliksˇen delezˇ ne-
vronov bo izpusˇcˇen.
5.3.3 Aktivizacijski sloj (activation)
Cˇe v dense sloju ni definirana vrsta aktivacijske funkcije, ali pa le-ta ni med
enostavnimi (na primer LeakyReLU), se lahko aktivacijsko funkcijo definira v
sloju Activation. Activation sprejme le en argument, in to je tip aktivacijske
funkcije.
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5.3.4 Sloj enodimenzionalne konvolucije (Conv1D)
Je glavni sloj enodimenzionalnih konvolucijskih nevronskih mrezˇ. Ob klicu
sprejme vecˇ argumentov, med pomembnejˇsimi pa sta filters in kernel size.
Filters je sˇtevilo izhodnih filtrov tega sloja, kernel size pa dolocˇi dimenzije
konvolucijskih filtrov.
5.3.5 Sloj enodimenzionalnega zdruzˇevanja (MaxPoo-
ling1D)
Cilj sloja zdruzˇevanja je, da podatke zgosti in s tem pospesˇi procesiranje po-
datkov. MaxPooling uporablja maksimalno zdruzˇevanje podatkov, zahteva
pa argument pool size, ki definira velikost zdruzˇevalnega okna. Vecˇja ko je
velikost zdruzˇevalnega okna, manjˇse bodo izhodne dimenzije sloja.
5.3.6 Sloj splosˇcˇitve (flatten)
Ta sloj spremeni obliko podatkov, tako da jih lahko sprejme sloj dense.
5.4 Merjenje uspesˇnosti modelov
Uspesˇnosti delovanja dvorazrednih klasifikacijskih problemov se obicˇajno pri-
kazujejo z matriko napak (angl. confusion matrix). Ta prikazuje, koliko in ka-
teri razredi so bili pravilno ali napacˇno napovedani glede na pravilen razred.
Dvorazredna matrika napak vsebuje sˇtiri polja. To so pravilno razvrsˇcˇeni
pozitivni primeri (angl. true positive) ali TP, napacˇno razvrsˇcˇeni pozitivni
primeri (angl. false negative) ali FN, napacˇno razvrsˇcˇeni negativni primeri
(angl. false positive) ali FP in pravilno razvrsˇcˇeni negativni primeri (angl.
true negative) ali TN. [13, 29]
Tocˇnost (angl. accuracy) je mera, ki predstavlja razmerje med sˇtevilom




TP + FP + FN + TN
(5.1)
V primeru, ko opazujemo vecˇ kot dva razreda (v nasˇem primeru 353), je
smiselno opazovati tudi priklic in preciznost za vsak razred.
Preciznost (angl. precision) ali natancˇnost predstavlja razmerje med






Priklic (angl. recall) predstavlja razmerje med sˇtevilom pravilno razvrsˇcˇenih





Funkcija F, ki predstavlja povprecˇno mero preklica in natancˇnosti, se
izracˇuna po formuli 5.4
F1 = 2 ∗ preciznost ∗ priklic
preciznost+ priklic
(5.4)
Ker je v nasˇi podatkovni mnozˇici 353 razredov in bi zato konvergencˇna ma-
trika bila velikosti 353× 353, bi jo bilo nesmiselno prikazati.
Za merjenje uspesˇnosti zgrajenega modela smo mu izmerili tocˇnost, kar
predstavlja utezˇen priklic, utezˇeno natancˇnost in funkcijo F1. Utezˇena priklic
in natancˇnost predstavljata povprecˇno vrednost priklica oziroma natancˇnosti
vseh primerov testne mnozˇice.
5.5 Izbrane topologije in arhitekture nevron-
skih mrezˇ
Zgradili smo dva tipa nevronskih mrezˇ. Prva je bil globoka polnopovezana
nevronska mrezˇa, druga pa konvolucijska nevronska mrezˇa. Ker sˇtevilo ne-
vronov v skritih slojih ni nikjer tocˇno dolocˇeno oziroma ni podane enacˇbe,
ki bi veljala za vse podatke, smo se drzˇali treh priporocˇil. [1]
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• Sˇtevilo nevronov v skriti plasti naj bi bilo na intervalu med dolzˇinama
vhodnih in izhodnih vektorjev.
• Sˇtevilo nevronov v skriti plasti naj bi bilo enako 2/3 velikosti sesˇtevka
velikosti vhodnih in izhodnih vektorjev.
• Sˇtevilo nevronov v skriti plasti naj bi bilo manj kot dvakrat vecˇje od
velikosti vhodnega vektorja.
V polnopovezani nevronski mrezˇi smo preverjali uspesˇnost mrezˇ, ki imajo
med 2 in 20 skritih slojev, v konvolucijski nevronski mrezˇi pa med 2 in 15
konvolucijskih slojev ter 3 polnopovezane sloje. Ker konvolucijske nevronske
mrezˇe prepoznavajo vzorce med vhodnimi podatki, ki so si lokalno blizu, je
bilo pomembno, da so atributi pred ucˇenjem modela urejeni po podobnosti.
V nasˇi podatkovni mnozˇici preurejanje vrstnega reda atributov ni bilo po-
trebno, saj so atributi zˇe urejeni po oddelkih. Vhodne vrstice so v mrezˇo
priˇsle v obliki enodimenzionalnih vektorjev, nad katerimi sta se nato izvajala
konvolucija in zdruzˇevanje. Spodaj je podana slika modela globoke nevronske
mrezˇe 5.2.
5.5.1 Preprecˇevanje prekomernega prileganja
Do prekomernega prileganja (angl. overfitting) pride, ko se model prevecˇ
prilagodi podatkom iz ucˇne mnozˇice. S tem dosezˇe zelo visoko vrednost
klasifikacijske tocˇnosti na ucˇni mnozˇici, a nizko tocˇnost na testni mnozˇici.
Za preprecˇevanje prileganja smo uporabili sloje dropout in funkcijo ke-
ras.callbacks.EarlyStopping().
• Dropout: Sloji dropout izkljucˇijo nakljucˇne nevrone v posameznih slo-
jih. S tem dosezˇejo, da se model tezˇje prilega ucˇnim podatkom. Obicˇajno
je delezˇ izpadnih nevronov med 20% in 50%, mi smo izbrali delezˇ 25%.
• EarlyStopping: Funkcija deluje tako, da ustavi ucˇenje po tem, ko je re-
zultat opazovanega parametra k-krat zapored slabsˇi od najboljˇsega. Cˇe
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Slika 5.2: Slika modela globoke nevronske mrezˇe
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je opazovani parameter funkcija izgube na testnih podatkih, parameter
k pa je enak 5, se bo ucˇenje modela ustavilo, ko bo rezultat funkcije
izgube 5-krat zapored slabsˇi od najboljˇsega.
5.5.2 Parametri
Skupni parametri, ki smo jih uporabili pri izgradnji modelov nevronskih
mrezˇ:
• delezˇ dropout nevronov: 25%,
• aktivacijska funkcija skritih plasti: LeakyReLU,
• aktivacijska funkcija izhodne plasti: Sigmoid,
• sˇtevilo nevronov v skritih slojih: 300,
• optimizacijski algoritem: ADAM,
• funkcija izgube: kategoricˇna krizˇna entropija,
• sˇtevilo filtrov v konvolucijskem sloju: 128,
sˇtevilo filtrov v konvolucijskih slojih ni tocˇno dolocˇeno, pomembno pa
je, da sˇtevilo ni preveliko ali premalo. Cˇe je sˇtevilo filtrov preveliko, je
ucˇenje nevronske mrezˇe cˇasovno bolj potratno, cˇe pa jih je premalo ob-
staja verjetnost, da v podatkih ne bodo razbrali pomembnih lastnosti.
• dimenzije filtrov: Ker so bili vhodni podatki enodimenzionalni, smo
uporabljali tudi enodimenzionalne filtre. Dolzˇino filtrov smo nastavili
na 3;
• velikost sloja enodimenzionalnega zdruzˇevanja: 2,
• sˇtevilo iteracij ucˇenja: se je spreminjalo, saj smo uporabili funkcijo ke-
ras.callbacks.Earlystopping(). Vrednost k smo nastavili na 5, opazovan
parameter pa je bil rezultat funkcije izgube na testni mnozˇici. Sˇtevilo
iteracij se je gibalo med 25 ter 60, njihovo najvecˇje sˇtevilo pa je bilo
omejeno na 100.
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5.6 Pristop k neuravnotezˇenim podatkom
Za delo z neuravnotezˇenimi podatki smo uporabili pythonovo knjizˇnico ’im-
blearn’ [2], ki omogocˇa zmanjˇsevanje oziroma povecˇanje sˇtevila podatkov in
hibridne metode.
Namen uravnotezˇenja podatkov je bil naucˇiti model z vecˇjim poudarkom
na manj pogostih razredih. Pricˇakovali smo, da bo napovedna tocˇnost nizˇja




Rezultati so razdeljeni na pet delov. Prva tri analizirajo rezultate globokih
in konvolucijskih nevronskih mrezˇ, cˇetrto je namenjeno upravljanju s neurav-
notezˇenimi podatki, peto pa komentira ucˇenje in uporabo nevronskih mrezˇ
na GPE ter CPE.
Vsi rezultati diplomskega dela so bili pridobljeni na racˇunalniku s proce-
sorjem AMD Ryzen 5 2600X hexa-core z 3.6GHz, graficˇno kartico GeForce
GTX 1060 6GB in 8GB RAM. Operacijski sistem racˇunalnika je bil Windows
10.
6.1 Globoka nevronska mrezˇa
Za vsako od uporabljenih imputacij smo zgradili vecˇ modelov globokih ne-
vronskih mrezˇ. Zgrajene mrezˇe so imele med 2 in 20 skritih slojev, med
katerimi smo primerjali tocˇnost, preciznost in funkcijo F1 za posamezne im-
putacije (6.1a - 6.1e), nato pa tocˇnosti vseh imputacijskih metod (6.1f).
Najviˇsjo tocˇnost je dosegla imputacija k-najblizˇjih sosedov pri nevronski
mrezˇi s sˇtirimi skritimi sloji. Tocˇnost modela te mrezˇe je znasˇala 45.7%,
njegova povprecˇna natancˇnost 40% in funkcija F1 33%. Prav vsi modeli, ki
so imeli vhodne podatke imputirane z metodo k-najblizˇjih sosedov, so dosegli
vecˇjo tocˇnost kot modeli drugih imputacij.
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Glede na tip imputacije so si najboljˇse dosezˇene tocˇnosti globokih nevron-
skih mrezˇ sledile v naslednjem vrstnem redu: k-najblizˇjih sosedov, vstavlja-
nje povprecˇnih vrednosti, vstavljanje konstantnih vrednosti, metoda MICE
in kot najslabsˇa vstavljanje vrednosti mediane. Posamezni rezultati za vsako
od njih so prikazani v tabeli 6.1.
6.2 Konvolucijska nevronska mrezˇa
Tako kot pri globoki nevronski mrezˇi smo za vsako izmed uporabljenih im-
putacij zgradili model konvolucijske nevronske mrezˇe. Vse konvolucijske ne-
vronske mrezˇe so imele 3 skrite sloje, razlikovale pa so se v sˇtevilu konvolu-
cijskih slojev. Sˇtevila le teh so bila med 1 in 14. Grafi tocˇnosti, natancˇnosti
in funkcije F1 so prikazani na slikah 6.2a - 6.2e, kjer je tudi graf vseh tocˇnosti
(6.2f).
Najviˇsjo tocˇnost je tudi tu dosegla mrezˇa, katere podatki so bili imputi-
rani z metodo k-najblizˇjih sosedov in je vkljucˇevala dva konvolucijska sloja.
Napovedna tocˇnost tega modela je bila 43%, njena natancˇnost in vrednost
funkcije F1 pa sta bili 37%.
Glede na najboljˇse tocˇnosti posamezne imputacije si od najboljˇsega do
najslabsˇega sledijo v naslednjem vrstnem redu: k-najblizˇjih sosedov, MICE,
konstantne vrednosti, povprecˇne vrednosti in vrednosti mediane.
6.3 Primerjava topologij mrezˇ
Spodaj je podana tabela najboljˇsih rezultatov posameznih imputacij s po-
datki o vrsti modela in njegovo tocˇnostjo. Pri obeh mrezˇah je najboljˇse rezul-
tate proizvedla imputacija k-najblizˇjih sosedov in najslabsˇe vstavljanje vre-
dnosti mediane. Tocˇnost najboljˇsih mrezˇ se je gibala med 37% in 45,7%. Iz
tabele 6.1 je razvidno, da je globoka nevronska mrezˇa dosegala boljˇse tocˇnosti
modelov v primerjavi z konvolucijsko nevronsko mrezˇo. Temu je tako, ker
so nasˇi podatki neslikovni, lokalna blizˇina podatkov pa pri njih ni tako po-
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Slika 6.1: Grafi rezultatov globokih nevronskih mrezˇ
(a) Imputacija fiksnih vrednosti (b) Imputacija povprecˇnih vrednosti
(c) Imputacija vrednosti mediane (d) Imputacija k-najblizˇjih sosedov
(e) Imputacija MICE (f) Tocˇnosti vseh imputacij
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Slika 6.2: Grafi rezultatov konvolucijskih nevronskih mrezˇ
(a) Imputacija fiksnih vrednosti (b) Imputacija povprecˇnih vrednosti
(c) Imputacija vrednosti mediane (d) Imputacija k-najblizˇjih sosedov
(e) Imputacija MICE (f) Tocˇnosti posameznih imputacij
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membna. Uporaba konvolucije in slojev zdruzˇevanja zato ni ucˇinkovita.
Vseeno sta se obe topologiji izkazali za priblizˇno enako dobri, njuna
tocˇnost je primerljiva s tocˇnostjo, ki jo dosezˇe algoritem ekstremnega gradi-
entnega dviga (XGBoost). XGBoost dosezˇe napovedno tocˇnost 44%, deluje
pa lahko brez imputacije, saj zna sam obravnavati manjkajocˇe podatke.
Tabela 6.1: Tabela najboljˇsih rezultatov posameznih imputacij urejena od
najbolj do najmanj tocˇne
sˇt. topologija imputacija tocˇnost (v odstotkih)
1. globoka k-najblizˇjih 45,7
2. konvolucija k-najblizˇjih 43,9
3. konvolucija MICE 40,6
4. globoka povprecˇne vrednosti 40,6
5. globoka fiksne vrednosti 40,5
6. globoka MICE 39,4
7. konvolucija fiksne vrednosti 39,3
8. konvolucija povprecˇne vrednosti 39,2
9. globoka mediana 38,5
10. konvolucija mediana 37,0
6.4 Rezultati upravljanja z neuravnotezˇenimi
podatki
Za upravljanje z manjkajocˇimi podatki smo izbrali globoko nevronsko mrezˇo s
sˇtirimi skritimi sloji, njeni podatki pa so bili imputirani z metodo k-najblizˇjih
sosedov. Odlocˇili smo se, da zmanjˇsamo sˇtevilo podatkov, saj bi s povecˇanjem
dobili preveliko mnozˇico. Najbolj pogost razred se namrecˇ pojavi v 13214
vrsticah in cˇe bi zˇeleli pogostost vseh razredov povecˇati na enako sˇtevilo, bi
sˇtevilo vrstic narastlo na vecˇ milijonov.
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Sˇtevilo podatkov v ucˇni mnozˇici smo zmanjˇsali do te mere, da so imeli naj-
bolj pogosti razredi najvecˇ 1000 pojavitev v mnozˇici. Velikost ucˇne mnozˇice
se je s tem zmanjˇsala za polovico. Z zmanjˇsanjem ponovitev najpogostejˇsih
razredov smo dosegli, da je delezˇ redkejˇsih razredov v novi podatkovni mnozˇici
relativno vecˇji.
Zgrajen model je dosegel tocˇnost 32%, njegova utezˇena preciznost je bila
28%, funkcija F1 pa 26%. Cˇeprav so navedeni rezultati veliko slabsˇi od
tistih, ki so bili dosezˇeni brez zmanjˇsevanja sˇtevila podatkov, se je povecˇala
obcˇutljivost modela na tiste razrede, ki jih je v zacˇetnem naboru manj.
Model brez upravljanja z neuravnotezˇenimi podatki je 100 najmanj zasto-
panih razredov napovedal v 3% primerov, model, ki pa je uporabil zmanjˇsano
sˇtevilo vecˇinskih razredov, je 100 najmanj zastopanih razredov napovedal v
12% primerov.
Metode za upravljanje z neuravnotezˇenimi podatki so dosegle slabsˇe re-
zultate tocˇnosti, preciznosti in funkcije F1, a so bolje napovedovale manj
zastopane razrede. Njihova uporaba bi bila smiselna, cˇe bi bil nasˇ cilj odkri-
vanje manj pogostih oz. redkih bolezni.
6.5 Analiza delovanja GPE in CPE
Ucˇenje nevronskih mrezˇ je potekalo na graficˇni kartici, saj je ucˇenje na pro-
cesorju izrazito pocˇasnejˇse. Ucˇenje posameznega modela globoke nevronske
mrezˇe na procesorju traja vsaj 3-krat dlje od ucˇenja na graficˇni kartici. Pov-
precˇen cˇas ucˇenja modela globoke nevronske mrezˇe je znasˇal 316 sekund (5
minut in 16 sekund), celoten cˇas izgradnje mrezˇ za eno imputacijo pa je
znasˇal vecˇ kot 8 ur. Razlog za to je, da smo uporabili 19 razlicˇnih globin in
5-kratno precˇno preverjanje za vsako globino. Povprecˇen cˇas ucˇenja modela
konvolucijske nevronske mrezˇe je znasˇal 11 minut in 33 sekund, celoten cˇas
ene imputacije pa je znasˇal 13 ur in pol.
Za napovedovanje enega primera podatkov lahko uporabimo graficˇno kar-
tico ali procesor. Pri modelu nevronske mrezˇe s sˇtirimi skritimi sloji je pro-
Diplomska naloga 45
cesor za napovedovanje primera porabil 0,08 s, graficˇna kartica pa 0,34 s.
Hitrost napovedi je pri obeh hitrejˇsa od XGBoosta, ki za napoved potrebuje
0,5 s.
V primeru napovedovanja vecˇjih skupin primerov pa se graficˇna kartica
ponovno izkazˇe za ucˇinkovitejˇso. Pri napovedi 50000 primerov namrecˇ pro-
cesor porabi 3,12 s, graficˇna kartica pa 1,48 s.
Cˇeprav se za napovedovanje vecˇjih skupin primerov graficˇna kartica izkazˇe
za ucˇinkovitejˇso, pa v praksi obicˇajno potrebujemo napoved za posamezne




V diplomskem delu smo uporabljali globoke nevronske mrezˇe za ucˇenje iz po-
datkov medicinskih preiskav in napovedovanje diagnoz posameznih primerov.
Raziskali in preverili smo tocˇnost globokih nevronskih mrezˇ na medicinskih
podatkih, ki so imeli velik delezˇ manjkajocˇih vrednosti ter so bili neurav-
notezˇeni. Uporabili smo razlicˇne topologije in razlicˇne globine nevronskih
mrezˇ kot tudi mnoge nacˇine imputacij. Pri topologiji, ki se je izkazala naj-
bolje, smo preverili in komentirali sˇe implementacijo metode za upravljanje z
neuravnotezˇenimi podatki ter njene rezultate. Na koncu smo analizirali tudi
ucˇenje in uporabo nevronskih mrezˇ na graficˇni kartici ter procesorju.
Med topologijami smo izbrali globoko polnopovezano usmerjeno nevron-
sko mrezˇo in konvolucijsko nevronsko mrezˇo. Za boljˇso se je izkazala prva,
razlog za to pa je dejstvo, da so podatki neslikovni in je uporaba konvo-
lucije za njih manj smiselna. Opazili smo tudi, da napovedna tocˇnost s
povecˇevanjem skritih ali konvolucijskih slojev pada. Razlogov za to je lahko
vecˇ, eden od njih je ta, da podatki niso zelo kompleksni in se lahko njihove
medsebojne relacije identificira brez vecˇ dodatnih slojev.
V strojnem ucˇenju je pomembno, da imamo dovolj velik in poln nabor
podatkov. V primeru, da imajo podatki razlicˇne razpone vrednosti, jih je
potrebno normalizirati na skupni interval. Cˇe uporabljamo algoritem, ki
pricˇakuje poln nabor podatkov, mi pa imamo v podatkovni mnozˇici manj-
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kajocˇe podatke, je smiselno ugotoviti, kaksˇnega tipa so in jih temu ustrezno
predprocesirati. Primere z manjkajocˇimi podatki lahko izbriˇsemo, vstavimo
fiksne vrednosti ali pa izberemo nacˇin imputacije podatkov.
Cˇe se posvetimo problemu neuravnotezˇenih podatkov, lahko pricˇakujemo,
da bo tocˇnost na testni mnozˇici mocˇno padla. Kljub temu so metode upo-
rabne v primeru, da je nasˇ cilj povecˇati obcˇutljivost modela na redkejˇse ali
bolj pomembne razrede in s tem povecˇati priklic le-teh.
Za ucˇenje nevronskih mrezˇ je pomembno, da ga izvajamo na graficˇni
kartici, ki je od procesorja veliko hitrejˇsa pri ucˇenju. Procesor je pri ucˇenju
slabsˇi, a je hitrejˇsi pri uporabi in napovedovanju posameznih razredov.
Pokazali smo, da se globoke nevronske mrezˇe lahko primerjajo z drugimi
algoritmi strojnega ucˇenja. V primerjavi z XGBoostom so na medicinskih po-
datkih dosegle podobne tocˇnosti, cˇas izgradnje modela je bil hitrejˇsi, porabil
pa je tudi manj pomnilnika.
Najpomembnejˇsa slabost globokih nevronskih mrezˇ je ta, da za delovanje
potrebujejo polne podatke. Medicinske podatkovne mnozˇice obicˇajno vse-
bujejo neznane vrednosti, saj vseh preiskav ne opravljajo pri vseh pacientih,
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