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The magnitude and variability of Earth’s biodiversity have puzzled scientists ever since paleon-
tologic fossil databases became available. We identify and study a model of interdependent species
where both endogenous and exogenous impacts determine the nonstationary extinction dynamics.
The framework provides an explanation for the qualitative difference of marine and continental
biodiversity growth. In particular, the stagnation of marine biodiversity may result from a global
transition from an imbalanced to a balanced state of the species dependency network. The predic-
tions of our framework are in agreement with paleontologic databases.
Biodiversity has expanded from few species at the be-
ginning of the Phanerozoic (541 Ma ago) to some mil-
lion species today. Large collections of fossils have enor-
mously increased our understanding of the history of
Earth’s biodiversity. The underlying processes govern-
ing this diversification are, however, poorly understood
and a compelling interpretation of the fossil data remains
challenging [1]. Whereas it is commonly accepted that
continental biodiversity exhibited exponential growth [2–
6], the growth dynamics of marine life, albeit documented
in substantially larger detail, has been controversially de-
bated.
Pioneering work on both the Fossil Record 2 [7] and
Sepkoski’s compendium [8] suggested that after a first
increase the total diversity remained fluctuating around
a constant level for roughly 200 million years and sud-
denly continued to increase [9, 10]. The constant level
has traditionally been associated with the equilibrium of
a logistic growth. In particular, Sepkoski identified three
evolutionary faunas and modeled their diversity by three
coupled logistic equations with model parameters fitted
to the fossil data [11, 12]. This model explains the emer-
gence of a biodiversity equilibrium together with a sub-
sequent increase. A model combining exogenous impacts
and logistic growth has been suggested by Courtillot and
Gaudemer [13]. Their model is based on four time seg-
ments separated by three mass extinctions, where each
segment is described by a logistic growth process with an
individual equilibrium level. More recently, an analysis
that identifies and overcomes the sampling bias in previ-
ous fossil data analyses suggests that the increase in bio-
diversity after the 200 million years period of stagnation
may be a mere artifact [14], and simple logistic growth
with fluctuations around a single equilibrium level a suf-
ficient model (see Supplementary Fig. S1).
These models are based on the assumption that new
species establish and remain in presence only if they suc-
cessfully compete for space or resources. Therefore the
diversity at large scales approaches an equilibrium as a
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Figure 1: Sketch of the model. The species in purple (crosses)
become extinct at level 1 by exogenous causes and at higher
levels due to their dependence on species at lower levels. The
species in green(gray) originate from existing species (arrows).
result of a global logistic growth process. Empirical evi-
dence for this hypothesis has been found in the fossil data
[1, 15], in particular the observation that the extinction
and origination rates are dependent on the relative num-
ber of species [16].
The causes for equilibria in the diversity of marine life
have been discussed controversially. The equilibria might
be the result of an expanding diversity punctuated by
extinction events [17], or an artifact of the subsumption
of species in higher taxonomic groups [18]. Exponential
growth may display an equilibrium due to an overcom-
pensating correction of sampling bias [5]. In contrast,
recent studies strongly support the exponential hypoth-
esis for continental biodiversity [3–6] suggesting that ei-
ther the growth dynamics of continental diversity may
crucially differ from marine diversity [3, 5], or that both
grow exponentially [2].
This demonstrates that arguments and empirical ev-
idence in this debate on equilibrium and expansion are
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2contradictory. While there is a large body of work on lo-
gistic growth models, frameworks based on the assump-
tion of an expanding diversity are, to our knowledge, ab-
sent.
We present a model supporting the expansion hypoth-
esis with few simple reasonable assumptions. The dy-
namics of this model results in exponential growth that,
however, transiently slows down or is even interrupted for
some time. Specifically, while the average diversity grows
exponentially, the species dependency network may de-
velop into an unstable imbalanced state where many
species depend on few. In our model a transiently in-
creased extinction rate compensates the speciation rate
and causes a reorganization of the network to the bal-
anced state as being the attractor of the system. The
impact of this mechanism which results in periods of a
stagnating diversity is determined by the ratio of the ex-
tinction to speciation probability. A comparison with
the fossil data suggests that marine and continental taxa
indeed have different ratios of the extinction to the origi-
nation probability which may explain the qualitative dif-
ference of marine and continental biodiversity growth.
Model In our model species can become extinct due
to abiotic causes (random exogenous extinctions) like a
changing environment, or are threatened by biotic causes
from extinction cascades in the dependency network (en-
dogenous extinctions).
As a result, the size of extinction events ranges from
one to all species, which is in agreement with the fossil
data [16]. In contrast to ecological networks such as food
webs, mutualistic networks and host-parasitoid networks
[19–22], the dependency network does not represent the
interactions between individuals of different species but
whether the existence of one species necessarily requires
the presence of another species.
Two types of species are organized at certain depen-
dency levels l ≥ 1. Species at level l = 1 are independent.
In each iteration, they become extinct, with probability
ε, or speciate to a new species, with probability µ. Hence,
the relative extinction probability
λ = ε/µ (1)
is the main parameter of the model.
In marine genera evidence has been reported for an
age selectivity implying an extinction risk that “drops
off rapidly among the youngest age cohorts and there-
after shows little relationship to age” [23]. Here we
model speciation-extinction processes on long time scales.
Thus, firstly, we ignore the increased risk for the youngest
cohorts and consider a constant extinction probability,
known as Van-Valen’s Law [24]. Secondly, species at level
l ≥ 2 are directly dependent on only one other species
[41]. In each step, these species give rise to a new species
with probability µ, or become extinct if the species they
depend on becomes extinct (Fig. 1). Secondly, we ignore
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Figure 2: (a) Sketch of a dependency-network in the balanced
state (a) and the imbalanced state (b). Both networks consist
of the same number of species. The dashed line is close to a
half-normal distribution.
interspecies competition which may be a dominant force
on short but not on long time scales [25, 26].
The dependencies are determined by the following
rules. Initially there are n1(0) = k independent species
at the lowest level l = 1. If a species at level l = 1 gives
rise to a new species, then the new species is placed with
a probability γ ≤ 0.5 at level l = 2, thus being depen-
dent, and with the probability 1 − γ at level l = 1, in
this case being independent of other species. If a species
at a higher level l ≥ 2 speciates, with the probability γ
we place the new species at level l − 1, with probability
γ at level l + 1, and with probability 1 − 2γ at level l,
the level of its ancestor. When a species originates at
level l ≥ 2, it becomes dependent on a randomly chosen
species located at level l − 1.
Using a mean field approximation for the dependency
network and the continuum limit for time t, levels l and
occupation numbers nl we obtain the reaction-diffusion
equation
dnl
dt
= γµ
d2nl
dl2
+ (µ− ε)nl, with dnl
dl
∣∣∣∣
l= 12
= 0. (2)
Since the model is defined only for l ≥ 1, the Neumann
boundary condition at l = 12 ensures a zero net diffusion
between l = 0 and l = 1. Regardless of the initial con-
ditions, the occupation numbers nl, the solution of Eq.
(2), equilibrate to a half-normal distribution
nl(t) =
2N(t)√
4piγµt
exp
(
− (l −
1
2 )
2
4γµt
)
, (3)
see Fig. 2. The balanced state characterized by Eq. (3)
is the attractor of the dynamics, where the expectation
value of the extinction probability equals λN and the
diversity grows exponentially, N(t) :=
∑
l nl ∼ e(µ−ε)t.
3The lifetime distribution for species within a given time
window of size T follows an exponential decay
LT (a) = µe
−µa, (4)
where a is the species age. This result is in agreement
with the majority of the literature on marine species [27–
30].
Episodic Stagnation All species which are dependent
on a common species at level 1 constitute a dependency
tree. Given the survival of the root the growth of tree i
at level l is governed by the simple differential equation
dsil
dt
= µsi(l−1). (5)
Given the root species of the tree appears at time t = ti,
we have si1(t) = 1 for t ≥ ti which enables us to calculate
the other occupation levels. Specifically, for a relative
extinction probability λ . 1 close to unity, after a short
transient period, dependency trees necessarily grow much
faster than the (average) total diversity N(t) ∼ e(µ−ε)t
as the solution of Eq. (5) reads
sil(t) =
1
(l − 1)! (µ(t− ti))
l−1 for t ≥ ti. (6)
A sum over all levels yields the size of the complete
dependency tree
Si(t) =
∞∑
l=1
sil =
∞∑
l=0
(µ(t− ti))l
l!
= eµ(t−ti). (7)
This means that the longer an independent species is
spared from extinction, the more species are dependent
on it and that the number S of species of a dependency
tree increases exponentially.
Since the growth of a dependency tree becomes sub-
stantially accelerated at higher levels (Eq. (6)), a single
tree may lead to a sudden imbalance of the entire de-
pendency network such that many species at high levels
depend on few independent species at level l = 1 (Fig. 2).
In particular, when the dependency network has not re-
turned to the balanced state large extinction cascades are
more frequent. During such time periods the temporarily
increased extinction rate results in the suppression of the
diversity growth and the emergence of a plateau.
In Fig. 3 we have exemplified this behavior. An ele-
vated value of the diversity drives the system to an im-
balanced state, and peaks in the diversity are followed by
relatively stable plateaus. Specifically, the system under-
goes a transition back to a balanced state characterized
by a half-normal distribution as depicted for three se-
lected time points.
The probability to find the system in an imbalanced
state depends not only on λ but also on the total di-
versity N . To examine this by computer simulations,
we characterize an imbalanced state by the criterion
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Figure 3: Temporal development of a plateau. Single real-
ization for extinction probability λ = 0.985 and n1(0) = 1000
initial species. (a) The total diversity curve with three indi-
cated points of effectively constant diversity. (b) The diversity
distribution nl at the three indicated times in (a). While the
total diversity stagnates the dependency network reorganizes
from the imbalanced state (H) to a half-Gaussian distribu-
tion (N).
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Figure 4: Frequency of periods of imbalanced states lasting
longer than a duration d. Each realization was stopped at the
time step when the diversity reached 1000 species. The inset
shows the probability Pim for an imbalanced state, based on
400 realizations.
argmaxl(nl) 6= 1. Thus, the system switches to an imbal-
anced state as soon as the level l = 1 ceases to be the most
populated. Fig. 4 (inset) shows how the probability Pim
to find the dependency network in such an imbalanced
state depends on λ and N . The reason for this emerg-
ing pattern is that imbalanced states are caused by large
dependency trees. This, however, becomes unlikely for λ
close to zero or a large total diversity.
Extinction rate distribution By employment of single
event analysis [31–33] we calculate the size distribution of
4extinction events, the number of species S involved in sin-
gle extinction cascades, which follows P (S) = S−2 (Sup-
plementary Information). Many models have primarily
aimed at reproducing this power law behavior [34–36].
However, first, the distribution is not directly comparable
to an extinction distribution obtained from the fossil data
because the fossil data do not resolve distinct extinction
cascades. Second, the type of the extinction distribution
in the fossil data is controversial [16, 37, 38]. Since the
extinction rate depends on the size of the considered time
interval [39, 40] and the total number of species, its fluc-
tuations are only properly characterized by conditional
probability measures. This suggests that a discrimina-
tion be made between the extinction rate and the size of
an extinction event. For this reason we calculated in ad-
dition to the size distribution of extinction events the ex-
tinction rate distribution. Irrespectively of details of the
extinction dynamics we analytically demonstrate that an
exponentially increasing extinction rate (caused by an
exponentially growing biodiversity) necessarily leads to
an extinction rate distribution following a double power
law with an exponent of −1 for small rates, and −2 for
large rates, respectively (see Supplementary Information,
Fig. S2). Note that this prediction is exact.
Next we ask whether and how marine and continen-
tal diversity are determined by different values of λ. We
test this (on the level of families [42]) by applying two
different methods to the data of Fossil Record 2 [43].
Our model predicts the exponential growth of the di-
versity N(t) ∼ eαt, α := µ− ε, together with the expo-
nential decay of the lifetime distribution, Eq. (4). Fits
of these functions to the fossil data yield the estimation
of the parameters α and µ, and thus an estimation of
the relative extinction probability λ = µ−αµ , Eq. (1). Ap-
plying this method to the fossil data (Fig. 5), we obtain
λmar = 0.69(1) for the marine, and λcont = 0.55(2) for the
continental biodiversity. In a second approach, indepen-
dent of predictions of our model, we study the relation
between percent extinction and percent origination (Fig.
6). Bootstrapping suggests that the slope for the marine
data, λmar, is higher than the slope for the continental
data, λcont (evidence ratio of 9:1), with the most likely
values λmar = 0.68 and λcont = 0.57.
Note that a conclusive comparison with the model is
impossible because it would require multiple realizations
of Earth’s history. Instead, we ask how the behavior of
the model qualitatively changes if λ jumps from λcont to
λmar. As illustrated in Fig. 3 the duration of the imbal-
anced state correlates with the duration of the stagna-
tion. Thus we infer from Fig. 4 that stagnations lasting
longer than a certain duration d occur for λmar = 0.68
more than twice as frequent as for λcont = 0.57.
Discussion We have identified and studied a model
where species speciate randomly and become extinct ei-
ther due to endogenous or exogenous causes. Exogenous
impacts occur with a constant probability whereas en-
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Figure 5: (a) Marine and continental diversity. The lines
are fitted to the data in the time range -200Ma to 0Ma,
yielding α = 0.0055(2) 1/Ma for marine diversity (R = 0.987,
P < 0.001), and α = 0.0121(3) 1/Ma for continental diversity
(R = 0.990, P < 0.001). (b) Survival probability (cumula-
tive lifetime distribution) of marine and continental fam-
ilies. Best fits are µ = 0.01786(3) 1/Ma for marine data
(R = −0.998, P < 0.001), and µ = 0.0269(1) 1/Ma for conti-
nental data (R = −0.990, P < 0.001).
0 0.1 0.2 0.3 0.4 0.5
0
0.1
0.2
0.3
0.4
0.5
pe
rc
en
t
ex
ti
nc
ti
on
marine
continental
0.4 0.6 0.8 1
slope
0
2
4
6
8
pr
ob
ab
ili
ty
de
ns
it
y
percent origination
Figure 6: Percent extinction of total diversity against percent
origination for each stage. The solid and the dashed line show
the most frequent slope for marine and continental data found
by least-squares-method in 106 bootstrap samples. The inset
shows the bootstrap distribution of the data. The gray ar-
eas are the 2.5%-quantiles. The maxima are at slopes 0.683
(marine) and 0.567 (continental).
dogenous impacts are caused by extinction avalanches
propagating through a system of interdependent species.
Assuming an expanding diversity, a long term stag-
nation, such as in the marine diversity, seems unlikely to
be the coincidental result of exponential growth superim-
posed by random extinction events. Using exact meth-
ods, we have demonstrated how a dependency network of
species, which on very large scales grows exponentially,
5may evolve to an imbalanced state which implies long
term stagnation. Imbalanced states, however, are un-
stable and thus the network necessarily reorganizes to a
balanced state and continues growing. This means that
by taking the dependencies of species into account long
stagnations turn out to be a typical behavior instead of
a coincidental result, hence the imbalanced states are a
plausible origin for long term stagnation of marine diver-
sity.
The crucial parameter which determines this behavior
is the ratio of the extinction to speciation probability.
Two independent methods of analyzing the fossil data
suggest that this ratio is substantially different for ma-
rine and continental diversity, which provides a potential
explanation for the qualitatively different growth of ma-
rine and continental diversity.
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Figure S1: Evolution of biodiversity during the Phanerozoic on the level of families according to Fossil Record 2 [1]. Two
estimates are shown for the number of families for marine (blue) and continental (green) life, respectively. The inset shows
the raw data of Sepkoski’s compendium [2] (dotted line) and the sampling-standardized curve (dashed line) based on the
Paleobiology Database [3], both for marine genera.
Figure S1 shows the biodiversity for marine and continental species from Ref. [1]. The inset displays two other
diversity curves for marine species, but at a different taxonomic level (genera) and based on different databases
and methods (raw data of Sepkoski’s compendium [2] and sampling-standardized data of the Paleobiology Database
[3]). This demonstrates that arguments and empirical evidence in the debate on equilibrium and expansion are
controversially. In the following we derive an analytical framework that provides a possible explanation for marine
and continental biodiversity growth.
Level distribution of diversity
We derive the level distribution by solving a rate equation based on the rules of the model as described in the
paper. If a level l is populated with nl species, εnl species will become extinct and µnl new species will be produced
in one time step. A small ratio γ of the new species will live at either a higher or a lower level. An exception is the
lowest level l = 1, where a ratio γ2 of the new species live at level l = 2 and the remaining new species stay at level
l = 1. This dynamics is described by the following rate equation:
dnl
dt
= µ (γnl−1 + (1− 2γ)nl + γnl+1)− εnl, for l > 1 (S1)
dn1
dt
= µ(1− γ)n1 + µγn2 − εn1 (S2)
We reduce equation S1 by one parameter with a dimensionless time, t → µt, and with a dimensionless parameter
for a relative extinction probability λ = εµ . By adding (virtually) n0 as a boundary condition n0 = n1, equation S1
becomes valid for l ≥ 1 and equation S2 is consequently redundant.
dnl
dt
=γ (nl−1 − 2nl + nl+1) + (1− λ)nl, for l ≥ 1, (S3)
with n0 = n1 and n1(0) = k. (S4)
S2
We derive the growth of the total diversity by summation of equation S3 over l:
∞∑
l=1
dnl
dt
= (1− λ)
∞∑
l=1
nl + γ
∞∑
l=1
(nl−1 − 2nl + nl+1) , (S5)
dN
dt
= (1− λ)N, and thus (S6)
N(t) = ke(1−λ)t. (S7)
To derive the distribution nl of the diversity among the levels we solve equation S3, which is apart from the term
(1− λ)nl similar to the discrete diffusion equation (solved for example in [4]). By using the ansatz nl(t) = eαtIl(βt),
where I is the modified Bessel function of the first kind, and using the following relation for the derivative of Iη(z)
[5, §10.29.1],
2
∂
∂z
Iη(z) = Iη−1(z) + Iη+1(z), (S8)
we obtain a solution for equation S3,
nl(t) = e
(1−2γ−λ)tIl(2γt). (S9)
To satisfy the boundary condition we add a virtual image of our solution at l ≤ 0 mirroring l ≥ 1. The solution with
arbitrary initial values nl(0) is
nl(t) = e
(1−2γ−λ)t
∞∑
l′=1
nl′(0) [Il−l′(2γt) + Il−1+l′(2γt)] . (S10)
Since we restrict the initial condition to k species at the lowest level and 0 at higher levels, nl(0) = kδl−1, equation
S10 simplifies to
nl(t) = ke
(1−2γ−λ)t (Il−1(2γt) + Il(2γt)) . (S11)
It will be useful to solve equation S3 in a second way, which is a good approximation and provides a simpler expression
for nl(t) than equation S11. The difference equation S3 becomes a partial differential equation by considering l as a
continuous variable, and replacing the second order difference quotient with respect to l with the second derivative
d2nl
dl2
=
nl+∆l − 2nl + nl−∆l
∆l2
+O(∆l2). (S12)
This yields a diffusion equation with a source term, whereby we replace the condition n0 = n1 by a Neumann boundary
condition at l = 12 .
dnl
dt
= γ
d2nl
dl2
+ (1− λ)nl, with dnl
dl
∣∣∣∣
l= 12
= 0 (S13)
As the initial value we choose nl(0) = 2kδ(l − 12 ), which is close to n1(0) = k but satisfies the Neumann boundary
condition.
The solution is a Gaussian function with a growing height and a growing variance σ2t = 2γt,
nl(t) =
2k√
4piγt
exp
(
− (l −
1
2 )
2
4γt
+ (1− λ)t
)
=
2N(t)√
4piγt
exp
(
− (l −
1
2 )
2
4γt
)
. (S14)
Lifetime distribution
As a first step, we derive the lifetime distribution L′(a) of a fixed group of species with the relative extinction
probability λ. This lifetime distribution is an exponential decay because the probability density L′(a) to reach an age
of a decreases with the time by a factor of λ.
dL′(a)
da
= −λL′(a) (S15)
⇒ L′(a) = λe−λa (S16)
S3
Recall that the lifetime distribution obtained from the fossil data is based on all species which became extinct during
the Phanerozoic. We define a second lifetime distribution with a comparable definition. We call LT (a) the lifetime
distribution of all species which emerged and died during a time interval [0, T ]. This lifetime distribution is different
from L′(a) because new species originate during the time interval, thereby young species are more likely.
The number of species which originate at time t is N(t) = ke(1−λ)t. The probability density that one of these species,
which originated during the time interval [0, T ], appeared at time t is
PT (t) =
N(t)∫ T
0
N(t)dt
=
(1− λ)e(1−λ)t
(e(1−λ)T − 1) ≈ (1− λ)e
(1−λ)(t−T ), for T  1. (S17)
The probability density to emerge at time t and die at age a is PT (t)L′(a). Now the lifetime distribution LT (a) is the
integral of this product over all times 0 ≤ t ≤ T − a (species, which appear later than t = T − a and survive the time
a will not die within the interval [0, T ]).
LT (a) = c
∫ T−a
0
PT (t)L
′(a)dt = cλ
(
e−a − e−λae−(1−λ)T
)
≈ e−a (S18)
The normalization constant is c = 1λ and the approximation in the last step takes into account that T  1.
Equation S18 written in terms of an age in real time instead of dimensionless time becomes LT (a) = µe−µa. Con-
sequently, the lifetime distribution obtained from the fossil data with all species which became extinct during the
Phanerozoic decays exponentially with the speciation probability (in contrast to the lifetime distribution L′(a) written
in terms of real time, which decays exponentially with the extinction probability).
Extinction event distribution
Since our model does not reach a stationary state, we define the extinction event distribution on a time interval
[0, T ]. The following calculation shows that this distribution follows a power law with exponent −2.
An extinction event is the coincident extinction of all species which belong to the same dependency tree. For their
size distribution we need the lifetime of such a tree, which equals the already known lifetime distribution of species,
and we need the size of a tree after a certain lifetime.
We call sil the number of species, which are dependent on the root species i and live at level l, and Si =
∑
l sil the
size of the corresponding tree. Since every species at level l = 1 is the root of its own tree, si0 = 1. The total number
of species living at level l is nl =
∑
i sil and the total number of species in the system is N =
∑
l nl.
In each time step nl new species are produced at level l (µnl if we would not use dimensionless time) and to a good
approximation this is the number of species placed at level l (the errors of this approximation at all levels sum up to
zero because the diffusion process is conservative).
Each of these new species will be dependent on one species at the level below, thus only a fraction of si(l−1)n(l−1) will
become a part of tree i. Hence, the growth of sil is
dsil
dt
=
si(l−1)
n(l−1)
nl = f(l, t) · si(l−1), (S19)
where f(l, t) := nln(l−1) . By substituting nl with equation S14 we get an expression for f(l, t),
f(l, t) =
nl
n(l−1)
= exp
(
1− l
2γt
)
. (S20)
Recall that the level distribution nl(t) follows a Gaussian distribution with a variance σ2t = 2γt (compare equation
S14). We approximate f(l, t) by ignoring high levels where nl(t) ≈ 0 and including a constant fraction of species
located at levels within σ standard deviations. The long-term limit of f(σ, t) is
lim
t→∞ f(σ, t) = limt→∞ exp
(
2− √2t
t
)
= 1, (S21)
which means that we can assume f(l, t) = 1 for all l ≤ σ. Using this approximation, equation S19 reduces to a simple
differential equation.
dsil
dt
= si(l−1) (S22)
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If species i appears at time t = ti, we have si1(t) = 1 for t ≥ ti and we can calculate the other levels with a solution
of equation S22,
sil(t) =
1
(l − 1)! (t− ti)
l−1 for t ≥ ti. (S23)
A sum over all levels yields the size of the complete dependency tree
Si(t) =
∞∑
l=1
sil =
∞∑
l=0
(t− ti)l
l!
= et−ti . (S24)
The lifetime distribution of a dependency tree Si is the same as the lifetime distribution of species LT (a) = e−a
(equation S18). The probability to die at an age a = t− ti within the interval A should equal the probability to have
a size within the size interval S(A) at the moment of death.∫
A
LT (a)da
!
=
∫
S(A)
P (S)dS =
∫
A
P (S(a))
∣∣∣∣dSda
∣∣∣∣ da (S25)
The probability density P (S) is the size distribution of the extinction events
P (S) = LT (a)
(
dS
da
)−1
= S−2, for S ≥ 1. (S26)
Extinction rate distribution in systems with exponentially increasing extinction rates
In addition to the extinction size S as the number of species that go extinct in a single extinction event we define
the rate r as the number of species that go extinct within m extinction events occurring in a unit time step. As
we assume the number of extinction events m to grow on average exponentially, 〈m(t)〉 = αeβt, α, β being positive
constants, the probability p(m) for any series of extinctions whose total number add up to m is given by
p(m) ≈
∫
δ(m− d
dt
〈m(t)〉)dt =
∫
δ(m− αβeβt)dt ∼ m−1. (S27)
We represent the size vector of a series of m extinction events with sizes (S1, S2, ..., Sm) by ~S ∈ Nm (N are the natural
numbers). This series contains r = ‖~S‖1 =
∑m
i=1 Si species and, if the Si are uncorrelated and P (S) ∼ S−2, occurs
with probability qm(~S) ∼
∏m
i=1 S
−2
i . The probability for the extinction of r species, in a series of m events within a
unit time step, is given by the sum over all m-dimensional vectors of norm r,
q(r|m) ∼
∑
~S∈Qmr
h∏
i=1
S−2i (S28)
where Qmr = {~S ∈ Nm|r = ‖~S‖1} is the boundary of an m-dimensional simplex.
A proper way to discriminate between the extinction size S and the extinction rate r is the conditional extinction
rate distribution, obtained by combining Eq. (S27) and Eq. (S28),
DM (r) ∼
mmax∑
m=1
p(m)q(r|m) =
mmax∑
m=1
1
m
∑
Qmr
m∏
i=1
S−2i . (S29)
Eq. (S29) describes the probability density for the integer extinction rate r, in any time interval with at most M
extinction events per time step. The upper limit mmax = min {r,M} guarantees the summation over non-zero
probabilities.
This relation allows us to prove that in any ecosystem where the number of extinction events increases exponentially
and the size of single extinction events is distributed as q(S|1) =: P (S) ∼ S−2, fluctuations in the extinction rate
r are characterized by a bimodal extinction rate distribution, as shown in fig. S2. Next we show that for r  M
the extinction rate distribution follows the power law DM (r) ∼ r−1, where above r & M there is a transition to
DM (r) ∼ r−2.
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Figure S2: Conditional extinction rate distribution DM (r). The solid curves show the distribution for different upper limits
M for the number of extinction events. The dashed lines are power laws with exponents −1 and −2, respectively, according to
the approximations of DM (r) for small, r .M , and for large extinction rates r &M .
Approximations of the extinction rate distribution
To expand the extinction rate distribution DM (r) for small and for large rates r we solve qm(~S) for extrema on
~S ∈ Qmr by using Lagrange multipliers as
Λ(~S) =
m∏
i=1
S−2i + λ
′(r − ‖~S‖1) (S30)
∂
∂Si
Λ
!
= 0 ⇒ ~S =
m∑
i=1
~ei
2
λ′
m∏
j=1
S−2j =
h∑
i=1
r
m
~ei, (S31)
where {~e1, ..., ~er} is the standard basis of Nm. Equation S31 shows that the minimum of qm(~S) on Qmr is a vector
in which all components have the same value [6]. The probability qm(~S) increases with the distance (1-norm) of ~S to
the minimum vector and reaches its maximum at the extreme points of Qmr, the vectors in which all components are
1 except for one component, which gathers the remaining species (r −m+ 1).
We define two subsets of Qmr = Qextmr ∪Qresmr, where Qextmr := {~S ∈ Qmr|qm(~S) = (r−m+ 1)−2} contains the extreme
points of Qmr, which are the maxima of qm(~S), and Qresmr = Qmr \Qextmr, which contains the residual vectors.
For the two cases r M and r M we calculate the extinction rate distribution DM (r) by taking into account the
extreme points Qextmr and regarding the residual vectors Qresmr as negligible.
Case r  M The outer sum of DM (r) ends at mmax = r. If m = r, there is only one vector ~S = (1, 1, ..., 1) in
Qmr with qm(~S) = 1. If m ≤ r, Qextmr has m vectors with qm(~S) = (r −m+ 1)−2.
DM (r) ∼
mmax∑
m=1
1
m
∑
~S∈Qextmr
m∏
i=1
S−2i
=
1
r
+
r−1∑
m=1
1
m
· m
(r −m+ 1)2
=
1
r
− 1 +
r∑
j=1
1
j2
=
1
r
− 1 + H(2)r , (S32)
where H(2)r ' pi
2
6 is the generalized harmonic number of order 2.
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Case r  M Here, mmax is independent of r and the outer sum ends at mmax = M . Again, Qextmr contains m
vectors with qm(~S) = (r −m+ 1)−2.
DM (r) ∼
mmax∑
m=1
1
m
∑
~S∈Qextmr
m∏
i=1
r−2i
=
M∑
m=1
1
m
m
(r −m+ 1)2
= Mr−2 +O(r−3) (S33)
Efficient numerical evaluation of the extinction rate distribution
The direct evaluation of the extinction rate distribution,
DM (r) ∼
mmax∑
m=1
p(m)q(r|m) =
mmax∑
m=1
1
m
∑
Qmr
m∏
i=1
S−2i , (S34)
for example to produce a plot of DM (r) as seen in figure S2, is very time-consuming for large rates r because Qmr
may contain a large number of vectors. Here we show how to calculate q(r|m) as a recursive expression, which does
not require to find the vectors of Qmr. The probability for a sequence represented by the vector ~S = (S1, S2, ..., Sm)
is equal to the product of the probabilities of the two vector decomposition ~S′ = (S1, S2, ..., Sm−1) and ~S′′ = (Sm).
In this way we can express q(r|m) as the Cauchy product of q(r|m− 1) and q(r|1),
q(r|m) =

r−1∑
i=1
q(i|m− 1)q(r − i|1) if r ≥ m
0 if r < m
. (S35)
To compute q(r|m) for all r within the scope of interest we need to compute only a first sequence (q(r|1))r =
(q(1|1), q(2|1), q(3|1), ...) and repeatedly apply a convolution algorithm to get the succeeding sequence
(q(r|m))r = (q(r|m− 1))r ∗ (q(r|1))r. (S36)
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