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Abst rac t - -Th is  paper is concerned with the discrete numerical solution of coupled partial dif- 
ferential mixed problems with non-Dirichlet coupled boundary value conditions. By application of a 
discrete separation of variables method, the proposed numerical solution of the problem turns out to 
be the exact solution of certain coupled partial difference system, appearing from the discretization 
of the continuous partial differential system. Our approach avoids the iterative solution of algebraic 
systems which appears when one uses simple discretization methods. Existence, stability and the 
construction of solutions are considered. (~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords - -S t rong ly  coupled partial differential system, Numerical solution, Matrix difference 
scheme, Stable solution. 
1. INTRODUCTION 
Coupled partial differential systems with coupled boundary value conditions are frequent in quan- 
tum mechanical scattering problems [1,2], chemical physics [3], modelling of coupled thermoelasto- 
plastic response of clays subjected to nuclear waste heat [4], and coupled iffusion problems [4,5]. 
The solution of these problems has motivated the study of vector and matrix Sturm-Liouville 
problems [4,6]. 
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This paper deals with coupled partial differential systems of the type 
ut (x, t) - Auxx (x, t) = O, 
u(o,t) + ux(o,t) = o, 
Bu(1, t) + Cux(1, t) = O, 
u(z, o) = I (x) ,  
O<x<l ,  t>O,  (1.1) 
t > o, (1.2) 
t > o, (1.3) 
0<x<l ,  (1.4) 
where the unknown u = (u l ,u2 , . . . ,Um) T and f (x )  = ( f l (x ) , . . . ,  fro(x)) T are m-dimensional 
vectors and A, B, C are m × m complex matrices, elements of C mxm. An analytic method for 
solving problems of type (1.1)-(1.4) has been recently proposed in [7-9] under rather restrictive 
hypotheses. 
Due to physical conditions, the existence of solutions for the proposed problem is sometimes 
known, and in this these cases the construction of stable discrete numerical solutions is re- 
quired. Matrix difference schemes have been used in [10], for solving coupled diffusion problems 
of type (1.1) with Dirichlet boundary conditions. Standard difference methods for problems 
without coupling in the boundary conditions, or scalar problems with non-Dirichlet boundary 
conditions have been considered in [5,11]. 
The organization of the paper is as follows. Section 2 deals with the discretization of the 
problem and the study of the existence of nontrivial stable solutions of the discretized partial 
boundary value difference system. In Section 3, the construction of numerical solutions of the 
mixed partial differential, stability and examples are considered. 
Throughout this paper, the set of all eigenvalues ofa matrix in C mxm is denoted by a(D),  the 
spectral radius of D, defined by the maximum of the set {Izl; z E a(D)} is denoted by p(D). We 
recall that D is said to be convergent if the sequence {Dn}~>0 tends to the zero matrix of C re×m, 
and by [12, Theorem 1.3.9], a matrix D in C mxm is convergent if p(D) < 1. If D is an Hermitian 
matrix, then a(D) is contained in the real line and we denote by Amin(D) the minimum of a(D). 
If S is a matrix in C mxm, we denote by S + its Moore-Penrose pseudoinverse. An account of 
properties, examples and applications of this concept may be found in [13,14]. In particular, the 
kernel of S, denoted by ker S coincides with Im(I - S+S), the image of the matrix I - S+S. The 
Moore-Penrose pseudoinverse S + of a matrix S can be computed efficiently with the MATLAB 
package. Finally, the vector subspace generated by a vector w is denoted by Lin{w}. 
2. THE D ISCRET IZED PART IAL  
D IFFERENCE BOUNDARY VALUE PROBLEM 
Let us divide the domain [0, 1] × [0, oo[ into equal rectangles of sides Ax = h and At = k, and 
introduce coordinates of a typical mesh point p = (ih, jk )  and let us represent u(ih, jk )  = U(i, j ) .  
Approximating the partial derivatives appearing in (1.1) by the forward difference approximations 
ut(ih, jk )  
uxx(ih, jk )  
equation (1.1) takes the form 
u( i , j  + 1) - u( i , j )  
k 
U(i + 1,j) - 2U(i , j )  + U( i , j  - 1) 
h 2 
1 A [U(i, j  + 1) - 2U(i , j )  + U(i - 1,j)] -~ [U(i, j  + 1) - U(i,j)] = ~'i 
where h = 1/N,  1 <_ i < N - 1, j > O. Let r = k /h  2 and write the last equation in the form 
rA[U( i  + 1,j) + U(i - 1,j)] + (I - 2rA)U( i , j )  - U(i + 1,j) = 0, 
I< i<N-1 ,  j>0 .  (2.1) 
Stable Discrete Numerical Solution 
Boundary conditions (1.2),(1.3) take the form 
U(O,j) + N [U(1,j) - U(0,j)] = 0, 
U(N,j) + NC [U(N,j) - U(N - 1,j)] = 0, 
We seek solutions of problem (2.1)-(2.3) of the form 
U(i,j) = G(j)H(i), G(j) E C mxm, 
where 
k 
Nh=l ,  r=-~.  
By imposing to U(i,j) given by (2.4) that satisfies (2.1) one gets 
j>o, 
j>o. 
H(i) E C m, 
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(2.2) 
(2.3) 
(2.4) 
(2.12) 
(2.13) 
If p and r are given, there exists 0 E [0, 2r[ such that z0 = e ie, zl = e -ie, and 
z~ = cos(n0) + i sin(n0), z~ = cos(n0) - i sin(n0). 
Hence, the solution set of the vector equation (2.8) is given by 
H(i) = z~c + z~d, c, d E C m, I< i<N-1 .  
z0=L- +i i -  2r /J J' 
z,= 2w- , ,2 r / J  1 
are 
(2.11) 
rAG(j) [H(i + 1) - H(i - 1)] + (I - 2rA)G(j)H(i) - G(j + 1)H(i) = 0. (2.5) 
If p is a real number, by adding and subtracting the term pAG(j)H(i) to the left-hand side 
of (2.5) one gets 
0=rAG( j )  [H( i+ I )+ ( -2 . r -P) r  H( i )+H( i -1 ) ]+[ ( I+pA)G( j ) -G( j+ I ) ]H( i ) .  (2.6) 
Note that (2.6) holds true if {H(i)}, {G(j)} verify 
G(j + 1) - (I + pA)G(j) = O, j >_ O, (2.7) 
H(i+ 1) + ( -2 r -  p~ H(i) + H( i -  1) = 0, 1 < i < N-  1. (2.8) 
\ r / 
The solution of (2.7) satisfying G(0)  = I is given by 
G(j) = (I + pA) j, j >_ O. (2.9) 
Since coefficients of the vector equation (2.8) are scalar and for those values of p such that 
-4 r  < p _< 0, (2.10) 
one gets ](2r + p)/2r] < 1, and that for -4 r  < p < 0, the two different roots of 
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Equation (2.4) implies G(j)[H(O) +N(H(1)  - H(0))] = 0, for j _> 0. Since we are interested in 
nonzero solutions of (2.1)-(2.3), {G(j)} cannot be identically zero and thus one gets the condition 
(N - 1)H(0) - NH(1) = 0, N > 1. By (2.12),(2.13), for -4 r  < p < 0 the last condition implies 
_ [NZl+(1-N)] 
c= [Yz0+(1  ~)) d, (2.14) 
and the solution set of (2.8) satisfying (2.2) takes the form 
H(i) = {sin(i~) - N [sin(itT) - sin ((i - 1)~)]) d, d • C m. (2.15) 
one gets 
By (2.12), one gets cos6 = (2r + p)/2r, 
p=-4rsin2(~), 0<0<Tr  or 7r<9<2~r,  (2.16) 
because 8 = 0 and ~ = lr yield the trivial solution in (2.15). Substituting (2.15) in (2.4) and 
using the formula sina - sinb = 2 sin((a - b)/2) cos((a + b)/2), condition (2.3) takes the form 
{2N(C- B)sin (~) cos (~-~O)  + Bsin(NO) 
+4N2Csin2(~)sin((N-1)O)}G(j)d=O, j>O. 
By adding and subtracting B s in ( (N-  1)8) to the bracket of the last expression and using (2.9), 
{ 2 [B- N(B-C)] sin ( ~) c°s (~---fO) (2.17) 
+ [B+4N2Csin2(~)]sin((N-1)O)}(I+pA)Jd=O, 
j >_0, dE C m. 
By the Cayley-Hamilton theorem [9, p. 206], if p is the degree of the minimal polynomial of A, 
then for j > p, the powers A j can be expressed in terms of matrices I,A, A2,... ,A p-1. Since 
p ¢ 0, condition (2.17) is equivalent to the conditions 
T(O)AJd=O, O<_j<p, dEC m, d~tO, (2.18) 
where T(0) is the matrix defined by 
T(~) = 2 [B - N(B - C)]sin ( ~ ) cos ( ~y  --~) 
q- [B + 4N2Csin2 (~) ] sin((N-1)9). 
(2.19) 
Thus problem (2.1)-(2.3) has nontrivial solutions of form (2.4) if condition (2.18) holds. A 
necessary condition is that T(/7) be singular. Let us assume the following hypothesis. 
There exists A0 _> 0 such that B % A0C is invertible. (2.20) 
REMARK 1. Condition (2.20) holds if some of the matrices B or C is invertible. In fact, if B 
is invertible then taking A0 -- 0 one gets (2.20). Lets us suppose now that C is invertible and 
note that for A > 0, the matrix B + AC is invertible if and only if ((1/A)B + C)A is invertible, or 
(1/A)B + C is invertible. Since C is invertible, the perturbation lemma [10, p. 584] implies that 
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(1/A)B + C is invertible if (1/),)IIBII < I[C-1H -1, or A > I[BII HC-I[[, thus condition (2.20) holds 
true for A > lIB[[ [[C-1[[, if C is invertible. 
Let ~o be given by (2.20) and let us write T(0) in the form 
T(0)= [(B + ~oC)+C (4N2sin 2 (~) - )~o I ) ) s in ( (N-1)8)  
+2[(l_N)(B+)~oC)+(N+)~o(N_l))C]sin(~)cos(2~.lo), (2.21) 
and premultiplying the last expression by (B + AoC)-1, one gets that condition T(O) is singular, 
is equivalent to the singularity of the matrix 
(B+)~oC)-IT(O) = [ I+  (B+)~oC) -1C ( 4N2 sin2 (~) -  ~0I)] sin((N - 1)0) 
+2 [ (1 -N) I+  (N+Ao(N-1))(B+)~oC)-IC] sin(~)cos  (~U- -~0) .  
Note that the last condition can be expressed in the form 
[I + 4N2sin2 (~) ~] sin((N-1)O) 
(2.22) 
+2[(1-N)I+(N+)~o(N-1))l'~]sin(~)cos(~--~O), is singular, 
where ~ = (B + AoC)-IC. By the spectral mapping theorem [10, p. 569] condition (2.22) holds 
if one satisfies the following condition 
There exists a real number C~o E a ((B + AoC) -1 C) and 0 E 
]0, r[ U ]~r, 2r[ such that g(O) = 2 IN [(1 + )~o) s0 - 1] + 1 - )~o~o] (2.23) 
cos (~=A0) + [1 - ;~0~o +4N2~o sin 2 (~)] sin ((N - 1)8) = 0. 
Consider the following subcases of case (2.20): 
(1 + ~o) so - 1 = 0, (2.24) 
(1 + Ao) so - 1 ~ 0. (2.25) 
Under condition (2.24), it follows that 1 - Ao(~o = (~o, with (~o ¢ 0. Furthermore, in this 
case one gets sin((N - 1)8) ¢ 0 for 0 E ]0, r[ U ]Tr, 2~r[ satisfying (2.23). In fact, by (2.23) if 
sin((N - 1)8) = 0, one gets Nao sin(N0) = 0. Hence, we also have sin(N0) = 0, but this only 
occurs for 0 = 7r or 0 = 0. Since sin((N - 1)8) ¢ 0 and so ¢ 0 by (2.23), condition g(O) = 0 
in (2.23) implies 
2sin (~)cos  (~-~- -~0)+ [1 + 4N2 sin 2 (~) ]  sin ((N -1)  0) = 0, 
or  
sin(NO) + 4N2sin2 (~) sin((N-1)O) = O. 
Since sin((N - 1)8) ~ 0, (2.23) and (2.24) imply 
sin(N~) (~)  
sin ((N - 1)8) = -4N2 sin2 " (2.26) 
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Equation (2.26) can be written in the form 
cot((N_ l)O) = (2N2_ l) [C°SO- 2N2/(2N2-1)] 
sin 8 
and since cos 8 - 2N2/(2N 2- 1) < 0, one gets the equation 
sin 8 
tan ((N - 1)8) = (2N2 _ 1) [cos 8 - 2N2/(2N 2- 1)]" (2.27) 
Note that the right-hand side of (2.27) is continuous and bounded in ]0, r[ U ]Tr, 2r[. Further- 
more, tan((N - 1)8) is a transformation of each interval Ik = ]((k - 1)/(N - 1))r, (k/(N - 1))r[ 
onto the all real line for k = 1, 2, . . . ,  2N - 2. Thus, for each k = 1, 2, . . . ,  2N - 2, there exists a 
root 8k 6 Ik of (2.27) satisfying 
sin 8k 
tan((N-1)Sk)= (2N2_l)[cosSk_2N2/(2N2_l)], l<k<N-2 ,  8kEIk. (2.28) 
By (2.21),(2.26) it follows that 
sin ((N - 1)8) [sin ((N - 1)8) 
= - (I + 4N2sin2 (~) ) (B-  N(B-C)) + (B + 4N2Csin2 (~) ) 
= 4N2(C- B)sin2 (~) - N(C-  B) (I + 4N2sin2 (~) ) 
= - (N + 4N2(N-1)sin2 (~) ) (C- B) 
=- (N-1)  [NN--I +4N2sin2 (~)I (C-B). 
Since N/(N - 1) + 4N 2 sin2(0/2) > 0, from the last expression and previous comments it follows 
that 
-T(8) = C - B, 
(Y + 4(Y - 1)Y 2 sin2(8/2)) sin ((N - 1)8) 
and under conditions (2.20) and (2.24) it follows that 
T(8) is singular if and only if C - B is singular. (2.29) 
Consider the matrix G in C mp×m defined by 
G= [ (CC-B~A. (2.30) 
L (C -  B)A p-I 
By (2.18)-(2.20) and (2.30), the existence of nontrivial solutions of problem (2.1)-(2.3) is guar- 
anteed if 
rank G < m. (2.31) 
Under hypothesis (2.31), by [14, Theorem 2.3.1], the solution set of equation 
Gd = O, d 6 C m, (2.32) 
is given by 
e= (I-O+O)s, cm-{o}. 
Summarizing from the previous comments, the following result has been established. 
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THEOREM 1. Assume the hypotheses (2.20) and (2.24). Let G be the matr/x defined by (2.30) and 
assume that rank G < m. Let Ok be a solution of equation (2.28) in Ik = ]((k - 1) / (N - 1))r, 
(k/(N - 1))zr[, and Pk = -4rsin2(Ok/2), for 1 < k < 2N - 2. Then a set of nontrivial solutions 
of the boundary value problem (2.1)-(2.3), is given by 
Uk(i, j) = (I + pkA) j ((1 - N) sin (i0k) + N sin ((i - 1)0k)} dk, 
dk=( I -G+G)  Sk, Sk C era -{0} ,  I< i<N-1 ,  O<j<p.  
Assume now hypothesis (2.25). The following lemma will play an important role in the follow- 
ing. 
LEMMA 2. Under hypotheses and notation (2.20), (2.23), and (2.25), if ao does not belong to 
the interva/]0, (1 + Ao)- l [ ,  then: 
(i) sin((N - 1)0) ¢ 0; 
(ii) ao + (N - 1)[(1 + Ao)ao - 1] > 0, ifao >_ (1 + Ao)-I; 
(iii) ao + (N - 1)[(1 + Ao)ao - 1] < 0, ifao <_ 0 and N > 1 + ao/(1 - ao(1 + Ao)). 
PROOF. 
(i) Note that  equation g(0) -- 0 in (2.23) can be written in the form 
or 
[(1 + Ao)ao - 1] IN sin ((N - 1)0) - (N - 1)sin(N0)] 
= ao [sin(NO) + 4N2sin2 (~)  sin((N-1)O)] , 
[Nsin ( (N -  1)0) - (N - 1)sin(N0)] [(1 + Ao)ao - 1] 
= ao [sin( NO) + 4N2 sin2 ( ~ ) sin ( ( N _ l )O)] " (2.33) 
If (2.33) holds, then sin ((N - I)0) ~ 0, because if sin((N - 1)0) = 0, by (2.33) one gets 
ao sin(N0) = - (N  - 1)sin(N0)((1 + )~o)a0 - 1). Since sin(N0) ~ 0, this last condition 
implies 
ao (2.34) (1 +Ao)ao - 1 = -N-  1" 
Note that if ao _< 0 equation (2.34) does not hold because the sign of both sides are 
different. If ao >_ (1 + Ao) -1 > 0, then (1 + )~o)ao - 1 _> 0 which contradicts (2.34). This 
proves that  sin((N - 1)0) ~ 0. 
(ii) I f~o  -> (1 +Ao) -1 > 0, then (1 +Ao)ao >__ 1 and (N-1)ao( l+Ao)  >_ N-1  or 
[(1 + Ao)ao - 1] _> 0. Thus, ao + (N - 1)[(1 + Ao)ao - 1 > 0. 
(iii) I fao  _< 0, then ao( l+Ao) - I  < 0 and for N > l+~o/ (1 -ao( l+Ao) ) ,  C~o+(N-1) [ ( l+  
~o)ao - 1] < 0. 
Under hypotheses and notation of Lemma 2, sin((N - 1)0) ~ 0 and equation (2.33) can be 
written in the form 
sin ((N - 1)0) {ao + (N - 1) [(1 + Ao) ao - 1]} = N [(1 + Ao) ao - 1 ] -4aoN 2 sin 2 . (2.35) 
I fao  _< 0 or ao _> ( l+Ao) -1, then ao+(N-1) [ ( l+Ao)ao-1]  ~ 0 for N > 1+ao/ (1  - ~o(1 + Ao)) 
and (2.35) takes the form 
F,(0) = F2(0), (2.36) 
where 
sin(N0) (2.37) 
Fl(0) -- sin ((N - 1)0)' 
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and 
F2(0) = -4coN 2 sin2(0/2) + N [(1 + Ao) c~o - 1] 
so + (N - 1) [(1 + Ao) C~o - 1] C~o + (N - 1) [(1 + Ao) C~o - 1} 
(2.38) 
N {1 - 4aoN 2 sin2(0/2)C~o/((1 + Ao) C~o - 1)} 
(g  - (~oAo - 1 ) / ( (1  + Ao) C~o - 1))  
Note that for a fixed value of N > 1, the function r2(0) defined by (2.38) is bounded in each 
interval ((k - 2) / (Y  - 1))Tr < 0 < ((k - 1)/(N - 1))~r while the image of this interval by the 
function FI(0) is all the real line. Hence, 
k -2  
there exists 0k • ] (~- -~)  7r, (N~11)  7r [ , 
such that ~1 (Ok) = ~2 (Ok), 2 < k < 2N - 1. 
(2.39) 
Let us assume now that So E ]0, (1 +Ao)-l[ and 0 appearing in (2.23) satisfies in((N-1)8)  # 0; 
then ao / ( ( l+Ao)ao-1)  < 0 and (aoAo-1) ( ( l+Ao)C~o-1)  > 1. Let e > 0 be such that 
(aoAo- 1 ) / ( ( l+Ao)ao-  1) = 1 +e; then functions ri(0) defined by (2.37),(2.38), for i = 1, 2 verify 
limo_.o+ F1(0) = N/(N - 1) < N/(N - (1 + e)) = limo_.o+ r2(0). Furthermore, r2(0) > Fl(O) in 
]0,Tr/(N - 1)[. Hence, equation (2.36) admits a solution Ok • ]((k - 2) / (Y - 1))~r, ((k - 1) / (N - 
1))Tr[ for k = 1, 2 , . . . ,  2N - 1 such that 
Ok e Ik = ~ r, 7r , if S0 _> (1 + Ao)-I or so _< 0, 
OkEJk :  ] (~_ l l )T r , (N~)Tr [ ,  i f~oE]0 , ( l+Ao) - l [  • 
(2.40) 
Recall that from (2.21) and under the hypothesis in((N - 1)0) ~ 0 one gets 
T(0) 
sin ((N - 1)0) 
{ s,n, 0, ( (0))} 
= (N + (N - 1)Ao) sin (-~----1)0) - N Ao + 1 - 4Nsin 2 C 
sin(N0) N } (B + AoC) 
- (U  - 1) ( sin (~- - - i )0 )  U - 1 
(2.41) 
By (2.35), it is easy to show that 
sin(N0) - (Ao + - ~o{(N+(N-1)AO)s in ( (N_ l )O)  N 1 4Nsin2 (~) )  } 
{ sin(N0) N } 
=(N- l )  s in ( - '~-T)0)  U -1  ' 
(2.42) 
and by (2.41),(2.42), it follows that 
T(O) 
sin ((N - 1)0) 
sin (NO) (Ao + ={(N+(N-1)A°) sin((N-1)O) -N. 1-4Ns in2(~))}  
x (C - so (B + AoC)). 
(2.43) 
Let 0 satisfy (2.35) and let us write (2.35) in the form 
sin(N0) - (Ao + ao{(N+(N-1)AO)s in ( (N_ l )O)  N 1-  4Nsin2 (~) )  } 
{ sin(N0) N ) 
= (N - 1) sin(-(-(-~--])0) N - 1 " 
(2 .44)  
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Note that if sin((N - 1)0) ¢ 0, then 
sin(NO) + 4N2sin2 (O) sin((N-1)O) 
Hence, and by (2.44), it follows that 
ao = 0 if and only if 
=sin((N-1)O) [NN-NN~_ l +4N2sin2 (O)] ¢0.  
sin(N0) N 
= (2 .45)  
sin ( (g  - 1)O) g - 1" 
By (2.43),(2.45), if Ok with sin((N - 1)0k) • 0 satisfies (2.40) and a0 # 0, it follows that 
(C - ao (B + AoC)) 
T(O) (2 .46)  
(N + (Y - 1)A0) sin(N0) - Y (A0 + 1 - 4Ysin2(O/2)) sin ( (g  - 1)0)" 
Let G(Ao, ao) be the matrix in C mpxm defined by 
[C - (~0 (B + AoC)] 
[C - ao (B + AoC)] A 
s0)  = . , (2 .47)  
[C - So (B + AoC)] A p-1 
and note that condition (2.18) is equivalent to 
(Ao, so) dk = O, dk e C m. (2.48) 
System (2.48) admits nonzero solutions dk E C "~ if and only if 
rank G (Ao, so) < m, (2.49) 
and under this condition by [14, Theorem 2.3.1], the solution set of (2.48) is given by 
Sk Cm-{0} 
Summarizing, we have proved the following result. 
THEOREM 3. Assume hypotheses (2.20),(2.25) and that matr/x G(Ao, So) defined by (2.47) sat- 
isties (2.49). Let Ok be the roots of equation (2.36), given by (2.40), for 1 < k < 2N - 1. Then a 
set of nonzero solutions of the boundary value problem (2.1)-(2.3) is given by 
Uk(i,j) = (I + pkA) j {(1 - N) sin (iOk) + Nsin ((i - 1)0k)} dk, 
Sk ~ C m-  {0}, 1 < k < 2N-  1. 
REMARK 2. The case p = 0, in provides the solution set for equation (2.8) of the form 
H(i) = c + id, c, d E C m, 
and the solution of the corresponding equation (2.9) is G(i) = I, j >_ O. Taking into account (2.4), 
condition (2.2) implies c = -Nd,  H(i) = (N - i)d. Boundary condition (2.3) means that 
Cd = O, d E C rn. 
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Thus, if C is singular, a solution set of the boundary value problem (2.1)-(2.3) is given by 
U(i, j) = (N - i)d, d e ker C - {0}. 
Recall that from Remark 1 if the matrix B is invertible then condition (2.20) holds true. We 
now consider the boundary value problem (2.1)-(2.3) for the case where 
B is singular. (2.51) 
Suppose that 0 E ]0, 7r[ U ]~r, 2~r[ satisfies the equation 
4Nsin2 (~)sin((N-1)O) +sin(NO)-sin((N-1)O) 
= 4Nsin2 (~) sin((N -1)O) + 2sin (~) cos (~-~O)  (2.52) 
= [4Nsin2 (~) - l]sin((N-1)O) +sin(NO)=O. 
By (2.52), it follows that sin((N - 1)0) ¢ 0 and thus the equation can be written in the form 
sin ((N - 1)0) = 1 - 4N sin 2 , (2.53) 
or  
cot((N-1)O)= 2sin2(O/2)(1-2N)= (1 -  2N)tan (~) ,  
sin0 (2.54) 
tan ( (g  - 1)0) - cot(0/2) 
1 - 2N 
Note that equation (2.54) has a solution 0k in each interval Ik = ] ( (k -  1 ) / (N-  1))Tr, (k/(N - 1))r[ 
for 1 < k < 2N - 2. By (2.19) the matrix T(O) can be written in the form 
T(0)= {2Ns in (~)s in ( (N-1)O)+eos(~-~O)}  2NCsin (~)  
+ {sin(N0) - U [sin(N0) - sin ((U - 1)0)]} B. 
By (2.52),(2.54), if Ok is a root of (2.54), then by (2.53) it follows that 
T (0k) = {sin (NOk) -- N [sin (NOk) - sin ((Y - 1)0k)]} S 
., sin (NOk) ] 
= sin ( (2 :  1)0k) {N-(N-Usin(--(-N---~Ok)~ B (2.55) 
__ (N- l ){  1 (~)}  
- sin (-(N :- ]-) 0k) N-L--~ + 4ysin2 S. 
By (2.55), it follows that ((N - 1)/sin((N - 1)Ok)){1/(N -- 1) + 4Nsin2(Ok/2)} ~0 and 
T (Ok) is singular if and only if B is singular. (2.56) 
Let G be a matrix in C mp×rn defined by 
G=[  BA. , (2.57) 
LBAp-1 
and suppose that rank G < m; then a solution set of problem (2.1)-(2.3) is given by 
Uk(i, j) = (I + pkA) j {(1 - N) sin (i0k) + N sin ((i - 1)0k)} dk, 
pk=--4rsin2(~),  dk---- ( I -G+G) Sk, SkECra--{O}, (2.58) 
1<i<N-1 ,  j>0 ,  1<k<2N-2 .  
The following result has been proved. 
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THEOREM 4. Let B be a singular matrix in C mxm, N > 1 and let Ok be a solution of (2.54) 
in Ik = ]((k - 1)/(N - 1))7r, (k/ (N - 1))~r[ for 1 < k < 2N - 2. Let G be the matrix defined 
by (2.57) and suppose that rank G < m. Then a set of nonzero solutions of the boundary va/ue 
problems (2.1)-(2.3) is given by (2.58). 
3. NUMERICAL  SOLUTION OF  THE MIXED PROBLEM 
Theorems 1, 3, and 4 of Section 2 provide nonzero solutions of the boundary value prob- 
lem (2.1)-(2.3) of the form 
( Uk(i,j) = I -- 4rAsin 2 {(1 - N)sin(iOk) + Nsin(( i  - 1)0k)}dk, 
where Ok are real numbers in ]0, r[ U ]Tr, 27r[, dk = (I - G+G)Sk, Sk E C m - {0}, 1 < k < 2N - 2, 
and G is the matrix in C mp×'n, defined by (2.30), (2.47), or (2.57), respectively, according to 
hypotheses of Theorems 1, 3, or 4, respectively. Superposition suggests to seek a solution of 
problem (2.1)-(2.3) of the form 
U( i , j )=  E I -4 rAs in2  { (1 -Y )s in ( iOk)+Ys in ( ( i -1 )Ok)}dk ,  (3.1) 
k=l  
where d2N-1 = 0 under by hypotheses of Theorems 1 and 4. By imposing to the vector function 
defined by (3.1) the initial condition 
U(i, O) = F(i), 
one gets 
2N- I  
F(i) = E {(1 - N) sin(iOk) + Nsin(( i  - 1)Ok)}dk. (3.3) 
k=l 
By the discrete series Fourier theory, see [15,16], one gets the following condition for the sequence 
{F(i))~_-~l: 
2N-1 
2 
dk = ~ E {(1 - N)sin (iOk) + gs in  ((i - 1)0k)} f ( i ) .  (3.4) 
k=l 
Since vectors dk must belong to ker G = Im(I - G+G), condition (3.4) is satisfied if 
F(i) e ker G, 1 < i < N. (3.5) 
Note that matrix G has the form 
LGAP-lJ 
(3.6) 
where 
G=C-B,  
G = C - ao (B + ~oC), 
G=B,  
Since ker G = Im(I  - G+G), condition (3.5) is satisfied if 
in (2.30), 
in (2.47), 
in (2.57). 
F(i) E ker G for 1 < i < N and ker G is an invariant subspace of A. 
Summarizing, the following result has been proved. 
(3.7) 
(3.8) 
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THEOREM 5. Let p be the degree of the minimal polynomial of the matr/x A E C mxm, and 
let G be the matr/x in C mp×m defined by (3.6). 
(i) Under hypotheses (2.20) and (2.24), let G = C-  B, 9k, Pk be given by Theorem i for 
1 < k < 2N - 2, and assume that rank G < m. Under condition (3.8), a solution of (2.1)- 
(2.3) satisfying U(i, O) = F(i), 1 < i < N-  1, is given by (3.1),(3.4), where 1 < k < 2N-2,  
j >_ O, 1 < i < N-  1 andd2y_l  =0. 
(ii) Under hypotheses (2.20) and (2.25), let G = C - ao(B + AoC), let Ok, Pk be given by 
Theorem 3 for 1 <_ k _< 2N - 1. Assume that rank G < m. Under condition (3.8) a 
solution of (2.1)-(2.3) satisfying V(i, O) = F(i), 1 < i < N - 1, is given by (3.1),(3.4), 
where 1 < k < 2N - 1, j >_ O, 1 < i < N - 1 and d2g-1 ~- O. 
(iii) Let B be a singular matr/x in C mxm, let 9k, Pk be given by Theorem 4, and suppose that 
rank G < m. Under condition (3.8) a solution of (2.1)-(2.3) satisfying U(i, O) -- F(i), 
l < i < N-  l, is given by (3.1),(3.4), where l < k < 2N-  2, j _> O, l < i < N-  l, and 
d2g-1 -= O. 
Note that {F(i)}~>I is bounded; then the sine Fourier coefficients dk appearing in (3.1) and 
defined by (3.4) are bounded. Assume the following hypothesis: 
A 4- A H 
every eigenvalue z of ~ is positive. (3.9) 
By the Bromwich theorem [9, p. 389], one gets 
-- 5 (a) ~ ~max 2 ' 
and by the spectral mapping theorem [10, p. 569] it follows that 
a E a(A), (3.10) 
a ( I -4 rAs in2  (~)  ) = {1-4ras in2  (~)  ; a E a(A)} • 
For a E a(A), one gets 
1 _4rRe(a)s in2(~ ) 2= Re( l _4ras in2(~) )  2 
=l -8rRe(a)s in2(~)  4- [4r Re(a)]2 sin4 (~)  , 
_4r im(a) sin2 (~)  2 im(_4ras in2(~)  ) 5= 
From (3.10), follows 
=14-[(4r)2 sin 4 ((Re(a))2 4- (Im(a)) 2} -8rRe(a)sin 2 
Assume that 
r < ~min ((A + A ' ) /2 ) .  (3.12) 
2 [p(A)f ' 
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then 
~min ((A "4- A H)/2) 
r < 1 < k < 2N-  1, (3.13) 
2 [p(A) sin (8k/2)] 2 ' 
and by (3.11) it follows that 
8rs in2(~)Amin(A2  -AH)  >16r2s in4(~) (p(A) )  2, 
1 - 4rzsin2 (~)  <I. 
Thus the numerical solution of problem (1.1)-(1.4), given by (3.1),(3.4), remains bounded as 
N --* oo with r satisfying (3.12). Summarizing, the following stability result has been established. 
THEOREM 6. With the hypotheses and the notation of Theorem 5, if A satisfies the spectral 
condition (3.9), h = 1/N, r = k/h 2 satisfies (3.12), and F(x) is bounded, then the numerical 
solution {U ( i , j)  } of problem (1.1)-(1.4), given by Theorem 5, remains bounded as N ~ oo. 
EXAMPLE 1. Consider problem (1.1)-(1.4), where 
1 1 
[i !] E - Zl A= ~ , B= 0 1 , C= 0 -  , F(x)=(f l (X) ,O,O) T, 0 1 -1 0 ~j 
where f l  (x) is a real valued function. Note that condition (2.20) holds with Ao = 1 because 
B+C= 1 
0 
Note that 
(B + C) - lC  = 0 - , 
-2  
( ) a (B+AoC)  -1C  =a((B+C) - IC )  = -1, 1 Q 
The eigenvalue a0 = 1/2 6 a((B + C)- IC)  satisfies (2.24) because 
(1+A0)c~0-1=(1+1)2-1=0.  
Let 0k 6 Ik = ]((k - 1)/(N - 1))Tr, (k / (N - 1))~r[ be a solution of 
tan ((N - 1)0k) = 
sin Ok 
(2N 2 - 1)[cos 0k - 2N2/(2N 2 - 1)]' 
l<k<N-2 .  
Let 
1 
G = C-  2 (B  + C) = - [  
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and note that  
is an invariant subspace of A because [o o 
= 2~ - i0  3 G+ 
8 -14  
{'} ker G -- Lin 0 
0 
- satisfies GA ( I  - G+G)  = O. 
Furthermore, F(i) = (fl(X), 0, 0) T lies in ker G. By Theorem 5(i), the vector function 
U(i, j) = Z I - 4rAs in  2 {(1 - Y)sin(iOk) + Ys in ( ( i  - 1)Ok)}dk, 
k----1 
2N-1 
2 
k=l  
Furthermore, since 
{(1 - N) sin(iOk) + Ns in  ((i - 1)Sk)} 
)~min (A~- -2AH)  
1 1 
A + A_____~ H - 1 1 
2 41 2 ' 
o 
= 0.015564, 
the numerical solution {U(i, j)} remains bounded as N --* c¢, for 
~min ((A "~- A H) /2 )  0.015564 
r < = - -  = 0.007784. 
2 [p(A) sin (0k/2)] 2 2 
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