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Sparse Hilbert Schmidt Independence Criterion and
Surrogate-Kernel-Based Feature Selection for
Hyperspectral Image Classification
Bharath Bhushan Damodaran, Member, IEEE, Nicolas Courty, Member, IEEE, and Sébastien Lefèvre
Abstract— Designing an effective criterion to select a subset
of features is a challenging problem for hyperspectral image
classification. In this paper, we develop a feature selection method
to select a subset of class discriminant features for hyperspectral
image classification. First, we propose a new class separability
measure based on the surrogate kernel and Hilbert Schmidt
independence criterion in the reproducing kernel Hilbert space.
Second, we employ the proposed class separability measure as an
objective function and we model the feature selection problem
as a continuous optimization problem using LASSO optimization
framework. The combination of the class separability measure
and the LASSO model allows selecting the subset of features
that increases the class separability information and also avoids
a computationally intensive subset search strategy. Experiments
conducted with three hyperspectral data sets and different
experimental settings show that our proposed method increases
the classification accuracy and outperforms the state-of-the-art
methods.
Index Terms— Band selection, class separability measure,
feature selection, Hilbert Schmidt independence criterion (HSIC),
hyperspectral image classification, kernel methods, LASSO,
surrogate kernel (SK).
I. INTRODUCTION
HYPERSPECTRAL sensors characterize the informationcontent of the objects under the scene in a large number
of spectral bands. For this reason, it has been considered as
an important data source for many remote sensing applications
(e.g., precision agriculture, land cover/land use mapping, and
mineral exploration) [1]–[3]. However, the automatic analysis
of hyperspectral data is a complex task mainly due to high
dimensionality of the hyperspectral data. This causes the
critical issues such as curse of dimensionality, redundant
information, and high volume of the data. Addressing the
above issues is of prime importance to exploit the potentials of
hyperspectral data for real-world applications. Statistical-based
models such as the Gaussian mixture model suffer severely
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due to the curse of dimensionality, leading to an inaccurate
estimation of parameters of the model. One effective way
to tackle these problems is to reduce the dimensionality of
hyperspectral data set without losing the useful information,
and this process has the capability to overcome the feature
space geometrical and statistical limitations of hyperspec-
tral data [4]. Kernel-based methods such as support vector
machine (SVM) have shown to be more effective in handling
high dimensionality of hyperspectral data. However, these
methods could also benefit from the dimensionality reduction
methods [5].
In recent years, several attempts have been made to deal
with the dimensionality of the hyperspectral data set using
either feature extraction or feature selection methods. Feature
extraction projects the high-dimensional image into a lower
dimensional subspace [6], [7]. On the other hand, feature
selection (or band selection) picks the best subset of bands
based on a certain criterion [8]–[10]. The latter is often
preferable in remote sensing, since the selected bands are
interpretable and usually contain the physical information.
Feature selection methods can be categorized into supervised
methods [5], [13], [14] and unsupervised [11], [12]. In the
unsupervised case, the bands are selected mainly based on fea-
ture clustering [10], [11], independence column selection [15],
and feature ranking [16]. The performance of these methods
might be low compared with that of the supervised case.
However, these unsupervised methods are preferred when no
ground-truth information is available. On the other hand, in the
supervised case, the bands are selected based on wrapper- and
filter-based approaches. The former relies on the selection of a
subset of bands, which maximizes the classification accuracy
in accordance with the underlying classifier [5], [9]. The
latter rather selects the subset of bands with respect to the
characteristics of the training data. Thus, the selected bands
by the filter-based approaches are independent of the classifier,
have better generalization power, and are less computationally
expensive depending on the underlying filter used.
Designing the criteria for a filter-based supervised feature
selection method is a challenging problem. Several criteria
have been proposed for feature selection, including distance
measures [17], class separability measures [8], [18], informa-
tion measures, and dependence measures [14], [19]. Among
these criteria, the class-separability-based strategies are inter-
esting, since they select the subset of features that maximizes
the class separable information. The Jeffries–Matusita distance
0196-2892 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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measure, Bhattacharya distance, Fisher’s ratio measure are
the most widely used class separability measures for remote
sensing images [20]–[22]. These separability measures com-
pute the class separability information between the land cover
classes in the input space. Thus, the above measures might
not be so effective in capturing the nonlinear dependence
relationship between the land cover classes in remote sens-
ing data while compared with working in the reproducing
kernel Hilbert space (RKHS). Moreover, the class separa-
bility information is also used to evaluate the training data
quality (training sample subset selection) in remote sensing
applications [23]. It is known that collecting a sufficient
number of training samples to meet the requirements of
Hughes Phenomena is very difficult for hyperspectral data
and field spectroradiometer data (typically contains more than
1000 spectral channels). In this scenario, the computation
of conventional class separability information would not be
possible due to inverse of the covariance matrix term involved
in the class separability measures. Therefore, it is of prime
importance to design a class separability measure in the RKHS
to effectively handle the nonlinear dependence of the data and
to avoid singularity problems.
In this paper, we propose a new class separability measure
in the RKHS as the objective function for feature selection.
The proposed measure is defined using the Hilbert Schmidt
independence criterion (HSIC) and surrogate kernel (SK)
approach. In [24], the similarity measure using SK was
derived to evaluate the PerTurbo classifier’s performance with
the training data characteristics and the similarity measures
between the classes and the confusion matrix of the classifier
showed some homogeneous structure. We build upon this
observation to select the subset of features that increases the
diagonal dominance of the similarity matrix, thereby possibly
increasing the diagonal dominance of the confusion matrix.
The proposed class separability matrix is different from the
one in [24], in the sense that we use the HSIC to compare
the similarity between the kernel matrices of two classes.
The applicability of HSIC for feature selection is shown
in [14], [19], and [25]. However, the potential of the HSIC for
deriving class similarity measure has not been explored yet.
Beyond the design of the objective function, another key
issue in feature selection is the search strategy. Generally,
the search-based methods, such as sequential forward and
backward search and evolutionary-based search methods, are
employed to find the subset of the features. These methods
incrementally add or remove bands according to a given
criterion and involve a computationally intensive subset search
operation. The LASSO or l1 optimization method has shown
to be able to model the discrete band selection problem as
a continuous optimization problem [26] and thus avoids a
complex subset strategy. Therefore, we adopted in this paper
the LASSO model to select the subset of class discriminant
features. The proposed feature selection method is devel-
oped by coupling the proposed class separability matrix and
the LASSO model into a single unified framework called
HSIC-SK LASSO. A related method to our HSIC-SK LASSO
is given in [26], but the entries in the LASSO model and
their length are different. The length of the input and output
terms of our proposed method is dependent on the number
of classes, i.e., L2, where L is the number of classes present
in the image. Conversely, the length of the entries in [26] is
dependent on the number of training samples, i.e., n2. Let
us observe that for hyperspectral data sets, we generally have
n2  d , where n is the number of training samples and d is
the number of bands of hyperspectral data. As such, the model
proposed in [26] might not be computationally feasible for
hyperspectral data sets. Indeed, this model was proposed for
ultrahigh-dimensional data sets.
Our main contributions are thus: 1) development of a new
class separability matrix based on SK and HSIC in the RKHS
and 2) effective design of a LASSO-based framework to select
class separable features for hyperspectral data classification.
The experiments conducted with three airborne hyperspectral
data sets with different experimental settings show that our
proposed feature selection method outperforms the state-of-
the-art methods and it is computationally more efficient than
sequential-search-based methods.
The rest of this paper is organized as follows. Section II
presents the theoretical background of the proposed feature
selection method. Section III proposes the class separabil-
ity measure and the LASSO feature selection framework.
Section IV details the extensive experiments conducted with
the proposed method, including the comparison of some meth-
ods with the state-of-the-art methods. Finally, the conclusion
and some research perspectives are given in Section V.
II. THEORETICAL BACKGROUND
This section reviews the necessary theoretical background
required for the proposed class separability measure.
Let S = {(x1, y1), (x2, y2), . . . , (xn, yn)} ∈ Rd ×
{ω1, . . . , ωL} be the training set with N pairs of training
samples xi and their corresponding class labels yi and Sl be
the set of all training samples with label ωl . The geometric
structure of the samples belonging to the class ωl can be
characterized using the geometry of the kernel induced feature
space. The geometry of the class ωl can be represented by the
Gram matrix in the RKHS as follows:
Ki j (Sl ) = k(xi, xj) = φ(xi)T.φ(xj) = exp(−γ ‖xi − xj‖2)
(1)
where k(., .) is a Gaussian radial basis kernel function,
xi and xj ∈ Sl , φ is the mapping from the original space into
RKHS, and γ is the bandwidth parameter of the Gaussian
kernel.
A. Surrogate Kernel
Mercer’s theorem states that any positive semidefinite ker-
nel can be reconstructed from the kernel’s eigenspectra and
its continuous eigenfunctions [27]. Thus, Mercer’s theorem
provides an explicit way to generate the kernel matrix on any
arbitrary samples. In general, the kernel matrices cannot be
compared directly using standard matrix metrics because they
do not share the same size. The SK approach [28] allows
us to adapt the Gram matrix based on a new set of support
functions, yielding matrices of comparable sizes. The SK [28]
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can be defined as follows: let X and Z be any given two
samples and k(.) be a kernel function, then KX ∈ R|X|×|X| and
KZ ∈ R|Z|×|Z| are the kernel matrices defined on X and Z,
respectively, and KX Z ∈ R|X|×|Z| is a kernel matrix defined
among X and Z. The SK of KX on the sample Z, denoted
by KZ←X , is defined as
KZ←X = KZ X K−1X KX Z. (2)
The kernel matrix KX 1 and its SK KZ←X are built from
the same set of set of eigenvalues and eigenfunctions [28],
and thus KZ←X preserves the key structure of the kernel
matrix KX .
B. Hilbert Schmidt Independence Criterion
Another way to compare the geometry of kernel embeddings
is found in the use of a statistical independence criterion:
the HSIC. It measures the independence between two sets
of random variables [29]. Let X and Z be the two random
variables, from which the samples (x, z) can be drawn from
the probability density function of X and Z. The nonlin-
ear mapping function is defined on each element of X , as
φ(x) ∈ F from x ∈ X to the feature space F , such that
the inner product between the features is given by a kernel
function k(x, x
′
) = 〈φ(x), φ(x′ )〉, and F is the associated
RKHS. In a similar manner, let G be the RKHS on Z with
kernel l(., .) and the mapping function ψ(z). Then the cross-
covariance operator between these two mapping functions can
be defined as a linear operator Cxz : G → F , such that
Cxz = Exz[(φ(x)− μx)⊗ (ψ(z) − μz)]
⇒ Exz[φ(x)⊗ ψ(z)] − μx ⊗ μz (3)
where ⊗ is a tensor product. The HSIC is defined as the
squared Hilbert Schmidt norm of (3). It has been shown that
the HSIC can be expressed in terms of kernel [29] and the
empirical estimate of the HSIC is given as follows:
HSIC(Z, F, G) = (m − 1)−2tr(K C LC) (4)
where m is the number of observations (samples), C, K ,
L ∈ Rm×m , Ki j = k(xi, xj), Li j = l(zi, zj), Ci j = δi j − m−1
(δi j = 1 if i = j , zero otherwise) is the centering matrix, and
tr is the trace operator. The independence between the two
random variables in the Hilbert space can be obtained by (4).
III. PROPOSED FRAMEWORK
In this section, we propose a new class separability measure
and the LASSO-based feature selection framework.
A. Proposed Similarity Measure in Kernel Hilbert Space
We assume that the samples belonging to different classes
follow different probability distributions. Measuring similarity
between the classes can then be framed as computing the
distances between the probability distributions. Let K (Sl ) and
K (Sl ′) be the kernel matrices of the samples belonging to
1In the implementation, a Tikhonov regularization ε = 10−4 is added to
KX before computing inverse to avoid numerical issues.
the classes ωl and ωl′ in the RKHS as described in (1).
Measuring the distribution of the data in the Hilbert space is
not straightforward, since the kernel-induced feature maps in
the RKHS cannot be expressed explicitly [28], [30]. The kernel
matrix has the capability to uniquely describe the feature space
geometry of the data samples in the RKHS. Therefore, for
two samples (from class ωl and ωl′ ) to have similar feature
space distributions, we require them to have similar kernel
matrices.
Let (Sl ) and (Sl ′) be the empirical kernel maps of the
samples belonging to the classes ωl and ωl′ , respectively. If the
two kernel matrices are identical, then their corresponding
empirical kernel maps will also be identical. This implies that
the empirical distributions of the data in the kernel induced
feature space will also be equal. In other words
K (Sl ) = K (Sl ′) ⇒ (Sl ) = (Sl ′) (5)
⇒ p((Sl)) = p((Sl ′)) (6)
where p(·) is the probability distribution function in the
Hilbert space. Thus, measuring similarity between the data
distributions in the Hilbert space (feature space) can be viewed
as aligning the two kernel matrices.
In remote sensing images, the spatial distribution of the
classes will be different to each other. As a result, the number
of samples belonging to each class will also be different.
Thus, evaluating the similarity or closeness between the two
kernel matrices is difficult, since the kernel matrices of the
different classes may have different dimensions. In order to
overcome this problem, we generate a new kernel matrix
called SK [28]. To compare the kernel matrices of two classes
K (Sl ) and K (Sl ′), we construct the surrogate kernel of Sl
based on the sample Sl ′ as follows:
K (Sl ′ ← Sl ) = K (Sl ′, Sl)K (Sl )−1 K (Sl, Sl ′) (7)
where K (Sl ′ ← Sl ) is an SK of K (Sl ). Now the similarity
between the class ωl and ωl′ can be evaluated by measuring
the closeness between K (Sl ′ ← Sl ) and K (Sl ′). The similarity
between K (Sl ′ ← Sl ) and K (Sl ′) is measured using the
HSIC as
HSIC(ωl , ωl′ ) = (ml′ − 1)−2tr(K (Sl ′ ← Sl )C K (Sl ′)C) (8)
where ml′ is the number of the samples in the class ωl′ and
Ci j = δi j − m−1l′ , in which δi j = 1 if i = j zero otherwise.
The pairwise Hilbert Schmidt class similarity matrix between
the classes is then defined as
H =
⎡
⎢⎢⎢⎢⎢⎣
HSIC(ω1, ω1) HSIC(ω1, ω2) · · · HSIC(ω1, ωL)
HSIC(ω2, ω1) HSIC(ω2, ω2) · · · HSIC(ω2, ωL)
...
...
. . .
...
HSIC(ωL , ω1) HSIC(ωL , ω2) · · · HSIC(ωL , ωL)
⎤
⎥⎥⎥⎥⎥⎦.
(9)
The high values of the matrix H indicate that the classes have
high similarity and the low values indicate that the classes have
less similarity. The pairwise Hilbert Schmidt class similarity
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
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matrix between the classes computed with the kth feature of
hyperspectral data is given by
Hk
=
⎡
⎢⎢⎢⎣
HSICk(ω1, ω1) HSICk(ω1, ω2) · · · HSICk(ω1, ωL )
HSICk(ω2, ω1) HSICk(ω2, ω2) · · · HSICk(ω2, ωL)
...
...
. . .
...
HSICk(ωL , ω1) HSICk(ωL , ω2) · · · HSICk(ωL , ωL )
⎤
⎥⎥⎥⎦.
(10)
B. Proposed LASSO Feature Selection Framework
If the features have good class discriminative information,
then matrix H will be a diagonal dominant matrix. Therefore,
the problem is to find the subset of features that maximizes
the diagonal dominance of the matrix H . The sequential-
search-based methods can be employed to find the subset of
features; however, they require a computationally intensive
subset search strategy. Instead, we formulate in this paper, the
discrete band selection problem as a continuous band selection
problem using the LASSO optimization method. We denote
our proposed LASSO-based band selection framework by
HSIC-SK LASSO. It is defined as
J (α) = min
α
1
2
∥∥∥∥∥ Î −
d∑
k=1
αk Hk
∥∥∥∥∥
2
F
+ λ‖α‖1 (11)
where Î = 1/L(I + ε) is a target matrix, I is the identity
matrix, ε = 10−4 is a constant, Hk is the class separability
measure of the kth feature in the hyperspectral data, α is
the coefficient vector of length d and nonzero entries of the
α correspond to the selected features retained by HSIC-SK
LASSO, and λ is the scalar value to control the sparsity of
the coefficient vector. The first term of (11) is the squared
loss function and the second term is the regularization term.
The lengths of the output term ( Î) and input term (Hk) are
dependent on the number of classes present in the image and
they are of length L2. The entries of our proposed method
are different from the LASSO model available in [26]. The
ideal kernel and featurewise kernel matrix were used as the
entries in [26], thus leading to a large number of observations
for the LASSO model. The dimensions of output (ideal kernel)
and input (featurewise kernel) terms are of length n2, and thus
always n2  d . Due to this, the existing formulation from [26]
might not be computationally feasible2 for feature selection of
hyperspectral data. Our proposed model does not depend on
the number of training samples but rather on the number of
classes, and thus often L2 < d , which is preferable for the
LASSO model.
1) Interpretation of HSIC-SK LASSO: The HSIC-SK
LASSO formulated in (11) aims to identify highly class sepa-
rable features that have large inner product between Î and Hk .
Expanding the first term of (11) and expressing in terms of
kernel matrices will provide more insight into our proposed
method. For the simplicity, we assume that kernel matrices are
2We have conducted experiments with the model proposed in the work of
Yamada et al. [26] using the codes provided by them and we found that the
model did not converge for hyperspectral image feature selection.
centralized, then using (3) the squared loss term in (11) can
be expressed as
1
2
∥∥∥∥∥ Î −
d∑
k=1
αk Hk
∥∥∥∥∥
2
F
=  −
d∑
k=1
αkAk
︸ ︷︷ ︸
class separability measure term
+ 1
2
d∑
k,k′=1
αkαk′ Bk,k′
︸ ︷︷ ︸
correlation measure term
where
Ak =
L∑
l,l′=1
〈K k(Sl ), K k(Sl′ 〉F
(
δl,l′
L
+ ε
)
and
Bk,k′ =
L∑
l,l′=1
〈
K k(Sl)K
k′(Sl )〉F 〈K k
(
S′l
)
K k
′
(Sl′ )
〉
F . (12)
In (12) , ε = 10−4 are constant3 and K k is the kernel
matrix computed with the kth feature of hyperspectral data.4
The second term in (12) can be interpreted based on class dis-
criminative information of the features; when the kth feature
has less within-class variance and high between-class variance,
this term takes a large value and correspondingly αk should
also take a large value such that (11) is minimized. On the
contrary to that, when the kth feature is not discriminative,
the second term takes a smaller value, and thus αk tends to
be eliminated by the regularization term. This implies that
important features that have better class separability tend to be
selected by our proposed HSIC-SK LASSO. The third term
in (12) provides more interesting interpretation as it has the
capability to encode the correlation information between the
features in a classwise manner. The first two kernel matrices
measure correlation between the kth and k ′th feature with
respect to class ωl and the remaining two entries correspond
to correlation between the kth and k ′th features relative to
class ωl′ . When the k and k ′th features are correlated relative
to each class, the third term takes a larger value, so either
of αk and αk′ tends to be zero. On the other hand, when
the features are independent relative to class ωl and ωl′ or
interestingly with either of the classes, then the corresponding
features tends to be retained by our method. Thus, (11) elimi-
nates the correlated features in a classwise manner, which is an
important property of our proposed method. Furthermore, the
second term in (12) can be related to [26], but the third term is
different because our method has the advantage of including
the feature correlation in a classwise manner.
The proposed formulation given in (11) is solved using
the statistical and machine learning toolboxes available in
MATLAB.5
3ε is added in the target matrix ( Î ) to include the between-class similarity
in the selection of features.
4The normalizing terms in (12) are ignored for clarity purpose.
5The MATLAB codes of the proposed method will be provided upon
request.
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TABLE I
PAVIA UNIVERSITY TRAINING AND TESTING SAMPLES
IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. Data Sets
In order to evaluate the proposed HSIC-SK LASSO feature
selection method, experiments have been conducted with real-
world hyperspectral data sets. A detailed description of these
data is provided in the following.
1) Pavia University: The first hyperspectral data considered
here were collected over the University of Pavia, Italy, by the
ROSIS airborne hyperspectral sensor in the framework of the
HySens project managed by DLR (German national aerospace
agency). The ROSIS sensor collects images in 115 spectral
bands in the spectral range from 0.43 to 0.86 μm with a spatial
resolution of 1.3 m/pixel. After the removal of noisy bands,
103 bands were selected for experiments. This data contain
610 × 340 pixels with nine classes of interest. The training
and testing samples are provided along with data and are used
to perform quantitative evaluation (see Table I).
2) City of Pavia: The second hyperspectral data were col-
lected over the City of Pavia, Italy, by the ROSIS sensor.
The spectral and spatial resolution configurations are similar
to the Pavia University data set. After the removal of noisy
bands, 102 bands were selected for experiments. This data
set contains 1096 × 715 pixels with nine classes of interest.
Similar to Pavia University, the City of Pavia data set comes
with some training and testing samples (see Table II).
3) Kennedy Space Center: The third and last hyperspec-
tral data considered here were collected over the Kennedy
Space Center (KSC)6 by the NASA Airborne Visible/Infrared
Imaging Spectrometer (AVIRIS). The AVIRIS sensor collects
images in 224 bands of 10-nm width with center wavelengths
from 400 to 2500 nm. The KSC data, acquired from an
altitude of approximately 20 km, have a spatial resolution
of 18 m. After removing water absorption and low SNR bands,
176 bands were used for the analysis. This data set consists
of 512 × 614 pixels with 13 classes of interest. Training and
testing samples made available with this data set are given
in Table III.
6Available online: http://www.csr.utexas.edu/hyperspectral/data/KSC/.
TABLE II
CITY OF PAVIA TRAINING AND TESTING SAMPLES
TABLE III
KSC TRAINING AND TESTING SAMPLES
B. Experimental Design
In the proposed HSIC-SK LASSO method, we used radial
basis function (RBF) kernel with kernel width (σ ) set to be
the fifth percentile of pairwise distances (PDs) [31], [32].
The λ in (11) are varied in the range λ = 10R , where
R = {−12,−11. . . . , 1}, to select a different number of
spectral bands.7 The high λ value favors to select a more
number of spectral bands and low value favors to select a
less number of spectral bands.
7LASSO may not extract exactly the required number of bands; neverthe-
less, in most of the cases, it is possible to extract exactly or very close to the
required number of spectral bands.
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The effectiveness of the features (bands) selected by the
proposed HSIC-SK LASSO method is assessed by the overall
accuracy of supervised classifiers. The classifiers considered
in our experiments are PerTurbo [24], SVM [33], extreme
learning machine (ELM) [34]–[36], and naive Bayes classi-
fier (NBC) [37]. The choice of these classifiers is motivated
by their demonstrated performances in hyperspectral data
classification. Besides, our goal is to show the genericity
of the selection strategy within a wide range of classi-
fiers. The RBF is used as the kernel function in the SVM,
PerTurbo, and ELM classifiers. The SVM parameter cost func-
tion C = 2α , α = {−5,−4, . . . , 15}, and bandwidth γ = 2β ,
β = {−15,−13, . . . , 3}, were automatically tuned with the
grid search method using fivefold cross validation. Similarly,
the parameters of the PerTurbo classifier are automatically
tuned with τ = {10−6, 10−5, . . . , 0.99} and γ = 2β , β =
{−15,−13, . . . , 3}. The performance of the ELM classifier is
independent of the number of hidden neurons [38]. However,
we have tuned here parameters using fivefold cross validation
for optimal performance. The number of hidden neurons varies
from 100 to 1000.
The experiments are conducted in three different settings.
1) Feature selection is performed on original spectral
bands.
2) Feature selection is performed on the extended multiat-
tribute profile (EMAP) [39] of the hyperspectral data.
In order to generate the EMAP features, a princi-
pal component analysis is carried out on the hyper-
spectral data and the first four principal components
(99% of total variance) are retained. The EMAPs are
then generated from these four PCs using four mul-
tiattribute filters, namely, area, diagonal of the region
bounding box, moment of inertia, and standard devi-
ation [40], [41]. It leads to a total number of EMAP
features equal to 304.
3) Finally, the feature selection experiment is performed
with randomization of training samples to assess the
stability of selected features.
C. Competitive Methods
We have compared our method with six specific implemen-
tations of two state-of-the-art band selection methods, namely,
kernel dependence measure (KDM) [14], [19] and constrained
band selection (CBS) [16]. The KDM-based feature selection
method was considered, since it works similarly to our princi-
ple using HSIC. It consists of two different strategies using
forward HISC (FOHSIC) and backward HISC (BAHSIC)
search. The CBS was considered since it has been widely
used to compare the performance of band selection methods.
The CBS provides two different approaches named constrained
energy minimization (CEM), and linearly constrained min-
imum variance with four different criteria [band correla-
tion minimization (BCM), band correlation constraint (BCC),
band dependence minimization (BDM), and band dependence
constraint (BDC)]. It has been shown that BCC and BCM
perform identically to BDC and BDM, respectively [16]. Thus,
our experimental framework includes six specific implemen-
tations to compare the results with our proposed method.
Finally, we also report the results obtained using all spectral
bands (full-band) as a baseline.
D. Feature Selection on the Original Spectral Bands
We discuss here the experimental results achieved by the
feature selection methods when applied on the original spectral
bands of the hyperspectral data.
1) Pavia University: For each of the four different classi-
fiers, we report in Fig. 1 the classification accuracy obtained
with the different feature selection methods on the Pavia
University data set. The classification accuracy using all
spectral bands of the hyperspectral data is also included as a
baseline (horizontal line) to compare with the feature selection
methods. Fig. 1 reveals that when the most informative bands
are added, the classification accuracy changes drastically, and
when additional (possibly redundant) bands are added, the
classification accuracy then changes slowly. The proposed
HSIC-SK LASSO feature selection method outperforms its
competitors with all the four classifiers. The significance of the
proposed method is analyzed in two ways: 1) the number of
spectral bands required to approximate full-band classification
accuracy (i.e., first peak close to the horizontal line) and
2) the percentage of improvement in classification accuracy
compared with the full-band classification accuracy and the
number of bands required to achieve the best classification
accuracy.
When the number of spectral bands required to approxi-
mate full-band accuracy is considered, the proposed method
outperforms the existing feature selection methods and is able
to approximate the full-band classification accuracy with fewer
spectral bands relative to all the four classifiers. Indeed, our
method requires only 16% of spectral band for the SVM
classifier, 9% for the PerTurbo and ELM classifier, and 3%
for NBC to approximate full-band classification accuracy.
On the other hand, the existing feature selection methods
require a higher number of spectral channels to approximate
full-band accuracy. Moreover, their performance is not consis-
tent over the different classifiers. To illustrate, these methods
require more than 40% of spectral bands to approximate
the full-band accuracy with three classifiers (SVM, PerTurbo,
and NBC). Among the competitors, CEM–BCC/BDM offers a
better performance with three classifiers compared with other
existing methods.
When the improvement in classification accuracy is con-
sidered, the proposed method shows about 1–7% increase
in classification accuracy in comparison with the full-band
classification accuracy. Few of the competitors also improved
the classification accuracy. However, they require a much more
number of spectral bands to achieve the best performance
compared with our proposed method. Among the classifier,
the ELM classifier has benefited more from our proposed
method, and thus it reaches a similar overall accuracy (80%)
with the SVM classifier using all the spectral bands with low
computational complexity.8 The NBC is least benefited from
8The computational time of SVM classifier (including cross validation) with
all the spectral bands is 716 s, whereas the total computation time of HSIC-
SK LASSO and ELM classifiers (including cross validation) with 11 spectral
bands is 359 s.
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Fig. 1. Classification accuracy of the Pavia University data set with different feature selection methods. (a) SVM classifier. (b) PerTurbo classifier.
(c) ELM classifier. (d) NBC.
our proposed method in terms of accuracy improvement, but
it is most benefited classifier in achieving full-band accuracy
with very few spectral bands. Since it is known that NBC
performs better when the feature are independent, we can thus
derive that our method provides more informative and less
redundant bands.
2) City of Pavia: Fig. 2 reports the classification accuracies
for the City of Pavia data set with all the considered feature
selection methods and classifiers. We can observe that our
proposed method outperforms the existing feature selection
methods in two aspects: the minimal number of spectral bands
required to approximate the full-band classification accuracy
and the improvement in classification accuracy with fewer
spectral bands. Furthermore, the proposed method performs
better with all the considered state-of-the-art classifiers. The
existing methods requires a more number of spectral bands to
approximate full-band accuracy and to increase the classifica-
tion accuracy. Among the existing methods, kernel dependence
minimization and CEM–BCM/BDM produce better classifica-
tion results. The classification results of the NBC are worth
to note, since the proposed method is able to approximate
the full-band classification accuracy with only three spectral
bands.
3) Kennedy Space Center: The classification accuracies for
the KSC data set are finally reported in Fig. 3. We can see that
our method is able to approximate the full-band classification
accuracy with a minimal number of spectral bands. Fig. 3
reveals that our proposed method outperforms the competitors
with three classifiers and performs similarly with the PerTurbo
classifier. When the improvement in classification accuracy
is considered, our method outperforms the competitors with
ELM and NBC and performs comparatively equal to the
SVM classifier. Moreover, ELM and NBC benefited most from
the feature selection methods and improves about 5%–8%
accuracy compared with the full-band accuracy. The compar-
ative analysis of feature selection methods highlight that our
proposed method behaves well with the minimal number of
spectral bands, but it decreases the accuracy when a more
number of spectral bands are included. On the other hand,
existing methods have converse behavior to our method. That
is, the accuracy improves when a more number of spectral
bands are included.
E. Interpretation of Selected Features and Computational
Efficiency of HSIC-SK LASSO Over
Sequential-Search-Based Methods
The selected features by the proposed method and consid-
ered existing methods are reported in Fig. 4. For the Pavia Uni-
versity and Pavia Center data sets, 16 selected spectral bands
are presented in Fig. 4(a) and (b), and for the KSC data set,
20 selected spectral bands are presented in Fig. 4(c). The
longer width of horizontal bar indicates that a more number
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Fig. 2. Classification accuracy of the City of Pavia data set with different feature selection methods. (a) SVM classifier. (b) PerTurbo classifier.
(c) ELM classifier. (d) NBC.
of spectral bands are selected in that particular region of
the spectrum. The visual inspection of Fig. 4 highlights the
potential of our method in selecting the spectral bands from
entire region of the spectrum to adapt diverse natural and man-
made objects in the Pavia University and Pavia Center data
sets, and thus results in nonredundant selection of the features.
On the other hand, the selected bands by existing methods
are concentrated on the particular region of the spectrum.
For the KSC data set, our method selects most of the bands
in the lower region of the spectrum with the combination
of a few bands in higher region of spectrum. The selected
bands in the lower region typically encounter the leaf pigments
and chlorophyll absorption (1–30 bands), plant cell structure
(NIR region), and higher region for the soil moisture and leaf
water content. The HSIC-based methods select most of bands
in the NIR region, but it neglects the bands associated with leaf
pigments and leaf water content. The LMCV-BCM favors the
bands in the mid and higher regions of the spectrum and favors
less in the region of chlorophyll absorption and the NIR region.
The comparative analysis of Figs. 1–4 demonstrates that the
feature selection methods, which uniformly cover the entire
region of the spectrum, produce good classification results.
Table IV reports the computational time (in seconds) of our
proposed method and HSIC-based sequential search methods.9
The reported computational time is measured only for the
9The number of selected features mentioned in Table IV may not be exactly
the same for the HSIC-SK LASSO method.
feature selection stage and does not include classification
step. Table IV shows that our proposed method is compu-
tationally much faster than sequential-search-based methods.
Specifically, our method is 8×, 48× times faster than the
FOHSIC and BAHSIC10 methods for the Pavia University data
set and this order further increases for the Pavia Center data
set. More interestingly, the computational time difference of
our method is negligible when a more number of features
are selected, whereas the sequential-search-based methods
increases the computational time drastically as the number
of selected features increases. This computational advantage
is due to the potential of our modeling of feature selection
problem as a continuous LASSO optimization problem. Our
proposed method is computationally very efficient once the
design matrix is computed. For instance, the computation of
design matrix accounts for 345 s (the value before the plus
sign in HSIC-SK LASSO) for the Pavia University data set
and the selection of features is performed in negligible time.
F. Feature Selection on the Extended Morphological
Attribute Profiles
Having reported the performance of our method on original
hyperspectral data, we now discuss its performance when
applied on EMAP features. We consider here only the Pavia
10The computational complexity of kernel computations involved in our
proposed method and other HSIC methods is similar.
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Fig. 3. Classification accuracy of the KSC data set with different feature selection methods. (a) SVM classifier. (b) PerTurbo classifier. (c) ELM classifier.
(d) NBC.
TABLE IV
COMPUTATIONAL TIME (IN SECONDS) MEASURED OVER A DIFFERENT NUMBER OF SELECTED FEATURES OF THE PROPOSED HSIC-SK LASSO AND
HSIC-BASED SEQUENTIAL SEARCH METHODS. FOR THE HSIC-SK LASSO, THE TIME MENTIONED BEFORE THE PLUS SIGN ACCOUNTS FOR
COMPUTING THE DESIGN MATRIX AND AFTER THE PLUS SIGN ACCOUNTS FOR THE SELECTION OF FEATURES
University and Pavia Center data sets11 and provide related
results in Table V. Classification accuracy is measured for
different numbers of EMAP selected by our method, but
here we present the results only for a few selected EMAPs.
As expected, the classification accuracy significantly
increases with the EMAP features compared with the pixel
based classification. To illustrate, the PerTurbo classifier
11The KSC data set is not considered here, since the spatial locations of
training samples are not provided.
achieves 92.8% and 99.15% of classification accuracy with
the Pavia University and Pavia Center data sets, respectively.
However, we can remark that the classification accuracy
significantly decreases with NBC. From Table V, we can
clearly see that our method is able to approximate the original
EMAP classification accuracy (with 304 EMAP) using only
a much smaller number of EMAP features. More precisely,
original EMAP classification accuracy is approximated for
the Pavia University data set with about 8% of original
EMAP features with SVM and PerTurbo, 5% with ELM, and
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Fig. 4. Selected spectral bands with different feature selection methods. (a) Pavia University (16 selected spectral bands). (b) Pavia Center (16 selected
spectral bands). (c) KSC (20 selected spectral bands). The color bar indicates the spectral band indexes, the blue patterns denote the lower band indexes and
the red patterns indicate higher spectral band indexes.
TABLE V
CLASSIFICATION PERFORMANCE (OA IN %) OF THE SELECTED FEATURES WITH THE PROPOSED HSIC-SK LASSO METHOD
ON THE EMAPs FOR THE PAVIA UNIVERSITY AND PAVIA CENTER DATA SETS
1% with NBC, respectively. Furthermore, the EMAPs selected
by our method are also able to increase the classification
accuracy when compared to original EMAP. Among the
four classifiers, the improvement in accuracy is higher in
magnitude with the ELM and NBCs compared with the SVM
and PerTurbo classifiers (e.g., 14% and 51% with Pavia
University). The analysis of the selected EMAP features
(26 for Pavia University and 15 for Pavia Center) reveals that
filters from all the attributes are selected, but it favors only
two set of attributes for both the data sets. Among them,
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Fig. 5. Classification accuracy of HSIC-SK LASSO method with different heuristic Gaussian bandwidths on the Pavia University data set. (a) SVM classifier.
(b) PerTurbo classifier. (c) ELM classifier. (d) NBC.
selection highly favored area and standard deviation attributes
for the Pavia University data set, and it highly favored
area and moment of inertia attributes for the Pavia Center
data set.
G. Influence of the Gaussian Width on the HSIC-SK
LASSO Method
In this section, we carried out of set of experiments with
two hyperspectral data to investigate the influence of the
Gaussian bandwidth parameter on our proposed HSIC-SK
LASSO method. For the input xi, xj ∈ Rn , the Gaussian RBF
kernel is given as K (xi, xj) = exp(−1/2σ 2‖xi − xj‖2), where
σ is the Gaussian kernel width. Many studies showed that the
heuristic approaches can be used to compute σ of the Gaussian
kernel, in this case σ was set to: 1) the dimension of the
data (in our case, it is one dimension) [14]; 2) the percentile
of PDs [31], [32]; and 3) the median of PDs [19], [42].
Figs. 5 and 6 shows the influence of different kernel width on
the proposed method in terms of classification accuracy, again
with four classifiers for the Pavia University and KSC data
sets. All the heuristic approaches provided a comparatively
similar accuracy when a more number of features are selected,
but the 5th percentile of PDs approach outperforms other
approaches when a less number features are considered for
both the images.
H. Impact of Variations in the Training Samples on the
Selected Spectral Bands
In section, we analyzed the impact of variations in the
training samples on the selected features. In order to intro-
duce variations in the training samples, we randomly choose
100 samples per class from the ground-truth reference (see the
right column in Tables I and II) for the Pavia University
and Center data sets and 50 samples per class (right column
in Table III) for the KSC data set. The feature selection
experiments are repeated ten times to produce ten subsets
of selected features to analyze the feature stability of feature
selection methods. To quantify the feature selection stability,
we used two types of measures: 1) feature index measure:
Jaccard index [43] and Kuncheva’s stability index (KSI) [44]
and 2) feature value measure: information stability (IS) [45].
The first one measures the amount of overlap between the
feature index values on different subsets, and additionally,
KSI corrects overlapping due to the chance, while the latter
measures IS over different subsets of features. For additional
and implementation details, the reader is referred to [43]–[45].
Table VI reports the feature stability measures for ten
selected features computed over ten subsets of selected fea-
tures. Higher values in Table VI indicate more stability in
selected feature subsets. In both feature index and feature value
measures, the original HSIC methods provide better stability
in selected features over the variations in training samples.
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Fig. 6. Classification accuracy of HSIC-SK LASSO method with different heuristic Gaussian bandwidths on the KSC data set. (a) SVM classifier.
(b) PerTurbo classifier. (c) ELM classifier. (d) NBC.
TABLE VI
FEATURE STABILITY MEASURES COMPUTED OVER TEN SUBSETS OF SELECTED FEATURES FOR DIFFERENT FEATURE
SELECTION METHODS. IN EACH SUBSET, THE TOP TEN SELECTED FEATURES ARE CONSIDERED
However, the IS measures reveals that though there are vari-
ations in selected features by our method, the information
content on subset of features is more or less the same. In other
words, instead of selecting the same features, our method
selects the nearby features that are valid for hyperspectral data
as nearby spectral frequencies have similar spectral behavior.
Furthermore, on the KSC data set, the original HSIC method
repeats more or less the same set of features over variations in
the training set. However, it selected very correlated features
(for instance, to quantify the correlation, we measured the
average correlation coefficient of selected feature values for
the original HSIC method and the measure is 0.49, whereas
that for our method is 0.24). The less stability nature of the
LASSO model is not an unexpected behavior, as LASSO
tends to produce unstable features to the variations in training
set. As a future work, we would like to develop upon this
limitation on the LASSO model to select more stable features,
for instance, by considering elastic netlike strategies.
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V. CONCLUSION
This paper developed a new feature selection method for
selecting the class separable features for hyperspectral data
classification. In the first stage, we proposed a new class
separability measure based on SK and HSIC by aligning
the empirical kernel maps in the RKHS, so that we can
benefit from the nonlinearities present in the data, kernel
matrices of different size, and the low number of sam-
ples compared with conventional class separability measures.
In the second stage, the proposed class separability measure
is used as an objective function and the feature selection
problem is modeled as the LASSO optimization problem. The
nonzero coefficients resulting from our LASSO formulation
corresponds to the selected features for hyperspectral image
classification. This framework alleviates the computationally
intensive subset search strategy involved in selecting the class
discriminant features. The extensive experiments conducted
with three hyperspectral data sets with different settings shows
that our proposed HSIC-SK-LASSO method approximate full-
band classification accuracy in fewer spectral channels and
increases the classification accuracy over the competitors.
In our future work, we would like to overcome the limitation
of the proposed method to select more stable features and
also to explore the possibility of selecting domain invariant
features.
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