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Yahoo 和 Amazon 需要浏览 TB 与 PB级的数据来发掘哪些网站是最有吸引力的，
哪些书籍是最受欢迎的，哪些广告应该呈现给浏览者。传统的工具面对这些情形
越来越显无能为力。在这样的背景下，Google 提出了 MapReduce 处理模型，Doug 












































Today, Data mining is becoming increasingly common in both the private and 
public sectors. Industries such as banking, insurance, medicine, and retailing 
commonly use data mining to detect fraud, assess risk, reduce costs, enhance research, 
and increase sales. 
The exponential growth of data first presents challenges to traditional data 
mining tools. Businesses such as Google, Yahoo and Amazon need to go through 
terabytes and petabytes of data to figure out which websites were popular, what books 
are in demand, and what kinds of ads appeal to people. Existing tools were becoming 
inadequate to process such large data sets. Then Google was the first to publicize 
MapReduce, Doug Cutting developed an open source version of it called Hadoop and 
CMU developed GraphLab after then—System they had used to scale their data 
processing needs.  
In this backgraoud, we propose CB-DML(Cloud based- Distributed Machine 
Learning) model, a scalable machine learning platform Leveraging the power of 
MapReduce and GraphLab. It gives scalable parallel machine learning services, 
making large data sets not a barrier any more. 
We researched parallelism, parallel way and strategies of the ML algorithms. 
Also researched MapReduce source code, parallel features of the framework and 
performance optimization strategy of the framework itself. CB-DML was realized 
ultimately, giving parallel machine learning algorithms like: clustering, classification, 
regression, statistical, graph processing, similarity mining. Part of the machine 
learning algorithms were improved and optimized before parallelization.  
CB-DML was tested giving perfect performance on our own cluster. At the same 
time, the model was applied to actual industrial scene - time series analysis, and 
exhibited excellent performance. 
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数据挖掘诞生由来已久，图 1-1 揭示了它的诞生 
 
                         图 1-1 数据挖掘的诞生 
 
















                图 1-2 数据挖掘在工业中应用情况 
在工商业中，数据的存在形式是丰富多样的，其大小更是呈现飞速增长，截




们的想象。商业巨头 Google, Yahoo 和 Amazon 需要浏览 TB 与 PB 级的数据来
发掘哪些网站是最有吸引力的，哪些书籍是最受欢迎的，哪些广告应该呈现给浏
览者。传统的工具面对这些情形越来越显无能为力 
图 1-3 揭示 2010 与 2011 待分析数据的增长情况：  













































             图 1-3  2010 与 2011 数据增长统计 
 在这样的背景下，需要一些有力的工具或平台来存储、分析与日俱增的大数
据，并且这些框架还必须要满足低成本的要求，基于这样的一个需求，接下来本
文介绍分布式框架的研究现状，着重介绍 Google Mapreduce[1], Apache Hadoop[2]
以及 CMU Graphlab[3]等平台的研究与诞生 
    MapReduce 处理模型是由 Google 提出[4]，基于此基础，Doug Cutting 此开发
了开源系统 Hadoop[5]——这种模型与框架能有效地处理海量数据。Hadoop 的两




    然而 MapReduce 和 Hadoop 并非是万能的，这也就引出了本文所用的
GraphLab 平台： 
    MapReduce 适用于数据任务之间独立性强的计算，对于那些富含迭代的运算
或者数据任务之间有交互的计算不适合。这个来源于 Mapreduce 的信息交互方式


















为解决机器学习的流处理，Google 提出了 Pregel 框架[8]，Pregel 是严格的
BSP 模型，采用―计算-通信-同步‖的模式完成机器学习的数据同步和算法迭代。
Goolge 曾称其 80%的程序使用 MapReduce 完成，20%的程序使用 Pregel 实现。
然后它的最大不方便之处正是在于不开源。那么我们必须继续探寻其他适用于迭
代运算的框架。 







    然而光有这些分布式框架还不行，还需要将这些强大的分布式框架与传统、
经典的数据挖掘算法相结合，才能诞生一个有效应对大数据的利器。目前的一个
研究现状是中国移动研究院的大云平台：BC-PDM。BC-PDM (基于大云的并行
数据挖掘)为云存储与分布式计算框架，提供 SaaS 服务, 高效的存储、处理海量
数据。包含常见 ETL 和数据挖掘算法。平台采用 MapReduce，Hadoop，HugeTable
等大规模分布式处理技术。 
1.3 课题研究目的及意义 

























图 1-4 高性能服务器与集群运算能力对比 
 
图 1-4 中，每种算法最左边为 Unix 高性能服务器运行时间，中间为集群处理
10 倍数据量时的时间，最右边为集群处理 100 倍数据时的时间。处理算法包括
连接，统计，采样，决策树，聚类等算法，从图中可以看出，集群的处理性能优
越于高性能服务器。那么这两种架构的成本又如何呢？ 
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