This letter introduces a new reference frame to improve the performance of motion estimation and compensation in video coding, based on a video stabilization technique. The proposed method synthesizes the new reference frame from the previous frame in a way that the new reference and current frames have the same camera orientations. The overhead data for each frame to transmit from an encoder to a decoder is only three rotational angles along the x, y, and z axes. Since the new reference and current frames have the same camera orientations, the proposed method significantly improves the performance of motion estimation and compensation for video sequences having dynamic camera motion by up to 0.98 dB with negligible overhead data.
Introduction
International video coding standards such as MPEG-4 [1] , H.264 [2] , and HEVC [3] adopt a motion estimation/compensation technique to reduce temporal redundancy in a video. The standards divide the current frame into non-overlapped blocks, and then find the best matching block for the current block to be encoded within the previous (or reference) frame. A residual block that represents the difference between the current and the best matching blocks is coded with a displacement or a motion vector. The coding efficiency of a video codec is strongly related to the energy of the residual block. The smaller the energy, the higher is the coding efficiency.
If a camera moves, two successive frames are captured at the different positions and orientations of a camera. Hence a translational motion model on the 2D image space cannot perfectly describe the geometrical relationship between the previous and current frames due to the homography. Therefore, a mesh-based matching method was proposed to further reduce the residual energy [4] . Four vertexes of a matching block are freely positioned in the previous frame so that the method significantly decreases the residual energy. However, four vertex positions should additionally be sent to a decoder. Accordingly, the overhead data and the residual energy reduction should be carefully controlled to increase the coding efficiency. Jiang proposed a motion-compensated frame prediction approach based on a perspective projection model of six parameter camera motions including translational and rotational motion [5] .
While the method estimates a rotational motion vector, it can only determine the translational motion vector within a scaling factor. Moreover, even though it is assumed that the true translational and rotational motions accurately predicted, view interpolation is extremely a challenging problem. The view interpolation should require solving several challenging computer vision problems, such as video layer separation, non-rigid 3D tracking, and video hole-filing [6] . Hence, although Jiang presents possibility of utilizing a perspective projection model in video coding, the method is not a feasible method in video coding. On the other hand, international coding standards simply adopt the translational motion model with a variable block size technique [1] - [3] . A block can be adaptively split into smaller blocks to reduce the residual energy. This letter proposes a method to generate a new reference frame from the previous frame, whereby the new reference and the current frames have the same orientations by adopting a video stabilization technique. Hence, the similarity between the frames is increased and the residual energy is decreased. The overhead data is only a few bytes for each frame, which can be negligible. As mentioned in the above, to handle translational and rotational motion of a camera for synthesizing a new frame is a challenging problem. However, since the proposed method considers only the rotational motion of the camera, the new reference frame can be synthesized without visual artifact.
Proposed Method

Video Stabilization for Synthesizing a New Reference Frame
As mentioned in the introduction, if previous and current frames are captured at different positions and orientations, a translational motion model used in video coding standards cannot describe the exact geometric relationship between the previous and current frames. If a new reference frame is synthesized from the previous frame at the position and orientation of the current frame, the new reference frame will match well with the current frame without using complex motion models such as the mesh-based matching method. Although the energy of residual blocks may not be zero due to image noise, illumination change, interpolation accuracy, etc., it will be significantly reduced.
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Video stabilization is a good technique to synthesize the new reference frame [6] , [7] . The purpose of video stabilization is mainly to remove unwanted camera motion in a video. It usually predicts camera positions and orientations along frames, plans a new stable camera path, and stabilizes unstable frames by correcting the camera position and orientation [6] . Hence, the new reference frame can be synthesized from the previous frames using tools used in video stabilization techniques.
Recently, many video stabilization techniques have been developed. These methods provide very stable videos so that the energy of residual blocks may be significantly reduced. However, additional data should be carefully considered. For example, [6] requires correspondences of feature points between the previous and current frames for video stabilization. Since the correspondences cannot be predicted in a decoder side, an encoder should send them to a decoder. Due to the expensive correspondence data, the coding efficiency may not be easily improved. Another issue is a method to synthesize the new reference frame using view interpolation. Since the view interpolation is a challenging problem, state of the art video stabilization usually utilizes a technique for view interpolation that avoids the challenging computer vision problems by relaxing the constraint of a physically-correct reconstruction. Then, the synthesized image is visually similar to the true image, but the synthesized image is different from the current frame in terms of pixel differences.
Another approach of video stabilization is to use only a rotational motion model. It was demonstrated that only a rotational motion model works well for video stabilization [7] , [8] . This approach is very appropriate for synthesizing a new reference frame. First, the proposed method does not suffer from a parallax occlusion problem by considering only rotational motion of a camera. Hence, it does not require a novel view interpolation technique. Second, since a single rotational matrix is applied to the entire frame, only three rotational angles are necessary to transmit for each frame, which is negligible. Therefore, this letter adopts a rotational motion model to fit the previous frame to the current frame. Figure 1 illustrates the structure of motion estimation and compensation of an encoder with the proposed algorithm. The Parameter Predictor estimates rotational angles from the n-th and (n+1)-th frames. The Frame Synthesizer reads the reconstructed n-th frame from a Frame Memory A, generates the new reference frame at the n-th frame using the predicted rotational angles, and stores it to a Frame Memory B. Then, the best matching block for a block in the n+1-th frame is found in the n-th new reference frame, to enhance the performance of motion estimation and compensation. The geometric relationship between the previous and new reference frames is as follows. 
New Reference Frame
where
Here, f is a focal length for a camera, and α, β, and γ are rotational angles along the x, y, and z axes, respectively. A pixel at (r n x , r n y ) in the new reference frame corresponds to a pixel at (p n x , p n y ) in the previous frame. Here, the rotational angles are constant for each frame.
Prediction of Rotational Angles
Conventional video stabilization methods adopt feature extraction and tracking to predict camera motion or rotational angles of a camera. While the prediction method provides very accurate result, it requires high computational cost, which is not desirable in practical applications. Hence, this subsection briefly introduces a practical method to predict the rotational angles with small computational burden.
The method first predicts α and β. Let us consider a global motion vector between successive frames on the 2D image plane. By assuming that objects are static, the global motion vector can be approximated as a displacement between p C and p N in Fig. 2 (a) . Here, p C is a center point in the (n-1)-th frame and p N is the corresponding point in the n-th frame. Camera rotation in the 3D space yields the above global motion on the 2D image plane. Note here that the proposed method does not consider camera translation in the 3D space as mentioned in Sect. 2.1. Without loss of generality, we can rotate the 3D space instead of rotating a camera, as depicted in Fig. 2 (b) . For simplicity, only one rotational angle is considered in the figure. Then, p C (u C , v C ) and p N (u N , v N ) has the following relationship from the homography. 
Here, f is a focal length of a camera. Since p C is a center point, its coordinate is (0, 0). So the coordinate of p N is a global motion vector (gmv x , gmv y ). Since the rotational angles between successive frames are small, cos α (or cos β) and sin α (or sin β) can be approximated as 1 and α (or β), respectively, in order to reduce computational cost. Then, we get the following equations. Figure 3 (a) illustrates a basic idea to estimate γ after α and β are predicted. According to observations, γ is less than 4 degree in most cases. So γ can be approximately predicted from translational motion vectors at four points. The proposed algorithm uses gray regions in Fig. 3 (b) to predict the translational motion vectors. Since the rotating center points between successive frames are not the same due to a camera rotation along x and y axes (α and β), the gray regions in the n-th frame should be shifted from the center by the global translational motion vector.
Recent mobile devices are equipped with motion sensors such as a gyro sensor. For saving computational cost in mobile devices, the rotational angles may be predicted from motion sensor as introduced in [8] .
Simulation Results
Extensive simulations were performed to verify the proposed algorithm. Among them, this letter shows simulation results from eight test sequences including Tennis, BQTerrace, Parkscene, Mountain, Park, Video1, Video2, and Video4 with various types of camera motions. Here, Tennis, BQTerrace, and Parkscene are videos from HEVC standardization. These sequences are very high quality videos with the size of 1920 × 1080 from NHK, which are taken with professional devices. Two test sequences of Mountain and Park with the size of 1280×720 were taken by a consumer digital camera. While they include high camera motion compared with Tennis, BQTerrace, and Parkscene, the amount of camera motion is usual for normal users using consumer video cameras. The remaining videos Video1, Video2, and Video4 with the size of 1280 × 720 were downloaded from [9] , and are used to evaluate video stabilization [6] . 100 frames were used in experiments. The proposed method estimates rotational angles of a camera using a method in Sect. 2.3. Once the new reference frame is synthesized, the best matching block for the current block is found within the new reference frame like conventional video coding methods. (See Fig. 1.) In experiments, a block size is set to 16 × 16. The PSNR performance of motion estimation and compensation was examined. Table 1 presents a performance comparison. In the table, the original and new reference frames are used in Original and New(Proposed) in motion estimation and compensation, respectively. The proposed algorithm significantly improves the PSNR performance except for the BQTerrace and Parkscene sequences. Since video sequences for the HEVC are relatively stable, PSNR improvement of the proposed method is small. It is noted here that the overhead data for New(Proposed) is only a few bytes for each frame for sending three rotational angles. Hybrid(Frame Level) chooses the best frame between the original and new reference frames in a frame level. Hence, it requires an additional 1 bit for each frame to indicate the type of reference frame. Since the new reference frame is always equal to or better than the original reference frame for Tennis, Mountain, and Park sequences, the performances of New(Proposed) and Hybrid(Frame Level) are the same. Hybrid(Block Level) uses two reference frames and adaptively chooses the best matching block for each block between the original and new reference frames. The additional gains over Hybrid(Frame Level) are especially 0.95 and 0.9 dB for Video1 and Video2 sequences, respectively. However, considerably large overhead data is required to indicate the type of reference frame for each block. The number of additional bits (overhead) is similar to the number of blocks. While the number of bits can be reduced by using entropy coding, it cannot still be negligible. Therefore the overhead data and distortion should be managed using optimization methods such as the Lagrange multiplier. 
Conclusion
This letter proposes a method to synthesize the new reference frame for improving the performance of motion estimation and compensation by adopting a video stabilization technique. Simulation results demonstrate that motion estimation and compensation with the proposed new reference frame significantly reduce the energy of residual blocks, especially for videos having dynamic camera motions. Since the multiple views are taken at different positions and orientations, the proposed method could also be used in multiview image/video coding to effectively use inter-view redundancy.
