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Abstract
We measure the redshift-space correlation function from a spectroscopic sample of 2783 emis-
sion line galaxies from the FastSound survey. The survey, which uses the Subaru Telescope
and covers the redshift ranges of 1.19 < z < 1.55, is the first cosmological study at such high
redshifts. We detect clear anisotropy due to redshift-space distortions (RSD) both in the corre-
lation function as a function of separations parallel and perpendicular to the line of sight and its
quadrupole moment. RSD has been extensively used to test general relativity on cosmological
scales at z < 1. Adopting a ΛCDM cosmology with the fixed expansion history and no velocity
dispersion σv = 0, and using the RSD measurements on scales above 8 h−1 Mpc, we obtain
the first constraint on the growth rate at the redshift, f(z)σ8(z) = 0.482± 0.116 at z ∼ 1.4 after
marginalizing over the galaxy bias parameter b(z)σ8(z). This corresponds to 4.2σ detection
of RSD. Our constraint is consistent with the prediction of general relativity fσ8 ∼ 0.392 within
the 1− σ confidence level. When we allow σv to vary and marginalize it over, the growth rate
constraint becomes fσ8 = 0.494+0.126−0.120. We also demonstrate that by combining with the low-
z constraints on fσ8, high-z galaxy surveys like the FastSound can be useful to distinguish
modified gravity models without relying on CMB anisotropy experiments.
Key words: galaxies: distances and redshifts — methods: data analysis — cosmology: large-scale
structure of universe — cosmology: observations — cosmological parameters
1 Introduction
Probing the nature of dark energy, which drives the accelera-
tion of the cosmic expansion, is one of the most important is-
sues in cosmology (see Weinberg et al. 2013 for the latest re-
view). The simplest explanation for the acceleration is to posit
the existence of a cosmological constant. An alternative possi-
bility is to assume the presence of an extra degree of freedom
in the form of quintessence or its variants (e.g., Copeland et al.
2006) or to modify Einstein’s general relativity1 on cosmolog-
ical scales (e.g., Clifton et al. 2012). While geometric probes
such as Type Ia supernovae (Riess et al. 1998; Perlmutter et al.
1999) or baryon acoustic oscillations (Eisenstein et al. 2005)
are useful to constrain the nature of dark energy, it is hard to
break its degeneracy with modified gravity. On the other hand,
density perturbations grow at different rates in dark energy and
modified gravity. Further observations of the growth rate at cos-
mological scales are thus required to distinguish between dark
energy and modified gravity.
Among the various cosmological observations, large-scale
structure surveys are considered to be extremely powerful tools.
Through the measurements of spectroscopic redshifts, galaxy
redshift surveys provide 3-dimensional clustering information
1 This paper is completed and submitted on November 25, 2015, the 100th
anniversary of Einstein’s theory of general relativity.
using galaxies as test particles. Moreover, since the redshift of a
galaxy is a combination of expansion velocity and the galaxy’s
own motion, the radial positions of the galaxies inferred from
the redshift are misplaced along the line of sight in what is
known as redshift-space distortion (RSD) (Sargent & Turner
1977; Kaiser 1987; Hamilton 1992; Cole et al. 1994; Hamilton
1998). By statistically analyzing the anisotropy in the galaxy
clustering caused by the radial components of galaxy pecu-
liar velocities, one can obtain additional information. RSD
has been analyzed for various redshift surveys (e.g.,Davis &
Peebles 1983; Fisher et al. 1994; Peacock et al. 2001; Zehavi
et al. 2002; Hawkins et al. 2003; Percival et al. 2004; Tegmark
et al. 2004; da ˆAngela et al. 2005; Tegmark et al. 2006; Ross
et al. 2007; Okumura et al. 2008). These studies constrained the
so-called linear redshift distortion parameter β ≡ f/b, where
f = d lnD/d ln a is the logarithmic derivative of the linear
growth rate D and b is the linear bias parameter.
Guzzo et al. (2008) focused on the fact that cosmological
models in different gravity theories that predict a similar ex-
pansion rate can have different values of f via a change to
the Poisson equation (Wang & Steinhardt 1998; Linder 2005)
and demonstrated that it is potentially possible to distinguish
different theories of gravity using RSD. Following their find-
ing, constraints on f or the normalized growth rate fσ8 have
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been obtained for various surveys to examine any possible de-
viation of the gravity’s law from general relativity at various
redshifts; Two-Degree Field Galaxy Redshift Survey (2dFGRS)
(Song & Percival 2009), the 6dFGS (Beutler et al. 2012), the
Sloan Digital Sky Survey (SDSS) main galaxy sample (Howlett
et al. 2015), the SDSS luminous red galaxy (LRG) sample
(Yamamoto et al. 2008; Cabre´ & Gaztan˜aga 2009; Samushia
et al. 2012), the WiggleZ survey (Blake et al. 2011; Contreras
et al. 2013), the SDSS-III Baryon Oscillation Spectroscopic
Survey (BOSS) (Reid et al. 2012; Tojeiro et al. 2012), the
SDSS-III LOWZ sample (Chuang et al. 2013) and the VIMOS
Public Extragalactic Redshift Survey (VIPERS) (de la Torre
et al. 2013), and currently good agreement with general rela-
tivity has been obtained.
Given that the presence of dark energy or modified gravity
changes the gravitational assembly history of matter in the uni-
verse, it is important to obtain the constraints on the growth rate
over a wide range of redshifts, that is, as a function of redshift
f(z). However, reliable measurements of RSD are currently
limited to the redshift z < 1 (see e.g., figure 19 of de la Torre
et al. 2013) although higher-redshift clustering can be probed
using quasar or Lyman-α forest samples. It becomes very dif-
ficult to observe the galaxy distribution at redshift higher than
1 up to around z ∼ 2 with optical surveys (Steidel et al. 2004),
thus it is hard to perform a test of gravity theories at such red-
shifts. Nevertheless, as emphasized in Tonegawa et al. (2015b),
at such higher redshift nonlinearities on the physical scales of
interest are smaller than they are today. This enables one to
measure fσ8 in a relatively unbiased fashion. Moreover, since
f approaches 1 at higher redshifts, RSD is directly sensitive
to σ8 and provides a baseline for lower redshift measurements.
See Bielby et al. (2013) for a constraint on the growth rate f at
z ∼ 3 although the error on f is ∼ 50% (2σ detection of RSD).
This is a part of a series of papers for the analysis of
the FastSound survey. The FastSound survey is a near-
infrared galaxy survey and measures redshifts of the galaxies
using Hα emission lines obtained with the Fiber Multi-Object
Spectrograph (FMOS), a spectrograph equipped at Subaru
Telescope. Paper I describes the overview of the FastSound
survey (Tonegawa et al. 2015b). Paper II presents proper-
ties of emission line galaxies and explains our catalogs of the
FastSound (Okada et al. 2015). Paper III studies the mass-
metallicity relation of the Hα emission line galaxies (Yabe et al.
2015). This paper is the fourth paper of the series and we
present the clustering analysis at redshift 1.2 < z < 1.5 using
the star-forming galaxy sample obtained from the FastSound
survey. We measure the redshift-space two-point correlation
function, derive a constraint on fσ8 and perform a consistency
test of gravity theory based on a ΛCDM model with general
relativity.
The structure of this paper is as follows. Section 2 describes
the galaxy sample of the FastSound survey. We then measure
the correlation function in redshift space and its covariance ma-
trix in section 3. In section 4, we review theoretical model pre-
dictions of the correlation function in redshift space, used in our
analysis, and test them against mock catalogs based on N-body
simulations. Constraints on the growth rate fσ8 are obtained
and deviation from general relativity is tested in section 5. In
section 6, we present fσ8 as a function of redshift and demon-
strate what kind of insights we can obtain for gravity theory
models by adding the observation of the FastSound survey. We
conclude in section 7. Several systematic effects on the growth
rate constraints, such as constructions of the selection functions,
are tested in section appendix 1.
2 Data
The comprehensive overview of the FastSound survey2 is pre-
sented in Paper I, and the properties of the emission line galax-
ies obtained from the FastSound galaxy catalog are detailed
in Paper II (see also Sumiyoshi et al. 2009; Tonegawa et al.
2014; Tonegawa et al. 2015a). In this section we describe a
brief overview of the FastSound survey, the galaxy sample used
for our cosmological analysis and the selection functions used
to create the random galaxy catalog without clustering.
2.1 The FastSound galaxy data sample
The FastSound survey uses the near-infrared Fiber Multi-Object
Spectrograph (FMOS; Kimura et al. 2010) mounted on the
Subaru Telescope, which has about 400 fibers in a circular field
of view (FOV) of a 30 arcmin diameter. The light from targets
is sent to two spectrographs, IRS1 and IRS2, each of which
produces about 200 spectra. The aim of the survey is to con-
struct 3D maps of star forming galaxies at z = 1.19–1.55, by
detecting their redshifted Hα emission lines. Targets for FMOS
spectroscopy were selected from the four fields (W1-W4) of the
Canada-France-Hawaii Telescope Legacy Survey (CFHTLS)3,
which covers ∼ 170 deg2 in total with five photometric band
filters, u, g, r, i and z. (Ilbert et al. 2006; Coupon et al. 2009;
Goranova et al. 20094; Gwyn 2012; Paper I ). The FastSound
covers 1.81, 6.62, 9.10, and 3.10 deg2 of CFHTLS W1–4, re-
spectively, in total 20.61 deg2, by 10, 39, 54, and 18 FMOS
FOVs. Emission lines were detected by an automatic line search
software, FIELD (Tonegawa et al. 2015a), which is dedicated to
FMOS.
We use the FastSound catalog of emission line candidates
described in Paper II, basically assuming that the strongest line
in a galaxy is Hα. In the case of the line threshold S/N > 4.5,
2 http://www.kusastro.kyoto-u.ac.jp/Fastsound/index.html
3 http://www.cfht.hawaii.edu
4 Y. Goranova et al. 2009, The CFHTLS T0006 Release
(http://terapix.iap.fr/cplt/T0006-doc.pdf)
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Table 1. The number of galaxies used in the RSD analysis
line (S/N)>
Field 3.0 4.0 4.5 5.0
W1 700 265 197 157
W2 3125 1448 1165 980
W3 3191 1413 1145 961
W4 824 345 276 222
Ntotal 7840 3471 2783 2320
ffake 0.515 0.089 0.041 0.021
fOIII 0.092 0.038 0.032 0.033
Ng 3530.2 3040.2 2582.4 2194.3
The total number Ntotal is the sum of the W1–4 fields. The fake line frac-
tion in the FastSound line emission catalog ffake and the [OIII] contamination
fraction in the real emission lines fOIII are shown. The estimates of the num-
ber of Hα emission line galaxies, Ng = Ntotal(1 − ffake)(1 − fOIII) is
shown at the bottom of the table. In the FastSound emission line catalog, a
fraction of galaxies appear more than twice when they are observed more than
once in overlapping FOVs, and such duplications have been removed in this table.
there are 3280 galaxies in the catalog. We removed the known
52 [OIII] emitters identified by multiple line detections as de-
scribed in Paper II (According to the statistics described in
Paper II, about 10 of these are expected to be not real [OIII]
emitters, but we ignore this small fraction). FMOS fibers can
move slightly outside the 15 arcmin radius, but modeling the an-
gular selection function in such regions is not easy, and hence
we removed galaxies outside the 15 arcmin radius from each
FOV, leaving 3175 galaxies. In some of FOVs, data were not
taken in one of the two spectrographs IRS1/2 due to instrumen-
tal troubles. In the FMOS FOV, fibers of IRS1/2 are arranged
like stripes in one direction, and IRS1 and 2 switch every two
rows 5 (Murray et al. 2003). Hence if one of these is unavail-
able, we expect an artificial stripe pattern of galaxy distribu-
tion in the FOV. To avoid artificial anisotropies in the clustering
analysis by this effect, we removed such FOVs (8 in W3 and
6 in W4). This removes 153 galaxies. We also excluded one
FOV in W3 (W3 221) from the analysis, because the observing
condition was extremely poor and emission lines were detected
only for five galaxies, which may mostly be fake emission lines
created by noise. This cut results in a total of 3017 galaxies.
We also excluded galaxies in the regions masked by
CFHTLS using the mask data provided by the CFHTLS team6.
Although the input galaxy catalog for the FastSound survey is
z-band selected, regions were removed if they are masked in
the data of at least one of the five bands, u, g, r, i, and z, be-
cause all these bands are used in the SED fittings to get esti-
mates of photometric redshifts and Hα fluxes in the target se-
lection processes. This removes about 7.8% of galaxies, and the
final galaxy sample used in this paper becomes 2783 galaxies.
5 http://www.naoj.org/Observing/Instruments/FMOS/echidna.html
6 http://www1.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/community/CFHTLS-
SG/docs/masks.html
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Fig. 1. Redshift distribution of our galaxy sample (the signal-to-noise ratio
threshold S/N > 4.5 for emission lines), combined for all the four fields W1-
4 (red histogram). The blue histogram is the distribution after correcting for
the decrease of the detection efficiency by the OH masks of FMOS. The
black solid line is our best-fitting model to the blue histogram , which is used
as the reference for the distribution without clustering to calculate correlation
functions.
In appendix 1.2 we test how the final cosmological results are
affected by the treatment of masked regions.
We constructed galaxy samples with several different thresh-
olds for the line signal-to-noise. The number of galaxies in our
samples are summarized in table 1. The total number of galax-
ies in the four fields is given asNtotal, but not all of the emission
lines in the catalog are real. As discussed in Paper I, the frac-
tion of fake lines due to noise can be estimated by statistics of
inverted frames. The inverted frames are obtained by exchang-
ing object and sky frames in the reduction process, and the fake
lines are found to be independent of the observed wavelength
(see figure 9 of Paper I). The estimated fake line fraction ffake
is also given in the table, and ffake is higher for lower line S/N .
Even if an emission line is real, it may not be Hα. The con-
tamination fraction of other lines was studied in detail in Paper
II, based on galaxies with multiple lines and the stacked spec-
trum of FastSound galaxies. We found that the major contami-
nant is the [OIII] doublet. The estimated contamination fraction
fOIII in all real lines is also shown in the table. Then the num-
ber of galaxies with real Hα emission lines can be estimated as
Ng=Ntotal(1−ffake)(1−fOIII). In this work, we use the sam-
ple with S/N > 4.5 in our baseline analysis, with ffake = 0.041
and fOIII = 0.032. The effect of the fake and non-Hα lines will
be corrected in the clustering analysis (see section 4.3 below).
We will use the samples with the other thresholds, S/N > 4.0
and S/N > 5.0, for a test of systematic errors.
The redshift distributions of the galaxy sample (S/N > 4.5)
are shown in Figs. 1 (total) and 2 (for each of W1–4). The
mean redshift of the sample is z¯ = 1.36. The angular positions
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Fig. 2. Same as figure 1, but for each of the sub-fields of CFHTLS W1–
4. The dashed lines are the best fitting model to the whole sample W1-4
as a reference (the same as the solid line in figure 1), while the solid line
is the best fitting model to each sample with the parameters (zc, σz) =
(1.38,0.206), (1.33,0.187), (1.32,0.166) and (1.38,0.179) for W1-W4,
respectively.
of galaxies are shown for the four fields in Fig. 3. The ef-
fect that the observing conditions are different for each FOV,
which would make the galaxy sample inhomogeneous, will be
discussed in appendix 1.1.
2.2 Random catalog
Constructing a random catalog, i.e., a virtual galaxy catalog
without clustering, is one of the most important tasks to mea-
sure reliable correlation functions from observed data. In the
following we describe how we construct the radial and angular
selection functions to create our random catalog.
2.2.1 Angular selection function
Our observation was not made uniformly for angular fields, and
the detection efficiency for each field-of-view, i.e., the angular
selection function, needs to be estimated. For the angular se-
lection we consider a simple model that uses the ratio of the
number of galaxies detected in our sample to that of photomet-
rically selected targets for spectroscopy: WA =NdetA /N tarA for
a FOV A. This takes into account the fluctuation of the num-
ber density of target galaxies in contrast to the fixed number of
fibers in a FOV, and also the line detection efficiency for galax-
ies to which FMOS fibers were allocated, which should depend
on observing conditions.
Circular FOVs of FastSound are arranged by a hexagonal
tiling, and there are overlapping regions. For non-overlapping
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Fig. 3. Angular distribution of the galaxies with line S/N > 4.5 for the four
fields of CFHTLS W1–4. The blue points are galaxies used for our cosmolog-
ical analysis while the red ones are those excluded by our selection criteria
described in section 2.1.
regions, we simply estimate the selection function by the above
formula. However, in the overlapping region between FOVs A
and B, some galaxies are detected twice. The galaxies which
are detected at least once in the two observations are included
in the catalog, thus a special treatment is required for the over-
lapping region. It is difficult to simply adopt the above for-
mula (Ndet/N tar) in these regions because of the small num-
ber of detected emission line galaxies in overlapped regions and
hence large Poisson uncertainties. Therefore we first estimate
the detection efficiency for fiber-allocated galaxies in FOV A
as wA ≡ NdetA /NfibA , where NfibA is the number of galaxies to
which FMOS fibers are allocated in FOV A. The typical values
of wA are 0.08 and 0.10 for the regions where fibers of IRS1 and
IRS2 are assigned, respectively, and the value for the total area
is 0.09. When galaxies are observed in both FOVs A and B, we
assume that the detection efficiency is determined by the FOV
having a better efficiency. Therefore, if we define the FOV A so
that it has a better efficiency (wA > wB), the selection function
is calculated as
WA∩B =
wA(NA+NAB)+wBNB
N tarA∩B
(1)
where NA (NB) is the number of galaxies in the overlapping
region which were observed only in the observation of FOV A
(B), NAB the number of galaxies which were observed in both
the observations, and N tarA∩B the number of target galaxies in the
overlapping region.
6 Publications of the Astronomical Society of Japan, (2015), Vol. 00, No. 0
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Fig. 4. The ratio of the number of observed galaxies and mock galaxies as
a function of the distance from the center of OH masks. The solid line is a
fitting function given by equation (4).
2.2.2 Radial selection function
To construct the radial selection function, we adopt a
commonly-used functional form (Baugh & Efstathiou 1993), as
n(z) = Az2 exp
[
− (z− zc)
2
σ2z
]
, (2)
where A, zc, and σz are free parameters. We have also tried
another commonly-used functional form (e.g., de la Torre et al.
2013),
n(z) =
(
z
z0
)α
exp
(
z
z0
)β
, (3)
where α, β, and z0 are free parameters. We have confirmed
that the difference using the two forms is negligibly small for
the final cosmological results, and we will present the best-fit
parameter set only for equation (2) below.
As described in Paper I, FMOS uses OH masks to suppress
the strong OH airglow emission lines in the NIR bands, and this
effect should be treated carefully. We examined the decrease of
detection efficiency around the masks by plotting the number
of detected galaxies as a function of distance of emission line
wavelength from the nearest mask center, δλ= |λline−λmask|,
in comparison with that of a mock galaxy sample expected
when there are no masks. The decrease of detection efficiency
is fit by a simple function as
g(δλ) =
{
831.5 δλ+0.06, (δλ≤ 0.00113 µm)
1 (δλ > 0.00113 µm) .
(4)
The width of a mask is 0.0007 µm, i.e., 0.00035 µm from the
mask center to the mask borders. The efficiency decreases to
less than 10% at the mask centers. Figure 4 shows the com-
parison of the observed decrease of detection efficiency to the
fitting function.
We applied this formula to correct the redshift histogram
shown in Figs. 1 and 2, and the corrected histogram is indicated
by blue. During the period of the FastSound observing runs, the
OH masks of IRS1 was updated in July 2012, and after that the
mask patterns of IRS1 and 2 became exactly the same. This is
taken into account in the histogram correction. Then the model
function of the radial selection function [equation (2)] was fit
to the corrected redshift histograms, and we found the best-fit
values of (zc,σz) = (1.34,0.179). This fitted function is shown
in Fig. 1. We also performed this fit to each field of W1–W4,
and show the best fit models in Fig. 2 as the solid lines.
We then construct the random catalog by applying equation
(2), taking into account the effect of the detection efficiency
decrease by OH masks again using equation (4). In our baseline
analysis, we use the radial selection functions fitted to each of
W1–W4 fields separately. In appendix 1 we will examine how
the final cosmological results change when we use the radial
selection function determined using the combination of the four
fields.
3 Correlation function measurement
In this section we measure the redshift-space correlation func-
tion of the FastSound galaxy sample ξs(r). For this purpose we
count the galaxy pairs in bins of comoving separation. We can
choose the separation vector between two galaxies r arbitrar-
ily, such as r = (r), (rp, rπ), (r,µr), and so on, where rp and
rπ are respectively the separations perpendicular and parallel to
the line of sight, r =
√
r2p+ r2π and µr = rπ/r is the direction
cosine in configuration space. We adopt the Landy-Szalay esti-
mator (Landy & Szalay 1993) to measure the correlation func-
tion,
ξs(r) =
DD− 2DR+RR
RR
, (5)
where DD, RR and DR are the normalized counts of galaxy-
galaxy, random-random and galaxy-random pairs, respectively,
and the superscript s denotes the quantity defined in redshift
space. To compute DR and RR we generate a random catalog
55 times denser than our galaxy catalog using the radial and
angular selection functions described in section 2.2.
Two flat cosmological models, Ωm=1−ΩΛ=0.317 (Planck
Collaboration et al. 2014) and Ωm = 1−ΩΛ = 0.270 (Hinshaw
et al. 2013) are considered when redshift is converted to the
radial distance for each galaxy. Since the two cases give almost
the same cosmological results, we will mainly show the results
with the case of WMAP (Ωm = 0.270) otherwise stated.
3.1 Accounting for fiber allocation failures
In highly clustered regions, some of the targets are not assigned
fibers due to their finite number. We call this effect fiber allo-
cation failures, and it affects the correlation function in a sim-
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ilar manner to the fiber collision effect due to the finite physi-
cal sizes of fibers (Lin et al. 1996; Hawkins et al. 2003). We
correct for this effect by using the ratio of galaxy pair counts
as a function of separation angle, DDfib(θ)/DDtar(θ), where
DDfib(θ) is the normalized pair count of the FastSound galax-
ies to which fibers were assigned, and DDtar(θ) is for galaxies
in the FastSound target catalog before fiber allocation. Figure
5 shows DDfib(θ)/DDtar(θ). The deviation of the ratio from
unity is due to the failure of allocating fibers to galaxies in clus-
tered regions, thus this effect can be corrected for by using a
weight equal to the inverse of this ratio to the data-data pair
count (see e.g. Hawkins et al. 2003). One can thus see that
the fiber allocation correction starts to be important at an angu-
lar scale of θ ∼ 1 arcmin. We found that the ratio can be well
described by a simple function,
DDfib(θ)/DDtar(θ) = exp
[
−(θ/θ0)−a
]
, (6)
where θ0 and a are free parameters. If we adopt the simplest es-
timator for the angular correlation function, w(θ)=DD/RR−
1, the ratio in equation (6) is equal to [1+wfib(θ)]/[1+wtar(θ)]
(Hawkins et al. 2003). The red solid line in figure 5 shows the
best fitting model with (θ0,a) = (0.188,1.22) determined at the
angular scales 0.3 < θ < 50 [arcmin]. We will weight the pair
count for data-data, DD in equation (5), by the inverse of equa-
tion (6). The result when the fitting range is changed as well
as the result when the effect of this fiber allocation correction is
ignored will be tested in appendix 1.3.
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Fig. 6. Anisotropic correlation function ξs(rp, rpi) measured from the
FastSound galaxy catalog shown as the color contours in cells of side
∆rp =∆rpi = 2 h
−1 Mpc. The solid contours are the best-fitting model of
the linear Kaiser plus nonlinear matter power spectrum with (fσ8, bσ8) =
(0.478,0.818) and the redshift blunder fraction fblund =0.071 described in
section 5. The thick line corresponds to ξs = 1, and the value of ξs changes
logarithmically with 0.5 (∆log10 ξs = 0.5), decreasing outward. Note that
the feature seen on small scales along the line of sight in the theoretical
model, rp ∼ 0 h−1 Mpc and rpi < 5 h−1 Mpc, is due to the numerical
effect of the Fourier transform but the data at such scales are not used in
the analysis. The dashed, circular lines are the monopole correlation func-
tion ξs
0
(r) computed using the same parameter set of (fσ8,bσ8,fblund) to
clarify the effect of the anisotropy by RSD. Same as the RSD model, the inner
and outer contours correspond to log10 ξs =−0.5 and −1, respectively.
3.2 Integral constraint
To take into account the finite survey volume the integral con-
straint needs to be added to the measured correlation function
[equation (5)]. It is computed as (Peebles & Groth 1976),
I.C.=
∑
si
ξs(si)RR(si)∑
si
RR(si)
, (7)
where we can compute ξs theoretically and we simply use linear
theory for it (see section 4 below). Since we use our correlation
function measurement maximally up to rmax = 80 h−1 Mpc,
this effect is negligibly small, nevertheless we add this con-
straint to our measurement.
3.3 Correlation function of the FastSound galaxies
First we measure the correlation function as a function of co-
moving separation perpendicular and parallel to the line of
sight, ξs(rp, rπ) (Peebles 1980; Davis & Peebles 1983), at
z ∼ 1.4. The result is plotted in figure 6 as color contours. We
choose the size of square bins to be ∆rp =∆rπ = 2 h−1 Mpc.
One can see that the iso-correlation contours are squashed along
the line of sight, as expected from the RSD signal, particularly
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Fig. 7. Monopole correlation function of the FastSound galaxy sample. The
points are the measurements from the FastSound galaxy sample, and the
error bars are from the mock catalogs. The black solid lines are the best-
fitting model of the linear Kaiser plus the nonlinear matter power spec-
trum with (fσ8, bσ8, fblund) = (0.478,0.818,0.084) (see section 5). The
vertical lines are the minimum scale we used for the cosmological fits,
rmin = 8 h
−1 Mpc. The red dashed lines are the results from our mock
catalogs averaged over the whole 640 realizations.
at the scale around 10 < r < 20 h−1 Mpc (for the anisotropic
contours obtained at lower redshifts, see e.g., Peacock et al.
2001; Ross et al. 2007; Guzzo et al. 2008; de la Torre et al.
2013; Guo et al. 2015). On the other hand, nonlinear velocity
dispersion including the Finger-of-God effect (Jackson 1972)
that elongates the clustering signal along the line of sight is not
prominent except on very small scales r < 5 h−1 Mpc. We will
not use these scales for the following cosmological analysis.
This is expected given that our spectroscopic targets are emis-
sion line galaxies preferentially avoid high density regions, re-
side in small dark matter halos and are predominantly central
galaxies (see e.g., Koda et al. 2015).
The real-space correlation function can be estimated from
the anisotropic correlation function ξs(rp, rπ) by projecting
it along the line of sight and eliminating RSD, wp(rp) =∫
drπξ
s(rp, rπ). Although the projected correlation function
plays an important role for modeling the halo occupation distri-
bution, we do not discuss the real-space clustering and it will be
presented in Hikage et al. (in preparation) in detail.
Next we present the two lowest multipoles of the correlation
function, e.g., monopole and quadrupole. They can be mea-
sured by integrating the anisotropic correlation function multi-
plied by the Legendre polynomials Lℓ over angle, as (Hamilton
1992)
ξsℓ (r) =
2ℓ+1
2
∫ 1
−1
ξs(r)Lℓ(µr)dµr, (8)
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Fig. 8. Same as figure 7 but for the quadrupole correlation function of the
FastSound sample. Note that the quadrupole is a negative quantity for all
the scales probed here, thus we plot −ξs
2
.
ξs(r) =
∑
l=0
ξsℓ (r)Lℓ(µr). (9)
To do this, we estimate the full 2D correlation function ξs(r,µr)
and perform the sum over µr. We adopt the bin size to be
∆log10 r = 0.1 and ∆µr = 0.1. The resulting monopole and
quadrupole correlation functions are shown as the black points
in figures 7 and 8, respectively. We detect non-zero quadrupole
signals on scales r > 5 h−1 Mpc. Note that the clustering am-
plitude is reduced compared to the true clustering due to the
presence of redshift blunders discussed in section 2.1. We will
take into account this effect in theoretical modeling of the cor-
relation function in section 4.3 below. To reduce the degree
of freedom, we analyze the multipoles for cosmological con-
straints rather than the full 2D correlation function.
We present the monopole and quadrupole correlation func-
tions measured from each of the four CFHTLS survey fields in
figures 9 and 10, respectively. For comparison the measure-
ment from the total 4 fields (the points in figures 7 and 8) is
plotted as the dashed lines. The correlation functions measured
from the fields W1 and W4 are very noisy because these sam-
ples are about 4 times smaller than the W2 and W3 fields, but
the measurement from each field is largely consistent with each
other. At the panels of the results for W2 and W3, we also show
the correlation functions from the combined sample of W2 and
W3 as the blue points. The measurements are very close to the
dashed lines, which implies that the most of the contribution is
coming from the largest two fields, W2 and W3 fields.
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Fig. 9. Monopole correlation function of each of the 4 CFHTLS fields, W1-
4. The error bars are from the mock catalogs of each of the fields. The
monopole correlation of the whole 4 fields is shown as the dashed lines (the
same as the points in figure 7). The black solid lines are the best-fitting
model of the linear Kaiser plus the nonlinear matter power spectrum for the
whole samples (the same as the solid line in figure 7). For the panels of W2
and W3 results, we also plot the measurement from the combined sample of
W2 and W3 fields as the blue points.
3.4 Covariance matrix
In order to estimate the covariance matrix for the measured cor-
relation function, we use outputs of N-body simulations run by
Ishikawa et al. (2014). They adopted the best-fitting cosmo-
logical parameters in the WMAP 7-year data (Komatsu et al.
2011) and created 40 realizations each of which contains 10243
dark matter particles in a cubic box of side 700 h−1 Mpc. Since
the volume of the FastSound survey is much smaller than each
simulation box, from the 40 realizations we create 640 mock
halo catalogs that have survey geometry the same as our W1-
4 fields. Galaxies are populated into the halos according to
the halo occupation distribution (HOD) model (Cooray & Sheth
2002; Zheng et al. 2005) constrained by the real-space cluster-
ing of the FastSound galaxies (Hikage et al. in preparation).
We find that the observed clustering can be well modeled with-
out populating satellite galaxies, i.e., using only by 2-halo term,
consistent with the recent finding of Koda et al. (2015). The
best-fitting HOD model is the Gaussian distribution of central
galaxies with the average mass of Mc = 4.7× 1012M⊙/h with
the scatter σlogM = 0.4.
We compute the correlation functions from each of the mock
catalogs, ξsℓ,k (ℓ=0,2), in the same way as our observation, and
estimate the covariance matrix as
Cˆij =
1
Nmock − 1
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Fig. 10. Same as figure 9 but for the quadrupole correlation function for each
of the 4 fields.
×
Nmock∑
k=1
[
ξsℓ,k(ri)− ξ¯sℓ (ri)
][
ξsℓ,k(rj)− ξ¯sℓ (rj)
]
, (10)
where Nmock =640 and ξ¯sℓ = 1Nmock
∑Nmock
k=1
ξsℓ,k. Let the num-
ber of bins for the monopole and quadrupole Nbin, then the co-
variance becomes 2Nbin× 2Nbin matrix.
The underestimation of the covariance due to the finite num-
ber of realizations is corrected for following Hartlap et al.
(2007),
C−1 =
Nmock −Nbin− 2
Nmock− 1 Cˆ
−1. (11)
The covariance matrix normalized by the diagonal components,
namely the correlation matrix Cij/(CiiCjj)1/2, is shown in
figure 11. As a reference we show the matrix for the scales
5 < r < 90 h−1 Mpc, wider than the scales we will use in the
following cosmological analysis. The order of the matrix used
in the following analysis will be smaller than the presented one.
The error bars for the multipoles in figures 7 and 8 are the
diagonal parts of the covariance matrix σi = C1/2ii . The multi-
pole correlation functions averaged over all the mock results ξ¯sℓ
are plotted as the red dashed lines in figures 7 and 8.
4 Theory
4.1 Models of redshift-space correlation function
In this section we review the theoretical models of the redshift-
space correlation function which will be considered for our cos-
mological analysis. Under the plane-parallel approximation, the
redshift-space power spectrum with the most general form can
be written as (Scoccimarro et al. 1999; Scoccimarro 2004)
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Fig. 11. Correlation matrix for the multipole and quadrupole correlation func-
tions estimated from 640 mock galaxy subsamples.
P s(k) =
∫
d3r
(2π)3
eik·r
〈
e−ifkµk[uz(x)−uz(x
′)]
× [δ(x)+ f∇uz(x)][δ(x′)+ f∇zuz(x′)]
〉
, (12)
where µk is the direction cosine between the observer’s line
of sight and the wavevector k, k = |k|, r = x− x′, uz(x) =
−vz(x)/(aHf), ∆uz = uz(x)− uz(x′), and vz is the radial
component of the velocity field. Just like the case for the cor-
relation function [equation (9)], one can consider the multipole
expansion for the power spectrum,
P sℓ (k) =
2l+1
2
∫ 1
−1
P s(k)Lℓ(µk)dµk. (13)
The multipole moments of the power spectrum are related to
those of the correlation function through the relation,
ξsℓ (r) = i
l
∫
dkk2
2π2
P sℓ (k)jℓ(kr), (14)
where jℓ is the ℓ-th order spherical Bessel function. In this way
our theoretical model of the correlation function can be com-
pared to the measurement [equation (8)].
The logarithmic derivative of the linear growth rate, f , is
sensitive to modification of gravity models. That is the reason
why a detailed analysis of the growth of structure through RSD
enables us to directly test gravity on large scales.
Although equation (12) is a general form and contains the
full nonlinear properties, such as nonlinear gravity and velocity
dispersion, it is hard to compute the full equation and we need
to consider approximation to extract cosmological information
from the observed galaxy clustering.
4.1.1 Linear RSD
The simplest and most well-known approximation is linear the-
ory of density perturbation. Under the assumption, the above
equation is greatly simplified (Kaiser 1987),
P s(k) = (b+ fµ2k)
2P linδδ (k), (15)
where b is the linear bias parameter and P linδδ (k) is the density
power spectrum of dark matter in linear theory. In linear theory
the expansion has only three components, P0, P2 and P4, and
they can be described as
P s0 (k) =
(
b2+
2
3
bf +
1
5
f2
)
P linδδ (k), (16)
P s2 (k) =
(
4
3
bf +
4
7
f2
)
P linδδ (k), (17)
P s4 (k) =
8
35
f2P linδδ (k). (18)
We use the CAMB code (Lewis et al. 2000) to compute the
linear power spectrum P linδδ . Because P linδδ ∝ σ28 , free param-
eters for the linear RSD are fσ8 and bσ8 when fundamental
cosmological parameters are fixed, and there is a strong degen-
eracy between the two parameters. As is clear from the form
of RSD in the 2D power spectrum (equation 15) and its mul-
tipoles (equations 16-18), the determination of the correlation
amplitude constrains the combination, bfσ28 . On the other hand,
large-scale anisotropies caused by RSD constrains the ratio of
the two parameters, β= fb−1. The monopole better determines
the bias, while the growth rate f can be better determined by
the high-order multipoles. Particularly, the hexadecapole is a
bias-free estimator for fσ8, but its measurement is noisier than
the monopole or quadrupole. Thus, analyzing the full redshift-
space clustering of galaxies allows one to break the degeneracy
and determine the parameter f we are interested in.
4.1.2 Non-linear RSD
It is well known that on small scales various nonlinear ef-
fects alter the shape of the power spectrum (nonlinear grav-
ity, velocity dispersion and biasing), so analyzing data with
the linear Kaiser formula could potentially bias the cosmo-
logical constraints (e.g., Scoccimarro et al. 1999; Scoccimarro
2004; Tinker et al. 2006; Okumura & Jing 2011; Jennings et al.
2011; Kwan et al. 2012; Bianchi et al. 2012).
We consider two commonly-used models (Peacock & Dodds
1994; Park et al. 1994; Fisher 1995; Scoccimarro 2004;
Okumura et al. 2012b),
P s(k) =
[
b2Pδδ(k)+2bfµ
2Pδθ(k)+ f
2µ4Pθθ(k)
]
×G2(kµσv), (19)
P s(k) = (b+ fµ2k)
2Pδδ(k)G
2(kµσv), (20)
where Pδδ , Pδθ and Pθθ are the nonlinear, auto power spectrum
of density, that of velocity divergence and their cross power
spectrum, respectively. The function G is the damping func-
tion by the nonlinear velocity dispersion, and the Gaussian and
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Lorentzian functions are commonly chosen to represent this
damping. Because the two functions are equivalent at the lowest
order, G2(x) ≃ 1− x2 and we are interested only in the large-
scale clustering at high redshift, we consider only the Gaussian
function, G(kµσv) = exp [−(kµσv)2/2], where σv is the non-
linear velocity dispersion parameter. Equation (20) can be ob-
tained if we assume the linear relation between the density and
velocity fields, Pδδ = Pδθ = Pθθ, in equation (19). For these
models, free parameters are fσ8 and bσ8, the same as the linear
RSD model, and σv. For each of the two models, we also con-
sider the case when the velocity dispersion is fixed to σv = 0,
namely G=1, thus totally four nonlinear models will be tested.
In the case of G= 1, the multipole expression for equation (20)
can be obtained by replacing P linδδ by the nonlinear power Pδδ
in equations (16) - (18), and that for equation (19) by replac-
ing them by Pδδ , Pδθ and Pθθ in equations (16), (17) and (18),
respectively. For the models with the Gaussian velocity dis-
persion, we can still express the multipoles analytically with
the compact forms [see equations (4.9)-(4.13) of Taruya et al.
2009]. Under the assumption of linear theory of density per-
turbation, the above two models converge to the linear Kaiser
formula [equation (15)].
We use the improved version of HALOFIT (Smith et al.
2003) developed by Takahashi et al. (2012) to compute the non-
linear matter power spectrum Pδδ . Moreover, the power spectra
of velocity divergence, Pδθ and Pθθ are computed using the fit-
ting formulae derived by Jennings (2012). Since the formulae
break down at the large-scale limit, k < 0.006 hMpc−1 , we
replace them by the linear theory prediction at such k. We will
test whether the 5 models can give unbiased constraints for our
FastSound galaxy sample using the N-body simulation data in
section 4.2. Note also that modeling the galaxy bias is another
important issue to use RSD for precision cosmology because the
galaxy bias is known to suffer from nonlinearity (See, e.g., Saito
et al. (2014) for one of the latest studies to formulate the non-
linear bias). However, given our data quality, we will consider
only the linear, constant bias. We will also test the assumption
using the mock galaxy sample in section 4.2.
There are numerous models for nonlinear RSD of bi-
ased objects based on a halo model, perturbation theory and
N-body simulations (e.g., Seljak 2001; White 2001; Tinker
2007; Matsubara 2008; Taruya et al. 2010; Reid & White
2011; Nishimichi & Taruya 2011; Okumura et al. 2012a; Vlah
et al. 2013; Song et al. 2014; Kitaura et al. 2014; Uhlemann
et al. 2015; Okumura et al. 2015). However, our galaxy sample
lies at a relatively high redshift z ∼ 1.3 where density pertur-
bations have not grown as much as today, we will use only the
clustering information on large scales, so the nonlinear effect
is weaker. Also the error on the measurements of the correla-
tion function for the FastSound sample is much larger than the
improvement of the accuracy of the models. Considering these
facts, we thus do not consider these nonlinear RSD models and
only use the 5 models mentioned above, equations (15), (19)
and (20).
4.2 Tests against mocks
In order to see whether these 5 theoretical models can provide
unbiased constraints on the growth rate parameter, we analyze
the mock galaxy catalogs and see if the input cosmological pa-
rameters for the simulation are reproduced. Here, as the ob-
served correlation function we consider the average of the cor-
relation functions measured from the 640 mock catalogs, and
use the covariance matrix for the correlation function measured
for the FastSound galaxy sample estimated by equations (10)
and (11).
In the upper panel of figure 12, we show the constraints
fσ8 from our mock catalogs as a function of the minimum
separation rmin. The maximum separation rmax is fixed to
80 h−1 Mpc. The red points are the result analyzed using the
linear RSD model [equation (15)], and the other points are ob-
tained using the 4 nonlinear models (eqs. 20 and 19) with σv
fixed to zero or being a free parameter. The bias parameter bσ8
and the velocity dispersion parameter σv for G 6= 1 models are
marginalized over. For all the minimum separation values rmin
probed, the results analyzed with the 5 models all reproduce the
input parameter of the simulation that is denoted as the hori-
zontal dashed line within the 1− σ error. The best fitting pa-
rameter of fσ8 analyzed with linear theory is slightly higher
than the true value, consistent with the high-z analysis of RSD
by Marulli et al. (2015). As we increase the minimum scale,
the constrained fσ8 approaches the input value, which also ex-
plains the behaviors of the multipoles at high redshift shown by
Okumura et al. (2012a). Even though we let σv be a free param-
eter, the constraints on σv are consistent with zero as shown in
the upper panel of figure 13, but the best fitting parameter fσ8
is biased toward higher values. This degeneracy can be well
illustrated by the joint constraint on fσ8 and σv in the lower
panel of figure 13. The positive correlation between the two pa-
rameters comes from the fact that increasing fσ8 enhances the
clustering amplitude coherently while increasing σv suppresses
the small-scale clustering.
Note that because we define the fitting scale range by the
three dimensional separation r, not by the transverse separation
rp, the data below rmin along the line of sight comes into the
cosmological constraints due to the nonlinear velocity disper-
sion and it may bias the constraints. However, our galaxy sam-
ple is so sparse that the correlation function at scales less than
10 h−1 Mpc does not contain much cosmological information
as seen in figure 12, thus we do not expect it to be the case for
our analysis. The shift of the constraint on fσ8 by allowing
σv to be free is indeed small, consistent with the result at simi-
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Fig. 12. Constraints on fσ8 (upper panel) and bσ8 (lower panel) as a function
of the minimum separation rmin for mock galaxy samples. The maximum
separation is fixed to rmax = 80 h−1 Mpc. The constraints are obtained
using 5 RSD models: linear Kaiser model (red), the nonlinear matter power
spectrum with Kaiser RSD with σv = 0 (black solid) and σv being a free
parameter (black dashed), and nonlinear Kaiser terms of Pδδ , Pδθ , Pθθ with
σv =0 (blue solid) and σv being a free parameter (blue dashed). The horizon-
tal line in the upper panel represents the linear theory prediction computed
from the input cosmological parameters for the simulation. The three hori-
zontal lines in the lower panel are added to help to see deviation of the bσ8
values from constants.
lar redshift by Marulli et al. (2015) who adopted the cut in the
(rp, rπ) plane.
The best RSD model among the five for our mock sample is
the linear Kaiser model with the nonlinear matter power spec-
trum Pδδ [equation (20)], as shown as the black filled-symbol
points. It provides an unbiased constraint on fσ8 even when we
adopt very small values of rmin. However, we cannot conclude
that the RSD model with σv = 0 is the best model to analyze
the real FastSound galaxy data since our mock data might be
too simplistic. We adopted the central HOD with zero relative
velocity to the halo center. Such a model neglects the substantial
relative velocity found for the brightest halo galaxies by Skibba
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Fig. 13. (Upper panel) Same as figure 12 but a constraint on σv for the two
FoG models (σv 6=0): the nonlinear matter power spectrum with Kaiser RSD
(black dashed) and nonlinear Kaiser terms of Pδδ , Pδθ , Pθθ (blue dashed).
(Lower panel) Joint constraint on f(z)σ8(z) and σv for the two models. The
inner and outer contours respectively show the 1−σ and 2−σ confidence
levels.
et al. (2011) (see also Hikage et al. 2012 for the off-centering
effect of central galaxies), although emission line galaxies re-
side in less massive halos so that such an effect is expected to
be smaller. Thus in the next section, while we adopt the linear
Kaiser model with the nonlinear Pδδ and no velocity dispersion
to obtain main cosmological results from the FastSound data,
we will examine the case when σv is treated as a free parameter
and see if the constraint on fσ8 is biased.
Although the model reproduces the input fσ8 of the mocks
even when the small scale data are used, rmin value, ∼
5 h−1 Mpc, we will perform a conservative analysis and choose
rmin where both this model and the linear RSD model give
the best fitting fσ8 consistent with the true value within 10%,
which is ∼ 27% percent of our statistical error. We thus use the
measurements of the correlation function only at large scales,
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choosing rmin=8 h−1 Mpc as the default minimum scale. The
assumption of σv fixed to zero for analyzing the FastSound
galaxy sample will be a reasonable assumption because of the
result in the upper panel of figure 13 and the fact that the shapes
of the multipole correlation functions for the data and the mocks
are exactly the same at small scales where the effect of the non-
linear velocity dispersion is largest, down to rmin. A detailed
study focusing on the small scale clustering will be performed
in future paper (Hikage et al. in preparation).
Next, we test the assumption of the linear bias made in our
modeling. The lower panel of figure 12 is the same as the upper
panel but shows the best fitting value of bσ8 as a function of
the minimum separation rmin. The three horizontal lines are
added to help to see deviations of the bσ8 values from con-
stants at low rmin. For each of the five models the difference
of the best fitting parameter of the bias bσ8 is ∼ 5% between
rmin = 4 h
−1 Mpc and 16 h−1 Mpc. Particularly, the model
of the nonlinear density power spectrum of dark matter with
the linear Kaiser and no velocity dispersion has a constant bias
between rmin = 8 h−1 Mpc and the larger rmin. We thus con-
clude that the simple linear, constant bias is a reasonable model
for our sample.
4.3 Redshift blunder correction
To constrain cosmological parameters from our FastSound sam-
ple, we also need to model the effect of two types of redshift
blunders, noise lines and OIII doublets, as we have mentioned
in section 2.1. They smear the anisotropies in the correlation
function. Without any assumption, the measured correlation
function can be decomposed into three terms: the auto cor-
relation of real galaxies, that of the auto correlation of fake
galaxies (the blunders), and their cross correlation (see e.g.,
Okumura et al. 2015 for a decomposition scheme of a mea-
sured redshift-space power spectrum). The simplest approx-
imation is that the fake signals are assumed to be distributed
randomly so that the latter two terms are equal to zero, and the
true clustering amplitude is obtained by the simple scaling of
(1−fblund)2≡ (1−ffake)2(1−fOIII)2 (Blake et al. 2010). This
approximation may be too specific, but if the fraction fblund is
small, e.g., fblund = 0.1, the cross correlation between Hα and
fake galaxies is suppressed by 0.18 and the auto correlation of
the fake galaxies by 0.01, the approximation will work well be-
cause the correlation of the fake galaxies itself is much weaker
than that of Hα galaxies. We mainly analyze the sample with
line S/N > 4.5 which corresponds to fblund=0.071 as we have
seen in section 2.1, but we will test this approximation by inves-
tigating how much the final constraints on the growth rate are
shifted by changing the fraction to fblund = 0.124 (S/N > 4.0)
and fblund = 0.054 (S/N > 5.0).
5 Analysis and results
5.1 Setup for parameter fits
We present constraints on cosmological models by comparing
the observed monopole and quadrupole with the correspond-
ing theoretical models. We adopt a simple χ2 statistics to give
constraints on cosmological models. Let Nbin be the number
of bins for statistics used to obtain cosmological constraints
rmin < r < rmax, then the χ2 statistics is given by
χ2(θ) =
2Nbin∑
i=1
2Nbin∑
j=1
∆iC
−1
ij ∆j , (21)
where ∆i = ξs,obsℓ (ri)− ξs,thℓ (ri;θ) is the difference between
the observed correlation function and theoretical prediction
with θ being a parameter set to be constrained, and C−1 is the
inverse of the covariance matrix we obtained in section 3.4. The
factor of 2 in front of Nbin comes from the fact that we use the
monopole (ℓ = 0) and quadrupole (ℓ= 2) for the analysis. The
likelihood function L is proportional to exp(−χ2/2). Then the
1σ confidence level (CL) interval is determined by the region
where the integration of L over a given cosmological parameter
becomes 68% of the entire parameter space.
As we discussed in the previous section, we adopt the model
of the linear Kaiser with the nonlinear matter power spec-
trum, with the growth rate and bias being free parameters,
θ = (fσ8, bσ8). The nonlinear velocity dispersion parameter
σ2v is fixed to zero to obtain the main constraint because the best
fitting value of σv against mocks is zero and the shapes of the
correlation functions at small scales for the data and mocks were
the same. We performed the χ2 analysis for the data sample by
varying σv and found that the value which gave the minimum
χ2 was indeed σv =0, as we will show below. Another parame-
ter, the fraction of redshift blunders, is fixed by the observation
as fblund=0.071 for our FastSound galaxy sample with the line
threshold S/N > 4.5.
5.2 Constraints on linear growth rate
We have investigated at which scales we can safely use the clus-
tering information using the mock catalogs in section 4.2, and
chose a minimum separation rmin = 8 h−1 Mpc. We fix the
maximum separation rmax = 80 h−1 Mpc, but changing rmax
does not change the cosmological constraints because the data
at r > 40 h−1 Mpc are noisy.
In the top panel of figure 14 we present the joint con-
straints on the linear growth rate and the galaxy bias, (fσ8,bσ8)
from the correlation function of the FastSound sample at 8 <
r < 80 h−1 Mpc. The parameter set with the minimum value
of χ2 is (fσ8, bσ8) = (0.478, 0.818), shown as the filled tri-
angle, where χ2min = 10.21 and the degrees of freedom are
2×10−2 = 18. For comparison, we also show the result when
we adopt rmin = 16 h−1 Mpc. There is a strong degeneracy,
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bf ∼ constant, particularly if only the data at large scales are
used because the constraints mostly come from the amplitude
of the redshift-space correlation function. Since the linear RSD
constrains a combination β= fb−1, the direction of degeneracy
changes by including smaller scale data. For comparison, the
constraints from our mock catalogs, analyzed in section 4.2, are
plotted in the same panel with the red dashed contours. The pa-
rameters with the minimum χ2 are (fσ8,bσ8) = (0.396,0.806),
so the FastSound data give systematically higher values. This
may imply that our model of the redshift blunders is too simple;
multiplying the correlation function by the factor (1−fblund)−2
enhances the amplitude, namely bσ8, while keeping β = fb−1
as a constant thereby fσ8 is also enhanced. Nevertheless the
constraints from the data and mocks are consistent with each
other at 1−σ.
The bottom panels of figure 14 present the 1-d likelihood
functions with another parameter marginalized over as L(θi)∝∫
dθj exp
[
− 1
2
χ2(θi, θj)
]
where θ = (fσ8, bσ8). The results
are normalized by the maximum likelihood, L(θi)/Lmax. The
best fitting parameter for the growth rate parameter is fσ8 =
0.482+0.116
−0.116 for the fits to 8< r < 80 h−1 Mpc (1σ CL), which
excludes the isotropic clustering (with no RSD) with 4.1σ. It
is also consistent with a prediction from ΛCDM model with
general relativity fσ8 ∼ 0.392. The bias parameter for the
FastSound galaxy sample is constrained to bσ8 = 0.814+0.076−0.080 .
If we assume the value of σ8 predicted by the recent CMB ex-
periments, the bias of our FastSound galaxy sample is b ∼ 1.9,
consistent with the HOD analysis of the same galaxy sample by
Hikage et al. (in preparation) . The host halo mass obtained
by the HOD analysis and the constrained bias are also consis-
tent with the clustering analysis of from the Hi-Z Emission Line
Survey (HiZELS, Geach et al. 2012) which used the Hα emit-
ter sample with the similar flux limit at similar redshift to our
sample. The relationship between the FastSound galaxies and
the underlying dark matter density will be investigated in more
detail in Hikage et al. (in preparation) . The 1-d constraint on
the bias parameter from the mock catalogs, colored by yellow
at the bottom right panel of figure 14 is in good agreement with
the results from the data.
We perform the same analysis allowing σv to vary and com-
pute χ2(θ) with θ = (fσ8, bσ8, σv). For fixed values of fσ8
and bσ8, σv = 0 gives the minimum χ2. We show the like-
lihood contours of (fσ8, bσ8) after marginalizing over the σv
parameter and compare to the result with σv = 0 in figure 15.
The parameter set for the maximum likelihood is (fσ8, bσ8) =
(0.494,0.810), denoted as the open triangle in figure 15, very
close to the result with σv = 0 (the filled triangle). When the
bias parameter bσ8 is also marginalized over, our constraint on
the growth rate is fσ8=0.494+0.126−0.120 (1−σ). Thus although the
error bound in the growth rate becomes larger by 6% the best
fitting value is almost unchanged (∼ 2.5% shift).
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Fig. 14. (Top) Joint constraint on f(z)σ8(z) and b(z)σ8(z). The thick, black
solid contours show the 1− σ and 2− σ confidence levels from inside to
outside from the data, while the dashed red contours are from the mock
catalogs. For the analysis the correlation function at 8 < r < 80 h−1 Mpc
is used. The velocity dispersion σv is fixed to zero and the parameter set
with the minimum χ2 is denoted as the filled triangle. The result with the
minimum χ2 when σv is marginalized over is shown as the open triangle.
For comparison, the result from the data but with rmin = 16 h−1 Mpc is
presented as the blue dotted contours. (Bottom) 1-d likelihood functions of
the growth rate fσ8 and bσ8 from each of the W2 (red dashed) and W3(blue
dashed), and of the combination (W2+W3). The black solid line is from the
whole sample. The functions colored by yellow are the result from the mock
catalogs.
The bottom panels of figure 14 also show 1d constraints on
the growth rate and bias parameters for each of the main two
CFHTLS survey fields, W2 and W3, shown as the red and blue
dashed curves, respectively. The constraints from the combina-
tion of the two fields are shown as the black dashed curve. The
other two fields, W1 and W4 are so small that adding the data
from these two fields makes an marginal improvement to the fi-
nal constraints. However, each field gives almost the same best
fitting parameters.
The best fitting model for the anisotropic correlation func-
tion ξs(rp, rπ) is computed using equation (9) and shown as
the line contours in figure 6, those for the multipoles ξs0 and
ξs2 are shown as the black solid lines in figures 7 and 8, re-
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spectively. The model correlation functions are multiplied by
(1− fblund)−2.
To see the validity of the simple model of redshift blun-
ders considered in section 4.3, we repeat the same analysis by
changing the threshold of the line signal-to-ratio from the de-
fault value of S/N > 4.5. When we lower the threshold to
S/N > 3.0, the real emission lines are only less than the half
of the detected lines (see Table 1) and the model we considered
is too simplistic. Indeed the clustering anisotropy is smeared out
by using the sample and fσ8 is poorly constrained, consistent
with zero detection of RSD. On the other hand, the best fitting
value of fσ8 has been shifted only by 5 ∼ 6% when changing
the threshold to S/N >4.0 or >5.0, which is much smaller than
the 1−σ error of the constraint (∼ 25%). We thus conclude that
the line threshold we adopt is strict enough that our model for
the redshift blunders is a reasonable assumption.
5.3 Alcock-Paczynski effect
The distance to each galaxy is determined from the redshift by
assuming fiducial cosmology, Ωm =1−ΩΛ = 0.27 in our case.
If the assumed parameter is incorrect, geometric anisotropy
is induced to the clustering pattern, known as the Alcock-
Paczynski (AP) effect (Alcock & Paczynski 1979). The AP dis-
tortion alters the radial and transverse distances, thus are sensi-
tive to the Hubble parameterH(z) and the angular-diameter dis-
tance DA(z) and known to degenerate with f(z) from the RSD
anisotropy (Ballinger et al. 1996; Matsubara & Suto 1996; Seo
& Eisenstein 2003; Blazek et al. 2014).
To see the effect of the AP effect on our constraint of fσ8,
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Fig. 16. Constraints on fσ8 as a function of Ωm for converting z to the dis-
tance and for analyzing the data. The filled-symbol points with the solid
error bars and the open-symbol points with the dotted error bars are respec-
tively the results when the data are analyzed for rmin = 8 h−1 Mpc and
16 h−1 Mpc. The red line is the prediction for fσ8 as a function of Ωm and
with other parameters being fixed to the fiducial ΛCDM values. Note that
the amplitude of the perturbation in the theoretical curve is fixed at z = 0 to
σ8 = 0.82.
we perform a simple test which was done by Contreras et al.
(2013) for the correlation analysis of the WiggleZ data. We
vary the value of Ωm for converting z to the comoving dis-
tance, and measure the correlation function for each Ωm. We
then analyze it using the matter power spectrum Pδδ with the
same value of Ωm and the other cosmological parameters being
fixed to the fiducial values, and constrain the set of RSD param-
eters (fσ8, bσ8). The resulting fσ8 as a function of Ωm after
marginalizing over bσ8 is shown in figure 16. Around the values
of Ωm of interest, 0.2<Ωm < 0.4, fσ8 is nearly constant, thus
our constraint is unlikely to shift due to the AP effect. A sim-
ilar conclusion was reached for the lower-z but larger-volume,
VIPERS survey (de la Torre et al. 2013). However, marginaliz-
ing over the AP effect makes the fσ8 constraint looser, as nicely
demonstrated by Ruiz & Huterer (2015) (it could be about a fac-
tor of two at the redshift of the FastSound survey).
For comparison, we also show the theoretical curve of fσ8
with the cosmological parameters fixed to the ΛCDM model
but varying Ωm. Note that the clustering amplitude is fixed at
z = 0 to σ8 = 0.82, thus the amplitude of the primordial scalar
fluctuation As is different for different Ωm values.
6 Gravity theories as a function of redshift
In this section, we present a demonstration what kind of insights
we can obtain for gravity theory models by combining the con-
straint on fσ8 from the FastSound survey with those from low-z
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RSD surveys. In section 6.1 we first present the constraints on
fσ8 from various RSD observations as a function of redshift
to determine the normalization of the density fluctuation, σ8,
using only RSD. Then we compare the observed constraints to
various modified gravity models in section 6.2. Note, however,
that we do not intend to test which model is preferred by our ob-
servations, but rather simply demonstrate that our z ∼ 1.4 mea-
surement can be used as a high-z anchor for fσ8, independent
of the CMB experiments. In section 6.3, we test the consistency
of the fσ8 constraint from the FastSound survey with the CMB
anisotropy probes.
6.1 Growth rate from FastSound and lower-z
surveys
Models of gravity theories have never been tested at redshift
1< z < 2, thus our RSD analysis of the FastSound galaxy sam-
ple provides the first test in the redshift range, 1.19 < z < 1.55.
Figures 17 and 18 show the constraints on f(z)σ8(z) as a func-
tion of z obtained from our FastSound sample at 1.19<z<1.55
together with the previous studies at lower redshifts at z < 1.
These constraints include the studies of the 6dFGS (Beutler
et al. 2012), the SDSS main galaxies (Howlett et al. 2015), the
2dFGRS (Song & Percival 2009), the SDSS LRG (Samushia
et al. 2012), the BOSS LOWZ (Chuang et al. 2013), the BOSS
CMASS (Reid et al. 2012), WiggleZ (Blake et al. 2011), VVDS
(Guzzo et al. 2008) and VIPERS (de la Torre et al. 2013) sur-
veys.
Since not all the data points are from independent survey
regions (redshift and angular positions), the covariance between
the data points needs to be taken into account for the accurate
analysis. However, we do not intend to present detailed tests
for modified gravity theories, but we rather want to demonstrate
the importance of RSD analysis over wide redshift ranges. We
thus simply pick up the tightest constraint if two survey areas
are largely overlapped. We use only the data points denoted as
the filled squares as well as our constraint from the FastSound
survey in figure 17. They are, 6dFGS with the effective redshift
zeff = 0.067, the two points from SDSS LRG with zeff = 0.25
and zeff =0.37, the SDSS CMASS with zeff =0.57, the highest
redshift bin out of the four from the WiggleZ with zeff = 0.78,
the VIPERS with zeff =0.8. With this choice, all the data points
are uncorrelated except for the 2.1% correlation between the
CMASS and the higher-redshift bin of the LRG (see Alam et al.
2016). Using the 7 data points of fσ8, we compute the χ2 for
theoretical predictions of gravity theories including GR with the
amplitude of fσ8 being a free parameter. The ΛCDM model
plus GR with the best fitting amplitude is shown as the solid
line in figure 17.
6.2 Modified gravity models
On the scales probed by large-scale structure surveys, the
growth rate f generally obeys a simple evolution equation
(Baker et al. 2014; Leonard et al. 2015):
f ′+ q(x)f + f2 =
3
2
Ωmξ, (22)
where q(x) =
1
2
[1− 3w(x)(1−Ωm(x))] , (23)
here, x = lna (where a is the scale factor) and prime denotes
derivatives with regards to x. The effective equation of state
for the non-matter sector is denoted by w(x) and ξ ≡ µ/γ en-
codes deviations from GR/Newtonian gravity: µ = Geff/G0
where Geff is the effective Newton’s constant and G0 is the
‘bare’ constant that would appear in the action. The gravita-
tional slip parameter is defined by γ = Φ/Ψ, where Ψ and Φ
are gravitational potentials appearing in the perturbed metric
ds2=−(1+2Ψ)dt2+a2(t)(1−2Φ)δijdxidxj . Finally, we can
obtain σ8 by integrating f with the appropriate boundary condi-
tions (such as, for example, the normalization arising from the
CMB). One can immediately see that f is sensitive to both the
expansion rate (and the corresponding equation of state, w(x))
and gravitational physics (via ξ). Typically models that attempt
to explain the accelerated expansion through modifications of
gravity affect both aspects: expansion and growth (Clifton et al.
2012).
In figure 17 we plot a number of alternative models that we
now discuss in turn in the following subsections. As we did for
the ΛCDM model with GR, for each gravity model the ampli-
tude of fσ8 is fitted against the 7 data points and the model with
the best fitting amplitude is presented in the figure. We do not
intend to perform a test of each model.
6.2.1 f(R) gravity
To begin with we consider models in which the Einstein-Hilbert
action is modified as follows
1
16πG0
∫
d4x
√−gR→ 1
16πG0
∫
d4x
√−gf(R) , (24)
where f(R) is constructed to mimic, as closely as possible, the
observed accelerated expansion. A notable example is given by
Hu & Sawicki (2007)
f(R) =R−λRc (R/Rc)
2n
(R/Rc)2n+1
, (25)
where n, λ and Rc are positive constants. Similar viable
f(R) models have been independently proposed by Starobinsky
(2007), Appleby & Battye (2007) and Tsujikawa (2008).
For n and λ of the order of 1 we have that Rc ≈H20 , where
H0 is the today’s Hubble constant. In the high-curvature regime
characterized by R≫ Rc, the model (25) reduces to f(R) ≃
R− λRc[1− (R/Rc)−2n], so it is close to the ΛCDM model.
As R decrease to the order of Rc, the deviation from the ΛCDM
model arises at low redshifts. This is the regime in which the
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Fig. 17. Constraints on the growth rate f(z)σ8(z) as a function of redshift at 0 < z < 1.55. The constraint obtained from our FastSound sample at 1.19 <
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modification of gravity manifests itself in the observations of
RSD. Provided that the stability condition 0 < Rf,RR/f,R ≤ 1
(where f,R=df/dR) is satisfied, the solution finally approaches
a de Sitter solution characterized by Rf,R = 2f (Amendola
et al. 2007). In this case the the effective gravitational coupling
in f(R) gravity is given by (Tsujikawa 2007; de Felice et al.
2011b)
Geff =
G0
f,R
1+4r/3
1+ r
, r =
(
k
amφ
)2
. (26)
where m2φ ≃ f,R/(3f,RR) and we have that the f(R) model
(25) exhibits the gravitational interaction stronger than that in
the ΛCDM model at low redshifts.
As an example, we choose n=2 and λ= 2 and compute the
χ2 statistics by changing the normalization of fσ8 as we have
done for GR above. The resulting fσ8 as a function of z with the
best fitting amplitude at the scale k−1 = 30 h−1 Mpc is shown
as the dot-dashed line in figure 17. Because the f(R) gravity
model exhibits stronger gravity than GR, fitting the f(R) model
to the RSD measurements gives fσ8 smaller than the ΛCDM
model at higher redshift.
6.2.2 Dvali-Gabadadze-Porrati braneworld
An alternative model we consider is the Dvali-Gabadadze-
Porrati (DGP) braneworld (Dvali et al. 2000), in which a 3-
brane is embedded in a 5-dimensional (5D) Minkowski bulk
spacetime with an infinitely large extra dimension. In the ef-
fective 4-dimensional (4D) picture, the Friedmann equation on
the flat FLRW brane is given by H2− ǫH/rc= κ24ρm/3, where
ǫ = ±1 and rc = κ2(5)/(2κ2(4)) is a length scale determined by
the ratio of 5D and 4D gravitational constants κ(5) and κ(4). For
the branch ǫ=+1, there is a de Sitter solution characterized by
the Hubble parameter HdS = 1/rc. We include this model be-
cause it realizes (as we shall see) Geff < G; unfortunately it
is associated with the existence of ghosts (Nicolis & Rattazzi
2004).
On the scale of surveys we have that the effective Newton’s
constant satisfies (Lue et al. 2004, Koyama & Maartens 2006):
Geff=
[
1+
1
3β(t)
]
G0 , β(t)≡1−2Hrc
(
1+
H˙
3H2
)
.(27)
Since Hrc≫1 and H˙/H2≃−3/2 in the deep matter era, it fol-
lows that |β|≫1 and hence Geff≃G. As the background trajec-
tory approaches the de Sitter solution characterized by Hrc = 1
and H˙ = 0, we have that β = −1 and Geff = 2G/3. The DGP
model gives rise to weaker gravity due to the gravitational leak-
age to the extra dimension.
Since the DGP model predicts a weaker gravitational in-
teraction on cosmological scales, fitting the amplitude of
f(z)σ8(z) to RSD measurements without using the bound of
σ8(0) from CMB measurements gives rise to f(z)σ8(z) larger
than that of the ΛCDM model at high redshifts (z > 1). The
best-fit curve of the DGP model is plotted as the dot-long-
dashed line in Fig. 17, which exhibits a notable deviation from
the ΛCDM model and f(R) gravity at the redshift associated
with the FastSound measurement.
6.2.3 Galileons
Another class of models that modify gravity are based around a
scalar field, φ that satisfies a Galilean shift symmetry: ∂µφ→
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∂µφ+ bµ in Minkowski space-time. One can obtain general
Lagrangians of “Galileons” (Nicolis et al. 2009) and, in particu-
lar, do so in curved space-time leading to “covariant Galileons”
(Deffayet et al. 2009). The analytic estimation of Geff and
the full numerical integration of cosmological perturbations for
the covariant Galileon were first carried out by de Felice et al.
(2011a). In the massless limit (mφ → 0), the effective grav-
itational coupling can be schematically expressed in the form
(Tsujikawa 2015; Pe`renon et al. 2015)
Geff =
c2t
16πqt
(1+Qs) , (28)
where Qs describes the scalar-matter interaction, qt is as-
sociated with the no-ghost condition of tensor perturbations
(Kobayashi et al. 2011), which is required to be positive and
the quantity c2t corresponds to the tensor propagation speed
squared, which needs to be positive to avoid the Laplacian in-
stability. Using conditions for avoiding ghosts and Laplacian
instabilities of both scalar and tensor perturbations, it follows
that Qs ≥ 0 (Tsujikawa 2015).
In figure 17 we plot f(z)σ8(z) with the best-fit amplitude
constrained by the RSD data for the covariant Galileon as the
dotted dashed line. Here, we chose the parameters (α,β) =
(1.347, 0.442) of the model presented in Okada et al. (2013)
as an example; these parameter values satisfy the theoreti-
cally consistent conditions (such as the absence of ghosts and
Laplacian instabilities). The curve of f(z)σ8(z) constrained
by the RSD data alone (without using the CMB constraint on
σ8(0)) exhibits significant difference from those of the ΛCDM
and f(R) gravity at high redshifts (z > 1). Thus, the FastSound
data is very useful to distinguish the covariant Galileon from
other modified gravity theories. One can generalize the covari-
ant Galileon to the extended Galileon (De Felice & Tsujikawa
2012). In this case the growth rate of δm is typically greater
than that in the ΛCDM model, but it is not as large as that
of the covariant Galileon (Okada et al. 2013). In Fig. 17 we
show the best-fit curve of f(z)σ8(z) for the extended Galileon
as a dot-dashed line. Here we adopted the parameters (α,β) =
(3.0,1.434) (see Okada et al. 2013). The difference from the
ΛCDM model is not so large, but it will be possible to discrim-
inate between the two models in future high-precision observa-
tions.
6.2.4 Early, time varying gravitational constant model
Finally, we step back from considering specific models that
arise from fundamental Lagrangians; we now take our equation
(22) and assume a simple functional for ξ such that it changed
at early times (for example at z ∼ 102) and then remained con-
stant (Baker et al. 2014; Leonard et al. 2015). This leads to
a slow and steady modification of the growth rate all the way
up-to Λ domination. The cumulative will change the overall
amplitude of fσ8 for z < 2 such that, depending on how we
normalize the overall amplitude of fluctuations, we will either
be completely consistent or inconsistent with RSD measure-
ments. Normalizing to the the RSDs render such a theory ef-
fectively indistinguishable from ΛCDM as we can see in figure
17 where we show such a theory with a red-colored line with
G˙/G = 3.5× 10−11[year−1]. This degeneracy comes from the
fact that we obtained the best-fit curve of f(z)σ8(z) without
employing the CMB bound of σ8(0).
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6.3 Consistency with CMB experiments
Finally, we test the consistency of our bounds on f(z)σ8(z)
from the FastSound survey with CMB anisotropy probes of
σ8(0). In figure 18, together with the observational constraints
the same as figure 17, we show the 1− σ confidence regions
f(z)σ8(z) from the WMAP 9-yr data (Hinshaw et al. 2013) and
from the Planck data (Planck Collaboration et al. 2015) using
the green and red shaded bands. The prediction for the WMAP
is the same as in figure 12 of More et al. (2015), while that for
the Planck has been updated for the 2015 data. Almost all the
low-z constraints of f(z)σ8(z) are in agreement with the two
theoretical predictions for the ΛCDM model within 1− σ er-
ror, and all the rest are also consistent within 2− σ. We find
that the growth of density perturbations in the ΛCDM model,
combined with the CMB bounds of σ8(0), is consistent with
our result from the RSD of the FastSound survey as well as the
low-z probes at z < 1.
In figure 18, we also plot f(z)σ8(z) in the early, time
varying gravitational constant models with G˙/G = 3.5 ×
10−11[year−1] and 7.0× 10−11[year−1] for the normalization
of σ8(0) consistent with CMB constraints (although they might
lead to a large ISW) as the blue and magenta lines, respectively
As we have seen in section 6.2, the f(z)σ8(z) constraints alone
cannot distinguish the varying Gmodel from the ΛCDM model,
reflecting the fact that the ratio between f(z)σ8(z) in these two
models is nearly constant. If we take into account the CMB
normalization of σ8(0), the degeneracy of f(z)σ8(z) is broken.
For larger G˙/G the values of f(z)σ8(z) tend to be smaller, so
such cases can be severely constrained from the RSD data of
the FastSound survey.
7 Conclusion
The FastSound survey is a near-infrared galaxy redshift survey
which probes the 3-d galaxy distribution at 1.19 < z < 1.55
through Hα emission lines obtained with FMOS spectrograph at
Subaru Telescope. In this paper we have analyzed the redshift-
space clustering of galaxies, and found the coherent squashing
effect in the anisotropic correlation function ξ(rp, rπ) known
as the Kaiser effect and non-zero quadrupole moment ξ2(r) up
to r ∼ 40 h−1 Mpc. For the error estimation, we constructed
the covariance matrix by generating 640 mock samples with the
same geometry as the FastSound survey from N-body simula-
tions.
Limiting our analysis only at large scales, we adopted a
simple model of the redshift-space correlation function, which
is based on the linear Kaiser RSD factor times the nonlinear
matter power spectrum with two free parameters, the growth
rate parameter f(z)σ8(z) and the bias parameter b(z)σ8(z)
at z ∼ 1.36. We obtained the constraint fσ8 = 0.482+0.116−0.116
(4.2σ CL) when the monopole and quadrupole moments at
8 < r < 80 h−1 Mpc were used and bσ8 is marginalized over.
The constraint is consistent with the value predicted by the
ΛCDM models with Einstein’s general relativity, obtained by
Planck (WMAP) fσ8 ∼ 0.392. This is the first test of the
gravity theories at the redshift range 1 < z < 2, and also the
first cosmological analysis using the Subaru Telescope. The
bias parameter of the FastSound galaxy sample is determined
to b(z)σ8(z) = 0.814+0.076−0.080 , corresponding to b ∼ 1.9, consis-
tent with the small-scale analysis based on a halo occupation
modeling.
Density perturbations grow differently with time under dif-
ferent gravity theories. We have thus demonstrated that our
measurement of the growth rate at z ∼ 1.4 is useful to dis-
tinguish modified gravity theories, independently of the CMB
experiments, by combining with the low-z measurements of
the growth. Several ongoing and future galaxy redshift sur-
veys which target the same redshift range, such as the extended
BOSS (eBOSS) survey (Dawson et al. 2016), and the Hobby-
Eberly Telescope Dark Energy Experiment (HETDEX, Adams
et al. 2011). There is also a project which targets the similar
but a broader redshift range than the FastSound survey and uses
the same telescope: The Prime Focus Spectrograph (PFS) of
the Subaru Measurement of Images and Redshifts (SuMIRe)
project (Takada et al. 2014). These surveys will enable to test
modified gravity models at the redshift z > 1 with higher pre-
cision by RSD. The main sample targets of these surveys are
emission line galaxies, thus the constraint and analysis we pro-
vide in this paper will be useful and a basis of such larger sur-
veys. Particularly, the techniques of estimating systematic ef-
fects such as the OH masks we have developed to construct the
selection functions in this paper will be applicable and useful to
the analysis of these survey data.
The current analysis could be improved by considering fol-
lowing issues. First, in this analysis we considered only the
clustering at large scales r > 8 h−1 Mpc and used a simple
model for the correlation function, which is the linear Kaiser
factor multiplied by the nonlinear density power spectrum of
matter in real space. By doing a more aggressive analysis with
smaller rmin we could obtain a tighter constraint on fσ8 while
we need to treat the systematic effects of the data more care-
fully (Hikage et al. in preparation). Moreover, we need to adopt
more sophisticated theoretical models for the analysis for the
nonlinearities to use smaller scale data. The current analysis
has been performed assuming ΛCDM and GR, thus it is so-
called a consistency test. We need to perform a test on modified
gravity theories consistently using the theoretical model based
on the same modified gravity (e.g., Taruya et al. 2014; Song
et al. 2015). Second, the growth rate parameter fσ8, that is sen-
sitive to modified gravity theories, is strongly degenerate with
the bias parameter bσ8 as we have explain in section 4 and have
actually seen in figure 14. The measurement of the higher-order
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statistics, e.g., the three-point correlation function, allows one
to constrain the bias parameter independently of the two-point
analysis presented in this paper. Combining the three-point and
two-point correlation functions may tighten the constraint on
the growth rate. Such analyses will be presented in future pa-
pers.
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Appendix 1 Systematic effects on
determination of the growth rate
In this appendix we examine how the treatments of various ob-
servational systematics alter the final constraints on fσ8 and
bσ8. Here we use the data at separation 8<r<80 h−1 Mpc and
show the 1σ error bounds of the two parameters. The top row of
figure 19 labeled as [0] shows our fiducial constraints, the same
as the results presented in section 5, and the best-fitting values
of fσ8=0.482 and bσ8=0.814 are shown as the vertical dotted
lines as references for the following tests.
A.1.1 Selection functions
Let us start by looking at systematics due to methods of con-
structing the selection functions used in our analysis. In the
fiducial result [0], we constructed the radial selection func-
tion by fitting equation (2) to the binned redshift distribution
of galaxies independently to each of the four CFHTLS survey
fields (the solid lines in figure 2). As we have seen in section 2,
however, the radial distributions for the four fields are very sim-
ilar with each other but not the same. We modify this method
and fit the radial distribution of the galaxies summed over all the
four fields (the solid line in figure 1), and we show the resulting
constraints in figure 19 denoted as [1]. Our fiducial results for
(fσ8, bσ8) are shifted to slightly larger values, but the changes
[0]
[1]
[2]
[3]
[4]
[5]
[6]
[7]
 0.2  0.4  0.6  0.8
Fiducial
A.1.1.
A.1.2.
A.1.3.
f(z)σ8(z)
 0.6  0.8  1
b(z)σ8(z)
Fig. 19. Constraints on the growth rate fσ8 (left) and the bias parameter
bσ8 (right) obtained by analyzing the data at 8 < r < 80 h−1 Mpc with
various conditions. Error bars show the 1σ confidence levels. The first row
labeled as [0] is our fiducial results presented in section 5, and the rows [1]-
[7] are the results where each of the conditions for the analysis is modified
from the result [0]. The vertical dotted lines are the best fitting values for the
fiducial results with rmin = 6 h−1 Mpc. The row [1] is the case where we
combined the radial distributions of galaxies for the four fields to construct the
radial selection function. The result in the row [2] is obtained by neglecting
the decrease of the detection efficiency of lines due to the OH masks. The
row [3] shows the result when the angular weight is assumed to be constant,
namely the angular selection function is ignored. The row [4] is obtained
when we apply the CFHT mask for the data only in z band, while the row [5] is
obtained without applying any of CFHT masks. We used different parameter
set for the fiber allocation correction, (θ0,a) = (0.282,1.5) for the result [6],
while the effect for the fiber allocation correction is ignored for the result [7].
are negligibly small compared to the error bars.
The loss of the efficiency for detecting emission lines due to
the OH masks was modeled using the observed deficit of galax-
ies near the masks [equation (4)]. If the loss were ignored, we
would measure artificial anisotropies at the wavelengths of the
masks. In practice it produces the larger quadrupoles, which
leads to fσ8 biased to a larger value, as shown as the result [2]
in figure 19. It thus implies that estimating the decrease of the
detection efficiency is essentially important to obtain an unbi-
ased constraint on fσ8.
As detailed in section 2.2.1, the angular selection function
for a FOV A, WA, is estimated by the ratio of the number of
galaxies with detected lines to that of all the targets. In the
regions where two FOV’s are overlapped, the angular selec-
tion function was estimated by equation (1). The value of WA
varies over different FOV’s. To see the importance of the esti-
mation of WA, we perform the analysis by assuming a constant
weight Wi = constant. As expected, the resulting constraints
are biased, particularly the anisotropic feature of the clustering
is smeared, thus the constraint on fσ8 is shifted to a smaller
value and correspondingly that on bσ8 is to a larger value, as
shown in [3] in figure 19.
In constructing the selection functions, we assumed a uni-
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Fig. 20. Redshift distributions of the two galaxy subsamples split by the me-
dian angular selection function, W = Ndet/Ntar = 0.08. As in figure 1,
signal-to-noise ratio threshold of S/N > 4.5 is adopted for emission lines.
The black line with the Poisson error is the distribution for the whole sample
(the same as that in figure 1, but divided by two to compare with the sub-
samples). The difference of the mean redshifts for the two subsamples is
less than 1%.
versal radial selection function; namely the radial and angular
selection functions are not correlated. As shown in figure 5 of
Paper II, however, there is a large scatter of the observed line
flux for the line S/N above the threshold of 4.5 adopted in our
analysis, and this would be related to the wide variation of ob-
serving conditions. To test the assumption of the universal ra-
dial selection function, we divide our galaxy sample into the two
subsamples separated by the median (0.08) of W =Ndet/N tar ,
which is a good indicator of observing condition and used in
estimating angular selection funciton. In figure 20, we show the
radial distributions of galaxies for these subsamples. The two
distributions are very similar, though the large scatter, and they
are consistent within 1−σ except for a few bins. The difference
of the mean redshift for the two subsamples is less than 1%, and
much smaller than the differences among different fields (fig 2).
It is somewhat expected because at any redshift the majority of
the galaxies should have the line flux close to the detection limit.
We thus conclude that our result is not very sensitive to the ob-
serving conditions, and adopting the angularly-independent ra-
dial selection function is a reasonable approximation.
A.1.2 Data at CFHTLS mask regions
For our main analysis [0] we applied the whole 5 bands of the
CFHTLS mask, and excluded all the galaxies masked by any
of the 5 bands. Here we perform the analysis after excluding
only the galaxies masked in z-band, and the result is shown in
figure 19 and labeled as [4]. The result without applying any
CFHTLS mask is also shown as the label [5]. As seen in the fig-
ure, the cosmological constraints are not significantly biased for
the two cases. Nevertheless, to be conservative we decided to
remove all the galaxies masked in any of the 5 bands in our main
analysis because all the 5 bands are used to estimate photomet-
ric redshifts and Hα fluxes in the target selection processes, as
mentioned in section 2.1.
A.1.3 Fiber allocation correction
In measuring the correlation function of the FastSound galax-
ies we took into account the effect of fiber allocation failures in
section 3.1. We used the simple model [equation (6)] with pa-
rameters fitted for 0.3 < θ < 50 [arcmin]. To see the sensitivity
of the fitting range to the cosmological result, we perform the
same analysis by changing the minimum angular scale to 0.7
[arcmin]. The best fitting parameters are (θ0,a) = (0.282,1.5)
and the function is shown as the dashed line in figure 5. The
constraints on fσ8 and bσ8 are shown as the label [6] in figure
19. Although the shape of the fitting function changes, the con-
straints are almost unchanged, thus the fitting range does not
significantly bias the result. Finally the result [7] is obtained
when the fiber allocation failures are not corrected for, which
corresponds to set equation (6) to unity. The result indicates
that ignoring this effect would bias the cosmological fits.
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