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Abstract
We study the current best
model (Krishnamurthy et al., 2017) (KDG) for
question answering on tabular data evaluated
over the WIKITABLEQUESTIONS dataset.
Previous ablation studies performed against
this model attributed the model’s performance
to certain aspects of its architecture. In this
paper, we find that the model’s performance
also crucially depends on a certain pruning of
the data used to train the model. Disabling the
pruning step drops the accuracy of the model
from 43.3% to 36.3%. The large impact on the
performance of the KDG model suggests that
the pruning may be a useful pre-processing
step in training other semantic parsers as well.
1 Introduction
Question answering on tabular data is an impor-
tant problem in natural language processing. Re-
cently, a number of systems have been proposed
for solving the problem using the WIKITABLE-
QUESTIONS dataset (Pasupat and Liang, 2015)
(henceforth called WTQ). This dataset consists of
triples of the form 〈question, table, answer〉 where
the tables are scraped from Wikipedia and ques-
tions and answers are gathered via crowdsourcing.
The dataset is quite challenging, with the current
best model (Krishnamurthy et al., 2017) (hence-
forth called KDG) achieving a single model1 ac-
curacy of only 43.3%2 . This is nonetheless a
significant improvement compared to the 34.8%
accuracy achieved by the previous best single
model (Haug et al., 2017).
1A 5-model ensemble achieves a higher accuracy of
45.9%. We choose to work with a single model as it makes it
easier for us to perform our analysis.
2All quoted accuracy numbers are based on our training
of the KDG model using the configuration and instructions
provided at: https://github.com/allenai/pnp/
tree/wikitables2/experiments/wikitables
We sought to analyze the source of the improve-
ment achieved by the KDG model. The KDG pa-
per claims that the improvement stems from cer-
tain aspects of the model architecture.
In this paper, we find that a large part of the im-
provement also stems from a certain pruning of
the data used to train the model. The KDG sys-
tem generates its training data using an algorithm
proposed by Pasupat and Liang (2016). This al-
gorithm applies a pruning step (discussed in Sec-
tion 2.1) to eliminate spurious training data en-
tries. We find that without this pruning of the
training data, accuracy of the KDG model drops
to 36.3%. We consider this an important finding
as the pruning step not only accounts for a large
fraction of the improvement in the state-of-the-art
KDG model but may also be relevant to training
other models. In what follows, we briefly discuss
the pruning algorithm, how we identified its im-
portance for the KDG model, and its relevance to
further work.
2 KDG Training Data
The KDG system operates by translating a natural
language question and a table to a logical form in
Lambda-DCS (Liang, 2013). A logical form is an
executable formal expression capturing the ques-
tion’s meaning. It is executed on the table to ob-
tain the final answer.
The translation to logical forms is carried out
by a deep neural network, also called a neural se-
mantic parser. Training the network requires a
dataset of questions mapped to one or more log-
ical forms. The WTQ dataset only contains the
correct answer label for question-table instances.
To obtain the desired training data, the KDG
system enumerates consistent logical form candi-
dates for each 〈q, t, a〉 triple in the WTQ dataset,
i.e., it enumerates all logical forms that lead to
the correct answer a on the given table t. For
this, it relies on the dynamic programming algo-
rithm of Pasupat and Liang (2016). This algo-
rithm is called dynamic programming on denota-
tions (DPD).
2.1 Pruning algorithm
A key challenge in generating consistent logical
forms is that many of them are spurious, i.e., they
do not represent the question’s meaning. For in-
stance, a spurious logical form for the question
“which country won the highest number of gold
medals” would be one which simply selects the
country in the first row of the table. This logi-
cal form leads to the correct answer only because
countries in the table happen to be sorted in de-
scending order.
Pasupat and Liang (2016) propose a separate al-
gorithm for pruning out spurious logical forms
using fictitious tables. Specifically, for each
question-table instance in the dataset, fictitious ta-
bles are generated3 , and answers are crowdsourced
on them. A logical form that fails to obtain the cor-
rect answer on any fictitious table is filtered out.
The paper presents an analysis over 300 questions
revealing that the algorithm eliminated 92.1% of
the spurious logical forms.
2.2 Importance of pruning for KDG
The KDG system relies on the DPD algorithm for
generating consistent logical form candidates for
training. It does not explicitly prescribe pruning
out spurious logical forms candidates before train-
ing. Since this training set contains spurious log-
ical forms, we expected the model to also some-
times predict spurious logical forms.
However, we were somewhat surprised to find
that the logical forms predicted by the KDGmodel
were largely non-spurious. We then examined the
logical form candidates4 that the KDG model was
trained on. Through personal communication with
Panupong Pasupat, we learned that all of these
candidates had been pruned using the algorithm
mentioned in Section 2.1.
We trained the KDG model on unpruned logi-
cal form candidates5 generated using the DPD al-
3Fictitious tables are generated by applying perturbations,
such as shuffling columns, to the original table. We refer
to (Pasupat and Liang, 2016) for more details.
4 Available at: https://cs.stanford.
edu/˜ppasupat/research/h-strict-all-
matching-lfs.tar.gz
5Available at: https://nlp.stanford.edu/
gorithm, and found its accuracy to drop to 36.3%
(from 43.3%); all configuring parameters were left
unchanged6 . This implies that pruning out spu-
rious logical forms before training is necessary
for the performance improvement achieved by the
KDG model.
2.3 Directions for further work
Pasupat and Liang (2016) claimed “the pruned set
of logical forms would provide a stronger supervi-
sion signal for training a semantic parser”. This
paper provides empirical evidence in support of
this claim. We further believe that the pruning
algorithm may also be valuable to models that
score logical forms. Such scoring models are typ-
ically used by grammar-based semantic parsers
such as the one in (Pasupat and Liang, 2015). Us-
ing the pruning algorithm, the scoring model can
be trained to down-score spurious logical forms.
Similarly, neural semantic parsers trained using
reinforcement learning may use the pruning algo-
rithm to only assign rewards to non-spurious logi-
cal forms.
The original WTQ dataset may also be extended
with the fictitious tables used by the pruning al-
gorithm. This means that for each 〈q, t, a〉 triple
in the original dataset, we would add additional
triples 〈q, t1, a1〉, 〈q, t2, a2〉, . . . where t1, t2, . . .
are the fictitious tables and a1, a2 . . . are the cor-
responding answers to the question q on those ta-
bles. Such training data augmentation may im-
prove the performance of neural networks that are
directly trained over the WTQ dataset, such as
(Neelakantan et al., 2017). The presence of ficti-
tious tables in the training set may help these net-
works to generalize better, especially on tables that
are outside the original WTQ training set.
3 Discussion
Krishnamurthy et al. (2017) present several abla-
tion studies to identify the sources of the perfor-
mance improvement achieved by the KDG model.
These studies comprehensively cover novel as-
pects of the model architecture. On the training
side, the studies only vary the number of logical
forms per question in the training dataset. Pruning
software/sempre/wikitable/dpd/h-strict-
dump-combined.tar.gz
6It is possible that the model accuracy may slightly in-
crease with some hyper-parameter tuning but we do not ex-
pect it to wipe out the large drop resulting from disabling the
pruning.
of the logical forms was not considered. This may
have happened inadvertently as the KDG system
may have downloaded the logical forms dataset
made available by Pasupat et al. without noticing
that it had been pruned out7.
We note that our finding implies that pruning
out spurious logical forms before training is an
important factor in the performance improvement
achieved by the KDG model. It does not imply
that pruning is the only important factor. The ar-
chitectural innovations are essential for the perfor-
mance improvement too.
In light of our finding, we would like to em-
phasize that the performance of a machine learn-
ing system depends on several factors such as
the model architecture, training algorithm, in-
put pre-processing, hyper-parameter settings, etc.
As Kibler and Langley (1988) point out, attribut-
ing improvements in performance to the individual
factors is a valuable exercise in understanding the
system, and generating ideas for improving it and
other systems. In performing these attributions, it
is important to consider all factors that may be rel-
evant to the system’s performance.
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