Abstract. Polytope Faces Pursuit (PFP) is a greedy algorithm that approximates the sparse solutions recovered by 1 regularised least-squares (Lasso) [4, 10] in a similar vein to (Orthogonal) Matching Pursuit (OMP) [16] . The algorithm is based on the geometry of the polar polytope where at each step a basis function is chosen by finding the maximal vertex using a path-following method. The algorithmic complexity is of a similar order to OMP whilst being able to solve problems known to be hard for (O)MP. Matching Pursuit was extended to build kernel-based solutions to machine learning problems, resulting in the sparse regression algorithm, Kernel Matching Pursuit (KMP) [17] . We develop a new algorithm to build sparse kernel-based solutions using PFP, which we call Kernel Polytope Faces Pursuit (KPFP). We show the usefulness of this algorithm by providing a generalisation error bound [7] that takes into account a natural regression loss and experimental results on several benchmark datasets.
Introduction
Estimating a sparsely represented function from a set of training examples is a classical problem in regression. Sparsity of representation is an important issue, for reasons of computational efficiency and for its influence on generalisation performance [5, 6] . Suppose we are given a sequence of observations X = [x 1 , . . . , x m ], x i ∈ R n with corresponding outputs y ∈ R. We would like to find a sparse set of weights w ∈ R n such that the regression loss (e.g. y − X w is a convex optimisation problem and can be solved using general purpose solvers. A reformulation of this that directly minimises the regression loss is the Least Absolute Shrinkage and Selection Operator (LASSO) [15] , which is given by min w y − X w
i.e. a form of 1 -penalised least squares. Basis pursuit [3] uses the Least Angle Regression Solver (LARS) to solve the LASSO problem. The algorithm requires the computation of the full regularisation path through the LARS. However, for large scale problems, this optimisation becomes inefficient and in some cases intractible.
Matching Pursuit was proposed in the signal-processing community as an algorithm that decomposes any signal into a linear expansion of waveforms that are selected from a redundant dictionary of functions [8] . It is a general, greedy, sparse function approximation scheme with the squared error loss, which iteratively adds new functions (i.e. basis functions) to the linear expansion.
If we take as dictionary of functions of the form K(·, x i ) where x i is the input part of a training example, then the linear expansion has essentially the same form as a Support Vector Machine. Matching Pursuit and its variants were developed primarily in the signal-processing and wavelets community, but there are many interesting links with the research on kernel-based learning algorithms developed in the machine learning community.
Kernel Matching Pursuit (KMP) [17] was developed as a method to estimate a function from training examples in the presence of noise in the context of a Reproducing Kernel Hilbert Space (RKHS). The general idea is to decompose the function to learn on a sparse-optimal set of spanning functions. Unlike Basis Pursuit (BP), which finds the exact 1 solution, the implementation does not rely on the LASSO formulation or the LARS. We are then effectively finding an approximation to the regression problem in the RKHS defined by the kernel function,
s.t. y = Kα where α resembles the dual weight vector found by other kernel methods such as Kernel Ridge Regression [12] . More recently, connections have been made between Matching Pursuit, Kernel-PCA, Sparse Kernel Feature analysis, and how greedy algorithms of this kind can be used to compress the design matrix in SVMs to allow handling of very large data sets [14, 13] .
Further investigation of the criteria under which 0 / 1 equivalence holds led to consideration of the d−dimensional polytope (the d−dimensional generalisation of a polygon) [4] . Using this geometric interpretation, a greedy algorithm called Polytope Faces Pursuit (PFP) has been proposed [9] which adopts a path-following approach through the relative interior faces of the polar polytope. In order to generalise this to its kernelised form, we begin by converting (4) which has an optimal dual weight vector c which coincides with the optimum α of the primal formulation. Note that in the sense of kernel methods, the formulation (5) is already in the dual space, so the weight vector c is in fact the dual of the dual. The greedy approach to the solution of (6) then follows the same approach as taken in standard PFP [9] . This will be described further in section 2.2 We present experimental results on real world datasets, which show that KPFP is competitive with the KMP, Kernel Ridge Regression (KRR) and the LARS solver for LASSO on datasets derived from the UCI and STATLOG repositories.
Kernel Polytope Faces Pursuit

Preliminaries
Assume we have a sample S containing examples as paired inputs x ∈ R n and outputs y ∈ R. Let X = (x 1 , . . . , x m ) be the input vectors stored in matrix X as row vectors, where denotes the transpose of vectors or matrices. For simplicity we always assume that the examples are already projected into the kernel defined feature space, so that the kernel matrix K has entries K[i, j] = x i , x j . In the analysis section we will explicitly denote the feature map φ(x) for some vector x. The notation K[:, i] will denote the ith column of the matrix K. When given a set of indices i = {i 1 , . . . , i k } (say) then K[i, i] denotes the square matrix defined solely by the index set i.
For analysis purposes we assume that the training examples are generated i.i.d. according to an unknown but fixed probability distribution that also governs the generation of the test data. Expectation over the training examples (empirical average) is denoted byÊ[·], while expectation with respect to the underlying distribution is denoted E[·].
Algorithm
We now derive the Kernel Polytope Faces Pursuit (KPFP) algorithm, which is a generalisation of Polytope Faces Pursuit (PFP) to Reproducing Kernel Hilbert Spaces (RKHS). At each step the approach to the solution of this problem is to identify the optimal vertex which is the maximiser of y c, which is similar to the way in which KMP builds up its solution. However the difference is that at each step, the path is constrained on the polytope face F given by the vertex of the previous step. This is achieved by projecting y into a subspace parallel to F to give r = (I − Q)y where Q =
K[:,i]K[:,i]
we have r = y − K[:, i]α = y −ŷ meaning that r is the residual from the approximation at step i. The second step, which is where the main difference between (O)MP and PFP arises, involves projecting within the face F that has just been found, rather than from the origin. This is done by projecting along the residual r. Therefore to find the next face at each step we find the maximum scaled correlation
where we only consider bases such thatK[:, i] r > 0. We then proceed by removing any constraints that violate the condition that α contains any negative entries. This is achieved by finding j ∈ i such that α j < 0, removing j from i and removing the face from the current solution. We then recaluclateα and continue until α j ≥ 0, ∀ j. Although this step is necessary to provide exact solutions to (6) , it may be desirable in some circumstances to remove this step due to the fact that our primal space is in fact the dual space of an RKHS. This would result in faster iterations but less sparse solutions. In section 3 we compare the performance of the algorithm with and without this step. The full algorithm is given in Algorithm 1.
Generalisation Error Bound
For the generalisation error bound we assume that the data are generated iid from a fixed but unknown probability distribution P over the joint space X × Y. Given the true error of a function f : 
and the estimation error est(f )
we would like to find an upper bound for est(f ). We use Theorem 17.1 from [1] (using the ∞ covering number as opposed to the 1 covering number) which states that:
where N ∞ ( , F, m) is the ∞ covering number. 1 This covering number can be upper bounded using Theorem 12.2 from [1] :
where R is the support of the distribution and d denotes the pseudo-dimension. As with KMP [7] the KPFP also has VC-dimension (pseudo-dimension) k, when k is the number of basis vectors chosen. However, in contrast to the KMP bound of [7] we use the pseudo-dimension to apply a natural regression loss function, the so-called squared error:
Therefore there is no need to fix a bandwidth parameter as was the case with the bound of [7] i.e., no need to map the regression loss into a classification one. We follow the proof technique of [7] but instead apply the sample compression technique over pseudo-dimension bounds, resulting in a slightly more involved proof. 
Proof. First consider a fixed k for the indices i. Assume that the first m − k points from S are drawn independently and apply Theorem 17.1 (and Theorem 12.2) from [1] to obtain the bound
Given that we would like to choose k basis vectors from m choices we have 
Next by setting the rhs of Equation (9) to δ, taking logarithms and rearranging we get
We would like to write this bound in terms of and use the following result [11] which states that for any α > 0, ln ≤ ln 1 α − 1 + α . Substituting this result with α = 1 (a smaller α can be used but would make the bound less neat) we get
which yields the following quadratic equation:
Therefore, solving for gives the result 2 when we further apply the bound m times.
This bound can be specialised to a Gaussian kernel 3 that uses the mean squared error loss.
Corollary 1. For a Gaussian kernel and using all the definitions from Theorem 1 we can upper bound the loss of KPFP by:
Remark 1. The consequences of Theorem 1 (and Corollary 1) is that although the pseudo-dimension can be infinite even in cases where learning is successful 4 , we will generate a bound that is always finite. Also, this is the first bound for KMP and KPFP (proposed in this paper) to use the natural regression loss in order to upper bound generalisation error. The bound is naturally trading off empirical error with complexity -as the training error decreases the bound gets smaller, and as the number of basis vectors (complexity) increase the bound gets larger. A good trade-off is to find small training error whilst using a small number of basis vectors. Clearly, the KMP and KPFP algorithms try and optimise this trade-off, and the bound suggests that this will result in good generalisation. 
which completes the proof when we make the substitutions err(f ) = 2Berr(f ) and errS(f ) = 2BerrS(f ).
Experiments
We present a comparison on 9 benchmark datasets derived from the UCI, StatLib, and Delve benchmark repositories. Details of the datasets are given in Table 2 .
We analyse the performance of KPFP, KMP, Kernel Ridge Regression (KRR) and LASSO using the Least Angle Regression Solver (LARS) using Radial Basis Function (RBF) kernels. We used 10 randomised splits into training and test sets. For each of the datasets we used cross-validation (c.v.) to select the optimal RBF kernel width parameter for KRR. We then used this kernel as input to the KMP, LARS and KPFP algorithms. For both KMP and KPFP the initial sparsity level k was set in training by a heuristic method to the lesser of 100 or the number of training examples. Since the train and test error curves for both KMP and KPFP tend to follow each other well, we used the index of minimum training error as the final sparsity value. The means and standard deviations of the generalisation error for each method and dataset are given in Table 3 . The results show that overall the sparse methods (KMP,KPFP,LARS) all perform better than KRR. It is interesting to compare the performance of KPFP with and without the release of violating constraints (KPFPv and KPFP respectively). KPFPv performs nearly as well as KMP on all datasets except for cpusmall, whilst requiring fewer bases in the final solutions. On the other hand, KPFPv results in solutions that are the least sparse of the three methods, but results in the lowest generalisation error. LARS which gives an exact solution to the LASSO problem performs the worst here, showing that the exact solution is not necessarily the optimal one for generelisation. The key to the performance of all of these methods is in selecting the appropriate stopping point k. This is quite difficult to achieve in KMP, as the algorithm tends to overfit quite quickly, and there is no obvious criteria for stopping. For example, if cross-validation were used to select k, the resulting value would be too low, as the number of bases would selected from a smaller validation set. In our experiments we found that by selecting an intial k through a heuristic method and then choosing the minimiser of the training error resulted in the best compromise. In KPFP and KPFPv the optimal value for k is more easily achieved, as the training and test error curves tend to follow each other quite well, and we also have an (optional) stopping parameter θ max . In fact, the value of θ to which θ max is compared also follows the error curves. We found that by taking the minimiser of θ as the number of bases was a reliable way of estimating k. Fig. 1 . a) Plot of generalisation error bound for different values of k using RBF kernels for the 'Boston housing' data set. The log of the generalisation error is shown on the y axis. The plot shows the empirical error of the setS (denoted training error, in green), the estimation error (in blue), the norm of the weight vector (in red), the bound value which is calculated from these three values (in cyan), and the generalisation (true) error (in magenta). Note that the empirical error follows the true error very well, which justifies its' use in the setting of the sparsity parameter. However the bound value is swamped by the norm of the weight vector (needed according to Corrollory 2) , and as such is not useful. b) The bound values for the KMP algorithm. Note that in this case the bound (which is valid for this algorithm too) is more useful, simply because the norm of the weight vector does not blow up as quickly.
Bound Experiments
Finally we present results of the performance of the bound. Figure 3 .1 shows typical plots of the bound. For Figure 3 .1 (b) the number of training examples chosen were 450 and the number of test examples were 56, with the Gaussian width parameter set to σ = 0.035. The bound values tend to fall as basis vectors are added, before rising again as the complexity of the solution rises. Hence the first minimum of the bound value could serve as an appropriate point to stop the algorithm. This is clearly much more efficient than using cross-validation to select the value of k, the number of basis vectors to use. However in our experiments this resulted in stopping too early, resulting in underfitting. Further refinement of the bound may improve its performance in this respect.
Conclusions
Polytope Faces Pursuit (PFP) is a greedy algorithm that approximates the sparse solutions recovered by 1 regularised least-squares (LASSO) [4, 10] in a similar vein to (Orthogonal) Matching Pursuit (OMP) [16] . The algorithm is based on the geometry of the polar polytope where at each step a basis function is chosen by finding the maximal vertex using a path-following method. The algorithmic complexity is of a similar order to OMP whilst being able to solve problems known to be hard for (O)MP.
We extended the PFP algorithm to a kernel verison, which we called Kernel Polytope Faces Pursuit (KPFP). We showed the utility of this algorithm by providing a novel generalisation error bound which used the natural regression loss and pseduo-dimension in order to upper bound its loss. The experimental results were also encouraging and showed that KPFP was competitive against the KMP and Kernel Ridge Regression.
A future research direction is to tighten the bound and use it to find the number of basis vectors during training.
