proposed the generalised method of moments (GMMs) for estimating a vector of regression parameters from a set of score functions. Hansen established that, under certain regularity conditions, the GMMs estimator is consistent, asymptotically normal, and asymptotically efficient. In the generalised estimating equation framework, Qu, Lindsay & Li (2000) extended the GMMs to create a quadratic inference function (QIF) that implicitly estimates the underlying correlation structure for the analysis of longitudinal data. The main goals of this research are to (1) provide an appropriate estimated covariance matrix for the set of extended score functions defining the inference functions; (2) establish a rigorous treatment of the large-sample properties of the QIF; (3) derive a generalisation of the QIF test for general linear hypotheses involving correlated data; and (4) propose an iterative reweighted generalised least squares algorithm for finding the QIF estimator.
Introduction

Background and Goals
In longitudinal data analysis, repeated measurements are taken on subjects within a study design. A canonical problem is to determine a regression relationship between the measured responses and a set of covariates. It is assumed that measurements on different subjects are independent, while the repeated measurements on individual subjects are correlated, with an unknown correlation structure. Any inferential procedure must take account of this correlation. Liang & Zeger (1986) proposed generalised estimating equations (GEEs) based on the clever idea of using a working correlation matrix with a nuisance parameter vector. The GEE approach provides a consistent estimator of regression coefficients, even when the working correlation structure is misspecified. However, when the correlation structure is misspecified, the GEE estimator is not efficient. Furthermore, Crowder (1995) established that there are difficulties with estimating the vector of nuisance parameters associated with the working correlation structure in the GEE framework, showing that in certain cases the estimator does not exist. Hansen (1982) proposed the generalised method of moments (GMMs) for estimating the vector of regression parameters from a set of score functions, where the dimension of the score function exceeds that of the regression parameter. Hansen established that, under certain regularity conditions, the GMM estimator is consistent, asymptotically normal, and asymptotically efficient. To overcome the difficulties associated with the GEEs, Qu et al. (2000) applied the principle of the GMMs in the GEE framework that implicitly estimates the underlying correlation structure. In particular, they proposed an approach based on the quadratic inference functions (QIFs) (i) to estimate the working correlation so that the resulting estimator always exists, and (ii) to obtain an optimal estimator of the regres-sion coefficients within the assumed family even under the misspecification of the working correlation structure. Consequently, the resulting estimator is more efficient than the corresponding estimator based on the GEE under the same misspecification.
The goal of this article is to develop a unified framework for the QIF. The main result in Theorem 5 establishes a quadratic approximation to the QIF surface in a neighbourhood of the vector of true regression parameters. This has two main consequences. First, it enables us to establish that the QIF is asymptotically equivalent to the generalised least squares procedure. Therefore, standard inferential theory for the generalised least squares provides valid large-sample results for the QIF. Second, it leads to an iterative reweighted generalised least squares algorithm for estimation and testing in the QIF framework, which is both more stable and computationally simpler than the Newton-Raphson algorithm used by Qu et al. (2000) .
The large-sample theory derived in this article extends and corrects results of Qu et al. (2000) . In particular, we re-formulate the estimated covariance matrix of the extended score functions defining the inference functions. This formulation provides a consistent estimator of the covariance matrix, which in turn enables us to derive valid large-sample properties for the QIF. In summary, we 1. provide an appropriate estimated covariance matrix for the set of extended score functions defining the QIF; 2. establish a rigorous treatment of the large-sample properties of the QIF; 3. derive a generalisation of the QIF test for a variety of general linear hypotheses involving correlated data; and 4. propose an iterative reweighted generalised least squares algorithm for inference in the QIF framework.
The Quadratic Inference Function
Longitudinal data consists of repeated measurements taken on a set of N subjects. Suppose Y it is a response, with a corresponding q-dimensional vector of covariates X it , measured at the tth (t = 1, . . . , n i ) time point on the ith (i = 1, . . . , N) subject. A generalised linear model is assumed between Y it and X it ; therefore,
and
where β ∈ B is a q-dimensional vector of unknown regression parameters, h( · ) is a known inverse link function and v( · ) is a known variance function. The goal is to make inference about the unknown parameter vector β.
Following Liang & Zeger (1986) and for simplicity of exposition, we suppose that each subject is observed at a common set of times t = 1, . . . , n.
T be the vector of means and the operator ∇ denote partial derivative with respect to the elements of β so that ∇h i represents the (n × q) matrix (∂h i /∂β 1 , . . . , ∂h i /∂β q ). Liang & Zeger (1986) proposed GEEs to estimate β:
where
with A i as the diagonal matrix of marginal variance of Y i and R(α) as the working correlation matrix with an unknown nuisance parameter vector α.
Let a set of "subject-specific" basic score functions be defined as
where M 1 , . . . , M m are a set of pre-specified basis matrices. In essence, Qu et al. (2000) assume that the inverse of the working correlation R(α) can be approximated by a linear combination of basis matrices so that R −1 (α) = m j=1 α j M j , where α 1 , . . . , α m are unknown constants. We refer to Qu et al. (2000) for more discussion and motivation for representing the correlation structure in terms of the basis matrices.
We define a set of extended score functions as
and the QIF as
where an estimator of the second moment matrix of g 1 (β) is
If the extended score vector g N (β) has mean 0, then N −1 C N (β) is an estimator of the covariance matrix of g N (β). The QIF Q N (β) measures the size of the score vector relative to its covariance matrix, and large values of Q N (β) can be considered as evidence against a particular value of β. In this sense, the QIF plays a role similar to the negative of the loglikelihood in parametric statistical inference. In particular, one can construct a goodness-offit test statistic Q N (β) for testing the model assumption in (1). Hansen (1982) established that the asymptotic distribution of Q N ( β) is χ 2 with {dim(g) − dim(β)} degrees of freedom under the model assumption. Note that these properties hold whether or not the working correlation is correctly specified.
1.3 Role of the estimator of the covariance matrix of g 1 (β)
The second moment matrix estimator in (5) is defined as an average, and hence under certain regularity conditions it will converge to the true covariance of g 1 (β) as N → ∞. This con-vergence result is fundamental to adapting the large-sample framework of GMMs proposed by Hansen (1982) to the QIF setting. Note that C 1/2 N (β) plays the role of the matrix a * N on p. 1040 of Hansen (1982) , which is also required to converge to a non-degenerate limit.
Convergence of estimator of the second moment matrix to a non-degenerate limit is also fundamental to the main large-sample results of this article, and in particular the quadratic approximation in Theorem 5.
Our covariance estimator C N (β) differs from that of Qu et al. (2000) , who define a covariance C N with a factor of N −2 , and correspondingly omit the factor of N from the QIF in (4). This has led to a number of imprecise statements in Qu et al. (2000) , centered around the claim (p. 829) that C N converges to E(C N ). In fact, their C N converges to 0. One of the goals of this research is to provide precise large-sample results for the following statements:
has an asymptotic normal distribution, while ( β N − β 0 ) converges in probability to 0. Here, β N is the QIF estimator of β, while β 0 is the true parameter vector.
2. The claim on p. 830 that the second derivative matrix of Q N converges in probability.
In fact, N −1 ∇ 2 Q N converges in probability to a non-degenerate limit.
3. The matrices J ψψ , J ψλ and J λλ are not defined in Qu et al. (2000) . However, for the asymptotic results on p. 835, these matrices must be O(N), while for the statement of their Theorem 1 with a local alternative, O(1) scaling is required.
4. Several error terms on p. 835 are stated to be of order O p (N −1/2 ) which are not useful since the equations themselves are of the same size.
5. The statement on p. 829 that ∇g N (β) is nonrandom is incorrect, since this quantity is data-dependent. An accurate convergence result will be provided in (8).
Furthermore, the asymptotic result for β N in § 3.6 of Qu & Lindsay (2003) is incorrect since C N used in equation (8) of their article is approaching zero as N → ∞ and is not a consistent estimator of Σ β 0 (β), the true covariance matrix of g 1 (β) evaluated at β 0 .
The above asymptotic results are clarified further and the large-sample properties of the QIF are established in § § 2-4. We believe that having the correct asymptotic theory for the QIF is very important for further extensions as well as applications of the QIF, especially
given that the QIF is elegant, simple and practical, with the proposed iterative reweighted generalised least squares algorithm, for the analysis of correlated data.
Our approach to deriving large-sample properties and results for the QIF consists of two steps. As a first step, in § 2, we derive results for the subject-specific score functions g i (β) (i = 1, . . . , N) and the set of extended score functions g N (β). As a next step, in § 3, series expansions are derived to extend these results to establish the large-sample properties of the QIF. In § 4, we establish the asymptotic theory for testing a variety of general linear hypotheses via the QIF and show that the hypothesis testing problem considered by Qu et al.
(2000) becomes a special case. The article concludes with a brief discussion in §5.
Large-Sample Properties of the Extended Score Functions
In order to state and consequently establish the asymptotic results in any regression problem, one must make certain assumptions regarding the covariates. Most importantly, one should be able to apply the strong law of large numbers to show that g N (β) and other averages converge to appropriate non-degenerate limits. Consequently, for this article, we use the following assumption.
. . , N are assumed to be an independent sample from a {(q + 1) × n}-dimensional distribution F , where
Remark 1. The independence part of Assumption 1 is between different subjects, or with respect to the index i. The elements of X i need not be independent of each other, and hence this assumption incorporates both time-dependent and time-independent covariates. Note that there exists a dependence of Y i on X i through the link and variance functions given in (1) and (2), respectively.
Under Assumption 1, the subject-specific score functions g i (β) (i = 1, . . . , N) are independent and identically distributed random vectors. We can therefore invoke the strong law of large numbers and the central limit theorem for the set of extended score functions g N (β) to obtain the following theorem.
All throughout this article, we use E β 0 (·) to denote expectation with respect to the true regression parameter β 0 . Our results are based on the implicit assumption that all expectations are finite, and convergence statements are uniform for β in bounded sets. 
as N → ∞, where r = mq and Σ β 0 (β 0 ) is the true covariance matrix of g 1 (β) evaluated at
It is easy to verify that E β 0 {g 1 (β 0 )} = 0. Next, we state the following identifiability assumption.
Assumption 2 The parameter space B is identifiable:
Another application of the strong law of large numbers establishes that C N (β) converges to its expected value, a non-degenerate limit, which is required to apply the results of Hansen (1982).
THEOREM 2 As N → ∞,
In this article we follow the prescription of Assumption 3.6 of Hansen (1982) which is restated for the current framework. We first state several important assumptions required to establish the large-sample properties of g N (β).
Assumption 4
The parameter space of β denoted by B is compact.
Assumption 5
The expectation E β 0 {g N (β)} exists and is finite for all β ∈ B and is continuous in β.
Under Assumptions 4-5 and from Theorem 2.1 of Hansen (1982) , we have the following result.
LEMMA 1
The estimator β N = arg min 
Once again, from the strong law of large numbers, it follows that
Assumption 6 The subject-specific score functions g i (β) (i = 1, . . . , N) have uniformly continuous second-order partial derivatives with respect to the elements of the vector β.
From Theorems 3.1 and 3.2 of Hansen (1982) , we have the following result.
THEOREM 3 Under Assumptions 1-6, the asymptotic distribution of β N is
as N → ∞, where
Fundamental results for Q N (β)
In this section, we establish several fundamental results for the QIF which are required for deriving the asymptotic distribution of inference functions presented in the next section.
Assumption 7 The first-order partial derivatives of g N (β) and C N (β) have finite means and variances.
THEOREM 4 Under Assumption 7, as
N → ∞ 1 2 √ N ∇Q N (β 0 ) d −→ N q {0, J(β 0 )} .(11)
If the second-order partial derivatives also have finite means, then there exists a non-random matrix V (β) which is continuous in β such that
where V (β 0 ) = J(β 0 ) and o p (1) error term is uniform on compact sets.
Proof: Differentiating Q N (β), with respect to the kth (k = 1, . . . , q) element of β yields
From Theorem 1, it follows that at β = β 0 ,
N (β)/∂β k has a finite limit by the strong law of large numbers. Consequently, the second term in (13) is
The last equation follows from the result (7) in Theorem 1 and the result (8). Lastly, the asymptotic relation (6) in Theorem 1 yields the result (11).
Similarly,
As N → ∞, by the strong law of large numbers, each of these terms is converging to a non-degenerate limit, which leads to result (12) for an appropriate V (β). At β = β 0 , all the terms involving g N (β) converge to 0, leaving only the third term:
In matrix form, it can be restated as
yielding the result (12) at β = β 0 , implying that V (β 0 ) = J(β 0 ).
Remark 3. From Theorem 4, it follows that ∇Q
N (β 0 ) = O p ( √ N) and ∇ 2 Q N (β 0 ) = O p (N).
Testing general linear hypotheses via the QIF
Asymptotic distribution of the inference functions
In this section we establish the asymptotic distribution of the QIFs under a general linear hypothesis framework and demonstrate that the result in Theorem 1 of Qu et al. (2000) becomes a special case of our general result. See Hansen (1982) for the required assumptions and regularity conditions.
The key principle underlying the large-sample results presented in this article is a quadratic approximation of the QIF in a local neighborhood of the true parameter vector β 0 . Under this approximation, the QIF is asymptotically equivalent to a generalised least squares problem, which enables one to apply the standard results from linear models to the QIF framework.
A ball of radius o(
THEOREM 5 (QUADRATIC APPROXIMATION OF THE QIF) For a fixed q-dimensional vector ξ, the following representation holds:
as N → ∞, where ·, · is the vector inner product and the o p (1) term is uniform for ξ in a ball of radius o( √ N).
Proof: The Taylor series expansion yields
where β † N lies between β 0 and (β 0 + N −1/2 ξ) for each N. From the uniformity result (12),
As N → ∞, from Lemma 1, we have β † N a.s.
−→ β 0 . From the continuity condition stated in
The quadratic approximation in Theorem 5 can be restated as
This representation establishes that the QIF is asymptotically equivalent to a generalized least squares criterion. This simplifies derivation of large-sample results, since known properties of the weighted least squares will hold asymptotically for the QIF. Second, it leads to an iterative reweighted generalised least squares algorithm for finding the QIF estimator β N .
The minimizer ξ ⋆ N of the quadratic approximation in (16) is given by
Since Z N has a limiting distribution, it follows that ξ ⋆ N lies in a ball of radius
with probability approaching 1.
The uniformity of the error term in (16) yields the following corollaries.
Corollary 1. Let ξ N be the minimizer of Q N (β 0 + N −1/2 ξ), so that the QIF estimator is
Corollary 2. The asymptotic distribution of β N is given by
Corollary 3. The following result holds:
Finding β N via the iterative reweighted generalised least squares algorithm
The equation (17) forms the basis of an iterative reweighted generalised least squares (IR-GLS) algorithm for finding the QIF estimator β N as described next.
Step 1. Start with an initial value of the parameter vector β (1) .
Step 2. Find the update of β via
for j = 1, 2, . . .,
. If this iteration converges to a limit β (∞) , the limit must be a stationary point satisfying Previous implementations for finding the QIF estimator have employed the NewtonRaphson method (Qu et al., 2000) . The IRGLS algorithm used here inherits standard advantages of IRLS methods (Green, 1984) : (1) it avoids the complexity of computing ∇ 2 Q N (β), and (2) the algorithm is guaranteed to move in a descent direction of the QIF surface. This second property ensures that the algorithm cannot converge to a local maximum. With simple bounds on the step size, the IRGLS converges to the QIF estimator from almost any starting point.
An S-Plus library implementing this IRGLS algorithm, which is also used for the Example 1 described in the next section, can be downloaded from the website http://www.herine.net/stat/qif/.
Distribution of a QIF-based test statistic
In this section, we derive the asymptotic theory for a very general testing problem and consequently, the one presented in Qu et al. (2000) becomes a special case.
Following the notation in Christensen (2002) , we consider the problem of testing the general linear hypothesis
which holds if and only if β ∈ C(Λ), where Λ is (q × p)-dimensional constant matrix imposing p ≤ q linearly independent constraints on the q-dimensional parameter vector β and
The QIF-based test statistic for testing the hypotheses in (19) is defined as
where the unrestricted and constrained minimizers of Q N (β) respectively, are 
THEOREM 6 For testing the hypotheses in (19), the QIF-based test statistic has the asymptotic representation
where J(β 0 ) is defined in (10) . The asymptotic distribution of T n is given by
as N → ∞, where p is the number of linearly dependent constraints imposed by the matrix
Λ.
Proof: Suppose that the null hypothesis H 0 is true, so that
the QIF in (16) subject to Λ T β = d is equivalent to minimizing it subject to Λ T ξ = 0.
Following arguments similar to those in the previous section, we obtain
Combining the results (18) and (21), we obtain the result (20) . From the definition of Z N in (15) and the result (11), it follows that
Example 1. We reanalyze the longitudinal binary data on respiratory health effects considered by Qu et al. (2000) . We fit the logistic model and provide chi-squared tests corresponding to the four null hypotheses considered by them on p. 834. The results are presented in Table 1 . Note that the min {Q N (β)} values in Table 1 are always rather smaller than those presented in Table 3 of Qu et al. (2000) ; the chi-squared statistics and p-values are similar;
however, not identical to their results. ing all order terms in calculating ∇g N (β), ∇Q N (β) and ∇ 2 Q N (β) required for the implementation of the Newton-Raphson algorithm. In our case, we do not need to evaluate the second derivative matrix and we included the terms of all orders in finding ∇Q N (β) and ∇g N (β). Note that asymptotically, the second and third terms in ∇Q N (β) and ∇ 2 Q N (β) vanish and do not contribute to the minimum of Q N (β), whereas for finite sample sizes, these terms must be taken into consideration as our numerical results demonstrate.
Testing under local alternatives
We consider the hypotheses testing problem in (19) but assume that the alternative hypothesis is true. Specifically, consider a sequence of local alternative parameters β N = (β 0 +N −1/2 ϑ) with Λ T β 0 = d, where ϑ is a fixed q-dimensional vector.
In order to establish the large-sample properties of the test statistic T N under this model, we can proceed essentially as before with the exception that √ N g N (β 0 ) has non-zero mean.
The multivariate central limit theorems become, respectively
Combining with the asymptotic representation of Theorem 6 yields the following result.
THEOREM 7
Under β N = (β 0 + N −1/2 ϑ), the asymptotic distribution of the test statistic T n is non-central chi-squared with a non-centrality parameter given by This agrees with the result in Qu et al. (2000) , subject to the concerns over the scaling of J ψψ discussed earlier in §1.3.
Conclusions
The QIF is a powerful tool for building regression models for correlated data. The largesample properties of the inference functions are similar to those of the log-likelihood in parametric statistical inference, with test statistics based on the QIF having asymptotic chisquared distributions. As shown in §1.3, the covariance matrix for the extended score functions defining the QIF employed by Qu et al. (2000) can lead to breakdown of the asymptotic properties of the estimators.
In this research, we established precise statements for the large-sample properties of the QIF. First, we derived an accurate estimator for the covariance of the extended score functions g N (β) and second, we established general asymptotic theory for estimation and testing within the QIF framework. The key principle underlying our asymptotic treatment is the quadratic approximation given in Theorem 5. The consequences of this approximation are wide-ranging, enabling simple and general statements of the asymptotic properties of the QIF estimator and test statistics while leading to a simple computational algorithm for finding resulting estimators. ACKNOWLEDGMENTS R.S. Pilla's and C. Loader's research was partially supported by grants from the Division of Mathematical Sciences, National Science Foundation and Probability and Statistics
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