Background: There is limited consensus regarding risk factors for postoperative bleeding. The objective of this work was to investigate the capability of machine learning techniques in combination with practicebased longitudinal electronic medical record data for identifying potential new risk factors for postoperative bleeding and predicting patients at high risk of postoperative bleeding. Methods: A retrospective study was conducted for patients who underwent colorectal surgery 1998-2015 at a single tertiary referral center. Various predictors were extracted from electronic medical record. The outcome of interest was the occurrence of postoperative bleeding within 7 days of surgery. Logistic regression and gradient boosting machine models were trained. Area under the receiver operating curve and area under the precision recall curve were used to evaluate the performance to different models. Results: Of 13,399 cases undergoing colorectal resection, 1,680 (12.5%) experienced postoperative bleeding. A total of 299 variables were evaluated. Logistic regression and gradient boosting machine models returned an area under the receiver operating curve of 0.735 and 0.822 and area under the precision recall curve of 0.287 and 0.423, respectively. In addition to well-known risk factors for postoperative bleeding, nutrition (ranked third), weakness (ranked fifth), patient mobility (ranked sixth), and activity level (ranked eighth) were found to be novel predictors in the gradient boosting machine model based on permutation importance. Conclusion: The study identified measures of functional capacity of patient as novel predictors of postoperative bleeding. The study found that risk of postoperative bleeding can be assessed, allowing for better use of human resources in addressing this important adverse event after surgery.
Introduction
Postoperative bleeding (POB) is a serious complication after colorectal surgery (CRS). Incidence of POB is reported to occur between 1% and 14% in all CRS cases [1] [2] [3] [4] [5] [6] [7] [8] Although POB is rarely fatal by itself, POB is often the beginning of a cascade of serious complications, including ileus and anastomotic leak, which carry significant morbidity and mortality. 9 Furthermore, therapeutic transfusions are also not benign and may result in transfusion-related acute lung injury, circulatory overload, immunosuppression, infection, and more. 10, 11 Transfusions and related complications prolong hospitalizations, adding an additional 2.5 days to the average duration of stay and $17,0 0 0 to the average cost of stay. 12, 13 There have been extensive efforts to study the possible risk factors for bleeding related to CRS using traditional statistical methods. Various studies by Golda et al., 5 Kirchhoff et al., 2 and Benoist et al. 3 in smaller, more specific patient cohorts have identified various risk factors such as age, sex, hemoglobin levels, comorbidities, and additional procedures. Manilich et al. 6 used more modern variable selection methods to identify comorbidities and surgical procedural properties that were important to predicting postoperative transfusion but did not report model performance. Although many of these risk factors have been corroborated in multiple studies, there have been very limited efforts in developing an individualized risk prediction model. Potential reasons include the complexity of the underlying cause and lack of standardization of practices. One recent study by Kim et al. 7 nomogram to predict perioperative blood transfusion after hepatopancreatobiliary surgery and CRS using traditional statistical methods and achieved an area under the operating curve (AUROC) of 0.756. 7 Machine learning (ML) has been touted as a way to develop models that represent difficult nonlinear systems and deal with large number of potential variables available in modern electronic medical records (EMR). ML methods have been applied in many health care applications, including prediction of cancer susceptibility, automated classification of clinical imaging, and predicting prognosis after transplant because of the availability of practicebased longitudinal data sets from the widespread adoption of electronic health records. [14] [15] [16] It has been found that ML methods outperform classic statistical regression methods in addressing many health care problems, particularly in cases using high-dimensional "big data." 17, 18 The objective of this study was to investigate the use of ML and EMR for identifying potential new risk factors for POB and predicting patients at high risk of POB immediately after CRS.
Methods

Data
This study was approved by the Mayo Clinic Institutional Review Board. A retrospective data set was constructed including 13,399 surgeries (demographic data summarized in Table 1 ) with a colorectal procedure as the primary procedure performed at Mayo Clinic Hospital, Methodist Campus, a large academic medical center in Rochester, MA. The primary outcome was bleeding, which was defined by any type of gastrointestinal hemorrhage occurring within 1 week after CRS. The National Surgical Quality Improvement Program identifies POB based on exceeding a threshold of transfusion. 19 Alternatively, the Center for Medicare and Medicaid Services uses Patient Safety Indicator 09 as a quality measure that identifies POB by diagnostic and procedural code combinations. 20 However, it is well known that International Classification of Diseases, Ninth Revision (ICD-9) codes are often inaccurately used and time stamped. 21 To address the difficulty of using claims data to detect bleeding, an algorithm to detect bleeding events in the EMR validated by manual medical record review by Moriarty et al. 22 was used to minimize false-positive events. 22 Specifically, bleeding events were identified by cross-validating ICD-9 diagnosis and procedure codes with laboratory results (drop of hemoglobin concentration > 3 g/dL) and/or transfusion records.
Variables Studied
A total of 117 variables falling under categories of demographic data (4), patient-provided information (19) , symptoms (15) , comorbidities (23), physiologic measurements (11), laboratory tests (35) , observational assessments (5), and operative factors (5) were directly extracted from EMRs. All data types and variables are summarized in Table 2 . Patient-provided information was taken at time of admission. Symptoms, physiologic values, laboratory tests, and observational factors were abstracted from 2 weeks before surgery until start of surgery. Patient comorbidities were found from ICD-9 codes recorded within 1 year of surgery.
Definitions for symptoms and comorbidities' ICD-9 codes can be found in supplementary materials. Observational assessments were taken from flowsheets with well-defined numeric scales. For example, nutrition, mobility, and activity level were found on general nursing assessments and assessed as defined by Braden Scale for prediction of pressure ulcers. 23 Categorical physiologic parameters (heart rhythm, respiratory effort, and respiratory pattern) were converted to binary variables of normal or abnormal. Although additional information can be included by more granular categorization, binary classification reduces variability introduced in the data documentation process.
Although many variables here, such as demographic data, comorbidities, and operative factors, only have one valid value for each case, others such as physiologic measurements may change throughout the course of a hospital stay. These temporally changing variables very well could represent changing risk of POB. However, representing these time-varying variables is not straightforward because different variables are updated at different frequencies (both between variables and between patients).
A method similar to the one used by Citi et al. 24 was used to convert the time-varying variables into scalar variables while preserving information contained in the dynamics of the signal. The minimum, mean, and maximum values were found for all physiologic values for the preoperative time window. The minimum, mean, and maximum changes of the physiologic values were also measured to abstract their temporal change information. The first postoperative measurement of temporal variables (eg, first postoperative systolic blood pressure measurement) was also included. A total of 78 scalar variables were created from the 11 time-varying physiologic measurements.
In addition to the 283 variables abstracted from EMR, another 16 were generated using MedTagger, an open-source natural language processing tool for extracting medical information from unstructured text. 25, 26 The 16 variables were chosen through consultation with subject matter experts. Clinical notes written between admission and surgery were used for extracting those variables. In total, 299 variables were created for the final data set.
Model Training
The data set extracted from EMR had a high rate of missingness. Variables that were missing more than 50% of data were excluded to ensure generalizability. The remaining missing data were imputed using a model-based imputation method. Imputation has been found to yield better, more accurate fit because of more accessibility to a greater number of observations. Specifically, model-based imputation has been found to yield better fitted models compared with mean value or last value imputation because of better representation of the true distribution of the variables using model-based imputation. 27 Imputation was done using the "MissForest" package in R (R Foundation for Statistical Computing, Vienna, Austria), which imputes missing values using a popular ML method, random forest. 28 Ability to predict POB was compared between logistic regression (LR) and gradient boosting machine (GBM). GBM is a robust ML method similar to random forest that creates an ensemble of simple decision trees. Although each individual tree performs poorly, the ensemble decision of models gives a robust result by iteratively training decision trees to address misclassified cases. Unlike LR or a single decision tree, ensemble methods are capable of capturing complex, nonlinear interactions between variables because individual trees can be grown using only a subset of variables. GBM has been widely applied to many clinical tasks with impressive results. [29] [30] [31] All models were built and trained in R using the R base and "gbm" packages, respectively. Both methods are robust to missing data and were trained from both the raw and imputed data sets. Evaluation of each model was performed using 10 runs of 10-fold cross-validation to access the predictive power of the model while avoiding overfitting. The data set was semirandomly divided into 10 subsets, with each subset containing roughly the same number of positive results (patients who experienced POB). A model was trained on 9 subsets and evaluated using the 10th. This process was repeated for all 10 subsets. The 10-fold crossvalidation was then repeated with randomized sampling. Because of the highly unbalanced data, the observations with positive results of the training set were oversampled using the "SMOTE" package in R Version 3.3.3. A model was learned using perioperative variables and using only preoperative and intraoperative variables to determine the necessity of postoperative laboratory tests and observations.
Model Evaluation and Simplification
AUROC and area under the precision recall curve were used to assess the performance of different models. In addition, t tests were used to evaluate if the curves were significantly different. Variable importance was evaluated using permutation importance (mean decrease in accuracy) from the random forest and the Boruta algorithm to identify important variables, reduce overfitting and redundancy, and simplify the models to improve generalizability. 32 In the Boruta algorithm, variable importance of predictors is iteratively compared with "shadow variables," which are randomized and shuffled copies of predictors in the original data set that have their correlations with the dependent variable removed. Predictors with variable importance significantly higher than the shadow variables are tagged as important, whereas those predictors that are not are tagged as unimportant. This is repeated until all variables are tagged as important or unimportant.
A final simplified ML model was found empirically by reducing the number of variables until AUROC was significantly lower (measured by Venkatraman's test comparing receiver operating characteristic curves) compared with the model developed using all preoperative and intraoperative predictors in the best performing model. 33 
Results
Variable selection
A total of 12,402 unique patients undergoing 13,399 CRS procedures between 1998 and 2014 were selected. A total of 1,680 cases (12.5%) were found to experience POB. Overall, the 30-day postoperative mortality rate was 0.8% (109 cases).
Boruta variable selection of the training cohort identified the following 43 variables: age, body mass index, procedure, surgical length, American Society of Anesthesiologists score, laparoscopy, intraoperative complication, anemia, embolism, sepsis, ulcer, inflammation, injury, weakness, preoperative bleeding, malignant colon cancer, malignant rectal cancer, malignant other cancers, heart failure, coronary artery disease, kidney disease, colitis, hemophilia, activity level, fall risk score, mobility, nutrition, pain, diastolic blood pressure, systolic blood pressure, heart rate, O 2 saturation, respiratory rate, temperature, aspartate aminotransferase, hemoglobin level, leukocyte level, glucose, platelet, creatinine, potassium, sodium, and natural language processing abstracted abscess. The distribution and missingness of selected variables are shown in Table 3 . Table 4 shows the benefit of data imputation. Only the intraoperative and preoperative variables were used in building the models. Imputed data yield statistically better performance in both models, although the effect of imputation is much greater on the LR model compared with the GBM model. Table 5 shows the performance difference of different subsets of variables. The GBM models outperformed the LR models with any subset of variables. There is a significant drop in performance when not including postoperative variables ( P values < .001). There is a similar drop in AUROC between both classifier ( ∼0.05), although the GBM model has a more significant drop in area under the precision recall curve (0.09 compared with 0.03 drop). Models learned from Boruta variable selection do not have reduced performance compared with models learned using all pre-and intraoperative variables ( P values of .352 and .724 of the LR and GBM models). LR performance increases slightly more compared to GBM. Performance of LR and GBM models suffers when using only known variables using both measures of performance. Models developed from only known variables are significantly worse in both LR and GBM methods ( P < .001). Table 6 shows a comparison of variable importance between the GBM and coefficients found using multivariate LR. Both models found the majority of known risk factors to be significant predictors (measured through statistical testing for LR model or permutation importance for GBM). There are several significant differences in variables that the LR model found to be significant but that were of fairly low importance ( < 5% relative to the variable of highest importance). These include inflammation, malignant cancers, coronary artery disease, diastolic blood pressure, laparoscopic procedure, and intraoperative complications. Conversely, the GBM model found systolic blood pressure, respiratory rate, hemoglobin levels, aspartate aminotransferase levels, activity level, mobility, and nutrition to be important variables (variable importance > 5% relative to most important variable) whereas the LR model did not find them to be significant.
Model performance
The Fig. 1 shows the results of stepwise model simplification. The AUROC of the GBM model increases as variables are added up to the 10th ranked variable, after which the AUROC plateaus and does not significantly change. The AUROC of the LR model has a similar initial improvement in AUROC compared with the GBM as the first 5 variables are added. However, additional variables cause large variation in AUROC. The final simplified model was found to contain anemia, hemophilia, nutrition, surgical length, weakness, mobility, heart failure, activity level, kidney disease, and preoperative bleeding. The AUROC of this final simplified model was found to be 0.812 and 0.734 with the GBM and LR classifiers, respectively. Table 6 ). GBM and LR models are represented by circles and triangles, respectively.
Discussion
POB after CRS is a serious complication associated with substantial increases in cost of care, duration of stay, and risk of morbidity and mortality. 1 However, the relatively low rate of POB and limited knowledge of causes and predictors of POB makes postoperative surveillance attention intensive and expensive. Furthermore, assessment of multiple risk factors (particularly when the risk factors are nonlinearly related) is difficult for providers to properly integrate during busy postsurgical care periods. The model developed in this work, however, can be used immediately after surgery to identify patients at risk for POB.
The presented model may improve the value of postoperative care. Providers may choose to not order blood tests for patients at low risk, therefore reducing overall cost of care, whereas patients at high risk could also be targeted for more frequent evaluation and laboratory tests. In addition, this directed allocation of attention can be particularly beneficial to reducing the time to identification of POB.
The results presented here indicate the utility of machine learning methods in predicting POB in CRS patients using data from EMR. Unlike many prior studies, variables were extracted from the EMR with few limits on the scope. Compared with well-annotated and carefully planned clinical registry data (such as American College of Surgeons-National Surgical Quality Improvement Program), this methodology allows for a more unbiased, data-driven approach to research. With this approach, a large number of patients may be included with minimum overhead, whereas adding additional patients to clinical registries can be prohibitively expensive in both time and money.
However, casting such a wide net for data also results in a large number of studied variables, which can be difficult to manage using traditional statistical methods, as indicated by poor LR performance when including all variables in this study. This limitation of traditionally used LR is significant given the large number of variables available in modern EMR. Furthermore, the LR classifier does not achieve comparable performance even after variable selection, suggesting that the underlying cause of POB is complex and nonlinear. In particular, using a GBM classifier without postoperative variables (area under the curve = 0.819) performed statistically better ( P > .001) compared with the LR classifier with postoperative variables (area under the curve = 0.773).
The data used in this work reinforce well-established risk factors: anemia, hemophilia, history of bleeding disorders, surgery length, heart failure, and kidney disease. 1,6 , 7,34 Although not Table 6 Comparison of variable importance between different models that were trained using all preoperative and intraoperative variables found to be important using Boruta variable selection. 35 These results are correlated with significant variables in the LR model. Previously identified risk factors such as diabetes, 6 chronic obstructive pulmonary disease, 5 and prothrombin time 7 were not found to be important predictors of POB in this study. Cohorts in those studies and the present one were significantly different. Diabetes with and without complications were combined in the current data set, whereas only diabetes with complications was found to be predictive of POB. The study that included chronic obstructive pulmonary disease as a risk factor was specific for anastomotic bleeding. Prothrombin time was excluded from the analysis in this work because of a high level of missing data. The LR model gives greater weights to known variables compared with variable importance in GBM model. The use of regression analysis to identify these risk factors likely had an impact in the correlation. In contrast to comorbidities and symptoms, LR found very few significant predictors for POB from physiologic measurements. Only diastolic blood pressure, glucose levels, and potassium levels were found to be significant. LR is more sensitive to prespecifying the nature of the relationship (eg, linear, quadratic, or exponential increase in risk with increasing values) than GBM. Another possible cause for this is that there is high collinearity between several of the predictors (eg, anemia, heart rate, respiratory rate, O 2 saturation, and hemoglobin levels).
The association between anemia and weakness is significant ( χ 2 P value < .001).
One disadvantage of Boruta variable selection method is it does not identify collinearity between variables. Collinearity between variables can cause unreliable and unstable estimates of regression coefficients, resulting in poor estimates of their significance. Indeed, removing many of these variables has a positive result on LR classifier performance (as shown in Table 5 ). In contrast, many ML methods are not negatively affected by multicollinearity between variables. GBM solves multicollinearity problems by including individual decision trees that include only one variable or the other. 36 This is exemplified by the high variance in AUROC with differing variables in the LR model compared with the stability of the GBM model.
In addition to the established risk factors, weakness, nutrition, mobility, and activity level were found to be important variables in the GBM model. Weakness was defined as general muscle weakness found using the ICD-9 code for general muscle weakness. Many risk scores such as the Modified Frailty Index that attempt to access the patient's physical state have been found to correlate with poor patient outcomes and other complications. 37, 38 Weakness being a strong predictor of POB along with anemia may also suggest that symptomatic presentation of anemia is more informative of adverse outcomes rather than anemia itself. A generalized linear model that included an interaction term between anemia and weakness found the interaction term to be significant ( P value < .001), supporting this hypothesis. Also, malnourishment has been previously found to be a risk factor for postoperative morbidity and mortality compared with well-nourished patients. 39 The 4 predictors together support the idea that a patient's functional conditional is a key factor for adverse outcomes.
One significant limitation of this work is that the severity of POB was not taken into account. Cases with subclinical bleeding that did not require transfusion were also included as POB. Although transfusion and subsequent reoperation are considered clinically significant endpoints for bleeding, guidelines for blood transfusion vary among procedures and patient groups. 40, 41 Another limitation is the lengthy study period; the clinical definition of various comorbidities such as diabetes has changed over time. In particular, clinicians have become less aggressive with prescription of transfusion of blood products over time as the understanding of transfusion costs and related complications has evolved. 42 As such, the learned classifier may not reflect the correct distribution of preoperative bleeding cases according to current clinical practice.
In conclusion, machine learning methods successfully identified risk factors for POB after CRS. These models, relying on preoperative and intraoperative variables, potentially allow for targeted surveillance and reduction of costs related to laboratory tests and human monitoring. This work can contribute to both evaluation of future CRS and gives insight on possible physiologic pathways of POB.
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