Abstract
Introduction
Clouds reflect incoming solar radiation back into space and trap thermal radiation emitted from the Earth's surface. In this way, clouds represent a large obstacle for mapping the earth's surface using remotely sensed data collected in the visible and infrared domain. Therefore, cloudy pixels should be masked before any further data processing can be achieved.
The linear threshold is the simplest method for cloud masking. Two linear threshold cloud-masking filters, for National Oceanic and Atmospheric Administration-Advance Very High-Resolution Radiometer (NOAA-AVHRR) images, have been reported by (Chrysoulakis & Cartalis 2000) . In their first filter, a pixel is considered as cloudy if the normalized index [ (channel1 -channel5) /(channel1 + channel5) ] is greater than 0.95. In their second filter, they considered a pixel as cloudy if its brightness temperature is greater than 280 ºK. Miller and Emery (1997) used two stage linear thresholds to mask cloudy pixels from NOAA-AVHRR images. They used NDVI to separate cloud-land from cloudwater pixels. If the NDVI value is greater than zero, a pixel is considered to be cloud-land, otherwise, it is considered cloud-water. For cloud-water, a pixel is considered cloudy if the albedo of channel1 is greater than 16%. For cloud-land, a pixel is considered cloudy if the brightness temperature is greater than 295ºK. The threshold approach has also been reported by France & Cracknell 1995 , Cayula & Cornillon 1996 , and Martinez et al. 2000 .
The problem with the threshold approach is that its value changes from one image to another. It even changes from one image location to another. Such a variation has been noticed in our laboratory during daily work on cloud masking of NOAA-AVHRR images. Therefore, our practice is to determine the best point inside the image that divides the image into four (not necessary equal) parts. Next, the best threshold value for each of these four parts is determined manually.
The Multi-Layer Perceptron (MLP) Artificial Neural Network (ANN) has been employed for cloud detection (Lewis et al. 1997) . They used it for the detection of clouds in Meteosat images using the visible channel (0.4-1.1µm). Each image was divided into sub-scenes (40x40) pixels. Then, they calculated for each sub-scene the normalized sum for the number of all the pixels at the 16 gray-level interval in order to reduce the size of the MLP architecture. Since the radiant resolution of the image is 0-255, 16 different normalized sums were produced for each sub-scene. These normalized values were introduced to the MLP-ANN. The network was trained with a total of 195 samples and tested with a total of 54 samples. The thresholds for these 248 (training & testing) samples were determined by visual inspection. Their best results were obtained when 16-10-1 architecture was used after 1000 epochs of the training set. Yhann & Simpson (1995) have also employed the ANN. The problem of using ANNs in the classical form is that they are time consuming, which doesn't make them useful to operate in real time.
The objective of this study is to build an automatic, accurate, and very quick algorithm that operates in real time, based on Supervised ART-II ANN, for cloud detection of NOAA-AVHRR images. The Supervised ART-II has been built from an input layer, category layer, and memory field (Al-Rawi et al. 1999) . The number of nodes in the input layer is equal to the number of input features. In case of using complement coding, in order to avoid the category proliferation problem (Carpenter et al. 1997) , the number of input nodes should be doubled. The category layer is divided into stacks. The number of stacks is equal to the number of classes. Each stack contains all category nodes that represent its class. The length of the memory field is equal to the number of classes. All input nodes are fully connected to all the committed category nodes. The full architecture of Supervised ART-II is shown in figure 1.
Training phase
For each input pattern, the score for all committed category nodes is computed;
where w ij k k are the weights, which connect each committed category node j k in each stack k with input nodes i(i=1...2M), M is the dimension of the normalised input vector A[0, 1]. C(k) is the number of committed category nodes in stack number k, L is the total number of classes, and α is the choice parameter (α >0).
If the matching value of the category node that has the highest choice value is greater or equal to the predetermined vigilance parameter ρ;
and class matching occurs, all weights of the winning node should be trained;
Otherwise, a value of -1 is assigned to the choice value of this category node to put it out of competition. In this case, if the matching value of the previously winning node is greater than the vigilance parameter, then it is assigned to the vigilance parameter. This has been suggested by Carpenter et al. 1997 so that rare events can be classified by the network. If none of the committed category nodes can represent the current input, a new node should be committed.
Testing phase
For each input pattern, the committed category node with the highest choice value is determined. The stack number of this node is the class code.
Cloud detection algorithm Performance
The network has been trained, using all five channels, with 60 pixels that have been drawn randomly from a scene (450x450 pixels) of the NOAA-AVHRR daytime image covering the south-east of Spain. The image corresponds to 7 May 2000. The network generated 2 and 11 category nodes for cloud free and cloudy pixels respectively. The dynamic parameters; vigilance parameter ρ = 0.92, dynamic learning rate , ß = 0.2 and choice value parameter α = 0.001 were used for training the network. The system has been tested to detect clouds for images of 7 July 1999, 22 July 1999, 1 August 1999, 2 August 1999, and 11 August 1999. The performance of the system, using all channels, ranged from 77.35 -99.34%, 73.35 -97.40%, and 82.69 -97.35% for cloud-free, cloudy, and total pixels respectively. The network has been trained, with the same dynamic parameter values, using the same previously mentioned pixels but using only channel 1 and channel 5. The network generated 2 and 12 category nodes for cloud-free and cloudy pixels respectively. The performance of the system ranged 73.75 -99.10%, 74.64 -99.13%, and 84.99 -96.91% for cloud-free, cloudy and total pixels respectively. It is clear that the system performance using only channel 1 and channel 5 is at the same level as all five channels. Clouds reflect visible radiation and emit infrared radiation.
Some attention should be paid to the selection of the training set. The training set should represent all subcategories. The network has been trained, one more time, with 97 pixels using channel 1 and channel 5. These pixels have been drawn carefully to cover most of the radiance space of channel 1 and channel 5. These training pixels represent all pixels located at the 16 × 16 mesh in the channel 1-channel 5 spectral space for the image of 7 May 2000. The network generated 3 and 15 category nodes for cloud-free and cloudy pixels respectively. The performance of the system ranged 93.85 -98.96%, 78.23 -99.99%, and 90.47 -98.15% for cloud-free, cloudy and total pixels respectively. It is clear that the performance of the system has been improved. Choosing the right training set is a very important factor that influences the system performance. The images used for this run as well as their classified images and their scatter diagrams are shown in figure 2,3,4,5,6 and 7 for 7 May 2000, 7 July, 22 July, 1 August, 2 August and 11 August 1999 respectively. The details of the system performance, using different channels and different training sets, are shown in table 1.
Operation time
The system's operation time for cloud detection in all NOAA-AVHRR (2048 × 2048 pixels) images has been measured. It ranges from 14 -16s using a personal computer supplied with a processor AMD-K6-2/450, 64 MB of RAM, and 1 MB of cash memory. While this detection time is promising for its use in real time, the system operation time has been reduced sharply. This has been achieved through classifying the channel 1 and channel 5's Radiance Space (RS) using the trained ANN, then using this RS to assign a class to every pixel in the data set instead of using the ANN to treat every single pixel (figure 8). In this case, the ANN will classify only 65,025 (256 × 256) pixels rather than 4,194,304 (2048 × 2048) pixels. We will call this classified space Class Assigning Space (CAS), (see figure 9) .
The classification performance using the classical approach and the CAS approach is the same. However, the operating time using the CAS approach is around one second. The required time to classify the above 2048 × 2048 NOAA-AVHRR images ranged from 1.150 -1.210s when the network was trained with 97 pixels using channel 1 and channel 5 only. The average classification time per image was 1.190s. It is worth mentioning here that the images were read from the cash memory. One-third of the operating time (about 0.4s) was for the construction of the CAS while two-thirds (about 0.8s) were for the class assigning. Using CAS is very useful for time reduction if the RS is smaller than the data size. In our case, the RS represents only 1.5% of the total data set. If the RS is more than the data set, the CAS still has advantages since it can be constructed in the pre-operational stage. In other words, in the cases where the detection time using the CAS approach is longer than the classical approach, the CAS still has advantages, since it can be constructed before the operating time.
Conclusion
An automatic system for cloud masking has been The system did not classify the sea pixels as cloudy pixels as determined by visual inspection. The visual inspection team in our laboratory is concerned more about land pixels, paying no attention to sea pixels. The system classified the sea as a cloud-free area. CAS when the network has been trained using 60 pixels, which have been drawn randomly from the 7 May 2000 image (left), and CAS when the network has been trained by 97 carefully chosen pixels (right). These 97 pixels cover most of the radiant space. Black represents cloud-free pixels. White represents cloudy pixels. When CAS is generated by the network, class assigning for each pixel in the data set is a direct process. The curved shape of the border between cloudy and cloud-free pixels indicates the impossibility of reaching a good accuracy using a linear threshold technique The lower images represents the training set in the spectral space. Grey represents cloud-free pixels (located in the most upper-left as indicated by CAS) and white represents cloudy pixels. The left image is for 60 and the right image is for 97 training sets. developed. The system shows a good performance for cloud detection from the accuracy and time speed point of view. It is recommended for implementing operations in real time.
However, the system performance should be tested globally before a strong conclusion can be drawn.
