We prove a refinement of the Strichartz inequality for the wave equation in dimensions d ≥ 2. As an application we obtain the linear profile decomposition for the wave equation with initial data inḢ
Introduction
The wave equation ∂ tt u = ∆u, in R d+1 , with initial data u(·, 0) = u 0 , ∂ t u(·, 0) = 0, has solution which can be written as In 1977, Strichartz [55] proved (see also [62] ), his fundamental inequality ). An easy consequence of our work will be that maximizers exist for this inequality. This was known for d = 2, 3 for which the maximizers were calculated explicitly [22] . Another consequence of our work will be the Besov space refinement
where q = 2 
This kind of refinement was obtained for the Schrödinger equation by Moyua, Vargas, Vega [46] , [47] for dimension d = 2, generalizing and improving a result of Bourgain [5] , by Carles, Keraani [8] for dimension d = 1, and by Bégout, Vargas [2] for dimensions d ≥ 3. See also Rogers, Vargas [52] for the nonelliptic Schrödinger equation, and Chae, Hong, Lee [10] for higher order Schrödinger equations. Theorem 1.1 will enable us to prove a profile decomposition for the wave equation with initial data inḢ
Similar decompositions were obtained previously by Bahouri and Gérard [1] with initial data in L 2 × H 1 (R 3 ), and Bulut [7] with initial data in H s × H s−1 (R d ) for d ≥ 3 and s ≥ 1. For profile decompositions for the Schrödinger equation, see [2] , [8] , [35] , [45] and [54] , and for the Klein-Gordon equation see [38] .
It is a relatively simple task to adapt the arguments of [2] in order to prove Theorem 1.1 for functions which are Fourier supported in dyadic annuli (see [25] ). These estimates can be combined, via the Littlewood-Paley inequality, to obtain
This does not yield the Besov refinement (3) , and perhaps more importantly, it does not yield the profile decomposition because it is not possible to take a supremum in k without losing some regularity. In order to prove Theorem 1.1, we deal with the interaction between dyadic annuli by combining Tao's bilinear inequality [56] (which improved upon Wolff's estimate [64] ) with what is perhaps a new orthogonality property for the cone. When d = 3, we are lead to consider orthogonality properties of thickened pieces of the cone in L p , which is a deep and largely unanswered question (see for example [63] or [23] ). We sidestep the problem by strengthening the standard lemma which proves that the norm on the right hand side of (4) is smaller than theḢ 1/2 norm. This is achieved using an atomic decomposition of L p due to Keel and Tao [29] . The profile decomposition has traditionally proven useful in the nonlinear theory (see for example [13] [14] [15] , [16, 17] , [26] , [28] , [30] [31] [32] [33] , [34] , [36] , [37] , [38] , [39] , [40] [41] [42] , [48] or [60, 61] ). We explore such applications elsewhere [51] .
After submitting this article, Quilodrán posted a similar result to Theorem 1.1 for the case of dimension d = 2 on the arXiv [50] .
The Strichartz refinement
Theorem 1.1 and the estimate (2) easily follow from the following theorems. We define the X The case d = 3 will be easier thanks to some extra orthogonality.
Theorem 2.1 Let .
The main tool will be Tao's bilinear estimate, proved in [56] , which improved upon Wolff's theorem in [64] (see also [4] ). 
Theorem 2.3 [56] Let

2
(
By a rescaling argument (see [57] and [64] ) and interpolation we get the following corollary. We include the proof for the benefit of the reader. .
The following remark will be useful for the proof.
Remark 2.1 Setting g(ξ) = f (ξ, |ξ|) and dσ(ξ, τ ) = δ(|ξ| − τ )dξ, we have that Proof of Corollary 2.1. We have the trivial estimate
for every f
, and j ∈ [0, ∞), we define the transformations T 2 j w , which are the composition of a dilation and a Lorentz transformation 3 , to be the linear map which preserves the cone and satisfies
is orthogonal to (w, 1) and (w, −1).
We have that det
and that ifτ
with C a constant depending on the dimension d. By a change of variables
, and arguing in the same way
where
and |J(T 
n . Therefore we have
, and
. By (6) we get then
, and we deduce the result.
Proof of Theorem 2.1. We begin by decomposing our estimate in annular pieces in the bilinear setting,
By the triangular inequality and symmetry
We observe now that for ≥ 0,
Thus, the supports of the functions { e
and therefore by L 2 orthogonality we have
Now we use a Whitney decomposition, in the spirit of [57] and [64] (see also [58] and [59] ). For fixed k and k + , let Γ = {(x, y) ∈ A k × A k+ : ∠(x, y) = 0}. We decompose A k × A k+ \ Γ as follows: For every j ∈ N, we decompose A k and A k+ in the sectors τ are not adjacent but have adjacent parents. We write
Proof. We again want to use orthogonality on the Fourier side. We claim that if τ
where by writing d (ξ, τ ), C := |τ − |ξ||,
To see this, let (y, |y|) ∈τ
On the other hand, as ∠(w m , w m ) ∼ 2 −j , we have
This concludes the proof of (9) . As the cardinal of indices m related with m is of order O(1) and the sets {H j,k m } j,m are almost disjoint, we get the lemma by Plancherel's theorem and almost orthogonality. Therefore, combining Lemma 2.1 and Corollary 2.1,
Inserting this into the estimate (8), we see that
Using the change of variables k = k + for the second term
Now, for all 3 2 < r 1 ≤ 2 (this implies 2 ≥ p > 8 5 ), we can sum in , which yields
This concludes the proof of the first inequality. For the second inequality, by a simple adaptation of Theorem 1.3 in [2] or the forthcoming Lemma 2.3, we have for every 0 ≤ θ < 1 2 and p < 2,
Thus, taking a supremum in k,
, and we are done.
In dimensions d = 2 and d ≥ 4, we will need some additional lemmas. We begin by proving an easy generalization of Lemma 6.1 in [57] , which is a cheap substitute for L 2 orthogonality in L p . We present this generalization because in our case we will be working with functions Fourier supported in neighborhoods of the cone, instead of rectangles. Lemma 2.2 Let (E k ) k∈Z be a collection of sets such that there exist almost disjoint (F k ) k∈Z , with E k ⊂ F k for every k, such that there exist bump functions φ E k equal to 1 on E k and 0 outside F k , and such that
uniformly in k. Suppose that (f k ) k∈Z are a collection of functions whose Fourier transforms are supported on
for general functions g k . The result then follows by taking f k = g k = m k g k . By interpolation it suffices to prove the inequality for the values p = 1, p = 2, p = ∞. The case p = 2 follows by Plancherel and using that the collection is almost disjoint. For p = 1, we note that
Remark 2.2 The standard case is when F k = (1 + c)(E k − c(E k )) + c(E k ) for some c > 0 and {E k } k are rectangles. Here c(E k ) is the centre of E k , so this is nothing more than a slightly larger rectangle with the same centre. The condition (10) is then satisfied with
The next lemma refines the well known embedding L 2 → X 0 p,q (see [5] , [2] , [52] ).
Lemma 2.3 Let q > 2, and 1 < p < 2. Then
The key ingredient in the proof is an atomic decomposition of L p due to Keel and Tao [29] .
where χ n are functions bounded in magnitude by 1 and supported in disjoint sets of measure at most 2 n , and c n are non-negative real numbers such that
We also need a simple inequality used in [57] , which allows us to get some gain when we sum over a partition in norm p , for p ≥ 1. It follows easily from the cases p = 1 and p = ∞.
Proof of Lemma 2.3. Using Lemma 2.4, we can decompose
where the χ n have disjoint supports, H n , with |H n | ≤ 2 n and
Using that H n have disjoint supports
By Minkowski's inequality and the hypothesis
We split the sum in n, and use Lemma 2.5, so that
Simplifying,
As p < 2, by Hölder's inequality, ( * )
Again as p < 2 and q > 2 we can sum, so that ( * )
So we conclude the result using (11).
Proof of Theorem 2.2. By the triangle inequality and symmetry as before,
where r =
however, we are no longer in L 2 , and so, instead we apply Lemma 2.2. We cover A k+ by a finite collection of rectangles {R k,n } n of cardinality depending on the dimension, which are at a distance ∼ 2 k+ to the origin. We set E k,n = R k,n × R and we have by construction that for some small c > 0, the sets
Thus, the hypothesis of Lemma 2.2 are satisfied, so that
where r * = min(r, r ). That is, r * = r if d ≥ 3 and r * = r if d = 2. As before we use the Whitney decomposition
.
Again, we have to deal with orthogonality in L p . We need the following lemmas.
Proof. By the triangle inequality, it will suffice to prove for fixed j, k and ,
This will follow from Lemma 2.2. Indeed, we have the set inclusion
Fix j and observe that (τ 
Proof. As before we want to use Lemma 2.2, but this time including the summation in j.
As in the proof of Lemma 2.1, we have
, where
, and let φ H 
uniformly in j, m. As the sets {H j,k, m } j,m are almost disjoints, we can apply Lemma 2.2 to get the result. To show that we can find these functions, we decompose H j,k, m in the sets
. The key point is that we can find rectangles R
be a bump function which is equal to 1 on some rectangleR
satisfying the required properties.
We will require both Lemma 2.6 and Lemma 2.7 in order to obtain the refinement. Lemma 2.6 alone is not sufficient due to the power of 1 r * that appears. On the other hand, Lemma 2.7 is not sufficient as the constant 2 d−1 2 (r * −2 r * r * ) does not permit to sum in . In order to take advantage of the positive aspects of both lemmas we introduce r 2 < r * to be determined later (see (14) and (15)). We obtain
Using Corollary 2.1, and writing a r = 
Rewriting, 
Inserting into the estimate (12) and writing k = k + , we get
We want to be able to sum in , therefore we require
For the case d = 2, this is insured by
For the cases d > 3, we require instead that
Thus, summing in and taking a supremum in k,
This can be rewritten as,
, which is the desired inequality. We set θ = c (r * − r 2 ) r * , where 0 ≤ c < 1 − 1 r * . For d = 2, to ensure (14) we take
For d > 3, to ensure (15) we take
Profile decomposition with applications
We consider now the wave equation with general initial data u(·, 0) = u 0 , ∂ t u(·, 0) = u 1 . Its solution can be written as
. An easy consequence of the Strichartz inequality (1) is that
is the norm in the product Sobolev spaceḢ
is conserved for solutions of (16) , that is, for all t ∈ R we have E(u(t), ∂ t u(t)) = E(u 0 , u 1 ). We need to introduce some definitions in order to state the profile decomposition. For a bounded sequence (u 0 ,
is the rescaled Lorentz transformation defined in (7), then we say that the family is orthogonal if one of the following properties is satisfied for all j = k: A. Lorentz property 
These transformations conserve the L
The importance of the orthogonality of the sequences becomes clear in the following lemmas, which will be proved in section 6.
be an orthogonal family of sequences, and {S(φ
two orthogonal sequences, and {S(φ
The following theorem is the main result of this section.
Theorem 3.1 Let (u 0,n , u 1,n ) n be a bounded sequence inḢ
Furthermore, we also have for every N ≥ 1,
The existence of maximizers for the Strichartz inequality, is an easy consequence of the profile decomposition. For progress on closely related problems see [3] , [7] , [9] , [11, 12] , [18] , [19] , [20] , [27] , [43] , [49] , [53] and [54] .
Proof. We choose (u 0,n , u 1,n ) ∈Ḣ
By the profile decomposition (22) together with (23),
By Lemma 3.1, this is equal to
Using the Strichartz inequality (17) and (24), this is bounded by
Therefore, in order to have equalities throughout, there should be exactly one term in the sum, which yields the maximizing pair.
The proof of Theorem 3.1 will follow from the following proposition concerning compactness. We first define the inverse transformation (Γ
We observe that (Γ
Proposition 3.1 Let d ≥ 2, and let (u 0,n , u 1,n ) n be a sequence inḢ
Then, there exists a sequence (r
The proof of Proposition 3.1 will occupy the next section.
Proof of Proposition 3.1
We will require two propositions before starting the proof of Proposition 3.1. The first one gives a statement similar to Theorem 3.1 but under the stronger hypothesis of localized frequency of the sequence. The principle arguments of the proof can be traced back to [44] , [24] and [1] . We will need the following lemma, a proof of which can be found in [45] for the Schrödinger equation. The same proof works in this case.
Lemma 4.1 Let (φ 0,n , φ 1,n ) n and (φ 0 , φ 1 ) be inḢ 
Proposition 4.1 Let d ≥ 2 and (P 0,n , P 1,n ) n be a bounded sequence inḢ
Then
such that
with lim
and for every A ≥ 1, the orthogonality property
Proof. Letting (P 0 , P 1 ) = (P 0,n , P 1,n ) n be a bounded sequence inḢ
, we define the set V(P 0 , P 1 ) by
there exists a family of pairs (x n , t n ) such that, up to a subsequence :
, and write
; (φ 1 , φ 2 ) ∈ V(P 0 , P 1 ) .
As (P 0 , P 1 ) is bounded, the set V(P 0 , P 1 ) is not empty just by taking the sequence (x n , t n ) = (0, 0).
We begin by proving lim sup
Using Wolff's linear restriction Theorem [64] , we have for some p 0 < 2, q 0 < 2
Using (25) , this yields lim sup
Now, by the compact Fourier support of P 0,n , P 1,n , and Remark 2.1, we can deduce that for some ψ ∈ C ∞ 0 (R d+1 ), we have S(P 0,n , P 1,n ) = S(P 0,n , P 1,n ) * ψ.
Hence, there exist (x n , t n ) such that lim sup
Using Lemma 4.1 this is bounded by sup ψ(−x, −t)S(φ 0 , φ 1 )(x, t)dxdt : (φ 0 , φ 1 ) ∈ V(P 0 , P 1 ) .
By Hölder's inequality and the Strichartz inequality (17), this is bounded by a constant multiple of sup (φ 0 , φ 1 )
which yields (31).
We extract now the functions φ 
By the definition, we can choose a sequence (y
to extracting a subsequence, we have:
where we observe that the functions φ 
and that P 1 0,n , P 1 1,n have Fourier support contained in F . Now, for ψ with compact Fourier support we have
Hence, using (33), we have (ψ * P 0,n , ψ * P 1,n )
Therefore, taking ψ appropriately and by (25) , we conclude that
If we take ψ ≡ 1 in the set F , (P 0,n ,P 1,n )
Now, we repeat the above process replacing (P 0,n , P 1,n ) n with (P 1 0,n , P 1 1,n ) n , observing that the hypothesis on (P 0,n , P 1,n ) n are also satisfied by (P 1 0,n , P (27) , (29) and (30) . It remains to prove (28) . Since (P 0,n , P 1,n ) n is bounded iṅ H 
So that for every pair (h
1 , h 2 ) ∈Ḣ 1 2 ×Ḣ − 1 2 , S(P 1 0,n , P 1 1,n )(· + y n 2 , s n 2 ), h 1 Ḣ 1 2 + ∂ t S(P 1 0,n , P 1 1,n )(· + y n 2 , s n 2 ), h 2 Ḣ − 1 2 = S(P 1 0,n , P 1 1,n )(· + y n 1 , s n 1 ), S(h 1 , h 2 )(· + y n * , s n * ) Ḣ 1 2 + ∂ t S(P 1 0,n , P 1 1,n )(· + y n 1 , s n 1 ), ∂ t S(h 1 , h 2 )(· + y n * , s n * ) Ḣ − 1 2 .
Thus by (33) and the strong convergence of S(h
and we are done by (31) . Now, we extract the cores of our sequences, enabling us to satisfy the hypothesis of Proposition 4.1. The key ingredient will be the Strichartz refinement proved in the second section. The proof of the following proposition is an adaptation of a result in [6] (see also [45] ). Proposition 4.2 Let (u 0,n , u 1,n ) n be a bounded sequence inḢ
that satisfy, up to a subsequence, (i) The rescaling, Lorentz or angular property:
(ii) Compact Fourier support:
contained in a compact set, independent of n and i, that does not contain the origin. (iii) Boundedness: there exists a C = C( , (u 0 , u 1 )) such that
(iv) The smallness property:
< .
(v) The almost orthogonality identity:
≥ . By Theorem 1.1 and the expression (16) we deduce that there exist p < 2 and 0 < θ < 1, for which
Here we used the fact that |a| + |b| ≤ 2 max{|a|, |b|}.
Thus,
We observe that p − p θ < 0, and define
On the other hand,
and similarly
Therefore, setting
we have by (34) , that
Now, defining
, these functions are supported in a set τ
Moreover,
We define now
we are done. If not, we repeat the process with (f 0,n,1 , f 1,n,1 ). And recursively we obtain
We observe that the ( f 
, we see that
This corresponds to (iii). Recalling that p − p θ < 0, we also have that
Observe that u 0,n − 
Finally, using the Strichartz inquality (17),
By (39), (40) and Plancherel's theorem, this is equal to
As every pair
, this is equal to
Finally, by (38) , this is bounded by
Thus, taking N n sufficiently large, we conclude (iv) and by (39) , (40) we also conclude (v), replacing g i 0,n , g We remark that as (u 0,n , u 1,n ) n is bounded inḢ
, the sequence c n defined in (35) is bounded below and so the sequence N n is bounded above. Letting N = sup
The family (2
) 1≤i≤N obtained, does not necessarily satisfy (i), but as we will see, it will be enough to reorganize it.
By taking a subsequence, if necessary, we can assume that for every = , either
We introduce the following equivalence relation:
As (g i 0,n , g i 1,n ) i clearly satisfy the properties (iv) and (v), we just need to check the properties (ii) and (iii).
the supports of g i 0,n , g i 1,n are contained in T n i , and for ξ ∈ T n i we have 1 2
, which is contained in a compact set supported away from the origin. Also,
with ∈ L i , we have
and therefore for ξ ∈ T n i we have that T 2 j n i
is contained in a compact set independent of i and n, which does not contain the origin. Thus, we get the property (ii). The property (iii) is clear as we have
In [51] , we will require a slightly different version of the previous lemma which we state now. Notice that if we do not require the orthogonality property (i) of Lemma 4.2, the bound on the functions (37) depends only on the parameters and (u 0 , u 1 ) Ḣ
. Thus, the constant which appears in the boundedness property (ii) in the following, depends only on these parameters.
), 
(iv) orthogonality:
In order to prove Proposition 3.1, the difficulty now is to deal with the upper and lower cones, namely the S + and S − parts. The following lemma helps us to link the Propositions 4.1 and 4.2. 
and a family of sequences {(P j 0,n , P
, which satisfies, for every j,
where F ⊂ R d \ {0} is a compact set, and such that
Proof. Setting (r
, by (ii) and (iii) of Proposition 4.2, the functions P i 0,n , P i 1,n defined as
satisfy (42) . We have
which is slightly different to (43) . To overcome this, we redefine the functions P 
We define
In this case we have that P 1 0,n , P 1 1,n is Fourier supported in K + ∪ K − , where
By (ii) of Proposition 4.2, K + is contained in a compact set that does not contain the origin. Regarding K − , we can rewrite it as
, and by (44), we have that for every compact K ∈ R d+1 which does not contain the origin, the set
is also compact and does not contain the origin.
Again by (44), we have
where C is the constant of (iii) in Proposition 4.2. Thus the functions P 
will appear in the process as one of the S(P j 0,n , P j 1,n ). We therefore obtain (43) .
Proof of Proposition 3.1. By Proposition 4.2, for every > 0 and for every n, there exists a family of functions (g
satisfying (ii) and (iii) of Proposition 4.2 and
Now, by Lemma 4.3, we can write
is a family of sequences which obeys (41) , and the family of sequences { P j 0,n , P j 1,n n∈N } 1≤j≤N2 satisfies (42) . By Proposition 4.1 applied to P j 0,n , P j 1,n n∈N for each j, we have the decomposition
where (x 
and for each j, lim
We choose A so that
for every 1 ≤ j ≤ N 2 . Therefore if we denote
we have, relabeling the pairs (j, α) and taking N = A · N 2 ,
such that from (46) and (49) lim sup
from (30) and (47) (u 0,n , u 1,n )
and by (48) and (41), we can take a subsequence which is orthogonal. Now, by Lemma 3.1, taking a subsequence, we have
, so that taking ≤ K 2 , by (50) and (51),
By Hölder, the Strichartz inequality (17), (52) and the hypothesis,
so that, there exists j 0 such that
Taking the inverse transformation (Γ n j0 ) −1 , we get from (50),
By Lemma 3.2, we have for every j = j 0 ,
where W is the weak limit of (Γ
we conclude that
M 2 again taking sufficiently small, and the proof is complete.
Proof of Theorem 3.1
We require the following lemma, which is a simplification of Proposition 4.1, with a weaker hypothesis, but with a weaker smallness of the remainder property and considered together with the space-time translations, the Lorentz symmetries and rescalings.
Letting (u 0 , u 1 ) = (u 0,n , u 1,n ) n be a bounded sequence inḢ
there exist transformations Γ n such that, up to a subsequence :
and write
Lemma 5.1 Let d ≥ 2 and (u 0,n , u 1,n ) n be a bounded sequence inḢ
and the orthogonality property
Proof. The proof is analogous to that of Proposition 4.1, where we just have to ensure that the sequences are orthogonal. We include the argument for completeness. We extract the functions φ 
By the definition, we can choose a sequence (r
We set
Now,
Therefore, by (56), we have
We repeat the above process replacing (u 0,n , u 1,n ) n with (R 1 0,n , R 
Thus, by (56) and the strong convergence of (Γ
, where Γ is isometric inḢ We will use these to violate Lemma 5.1. By Proposition 3.1, for every k ∈ N, there exists a transformation that we denote Γ (54), and we are done.
Orthogonality
It remains to prove Lemmas 3.1 and 3.2. We will require the following lemma due to Bahouri and Gérard [1] .
We introduce also the following definition 
By a change of variables, it will suffice to prove that is dominated by , where B 1 is the unit ball in R d+1 . We now, separate cases according to the nature of the orthogonality on the sequences.
