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Abstract
We define and study the class of Whittaker modules for the quantum enveloping algebra Uq(sl2)
of sl2. One of our main results describes an arbitrary Whittaker module as a quotient of Uq(sl2).
From this description, we determine precise criteria for when a Whittaker module is simple as well
as a decomposition of an arbitrary Whittaker module into indecomposable submodules. We also
prove that the annihilator annUq(sl2)(V ) of a Whittaker module V is generated by its intersection
with the center of Uq(sl2). This is the analogue of a classical result in the Lie algebra setting due to
Kostant.
 2005 Elsevier Inc. All rights reserved.
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1. Background
In [10], B. Kostant defined a class of modules for g, a finite-dimensional complex
semisimple Lie algebra. He called these modules Whittaker modules because of their
connections with the Whittaker equations (see [18, p. 337]) that arise in the study of the
corresponding representations of the associated Lie group.
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{eα}α∈Φ be the corresponding root vectors. Fix a system Φ+ ⊆ Φ of positive roots and a
set Π ⊆ Φ+ of simple roots, and let g+ be the Lie subalgebra of g generated by {eα}α∈Π .
For an arbitrary Lie algebra a, we let U(a) be the universal enveloping algebra of a.
Definition 1.1. Assume V is a module for U = U(g), and let η :U(g+) → C be an algebra
homomorphism with η(eα) = 0 for all α ∈ Π .
(i) An element w ∈ V is a Whittaker vector of type η (η :U(g+) → K) if U(g+) acts on
w via η: uw = η(u)w for all u ∈ U(g+).
(ii) V is a Whittaker module (of type η) if V contains a cyclic Whittaker vector w. That
is, w ∈ V is a Whittaker vector and V = Uw.
Whittaker modules are necessarily infinite-dimensional, and they are (up to isomor-
phism) in bijective correspondence with ideals of the center Z of the universal enveloping
algebra U(g). When g = sl2, the classification of all simple g-modules is known (see [3]),
and the Whittaker modules play a critical role. In the introduction to [3], R. Block writes,
“Our results for sl(2) are roughly this: the simple modules are (up to isomorphism) the
highest weight modules, the Whittaker modules, and a family of (mutually nonisomorphic)
modules (mostly new) which we construct.”
The main goal of this work is to develop quantum versions of the results in [10]. Kostant
defined the Whittaker modules relative to a nonsingular character η of the subalgebra
U(g+) ⊆ U(g); i.e., an algebra homomorphism η :U(g+) → C such that η(eα) = 0 for
every α ∈ Π . While a general quantum version of all Kostant’s results would be desirable,
the quantum Serre relations used to define Uq(g) imply that the subalgebra U+ (see [7,
4.4]) of Uq(g) analogous to U(g+) does not have nonsingular characters if g = sl2. Indeed,
because of the quantum Serre relation, η(eα)η(eβ) = 0 for all α = β such that aα,β = 0 (or
equivalently, such that the nodes of the Dynkin diagram indexed by α and β are connected).
In [16], A. Sevostyanov dealt with this difficulty by considering the topological Hopf
algebra Uh(g) (see [9, p. 413]) over C[[h]]. He used a family of different presentations
U
sπ
h (g) of Uh(g) indexed by Coxeter elements sπ of the corresponding Weyl group. The
counterparts Usπh (n+) (see [15]) of U(g+) ⊆ U(g), which arise naturally in Usπh (g), do
have nonsingular characters, and Sevostyanov studied Whittaker modules for Usπh (g) rela-
tive to the subalgebra Usπh (n+) and a corresponding nonsingular character.
Here we study the K-algebra Uq(g) given in [7], where K is an arbitrary algebraically
closed uncountable field of characteristic 0, but we focus only on the case g = sl2. Typi-
cally, our calculations are done as generally as possible in order to leave open the possibility
of extending Kostant’s results to Uq(g) for an arbitrary complex semisimple Lie algebra g,
but our main results apply only to Uq(sl2). It is also worth noting that some of the results of
this chapter generalize to the two-parameter quantum group Ur,s(sl2) studied in [2]. How-
ever, the center of Ur,s(sl2) is somewhat more complicated than that of Uq(sl2) (see [1]),
and thus the results from this chapter regarding the decomposition of a Whittaker module
into simple submodules do not apply directly to Ur,s(sl2).
Our main results are as follows; they may be regarded as quantum analogues of the
classical results given in [10]. In Theorem 2.2, we present a formula for the annihilator of
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proving that this formula holds. Corollary 4.1 establishes a bijection between ideals of the
center of U = Uq(sl2) and isomorphism classes of Whittaker modules. In Proposition 4.4,
we construct an arbitrary Whittaker module as an induced module, and in Theorem 4.10,
we use the bijection of Corollary 4.1 to derive a necessary and sufficient condition for a
Whittaker module to be simple. We show in Theorem 5.5 how to find all submodules of a
given Whittaker module, and in Theorem 6.4, we show that the annihilator of a Whittaker
module is centrally generated. It is shown in [4, 8.4.3] and [5] that if g is an arbitrary finite-
dimensional complex semisimple Lie algebra, a similar result holds for Verma modules
for U(g).
2. Definitions and notation for Whittaker modules
Let K be an algebraically closed uncountable (this is needed in the proof of Theo-
rem 4.10) field of characteristic 0, and assume that q ∈ K is not a root of unity. Let
Uq(sl2) be the quantum group defined in [7, 1.1] corresponding to the Lie algebra sl2.
Thus, Uq(sl2) is the unital associative algebra over K with generators e, f,K,K−1 (short-
hand for eα, fα,Kα,K−1α ) and relations
K−1K = 1 = KK−1, ef − f e = K −K
−1
q − q−1 ,
KeK−1 = q2e, and KfK−1 = q−2f.
For elements a, b ∈ Uq(sl2), we often write [a, b] for the quantity ab − ba.
2.1. Definition and a description as a quotient of Uq(sl2)
We define unital subalgebras U− = 〈f 〉, U0 = 〈K±1〉, and U+ = 〈e〉 of U = Uq(sl2)
as in [7, 1.6]. Because of the vector space isomorphism U− ⊗ U0 ⊗ U+ → U given by
multiplication, we will write U = U−⊗U0 ⊗U+ whenever convenient. Since U+ = K[e],
any algebra homomorphism U+ → K is completely determined by its value on e. For the
remainder of this chapter, we assume η :U+ → K is a fixed algebra homomorphism with
η(e) = 0.
Definition 2.1. Assume V is a module for Uq(sl2).
(i) An element w ∈ V is a Whittaker vector of type η (η :U+ → K) if U+ acts on w
via η: uw = η(u)w for all u ∈ U+.
(ii) V is a Whittaker module (of type η) if V contains a cyclic Whittaker vector w. That
is, w ∈ V is a Whittaker vector and V = Uw.
A Whittaker module V with a cyclic Whittaker vector w of type η determines a Whit-
taker pair (V ,w) of type η. When (V ,w) is a Whittaker pair of type η, then Kiw is a
cyclic Whittaker vector of type ηi : U+ → K, where ηi(e) = q−2iη(e).
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kernel of the map η :U+ → K, and note that U+η = U+(e − η(e)1). The annihilator of a
subset S of V will be written annU(S). Using this notation, we are able to state an important
theorem (analogous to [10, Theorem 3.1]) regarding annihilators of these modules. Its
proof constitutes a large portion of this paper.
Theorem 2.2. Assume (V ,w) is a Whittaker pair of type η for U = Uq(sl2). Let Z be the
center of U , Uw = annU(w), UV = annU(V ), and ZV = Z ∩UV . Then
Uw = UZV +UU+η , (1)
where U+η = kerη.
Remark 2.3. The U -module homomorphism U → V defined by u 	→ uw is surjective
with kernel Uw , and thus
V ∼= U/Uw = U
/(
UZV +UU+η
)
.
It shall be shown (in Theorem 4.1) that Theorem 2.2 leads to a bijection between isomor-
phism classes of Whittaker modules and ideals of the center Z of U .
2.2. A reduction using the projection ρη
Throughout this section, we fix a Whittaker pair (V ,w) of type η :U+ → K. Since
U+ = K1 ⊕U+η and U ∼= U0 ⊗U+ (where U0 denotes U− ⊗U0), it follows that
U = U0 ⊕UU+η . (2)
This decomposition defines the K-linear projection ρη :U → U0, which we denote by
u 	→ uη whenever convenient. It is immediately obvious that uw = uηw for u ∈ U , but ρη
has other important properties as we shall see later. Let Uηw be the shorthand for (Uw)η, and
note that Uηw = Uw ∩U0. Also observe that the sum (UZ∗)η +UU+η , which is contained
in U0 ⊕UU+η , is direct for every ideal Z∗ of Z.
We begin by reducing the proof of Theorem 2.2 to a simpler statement, Corollary 2.5.
It is this corollary that we eventually use to prove Theorem 2.2.
Lemma 2.4. If Z∗ is an ideal of Z, then UZ∗ +UU+η = (UZ∗)η ⊕UU+η .
Proof. Let u ∈ UZ∗ + UU+η , and write u = uη + u′u+η according to the decomposition
U = U0 ⊕ UU+η . It is apparent that uη ∈ (UZ∗)η since UU+η ⊆ kerρη. For the reverse
containment, it suffices to show that (UZ∗)η ⊆ UZ∗ + UU+η . But if uz∗ ∈ UZ∗, then
uz∗ = (uz∗)η + s with s ∈ UU+η . Since s and uz∗ are both in UZ∗ + UU+η , so must be
(uz∗)η. 
Corollary 2.5. Uw = UZV +UU+η if and only if Uηw ⊆ (UZV )η +Zη .
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If Uηw ⊆ (UZV )η + Zη, a straightforward computation shows that in fact Uηw ⊆
(UZV )
η + (ZV )η ⊆ (UZV )η . From this, it follows from Lemma 2.4 that
Uηw ⊆ (UZV )η ⊆ (UZV )η ⊕UU+η = UZV +UU+η .
Now if u ∈ Uw , write u = uη + s according to (2). Since uη ∈ Uηw ⊆ UZV + UU+η and
s ∈ UU+η ⊆ UZV +UU+η , it follows that u = uη + s ∈ UZV +UU+η . 
3. Proving that Uw = UZV + UU+η
The main result in this section is Theorem 3.13, from which Theorem 2.2 easily follows.
Theorem 3.13 is also used to prove Theorem 4.5, which describes all the Whittaker vectors
in a given Whittaker module.
3.1. Computations involving ρη
By [7, 2.18], the center of U = Uq(sl2) is given by Z = K[C] where
C = f e + qK + q
−1K−1
(q − q−1)2
is the universal Casimir element.
Lemma 3.1. The following hold.
(i) If u ∈ U and z ∈ Z, then (uz)η = uηzη .
(ii) If b ∈ U0 and u ∈ U , then (bu)η = buη.
(iii) If u ∈ U , then (ue)η = η(e)uη.
Proof. For (i), note that
uz− uηzη = (u− uη)z+ uη(z− zη)= z(u− uη)+ uη(z− zη) ∈ UU+η .
Since uηzη ∈ U0, we have found the unique way to decompose uz ∈ U = U0 ⊕UU+η .
Therefore (uz)η = uηzη . To prove (ii), let u ∈ U and write u = uη + u′ ∈ U0 ⊕ UU+η .
Then for b ∈ U0, we have bu = buη + bu′ ∈ U0 ⊕UU+η , so that (bu)η = buη. For (iii),
note that
0 = ρη
(
u
(
e − η(e)1))= ρη(ue − η(e)u)= ρη(ue)− η(e)ρη(u). 
Remark 3.2. Part (i) of the previous lemma remains true if we replace the condition that
z ∈ Z with the slightly weaker condition that uηz = zuη since the proof is merely a com-
putation using the equality uηz = zuη .
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η(e)1 = ζ1 ∈ K1. Since ρη(e) ∈ K1, Lemma 3.1 clearly implies that ρη(U+) ⊆ K1. It is
also evident that ρη(ek) = ζ k for k  0. By the linearity of ρη and repeated application of
Lemma 3.1(iii), we have the following.
Corollary 3.3. If u ∈ U and u+ ∈ U+, then ρη(uu+) = ρη(u+)ρη(u).
Given an element of the form ben where b ∈ U0 and n 0, the above results imply that
ρη(be
n) = ζ nb. Since C = f e+(qK + q−1K−1)/(q − q−1)2, we have that ρη(C) = ζf +
(qK + q−1K−1)/(q − q−1)2. Recalling that ρη|Z :Z → Zη is an algebra homomorphism
by Lemma 3.1(i) and Z = K[C], one may verify the following proposition.
Proposition 3.4. ρη :Z → Zη is an algebra isomorphism.
Proof. This can be proved by directly computing ρη on a polynomial in the Casimir C.
Another proof of Proposition 3.4 involves using the Harish-Chandra homomorphism
ψ :Z → U0 (described in [7, Section 6.2]) and showing that if ρη(z) = 0 then in fact
ψ(z) = 0. More specifically, one may express the map ψ as the composition ψ0 ◦ ρη,
where ψ0 is the projection onto the zero weight space U0 defined in [7, Section 6.1]. But
ψ :Z → U0 is known to be injective (see [7, Section 6.3]). Hence, if ρη(z) = 0 for some
z ∈ Z, it follows that ψ(z) = ψ0(ρη(z)) = 0, implying that z = 0. 
We shall use the following property of ρη to prove an identity involving ρη and the
commutator [ , ].
Lemma 3.5. Suppose that u,v ∈ U . Then (uvη)η = (uv)η .
Proof. Since ρη is linear and U = U− ⊗ U0 ⊗ U+, we may assume v = v−v0v+, with
v− ∈ U−, v0 ∈ U0, and v+ ∈ U+. Then
vη = ρη(v) = ρη
(
v−v0v+
)= ρη(v+)ρη(v−v0)
by Corollary 3.3. Hence
(
uvη
)η = (uρη(v+)ρη(v−v0))η = (uρη(v+)v−v0)η,
since ρη acts as the identity map on U0. Similarly,
(uv)η = (uv−v0v+)η = ρη(v+)ρη(uv−v0)= (uρη(v+)v−v0)η,
and thus (uvη)η = (uv)η . 
Corollary 3.6. Suppose that b ∈ U0 and y ∈ Zη = K[Cη]. Then [e, by]η = [e, b]ηy.
Proof. The proof is a straightforward computation using Lemma 3.5 and (i) and (ii) of
Lemma 3.1. 
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To help prove Theorem 2.2, we define a filtration on U0 as follows. Recall that U0
has the obvious basis {f pKm | p  0,m ∈ Z}.
Definition 3.7. Define a filtration on U0 by setting U0[i] = spanK{f pKm | p + |m| i}
for i  0.
Therefore,
U
0
[0] = spanK{1},
U
0
[1] = spanK
{
1, f,K±1
}
,
U
0
[2] = spanK
{
1, f,K±1, f 2, fK±1,K±2
}
... = ...
The following lemma describes a relationship between the above filtration and the ele-
ment Cη. We have already seen that
Cη = ζf + q
(q − q−1)2 K +
q−1
(q − q−1)2 K
−1,
where ζ = η(e). The proof of the following lemma is a straightforward computation using
induction.
Lemma 3.8. Let x = Cη. Then for n ∈ Z0,
xn = ζ nf n + sn
where sn ∈ U0[n] and sn is a sum of terms of the form ci,j f iKj ∈ U0[n] with i < n. In
particular, sn is linearly independent from f n whenever it is nonzero.
Define a filtration on Zη = K[Cη] by setting Zη[i] = Zη ∩U0[i] for i  0 and Zη[−1] = 0.
Then for i  0,
Z
η
[i] = spanK
{
1,Cη,
(
Cη
)2
, . . . ,
(
Cη
)i}
.
Proposition 3.9. Let A = A(0) ⊕ A(1) ⊕ A(2) ⊕ · · · be the graded vector space defined by
A(0) = K1 and A(s) = KKs ⊕ KK−s for s  1. Then A ⊗ Zη ∼= U0 as vector spaces,
where the map is given by multiplication. More precisely,
⊕
A(p) ⊗Zη[r] ∼= U0[k] for k ∈ Z0.p+r=k
M. Ondrus / Journal of Algebra 289 (2005) 192–213 199Proof. We demonstrate
⊕
p+r=k
A(p) ⊗Zη[r] ∼= U0[k]
by induction on k. Denote the multiplication map by
− :A⊗Zη → U0[k] , a ⊗ z 	→ a ⊗ z = az,
and set
Tk =
⊕
p+r=k
A(p) ⊗Zη[r] for k  0.
It is clear that Tk ⊆ U0[k] .
Let x = Cη as before, and note that Zη[i] = Zη[i−1]⊕Kxi for i  0 (recall that Zη[−1] = 0).
Then
Tk =
⊕
p+r=k
A(p) ⊗Zη[r] =
⊕
p+r=k
A(p) ⊗
(
Z
η
[r−1] ⊕ Kxr
)
= Tk−1 ⊕
k⊕
i=0
(
A(i) ⊗ Kxk−i
)
.
Write xi = ζ if i + si for i = 0, . . . , k according to Lemma 3.8 (note that s0 = 0).
By induction Tk−1 = U0[k−1] = spanK{f pKm | p + |m| k − 1}, and thus
Tk = Tk−1 ⊕
k⊕
i=0
A(i) ⊗ K
(
ζ k−if k−i + sk−i
)
= Tk−1 ⊕
k⊕
i=0
A(i) ⊗ Kf k−i
= U0[k−1] + Kf k ⊕ KK±1f k−1 ⊕ · · · ⊕ KK±k
= U0[k] .
It remains to show that—is injective on Tk . Suppose that t ∈ Tk is such that t = 0 ∈ U0[k] .
Write
t = tk−1 + c0 ⊗
(
f k + sk
)+ c1K1 ⊗ (f k−1 + sk−1)+ c−1K−1 ⊗ (f k−1 + sk−1)+ · · ·
with respect to the decomposition
( ( )) ( ( ))
Tk = Tk−1 ⊕ A(0) ⊗ K f k + sk ⊕ A(1) ⊗ K f k−1 + sk−1 ⊕ · · · ⊕ (A(k) ⊗ K1).
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forces c0 = 0, and thus we may write
t = tk−1 + c1K1 ⊗
(
f k−1 + sk−1
)+ c−1K−1 ⊗ (f k−1 + sk−1)+ · · · .
Similar reasoning gives that c1 and c−1 are 0. Continuing in this manner, we have t = tk−1.
But then by induction, the statement that
tk−1 = t = 0 ∈ U0[k−1]
implies that tk−1 = 0. 
3.3. A more general fact that implies Uw := annU(w) ⊆ UZV +UU+η
Fix a Whittaker module V with cyclic Whittaker vector w (where U+ acts via η as
before). Our goal is to prove Theorem 2.2; namely to show
Uw = UZV +UU+η ,
where Uw = annU(w). We have seen in Corollary 2.5 that this is equivalent to showing
that Uηw ⊆ (UZV )η +Zη . In order to prove this inclusion, we use the identification U0 =
A⊗Zη (i.e., U0 = AZη) of Proposition 3.9 as well as some properties of the map ρη.
Lemma 3.10. If Z∗ is an ideal of Z, then
(UZ∗)η = A⊗Zη∗ .
Proof. If Z∗ is an ideal of Z, then (UZ∗)η = UηZη∗ = U0Zη∗ from Lemma 3.1(i). Under
the identification A⊗Zη = U0, a sum∑i ai ⊗zηi is identified with the element∑i aizηi ∈
U0. Thus we may identify U0Zη∗ = (A ⊗ Zη)Zη∗ = A ⊗ (ZηZη∗). But ρη :Z → Zη is
an algebra isomorphism, so Zη∗ = (ZZ∗)η = ZηZη∗ . 
With this in mind, we may rewrite
(UZV )
η +Zη = (A⊗ZηV )+Zη. (3)
We also use Lemma 3.10 along with Lemma 2.4 to write
UZV +UU+η = (UZV )η ⊕UU+η ∼=
(
A⊗ZηV
)⊕UU+η .
From (3) and Corollary 2.5, Theorem 2.2 will follow if we can show that Uηw ⊆
(A⊗ZηV )+Zη . At this point, it is not difficult to prove this containment directly. Instead,
however, we shall prove the slightly stronger statement described by the next lemma. This
stronger result will be useful later in proving Theorem 4.5.
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Uw = UZV +UU+η .
Proof. If u ∈ Uw , then uη ∈ Uηw and [e,uη]ηw = [e,uη]w = euηw − uηew = 0 since
uηw = uw = 0. Therefore, Uηw ⊆ X = Y = (UZV )η + Zη. The lemma now follows from
Corollary 2.5. 
It is apparent that Y ⊆ X. We eventually show that X ⊆ Y by writing U0 = Y ⊕ M
for some subspace M and showing that X ∩ M = 0. In order to do this, we develop some
notation. Recall from Proposition 3.9 that A ⊗ Zη ∼= U0 via the multiplication map.
Write Zη = ZηV ⊕ W , for some vector space complement W . This leads directly to the
decomposition
U0 = (A⊗ZηV )⊕ (A⊗W).
Now recall that
A = A(0) ⊕A(1) ⊕A(2) ⊕ · · · = K1 ⊕
(
KK ⊕ KK−1)⊕ (KK2 ⊕ KK−2)⊕ · · ·
is a graded vector space. Set Mj = A(j) ⊗W for j ∈ Z0, and let
M =
∞⊕
j=1
Mj, (4)
so that A⊗W = (A(0) ⊗W)⊕M . In addition, set
M[r] =
r∑
i=1
Mi =
r∑
i=1
A(i) ⊗W
where M[r] is defined for r  1. This gives a filtration M[1] ⊆ M[2] ⊆ · · · ⊆ M .
Lemma 3.12. U0 = M ⊕ Y .
Proof. Note that Y = (A ⊗ ZηV ) + Zη = (A ⊗ ZηV ) + ZηV + W = (A ⊗ ZηV ) + W since
Z
η
V ⊆ A⊗ZηV . Then
U0 = A⊗Zη = (A⊗ZηV )⊕ (A⊗W) = (A⊗ZηV )⊕ (A(0) ⊗W)⊕ (A(1) ⊗W),
and the result follows since Y = (A⊗ZηV )+W and M = A(1) ⊗W . 
Theorem 3.13. Let X = {v ∈ U0 | [e, v]ηw = 0} and Y = (A⊗ZηV )+Zη as before. Then
X = Y .
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X ∩ (Y + M) = X ∩ U0 = X, where M is as in (4). Hence it is sufficient to show that
X ∩ M = 0. Assume X ∩ M = 0, and let m ∈ Z>0 be minimal such that there exists 0 =
y ∈ X ∩M[m]. Since A(i) ⊗W = (KKi ⊗W)⊕ (KK−i ⊗W), we have
y = (c1K1yη1 + d1K−1zη1)+ · · · + (cmKmyηm + dmK−mzηm)
with ci, di ∈ K and yηi , zηi ∈ W . Assume also that we have chosen y (from among those
nonzero elements of X∩M[m]) so that the number of coefficients ci and di that are nonzero
is as small as possible. Based on our choice of y, it is obvious that at least one of cm or dm
is nonzero.
First note that it is impossible for y to have the form y = cmKmyηm (where cm is the
only nonzero coefficient). Indeed, if y = cmKmyηm ∈ X, then Corollary 3.6 would give that
0 = cm
[
e,Kmyηm
]η
w = cm
[
e,Km
]η
yηmw = ζcm
(
q−2m − 1)Kmyηmw. (5)
Multiplying (5) by K−m gives cm(q−2m − 1)yηmw = 0. But since we are assuming cm = 0
and q is not a root of 1, this implies that yηmw = 0. As yηm ∈ W (a complement of ZηV in Zη),
it follows that ym /∈ ZV . Hence, the equality yηmw = 0 is a contradiction, so it cannot be the
case that y = cmKmyηm. A similar argument shows that y = dmK−mzηm is impossible also.
In particular, the number of nonzero coefficients ci, di is at least 2 in the expression
y =
m∑
i=1
(
ciK
iy
η
i + diK−izηi
)
.
Note that the definition of X implies that [e, y]η ∈ Uw ∩ U0, and we have seen earlier
that ∈ Uw ∩U0 ⊆ X. By using Corollary 3.6 and calculations similar to those of Eq. (5),
we have that
[e, y]η = ζ
m∑
i=1
(
ci
(
q−2i − 1)Kiyηi + di(q2i − 1)K−izηi ).
Since ζ = η(e) is assumed to be nonzero, we now have that
y =
m∑
i=1
(
ciK
iy
η
i + diK−izηi
) ∈ X and
m∑
i=1
(
ci
(
q−2i − 1)Kiyηi + di(q2i − 1)K−izηi ) ∈ X.
Because q is not a root of unity and y has at least 2 nonzero coefficients, it is clear that
1
ζ
[e, y]η is not a multiple of y. Recalling that at least one of cm and dm is nonzero (let ussuppose that cm = 0), we see that
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cm(q−2m − 1)ζ [e, y]
η ∈ X ∩M[m]
has fewer nonzero terms than y. This contradicts our choice of y. 
By all of our reductions, we now know that Theorem 2.2, Uw = UZV +UU+η , holds.
4. Whittaker modules and ideals of the center of Uq(sl2)
In this section, we discuss some connections between Whittaker modules and ideals
of the center Z of U = Uq(sl2). Because Z is a polynomial ring in the variable C (the
universal Casimir element), Z is a principal ideal domain, and any ideal is generated by
some polynomial in the variable C. As a consequence of the equality Uw = UZV +UU+η ,
we have the following analogue of [10, Theorem 3.2]:
Corollary 4.1. For U = Uq(sl2), there is a bijection
{
isomorphism classes of Whittaker modules (of type η)}↔ {ideals of Z}
given by
V 	→ ZV = Z ∩UV .
Proof. If (V1,w1) and (V2,w2) are Whittaker pairs of type η with ZV1 = ZV2 , Theo-
rem 2.2 implies that
Uw1 = UZV1 +UU+η = UZV2 +UU+η = Uw2 .
Thus the map V 	→ ZV is injective since V1 ∼= U/Uw1 = U/Uw2 ∼= V2.
To show that the map V 	→ ZV is surjective, let Z∗ be an ideal of Z. Set L∗ := UZ∗ +
UU+η , and let V = U/L∗. It is clear that V is a Whittaker module with cyclic Whittaker
vector w = 1 + L∗. Moreover, Uw = UZ∗ + UU+η clearly holds. But by Theorem 2.2,
Uw = UZV +UU+η , so it follows that
UZ∗ +UU+η = UZV +UU+η .
Applying ρη to both sides gives (UZ∗)η = (UZV )η . By Lemma 3.10, A ⊗ ZηV = A ⊗ Zη∗
inside of A⊗Zη. Hence (Z∗)η = (ZV )η. Since ρη is injective on Z, we have ZV = Z∗, so
V 	→ ZV is surjective. 
Similarly, we have
Corollary 4.2. The map
{ideals of Z} → {annihilators of Whittaker vectors (of type η)}given by Z∗ 	→ UZ∗ +UU+η is a bijection.
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(V2,w2) of type η. If Uw1 = UZ1 + UU+η = UZ2 + UU+η = Uw2 , then V1 ∼= U/Uw1 =
U/Uw2
∼= V2. This implies that Z1 = Z2.
Conversely, if A is the annihilator of a Whittaker vector v ∈ V , then the submodule
Uv ⊆ V is a Whittaker module with cyclic Whittaker vector v. Then by Theorem 2.2, the
annihilator A of v has the form UZUv +UU+η . 
The following lemma will be helpful in producing concrete examples of Whittaker mod-
ules.
Lemma 4.3. For U = Uq(sl2), the multiplication map Z ⊗ U+ → ZU+ is an algebra
isomorphism, where multiplication in Z ⊗U+ is taken componentwise.
Proof. The map is evidently a morphism of algebras and is surjective by the defini-
tion of ZU+, so it suffices to show that the map is injective. We know that the ele-
ments 1,C,C2,C3, . . . form a basis for Z and the elements 1, e, e2, e3, . . . form a basis
for U+. We need only show that the elements Ciej are linearly independent. Note that
(adK)(Ciej ) = KCiejK−1 = q2jCiej so that the vectors Ciej for distinct j are eigen-
vectors for different eigenvalues of the linear map adK . As such, the vectors Ciej are
linearly independent for distinct j . Therefore, any dependence relation that exists must
have the form 0 =∑i aiCiek (where k is fixed). But Uq(sl2) is a domain (see [7, Propo-
sition 1.8]), so such a dependence relation would imply that ∑i aiCi = 0. Consequently,
we are done by the independence of the Ci . 
Our next task is to give an explicit construction of Whittaker modules as induced mod-
ules. Since Whittaker modules correspond to ideals of Z, let us suppose that Z∗ is an
ideal of Z. Note that Z/Z∗ is a Z-module in a natural way. We endow Z/Z∗ with the
structure of a Z ⊗ U+ = ZU+-module (denoted (Z/Z∗)η) by setting (z1u)(z2 + Z∗) =
η(u)(z1z2 +Z∗) for z1u ∈ ZU+ and z2 +Z∗ ∈ (Z/Z∗)η . The induced module,
V∗ = U ⊗ZU+ (Z/Z∗)η (6)
is obviously a Whittaker module with cyclic Whittaker vector 1 ⊗ (1 +Z∗). The following
theorem is similar to [10, Theorem 3.3] and implies that every Whittaker module has this
form.
Proposition 4.4. A U -module V is a Whittaker module if and only if
V ∼= U ⊗ZU+ (Z/Z∗)η
for some ideal Z∗ of the center Z.
Proof. If V is a Whittaker module, we must argue that V is isomorphic to an induced
module of the above form. LetW = U ⊗ZU+ (Z/ZV )η
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annU
(
1 ⊗ (1 +ZV )
)= UZV +UU+η . (7)
We claim that the annihilator of (1+ZV ) in ZU+ ∼= Z⊗U+ is U+ZV +ZU+η . To see this,
let p ∈ Z be the generator of the ideal ZV of Z. By the division algorithm, any element
of Z may be written as the sum of a multiple of p and various monomials aiCi , where
i < degp and ai ∈ K (if p = 0, we adopt the convention degp = ∞). Hence it is no loss
to assume that an arbitrary element x ∈ ZU+ has the form
x =
∑
j
z′j u′j +
∑
i
ziui,
where z′j ∈ ZV for all j and zi is a scalar multiple of Ci (with i < degp). If x annihilates
(1 +ZV ), then
∑
j
z′j η
(
u′j
)+∑
i
ziη(ui) ∈ ZV ,
forcing
∑
i ziη(ui) ∈ ZV . Since the zi are scalar multiples of Ci with i < degp, this im-
plies that η(ui) = 0 for all i, and thus ui ∈ U+η . Consequently,
x =
∑
j
z′j u′j +
∑
i
ziui ∈ ZVU+ +ZU+η ,
as claimed.
Now only elements of ZU+ can move across the tensor symbol and act on (1+ZV ), so
it follows that u(1 ⊗ (1 +ZV )) = 0 if and only if u ∈ U(U+ZV +ZU+η ) = UZV +UU+η .
To see why (7) is sufficient to characterize V , note that Theorem 2.2 implies that
annU
(
1 ⊗ (1 +ZV )
)= UZW +UU+η .
Then the arguments used in the proof of Corollary 4.1 imply that ZV = ZW . This gives
V ∼= W by Corollary 4.1. 
Theorem 4.5. Let U = Uq(sl2), and assume w is a cyclic Whittaker vector for V of type η.
Then v ∈ V is a (not necessarily cyclic) Whittaker vector of type η if and only if v = zw
for some z ∈ Z.
Proof. If z ∈ Z, then zw is clearly a Whittaker vector of type η.
Suppose v ∈ V is a Whittaker vector of type η, and write v = uw for u ∈ U . Since
uw = uηw, we may assume u ∈ U0. The assumption that v is a Whittaker vector of
type η means that ev = η(e)v. Similarly, uew = η(e)uw since w is a Whittaker vector.
Combining these statements, we see that[e,u]w = euw − uew = η(e)uw − η(e)uw = 0,
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by Theorem 3.13 we may write u = u1 + u2 with u1 ∈ A ⊗ ZηV and u2 ∈ Zη . Therefore
v = uw = (u1 +u2)w = u2w, implying that v = zηw for some z ∈ Z. But then v = zηw =
zw as desired. 
Let Whη(V ) denote the space of all Whittaker vectors of type η in a Whittaker module
V = Uw. Theorem 4.5 implies that the linear map Z → Whη(V ) given by z 	→ zw is
surjective with kernel ZV .
Corollary 4.6. The space Whη(V ) of all Whittaker vectors of type η in V is a cyclic
Z-module which is isomorphic to Z/ZV .
In general, πV (Z) ⊆ EndU(V ) for any representation πV : U → End(V ). In the case of
a Whittaker module V , we have containment in the other direction.
Corollary 4.7. If V is a Whittaker module, then EndU(V ) = πV (Z) ∼= Z/ZV as algebras
(where πV :U → End(V ) is the representation corresponding to V ).
Proof. Let γ ∈ EndU(V ). Then bγw = γ bw = η(b)γw for all b ∈ U+. In other words,
γw is a Whittaker vector of type η, so by Theorem 4.5, we may write γw = zw for some
z ∈ Z. It can be easily seen from applying γ to an arbitrary vector uw ∈ V that γ = πV (z).
The map Z → πV (Z) is surjective with kernel ZV = annZ(V ). 
Definition 4.8. A central character of U is an algebra homomorphism χ : Z → K.
A U -module V is said to admit an infinitesimal character χ if χ : Z → K is a central
character of U such that zv = χ(z)v for all z ∈ Z and v ∈ V .
Occasionally, we abuse terminology and refer to an infinitesimal character of a module
as a central character.
The next theorem is a quantum analogue of [10, Theorem 3.6.1] that describes several
equivalent characterizations of simple Whittaker modules. To help facilitate the proof of
the theorem, we first describe a basis for a Whittaker module that admits a central character.
Lemma 4.9. Let (V ,w) be a Whittaker pair of type η for U = Uq(sl2), and suppose that
V admits a central character. Then the set {Kjw | j ∈ Z} is a basis for V .
Proof. Let B = {Kjw | j ∈ Z}. If i ∈ Z, then K±1Kiw ∈ B and eKiw = q−2iη(e)Kiw ∈
spanK(B). By assumption, there exists ξ ∈ K such that Cw = ξw. Therefore,
fKiw = ζ−1q2iKif ew = ζ−1q2iKi
(
C − qK + q
−1K−1
(q − q−1)2
)
w ∈ spanK(B),
and thus spanK(B) is a submodule of V . As spanK(B) contains the cyclic vector w, it
follows that spanK(B) = V . Note also that the vectors Kiw are linearly independent for
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given by the action of e. 
Theorem 4.10. Let (V ,w) be a Whittaker pair of type η for U = Uq(sl2) over an alge-
braically closed uncountable field K. Then the following are equivalent.
(i) V is a simple U -module.
(ii) V admits a central character.
(iii) ZV = annZ(V ) is a maximal ideal of Z.
(iv) The space Whη(V ) of all Whittaker vectors of type η is one-dimensional.
(v) All (nonzero) Whittaker vectors of type η are cyclic.
(vi) EndU(V ) = K idV .
(vii) V is isomorphic to an induced module of the form U ⊗ZU+ (Z/Z∗)η , where Z∗ is
the ideal 〈C − ξ1〉 in Z for some ξ ∈ K.
Proof. Suppose that V is simple. Then by Schur’s Lemma (see [14, Ex. 2.12.28]), ZV =
Z ∩ annU(V ) contains an element of the form C − ξ1, for some ξ ∈ K, which implies (ii).
Recall that Z = K[C] is a polynomial ring in one variable over an algebraically closed
field K. Then the equivalences of (ii), (iii), (iv), and (vi) are all trivial consequences of one
or more of Theorem 4.5, Corollaries 4.6 and 4.7.
To show that (ii), (iii), (iv), and (vi) are equivalent to (v), we note that (iv) obviously
implies (v). For the other direction, we assume (v) and prove (iii) by showing that Z/ZV
is a field. Let z1 ∈ Z, and write v = z1w. Since v is a cyclic Whittaker vector and w is
a Whittaker vector, Theorem 4.5 implies that we may write w = z2v for some z2 ∈ Z,
whence w = z2z1w. This forces z2z1 − 1 ∈ ZV , or z2z1 +ZV = 1 +ZV , so as an element
of the commutative algebra Z/ZV , z1 is invertible.
The equivalence of (vii) with (ii)–(vi) follows from the fact that if we let V ′ = U ⊗ZU+
(Z/ZV )η , then ZV ′ = ZV .
To complete the proof, we observe that (ii) implies (i). If 0 = v ∈ V , Lemma 4.9 implies
that v =∑j cjKjw. Since the Kjw are eigenvectors for distinct eigenvalues for the action
of e on V , there is some element x ∈ U+ such that xv is a scalar multiple of Knw for some
n ∈ Z. Multiplication of xv by K−n yields that w ∈ Uv, whence Uv = V . 
5. Decomposing V relative to the action of the center of Uq(sl2)
Theorem 4.10 gives a condition on ZV that tells us when a Whittaker module V is sim-
ple. It is reasonable to investigate the simple submodules of V when ZV is not a maximal
ideal of Z. Recall that the field K is assumed to be algebraically closed of characteristic
zero. Since Z = K[C] is a polynomial ring, we may always write ZV = 〈h(C)〉, where
h = h1 · · ·hl is a product of irreducible (linear) polynomials. When convenient, we shall
write h as a shorthand for h(C) and hi in place of hi(C). The generator h, when regarded
as a polynomial, is the minimal polynomial of the linear transformation given by the action
of C on V .
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is the factorization of h into powers of irreducible (linear) polynomials hi . Let
Vi = U
(∏
j =i
h
aj
j
)
w
for i = 1, . . . , k. Then V = V1 ⊕ · · · ⊕ Vk is a direct sum of (Whittaker) submodules with
ZVi = 〈haii 〉.
Proof. Since the hj = hj (C) are central for 1 j  k, it follows that Vi = (∏j =i hajj )V .
Thus the Vi are just the generalized eigenspaces of the linear transformation induced by
the action of C on V , and the corresponding direct sum decomposition of V follows imme-
diately. It is clear that the Vi are submodules of V . The fact that ZVi = 〈haii 〉 follows from
considering the action of the center on the vector (
∏
j =i h
aj
j )w along with the assumption
that ZV = 〈h〉. 
Proposition 5.2. Suppose (V ,w) is a Whittaker pair, and ZV = 〈hp〉, where p ∈ Z>0
and h ∈ Z = K[C] is irreducible (linear). Let Vi = Uhiw for i = 0, . . . , p (and note that
Vp = 0). Let Si = Vi/Vi+1 for i = 0, . . . , p − 1. Then Si is a simple Whittaker module of
type η for every i. In particular, the Vi form a composition series of length p for V .
Proof. It suffices to observe that 〈h〉 = ZSi  Z for every i. Then the result follows from
Theorem 4.10. 
Proposition 5.3. Suppose (V ,w) is a Whittaker pair with ZV = 〈hp〉, where p ∈ Z>0 and
0 = h ∈ Z = K[C] is irreducible (linear). Then the submodule Uhw is the unique maximal
submodule of V .
Proof. Suppose M ⊆ V is a maximal submodule. Then V/M is simple, so by the Jordan–
Hölder Theorem, V/M is isomorphic to one of the Si in Proposition 5.2. In particular,
ZV/M = 〈h〉. This implies that h(w + M) = 0 + M , or hw ∈ M . Consequently, Uhw ⊆
M ⊆ V . But Uhw is a maximal submodule of V by Proposition 5.2, so the containment
Uhw ⊆ M  V implies that Uhw = M . 
Using these results, we may determine exactly when a Whittaker module V is inde-
composable or completely reducible simply by looking at the ideal ZV of Z. As we shall
see in Theorem 5.5 (which is similar to [10, Theorem 3.7]), it is even possible to find all
submodules of V . In the case that V is indecomposable (with finite composition length),
this just amounts to successive applications of the previous proposition.
Proposition 5.4. Suppose that (V ,w) is a Whittaker pair and that ZV = 〈hp〉, where p ∈
Z>0 and 0 = h ∈ Z = K[C] is irreducible (linear). If T ⊆ V is any submodule, then T =
Uhiw for some i ∈ {0,1, . . . , p}.
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is simple. Now assume p > 1 and T ⊆ V is a submodule. If T = V , then T = Uh0w as is
claimed. If T  V , the last result implies that T ⊆ Uhw. Let w′ = hw and V ′ = Uw′ =
Uhw. Note that ZV ′ = 〈hp−1〉, so by our inductive hypothesis applied to the Whittaker
pair (V ′,w′), we have the desired result. 
More generally, let V be an arbitrary Whittaker module with ZV = 0. If T ⊆ V is any
submodule of V , we may define an ideal of Z given by
Z(T ) = {z ∈ Z | zV ⊆ T }.
Similarly, for any ideal J of Z containing ZV , JV ⊆ V is a submodule of V .
Theorem 5.5. Let (V ,w) be a Whittaker pair, and suppose that ZV = 0. Then there is a
one-to-one correspondence between submodules T of V and ideals J of Z containing ZV
given by T 	→ Z(T ) and J 	→ JV . These maps are inverses of one another.
Proof. Write ZV = 〈h〉 for h ∈ Z. We first show that the composition J 	→ JV 	→ Z(JV )
(where ZV ⊆ J ) is the identity map. This amounts to showing that if zw ∈ JV for an ideal
J = 〈g〉 ⊇ ZV = 〈h〉, then z ∈ J . But since h ∈ 〈g〉, we may write h = gg′ for g′ ∈ Z. The
assumption that zw ∈ JV gives that zw = gv for some v ∈ V . Multiplying by g′ shows
g′zw = gg′v = 0. This implies that h divides g′z, or g′z = hs = gg′s for some s ∈ Z, and
thus z = gs ∈ 〈g〉 = J .
To show that the map T 	→ Z(T ) is injective, suppose that V1,V2 ⊆ V are submodules
and that Z(V1) = Z(V2) = J ⊆ Z. Note that Z(V1) = J = J ∩ J = Z(V1) ∩ Z(V2) =
Z(V1 ∩ V2). But for any submodule T ⊆ V , it is clear that Z(T ) = ZV/T . Thus ZV/V1 =
ZV/(V1∩V2). Theorem 4.1 now implies that V/V1 ∼= V/(V1 ∩ V2). But since V1 ∩ V2 ⊆ V1,
this forces V1 and V1 ∩ V2 to be equal since V has finite composition length. 
From Lemma 4.9 and Theorem 4.10, we know that the set {Kjw | j ∈ Z} is a basis for
a simple Whittaker module. Next, we find a basis for an arbitrary Whittaker module.
Lemma 5.6. Let (V ,w) be a Whittaker pair, and suppose that ZV = 〈g(C)〉, where g
is monic. If 0 = g(C) ∈ Z = K[C] has degree n, let B = {CkKiw | i ∈ Z, 0  k < n}.
Otherwise (i.e., if g(C) = 0), let B = {CkKiw | i ∈ Z, k ∈ Z0}. Then spanK(B) is a basis
for V .
Proof. To show that B spans V , it suffices to show that spanK(B) is a U -submodule of V
(which contains w). Let b ∈ B, and write b = CkKiw for 0  k < n and i ∈ Z. Then
clearly K±1b ∈ spanK(B) and eb = ζq−2ib ∈ spanK(B). To compute f b, we use the fact
that C = f e + (qK + q−1K−1)/(q − q−1)2. If g(C) = 0, it is obvious from the relation
f e = C− (qK + q−1K−1)/(q − q−1)2 that f b ∈ spanK(B). If g(C) = Cn +an−1Cn−1 +
· · · + a1C1 + a0 has degree n > 0, then
−1 2i −1 2i
(
qK + q−1K−1)
f b = f ζ q eb = ζ q C −
(q − q−1)2 b,
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Cnw = −(an−1Cn−1 + · · · + a1C + a0)w, it follows that Cb ∈ spanK(B). Hence f b ∈
spanK(B).
It remains to show that B is a linearly independent subset of V . Note that a dependence
relation of the form
∑
i∈Z,0k<n ak,iCkKiw = 0 can always be rewritten (by grouping
together terms with the same power of K) as
∑
i∈Z
gi(C)K
iw = 0,
where
gi(C) =
∑
0k<n
ak,iC
k
(note that gi(C) = 0 for all but finitely many i). Since deg (gi(C)) < n for all i, it is obvi-
ous that gi(C)Kiw = 0 whenever gi(C) = 0, for otherwise we have 0 = K−igi(C)Kiw =
gi(C)w, contradicting our assumption about ZV . But the nonzero vectors of the form
gi(C)K
iw (for distinct i) are clearly linearly independent as they are eigenvectors for
distinct eigenvalues for the linear transformation induced by the action of e on V . Thus we
must have gi(C) = 0 for all i, and this implies that ak,i = 0 for i ∈ Z and 0 k < n. 
6. The annihilator of a Whittaker module
We would like to find an explicit description of UV = annU(V ). At this point, we know
that UZV ⊆ UV ⊆ Uw = UZV + UU+η . The following results suggest that in fact UV =
UZV . It turns out, as we shall see, that it suffices to prove the equality UV = UZV in the
case that V is a simple Whittaker module.
Lemma 6.1. Let (V ,w) be a Whittaker pair of type η, and suppose there exists u ∈ U such
that uKiw = 0 for all i > 0. Then uw = 0.
Proof. Assume the lemma is false. Let u be a minimal counterexample to the lemma,
where the minimality refers to the fewest possible nonzero terms in the expression u =∑
r∈Z xr where KxrK−1 = qrxr . Then we clearly may assume that u (when expressed in
this way) has more than one summand, for if 0 = xrKw = q−rKxrw, then multiplication
by qrK−1 gives xrw = 0 as desired.
But now by assumption, we have uKiw = 0 for all i > 0. In particular,
0 =
(∑
x
)
Kw and 0 =
(∑
x
)
K2w = K
(∑
q−rx
)
Kw.r
r
r
r
r
r
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annihilate Kw. To see that u′Kiw = 0 for all i > 0, note that
Ku′Kiw = K
(∑
r
q−rxr
)
Kiw =
(∑
r
xr
)
Ki+1w = uKi+1w = 0,
and thus 0 = K−1Ku′Kiw = u′Kiw. Now let m = max{r | xr = 0}, and note that u−qmu′
annihilates Kiw for i > 0. But
u− qmu′ = u− qm
(∑
r
q−rxr
)
=
∑
r =m
(
1 − qm−r)xr
has fewer nonzero terms (by exactly one) than u. 
The equality UV = UZV can now be shown in the case of the “universal” Whittaker
module.
Corollary 6.2. Let V be a Whittaker module of type η with ZV = 0. Then UV = UZV = 0.
Proof. Given any element x =∑i,j,k cijkf iKj ek ∈ U , define the “e-degree of x” by
dege(x) = max{k | cijk = 0 for some i, j}.
Note that any 0 = u ∈ UV ⊆ Uw can be written as u = u1(e − ζ1) where ζ = η(e)
since Uw = UZV + U(e − ζ1) = 0 + U(e − ζ1). Choose u = u1(e − ζ1) ∈ UV with
dege(u1(e − ζ1)) minimal. Since 0 = uKiw = u1(e − ζ1)Kiw = ζ(q−2i − 1)u1Kiw for
all i ∈ Z, it follows that u1Kiw = 0 for all i = 0. But then Lemma 6.1 implies that u1w = 0
also. By Lemma 5.6, we see that u1 ∈ UV . But dege(u1) is necessarily less than dege(u)
since u = u1(e − ζ1). Therefore, it must be that there are no nonzero elements in UV . 
We now see that the case when ZV = 0 reduces to the case of the simple Whittaker
module.
Lemma 6.3. Assume for simple Whittaker modules V it is known that UV = UZV . Then
for any Whittaker module V of finite length, UV = UZV .
Proof. Let w ∈ V be a cyclic Whittaker vector of type η :U+ → K, and write ZV = 〈h〉
for h ∈ K[C]. The proof is by induction on the composition length of V . The result is
assumed to be true if V is simple, so we may suppose V is not simple and thus h factors
nontrivially as h = h1h2.
Let T = 〈h1〉V ⊆ V be the submodule given by Theorem 5.5. It is clear that ZV/T =
〈h1〉 and ZT = 〈h2〉. Note that if u ∈ UV , then evidently u ∈ UV/T . By induction UV/T =
UZV/T = U 〈h1〉, so u = u1h1. But also u ∈ UT . Since T = 〈h1〉V = Uh1w, a typical
element of T has the form u′h1w. But then
( )
u1 u
′h1 w = (u1h1)u′w = uu′w = 0,
212 M. Ondrus / Journal of Algebra 289 (2005) 192–213so it follows that u1 ∈ UT . Since UT = UZT = U 〈h2〉 by induction, we may write u1 =
u2h2. Consequently, u = u1h1 = u2h2h1 = u2h ∈ UZV as desired. 
Lemma 6.3 allows us to restrict our attention to the case ZV = 〈C − ξ1〉 for ξ ∈ K,
and for this case we use essentially the same argument as in [13, Theorem 1]. Note that
the primitive ideal UV clearly has infinite codimension since UV ⊆ Uw and U/Uw ∼= V is
infinite-dimensional. It is also evident that (0) is a prime ideal of U since U is a domain.
An argument similar to that of [13, Proposition 4] shows that the ideal UZV = U(C − ξ1)
of U is also prime. Since UV is primitive, it is also prime, and thus we have that (0) ⊆
UZV ⊆ UV forms a chain of prime ideals of U .
Let R = U/UV , and note that R is a primitive ring. If R is Artinian, then by [6, Corol-
lary 13.22] R ∼= Mn(Dop) is the ring of n× n matrices over Dop = (EndR(V ))op for some
n ∈ Z>0. But D = EndR(V ) = EndU(V ) ∼= Z/ZV by Corollary 4.7, and thus D ∼= K by
Theorem 4.10 since V is simple. In particular, this implies that R ∼= Mn(K), contradicting
the fact that UV has infinite codimension. Consequently, R cannot be Artinian, and thus
R = U/UV is a non-Artinian finitely generated Noetherian primitive K-algebra.
It is easily seen that U has Gelfand–Kirillov dimension 3, so if the prime ideals
(0) ⊆ UZV ⊆ UV are distinct, then the Gelfand–Kirillov dimension of U/UV is less than
or equal to 1 by [12, 8.3.6]. But there are no non-Artinian finitely generated Noetherian
primitive K-algebras with Gelfand–Kirillov dimension 1 (see the proof of [17, 3.2]), so
if UV properly contains UZV , then R = U/UV has Gelfand–Kirillov dimension 0. This
implies R must be finite-dimensional (see [11, p. 14]), which is a contradiction. Thus the
inclusion UV ⊇ UZV cannot be proper. By combining this with the above results, we ob-
tain the following theorem. In the case that V is simple, Theorem 6.4 may be regarded as
a quantum version of [10, Theorem 3.9].
Theorem 6.4. Let V be a Whittaker module of type η for U = Uq(sl2). Then annU(V ) is
centrally generated; that is, annU(V ) = UannZ(V ), where Z is the center of U .
By [8], such a general result does not hold for Verma modules for Uq(g). However,
here we have demonstrated that the annihilator of every Whittaker module for Uq(sl2) is
centrally generated.
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