In this work, we investigate the issue of providing a statistical model for the response of a computer model-described nuclear engineering system, for use in uncertainty propagation. The motivation behind our approach is the need for providing an uncertainty assessment even in the circumstances where only a few samples are available. Building on our recent work in using a regression approach with derivative information for approximating the system response, we investigate the ability of a universal gradientenhanced Kriging model to provide a means for inexpensive uncertainty quantification. The universal Kriging model can be viewed as a hybrid of polynomial regression and Gaussian process regression. For this model, the mean behavior of the surrogate is determined by a polynomial regression, and deviations from this mean are represented as a Gaussian process. Tests with explicit functions and nuclear engineering models show that the universal gradient-enhanced Kriging model provides a more accurate surrogate model when compared to either regression or ordinary Kriging models. In addition we investigate the ability of the Kriging model to provide error predictions and bounds for regression models.
Introduction
In the field of computational modeling, uncertainty quantification is increasingly used to enhance the predictive skill and applicability of simulation to the design and analysis of engineering systems [5, 6, 20] . In this work, we are interested primarily in uncertainty propagation [12, 17] . That is, given a probability distribution on an input parameter x ∈ K x ⊂ R nx , determine the distribution of an output function J(s, x) : R ns × R nx → R, where s ∈ R ns , the state, is obtained, for fixed x, by solving the well-posed, possibly nonlinear system f (s, x) = 0. The resolution of the latter system is carried out by a numerical code that returns s( x) and, subsequently, J( x) = J(s( x), x).
In principle, any statistic of J( x), can be obtained by exhaustive sampling of the input uncertainty space K x . Nevertheless, despite progresses in hardware, traditional uncertainty quantification techniques based on exhaustive sampling are still prohibitively expensive for high-fidelity simulations of complex engineering systems. In order to help alleviate this limitation, parametric surrogate models J( x; a) ≈ J( x) that inexpensively predict simulation outputs can be used. Here a are the parameters of the surrogate model, such as the coefficients of an approximation that is polynomial in x. These surrogate models are constructed from a limited number of simulations and are used to predict simulation outputs for desired input parameters. These simulation outputs typically take the form of solution functionals and the surrogate model can be thought of as approximating a function within a region of the multi-dimensional space R nx , refered to as the design space. In aerospace engineering, a surrogate model for lift as a function of freestream parameters may be constructed in order to predict lift for a variety of flight conditions [14] . For nuclear engineering simulations, a safety metric such as peak fuel temperature can be represented by a surrogate model approximating the relationship between the safety metric and input physical parameters, such as crosssections, thermal conductivities, or heat transfer coefficients [22] . This relationship can then be used to estimate the uncertainty in the safety metric due to uncertain physical parameters. Because the surrogate model evaluation is inexpensive, a variety of uncertainty quantification strategies based on exhaustive sampling, such as Monte Carlo, may be used.
The utility of these surrogate models is determined by both the error of the approximations it produces and the number of baseline simulations required to train the model, both of which we would like to be as small as possible. These requirements are contradictory, as less error comes at the cost of more system simulations. Recently, we proposed using information about the gradient ∇ x J( x) in the construction of the surrogate in order to reduce the number of baseline samples needed. Specifically, we constructed a surrogate by using a least squares polynomial regression approach that used both function and gradient values from J [22, 23] . All the n x components of the gradient can be obtained by adjoint approaches at a cost that is at most five times [8] , and, in many circumstances, substantially fewer times [22] , the cost of one evaluation of J( x). As a result, one gradient evaluation will produce n x /5 more information for the same cost. Similar ideas have been proposed and demonstrated in other application areas [13, 16] . In nuclear engineering applications, we have demonstrated that problems with 12-40 uncertainty parameters can be computed to a substantial accuracy with information from only 12-20 samples [22, 23] . This is also made possible by using a basis pruning approach based on sensitivity information [22] , which controls the complexity of the basis used.
On the other hand, using the surrogate will clearly introduce a bias, since it is highly unlikely that J( x) belongs to the space spanned by the considered basis. In [22] we have addressed this by using the surrogate as a control variate and thus reducing the number of samples needed for estimating a mean to a certain accuracy. Nevertheless, this approach still needs additional samples from J( x). In principle, we could use a statistical model derived from regression for J( x) − J( x). Indeed, unweighted least-squares regression can be thought of as the following statistical model:
Here x is a n x +1-dimensional random variable with independent identically distributed normal components and mean 0. Moreover, for x 1 = x 2 standard regression assumes that x is independent from x . Either of these independence assumptions is unlikely to lead to a good statistical model of the discrepancy J( x) − J( x; a). For example, independence for different x would result in the right-hand side of (1.1) being (almost surely) discontinuous in the first component and thus almost surely not differentiable. In turn, this feature is inconsistent with the assumption of using gradient information. Certainly, this problem is evident only in the limit of very large number of samples, so regression could still be a reasonable model for limited information. But we expect that more consistency in the model will result in better uncertainty estimation for the uncertainty propagation.
To address this issue, we combine the least-square regression approach with a Gaussian process (GP) approach, in an attempt to harness the strengths of both approaches. In the latter approach, a GP is fit to a data set, and the mean and variance conditional to the observed values can be used for prediction and uncertainty quantification [21, 26] . In its most standard form, the GP approach is used with mean zero, in which case the conditional estimates are effectively an interpolation. Such approaches, like nonparametric statistical approaches, are vulnerable to the curse of dimensionality: the rapid reduction of the sampling density with n x , the dimension of the input [9] . We will thus import the mean function from the regression approach, on the presumption that it is a good approximation of the system response J( x), and impose it as a parametric constraint on the GP. The conditional prediction with a specified mean function is called universal Kriging. On the other hand, the GP approach allows us to naturally insert the additional structure, such as derivative information, in a consistent manner. Given our emphasis on the use gradient information, we call this approach gradient-enhanced universal Kriging (GEUK).
The main contribution of this work is the investigation of the potential of GEUK for providing good models for uncertainty quantification of nuclear applications from very few runs of the computer model.
Model Overview and Implementation Details
Following the notations from §1, our aim is to model J(s( x), x) = J( x) as a statistical system response J ( x). Here J is a random process, that is, a mapping from the probability space into the space of continuously differentiable functions over x. Each of its realizations is thus a differentiable function of x. Clearly, J( x) is a deterministic response, which becomes statistical in nature only after considering a random variable X(ω) over a probability space whose distribution is given and investigating the mapped random variable J(X(ω)). On the other hand, the fact that in the end we are interested in distributions offers the opportunity to look at the system response J( x) as a stochastic response, where the stochastic response is an expression of the lack of information in exploring J( x) over x ∈ K x . This lack of information is a consequence of the reality that we can afford only a very limited number of evaluation of s( x) and, implicitly, of J( x). Since the essence of the process J ( x) is an approximation of J( x) over K x , and thus not related to the probabilistic structure of X(ω), we can assume that it is independent of the random variable X(ω). Therefore, the distribution of J(X(ω)) will be approximated by the distribution of J (X(ω)). Sampling from this random variable can be accomplished by sampling from X(ω) and returning the value x 1 and then sampling from the process J evaluated at x 1 .
The model we will seek for J ( x) is a Gaussian process model. Specifically, we consider
Here ( x; θ) is a mean zero GP, whose covariance is controlled by the parameters θ. The mean functionJ( x; a) is considered here to be a polynomial in x with coefficient a. GPs are often used with a zero mean functioñ J, an approach that serves well in the machine learning applications in a relatively low-dimension, data-rich environment [21] . In our case, we want to employ a small number of samples and use the information that many nuclear applications tend to exhibit fairly smooth responses to include a polynomial mean function. Additional motivation was provided by our recent inquiry [22] indicating that explicit mean models in a regression approach show substantial promise in creating a good approximant of the system response; we thus expect that the use of a more flexible error model in the guise of a GP to further improve on that result. Moreover, an important feature of our investigation is an insistence on understanding the consequences for using gradient information in the model calibration. Our overarching hypothesis is that the extra information brought about by the smoothness in the mean and the gradient information will in the end require fewer samples to calibrate the model for the same levels of error. GPs have been used extensively to create statistical models of functional responses, as J( x) is in our case [11, 15, 7, 10, 2, 24, 21] . GPs tend to be a preferred choice in such circumstances owing to their flexibility and the ability to obtain an embedded uncertainty model in the approximation [15] . Derivative information can be included in the approach [21, 25] , though this is far less intensively studied topic because GPs are many times used on experimental data for which gradient information is not available. The model calibration and interogation approach can be either Bayesian [11, 15, 7, 2] or maximum likelihood/Kriging [21, 24] . Bayesian approaches have substantial flexibility, allowing easy composition of multicomponent models that could have fairly different uncertainty structures. On the other hand, model calibration and investigation can have substantial difficulties in scaling up, because of difficulties in implementing efficient Markov-chain Monte Carlo (MCMC) sampling of the Bayesian posterior [2] . While this initial investigation is limited to a moderate number of dimensions in the uncertainty space (12) for which MCMC could conceivably work well, our intent to eventually progress to larger dimensions has led to our choice to pursue the maximum likelihood/Kriging approach.
Setup of Universal Kriging
We now state our model assumption (2.1) in the language of Gaussian processes [21] . That is, we state the distribution of the error term ( x, θ) in terms of a covariance function K( x, x; θ) to obtain the model
To emphasize the mean function meaning ofJ( x; a) we denote it by m( x), by means of the equivalence identification m( x) ≡J( x; a). Also, we denote the output function J ( x) as the "data"ŷ( x), by means of the identification J ( x) ≡ŷ( x).
For a mean function based on a regression model, the functional form becomeŝ
where h( x) is a column vector containing the basis functions of the regression evaluated at the point x and β are the regression parameters. Using the covariance between points in the domain, we determine model predictions throughout the domain by sampling from the conditional distribution y * | X, Y , where X, Y are the training data. The posterior mean predictions are given by the formula
where H is the collocation matrix of the regression, Y is the vector of training function values, K is the covariance matrix between the training points, and k * is the vector of covariances between the training points and the test point (x * ). Since the regression is built from a limited number of training points, it is prudent to assume that the regression parameters belong to a distribution of parameters. In the limit of zero knowledge of this distribution (vague prior assumption), the regression parameters are given bŷ
where A is the regression matrix defined as
Using this definition of regression parameters, we can make mean predictions using the following single formula:
In addition to predicting the mean behavior, the variance associated with the prediction can be computed based on the posterior distribution of the data. The variance of the prediction is given by
A more detailed explanation of the model basis can be found in Chapter 2 of Rasmussen [21] . The model outlined above is a description of a universal Kriging model (also known as Gaussian process regression). In the case where h ≡ 0 and dimβ = 0 (that is, no inversion is carried out in (2.5)) the approach is called simple Kriging in the GP literature. When the mean function is treated as an unknown constant, corresponding to zeroth-order regression, the approach is referred to as ordinary Kriging. Also note that our description is abstract enough that it can accommodate heterogeneous data (such as temperature and pressure or function and derivative information of any order). The actual physical significance of the data is used only when the covariance matrix K and the mean function h are generated. For the sake of terminology, the model presented in this section will be referred to as the Kriging model when it is based exclusively on function observations. For this work, the above framework is extended to include derivative observations within the covariance and regression relations. When derivative observations are included, the model will be referred to as a gradient-enhanced Kriging model or GEK model for short.
Covariance with Derivatives
In order to provide a higher fidelity surrogate model, gradient information may be included in the Gaussian process model. In this case, the covariance matrix becomes a block matrix that includes the covariance between derivative observations in addition to the covariance between function observations. This block matrix can be represented as [28] 
The covariance between function and gradient components is found by differentiating the covariance function [25] :
Differentiating once more (now w.r.t to the second argument of the covariance function) gives the covariance between gradient components:
The gradient vector and Hessian matrix resulting from equations 2.10 and 2.11 can then be arranged into the matrices cov(∇Y, Y ) and cov(∇Y, ∇Y ), respectively. In order to decrease the computational work associated with working with this matrix, the block matrix is factorized. For convenience, we redefine the blocks of K as
In order to aid with the computation of the determinant and inverse of K, a block LU decomposition can be performed on the matrix [21] :
where M = S − RP −1 R T . With the matrix factored as above, the inverse and determinant of K can be found by manipulating the blocks of K. The block inverse of K can be defined as [21] 
14)
The determinant of K is given by multiplying the determinants of the diagonal block matrices of the LU factored block matrix (noting that the determinant of the lower part of the factorization is 1):
Using these block definitions of K, we can update the formulas for mean predictions (2.6) and variance (2.7) to include derivative observations.
Universal Kriging Model with Derivative Values
In order to incorporate derivative values into the universal Kriging model, the elements of the model must be recast by using block definitions. The block definition of the covariance matrix was outlined in §2.2. For the training data, the blockwise definition includes function values followed by gradient observations. In the case of the collocation matrix, the block definition includes the basis functions evaluated at either the training or test points as well as the derivatives of the basis functions evaluated at the training or test points. First, the definition for the regression parameters must be updated to include derivatives. This is done by using the blockwise definition of the covariance and collocation matrices. The formula for the regression parameters is given by
where G is a matrix containing the derivatives of the basis functions and δY is the vector of derivative observations. Using this new definition of regression parameters, one can predict the mean value of the model as [28] 18) where w * is the vector of covariances between the test point function values and the gradient at each training point. The variance associated with this prediction can now be calculated as:
whereÂ andR are now defined in the block sense presented previously. Once derivative observations have been included in the covariance matrix, the gradient may be predicted with little additional work. The gradient at a given test point can be predicted by using the formula [28] 
where l * is a matrix of covariance values between the gradient at the test point and the function values at the training points and m * is the matrix of covariance values between the gradient at the test point and the gradient values at the training points. The covariance between the components of the gradient prediction at a given test point is given by
The diagonal of this matrix represents the variance in that component of the gradient and can be used to provide a confidence interval for each derivative value.
Covariance Details
Within the model outlined in the previous sections, the only item left undetermined is the details of the covariance function. These details consist of the functional form of the covariance as well as the parameters governing the function (referred to as hyperparameters). The choice of covariance function reflects underlying beliefs in the data dependence and smoothness present in the design space. For this work, a stationary covariance function is assumed. This assumption expresses the belief that the covariance is simply a function of the distance between data points [21] :
We note that there is no basis to assume that this will a priori result in a good fit. Nevertheless, fitting a stationary process is an important step toward determining the suitable covariance functions. In effect, model fitting can be seen as an endeavor of fitting increasingly more complex models, starting with an independent identically distributed assumption of noise effectively, a regression approach. Then more complex models are considered, such as stationary Gaussian, nonstationary Gaussian, and non-Gaussian. Which model achieves the correct information/complexity balance is a major component of model selection in statistical endeavors, which needs insight from how each model performs [3] ; the latter is our contribution here for the class of stationary Gaussian process models.
In this work, we use multidimensional covariance functions that are products of one-dimensional covariance functions, as this form produces better conditioned covariance matrices [28] .
Because derivative observations are included in the model, a twice differentiable covariance is required. Several covariance functions with a variety of properties are considered for this work. These functions are [21, 28] as follows.
• Squared Exponential:
• Matern Function ν = 
• Cubic Spline 1:
• Cubic Spline 2:
We note that, despite the definition of all these covariance functions involving absolute values of the distance between coordinates, which is not differentiable, the covariance is still twice differentiable. This property can be best observed by noting that these stationary covariance functions can be expressed as
where r = It can then immediately be verified that the directional derivatives of K at x i fixed and x i variable agree up to order 2, even if the absolute value appears in the definition of the covariance. Of the covariance functions considered in this work, the Matern function with ν = 3/2 assumes the least amount of smoothness in underlying design space, giving the most conservative estimates with respect to the variance. For the derivative-free case, this feature makes the Matern class, particularly its ν = 1 2 instance, one of the most indicated to try first [26] . Based on this theoretical analysis, we would expect the ν = 3/2 Matern function to give conservative estimates of the variance for the case of the differentiable functions assumed here.
On the other hand, the squared exponential assumes an extremely smooth underlying function space, which can be beneficial in the limit of small sample sizes. The cubic spline 1 and 2 covariance functions are compact stencil kernels. This property improves the condition number of the covariance matrix when the number of training points is large. Additionally, with the proper limits on hyperparameters, these covariance functions can give rise to sparse covariance matrices, greatly reducing the cost associated with factoring and inverting the matrix. Three of the covariance functions considered in this work are plotted in Figure 2 .1.
As shown previously, the covariance function must be differentiated to provide the covariance between function and gradient values. Additionally, the covariance must be differentiated twice to give the covariance between derivative observations. For the product form of the covariances utilized in this work, the gradient and Hessian of the covariance are given by
With memoization, these functional forms may be implemented efficiently by using the following definitions:
The derivatives are subsequently evaluated as
As the formulas above show, only the derivatives of the one-dimensional covariance functions are needed and can be computed and validated easily. For example, the derivatives of the squared exponential function are given below [25] :
We again note that the second differentiation is with respect to the second argument of the covariance function. Typically, this fact manifests itself as an extra negative sign when compared with differentiation only with respect to the first argument.
Hyperparameter Fitting
With the functional form of the covariance function specified, only the hyperparameters need to be determined in order to fully specify the covariance function. For this work, the hyperparameters are determined by maximizing the marginal likelihood function for the data given the assumed functional form. In other words, we want to maximize the probability that the data we have observed follows the Gaussian process we have assumed with a specific set of hyperparameters. The log of this likelihood function for a zero mean Gaussian process is given as [21] log(p(y|X; θ)) = − 1 2
This formula consists of three terms: a quadratic term based on the observed data, a determinant term based on the covariance matrix and a scaling term based on the number of observations. The formula can be extended to a nonzero mean Gaussian process with vague regression parameters by rewriting the quadratic term as a function of the residual of the regression and including the determinant of the regression matrix. With some manipulation, the formula becomes [21] :
where
and s is the number of terms in the regression. This formula can be extended to include gradient observations by incorporating the block definitions of the covariance matrix, training data, and collocation matrices:
where P and M are the factored diagonal terms of the block matrix K and C is the block matrix version of C defined as follows.
Using this formula, one can determine the hyperparamters of the distribution by finding the parameters that maximize the likelihood function. This optimization problem has a size that scales linearly with the dimension of the vector of hyperparameters, θ. Assuming K is dense, the cost of evaluating the likelihood function is O(n 3 d 3 ). Hence, this optimization step represents the bulk of the computational expense associated with creating the model.
We know of no GP functions for which one can guarantee that the empirical likelihood function has a unique maximum or that it is concave. Therefore, there is the risk of multiple minima of the final estimates, depending on the initial guesses. We have found that some heuristics are useful to make sure that the optimization algorithm selects a high-quality maximum. We impose constraints on the likelihood parameters after some experimentation, such as the scale parameter being bounded below by the minimum distance between two points and a maximum value found by some experimentation, and scaling the inputs and bounding the parameter σ in (2.24) between 0.01 and 1; the lower value also is determined empirically.
The optimization itself is carried out by using a combination of L-BFGS [19] and an active set algorithm [19] (the latter useful to deal with the inequality constraints obtained from bounding the parameters as in the preceding paragraph). The L-BFGS algorithm is used to get within the vicinity of an extrema. At this point, the active set algorithm is used to further hone in on the maximum. To further avoid local maxima, we test a fixed number of initial starting points (∼ 5). Despite these mitigating practices, the selection of local minimum definitely represents a problem for determining hyperparameters. Nevertheless, in this work these practices were sufficient to determine good models, as outlined in §3.
Error Estimation for Regression
Using the universal Kriging model, we can estimate the error associated with a traditional regression. This is relevant to our work, because we seek to quantify the improvement that stationary GEUK offer versus regression [22] . The error estimate is derived by first assuming a functional form for the error in the regression. We assume the error in the original regression obeys the following relationship:
where r( x) is the result of the original regression and e( x) is some yet-to-be determined function. This additive relation combined with the original assumption of the Kriging model (that the data y is distributed according to equation 2.2) implies that the function e( x) is also distributed according to a Gaussian process with mean and covariance given as
where m(x) is the mean and K is the covariance associated with the assumed distribution of the training data,ŷ. With the form of the distribution known, mean and variance predictions based on this mean can be calculated based on the observations of the error (which is merely the difference between the function observation and regression at the training points, denoted by the vector R):
Because the original regression is assumed to have no variance associated with it (i.e. it is deterministic or r(x) = N (r(x), 0)), the mean error prediction is simply the difference between the mean function prediction of the universal Kriging model and the regression model. The variance in the prediction is equal to the variance associated with the Kriging function prediction (V [y * ]). Using this variance, one can place confidence bounds on the error prediction. Assuming a 99% confidence interval, a worst-case estimate of the magnitude of the error at a test point is given by
This method for error estimation is applied to both the Kriging and GEK models. Although this error estimate could be applied to any deterministic surrogate model, models based on regressions allow for the reuse of the collocation matrix and basis functions between the Kriging and regression models.
Hypotheses about Gradient Enhanced Universal Kriging
In investigating the benefits of our GEUK approach, we are guided by several hypotheses. We enumerate these hypotheses and our rationale that has led to them.
[H1] GEUK results in less error compared with L 2 regression. We believe this hypothesis to be the case since GEUK uses a more suitable error model. In particular, GEUK naturally allows for differentiable realizations and nontrivial correlation patterns, which regression in its standard format doesn't.
[ H2] GEUK results in less error compared with universal Kriging without derivative information. This insight follows from the observation that the gradient adds n x times more information for a small and uniformly bounded relative cost [8] . We will investigate this hypothesis in absolute terms as well as relative to the computational cost for either approach. The first endeavor quantifies the absolute benefit of gradient information if available.
[H3] GEUK results in less error for the same number of sample values when compared with ordinary Kriging. Our rationale here is based on the fact that GEUK fitting can be seen as regression, and if the mean is a good approximation of the system response -which may be the case when the response is smooth -then we would expect GEUK to perform better than ordinary Kriging. The improvement should be more pronounced in the small sample limit where the number of observations is insufficent for the ordinary Kriging model to capture mean behavior.
[H4] GEUK approximates well the statistics of J(s(x), x), and its predicted covariance is a good or conservative estimate of the error. The basis for this hypothesis is the reported good experience with Gaussian process approximations in other application areas [21, 15, 25] .
[H5] The choice of covariance function matters. It will affect the predictions and usability of the model. Here, we follow the rationale from [26] but applied to the case where gradient information is also used. That is, it is probably best to use a covariance function that makes conservative assumptions about the differentiability of the process with which we are approximating J(u), particularly in the limit of dense sample points. This suggests that the Matern ν = 3/2 model, which allows for functions that are only once differentiable, is a good but conservative approach.
These hypotheses will be tested by numerical experiments in §3.
Numerical Simulations
In order to provide evidence for the previously stated hypotheses, a number of tests were carried out with explicit functions, §3.1, and data derived from numerical simulations of nuclear reactor models, §3.2. Initial tests were performed with explicit functions in one and two dimensions to allow for visualization of the design space. In §3.1, the benefits of using gradient observations in training the surrogate are demonstrated, and effects of various aspects of the GEUK model, such as choice of covariance function and regression order, are examined. With the beneficial aspects of GEUK demonstrated for simple functions, the performance of the model in representing the design space associated with numerical simulations (both in MATLAB and in Fortran, the latter from the package MATWS) is presented in §3.2. In reporting our findings in graphs and tables, we use the format Experiment -Covariance Function -Details. Here Experiment is one of "Explicit", "MATLAB", or "MATWS", Covariance Function is one of the functions defined in §2.4, if only one such function was used to generate the plots. For a given computational experiment and unless otherwise mentioned in the text, a specific covariance function was chosen for reporting the results because we found the quality of predictions with the other covariance functions to be of similar quality. In the latter case, we typically chose a compact kernel covariance function, such as the cubic spline function, since its sparse covariance matrix resulted in smaller computational times.
In our numerical experiments we will track whether our hypotheses described in §2.7 are satisfied. When discussing a conclusion that represents evidence that one of our hypotheses is verified, we will add "(H?)" where "?" is replaced by the number of the hypotheses verified at the end of the sentence, as labeled in §2. 7 . If the evidence points to the hypothesis being false or weak for that case, we will explicitly describe it in the text.
Results for Explicit Functions
To initially analyze the performance of the GEUK model, we represented the design space associated with several explicit functions. The performance of the surrogate was assessed based on the overall level of error present in the approximation as well as the ability of the variance prediction to provide bounds for the surrogate error. The functions used for these tests were the following:
A multidimensional cosine function (3.1)
The multidimensional Runge function (3.2)
These functions were chosen based on their popularity in optimization problems as well as the range of complexity they encompass. For the cosine and Runge functions, the domain for each variable was [−2, 2]. For the Rastrigin function, the interval [−5.12, 5.12] was used for each variable. In order to compare the GEUK model to least squares polynomial regression, the cosine and Runge functions in one dimension were approximated by using each model. The approximations produced by the two models as well as the exact functions are plotted in Figure 3 .1. Both functions were approximated using three sample points using function and derivative values. The regression was second order, and the cubic spline 2 covariance function was used. As the plots demonstrate, the GEUK model (the mean prediction (2.6)) produces an approximation closer to the exact function by eliminating the discrepancy between the regression and the exact function values (H1). For the Kriging model, the surrogate produces the exact function and derivative values at the sample locations. In this manner, Kriging can more effectively assimilate additional sample observations compared with regression without overfitting the data.
To further examine the performance of GEUK model, we approximated the cosine function using different polynomial orders and numbers of training points. For the first test, the regression and Kriging model were based on seven function/gradient evaluations, and the regression order was varied from zeroth to eighth order. The results from this test, shown in Table 3 .1, demonstrate that the approximation given by GEUK contains lower error than the approximations of the regression model (H1). Additionally, the error in the universal Kriging model remains flat for low-order regressions and begins to show exponential convergence for high polynomial order. This behavior helps identify the two error regimes present in regression-based models. Initially, the error in the regression model is dominated by the bias between the actual function values and the regression predictions. Once the regression order is high enough, the error becomes denominated by the truncation error in the polynomial expansion of the function. In the former regime (the regime likely to be of interest in application, since larger polynomial degrees require more information to fit), the GEUK improves function predictions by eliminating the bias found in the regression model. In the latter regime, the GEUK model matches the behavior of the regression model. Although the function predictions are not improved in this range, the universal Kriging model has the advantage of also giving the variance associated with the function prediction. So, in this regime, hypothesis H1 is weak in that the GEUK merely gives similar quality to regression, as opposed to outperforming it, as it did in the first case. The case of polynomial order 0 reported in Table 3 .1 is the case of ordinary Kriging with gradient information. We see that for large polynomial degrees, GEUK far outperforms ordinary Kriging with gradient information (H3). For low polynomial degrees the performance of the two is comparable, so hypothesis H3 is weak here. For numerical simulations, the cost of constructing the surrogate is dominated by the function/gradient evaluations, which are often the result of an expensive simulation. As such, the number of function evaluations is determined by the computational budget, and the highest order possible would be used. In order to further compare the GEUK model to regression under these circumstances, the cosine function was approximated by using different numbers of training points. For both models, the regression order was determined such that the number of observations (function plus derivative values) is twice the size of the basis. In addition to comparing the performance of GEUK with regression, an ordinary Kriging model based on the same number of points was constructed. Table 3 .2 shows the RMS error of each approximation as the number of training points is varied. As these results show, the GEUK consistently produces a more accurate approximation than does the regression model (H1). Additionally, these results show exponential error convergence for both the universal Kriging and simple regression model. This behavior is due to the fact that the oversampling ratio was fixed for these tests, combining the effects of truncation error and bias removal into a single quantity. Additionally for this modeling scenario, the use of higher-order regression in the GEK tends to produce a surrogate that is more accurate than an ordinary GEK model, with the exception of the n=3 result (H3).
To demonstrate the effect of adding derivative evaluations, we approximated the Rastrigin function using both a Kriging and GEK model. Both models were based on 20 training points and used a zeroth-order regression (ordinary Kriging). The cubic spline 2 covariance function was used to ensure the covariance matrix was well conditioned. The mean predictions for these two models are found in Figure 3. 2. As the plots show, the addition of derivative observations greatly enhances the models' ability to capture the function with relatively few sample points. Additionally, the increased accuracy resulting from the addition of derivatives causes a corresponding decrease in the variance of the prediction (H2) .
In order to demonstrate the scaling of the approximation error for models with and without derivative 1.14 × 10 observations, the cosine function in two dimensions was approximated by using the GEK model with varying numbers of training points. The error in the associated approximation was compared with a Kriging model with the same number of training points. For this test a zeroth-order regression (ordinary Kriging) and the cubic spline 2 covariance function were again used. The error as a function of number of sample points is plotted in Figure 3 .3. As the plot demonstrates, the error associated with the GEK model is consistently lower than the error of the Kriging approximation (H2).
Results for Numerical Simulations
We now investigate the performance GEUK in the context of two nuclear engineering models. For both models a large number of samples were obtained by running the corresponding codes directly. Then, surrogate models based on a limited number of outputs were created, and the approximate output produced by the surrogate models was compared with the set of directly sampled (not approximated) outputs.
MATLAB Model
The first is a MATLAB model of a simplified, three-dimensional steady-state reactor core with uniform fuel elements, simple heat transport description (including convection and diffusion), uniform liquid coolant flow, and no control mechanisms [22] . While our research extends to more complex systems, the idea was to work with a model that exhibits behavior typical for real-world nuclear reactors in sufficient measure to study uncertainty propagation for a significant, yet easy-to-manipulate model. The operational parameters of the model were chosen to correspond to a sodium-cooled fast reactor with realistic temperature distribution. The simulation problem is defined by twelve parameters relating to the thermodynamic and heat transfer relations present in the reactor. The main output of interest for this simulation is the peak fuel pin temperature. In addition to this output, the code produces the derivatives of peak fuel pin temperature with respect to the twelve input parameters. The origination and processing of the uncertainty information are described in [22] . For this case, a set of 500 samples from the uncertainty Figure 3 .3: Explicit -cubic spline 2 -Error of approximation vs. number of sample points for Kriging and GEK models for two-dimensional cosine function space was created and propagated through the code for obtaining the reference samples used in the testing and assessment (but not in model training).
MATWS
The second nuclear simulation test case consists of the nuclear reactor simulation code MATWS. The MATWS computer program has been compiled as part of an application library. It combines the pointkinetics module from the SAS4A/SASSYS computer code with a simplified representation of a reactor heatremoval system. A description of the underlying mathematical model is available, but the complete process of obtaining the numerical solution is documented only in the code comments, and sparsely at that. MATWS was used in combination with another simulation tool, GoldSim, to model unprotected loss-of-heat-sink, loss-of-flow and transient-overpower accidents [18] .
MATWS can be used to predict the behavior of several observables of interest, such as coolant, cladding, structure, and fuel temperature. For this work, we have used only the prediction of the maximum fuel temperature. We note that if the maximum is unique, then its value is differentiable with respect to the input parameters. In our case the inputs (corresponding to physically significant sources of uncertainty) are the radial core expansion, control rod driveline expansion, fuel axial expansion, and Doppler reactivity feedback coefficients [1, 18] .
The code is written in Fortran 77, and the gradient information was obtained by adjoint automatic differentiation [8] , using the open-source Fortran automatic differentiation tool OpenAD [27] . In order to carry out the automatic differentiation, several changes to the code were needed to remove nonstandard, deprecated, or unsafe portions of code [1] . Obtaining the adjoint derivative information took about a week to complete by a computer science intern. The result was validated against other AD tools as well as against finite differences [1] . For this case, 1,000 samples from the uncertainty space were obtained and propagated through MATWS and used in testing and assessment (but not in training).
MATLAB Results
GEUK and regression models were constructed by using different numbers of training points and regression orders. Four configurations -which we call data sets due to the different number of sample points -were considered: (1) a maximum third-order regression based on 8 training points, (2) a maximum second-order regression based on 6 points, (3) a second-order regression based on 4 points and (4) a second-order regression In addition to accuracy, the distribution of the validation data about the mean prediction was examined to determine the validity of the variance prediction of the GEUK model. First, the GEUK model was compared with regression for the four data sets outlined previously. These results are found in Table 3 .3. For these data sets, the GEUK model produces a more accurate surrogate (mean prediction (2.6)) both in terms of RMS error and maximum error (H1). Because of the small number of training points used for these models, the square exponential covariance function was used. In order to fully assess the performance of the GEUK model, the model should be compared to regression throughout the domain. Because the data is twelve dimensional, the design space cannot be visualized directly. Hence, in order to give an idea of how the model performs throughout the domain, the pointwise error associated with the regression and the GEUK models is plotted in Figure 3 .4. To add an element of order to the plot, we sort the error associated with the regression in descending order and plot it with the corresponding GEUK error. As the plot demonstrates, the error of the GEUK model is lower than that of the regression model for nearly all the validation points (H1). Plotted along with the pointwise error is a 99% error bound for the Kriging model. This bound corresponds to three standard deviations at each point. As the plot shows, the Kriging error is below this predicted bound for nearly all of the validation points (H4).
In addition to assessing the performance of the GEUK model as a function of training points, the effect of covariance function on the error of the surrogate was examined. For this examination, the first data set (8 points with third-order regression) was used. Table 3 .4 shows the approximation error for a GEUK model using each covariance function. For the small number of training points used for this test, the accuracy of the surrogate is greatly affected by the choice of covariance function, with the smoothest covariance function producing the lowest error approximation (H5). Nevertheless, we point out that the all covariance functions performed similarly, with a ratio of the errors of 2-4 larger compared with the best case of the square exponential.
Besides producing a more accurate surrogate, the ability of the GEUK model to predict the distribution of the validation data through the variance was tested. By predicting the distribution of the validation data, confidence intervals for the GEUK prediction can be specified. The distribution predicted by the GEUK model can be validated in one of two ways. The simplistic validation assumes the validation data is independent. In this case, the statistics relating to the Kriging model can be predicted by simply measuring the fraction of validation data that falls within a specified number of standard deviations from the mean prediction. These statistics should approximately follow a normal distribution, with 99% of the data falling within three standard deviations from the mean. The results for the four MATLAB data sets are given in Table 3 .5. For the first data set, the distribution of the data set roughly follows that of a normal distribution. For the other three data sets, the comparison to the normal distribution is less favorable. Although the validation data is not normally distributed about the mean prediction, the variance still bounds a large portion of the data and can be used to give a rough idea of the uncertainty present in the surrogate (H4).
In contrast to the simplistic approach, the GEUK distribution estimate can be validated by assuming correlation within the validation data. The correlation between the validation data is estimated by using the covariance matrix of the GEUK model. In order to test the distribution prediction, the validation data must be decorrelated; the resulting samples may be tested by using statistics based on multiple independent samples from the same normal distribution. In order to demonstrate this decorrelation property, the details of extracting samples from a Gaussian process must be examined. Samples from a gaussian process with mean function m(x) and covariance matrix Σ can be extracted by using the following formula [21] :
where u is a vector of random variables sampled from the standard normal. If the validation data y, follows the proposed Gaussian process, N (y * , Σ * ), then the following formula should produce a vector of variables distributed by the standard normal:
The degree to which the elements of Z obey a standard normal distribution gives a measure of how well the GEUK model predicts the distribution of the validation data about the mean. For this work, the KolmogorovSmirnov metric is used to compare the empirical distribution of Z to the standard normal distribution. The . For example, for n = 40 this score is about 0.1655, whereas for n = 10 it is about 0.3226. Table 3 .6 shows the results of the KS test for the MATLAB data using 4,6, and 8 training points. Included with the supremum results are the values of the EDF of Z at 1,2 and 3 standard deviations. These values (obtained over the entire test set) should approximately equal those of the normal distribution.
As these results show, when the correlation of the data is considered, the distribution prediction deviates significantly from the normal distribution for all cases, with only the N = 8 prediction giving results remotely resembling a normal distribution. Hence, the two distribution tests give conflicting results. We thus have to say that the hypothesis H4 was not satisfied here and that decorrelation actually hurt instead of helping. Determining the appropriate test for a given situation will likely require further research since both approaches have utility in different sampling regimes.
As was the case with the approximation error, the effect of covariance function on the predicted distribution was examined. Again, the first data set (8 points with third-order regression) was used for this test. Both distribution tests were used to gauge the performance of the GEUK variance prediction. Table 3.7 shows the distribution results based on the assumption of independent validation data. For this case, the choice of covariance function does not appear to greatly affect the distribution prediction with all but the cubic spline 1 function producing results resembling the standard normal (H4,H5). Table 3 .8 contains the results for the decorrelated distribution test. When the validation is decorrelated, the results appear to be more sensitive to the choice of covariance function, with the squared exponential and Matern-3/2 functions performing the best and the cubic spline functions deviating the most from the theoretical results (H5).
The twelve-dimensional MATLAB model is an ideal problem to demonstrate the utility of including derivative observations in the training of the surrogate. As the dimension becomes higher, the reduced cost possible through adjoint methods becomes more pronounced, and the additional training information is acquired for a fixed cost. Figure 3 .5 shows the RMS error of the surrogate approximation as a function of training points for both the GEK model and Kriging model. For this test, the cubic spline 2 covariance function was used along with a zeroth-order regression (ordinary Kriging). As the plot shows, the error in the GEK model decreases signficantly faster than that of the Kriging model (H2). For this plot, however, the cost of acquiring the training data is not considered. For a fairer comparison, the GEK results should be scaled to account for the additional cost associated with calculating function and derivative values. If derivative values are calculated by using an adjoint-based approach, the cost is independent of the dimension of the problem and is directly proportional to the cost of a function evaluation. The constant of proportionality varies depending on the detials of the adjoint implementation. The worst-case estimate for this constant is a factor of 5, with typical values varying between 2 and 3 [8] . Assuming the worst-case scenario of the factor of 5, a function/derivative evaluation is equivalent to six function evaluations. Figure 3 .6 scales the GEK results by this factor. As the plot shows, even with this conservative cost estimate, the error in the GEK model still decreases faster than in the Kriging model (H2). Moreover, the model with derivative information gets to an accuracy level that is never reached by the approach that does not use derivative information. In our experience, however, many of these derivatives take much less to compute, thus making these comparisons even more significantly tilted in favor of the gradient use. The effect of regression order in approximating the MATLAB data was also examined. Figure 3 .7 shows the approximation error of the GEUK model as a function of training points with three different regression orders (zeroth through second order). As the plot shows, increasing the regression order consistently decreased the approximation error in the surrogate model. In particular, GEUK outperforms ordinary kriging (P = 0) (H3). This decrease occurred for every number of training points, suggesting it is beneficial to always uses the highest possible regression order. Because of the nature of the MATLAB model, the design space is relatively smooth and slowly varying, making the MATLAB model more amenable to polynomial regression approaches.
MATWS Results
In order to test the performance of the GEUK model on a more complicated design space, surrogates for MATWS simulation results were created. The MATWS model is four dimensional, and the surrogate was compared against 1,000 validation points. The surrogates for these tests are based on function evaluations and derivative values with respect to three of the four input parameters. For the first tests, the performance Figure 3 .8: MATWS -cubic spline 2 -point-wise error in regression compared with error in Kriging model for third-order regression based on 16 training points from MATWS data of the GEUK model was compared with the regression model for different numbers of training points. For the n=4 and n=6 results, a second-order regression with a truncated basis was used. For the n=8 results, the third-order truncated basis was used. For the rest of the results (n > 8), the full third-order basis was used. The comparison of the GEUK model with regression can be found in Table 3 .9. The GEUK model outperforms the regression for all numbers of training points tested, particularly for large numbers of training points (H1). As the number of training points is increased, the regression system becomes more overdetermined, and the GEUK model is able to assimilate this addition information more effectively. The pointwise error comparison for the N=16 case is plotted in Figure 3 .8. For the MATWS data, we see that the improvement over regression is nearly uniform and three standard deviations substantially overestimate the error (H4). In order to gain perspective on the effect of covariance function on the approximation error for the MATWS data, the performance of the GEUK model using each covariance function was examined for the N=8 and N=50 test cases. These results are given in Tables 3.10 and 3.11. For this data, the effect of covariance function appears to be less dramatic. For the small sample case (N=8), the distribution prediction is not greatly affected by covariance choice, so the assumption H5 is weak in this case. In terms of accuracy, the smoothest covariance functions (SE and Matern-5/2) produce the most accurate approximations while the sparse kernel covariance functions perform the worst. For the large sample case (N=50), the situation is reversed, and the least smooth function (Matern-3/2) performs the best in terms of accuracy (H5). Perhaps even more interesting is the failure of the square exponential kernel, whose RMS counterintuitively increases as the number of samples increases. This shows that the exceeding smoothness assumption carried by the square exponential is detrimental in this case, as was hypothesized in [26] .
As was the case with the MATLAB data, the performance of the GEUK distribution prediction for the MATWS data was examined. This examination was performed assuming both independent and correlated validation data. Table 3 .12 shows the distribution of the validation data about the mean prediction assuming independent validation data. As the table demonstrates, for small numbers of training points, the distribution of the data treated as independent closely follows a normal, with the 3σ bound encompassing essentially all the validation data (H4). As the number of samples is increased, the distribution of the data around the mean begins to deviate from the normal. Using the independent data distribution test, the covariance function was also varied to determine its effect on the distribution prediction. This variation was performed with 8 and 50 training points. The results are given in Tables 3.13 and 3.14. For this test, the results indicate that the Matern-3/2 covariance function gives the best distribution results for both N=8 and N=50 (H5).
In addition to testing the distribution based on independent validation data, the test was repeated using the decorrelated test. This test was performed using the cubic spline 2 covariance function and the Matern-3/2 function in order to examine the effect of covariance function for the distribution results. These two functions were chosen because their conditional distribution calculation could be carried out; the covariance matrix was negative definite to machine precision for the other cases, and particularly so for the square exponential. This is not surprising as the excessive smoothness of the square exponential results in columns in the matrix that are closer to dependency. The results in shown in 3.15 and 3.16 demonstrate two points. For both covariance functions, the KS metric decreases as the number of training points increases, and the quantile values tend toward those of the normal distribution, indicating a stability of the procedure with sample size (H4). For smaller sample sizes, the Matern-3/2 covariance function tends to produce slightly better agreement with the standard normal distribution based on the KS metric and the quantile values (H5). As the number of training points is increased, the effect of covariance function becomes diminished.
In order to give a more visual representation of the decorrelated data distribution test, the resulting empirical distribution functions for Z are plotted along with the normal CDF in Figures 3.9 and 3 .10. These plots correspond to GEUK models utilizing 8 and 50 training points, respectively. As the plots show, for the less accurate surrogate, the empirical distribution function for Z becomes stretched signifying that the variance in the validation data is underestimated (recall that the decorrelation requires the inverse of the covariance matrix).
Using the MATWS data, the GEUK model is compared with universal Kriging (without derivative observations) and gradient-enhanced ordinary Kriging. In order to quantify the advantage of including derivative observations, the scaling of the RMS error as a function of training points was measured for the GEUK model and universal Kriging model. For these tests, the regression order was chosen such that the size of the basis was half the available number of observations, with the regression orders varying between second order with a truncated basis and third order with the full basis. The results of this scaling test are plotted in Figure 3 .11. For this plot, the results are not scaled for computational expense because of the relatively low dimension of the data. As the results show, the addition of derivative observations produces a surrogate with lower approximation error for a fixed number of training points (H2). The GEUK model benefits over the universal Kriging model in two ways. First, the GEUK model is often able to use a higherorder regression for a given number of sample points. Second, the addition of derivative observations gives more training data for the Kriging model and allows both function and derivative values to be matched at the sample points. We nevertheless point out that the precision level of GEUK is never reached by UK for the cases considered (H3). In addition to comparing GEUK to UK, the GEUK model was compared to ordinary GEK in terms of approximation error of the surrogate, pertaining to (H3). The results of this comparison are given in Table  3 .17. For the MATWS design space, the use of a higher-order mean function gives a better approximation in terms of RMS error for N ≥ 8, but only marginally. When the comparison is based on maximum error, the GEUK model fares slightly better, but the results are not as dramatic as the MATLAB model results (H3). This result is most likely due to the nature of the MATWS design space which contains significantly more noise when compared to the MATLAB model.
Summary Findings of the Numerical Experiments
We find that hypotheses H1 and H2 were verified well in our explicit, MATLAB, and MATWS experiments. That is, GEUK peforms better than regression, and the use of derivative information results in less error, even for similar computational costs. For the hypothesis H3, the conclusion is less strong, in that we find that the GEUK model can perform much better than ordinary Kriging (Explicit, MATLAB) but sometimes Figure 3 .11: MATWS -cubic spline 2 -scaling comparison between GEUK and UK performs comparably to it (MATWS). But in any case, the use of a mean function does not hurt and many times, it substantially helps. For the hypothesis H4, the conclusion is not that clearly cut. In general, for low sample size, ignoring correlation between samples results in correct quantile values (based on comparisons to standard normals), whereas for increasing sample size, this approach leads to the wrong values, whereas decorrelating the test values first using the inferred covariance matrix leads to the correct quantile values. In addition, the KS statistic indeed seems to decrease to zero as the sample size is increased, even when we use derivative information. The fact that the KS statistics decrease with increasing sample size and that at least one regime is correct is encouraging. The difficulty is to determine when to switch from one to the other; this topic needs further investigation. In the limit of low sample sizes, which is where we are aiming for here, the first approach to try is to use posterior variance but ignore correlation. For assumption (H5), we find that the Matern-3/2 covariance function always gives results that are at least comparable to the other covariance functions, and most times much better (have either less error in the posterior mean or distribution of the error closer to a normal distribution). This behavior can be justified by the observation that the Matern class of the tends to exhibit the most conservative covariance estimates for a given level of smoothness guaranteed in the data [26] .
Estimating Quantiles under Input and Model Error
In §3 we investigated the system response approximation properties of GEUK but not their performance in uncertainty propagation. To some extent, the probability structure in the parameter x was not relevant. In some ways, we expect the existence of a probabilistic structure on x to simplify our task compared with the approximation investigation in §3, since occasional excursions from the mean now become less significant if they occur sufficiently rarely in the probabilistic sense induced by the distribution of x.
To demonstrate the potential of our method in propagating uncertainty, we investigate how well our approach predicts an important measure of system uncertainty, that is, quantiles of the output quantity J(s(x), x) given a probability density structure on x.
Confidence Intervals for Quantiles
Suppose that we have the random variables X 1 , X 2 , . . . , X N i.i.d ∼ F . Here we denote by F the cumulative distribution of X 1 and by X ∼ F a variable distributed with the cumulative F and by i.i.d variables independent identically distributed. We wish to estimate ζ p the pth quantile of F , that is, ζ p = F −1 (p). We are interested in obtaining a confidence interval for ζ p based on the N sample values. We denote by Y i:N the ith order statistic out of n i.i.d samples, that is,
. In other words, {Y σ(i) } is the increasing ordering of {Y i }.
We then have the following exact relationship:
where U i:n is the ith order statistics of a variable uniformly distributed in [0, 1] (which we denote by U [0, 1]), provided F is continuous [4] . In particular,
The probability above and the parameter α i,N,p depend only on i, N, p and not on F . We note that this approach will provide estimates irrespective of how few samples N are computed. Those estimates are likely to be accurate, however, only when N > 1 p .
Quantile Estimation for Mixed Uncertainty and Model Error
In our setting, we have (Ω u , F u , P u ), the probability space attached to the input uncertainty, and x(ω u ) : Ω u → R nx defines the random variable of the input uncertainty. In addition, we assume we have defined (by means of GEUK) a probabilistic model of the system response defined by means of the probability space (Ω e , F e , P e ). In this context the random variable is J (ω e , ·) : Ω e → C 1 (R nx ). We now have that the system response is a random variable J (ω e , ω u ) = J (ω e , u(ω u )) : Ω e × Ω u → R. With these definitions, our aim is to provide a confidence interval for the stochastic system response, the random variable J (ω e , ω u ). To provide a set of N i.i.d samples, we note that the random variables f (ω e , ·) and u(ω u ) are independent. Therefore, to produce N i.i.d random variables with the same distribution as J (ω e , ω u ), we need only to produce N samples
Algorithms for Estimating ζ p
We take the following steps, assuming N , p, and the confidence level α is given. Typically, the number of samples N is given by computational considerations, whereas p and α are imposed by the design requirements.
In the latter case a good example is the well-known 95/95 estimate in nuclear engineering applications, where p = 0.95, and α = 0.05. One algorithm, based on (4.1), is the following.
1. Determine k such that α k,p,N ≤ α in (4.2). For example, compute k by simulation by successively extracting replications of N i.i.d samples ∼ U [0, 1] until the order statistics are sufficiently converged (e.g. by using a normal test for the mean estimate of the quantile correspondent of the order statistic, which holds from the law of large numbers). Then choose the largest k that is smaller than the pth quantile.
. . , N (that is, N vectors of length u i ). In other words, use i.i.d samples from the input space.
. . , N , and evaluate at u i . In our process model, it is sufficient to draw from the random variable J (ω e , x i ) for increasing i and denote it J i .
4. Order J i increasingly, and extract the kth value, which we denote J k:N . Then [ J k:N , ∞) is an at least 1 − α confidence interval for the p-th percentile ζ p .
We hypothesise that this approach will result in a conservative estimate because of its reliance on an exact relationship (4.1) as well as the fact that the kth value is not the exact quantile for the given p.
Another approach is the following. 
2. For each sample, report the estimate of the pth quantile, conditional on the sample functional J i . That is, consider the randomness only in the input space. This gives the random variableζ p (ω e ).
3. Compute the 1 − α double sided confidence interval from the empirical distribution ofζ p (ω e ).
We call this approach "conditional quantile estimate". Two difficulties arise with this approach. First, since we use empirical density estimates the M value must be large. More importantly, though, we have no theory to explain how this conditional p quantile distribution relates to the overall p quantile. Absent that, the 1 − α confidence interval is a heuristic, albeit a fairly intuitive one. Nevertheless, the approach leverages an important feature of the GEUK approach: the existence of a reasonable (as demonstrated in §3) error model of the deviation between the GEUK prediction and the actual system response.
Example Results
We first investigate the estimator based on (4.1). In order to demonstrate this approach for computing quantiles, the 95th percentile for the MATLAB and MATWS data was estimated to a confidence of 95% using the GEUK model. In addition to the estimate based on the GEUK model, the same quantile was estimated by using the regression model and the training data used to construct the surrogate models. This last scenario represents the only estimate possible if no surrogate of the design space is constructed. We do not expect this to be a good estimator, we simply want to point out the value of building a surrogate by using GEUK. As the results demonstrate, the quantile estimate based on samples extracted from the surrogate are more accurate than estimates based solely on the training data. We also note that, in the case of regression, the approach treats the regression surface as if it is the exact system response, with no quantification of the error between them. If this error is small, the resulting quantity will be a good estimate of the actual quantile value.
As a first test, the 95th percentile of fuel pin temperature based on the MATLAB model was estimated with a 95% confidence level. The results of this estimate for the MATLAB model as well as the actual quantile based on the 500 validation points are given in Table 4 .1. We point out that here and in the rest of this section N denotes the number of training points used to construct the model. Because the quantile estimation algorithm requires the Cholesky factorization of the covariance matrix in the case of the GEUK model, the cubic spline 2 covariance function was used for the sake of robustness. As the table shows, the estimate based on just the training data tends to greatly underestimate the quantile value. Using the GEUK or regression greatly reduces the discrepancy between quantile estimate and the actual value (as computed from a large number of sample values). For the MATLAB data, the regression and GEUK model perform similarly, with the GEUK model producing a slightly more accurate estimate when 6 or 8 training points are used.
In addition to estimating quantiles associated with the MATLAB data, the 95th percentile of the MATWS data was also estimated. Again, this estimate was determined using a 95% confidence level and the cubic spline 2 covariance function was used in the GEUK model. The results for the MATWS data and the actual quantile from the 1000 validation points is found in Table 4 .2. Before examining the results, we note that the range of the data for the MATWS data is relatively small, with all values falling in the interval of [859. 15, 869 .66]. Hence, a difference of only a fraction of a degree in the quantile estimate is significant. As was the case with the MATLAB data, the quantile estimate based exclusively on training data consistently and significantly underestimates the actual quantile value. For large N , the estimate based on the regression surrogate model is closer to the actual estimate but consistently overestimates the actual value. For the critical region of small N , however, GEUK does substantially better in terms of distance to the actual quantile. For the MATWS data, the GEUK model performs the best because it produces a more accurate yet still conservative estimate of the quantile. We note that the GEUK quantile confidence interval (the semi-infinite interval that has as its left end the estimator) always contains the actual value. This situation substantiates our claim that this approach will result in an accurate but conservative confidence interval estimate.
In order to assess the effect of covariance function on the quantile estimate, the 95th percentile for the MATWS and MATLAB data was again estimated. For the MATWS data, the GEUK model was constructed by using each covariance function based on 50 training points. For the MATLAB data, 8 training points were used for the GEUK model. The results of this test are given in Tables 4.3 and 4.4. For both sets of data, the choice of covariance function does not greatly affect the quantile estimate. For the MATWS data, the Matern functions and cubic splines all give essentially the same estimate. For the MATLAB data, the estimates are slightly more varied, with the squared exponential giving the best estimate followed by the Matern function with ν = 3/2. These results suggest a robustness in the quantile estimate algorithm to the choice of covariance function. Since the GEUK model results are treated as a Gaussian process and samples are extracted from it, deficiencies in the mean behavior of the GEUK model may be compensated by conservative variance estimates.
We now discuss the performance of our proposed conditional quantile estimate. We report the results in Figure 4 .1. For N = 8 we see that, for both MATLAB and MATHWS the actual quantile is outside both the 95% and 99% confidence interval, but only slightly. Clearly the distance to the closest interval end is much smaller than the size of the confidence interval, which itself is quite narrow. In turn, this means that the distance between the endpoints of the interval definitely gives the correct order of the error. In the case N = 50, the interval is substantially smaller (unsurprisingly, since we expect GEUK to have a more accurate mean prediction) and it contains the actual quantile. In all cases, the estimators (if we consider the sample median, for example) are far more accurate than in the previous approach. Absent more theoretical analysis, it is difficult to ascertain whether this behavior is simply fortunate, but at least to us its potential for producing good estimates in the case of small size training sets seems clear.
Conclusions
The gradient-enhanced universal kriging (GEUK) approach provides accurate representations of a function space with a limited number of function samples. The approach combines the strengths of both regression and Kriging models: it exhibits fast convergences as the polynomial order is increased and provides unbiased estimates of function behavior as the number of training points is increased. The use of gradient information demonstrably reduces the effort required to produce a certaint assessment for the same error level compared to derivative-free approaches. In addition to function predictions, the variance of the Kriging model provides reasonable confidence bounds for model error. Moreover, we demonstrate that GEUK significantly outperforms regression approaches in terms of the quality of the mean prediction, with the additional advantage of providing a statistical error estimate. As a result, quantiles of the systems response under uncertainty can be accurately and conservatively predicted with very few system model samples. Our findings were demonstrated on uncertainty propagation in several explicit function cases and two nuclear engineering models.
