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Abstract
We present weighted Sobolev spaces H˜ γp,θ (Ω) along with a trace theorem and an interpolation theorem for the spaces. Then we
solve nonzero boundary value problems for elliptic equations in H˜ γp,θ (Ω).
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1. Introduction
The main purpose of this paper is to deal with elliptic differential equations with nonzero boundary conditions in
the framework of weighted Sobolev spaces Hγp,θ and H
γ
p,θ (Ω) introduced in [9] and [6], respectively. Recall that (see,
for example, [9]), if γ is a nonnegative integer, then
H
γ
p,θ = Hγp,θ
(
R
d+
)= {u: x|α|1 Dαu ∈ Lp,θ (Rd+) ∀α: 0 |α| γ },
where Rd+ = {x = (x1, x′): x1 > 0, x′ ∈ Rd−1} and Lp,θ (Rd+) is the Lp space with measure xθ−d1 dx.
As is shown in [9,15], the class of infinitely differentiable functions with compact support in Ω is dense in
H
γ
p,θ (Ω). This indicates that the restriction of every function in H
γ
p,θ (Ω) to the boundary, if the restriction makes
sense, is zero. Thus elliptic and parabolic equations investigated in [6,9] are those with zero boundary conditions.
However, it has not been considered to have differential equations with nonzero boundary conditions in the above
weighted Sobolev spaces. To deal with this case, we need to identify a class of functions (defined on the boundary)
appropriate as boundary conditions of nonzero boundary value problems. In other words, we need to identify func-
tion spaces (defined on the domain) which contain not only elements in Hγp,θ (Ω) (more precisely, Hγp,θ−p(Ω), Ω is
bounded, see Remark 2.20) but also elements having nonzero boundary values, so that traces of functions from the
function spaces on the domain belong to the proper class of functions on the boundary.
In this paper we first introduce weighted Sobolev spaces H˜ γp,θ (Ω) as appropriate function spaces (on the domain)
for nonzero boundary value problems, and then prove that the Slobodeckij space Wsp(∂Ω), 0 < s < 1, is the function
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1466 D. Kim / J. Math. Anal. Appl. 337 (2008) 1465–1479space (on the boundary) containing traces of functions from H˜ γp,θ (Ω) when γ  1 and d −1 < θ < d −1+p. That is,
a trace theorem is established for weighted Sobolev spaces H˜ γp,θ (Ω). Note that Wsp(∂Ω) is also called the Besov space
Bsp,p(∂Ω). One noteworthy fact is that s in Wsp(∂Ω) does not depend on γ . An interpolation theorem for H˜
γ
p,θ (Ω) is
also proved.
Once the trace theorem is obtained, we establish the unique solvability of second order elliptic equations with
nonzero boundary data in the weighted Sobolev spaces H˜ γp,θ (Ω). In particular, we prove a nonzero boundary value
version of Theorem 2.11 in [6], which solves second order elliptic equations (with zero boundary conditions, as noted
earlier) in Hγp,θ (Ω). The proof is done using the trace theorem and the known results for the zero boundary value
case.
As noted in [6], the main reason to come up with weighted Sobolev spaces Hγp,θ (Ω) was to build the Lp-theory of
stochastic partial differential equations (SPDEs) in a (bounded) domain. Indeed, the regular Sobolev spaces (Sobolev
spaces without weights) turned out to be trivially inappropriate if SPDEs are considered in a half space or a bounded
domain. Partial differential equations (PDEs) in Hγp,θ (Ω) can also be dealt with as in [6] or in this paper. As is
usual when weights are introduced, the derivatives of solutions to PDEs in Hγp,θ (Ω) or H˜
γ
p,θ (Ω) are allowed to
blow up near the boundary. In addition, the domains for the equations considered here or in [6] have less regular
boundaries than those for PDEs without weights (specifically, elliptic or parabolic equations of nondivergence type in
the regular Sobolev spaces). Moreover, the coefficients aij (x) of second-order terms of the equations are allowed to
highly oscillate as x approaches the boundary, and the coefficients of lower order terms can be unbounded near the
boundary (see assumptions in Section 3).
A general unified definition of weighted Sobolev spaces Hγp,θ is given in [9], where some properties of these
spaces are derived. Further properties of those spaces can be found in [8]. For general domains the definitions of
weighted Sobolev spaces Hγp,θ (Ω) are given in [6,14,15]. Weighted Sobolev spaces and applications to SPDEs have
been investigated in [5,7,10,11,14,16]. PDEs in weighted Sobolev spaces are investigated in [6,15].
Different (more general) types of weighted spaces and trace theorems can be found, for example, in [1,3,12,13,
17,20] and references therein, where one can find degenerate elliptic or parabolic equations as well as equations in a
domain with nonsmooth boundary (e.g., polyhedral domains) in weighted spaces.
This article is organized as follows. In Section 2 we introduce spaces H˜ γp,θ (Ω) and prove the trace theorem as
well as interpolation theorem. In Section 3 we first prove an improved version of Theorem 2.11 in [6] using some
embedding theorems for weighted Sobolev spaces, and then solve elliptic equations with nonzero boundary conditions
in H˜ γp,θ (Ω).
A few words about notation: Rd is a d-dimensional Euclidean space, D′(Ω) is the space of all distributions on Ω ,
and C∞0 (Ω) is the space of all infinitely differentiable functions on Ω with compact support in Ω . Set ρ(x) =
ρΩ(x) = dist(x, ∂Ω).
2. Weighted Sobolev spaces—traces and interpolation
Let Ω be a domain (open connected) in Rd . In this section, we assume that Ω is either Rd+ = {(x1, x′) ∈ Rd : x1 > 0,
x′ ∈ Rd−1} or a bounded Lipschitz domain. As usual, the boundary of a Lipschitz domain can be thought of as locally
being the graph of a Lipschitz continuous function. Throughout the section by ∂Ω ∈ C0,1 we mean that the domain is
a bounded Lipschitz domain.
We first recall the definition of Hγp,θ (Ω), which was introduced in [15]. For n ∈ Z and a fixed integer k0 > 0, define
subsets Ωn of Ω by
Ωn =
{
x ∈ Ω: e−n−k0 < ρ(x) < e−n+k0},
where ρ(x) = ρΩ(x) = dist(x, ∂Ω). Let {ζn, n ∈ Z} be a collection of nonnegative functions with the following
properties:
ζn ∈ C∞0 (Ωn),
∣∣Dmζn(x)∣∣N(m)emn, ∑
n∈Z
ζn(x) = 1.
If Ωn is an empty set, then the corresponding ζn is identically zero.
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H
γ
p,θ (Ω) :=
{
u ∈D′(Ω): ‖u‖p
H
γ
p,θ (Ω)
:=
∑
n∈Z
enθ
∥∥ζ−n(en·)u(en·)∥∥Hγp < ∞
}
,
where ‖ · ‖Hγp is the norm of Bessel potential space H
γ
p (R
d)(= Hγp ).
Remark 2.2. As in [6], we can find ζn as follows. Let ξ ∈ C∞0 (R+) be a function satisfying
∞∑
n=−∞
ξ(en+t ) > 0 ∀t ∈ R.
Then, for x ∈ Ω and n ∈ Z = {0,±1, . . .}, define
ζn(x) =
( ∞∑
k=−∞
ξ
(
ekψ(x)
))−1
ξ
(
enψ(x)
)
,
where ψ is a regularized distance introduced in [19]. In particular, ψ satisfies
(1) N1ρ(x)ψ(x)N2ρ(x), x ∈ Ω .
(2) ψ(x) is C∞ in Ω and∣∣Dαψ(x)∣∣N(α)ρ(x)1−|α|,
where N1, N2, and N(α) are appropriate constants.
If Ω is a bounded C1 domain (see the beginning of Section 3 for the definition of C1 domain), then this definition is
equivalent to that given in [6].
We have the following properties of weighted Sobolev spaces Hγp,θ (Ω). For details, see [15].
Proposition 2.3. Let θ , γ ∈ R, and 1 < p < ∞.
(1) C∞0 (Ω) is dense in H
γ
p,θ (Ω).
(2) If γ1 > γ2, then Hγ1p,θ (Ω) ⊂ Hγ2p,θ (Ω).
(3) If ψ is a C∞(Ω) function so that N1ρ(x)ψ(x)N2ρ(x), then ψHγp,θ (Ω) = Hγp,θ−p(Ω).
(4) If γ is a nonnegative integer m, then
H
γ
p,θ (Ω) =
{
u: ρ(x)|α|Dαu ∈ Lp,θ (Ω), 0 |α|m
}
,
where Lp,θ (Ω) is the space of functions summable to the power p with respect to the measure ρ(x)θ−d dx.
(5) u ∈ Hγp,θ (Ω) iff u ∈ Hγ−1p,θ (Ω) and ux ∈ Hγ−1p,θ+p(Ω). In addition, the norm ‖u‖Hγp,θ (Ω) is equivalent to‖u‖
H
γ−1
p,θ (Ω)
+ ‖ux‖Hγ−1p,θ+p(Ω).
(6) Let Ω be a bounded domain. Then for θ1 < θ2, we have
H
γ
p,θ1
(Ω) ⊂ Hγp,θ2(Ω) and ‖u‖Hγp,θ2 (Ω) N‖u‖Hγp,θ1 (Ω),
where N is independent of u ∈ Hγp,θ1(Ω).
As indicated in the introduction as well as in the above proposition, C∞0 (Ω) is dense in H
γ
p,θ (Ω). This implies
that u|∂Ω = 0 for u ∈ Hγp,θ (Ω) if the restriction makes sense. In this regards, see also Remark 2.20. Thus in order
to discuss nonzero boundary value problems for elliptic equations in the frame work of weighted Sobolev spaces, we
need the following weighted Sobolev spaces.
1468 D. Kim / J. Math. Anal. Appl. 337 (2008) 1465–1479Definition 2.4. For γ, θ ∈ R and 1 < p < ∞,
H˜
γ
p,θ (Ω) =
{
u ∈D′(Ω): u,ux ∈ Hγ−1p,θ (Ω)
}
,
where
‖u‖H˜ γp,θ (Ω) = ‖u‖Hγ−1p,θ (Ω) + ‖ux‖Hγ−1p,θ (Ω).
Remark 2.5. It can be easily checked that H˜ γp,θ (Ω) is a Banach space. Also note that H˜
γ1
p,θ (Ω) ⊂ H˜ γ2p,θ (Ω) if γ1 > γ2.
As is shown in Theorem 2.8 below, the restriction of functions in H˜ γp,θ (Ω) to the boundary is well-defined if γ  1
and d − 1 < θ < d − 1 + p. By definition, in case γ = 1,
H˜ 1p,θ (Ω) =
{
u ∈D′(Ω):
∫
Ω
|u|pρ(x)θ−d dx +
∫
Ω
|ux |pρ(x)θ−d dx < ∞
}
,
which coincides with, for example, the space W 1p(Ω;ρθ−d(x)) discussed in Theorem 3.6.1 of [20] (the same space
is denoted by W1p(Ω, θ − d) in this paper). Note that functions in W 1p(Ω;ρθ−d(x)) have well-defined nontrivial
boundary values when −1 < θ − d < p − 1. Therefore, the space H˜ γp,θ (Ω) defined above provides a reasonable
extension of Hγp,θ (Ω) for nonzero boundary value problems. See Remarks 2.15 and 2.20 for the relation between
H
γ
p,θ (Ω) and H˜
γ
p,θ (Ω).
The first main result of this paper is the trace theorem for the weighted Sobolev spaces H˜ γp,θ (Ω). To state this
theorem, we recall the definition of Wsp(∂Ω), 0 < s < 1. If Ω = Rd+, then Wsp(∂Ω) = Wsp(Rd−1), which is the
Slobodeckij space defined by
Wsp(R
d−1) = {f : f ∈ Lp(Rd−1), ‖f ‖Wsp(Rd−1) = ‖f ‖Lp(Rd−1) + [f ]p,s < ∞},
where
[f ]p,s =
( ∫
Rd−1
∫
Rd−1
|f (x′)− f (y′)|p
|x′ − y′|d−1+sp dx
′ dy′
)1/p
.
For a bounded Lipschitz domain, we use a partition of unity to define Wsp(∂Ω). As noted earlier, the boundary of a
Lipschitz domain is locally the graph of a Lipschitz continuous function. Thus we can find a finite number of balls Bj ,
j = 1, . . . ,M , in Rd and Lipschitz continuous functions hj defined on Rd−1 such that
M⋃
j=1
Bj ⊃ ∂Ω and Ω ∩Bj = Uj ∩ Bj ,
where, after relabeling and re-orienting the coordinate axes if necessary, Uj = {(x1, x′): x1 > hj (x′)}. There also
exist one-to-one functions Ψj from Uj onto Rd+ satisfying Ψ−1j (0, y′) = ∂Uj for y′ ∈ Rd−1. Then we find infinitely
differentiable functions ϕj (x) defined on Rd such that suppϕj ⊂ Bj and ∑Mj=1 ϕj (x) = 1 on ∂Ω .
Definition 2.6. Let ∂Ω ∈ C0,1, 1 < p < ∞, and 0 < s < 1. Define
Wsp(∂Ω) =
{
f : f ∈ Lp(∂Ω), (ϕjf )
(
Ψ−1j (0, y
′)
) ∈ Wsp(Rd−1), j = 1, . . . ,M},
‖f ‖Wsp(∂Ω) =
M∑
j=1
∥∥(ϕjf )(Ψ−1j (0, y′))∥∥Wsp(Rd−1).
Remark 2.7. The norm defined above for Wsp(∂Ω) is independent of the choice of the balls Bj as well as of the choice
of the functions Ψj and ϕj . For details regarding this, see Lemma 3.6.1 in [20].
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for weighted Sobolev spaces H˜ γp,θ (Ω). Note that, as usual, we call T the trace operator if T extends to a bounded
linear operator as in the theorem below.
Theorem 2.8. Let Ω = Rd+ or ∂Ω ∈ C0,1. Assume that γ  1 and d − 1 < θ < d − 1 + p. Then T extends to a
bounded linear operator from H˜ γp,θ (Ω) onto Wsp(∂Ω), s = p−θ+d−1p , satisfying
‖T u‖Wsp(∂Ω) N‖u‖H˜ γp,θ (Ω),
where N is independent of u ∈ H˜ γp,θ (Ω). Moreover, for g ∈ Wsp(∂Ω), there exists a function u ∈ H˜ γp,θ (Ω) such that
‖u‖H˜ γp,θ (Ω) N‖g‖Wsp(∂Ω), T u = g.
The next result shows that H˜ γp,θ (Ω) can be characterized as complex interpolation spaces. See [20] for details
about interpolation spaces including definitions and notations.
Theorem 2.9. Let ∂Ω ∈ C0,1. Assume that d − 1 < θ < d − 1 + p. Then
H˜
γ
p,θ (Ω) =
[
H˜
γ0
p,θ (Ω), H˜
γ1
p,θ (Ω)
]
κ
, (1)
where κ ∈ (0,1), γ = (1 − κ)γ0 + κγ1, and γi  1, i = 0,1. That is, H˜ γp,θ (Ω) is a complex interpolation space
between H˜ γ0p,θ (Ω) and H˜
γ1
p,θ (Ω).
Before we prove Theorems 2.8 and 2.9, we present a series of observations needed in the proofs of the two theorems
as well as in the next section. First we introduce another weighted Sobolev spaces Wkp(Ω, r), some results for which
are used in this section.
Definition 2.10. For k = 0,1,2, . . . , r ∈ R, and 1 < p < ∞, one sets
Wkp(Ω, r) =
{
u: u ∈D′(Ω),
∑
|α|k
(∫
Ω
|Dαu|pρ(x)r dx
)1/p
< ∞
}
.
Remark 2.11. Note that Lp,θ (Ω) =W0p(Ω, θ − d).
We have the following relations between H˜ kp,θ (Ω) and Wkp(Ω, r). Throughout the rest of this paper, by C¯∞(Rd+)
we mean the set of all complex-valued infinitely differentiable functions defined in Rd+, whose derivatives (inclusively
the function itself) can be extended continuously to Rd+. Additionally, the functions vanish for large values of |x|.
Lemma 2.12. Assume that k is a positive integer and θ − d > −1. If ∂Ω ∈ C0,1 (i.e., a bounded Lipschitz domain),
then
H˜ kp,θ (Ω) =Wkp
(
Ω,(k − 1)p + θ − d).
In case Ω = Rd+, we have
W1p
(
R
d+, θ − d
)= H˜ 1p,θ (Rd+),
Wkp
(
R
d+, (k − 1)p + θ − d
)⊂ H˜ kp,θ (Rd+) k  2.
Proof. Let Ω ∈ C0,1. Since Ω is bounded, we see that∫
|Dαw|pρ(x)(k−1)p+θ−d dx N
∫
|Dαw|pρ(x)|α|p+θ−d dxΩ Ω
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the other hand, since θ − d > −1, by the embedding theorem for Wkp(Ω, (k − 1)p + θ − d) (see [12])∫
Ω
|Dαw|pρ(x)|α|p+θ−d dx N
∫
Ω
|Dk−1w|pρ(x)(k−1)p+θ−d dx (2)
for u ∈Wkp(Ω, (k−1)p+ θ −d) and 0 |α| k−1, where w is either u or ux . This implies thatWkp(Ω, (k − 1)p+
θ − d) ⊂ H˜ kp,θ (Ω).
Let Ω = Rd+. By definition we see thatW1p(Rd+, θ −d) = H˜ 1p,θ (Rd+). If k  2, we have (2) using Hardy’s inequality
and the fact that C¯∞(Rd+) is dense in Wkp(Rd+, (k − 1)p + θ − d) (see [20]). The lemma is proved. 
We have the following trace theorem forWkp(Ω, (k − 1)p + θ − d), where, as mentioned earlier, T u = u|Ω if u is
continuous function up to the boundary.
Theorem 2.13. Let Ω = Rd+ or ∂Ω ∈ C0,1. Assume that k is a positive integer and d − 1 < θ < d − 1 + p. Then T
extends to a bounded linear operator from Wkp(Ω, (k − 1)p + θ − d) onto Wsp(∂Ω), s = p−θ+d−1p , satisfying
‖T u‖Wsp(∂Ω) N‖u‖Wkp(Ω,(k−1)p+θ−d).
Moreover, for any g ∈ Wsp(∂Ω), there exists a function u ∈Wkp(Ω, (k − 1)p + θ − d) such that
‖u‖Wkp(Ω,(k−1)p+θ−d) N‖g‖Wsp(∂Ω), T u = g.
Proof. This follows from Theorem 2.9.2/2 in [20] if Ω = Rd+. Note that C¯∞(Rd+) is dense in Wkp(Ω, (k − 1)p +
θ − d), k = 1,2, . . . . ThusWkp(Ω, (k − 1)p+ θ − d) is the same as W˜ kp,|x1|(k−1)p+θ−d (R
d+) in [20] (Definition 2.9.2/2).
For a bounded Lipschitz domain, the theorem follows from results in [4]. 
Let u ∈ H˜ γp,θ (Ω). Since H˜ γp (Ω) ⊂ H˜ 1p(Ω) =W1p(Ω, θ − d), by Theorem 2.13 we can define T u, where T is the
trace operator
T :W1p(Ω, θ − d) → Wsp(∂Ω), s = (p − θ + d − 1)/p. (3)
The lemma below characterizes functions u ∈ H˜ γp,θ (Ω) satisfying T u = 0.
Lemma 2.14. Let Ω = Rd+ or ∂Ω ∈ C0,1. Assume that γ  1 and d −1 < θ < d −1+p. If u ∈ H˜ γp,θ (Ω) and T u = 0,
where T is the trace operator in (3), then u ∈ Hγp,θ−p(Ω) and
‖u‖Hγp,θ−p(Ω) N‖u‖H˜ γp,θ (Ω). (4)
Proof. We first claim that it is enough to prove that
u ∈ H 1p,θ−p(Ω) and ‖u‖H 1p,θ−p(Ω) N‖u‖H˜ γp,θ (Ω). (5)
Indeed, assume that we have proved (5). That is, we have u ∈ H 1p,θ−p(Ω) and ux ∈ Hγ−1p,θ (Ω), where the latter is due
to the fact that u ∈ H˜ γp,θ (Ω). Then it follows from Proposition 2.3 that u ∈ Hγ1p,θ−p(Ω) and
‖u‖
H
γ1
p,θ−p(Ω)
N
(‖u‖H 1p,θ−p(Ω) + ‖ux‖Hγ−1p,θ (Ω))N‖u‖H˜ γp,θ (Ω),
where γ1 = min{γ − 1,1} + 1. If γ − 1  1, then we are done because γ1 = γ . If γ − 1 > 1, then we have u ∈
H 2p,θ−p(Ω) and ux ∈ Hγ−1p,θ (Ω). Using Proposition 2.3 again, we have u ∈ Hγ2p,θ−p(Ω), where γ2 = min{γ −1,2}+1.
We can continue this argument until we have u ∈ Hγ (Ω) and the estimate (4).p,θ−p
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then u can be approximated by functions in C∞0 (R
d+). Using this fact and Hardy’s inequality (note that θ −d < p−1),
we prove that∫
R
d+
|u|pxθ−p−d1 dx1 dx′ N(d,p, θ)
∫
R
d+
|ux |pxθ−d1 dx1 dx′.
This proves (5).
If ∂Ω ∈ C0,1, we can apply the above result by using a partition of unity and diffeomorphisms described in [4]. 
Remark 2.15. On the other hand, if Ω is bounded, it holds true that Hγp,θ−p(Ω) ⊂ H˜ γp,θ (Ω) for all θ, γ ∈ R. Indeed,
if u ∈ Hγp,θ−p(Ω), then from Proposition 2.3 u ∈ Hγp,θ−d(Ω) ⊂ Hγ−1p,θ (Ω) as well as ux ∈ Hγ−1p,θ (Ω). Therefore,
u ∈ H˜ γp,θ (Ω).
Now we discuss the denseness of C∞(Ω) (C¯∞(Rd+) in case Ω = Rd+) in H˜ γp,θ (Ω). This fact is used in well-
defining the trace operator for H˜ γp,θ (Ω) (also used in the proof of Theorem 2.9). Recall that T u is defined as a limit
of T un ≡ un|∂Ω , where u ∈ H˜ γp,θ (Ω), un → u in H˜ γp,θ (Ω), un ∈ C(Ω), and the limit is in the norm of an appropriate
function space on the boundary.
We first give another version of definition of Hγp,θ (Ω) when Ω = Rd+. This definition was introduced in [9] and, as
noted in [15], is equivalent to that of Hγp,θ (Ω) in Section 2 when Ω = Rd+. Below we denote Hγp,r (Rd+) and H˜ γp,r (Rd+)
by Hγp,r and H˜ γp,r , respectively.
Definition 2.16. Take and fix a nonnegative function ζ ∈ C∞0 (R+) such that
∞∑
n=−∞
ζp(ex−n) 1 for any x ∈ R.
For γ, θ ∈ R, and 1 < p < ∞, let Lp,θ = H 0p,θ and Hγp,θ be the set of all distributions u on Rd+ such that
‖u‖p
H
γ
p,θ
=
∞∑
n=−∞
enθ
∥∥u(en·)ζ∥∥p
H
γ
p
< ∞,
where, as we recall, ‖ · ‖Hγp is the norm of Bessel potential space H
γ
p (R
d) (=Hγp ).
Using this definition we make an observation which is needed in proving the denseness of C¯∞(Rd+) in H˜
γ
p,θ (R
d+).
Lemma 2.17. For any u ∈ H˜ γp,θ , there is a sequence {uk} in H˜ γp,θ such that uk ≡ 0 for large values of x1 and‖u − uk‖H˜ γp,θ → 0 as k → ∞.
Proof. Take an infinitely differentiable function η in R such that η(x1) = 1 if x1  2 and η(x1) = 0 if x1  1.
For k  1, let ηk(x) := η(k−1 logx1). Then by the same reasoning as in the proof of Theorem 1.19 in [9], for any
u ∈ Hγ−1p,θ ,∥∥(1 − ηk)u − u∥∥Hγ−1p,θ → 0 as k → ∞. (6)
For u ∈ H˜ γp,θ , let uk = (1 − ηk)u, then uk ≡ 0 for x1  e2k . By the definition of H˜ γp,θ , we need to show that, for each
i = 1, . . . , d ,
‖uk − u‖Hγ−1 → 0 and
∥∥(uk − u)xi∥∥Hγ−1 → 0 as k → ∞.p,θ p,θ
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From (6), it is clear that we need only show that
‖ηkxi u‖Hγp,θ+p → 0 as k → ∞. (7)
Since ζ ∈ C∞0 (R+) and ηkxi (x1) = 0 if x1 < ek , there is an integer K independent of k  1 such that
‖ηkxi u‖pHγ−1p,θ =
∞∑
n=−∞
enθ
∥∥ηkxi (en·)u(en·)ζ∥∥pHγ−1p =
∞∑
n=K
enθ
∥∥ηkxi (en·)u(en·)ζ∥∥pHγ−1p
for all k  1. Notice that every derivative of ηkxi (en·) is bounded on the support of ζ uniformly with respect to k  1
and nK , thus by the same reasoning as in the proof of Theorem 1.19 in [9], we prove (7). The lemma is proved. 
Proposition 2.18. Assume that γ  1 and d − 1 < θ < d − 1 +p. Then C¯∞(Rd+) is dense in H˜ γp,θ . If ∂Ω ∈ C0,1, then
C∞(Ω) is dense in H˜ γp,θ (Ω).
Proof. Let k  γ < k + 1, where k is a positive integer. From Theorem 2.13, we can define trace and extension
operator T and S such that
T :W1p(Ω, θ − d) → Wsp(∂Ω), S :Wsp(∂Ω) →Wk+1p (Ω,kp + θ − d),
where s = (p − θ + d − 1)/p. Note that H˜ γp (Ω) ⊂W1p(Ω, θ − d). Thus for u ∈ H˜ γp (Ω), we have T u ∈ Wsp(∂Ω)
and ST u ∈Wk+1p (Ω,kp + θ − d). Observe that T (ST u) = T u, i.e., T (u− ST u) = 0. Then by Lemma 2.14 we have
u− ST u ∈ Hγp,θ−p(Ω). Since u = (u− ST u)+ ST u, we have proved that u = u1 + u2, where u1 ∈ Hγp,θ−p(Ω) and
u2 ∈Wk+1p (Ω,kp + θ − d).
We know from Proposition 2.3 that C∞0 (Ω) is dense in H
γ
p,θ−p(Ω). In addition, the space C∞(Ω) (C¯∞(Rd+)
in case Ω = Rd+) is dense in Wk+1p (Ω,kp + θ − d) (see [20] and [12]). Therefore, we can finish the proof of the
theorem using the facts that Wk+1p (Ω,kp + θ − d) ⊂ H˜ γp,θ (Ω) and, if Ω is bounded, Hγp,θ−p(Ω) ⊂ H˜ γp,θ (Ω) (see
Remark 2.15). If Ω = Rd+, we do not have Hγp,θ−p ⊂ H˜ γp,θ . However, we can make use of Lemma 2.17 and the fact
that
‖u‖H˜ γp,θ N‖u‖Hγp,θ−p (8)
for u ∈ Hγp,θ−p such that u = 0 for x1 M , where M is some positive constant. Clearly, N in (8) depends on M . 
Remark 2.19. For example, let Ω be a bounded smooth domain. Then C∞0 (Ω) is dense in W1p(Ω, θ − d) if either
θ  d − 1 or θ  d − 1 + p (see Remark 3.2.2/2 in [20]). This explains the presence of the condition d − 1 < θ <
d − 1 + p in the above theorem as well as the trace theorem for H˜ γp,θ (Ω) (Theorem 2.8).
We are ready to prove Theorem 2.8.
Proof of Theorem 2.8. For u ∈ H˜ γp,θ (Ω), we have
‖T u‖Wsp(∂Ω) N‖u‖W1p(Ω,θ−d) = N‖u‖H˜ 1p,θ (Ω) N‖u‖H˜ γp,θ (Ω).
Let k be an integer such that k  γ < k + 1. Define S to be the operator in the proof of Proposition 2.18. Then for
g ∈ Wsp(∂Ω),
‖Sg‖H˜ γp,θ (Ω)  ‖Sg‖H˜ k+1p,θ (Ω) N‖Sg‖Wk+1p (Ω,kp+θ−d) N‖g‖Wsp(∂Ω).
Clearly, T Sg = g. The theorem is proved. 
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depend on γ . Also note that by Lemma 2.14 and Remark 2.15 we can claim that
H
γ
p,θ−p(Ω) =
{
u ∈ H˜ γp,θ (Ω): T u = 0
}
,
where ∂Ω ∈ C0,1, γ  1, and d−1 < θ < d−1+p. In fact, by Remark 2.15, Hγp,θ−p(Ω) ⊂ H˜ γp,θ (Ω) if Ω is bounded.
Thus from the fact that C∞0 (Ω) is dense in H
γ
p,θ−p(Ω) (Proposition 2.3), we have T u = 0 for every u ∈ Hγp,θ−p(Ω).
On the other hand, by Lemma 2.14 if u ∈ H˜ γp,θ (Ω) and T u = 0, then u ∈ Hγp,θ−p(Ω). Thus the claim holds true.
Finally, we prove the interpolation result for H˜ γp,θ (Ω) (recall that Ω is bounded).
Proof of Theorem 2.9. To prove (1), we first prove that[
H˜
γ0
p,θ (Ω), H˜
γ1
p,θ (Ω)
]
κ
⊂ H˜ γp,θ (Ω). (9)
Consider a bounded linear operator L such that
L : H˜ γip,θ (Ω) → Hγi−1p,θ (Ω)× Hγi−1p,θ (Ω), i = 0,1, L(u) = (u,ux).
Then by interpolation L is also a bounded operator from [H˜ γ0p,θ (Ω), H˜ γ1p,θ (Ω)]κ into the space[
H
γ0−1
p,θ (Ω)× Hγ0−1p,θ (Ω),Hγ1−1p,θ (Ω)× Hγ1−1p,θ (Ω)
]
κ
,
which is, by Theorem 1.18.1 in [20] and Proposition 2.4 in [15], the same as Hγ−1p,θ (Ω)× Hγ−1p,θ (Ω). Hence we have
‖u‖H˜ γp,θ (Ω) =
∥∥L(u)∥∥
H
γ−1
p,θ ×Hγ−1p,θ N‖u‖[H˜ γ0p,θ (Ω),H˜ γ1p,θ (Ω)]κ .
This proves (9).
Now we prove
H˜
γ
p,θ (Ω) ⊂
[
H˜
γ0
p,θ (Ω), H˜
γ1
p,θ (Ω)
]
κ
. (10)
First take an integer k such that k  γi , i = 0,1. Then consider
H
γi
p,θ−d(Ω) ×Wkp
(
Ω,(k − 1)p + θ − d), i = 0,1.
Also consider the trace and extension operator—T and S—such that
T :W1p(Ω, θ − d) → Wsp(∂Ω), S :Wsp(∂Ω) →Wkp
(
Ω,(k − 1)p + θ − d),
where s = (p − θ + d − 1)/p. Using these operators, we define a linear map E ,
E : H˜ γip,θ (Ω) → Hγip,θ−p(Ω) ×Wkp
(
Ω,(k − 1)p + θ − d), E(u) = (u − ST u,ST u),
where i = 0,1. By Lemma 2.14 this is well defined. Also define a linear map R
R :Hγip,θ−p(Ω)×Wkp
(
Ω,(k − 1)p + θ − d)→ H˜ γip,θ (Ω), R((u, v))= u + v,
where i = 0,1. Since Hγip,θ−p(Ω) ⊂ H˜ γip,θ (Ω) by Remark 2.15, this operator is well defined as well. We see that
RE(u) = u.
Now we check that E and R are bounded. First observe that
‖Eu‖
H
γi
p,θ−p(Ω)×Wkp(Ω,(k−1)p+θ−d) = ‖u − ST u‖Hγip,θ−p(Ω) + ‖ST u‖Wkp(Ω,(k−1)p+θ−d)
N
(‖u − ST u‖
H˜
γi
p,θ (Ω)
+ ‖u‖W1p(Ω,θ−d)
)
N‖u‖
H˜
γi
p,θ (Ω)
,
where we used Lemma 2.14. Also observe that∥∥R(u, v)∥∥
H˜
γi (Ω)
= ‖u+ v‖
H˜
γi (Ω)
N
(‖u‖
H
γi (Ω)
+ ‖v‖Wk (Ω,(k−1)p+θ−d)
)
.p,θ p,θ p,θ−p p
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‖u‖[H˜ γ0p,θ (Ω),H˜ γ1p,θ (Ω)]κ ∼= ‖Eu‖Hγp,θ−p(Ω)×Wkp(Ω,(k−1)p+θ−d)
= ‖u− ST u‖Hγp,θ−p(Ω) + ‖ST u‖Wkp(Ω,(k−1)p+θ−d)
N‖u− ST u‖H˜ γp,θ (Ω) + ‖ST u‖Wkp(Ω,(k−1)p+θ−d)
N‖u‖H˜ γp,θ (Ω).
This and the fact that C∞(Ω) is dense in H˜ γp,θ (Ω) prove (10). The theorem is proved. 
3. Elliptic equations with nonzero boundary conditions in weighted Sobolev spaces
In this section, we consider the differential equation
aij (x)uxixj (x)+ bi(x)uxi (x)+ c(x)u(x) = f (x), x ∈ Ω, (11)
in weighted Sobolev spaces H˜ γp,θ (Ω). Throughout the section we assume that Ω is a bounded C1 domain, i.e., the
boundary of Ω is locally the graph of a C1 function. For more details about this boundary condition, see Assump-
tion 2.1 in [6].
To state assumptions for the differential equation (11) we use the following notations. Set ρ(x, y) = ρΩ(x, y) =
ρ(x) ∧ ρ(y), where, as we recall, ρ(x) = ρΩ(x) = dist(x, ∂Ω). For σ ∈ R, α ∈ (0,1), and k = 0,1,2, . . . , we set
[f ](σ )k = [f ](σ )k,Ω = sup
x∈Ω|β|=k
ρk+σ (x)
∣∣Dβf (x)∣∣,
[f ](σ )k+α = [f ](σ )k+α,Ω = sup
x,y∈Ω
|β|=k
ρk+α+σ (x, y) |D
βf (x) −Dβf (y)|
|x − y|α ,
|f |(σ )k = |f |(σ )k,Ω =
k∑
j=0
[f ](σ )j,Ω, |f |(σ )k+α = |f |(σ )k+α,Ω = |f |(σ )k,Ω + [f ](σ )k+α,Ω.
We also fix a function δ0(τ ) 0 defined on [0,∞) such that δ0(τ ) > 0 unless τ ∈ {0,1,2, . . .}. For τ  0 define
τ+ = τ + δ0(τ ).
Finally, let δ, K , and γ be some constants such that δ, K ∈ (0,∞), and γ ∈ R.
Assumption 3.1.
(i) The real-valued functions a, b, c are Borel measurable, aij = aji .
(ii) For any x ∈ Ω and ϑ = (ϑ1, . . . , ϑd) ∈ Rd ,
δ|ϑ |2  aij (x)ϑiϑj K|ϑ |2.
(iii) ∣∣a(·)∣∣(0)|γ |+ + ∣∣b(·)∣∣(1)|γ |+ + ∣∣c(·)∣∣(2)|γ |+ K.
Assumption 3.2.
(i) a(x) is continuous in Ω .
(ii) There is a control on the behavior of a, b, and c near ∂Ω , namely,
lim
ρ(x)→0
x∈Ω
sup
y∈Ω
|x−y|ρ(x,y)
∣∣a(x) − a(y)∣∣= 0,
lim
ρ(x)→0
x∈Ω
[
ρ(x)
∣∣b(x)∣∣+ ρ2(x)∣∣c(x)∣∣]= 0. (12)
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Remark 2.5 in [6] for an example satisfying (12).
We also assume that
d − 1 < θ < d − 1 + p. (13)
Under these assumptions, the following theorem is proved in [6].
Theorem 3.4. (See [6, Theorem 2.11].) Let Assumptions 3.1, 3.2, and (13) be satisfied. Then there exists a constant
λ0 > 0 such that, for any constant λ > λ0 and f ∈ Hγp,θ+p(Ω), there is a unique u ∈ Hγ+2p,θ−p(Ω) satisfying
aijuxixj + biuxi + cu − λu = f in Ω.
Moreover,
‖u‖
H
γ+2
p,θ−p(Ω)
N‖f ‖Hγp,θ+p(Ω),
where the constant N is independent of λ and f .
This theorem says that the differential equation (11) has a unique solution in Hγp,θ (Ω) under the restriction that−c is sufficiently big. We remove this restriction and prove that it is enough to have the condition c(x) 0 in order to
have the unique solvability of Eq. (11) in Hγp,θ (Ω). Specifically we have the following theorem the proof of which is
presented at the end of this section after proving some lemmas needed.
Theorem 3.5. Let Assumptions 3.1, 3.2, and (13) be satisfied. If c 0, then for any f ∈ Hγp,θ+p(Ω), there is a unique
u ∈ Hγ+2p,θ−p(Ω) such that
aijuxixj + biuxi + cu = f in Ω.
Moreover,
‖u‖
H
γ+2
p,θ−p(Ω)
N‖f ‖Hγp,θ+p(Ω),
where the constant N is independent of f .
Remark 3.6. This is an elliptic equation with zero boundary conditions. See Remark 2.20.
We now turn our attention to the following nonzero boundary value problem:{
aij (x)uxixj (x)+ bi(x)uxi (x)+ c(x)u(x) = f (x) in Ω,
u(x) = g(x) on ∂Ω. (14)
Using the Theorem 3.5 and the trace theorem in Section 2, we solve Eq. (14) under the same assumptions as in
Theorem 3.5 except that γ −1 and, instead of (iii) in Assumption 3.1, we have∣∣a(·)∣∣(0)|γ |+ + ∣∣b(·)∣∣(1)|γ |+ + ∣∣c(·)∣∣(1)|γ |+ K. (15)
Note that this assumption is stronger than the corresponding one in Assumption 3.1.
Theorem 3.7. Let γ  −1, d − 1 < θ < d − 1 + p, and s = (p − θ + d − 1)/p. Recall the assumptions on the
coefficients described above. If c 0, then for any f ∈ Hγp,θ+p(Ω) and g ∈ Wsp(∂Ω) there is a unique u ∈ H˜ γ+2p,θ (Ω)
satisfying (14). Furthermore,
‖u‖
H˜
γ+2
p,θ (Ω)
N
(‖f ‖Hγp,θ+p(Ω) + ‖g‖Wsp(∂Ω)). (16)
The proof of this theorem needs the following observation.
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aij vxx ∈ Hγp,θ+p(Ω), bivx ∈ Hγp,θ+p(Ω), cv ∈ Hγp,θ+p(Ω).
Proof. First notice that vxx ∈ Hγp,θ+p(Ω) and
‖aij vxx‖Hγp,θ+p(Ω) N |a
ij |(0)|γ |+‖vxx‖Hγp,θ+p(Ω).
This inequality follows from Lemma 3.6 in [6]. In fact, this lemma proves the case Ω = Rd+, but we can follow the
same reasoning as in the proof of the lemma.
Let ψ(x) be infinitely differentiable function in Ω which is comparable to ρΩ(x). For example, we can use ψ
constructed in Lemma 2.6 in [6]. Then by Lemma 2.8 in the same reference, we have
|ψbi |(0)|γ |+ N |bi |(1)|γ |+ and |ψc|(0)|γ |+ N |c|(1)|γ |+.
Then since v ∈ Hγp,θ (Ω) and vx ∈ Hγp,θ (Ω), by the same reasoning as in the case for aij we have
‖ψbivx‖Hγp,θ (Ω) N |ψb
i |(0)|γ |+‖vx‖Hγp,θ (Ω),
‖ψcv‖Hγp,θ (Ω) N |ψc|
(0)
|γ |+‖v‖Hγp,θ (Ω).
Now it only remains to notice that by Proposition 2.3
‖bivx‖Hγp,θ+p(Ω) N‖ψb
ivx‖Hγp,θ (Ω),
‖cv‖Hγp,θ+p(Ω) N‖ψcv‖Hγp,θ (Ω).
The lemma is proved. 
Proof of Theorem 3.7. Take an extension v ∈ H˜ γ+2p,θ (Ω) of g. Then by Lemma 3.8 we have
aij vxixj , b
ivxi , cv ∈ Hγp,θ+p(Ω).
Now we can apply Theorem 3.5 to find a solution w ∈ Hγ+2p,θ−p(Ω) of the equation
aijwxixj + biwxi + cw = f − aij vxixj − bivxi − cv.
Let u = w+v. We see that u ∈ H˜ γ+2p,θ (Ω) and u satisfies aijuxixj +biuxi + cu = f . In addition, T u = g since T v = g
and Tw = 0 (see Remark 2.20). Hence u is a solution to Eq. (14).
To prove uniqueness we use Lemma 2.14 and Theorem 3.5. The estimate (16) follows easily from Remark 2.15
and Theorems 3.5, 2.8. The theorem is proved. 
We devote the rest of this section to proving Theorem 3.5. One may say that the theorem is proved following the
well-known argument for elliptic equations in Sobolev spaces (for example, see [2]), but we have to check that the
argument still works for weighted Sobolev spaces. To do this, we need some preparations which include embedding
results for Hγp,θ (Ω). Embedding theorems for H
γ
p,θ (R
d+) are proved in [9].
The following embedding theorem can be proved directly from Sobolev’s embedding theorems and the definition
of Hγp,θ (Ω). The proof is identical to that of Theorem 3.2 in [9].
Theorem 3.9. Assume γp < d and let μ < γ and q (> p) be such that γ − d/p = μ − d/q . Denote θ1 = θq/p
(so that θ1/q = θ/p). Then for any u ∈ Hγp,θ (Ω) we have
u ∈ Hμq,θ1(Ω), ‖u‖Hμq,θ1 (Ω) N‖u‖Hγp,θ (Ω),
where N is independent of u.
We also need a compact embedding result.
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Proof. If u ∈ H 1p,θ−p(Ω), then∫
Ω
|u|pρ(x)θ−d dx +
∫
Ω
|ux |pρ(x)θ−d dx N‖u‖p
H 1p,θ−p(Ω)
.
Also note that θ − d < p − 1 and θ + p > −1. Then by Theorem 8.4 in [18] H 1p,θ−p(Ω) is compactly embedded in
Lp,θ+p(Ω). Now the theorem follows immediately from Proposition 2.4 in [15] and Theorem 1.16.4/1 in [20]. 
We state a simple observation which is needed to use the weak maximum principle of A.D. Aleksandrov in the
proof of Theorem 3.5.
Lemma 3.11. Assume that p > d and θ − d  0. For u ∈ H 2p,θ−p(Ω), we have u ∈ C(Ω) and u|∂Ω ≡ 0.
Proof. Note that∫
Ω
|u|p dx +
∫
Ω
|ux |p dx N‖u‖p
H 2p,θ−p(Ω)
.
Thus u ∈ W 1p(Ω). Moreover, u is Hölder continuous due to 0 < 1 − d/p < 1. Therefore, u ∈ C(Ω).
The fact u|∂Ω ≡ 0 follows directly from the denseness of C∞0 (Ω) in H 2p,θ−p(Ω). The lemma is proved. 
Now we are ready to prove Theorem 3.5. Let
Lu = aijuxixj + biuxi + cu.
We first prove the uniqueness of solution to Lu = 0. The key idea of the proof is using the Aleksandrov inequality
(specifically, Theorem 9.1 in [2]).
Lemma 3.12. Under the same assumptions as in Theorem 3.5, let u ∈ Hγ+2p,θ−p(Ω) satisfy Lu = 0. Then u ≡ 0.
Proof. Step 1. We claim that if u ∈ Hγ+2p,θ−p(Ω) and Lu = 0, then u ∈ H 2p,θ−p(Ω). This is clear if γ  0. If −1 < γ <
0, then u ∈ Lp,θ+p(Ω) because 1 < γ + 2 < 2. Now we choose λ > λ0, where λ0 is in Theorem 3.4. Since |λ| > 0,
by Theorem 3.4 there is a unique solution w ∈ H 2p,θ−p(Ω) to Lw − λw = −λu. Note that w − u ∈ Hγ+2p,θ−p(Ω)
and Lu = 0. Thus w − u is the unique solution, which is zero, to L(w − u) − λ(w − u) = 0. This implies that
u ∈ H 2p,θ−p(Ω).
Let us assume that γ −1. Then since |γ | |γ + 2| and u ∈ Hγ+2p,θ+p(Ω), by Theorem 3.4 again there is a unique
solution w ∈ Hγ+4p,θ−p(Ω) to Lw − λw = −λu. Since w − u ∈ Hγ+2p,θ−p(Ω) and L(w − u) − λ(w − u) = 0, we have
u ∈ Hγ+4p,θ−p(Ω). We repeat this manipulation until u ∈ Hγ
′
p,θ−p(Ω) where γ ′ > −1. The claim is proved.
Step 2. We prove that if 1 < p  d , then a solution u ∈ H 2p,θ−p(Ω) to Lu = 0 is in fact in H 2p′,θ ′−p′(Ω) for some
p′, θ ′ such that p′ > d and d < θ ′ < d − 1 + p′. Since H 2p,θ−p(Ω) ⊂ H 2p,ϑ−p(Ω) for θ  ϑ , we can assume, instead
of (13), that
d < θ < d − 1 + p.
First assume that 1 < p < d . Set q0 = p, θ0 = θ , and define recursively
qi+1 = dqi
d − qi and θi+1 =
d
d − qi (θi − qi), i = 0,1, . . . ,K, (17)
where K is the first integer such that qK+1  d . In fact, we can find such K because
qi+1 − qi = q
2
i  p
2
.d − qi d − p
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d < θi < d − 1 + qi
for i = 0,1, . . . ,K + 1. Also notice that
H 2qi+1,θi+1−qi+1(Ω) ↪→ H 2qi ,θi−qi (Ω) (18)
for i = 0,1, . . . ,K . Indeed, by the boundedness of Ω , qi < qi+1, and (17), we have∫
Ω
|Dαw|qiψ |α|qi+θi−qi−d dx =
∫
Ω
∣∣Dαwψ |α|+ θi−qi−dqi ∣∣qi dx
N
∫
Ω
∣∣Dαwψ |α|+ θi−qi−dqi ∣∣qi+1 dx = N ∫
Ω
|Dαw|qi+1ψ |α|qi+1+θi+1−qi+1−d dx,
where |α| = 0,1,2. Thus (18) holds true.
Let u ∈ H 2p,θ−p(Ω), 1 < p < d , satisfy Lu = 0. Observe that
u ∈ H 1p,θ−p(Ω) ↪→ Lq1,θ1(Ω) ↪→ Lq1,θ1+q1(Ω).
This is justified using Theorem 3.9, (17), and the boundedness of Ω . Since u ∈ Lq1,θ1+q1(Ω) and d < θ1 < d −1+q1,
by Theorem 3.4, there is a unique solution w ∈ H 2q1,θ1−q1(Ω) to Lw−λw = −λu, where λ > λ0. In addition, by (18),
we have w ∈ H 2p,θ−p(Ω) as well. Hence by Theorem 3.4 again, u − w is the unique solution, which is zero, to
L(u − w) − λ(u − w) = 0. This implies that u ∈ H 2q1,θ1−q1(Ω). By repeating this argument K + 1 times, we have
u ∈ H 2qK+1,θK+1−qK+1(Ω), where qK+1  d .
Now assume that p = d , that is, u ∈ H 2d,θ−d(Ω) and Lu = 0 (note that d < θ < d − 1 + d). Then it follows by
Theorem 8.6 in [18] that u ∈ Lq,θ (Ω), where q = d+ε, 0 < ε < θ − d . Notice that u ∈ Lq,θ+q(Ω), d < θ < d−1+q ,
and
H 2q,θ−q(Ω) ↪→ H 2d,θ−d(Ω).
Hence by repeating the above argument, we have that u ∈ H 2q,θ−q(Ω), where q > d . Therefore, we have proved that
if u ∈ H 2p,θ−p(Ω) and Lu = 0, then u ∈ H 2p′,θ ′−p′(Ω), where p′ > d and d < θ ′ < d − 1 + p′.
Step 3. It only remains to prove the lemma when γ = 2, p > d , and d < θ < d − 1 + p. Assume that we have
u ∈ H 2p,θ−p(Ω), p > d , such that Lu = 0. Then u ∈ Lp,d+p(Ω) and H 2p,d−p(Ω) ⊂ H 2p,θ−p(Ω). Since d − 1 < d <
d − 1 + p, by using Lu − λu = −λu again, we have u ∈ H 2p,d−p(Ω). From this and Lemma 3.11 it follows that
u ∈ W 2loc,d (Ω) ∩ C(Ω) and u|∂Ω ≡ 0. This and conditions on aij , bi, c allow us to apply the Aleksandrov inequality
to conclude u ≡ 0. This finishes the proof. 
Proof of Theorem 3.5. We can just say the theorem follows from the uniqueness proved above and properties of
compact operators. However, for completeness, we present here a proof.
Choose a constant λ > λ0, where λ0 is from Theorem 3.4. Then
λ −L :Hγ+2p,θ−p(Ω) → Hγp,θ+p(Ω)
is a one-to-one onto mapping with a bounded inverse. Denote by R the inverse of λ− L. Then by Lemma 3.10, the
mapping
R :H
γ
p,θ+p(Ω) → Hγ+2p,θ−p(Ω) ⊂ Hγp,θ+p(Ω)
is a compact operator. We show that λ−1 is not in the spectrum of R. Set μ = λ−1 and assume that μ is in the
spectrum of R. Then there exists a w ∈ Hγp,θ+p(Ω) such that w = 0 and Rw = μw. Since Rw ∈ Hγ+2p,θ−p(Ω), we have
w ∈ Hγ+2p,θ−p(Ω). Notice that
w = (λ −L)Rw = μ(λ−L)w = w − μLw.
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the spectrum of R. This means that the mapping
μ−R :Hγp,θ+p(Ω) → Hγp,θ+p(Ω)
is bounded and has a bounded inverse.
For a given f ∈ Hγp,θ+p(Ω), we can find u ∈ Hγp,θ+p(Ω) such that
(μ− R)u = −μRf. (19)
That is, u = λRu −Rf , so u ∈ Hγ+2p,θ−p(Ω) and
(λ− L)u = λu − f.
Therefore, we have Lu = f . Observe that from (19) and the boundedness of (μ −R)−1 we have
‖u‖Hγp,θ+p(Ω) N‖μRf ‖Hγp,θ+p(Ω).
This and the fact that R is bounded justify
‖u‖
H
γ+2
p,θ−p(Ω)
= ‖λRu− Rf ‖
H
γ+2
p,θ−p(Ω)
N
(‖u‖Hγp,θ+p(Ω) + ‖f ‖Hγp,θ+p(Ω))
N
(‖μRf ‖Hγp,θ+p(Ω) + ‖f ‖Hγp,θ+p(Ω))N‖f ‖Hγp,θ+p(Ω).
The theorem is proved. 
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