Poisson wavelets are a powerful tool in analysis of spherical signals. In order to have a deeper characterization of them, we compute their uncertainty product, a quantity introduced for the first time by Narcowich and Ward in [13] and used to measure the trade-off between the space and frequency localization of a function. Surprisingly, the uncertainty product of Poisson wavelets tends to the minimal value in some limiting cases. This shows that in the case of spherical functions, not only Gauss kernel has this property.
Introduction
The uncertainty principle is a very important result in quantum mechanics. It can be also studied independently of physical interpretations, as a property of square integrable functions. In 1990s an uncertainty principle has been proven for functions over the sphere [13, 14] . The so-called uncertainty product can be understood as a measure for sharpness of a function, simultaneously in space and frequency. In the case of analyzing functions such as wavelets it yields an information of the resolution of the transform that can be obtained. For this reason, we compute the uncertainty product of spherical wavelets most frequently used in practise, namely Poisson wavelets. Poisson wavelets, introduced in [6] , have proven to be very useful for their numerous practical properties [1, 7] . There exist explicit expressions of Poisson wavelets in terms of spherical variables [12] whereas most other wavelet families are given as series of (hyper)spherical harmonics [3, 5] , the wavelets are well localized in space, and there exist discrete frames of them [12, 10] . Moreover, they have Euclidean limit property, i.e., for small scales they behave like wavelets over the Euclidean plane R n [8, 11] .
The paper is organized as follows. In Section 2 we introduce Poisson wavelets as well as notions and concerned with the spherical uncertainty principle. Section 3 is devoted to the computation of the uncertainty product of Poisson wavelet and discussion of the result. Some elementary but tedious computations are postponed to Appendix.
Preliminaries
Denote by ζ point (r, 0, . . . , 0), r = e −ρ , ρ ∈ (0, ∞), inside the unit sphere S n = {x ∈ R n+1 : |x| = 1}, and let x ∈ S n . Poisson kernel is given by
is the Lebesgue measure of the sphere,
and r cos ϑ = ζ · x,
i.e., ϑ is the first spherical variable of x. Poisson wavelet of order m, m ∈ N, at a scale ρ is given recursively by
see [11, Definition 3.1] . Lemma 3.2 in [11] states that the Gegenbauer expansion of Poisson wavelets, i.e., the representation of a rotation-invariant function in terms of Gegenbauer polynomials C λ l , is given by
According to [14] , for a twice differentiable spherical function f with S n x |f (x)| 2 dx = 0, its variances in space and momentum domain are given by
and
, where ∆ * is Laplace-Beltrami operator on S n , and the quantity
The variance in momentum domain behaves like
then, the variances in space and momentum domain of f m ρ can be written as
(Since Gegenbauer coefficients of f m ρ are real, the denominator in (4) is obtained from the one in (2) in the following way:
.)
It can be proven by induction with respect to n = 2λ + 1 that
For further calculation we need the principal part of Laurent series expansion of S 0 . In order to find it, consider the function
It has a simple pole in ρ = 0, and its residue equals
Further,
Consequently, Laurent series expansion of
(5) Moreover, Laurent series of S 0 is convergent for 0 < ρ < ∞ and the relation
holds. In order to compute var S (f m ρ ) with accuracy of two powers of ρ, we need to develop the numerator and denominator in (4) with accuracy of four powers of ρ. Thus, since the derivative of the n-th term in (5) vanishes, the cases n = 4, n = 3, and n = 2 will be treated separately. Suppose, n ≥ 5. We obtain by induction with respect to m
Therefore, the variance in space domain var S (f m ρ ) behaves in limit ρ → 0 like
where
(the above formula is derived in Appendix) and
for m ≥ 1 (in the cases m = 1 and m = 2 the rest term vanishes; similarly, some of the series S j are multiplied by 0). Substituting (6) for the series S j , we obtain
(see Appendix for the derivation). In order to compute Taylor series of var S (f m ρ ), we multiply both numerator and denominator of the fraction in (7) by (2ρ) n+2m . Taking into account that
we obtain
Taylor series expansion of
Consequently, according to (7),
If n = 4, then
Thus, for ρ → 0,
Therefore,
In the case n = 3,
Consequently, for ρ → 0,
Hence,
Finally, if n = 2, then
for ρ → 0.
Hence, for ρ → 0,
Note that this formula matches with (10) with n = 2 substituted. On the other hand,
if n = 2, i.e., formula (11) can be used also in this case. Similarly, the first two elements in the series representing A match with those given for n ≥ 5 in formula (8) . Thus, However, in analogy to the problem studied in [2] , consider the limit value of the uncertainty product for ρ → 0,
, n ≥ 5, n = 2,
It is interesting to observe how it behaves. It can be easily verified that it is increasing in m for n = 2, 3, 4. In the case n ≥ 5 consider the function
, defined for m ∈ R. Its derivative 
and it is obtained for m = n−1 2
. If n → ∞, the value of the expression (12) behaves like n 2 , i.e. it tends to the minimum value according to (1) . It is wellknown that the minimum uncertainty product is a property of Gauss functions, see [4, 2] for the case of functions over S 2 . Thus, it is an interesting and surprising statement that another family of functions has a similar feature.
