Abstract-In the IEEE Investment ranking challenge 2018, participants were asked to build a model which would identify the best performing stocks based on their returns over a forward six months window. Anonymized financial predictors and semiannual returns were provided for a group of anonymized stocks from 1996 to 2017, which were divided into 42 non-overlapping six months period. The second half of 2017 was used as an out-of-sample test of the model's performance. Metrics used were Spearman's Rank Correlation Coefficient and Normalized Discounted Cumulative Gain (NDCG) of the top 20% of a model's predicted rankings. The top six participants were invited to describe their approach. The solutions used were varied and were based on selecting a subset of data to train, combination of deep and shallow neural networks, different boosting algorithms, different models with different sets of features, linear support vector machine, combination of convoltional neural network (CNN) and Long short term memory (LSTM).
I. INTRODUCTION
Investment decisions are increasingly data-driven, leveraging changing patterns in environmental and stock-level predictors to gain a performance edge. Predicting stock returns is notoriously difficult on account of a low signal-to-noise ratio in the relationships between predictors and target; for the purposes of guiding investment strategy, it is often sufficient to predict stock rankings rather than absolute returns. The potential gains to the analyst of even slight improvements in the ability to pick out well-performing stocks are large. In this competition, participants were tasked with ranking semiannual returns for a group of anonymized stocks between 1996 and 2017 on the basis of a set of anonymized financial predictors. Labelled data (predictors and company returns) were provided for all periods except for the final one, for which only predictors were provided. Participants were required to use a sliding-window procedure to generate distinct models at each time period using only the information available prior to that period. Final evaluation was performed using two metrics: Spearman's Rank Correlation Coefficient and Normalized Discounted Cumulative Gain (NDCG) of the top 20% of a model's predicted rankings. The quality of predicted rankings over the period 1996 to 2016 and that for the final period were given equal weighting in participants' final scores.
II. BRIEF LITERATURE REVIEW
Various machine learning techniques have been used to anticipate economic and environmental changes which are crucial for successful stock market predictions, fundamental to the formation of investment strategies by using financial data in the form of time series. [24] used volume weighted support vector machines [13] along with F-score based feature selection to forecast short term trends in stock market. [23] proposed a three stage neural network based non-linear weighted ensemble where the first stage was used to generate three base neural network models followed by particle swarm optimization [19] and the final stage learning used SVM neural network.
A hybrid two stage fusion approach including support vector regression (SVR) [10] in first stage combined with artificial neural networks, random forest [11] and SVR in second was developed by [21] for efficient prediction of future values of stock market index. [9] bench-marked ensemble methods like Adaboost [16] , Random Forest [11] and Kernel Factory [8] against single classifiers like logistic regression, support vector machines, K-Nearest neighbours, Neural Networks and showed Random Forest is the best algorithm for stock price direction prediction.
Owing to the success of deep learning for various tasks it has also been explored in this domain. For instance [22] proposed a hybrid model which used predictions from autoregressive moving average model, exponential smoothing model and recurrent neural network. They also used genetic algorithms to find weights for the hybrid model. [15] used Long Short Term Memory Networks [17] to predict out of the sample directional movements for the constituent stocks of the S&P 500 which outperformed random forests , logistic regression classifier. [20] proposed an ensemble of deep neural networks, gradient boosted trees and random forests for producing out of the sample returns of the stocks in S&P 500.
Finally, it is interesting to note the results of a similar competition that ran on the Kaggle TM platform in 2017 [2], where participants were similarly required to predict the rankings of financial instruments on the basis of anonymised predictors. Simple linear models featured heavily in top competitors' solutions. The final winning solution achieved a low R value of 0.038, emphasizing the difficulty of the ranking task.
III. TRAINING SUBSET SELECTION Mehmet Koseoglu
Contrary to the popular approaches in supervised learning where all samples in the training set are used for training, the proposed algorithm uses only a subset of the training data to train the model. In this approach, we try to find the periods which improves prediction accuracy for the target period and include only those periods into the training set. By searching through the periods in the training set and using the performance of the test data, the algorithm finds the optimum periods to include in the dataset.
A. Method
The proposed training subset selection algorithm iteratively searches through the periods to be included in the training set. The algorithm initially starts with the complete training dataset. The supervised learning algorithm is trained using the whole training dataset and a prediction accuracy is obtained. Then, the algorithm removes the first period from the training dataset and re-trains the supervised learning algorithm. If the removal of the first period improves prediction accuracy, that period is kept removed from the training set. The algorithm then moves to the second period, removes it from the training data and evaluates the prediction accuracy. Similarly, the second period is kept removed from the dataset if removal improves accuracy. The algorithm goes through all periods in a similar fashion. After the first pass over all training periods, the algorithm restarts the procedure again. This process is repeated until the training set converges.
Along with the training subset selection algorithm, we have used the Bayesian linear regression as the supervised learning algorithm. By having a Gaussian prior on the parameters, the model prevents overfitting to the training data. More details about the training subset selection and the supervised learning algorithm can be found in a separate paper [].
B. Experiments and results
Our experiments indicate that the training subset selection improves the prediction accuracy significantly. We have observed that when the whole training data is used, the Spearmans correlation is around 0 whereas when our training subset selection algorithm is used, we obtain a Spearmans coefficient of 0.26.
C. Discussion
Our results suggest that it is possible to improve prediction accuracy significantly by selectively constructing the training dataset. The main reason behind is that the training data includes periods from different market conditions some of which may not reflect the market conditions of the target period. The training subset selection algorithm implicitly selects the periods which have similar characteristics wih the target period into the training set.
IV. DEEP AND SHALLOW METHODS FOR ASSET RANKING

PREDICTION
Lance Rane A combination of ridge regression models and deep neural networks were used to predict rankings of anonymized financial asset returns over 42 non-overlapping periods, using a sliding-window technique. Performance across periods was highly variable but consistently outperformed random stock rankings, with feature selection found to be a particularly significant determinant of performance.
A. Method
Minimal pre-processing and feature engineering were performed. Missing values were replaced by zeroes, and new features were created by taking the mean of all features across the six months of a given period for which observations were available, increasing the number of available features to 493.
For all periods bar the final one, labelled data were available to provide validation feedback for model selection procedures. For these periods, separate models were trained for each period using all the data available up to that period known henceforth as the training set using a sliding window procedure. Features in the training set were ordered by correlation with the target value and feature selection proceeded by stepwise selection using 60% of the labelled training data of the current period to provide feedback. A ridge regression model was used to evaluate the utility of specific features and hyperparameters were tuned using the remaining 40% of the current period data to provide feedback. In other words, candidate models were tested using out-of-sample data, so as to provide an unbiased estimate of final testing performance.
For the final period, no validation data were available, so to improve the chances of good performance on this relatively small dataset, feature selection was performed by generic validation across all preceding periods. That is, features were selected by simple rules that resulted in good performance across all preceding periods and so were deemed likely to provide reasonable out of sample performance on future test data. This strategy required, once again, the building of models at each period so as to allow for the validation of model selection procedures.
For training targets of prior period models, normalized return was taken and transformed as follows:
• Values were multiplied by a numerical integer index representing the chronological period (ranging between 1 and 42) raised to some power, p.
• Target values were ranked by magnitude across the entirety of the training dataset.
• The value, p, was chosen for its cross-validated performance and set at 2. Predictions at prior periods were made using ridge regression models, the hyperparameters of which were chosen for their performance across the validation data. Models used an alpha coefficient of regularization of 850 and excluded intercept parameters.
For the final period, model selection was performed using the average score across all periods of the validation data and models were not heavily optimized to given periods, to lower the risk of overfitting. Deep feedforward neural networks implemented in Tensorflow were found to perform best. The final model comprised 3 hidden layers of 2000, 1000 and 400 neurons each. ReLU non-linearities were applied throughout except at the final output layer, where a tanh function was used to compress the output to the range (-1,1). Regularisation involved the application of both dropout, after every layer, and weight decay, the parameters of which were tuned for performance across the whole of the validation data. Performance was found to vary with random seed and initialization conditions. Ultimately, the best performing seed found during shallow search using the validation data was employed in the final model.
B. Experiments and results
For models trained with the benefit of validation feedback, the average calculated spearman coefficient was 0.268. For the model selection procedure applied for the final period, average performance across all previous periods was 0.065. There was significant variation across periods with both methods.
C. Discussion
The results suggest a role for complex non-linear methods in the asset ranking problem, where simple models have traditionally been relied upon. The large discrepancy in performance for prior and final period models can be attributed to the more generic methods used for model selection in the final period, in order to reduce the risk of overfitting.
Transformation by multiplication with a chronological index representing the order of periods was found to be beneficial to cross-validated performance for ridge regression models. By transforming in this way, training data from periods more recent to the test period are scaled more prominently, and thus the range of values from these periods is greater. Values in the tails of these more recent distributions are thus attributed more extreme positions upon subsequent ranking, and thus provide a greater training signal. Intuitively, given the gradual timevarying nature of some market conditions and other indicators relevant to stock value, it would seem that more recent periods might provide more relevant information; this transformation is thought to reflect this.
V. BOOSTED STOCK PREDICTION Shanka Subhra Mondal
Portfolio managers need to identify the stocks with extreme positive or negative returns based on the distribution of stock returns. Having the right data at the right time and extracting relevant features from it and then using an appropriate model to fit these features plays a crucial role in successfully anticipating economic and environmental changes that may impact investment performance. My approach broadly consisted of creating new features and using different boosting algorithms to predict stock returns for different time periods based on their validation scores with different sets of features.
A. Method
First small amount of feature engineering was done. Each unique variable was broken up into six non-overlapping observations in each time period. For example X1 had six monthly observations in each period represented as X1 1, X1 2, ..., X1 6. To make it easier to model, average of the values within each time period were found out. Also a new feature was created which is the percentile of each variable average. The year and the quarter of the period were also used as feature into our model. Imputation of all missing values were done with zeros. Total 142 features were created (70 average, 70 average percentile, year and quarter). Expanding window procedure was adopted for training the model up to time t to predict on all observations at time t + 1. Different models were used for different time periods with different set of features. Four types of regressor models were used namely xgboost [12] , lightgbm [18] ,random forest [11] and catboost [14] . Lightgbm model (l) used the features average, year, quarter. Lighgbm model (l1) used the features average percentile,year,quarter. Xgboost model(x) used the features similar to lightgbm model(l). Xgboost model (x1) used the features similar to lightgbm model (l1). Random forest used the features average and average percentile only whereas catboost model used all the features. All the parameters used for these models can be found in the code uploaded to gitlab.crowdai.org. The catboost and random forest models were trained only from period 1996 2 to 2002 1,wheras others used the expanding window technique. Model along with selected features which gave the highest spearman correlation on training data for next time period was used to predict the test data for that time period.
B. Experiments and results
The Spearman's correlation obtained in the validation set for the time periods along with the model used are shown on Table II . The prediction of the lightgbm model for 2017 first quarter stock returns is shown in Fig. 1 .
C. Discussion
The results show that predictive modelling with appropriate feature set can be effective in solving the problem addressed in the paper. However the main challenge was to select the model and also what features should be used for prediction of stock rank returns for 2017 time period where there was no validation data to test the model for that period. Hence picked up lightgbm model (l) and its associated features like average,year,quarter because of its faster training speed, low memory usage, higher efficiency. As a part of the future work a proper selection of subset of the training period along with 
VI. KIRILL PART Kirill Romanov
The main goal of the competition was to develop a model that will help identify the best-performing stocks in each timeperiod using the provided data sets of financial predictors and semi-annual returns. My strategy was the creation of different models that fit well to specific period and therefore provide the best results.
A. Method
My final solution consists of four sets of linear models (four scenarios) that were built using the classical data science pipeline (see Fig. 2 ).
The main difference between the scenarios -is the feature engineering step. I generated and tested four group of features:
Modeling stage was quite common for all scenarios and consisted of the following steps: 1) Take all features from scenario 1 2) Train models with different combination of features for each prediction period and check the results on validation dataset. Then, select the model with the best Spearman score on validation dataset 3) Train these models with different regularization parameters (alpha) and select the models with the best score on validation dataset for each prediction period 4) Repeat step 2-3 for all scenarios 5) Find the best model from all scenarios for each prediction period based on best score in validation dataset. For the period 2017 1 the best model for period 2016 2 was used Fig. 3 shows the described algorithm:
B. Experiments and results
After training the models with the method describe above, I analyzed the best models and got some interesting findings: the best for prediction. Perhaps it is the result of current validation technique: 40% of data was missing inside of each prediction period (Fig. 6 ).
C. Discussion
During the competition was developed a rigorous pipeline for selecting, testing and evaluating the models. As a result this approach led to top 5 solution during the round 1 and top 4 in final score. However there could be some steps to improve the model: anonymize but if we could see the same code for stock x in different period, we could include sequence models in our modelling process and therefore improve model quality 2) Include holdout data that used to score model and retrain model for the future periods. Actually we miss 40% of data for each of prediction periods and it was a problem to predict future periods VII. LIU PART
Wei-Kai Liu
Identifying stocks with the extremely positive and negative performance is of great importance to people ranging from individual to institutional investors. Based on the data of normalized return and multiple stock-level attributes, with feature engineering and feature selection process, machine learning models are built to predict the true ranks of stocks in portfolio, which helps attain the optimal return.
Since the final model aims to be applied on the unseen data in the future, to this end, the approach here is to build a single model framework from linear machine learning model field to cope with the prediction tasks for different time periods, which can yield a more generalized and persistent way to solve this task. After comparison of the models using metrics including Spearman correlation and NDCG based on the true ranks and predicted ranks of stocks for each time period from 2002 to 2016, the best model is a Linear Support Vector Machine Regression model.
A. Method
Method 1) Feature Engineering: In this task, besides taking the original 420 stock-level attributes into account, new features were also constructed employing transformation and feature engineering. For the newly created features, please refer to Table IV . Change from the second-last value to the last value of each original feature X1~X70 range all periods Range of each original feature from 6 months X1~X70 mean diff all periods Mean of differences of each original feature from 6 months X1~X70 median diff all periods Median of differences of each original feature from 6 months X1~X70 std diff all periods Standard deviation of differences of each original feature from 6 months X1~X70 max diff all periods Maximum of differences of each original feature from 6 months X1~X70 min diff all periods Minimum of differences of each original feature from 6 months 2) Training Framework Setup and Feature Selection: First, since the approach was to use single model framework to build models on different history data groups and make predictions on various time periods, the relationship between features and target variable, which is the "Norm Ret F6M" column here, for each training and validation time periods group should be considered comprehensively. The validation time periods start from 2002 to 2016. Under the aforementioned premise, whether to take all the history data before validation time period as training data or just regard certain length of the time periods as training data also played an important role.
Second, to counter the problems of overfitting, selecting the optimal feature set for each model rather than all of the features created is a necessary process. Here, the performance of single feature model and correlations within features would serve as the decision-making basis. a) Relationship within features and target variable for each training and prediction time periods group and determination on the length of training time periods: For each feature, Pearson correlation between that and target variable was calculated using multiple length of time periods ranging from 2 to 30 and all the periods, which represents the number of latest time periods before the validation time periods.
Then the Pearson correlation between each feature and target variable was calculated using validation time periods.
After the previous two calculation, the number of different signs of correlation within target variable and each feature under each training and validation time periods group was counted. Each feature was then ranked according to the number of different signs of correlation with target variable, from the least to the largest.
In order to find the best setting for building models, for each length of time periods (from 2 to 30 and all the periods), simple Linear Regression model was built using each of the top 20 features according to the number of different signs of correlation with target variable. Finally, after comparison based on average of Spearman correlation and NDCG, using the most recent 10 periods before validation time periods to get the relationship between features and target variable was suggested. And for training setting, approaching the task using all the history data before validation time period as training data was a better choice.
b) Selecting optimal feature sets for each model: After setting up the training framework, features were first ranked according to the number of different signs of correlation with target variable and then features with more than 10 different signs of correlation with target variable were removed.
For the remaining features, Models with only one feature for every feature and model were built, the models used were the same as indicated in the next part. Under each model, features with performance based on average of Spearman correlation and NDCG less than 0 were first gotten rid of and then were ranked from the best to the worst.
Next, Pearson correlations within each remaining feature were calculated using the average value for each training time period. Finally, after removing the features with Pearson correlation equal to or larger than 0.8 with at least one feature starting from the least significant features, temporarily optimal feature set for each model were generated.
3) Modeling: For modeling, multiple linear machine learning models were applied on the features picked from the previous step. To optimize the performance, different numbers of top features were further chosen and measure by their performance according to the average of Spearman correlation and NDCG from each validation time period.
The best results of individual model would be displayed at the RESULTS part. For the models tested, please refer to Table V. According to the Table VI, the best model setting was then applied to train multiple models, which served as models to make final predictions on data from 2002 to 2017 with Train column indicating 0.
B. Experiments and results
1) Comparison of Performance from Each
C. Discussion
The approach proposed in this section can be summarized by the following four parts, (1) constructing features which considering the characteristics of financial field, (2) framing the proper training setting, (3) selecting features with meaningful predictive capabilities and (4) using single model setting with linear models.
The result above indicates that there is actually some space for improvement. Considering the complexity behind financerelated prediction tasks, for future work, generating more features considering something like interaction based on more detailed observations from exploratory data analysis (EDA) and implementing more complex models including tree-based models and neural network with employing ensembling techniques to address problems of overfitting would form good places to start trying.
VIII. LOOK, LEARN AND TRADE Pranoot Hatwar
Stock Market being one of the most volatile field known to mankind, it has always been a really challenging task to predict the stock prices. In this work using deep learning techniques we address the problem to identify the best performing stocks in each time period using the provided data sets of financial predictors and semi-annual returns.
The framework used have four parts and we separate the description of framework accordingly. Initally we pre-process the data by imputing the NA values and then reshaping it into a sequence of 6 time steps. Second part consist of convolutional layers, third one consists of recurrent layer and these two blocks are the main building block of the framework. The fourth and final block is fully connected layer which is used for the regression task to predict the returns in each time period of six months. The framework can be seen in Fig. 7 . The input of the framework is a sequence of 70 attributes over a span of 6 months. So, before putting the data into the model we impute the NA values with zeros and then reshape the attributes into 1 x 6 x 70.
2) Convolutional Layers: The role of convolution layers in the framework is to extract higher dimensional features for every time step which can be used by the recurrent layers. 1-D Convolutional layers were used for learning the higher level representations of the input sequence. There are in all 70 attributes over period of 6 months which is input to this Convolutional layers. The output of this block is a sequence of 6 time steps again but with more richer and useful features for recurrent block.
3) Recurrent Layers: The major reason for using this block was to exploit the most important property of recurrent neural networks which is to learn temporal information of a time dependent data. The output of convolutional block is a sequence of feature vector over period of 6 months. In this work long short term memory cells with tanh activation were used for this block.
4) Output Layers:
The embedding generated by the recurrent layers is now fed to a fully connected layer which will use this rich representation of the input sequence for predicting the retun in 6 months forward window. We use tanh activation for the neurons. Training was done with presence of dropout layer after the recurrent block and to make the model more robust.
B. Experiments and results
In this paper we implement a deep learning frame-work to predict a return over a forward 6-month window using k-fold cross validation. This framework achieved Spearman Correleation of 0.155 and NDCG of 0.166 for the first round.
C. Discussion
This method is an end-to-end scheme for predicting semi annual returns. The proposed system directly learns a mapping from the past year data to latent space which helps in predicitng the returns. Future works can be done on the same. 1) We can use the sentiment feature vector generated using latest news scraped from the blogs on the internet of the stock for prediction of the returns 2) The imputed values in the pre-processing can be replaced by mean or median of the past data.
IX. CROWDAI CHALLENGE The IEEE investment ranking challenge was hosted by crowdAI, where the goal was to build a model that ranks a set of stocks based on the expected return over a forward six month window. The dataset for this task was provided by Principal Financial Group which consisted of predictors and semi-annual returns for a group of stocks from 1996 to 2017. This span of 21 years was represented as 42 non-overlapping 6-month periods. In each of the 42 time periods, roughly 900 stocks with the largest market capitalization (i.e., total market value in USD) were selected. All stock identifiers had been removed and all numeric variables had been anonymized and normalized. Training and test datasets were created by selecting a random sample of stocks at each time period. 60% of stocks were sampled into the training set and the remaining 40% created the test set. Finally, all data from the second half of 2017 was allocated to the test set. This 6-month period provided a final out-of-sample test of a models performance. The distribution of the stock returns for the first time period (1996 2) is shown in Fig. 8 . For the purpose of evaluation an expanding window procedure was chosen. For a given time period, T , an expanding window test allows the model to incorporate all available information up to time T , to generate predictions for time T +1. The metrics used were Spearman correlation and Normalized Discounted Cumulative Gain of Top 20% (NDCG).
The challenge was conducted in two rounds , the first round from 20
th March, 2018 to 3 rd May, 2018 and second round from from 3 rd May, 2018 to 20 th May, 2018. In Round 1, participants were asked to create models and upload predictions to crowdAI and focus on prototyping models that maximized statistical measures on holdout data from 2002-2016. Round 2 was open to all challenge participants. Participants explained their methods, results, and conclusions in short paper and also packaged code of submitted solution using Docker for testing and evaluation on a new set of holdout data from 2017. The final winners were selected based on the final score which was the average of rank of spearman correlation of Round 1, rank of NDCG of Round 1, rank of spearman correlation of Round 2, rank of NDCG of Round 2. The spearman correlation and NDCG for Round 1 for the top six participants from left to right in order of final rank (x axis label of the bar graphs in Fig.  9 ) are shown in Fig. 9(a) and Fig. 9 (b) respectively. For Round 2 evaluation 2017's data was used and the spearman and NDCG scores are shown in Fig. 9 (c) and Fig. 9(d) respectively.
The distribution showing the total number of submissions made by the top six participants over Round 1 and Round 2 can be found in Fig. 10 , whereas the day wise characteristics of total submissions for all the participants is shown in Fig.  12 . The box plot in Fig. 11 shows the mean and the variance of the scores calculated as average of NDCG and spearman correlation for the top six participants over Round 1 and Round 2. Finally the evolution of the maximum spearman correlation over both the rounds calculated over the days for which there was at least one submission is shown in Fig. 13 .
