Abstract. A complete stability and convergence analysis is given for two-and three-level, piecewise Hermite bicubic orthogonal spline collocation, Laplacemodified and alternating-direction schemes for the approximate solution of linear parabolic problems on rectangles. It is shown that the schemes are unconditionally stable and of optimal-order accuracy in space and time.
Introduction
In this paper, we present and analyze several two-and three-level schemes for the approximate solution of the parabolic problem + Lu = f(x,y,t), .du , + bx(x,y, t)-+ b2(x, y, t)-+ c(x,y, t)u.
Orthogonal spline collocation with piecewise Hermite bicubics is used for the spatial discretization. Perturbations of the Euler method and the trapezoidal rule are employed for the time discretizations to produce Laplace-modified (LM) and alternating-direction implicit (ADI) schemes. We show that the LM and ADI schemes are unconditionally stable with respect to the spatial and time discretization stepsizes and that they are of optimal-order accuracy in the Hx and discrete maximum norms for the space and time variables, respectively.
Finite element Galerkin LM and ADI methods for solving parabolic problems in two space variables were analyzed in [ 15, 18] . Mimicking these methods, several authors have formulated and implemented some orthogonal spline collocation LM and ADI schemes and demonstrated experimentally their stability and convergence properties; see, for example, [1, 6, 7, 8, 9, 10, 11, 12, 13, 22, 23] . However, no theoretical convergence analysis has been given for any of these schemes. It should be noted that orthogonal spline collocation for parabolic problems in one space variable was analyzed in [19] ; see also [14] . Recently, in [21] and [20] , optimal a priori L2-and //'-error estimates were derived for ADI collocation methods applied to the inhomogeneous heat and wave equations, and to separable parabolic and second-order hyperbolic problems. In our convergence analysis of orthogonal spline collocation for parabolic problems in two space variables, we follow the approach of [2] for analyzing orthogonal spline collocation for elliptic problems. This approach is based on using the piecewise Hermite bicubic interpolant of the exact solution as a comparison function.
In this paper, we present only theoretical analyses of two-level and three-level piecewise Hermite bicubic orthogonal spline collocation LM and ADI schemes for solving linear parabolic problems. In a companion paper [4] , we discuss implementations of these schemes and present results of numerical experiments. It should be pointed out that at each time level, the LM methods require the solution of elliptic orthogonal spline collocation problems corresponding to Poisson's equation. Such problems can be solved efficiently by the recently developed fast Fourier transform direct algorithm of [3] . On the other hand, the ADI methods involve the solution of independent sets of one-dimensional orthogonal spline collocation two-point boundary value problems. Such problems give rise to so-called almost block diagonal linear systems that can be solved by the package COLROW [16, 17] .
A brief outline of this paper is as follows. Preliminaries and general stabilty theorems for two-and three-level schemes in Hubert spaces are given in §2. Two-level LM Euler and ADI Euler methods and the ADI Crank-Nicolson orthogonal spline collocation scheme are analyzed in §3. Three-level LM and ADI schemes which are the counterparts of the LM and ADI finite element Galerkin methods of [15, 18] are analyzed in §4.
2. Preliminaries 2.1. Partitions, piecewise polynomial spaces, Gauss points. Let {-X/tlfio and {y/l/^o be two partitions of [0, 1] such that x0 = 0 < x\ < ■ ■ ■ < xNx-x <xNx = X, y0 = 0 < yx < ■ ■ ■ < yNy-\ < yNy = X.
Let h£ = xk-xk_\ , hj = yi-yi_x, and let hx = min h£, hx = max h£, hy = min hj , hy = max hj , h = max(hx , hy).
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It is assumed that the collection of the partitions {xk}^0 x {y¡}^0 of Q is regular, that is, there exist positive constants ox, o2, and (73 such that --hx Oxhx < hx, oxhy <h o2 < =-< <73. The formula defining (•, •) §> is obtained by applying to ¡¡Q(uv)(x, y)dxdy the composite two-point Gauss quadrature rule with respect to x and y . Since Lemma 2.3 of [19] implies that each v £ ^#° is uniquely defined by its values on 3?, Jt° can be regarded as a Hubert space with (•, •) §■ as an inner product. In the following, Cp'q'r(Q) denotes the set of all functions v(x,y,t) such that di+j+kv/dx'dyjdtk is continuous on Q for all 0 < i < p, 0 < j < q, and 0 < k < r. If v £ Cp'q>r(Q), then IMIc,.,,,^ is defined by It follows from the Cauchy-Schwarz inequality, the inequality aß < a2/(2ei) + e3ß2/2, and (2.4) that (2.9) (wn , vn -(A[n)v" , <) < e3 IK||2 + ^-\\w"\\2 + ^(A0vn, v").
ZÊ3 .¿£3
Taking the inner product of each side of (2.8) with 2xv1 and using (2.9) and (2.5), we obtain (2.10) t(4"V+1 + vn), v?) < -IKII2 + -T (A0vn, vn).
e-} Si
Since A0n) = [A0n)]*, it is easy to verify that
Summing both sides of (2.10) from n = 0 to k -X, where k = X, ... , J, and using (2.11), (2.3), Aq > 0, and (2.2), we obtain
for k = 0, ... , /. The bound (2.6) now follows from the discrete Gronwall inequality [24] , which states that if ak, ßk,k = 0, ... , J, are nonnegative numbers, ßk < ßk+i, and
where y is a positive constant, then (2.12) an<e^ßn, n = 0,... , J. o
Next, we present a stability result for the three-level scheme (r-^4n) « -<-'), v» + vf-1) By means of (2.15) it is easy to see that, for n = 2, ..., 7 -1 and (2.30) imply that for n = 2, ... , J , (Aovn , v") is bounded by the righthand side of (2.19). Inequalities (2.14) and (2.18) show that (A0vn, v") < M(Rvn ,vn)forn = 0,X, and hence (2.19) follows. □
TWO-LEVEL SCHEMES
In this section, we present and analyze three two-level piecewise Hermite bicubic orthogonal spline collocation schemes for the approximate solution of the parabolic problem (1.1). We divide the interval [0, T] using the partition {7n}«=o> where t" = m and t = T/J. Throughout this paper, L" is the elliptic differential operator defined by the right-hand side of (1.2) with t = tn . Also, C denotes a generic positive constant that is independent of h and t .
3.1. Laplace-modified Euler method. Assume that with respect to the spatial variables, (1.1) is discretized by orthogonal spline collocation with piecewise Hermite bicubics. If a forward finite difference quotient is used for the time discretization, then the resulting discrete collocation scheme is only conditionally stable. Perturbing this scheme, we obtain the LM Euler method, in which the approximate solution unh£jf, n = X, ... , J, is required to satisfy where u\ £ Jf and unh\dc\, n = 1, ... ,7, are assumed to be given. The functions «° and u^ga can be prescribed by approximating the initial and boundary conditions of ( 1.1 ) by either Hermite or Gauss piecewise bicubic and cubic interpolations, respectively. For example, with g2(-) = g2(-, tn), in Hermite interpolation we require that
whereas using Gauss interpolation, we have
For computational purposes, it is more convenient to use Gauss interpolation, since it does not require the knowledge or evaluation of first partial derivatives of g\ and g2 . However, in this paper we consider Hermite interpolation, since the convergence analysis is much simpler for this type of boundary condition approximation (cf. [2] ). Let « be a sufficiently smooth function defined on Q. For each / e [0, T], the comparison function u^(-, t) £ Jf is defined as the piecewise Hermite bicubic interpolant of u(-, t), that is, (3.6) di+Hur -") (xk,y¡,t) = 0, ij = 0,1, 0<k<Nx, 0<l<Ny.
dx'dyJ
In the following, we write u" and un%, in place of u(>, tn) and u%>(-, t"), respectively. For n = 0, ... ,7-1 and Ç £ %?, the truncation error T£(Ç) of the scheme (3.1) is defined by
If w is a solution of (1.1), then [(du/dt)n + L"un](c;) = f{Ç,tn), and hence T¡¡(£) indicates by how much u%-fails to satisfy (3.1). The following lemma gives a bound on a discrete norm of the truncation error T¡¡ .
Lemma 3.1. Assume a¡, b¡, i = 1,2, and c are such that ax £ Cl'°'°(Q),
Proof. It follows from Lemma 4.2 of [2] and its proof that, for k = 0, 1,2, (0- We show that if the constant X is sufficiently large, then the scheme (3.1) is unconditionally stable with respect to the initial condition and the right-hand side.
Lemma 3.2. Assume ax £ C5>°-°(ß), a2 £ C°'5'°(Q), ¿>, ,b2, c £ C(Q), and 0 < «min <ax(x,y,t), a2(x, y, t) < amax, (x,y,t)£~Q.
Also assume that a¡, i = 1, 2, satisfy a Lipschitz condition with respect to t, that is, there is a constant K > 0 such that for i = 1,2, (3.14)
\a¡(x,y, tx)-a¡(x,y, t2)\ < K\tx -t2\, Let v" ,wn £ J?0 be such that 
It is well known (see, for example, (2.5) of [2] ), that -Ah is a positive definite operator from Jf° into .#°, that is
The operator form of (3.15) is given by (2.1), where A^=L\, B = E-xXAh.
Employing the approach of the proof of Theorem 4.2 in [2] and using (2.6) of [25] , Lemma 3.2 and (3.2) of [19] , and (3.19), we can show that (3.20) where ^(n) (3.21) Using the bound on the truncation error and the stability result, we prove the following convergence theorem. Next we show that for X sufficiently large, the ADI Euler scheme (3.34) is unconditionally stable with respect to the initial condition and the right-hand side. 0.5t
where «^ e ^#, w"|an , « = 1,... , 7, are assumed to be given, and where for each peS,, we have u"h+l/2(-, <^) e ^ and Using Taylor's theorem and (3.9), we obtain
For £ = (£*, S?), where t\x £ \xx, xNx_x], using (2.17) of [5] with m = 2, p = 3, and q = r = oo , we find that |7"3(£)| < CÄ3||L2M||C3,","(Ü).
To bound 7"3(<^) for ¿¡x g [xx, Xnx-x], we use the following result, which follows from (9.4) and (9.5) of [19] (1 + 0.5tL;+1)vb+1||^ < 11(1 -0.5rLl+l,2)vn+i''2y + 0.5r\\w^y.
If h is sufficiently small, then inequality (4.14) of [2] implies that For h sufficiently small, (2.6) of [25] , (4.14) of [2] , and (3.2) of [19] give
Hence, (3.54) follows from (3.59) and (3.60). D
Finally we arrive at the following convergence result.
Theorem 3.3. Assume that ax, a2 satisfy the assumptions of Lemmas 3.5 and 3.6. Let u be the solution of (1.1) satisfying the assumptions of Lemma 3.5. Let unh£Ji, n = X,... , J, be solutions of (3.41), where u\£j[ and u"h\dçi, n = X, ... , 7, are given by (3.2) and (3.3), respectively. Then, for h sufficiently small, 
Three-level schemes
In this section, we present and analyze three three-level piecewise Hermite bicubic orthogonal spline collocation schemes for the approximate solution of the parabolic problem (1.1).
4.1. Laplace-modified method. In the orthogonal spline collocation LM method which is a counterpart of the finite element Galerkin LM method of [18] , the approximate solution unh £ J?, n = 2, 3, ... , J, is such that for n = X,... ,7-1,
where u°h,uxh£^ and w"|an, n = 2, ... , 7 , are assumed to be given. As in the case of the two-level schemes, we use the piecewise Hermite bicubic interpolant of the exact solution as the comparison function. Hence, for n = X, ... ,7-1 and ¿\ £ &, the truncation error T¡}(c¡) of (4.1) is defined by where ¿"_i <t^", tin < t"+x. Hence, (4.3) follows from the triangle inequality and arguments similar to those used in the proof of Lemma 3.1. d
Next we show that if X is sufficiently large, then the LM scheme (4.1) is unconditionally stable with respect to the initial condition and the right-hand side. It should be noted that if (d2u/dt2)(x, y, t) = 0 for (x,y) £dQ, which for example, occurs when g2 is independent of t, then h~xl2 does not appear in (4.13).
Another way of choosing u\ € J?, where «¿|an is given as before, is to perform one step of the Crank-Nicolson scheme,
Obviously, computing u\ in this case requires the solution of one elliptic orthogonal spline collocation problem. To bound (4.8), we set vn = u\ -u%,, « = 0,1. Then v° = 0, vx £J?0, and (1.1), (4.14) yield Proo/ Since du^/dt = (du/dt)^ , following (3.13) and using (3.37), we obtain 2 that all assumptions of Theorem 2.2 are satisfied. Therefore, the desired inequality is a consequence of (2.19), (4.21) and (3.32). D As in the three-level LM method, u\ can be selected again in one of the two ways which are described at the end of §4.1. It should be pointed out again that if (d2u/dt2)(x,y,t) = 0 for (x,y)£d£l, which is the case when g2 is independent of t, then h~3/2 does not appear in the last inequality.
