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Abstract
We study a class of infinite horizon impulse control problems with execution delay
when the dynamics of the system is described by a general stochastic process adapted to
the Brownian filtration. The problem is solved by means of probabilistic tools relying on
the notion of Snell envelope and infinite horizon reflected backward stochastic differen-
tial equations. This allows us to establish the existence of an optimal strategy over all
admissible strategies.
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1 Introduction
Impulse control is one of the main topics in the control theory that has attracted a lot
of research activity since it has a wide range of applications including mathematical finance,
insurance, economics, etc. It has been studies since the 70s. For a complete overview of the
problem we refer to Bensoussan and Lions (1984).
Several papers are devoted to the Markovian case using tools from dynamic programming and
quasi-variational inequalities, see e.g. [10, 3, 13, 15, 4] among many others. The first attempt
to study the non-Markovian case was achieved in Djehiche et al. [7] by using probabilistic
tools. Their approach relies on the notion of Snell envelope and reflected backward stochastic
differential equations (BSDEs for short) to solve impulse control problems over a finite time
horizon. We also refer to Hdhiri and Karouf [11] for the risk-sensitive case.
In this work, we study an infinite horizon impulse control with execution delay, i.e. there is
a fixed lag of time ∆ between the time of decision-making and the time when the execution is
performed. We mention the work by Robin [17] for the impulse control with delay only in one
pending order during the horizon time. Bayraktar and Egami [2] adopt the same framework of
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the previous paper for the infinite horizon case, where they assume the magnitude of the impulse
is chosen at the time of execution. Under restrictive assumptions on the controlled state process,
Bar-Ilan and Sulem [1] study an infinite horizon impulse control with an arbitrary number of
pending orders. Øksendal and Sulem [15] also study the problem with execution delay when the
underlying process is a jump-diffusion. Hdhiri and Karouf [12] consider a finite horizon impulse
control problem with execution delay where they use the same probabilistic tools of [7], such as
the Snell envelope notion and Reflected BSDEs to solve the problem. Due to the delay ∆ > 0,
when the horizon is finite, this problem turns into the backward resolution of a finite number
of optimal stopping problems ([4, 16, 11]).
The main contribution of the present work is a solution to an infinite horizon impulse control
problem with execution delay for a wide class of stochastic processes adapted to the Brownian
filtration which are not necessarily Markovian. Furthermore, the running reward functional
is not only a deterministic function of the underlying process but may also be random. Our
method relies on constructing an approximation scheme for the value function in terms of a
sequence of solutions of infinite horizon reflected BSDEs. Different from the finite horizon case,
the problem now cannot be reduced to the backward resolution of a finite optimal stopping
problem. The main issue that we solve in this paper is to establish continuity of the value
function of the problem.
The procedure of finding a sequence of optimal stopping times can be divided into a sequence
of steps as follows. Given an initial time t, we find the first time τ1 where it is optimal to
intervene and we denote the corresponding impulse size β∗1 . Note that this is the first optimal
stopping time after the initial time when the controller may intervene. The execution time is
not instantaneous, but it occurs after a lag of time ∆. Next, we proceed to find the first time
after τ1 +∆ where it is optimal to intervene. This will give the optimal stopping time τ2 and
the corresponding impulse size β∗2 . We continue this procedure over and over again.
The paper is organized as follows. In section 2, we provide some preliminaries and recall
existence and uniqueness results for solutions to infinite horizon reflected BSDEs. In section 3,
we formulate the impulse control problem. In section 4, we construct an approximation scheme
for the value function of the control problem, relying on the infinite horizon reflected BSDEs and
the Snell envelope. Section 5, is devoted to establishing existence of an optimal impulse control
over strategies with a limited number of impulses. In section 6, we prove the continuity of the
value function and derive an optimal impulse control over all admissible strategies. Finally, in
section 7, we extend the study to the risk-sensitive case which involves exponential utilities. At
the end of the paper, in a short appendix, we present the Snell envelope properties and the
notion of predictable and optional projections.
2 Preliminary results
Let (Ω,F ,P) be a complete probability space on which is defined a standard d-dimensional
Brownian motion B = (Bt)t≥0. We denote by (F
0
t := σ{Bs, s ≤ t})t≥0 the natural filtration of
B, (Ft)t≥0 its completion with the P-null sets of F and F∞ =
∨
t≥0 Ft. Let P be the σ-algebra
on Ω× [0,∞[ of Ft-progressively measurable sets.
For a stochastic process (yt)t∈[0,∞) we define its value at t = +∞ by y∞ = lim supt→∞ yt.
On the other hand, we say that y is continuous at t = +∞ if limt→∞ yt exists. We then set y∞ =
limt→∞ yt. Finally, if y is a non-negative (or bounded by below), ca`dla`g, Ft-supermartingale
then it is continuous at t = +∞ ([14], pp.18).
Introduce the following spaces.
i) L2 = {η : F∞− measurable random variable, such that E[|η|
2
] <∞},
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ii) H2,m = {(vt)0≤t<∞ : P-measurable, R
m-valued process such that E[
∫∞
0
|vs|
2 ds] < ∞}
(m ≥ 1),
iii) S2 = {(yt)0≤t≤∞ : P-measurable process such that E[sup0≤t≤∞ |yt|
2] <∞},
iv) S2c = {(yt)0≤t≤∞ : continuous process of S
2},
v) S2i = {(kt)0≤t≤∞ : continuous non-decreasing process of S
2, s.t. k0 = 0},
vi) Tt = {ν, Ft-stopping time such that P-a.s. ν ≥ t}.
Next, we give the definition of a solution of an infinite horizon reflected backward stochastic
differential equation with terminal condition ξ, driver g and a lower barrier X .
Definition 2.1. We say that the triple of P-measurable processes (Yt, Zt,Kt)t≥0 is a solution
of the infinite horizon BSDE associated with (g, ξ, L), if

Y ∈ S2c , Z ∈ H
2,d and K ∈ S2i ;
Yt = ξ +
∫ ∞
t
g(s, Ys, Zs) ds+K∞ −Kt −
∫ ∞
t
Zs dBs, t ≥ 0;
Yt ≥ Xt, t ≥ 0 and
∫∞
0 (Yt −Xt)dKt = 0.
(2.1)
We have the following existence and uniqueness result of the solution of (2.1).
Theorem 2.1 ([9]). Assume that
(i) ξ is F∞-measurable and belongs to L
2, the process X := (Xt)t≥0 belongs to S
2
c and such
that lim sup
t→+∞
Xt ≤ ξ P-a.s.
(ii) The driver g is a map from [0,∞)× Ω× R1+d to R which satisfies
(a) The process (g(t, 0, 0))t≥0 belongs to H
2,d.
(b) There exist two positive deterministic borelian functions u1 and u2 from R
+ into R+
such that
∫∞
0 u1(t)dt <∞,
∫∞
0 u
2
2(t)dt <∞ and for every (y, z) and (y
′, z′) in R1+d
P− a.s., |g(t, y, z)− g(t, y′, z′)| ≤ u1(t)|y − y
′|+ u2(t)|z − z
′|, t ∈ [0,∞).
Then there exists a triple of processes (Y, Z,K) which satisfies (2.1) and the following represen-
tation holds true.
∀t ≥ 0, Yt = ess sup
τ∈Tt
E
[∫ τ
t
g(s, Ys, Zs) ds+Xτ1[τ<∞] + ξ1[τ=∞]|Ft
]
. (2.2)
Furthermore, for any t ≥ 0, the stopping time
Dt =
{
inf{s ≥ t, Ys ≤ Xs} if finite,
+∞ otherwise,
is optimal after t in the sense that
Yt = E
[∫ Dt
t
g(s, Ys, Zs)ds+XDt1[Dt<∞] + ξ1[Dt=∞]|Ft
]
. (2.3)
3 Formulation of the impulse problem with delay
Let L = (Lt)t≥0 be a stochastic process that describes the evolution of a system which
we assume P-measurable and with values in Rl. An impulse control is a sequence of pairs
δ = (τn, ξn)n≥1 in which (τn)n≥1 is a sequence of Ft-stopping times such that 0 ≤ τ1 ≤
. . . ≤ τn . . . P-a.s. and (ξn)n≥1 a sequence of random variables with values in a finite subset
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U := {β1, .., βp} of R
l such that ξn is Fτn-measurable. Considering the subset U finite is in line
with the fact that, in practice, the controller has only access to limited resources which allows
him to exercise impulses of finite size.
For any n ≥ 1, the stopping time τn stands for the n-th time where the controller makes the
decision to impulse the system with a magnitude equal to ξn and which will be executed after
a time lag ∆. Therefore, we require that τn+1 − τn ≥ ∆, P-a.s., and then we obviously have
limn→+∞ τn = +∞.
The sequence δ = (τn, ξn)n≥1 is said to be an admissible strategy of impulse control, and
the set of admissible strategies will be denoted by A.
When the decision maker implements the strategy δ = (τn, ξn)n≥1, the controlled process
Lδ = (Lδt )t≥0) is defined as follows. For any t ≥ 0,
Lδt =
{
Lt if 0 ≤ t < τ1 +∆,
Lt + ξ1 + · · ·+ ξn if τn +∆ ≤ t < τn+1 +∆, n ≥ 1,
or in a compact form
Lδt = Lt +
∑
n≥1
ξn1[τn+∆≤t].
On the other hand, when the strategy δ is implemented, the associated total discounted expected
payoff (the reward function) is given by:
J(δ) := E

∫ ∞
0
e−rsh(s, Lδs) ds−
∑
n≥1
e−r(τn+∆)ψ(ξn)

 , (3.1)
where
i) h is a non-negative function which stands for the instantaneous reward and r, the discount
factor, is a positive real constant.
ii) ψ is the cost of making an impulse or intervention and it has the form
ψ(ξ) = k + φ(ξ),
where k (resp. φ) is a positive constant (resp. non-negative function) and stands for the
fixed (resp. variable) part of the cost of making an intervention.
The objective is to find an optimal strategy δ∗ = (τ∗n , ξ
∗
n)n≥1, i.e. which satisfies
J(δ∗) = sup
δ∈A
J(δ).
Remark 3.1. The process L can take the form
Lt = x+
∫ t
0
b(s, ω)ds+
∫ t
0
σ(s, ω)dBs, t ≥ 0, (3.2)
where b (resp. σ) is a process of H2,1 (resp. H2,d). Then L is an Itoˆ process which is not
Markovian and then the standard methods in e.g. [3, 13, 15], etc. based on the Markovian
properties do not apply.
Throughout this paper, we make the following assumptions.
Assumption 3.1. i) The functions h : [0,+∞)×Ω×Rl −→ [0,+∞) is P ⊗B(Rl)-measurable
and uniformly bounded by a constant γ in all its arguments i.e.,
P-a.s., ∀ (t, x) ∈ [0,+∞)× Rl, 0 ≤ h(t, w, x) ≤ γ.
ii) φ is a non-negative function defined on U . Note that since U is finite, φ(ξ) is obviously
bounded for any ξ random variable with values in U .
4
4 Iterative scheme
In this section, we consider an iterative scheme which relies on infinite horizon reflected
BSDEs in order to find an optimal strategy that maximizes the total discounted expected reward
(3.1). Let ν be an Ft-stopping time and ξ a finite Fν-random variable, i.e., card(ξ(Ω)) < ∞.
Next, let (Y 0t (ν, ξ), Z
0
t (ν, ξ))t≥0 be the solution in S
2
c × H
2,d of the following standard BSDE
with infinite horizon.
Y 0t (ν, ξ) =
∫ ∞
t
e−rsh(s, Ls + ξ)1[s≥ν] ds−
∫ ∞
t
Z0s (ν, ξ) dBs, t ≥ 0. (4.3)
The solution of (4.3) exists and is unique under Assumption 3.1 thanks to the result by Z.Chen
([5], Theorem 1). In addition, the process Y 0(ν, ξ) satisfies, for any t ≥ 0,
Y 0t (ν, ξ) = E
[∫ ∞
t
e−rsh(s, Ls + ξ)1[s≥ν] ds|Ft
]
. (4.4)
We will now define Y n(ν, ξ) for n ≥ 1, iteratively in the following way. For any n ≥ 1, let
(Y n(ν, ξ), Zn(ν, ξ),Kn(ν, ξ)) be a triple of processes of S2c ×H
2,d×S2i which satisfies, for every
t ≥ 0,
i) Y nt (ν, ξ) =
∫ ∞
t
e−rsh(s, Ls + ξ)1[s≥ν] ds+K
n
∞(ν, ξ)−K
n
t (ν, ξ)−
∫ ∞
t
Zns (ν, ξ) dBs ,
ii) Y nt (ν, ξ) ≥ O
n
t (ν, ξ) := E
[∫ t+∆
t
e−rsh(s, Ls + ξ)1[s≥ν] ds|Ft
]
+max
β∈U
{
E
[
− e−r(t+∆)ψ(β) + Y n−1t+∆ (ν, ξ + β)|Ft
]}
,
iii)
∫ ∞
0
(Y nt (ν, ξ)−O
n
t (ν, ξ)) dK
n
t (ν, ξ) = 0. (4.5)
Note that once Y n−1(ν, ξ) is defined, the process (Ont (ν, ξ))t≥0 is defined through the optional
projections of the non-adapted process (
∫ t+∆
t
e−rsh(s, Ls + ξ)1[s≥ν] ds)t≥0 and
(−e−r(t+∆)ψ(β) + Y n−1t+∆ (ν, ξ + β))t≥0 (β ∈ U) (see Part (II) in the appendix for more details).
We have the following properties of the processes Y n(·, ·), n ≥ 1.
Proposition 4.1. For any n ≥ 1, the triple (Y n(ν, ξ), Zn(ν, ξ),Kn(ν, ξ)) is well-posed and
satisfies, for all t ≥ 0,
Y nt (ν, ξ) = ess sup
τ∈Tt
E
[∫ τ
t
e−rsh(s, Ls + ξ)1[s≥ν] ds+O
n
τ (ν, ξ)|Ft
]
. (4.6)
Moreover, we have
i) for all t ≥ 0
0 ≤ Y nt (ν, ξ) ≤
γ
r
e−rt. (4.7)
ii) For all n ≥ 0 and t ≥ 0,
Y nt (ν, ξ) ≤ Y
n+1
t (ν, ξ). (4.8)
Proof. We will proceed by induction. Let ν be a stopping time, ξ a generic Fν-measurable
random variable. As previously noted, for n = 0, the pair (Y 0t (ν, ξ), Z
0
t (ν, ξ))t≥0 exists, belongs
to S2c ×H
2,d and satisfies (4.7) since 0 ≤ h ≤ γ.
Consider now the case n = 1. First note that the process O1(ν, ξ) belongs to S2c (by
Appendix, Part (II)) and lim
t→∞
O1t (ν, ξ) = 0. Actually this holds true since Y
0(ν, ξ) is continuous
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and lim
t→∞
Y 0t (ν, ξ) = 0 by (4.7). Therefore the triple of processes (Y
1(ν, ξ), Z1(ν, ξ),K1(ν, ξ)) is
well defined through the BSDE (4.5) and by (2.2) satisfies (4.6). Finally, for t ≥ 0,
O1t (ν, ξ) = E
[ ∫ t+∆
t
e−rsh(s, Ls + ξ)1[s≥ν] ds|Ft
]
+ max
β∈U
{E
[
e−r(t+∆)(−ψ(β)) + Y 0t+∆(ν, ξ + β)|Ft
]
}
≤ E
[
γ
r
{e−rt − e−r(t+∆)} − ke−r(t+∆) +
γ
r
e−r(t+∆)|Ft
]
≤
γ
r
e−rt. (4.9)
Again, by the characterization (4.6), we have, for every t ≥ 0,
Y 1t (ν, ξ) = ess sup
τ∈Tt
E
[∫ τ
t
e−rsh(s, Ls + ξ)1[s≥ν] ds+O
1
τ (ν, ξ)|Ft
]
. (4.10)
Therefore,
0 ≤ Y 1t (ν, ξ) ≤ ess sup
τ∈Tt
E
[ ∫ τ
t
γe−rsds+
γ
r
e−rτ |Ft
]
≤ ess sup
τ∈Tt
E
[
γ
r
(e−rt − e−rτ) +
γ
r
e−rτ |Ft
]
=
γ
r
e−rt.
Let us now assume that for some n the triple (Y n(ν, ξ), Zn(ν, ξ),Kn(ν, ξ)), for any ξ ∈ Fν ,
is well-posed and that (4.6)-(4.7) hold true. The process On+1(ν, ξ) belongs to S2c as the
predictable projection of a continuous process and lim
t→∞
On+1(ν, ξ) = 0 by (4.7) which is valid by
the induction hypothesis. Therefore the triple (Y n+1(ν, ξ), Zn+1(ν, ξ),Kn+1(ν, ξ)) is well-posed
by the BSDE (4.5) and by (2.2) satisfies (4.6). Finally, the fact that Y n+1(ν, ξ) satisfies (4.7)
can be obtained as for Y 1(ν, ξ) since On+1(ν, ξ) satisfies (4.9). The induction is now complete.
Finally we have also (4.8) by comparison of solutions of reflected BSDEs since we obviously
have, for any ∈ Fν , Y
0(ν, ξ) ≤ Y 1(ν, ξ) and we conclude by using an induction argument.
Remark 4.2. Since card(ξ(Ω)) is finite, then ξ takes only a finite number of values k1, . . . , km.
Therefore, using the uniqueness of the solution of the BSDE (4.5) it follows immediately that,
for any t ≥ ν,
Y nt (ν, ξ) =
m∑
k=1
Y nt (ν, ki)1{ξ=ki}. (4.11)
This means that Y nt (ν, ξ) is determined by Y
n
t (ν, θ), for θ constant which belongs to ξ(Ω). On
the other hand take the limit w.r.t. n to obtain
Yt(ν, ξ) =
m∑
k=1
Yt(ν, ki)1{ξ=ki}. (4.12)
Proposition 4.2. Let ν be a stopping time and ξ an Fν-measurable random variable, then
i) the sequence (Y n(ν, ξ))n≥0 converges increasingly and pointwisely P-a.s. to a ca`dla`g process
Y (ν, ξ) which satisfies, for all t ≥ 0,
Yt(ν, ξ) = ess sup
τ∈Tt
E
[∫ τ
t
e−rsh(s, Ls + ξ)1[s≥ν] ds+Oτ (ν, ξ)|Ft
]
, (4.13)
where
Ot(ν, ξ) = E
[ ∫ t+∆
t
e−rsh(s, Ls + ξ)1[s≥ν] ds|Ft
]
+max
β∈U
{
E
[
− e−r(t+∆)ψ(β) + Yt+∆(ν, ξ + β)|Ft
]}
.
(4.14)
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ii) If ν′ is a stopping time satisfying ν ≤ ν′, then P.a.s., Yt(ν, ξ) = Yt(ν
′, ξ) for all t ≥ ν′.
Proof. i) From Proposition 4.1, we have that the sequence (Y nt (ν, ξ))n≥0 is increasing and
satisfies, for any n ≥ 0,
0 ≤ Y nt (ν, ξ) ≤
γ
r
e−rt.
Then taking the limit as n → ∞, we obtain that the sequence (Y n(ν, ξ))n≥0 converges to the
P-measurable process Y (ν, ξ) satisfying
∀t ≥ 0, 0 ≤ Yt(ν, ξ) ≤
γ
r
e−rt. (4.15)
Let us now show that (Yt(ν, ξ))t≥0 is ca`dla`g. Indeed, by (4.6) it follows that the process(
Y nt (ν, ξ) +
∫ t
0
e−rsh(s, Ls + ξ)1[s≥ν]ds
)
t≥0
is a continuous supermartingale which converges
increasingly and pointwisely to the process
(
Yt(ν, ξ) +
∫ t
0 e
−rsh(s, Ls + ξ)1[s≥ν]ds
)
t≥0
, which
is ca`dla`g, as a limit of increasing sequence of continuous supermatingales (for further details,
see Dellacherie and Meyer Vol. B, pp. 86). In particular (Yt(ν, ξ))t≥0 is ca`dla`g. Therefore
the process (Ot(ν, ξ))t≥0 is also ca`dla`g (see Part (II) in Appendix). To complete the proof,
it is enough to use point v) of Part (I) in Appendix and (4.6) since (On(ν, ξ))n≥1 ր O(ν, ξ)
pointwisley.
ii) We proceed by induction on n. Since the solution of the BSDE
Y 0t (ν, ξ) =
∫ ∞
t
e−rsh(s, Ls + ξ)1[s≥ν] ds−
∫ ∞
t
Z0s (ν, ξ) dBs, t ≥ 0,
is unique, it follows that, for any ξ ∈ Fν , Y
0
t (ν, ξ) = Y
0
t (ν
′, ξ) for any t ≥ ν′. Suppose now that
the property is also valid for some n, i.e. for every ξ ∈ Fν , Y
n
t (ν, ξ) = Y
n
t (ν
′, ξ) for any t ≥ ν′.
Then On+1t (ν, ξ) = O
n+1
t (ν
′, ξ),
forallt ≥ ν′. Also by uniqueness of the solution of (4.5), we have the following equality.
∀ξ ∈ Fν , Y
n+1
t (ν, ξ) = Y
n+1
t (ν
′, ξ), ∀t ≥ ν′. (4.16)
Hence, the property holds true for any n ≥ 0, therefore by taking the limit as n → +∞, we
obtain the proof of the claim.
5 Infinite delayed impulse control with a finite number of
interventions
In this section we consider the case when the controller is allowed to make use of a finite
number n ≥ 1 at most of interventions. Let us define the set of bounded (by n) strategies by
An := {(τk, ξk)k≥0 ∈ A, such that τn +∆ = +∞, P− a.s}.
An is the set of strategies where only n impulses at most are made. We state now the main
result of this section.
Proposition 5.3. Let n ≥ 1 be fixed. Then there exists a strategy δ∗n which belongs to An such
that
Y n0 (0, 0) = sup
δ∈An
J(δ) = J(δ∗n)
which means that δ∗n is optimal in An.
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Proof. We first define the strategy δ∗n. Let τ
n
0 be the stopping time defined as
τn0 =
{
inf{s ∈ [0,∞), Ons (0, 0) ≥ Y
n
s (0, 0)},
+∞ otherwise.
Then
Onτn0
(0, 0) := E
[ ∫ τn0 +∆
τn0
e−rsh(s, Ls)ds|Fτn
0
]
+ max
β∈U
{
E
[
e−r(τ
n
0 +∆)(−ψ(β)) + Y n−1τn0 +∆
(0, β)|Fτn
0
]
}
= E
[ ∫ τn0 +∆
τn0
e−rsh(s, Ls)ds|Fτn0
]
+ max
β∈U
{
E
[
e−r(τ
n
0 +∆)(−ψ(β)) + Y n−1τn0 +∆
(τn0 , β)|Fτn0
]
since, as mentioned previously in (4.16), Y n−1τn0 +∆
(τn0 , β) = Y
n−1
τn0 +∆
(0, β) for any β ∈ U . Therefore,
as U is finite, there exists βn0 with values in U , Fτn0 -measurable such that
Onτn0
(0, 0) = E
[ ∫ τn0 +∆
τn0
e−rsh(s, Ls)ds− e
−r(τn0 +∆)ψ(βn0 ) + Y
n−1
τn0 +∆
(τn0 , β
n
0 )|Fτn0
]
. (5.17)
The r.v. βn0 can be constructed in the following way. For i = 1, . . . , p, let Ai be the set,
Ai :=
{
max
β∈U
E
[
e−r(τ
n
0 +∆)(−ψ(β))+Y n−1τn0 +∆
(τn0 , β)|Fτn0
]
= E
[
e−r(τ
n
0 +∆)(−ψ(βi))+Y
n−1
τn0 +∆
(τn0 , βi)|Fτn0
]}
.
We then define βn0 as
βn0 = β1 on A1 and β
n
0 = βj on Aj\
j−1⋃
k=1
Ak for j = 2, . . . , p.
Therefore, by (4.11), βn0 satisfies (5.17). Indeed,
E
[
− e−r(τ
n
0 +∆)ψ(βn0 ) + Y
n−1
τn0 +∆
(τn0 , β
n
0 )|Fτn0
]
= E
[ ∑
i=1,p
1Ai{−e
−r(τn0 +∆)ψ(βi) + Y
n−1
τn0 +∆
(τn0 , βi)}|Fτn0
]
=
∑
i=1,p
1AiE
[
{−e−r(τ
n
0 +∆)ψ(βi) + Y
n−1
τn0 +∆
(τn0 , βi)}|Fτn0
]
=
∑
i=1,p
1Ai max
β∈U
E
[
e−r(τ
n
0 +∆)(−ψ(β)) + Y n−1τn0 +∆
(τn0 , β)|Fτn0
]
= max
β∈U
E
[
e−r(τ
n
0 +∆)(−ψ(β)) + Y n−1τn0 +∆
(τn0 , β)|Fτn0
]
(5.18)
which yields the claim.
Next, for any k ∈ {1, . . . , n− 1}, once (τnk−1, β
n
k−1) is defined, we define τ
n
k by
τnk = inf
{
s ≥ τnk−1 +∆, O
n−k
s (τ
n
k−1, β
n
0 + · · ·+ β
n
k−1) ≥ Y
n−k
s (τ
n
k−1, β
n
0 + · · ·+ β
n
k−1)
}
.
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and βnk an Fτnk -r.v. valued in U such that
On−kτn
k
(τnk−1, β
n
0 + · · ·+ β
n
k−1) = E
[ ∫ τn
k
+∆
τn
k
e−rsh(s, Ls + β
n
0 + · · ·+ β
n
k−1)ds
− e−r(τ
n
k
+∆)ψ(βnk ) + Y
n−k−1
τn
k
+∆ (τ
n
k , β
n
0 + · · ·+ β
n
k−1 + β
n
k )|Fτnk
]
where we have used the equality Y n−k−1τn
k
+∆ (τ
n
k−1, β
n
0 + · · ·+ β
n
k−1 + β) = Y
n−k−1
τn
k
+∆ (τ
n
k , β
n
0 + · · · +
βnk−1 + β) for any β ∈ U(see (4.16)).
We now show that δ∗n is optimal. First note that from the characterisation(4.6), we have
that
Y n0 (0, 0) = sup
τ∈T0
E
[ ∫ τ
0
e−rsh(s, Ls) ds+O
n
τ (0, 0)
]
.
Moreover, since the process On(0, 0) is continuous on [0,∞] (On∞(0, 0) = lim
t→∞
Ont (0, 0) = 0),
then the stopping time τn0 is optimal after 0. It follows that
Y n0 (0, 0) = E
[ ∫ τn0
0
e−rsh(s, Ls) ds+O
n
τn0
(0, 0)
]
. (5.19)
But,
Onτn0
(0, 0) := E
[ ∫ τn0 +∆
τn0
e−rsh(s, Ls)ds|Fτn0
]
+max
β∈U
{
E
[
e−r(τ
n
0 +∆)(−ψ(β)) + Y n−1τn0 +∆
(0, β)|Fτn
0
]}
= E
[ ∫ τn0 +∆
τn0
e−rsh(s, Ls)ds|Fτn
0
]
+max
β∈U
{
E
[
e−r(τ
n
0 +∆)(−ψ(β)) + Y n−1τn0 +∆
(τn0 , β)|Fτn0
]}
= E
[ ∫ τn0 +∆
τn0
e−rsh(s, Ls)ds− e
−r(τn0 +∆)ψ(βn0 ) + Y
n−1
τn0 +∆
(τn0 , β
n
0 )|Fτn0
]
.
The previous equality combined with (5.19) gives
Y n0 (0, 0) = E
[∫ τn0
0
e−rsh(s, Ls) ds+
∫ τn0 +∆
τn0
e−rsh(s, Ls)ds− e
−r(τn0 +∆)ψ(βn0 ) + Y
n−1
τn0 +∆
(τn0 , β
n
0 )
]
.
Hence,
Y n0 (0, 0) = E
[∫ τn0 +∆
0
e−rsh(s, Ls) ds− e
−r(τn0 +∆)ψ(βn0 ) + Y
n−1
τn0 +∆
(τn0 , β
n
0 )
]
. (5.20)
By using (4.6) again, we obtain
Y n−1τn0 +∆
(τn0 , β
n
0 ) = ess sup
τ≥τn0 +∆
E
[∫ τ
τn0 +∆
e−rsh(s, Ls + β
n
0 ) ds+O
n−1
τ (τ
n
0 , β
n
0 )|Fτn0 +∆
]
,
and τn1 is an optimal stopping time after τ
n
0 +∆. Then,
Y n−1τn0 +∆
(τn0 , β
n
0 ) = E
[ ∫ τn1
τn0 +∆
e−rsh(s, Ls + β
n
0 ) ds+O
n−1
τn
1
(τn0 , β
n
0 )|Fτn0 +∆
]
= E
[ ∫ τn1
τn0 +∆
e−rsh(s, Ls + β
n
0 ) ds+ E
[ ∫ τn1 +∆
τn1
e−rsh(s, Ls + β
n
0 ) ds|Fτn1
]
+ E
[
− e−r(τ
n
1 +∆)ψ(βn1 ) + Y
n−2
τn1 +∆
(τn1 , β
n
0 + β
n
1 )|Fτn1
]
|Fτn
0
+∆
]
.
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Therefore,
Y n−1τn0 +∆
(τn0 , β
n
0 ) = E
[ ∫ τn1 +∆
τn0 +∆
e−rsh(s, Ls + β
n
0 ) ds− e
−r(τn1 +∆)ψ(βn1 )
+ Y n−2τn1 +∆
(τn1 , β
n
0 + β
n
1 )|Fτn0 +∆
]
. (5.21)
Now, inserting (5.21) in (5.20), we obtain
Y n0 (0, 0) = E
[ ∫ τn0 +∆
0
e−rsh(s, Ls) ds+
∫ τn1 +∆
τn0 +∆
e−rsh(s, Ls + β
n
0 ) ds
− e−r(τ
n
0 +∆)ψ(βn0 )− e
−r(τn1 +∆)ψ(βn1 ) + Y
n−2
τn1 +∆
(τn1 , β
n
0 + β
n
1 )
]
.
Repeat this reasoning as many times as necessary to obtain
Y n0 (0, 0) = E
[ ∫ τn0 +∆
0 e
−rsh(s, Ls) ds+
∑
1≤k≤n−1
∫ τn
k
+∆
τn
k−1
+∆ e
−rsh(s, Ls + β
n
0 + · · ·+ β
n
k−1) ds
−
∑n−1
k=0 e
−r(τn
k
+∆)ψ(βnk ) + Y
0
τn
n−1
+∆(τ
n
n−1, β
n
0 + · · ·+ β
n
n−1)
]
.
(5.22)
Next, in view of (4.4), we have
Y 0τn
n−1
+∆(τ
n
n−1, β
n
0 + · · ·+ β
n
n−1) = E
[∫ ∞
τn
n−1
+∆
e−rsh(s, Ls + β
n
0 + · · ·+ β
n
n−1) ds|Fτnn−1+∆
]
.
By inserting the last term in (5.22), we obtain
Y n0 (0, 0) = E
[ ∫ τn0 +∆
0
e−rsh(s, Ls)ds+
∑
k≥1
∫ τn
k
+∆
τn
k−1
+∆
e−rsh(s, Ls + β
n
0 + · · ·+ β
n
k−1) ds
−
∑
k≥0
e−r(τ
n
k
+∆)ψ(βnk )
]
= J(δ∗n),
where we have set τnn = +∞, P-a.s.
Next, it remains to show that the strategy δ∗n is optimal over An, i.e., J(δ
∗
n) ≥ J(δ
′
n) for
any δ′n ∈ An. Indeed, let δ
′
n = (τ
′
k, β
′
k)k≥0 be a strategy of An (then τ
′
n = +∞, P-a.s.). The
definition of the Snell envelope allows us to write
Y n0 (0, 0) ≥ E
[∫ τ ′n0
0
e−rsh(s, Ls) ds+O
n
τ ′n0
(0, 0)
]
, (5.23)
where
Onτ ′n0
(0, 0) = E
[∫ τ ′n0 +∆
τ ′n0
e−rsh(s, Ls) ds|Fτ ′n
0
]
+ max
β∈U
{
E
[
−e−r(τ
′n
0 +∆)ψ(β) + Y n−1
τ ′n0 +∆
(τ ′n0 , β)|Fτ ′n0
]}
since Y n−1
τ ′n0
(0, β) = Y n−1
τ ′n0
(τ ′n0 , β) for any β ∈ U . Next, by (4.11) we have
E
[
−e−r(τ
′n
0 +∆)ψ(β′n0 ) + Y
n−1
τ ′n0 +∆
(τ ′n0 , β
′n
0 )|Fτ ′n0
]
=
∑
θ∈U
1{β′n0 =θ}E
[
−e−r(τ
′n
0 +∆)ψ(θ) + Y n−1
τ ′n0 +∆
(τ ′n0 , θ)|Fτ ′n0
]
≤
∑
θ∈U
1{β′n0 =θ}maxβ∈U
{
E
[
−e−r(τ
′n
0 +∆)ψ(β) + Y n−1
τ ′n0 +∆
(τ ′n0 , β)|Fτ ′n0
]}
= max
β∈U
{
E
[
−e−r(τ
′n
0 +∆)ψ(β) + Y n−1
τ ′n0 +∆
(τ ′n0 , β)|Fτ ′n0
]}
. (5.24)
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Therefore
Onτ ′n0
(0, 0) ≥ E
[∫ τ ′n0 +∆
τ ′n0
e−rsh(s, Ls)ds− e
−r(τ ′n0 +∆)ψ(β′n0 ) + Y
n−1
τ ′n0
(τ ′n0 , β
′n
0 )|Fτ ′n0
]
and then
Y n0 (0, 0) ≥ E
[∫ τ ′n+∆0
0
e−rsh(s, Ls) ds− e
−r(τ ′n0 +∆)ψ(β′n0 ) + Y
n−1
τ ′n
0
+∆(τ
′n
0 , β
′n
0 )
]
.
On the other hand, we have
Y n−1
τ ′n0 +∆
(τ ′n0 , β
′n
0 ) = ess sup
τ≥τ ′n0 +∆
E
[∫ τ
τ ′n0 +∆
e−rsh(s, Ls + β
′n
0 ) ds+O
n−1
τ (τ
′n
0 , β
′n
0 )|Fτ ′n0 +∆
]
≥ E
[∫ τ ′n1
τ ′n0 +∆
e−rsh(s, Ls + β
′n
0 ) ds+O
n−1
τ ′n1
(τ ′n0 , β
′n
0 )|Fτ ′n0 +∆
]
≥ E
[∫ τ ′n1 +∆
τ ′n0 +∆
e−rsh(s, Ls + β
′n
0 ) ds− e
−r(τ ′n1 +∆)ψ(β′n1 ) + Y
n−2
τ ′n1 +∆
(τ ′n1 , β
′n
0 + β
′n
1 )|Fτ ′n0 +∆
]
.
This yields that
Y n0 (0, 0) ≥ E
[ ∫ τ ′n0 +∆
0
e−rsh(s, Ls) ds+
∫ τ ′n1 +∆
τ ′n0 +∆
e−rsh(s, Ls + β
′n
0 ) ds
− e−r(τ
′n
0 +∆)ψ(β′n0 )− e
−r(τ ′n1 +∆)ψ(β′n1 ) + Y
n−2
τ ′n1 +∆
(τ ′n1 , β
′n
0 + β
′n
1 )
]
.
Repeat this reasoning as many times as necessary, we obtain
Y n0 (0, 0) ≥ E
[ ∫ τ ′n0 +∆
0
e−rsh(s, Ls) ds+
∑
1≤k≤n−1
∫ τ ′n
k
+∆
τ ′n
k−1
+∆
e−rsh(s, Ls + β
′n
0 + · · ·+ β
′n
k−1) ds
+
∫ +∞
τ ′n
n−1
+∆
e−rsh(s, Ls + β
′n
0 + · · ·+ β
′n
n−1) ds−
n−1∑
k=0
e−r(τ
′n
k
+∆)ψ(β′nk )
]
= J(δ′n).
Hence,
Y n0 (0, 0) = J(δ
∗
n) ≥ J(δ
′
n),
which implies that strategy δ∗n is optimal .
6 Impulse control problem in the general case
In this section we consider the case when the number of interventions is not limited, i.e.,
the controller can intervene as many times as she wishes. In this case, existence of the optimal
control over all admissible strategies, heavily relies on the continuity of the limiting process
(Yt(ν, ξ))t≥0 which is a crucial property of the value function.
Proposition 6.4. The process (Yt(ν, ξ))t≥0 given by (4.13) is continuous.
Proof. First, note that the process (Ot(ν, ξ))t≥0 is ca`dla`g since Y (ν, ξ) is so by (i) of Proposition
4.2 and Appendix, Part (II). Next, let T be a predictable stopping time such that ∆TY (ν, ξ) :=
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YT (ν, ξ) − YT−(ν, ξ) < 0. By Part (I)-iii) of the Appendix, the process (Ot(ν, ξ))t≥0 has a
negative jump at T and OT−(ν, ξ) = YT−(ν, ξ). We then have:
OT−(ν, ξ)−OT (ν, ξ) = max
β∈U
{
E
[
− e−r(T+∆)ψ(β) + Y(T+∆)−(ν, ξ + β)|FT
]}
− max
β∈U
{
E
[
− e−r(T+∆)ψ(β) + YT+∆(ν, ξ + β)|FT
]}
≤ max
β∈U
{
E
[
Y(T+∆)−(ν, ξ + β)− YT+∆(ν, ξ + β)|FT
]}
= max
β∈U
{
E
[
1AT+∆(ξ+β)
{
Y(T+∆)−(ν, ξ + β)− YT+∆(ν, ξ + β)
}
|FT
]
,
where for any predictable stopping time T ≥ ν and ξ an Fν-measurable r.v.,
AT (ξ) := {ω ∈ Ω,∆TY (ν, ξ) < 0} which belongs to FT . Thus
1AT (ξ){OT−(ν, ξ)−OT (ν, ξ)} ≤ max
β∈U
{
E
[
1AT (ξ) × 1AT+∆(ξ+β)
{
Y(T+∆)−(ν, ξ + β)
− YT+∆(ν, ξ + β)
}
|FT
]
. (6.25)
We note that there exists at least one β ∈ U such that the right-hand side is positive. Otherwise
the left-hand side is null and this is contradictory. Since YT+∆(ν, ξ + β) ≥ OT+∆(ν, ξ + β) and
on the set AT+∆(ξ + β) it holds that Y(T+∆)−(ν, ξ + β) = O(T+∆)−(ν, ξ + β), (6.25) implies
1AT (ξ){OT−(ν, ξ)−OT (ν, ξ)} ≤ max
β∈U
{
E
[
1AT (ξ) × 1AT+∆(ξ+β)
{
O(T+∆)−(ν, ξ + β)
− OT+∆(ν, ξ + β)
}
|FT
]
≤ E
[
1AT (ξ) ×max
β∈U
{
E
[
1AT+∆(ξ+β)
{
O(T+∆)−(ν, ξ + β)
− OT+∆(ν, ξ + β)
}
|FT+∆
]}
|FT
]
≤ E
[
1AT (ξ) × E
[
1AT+∆(ξ+β1)
{
O(T+∆)−(ν, ξ + β1)
− OT+∆(ν, ξ + β1)
}
|FT+∆
]
|FT
]
,
where β1 is a r.v. FT+∆-measurable valued in U . The r.v. β1 can be constructed in the following
way. For i = 1, . . . , p, let Bi be the set,
Bi :=
{
max
β∈U
E
[
1AT+∆(ξ+β)
{
O(T+∆)−(ν, ξ + β)−OT+∆(ν, ξ + β)
}
|FT+∆
]
= E
[
1AT+∆(ξ+θi)
{
O(T+∆)−(ν, ξ + θi)−OT+∆(ν, ξ + θi)
}
|FT+∆
]}
We now define β1 as
β1 = θ1 on B1 and β1 = θj on Bj\
j−1⋃
k=1
Bk for j = 2, . . . , p. (6.26)
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Therefore,
max
β∈U
E
[
1AT+∆(ξ+β)
{
O(T+∆)−(ν, ξ + β)−OT+∆(ν, ξ + β)
}
|FT+∆
]
=
∑
i=1,p
1{β1=θi}max
β∈U
E
[
1AT+∆(ξ+β)
{
O(T+∆)−(ν, ξ + β)−OT+∆(ν, ξ + β)
}
|FT+∆
]
=
∑
i=1,p
1{β1=θi}E
[
1AT+∆(ξ+θi)
{
O(T+∆)−(ν, ξ + θi)−OT+∆(ν, ξ + θi)
}
|FT+∆
]
= E
[ ∑
i=1,p
1{β1=θi}1AT+∆(ξ+θi)
{
O(T+∆)−(ν, ξ + θi)−OT+∆(ν, ξ + θi)
}
|FT+∆
]
= E
[ ∑
i=1,p
1{β1=θi}1AT+∆(ξ+β1)
{
O(T+∆)−(ν, ξ + β1)−OT+∆(ν, ξ + β1)
}
|FT+∆
]
since AT+∆(ξ + θi) = {Y(T+∆)−(ν, ξ + θi) − Y(T+∆)−(ν, ξ + θi) > 0} and by (4.12) on β1 = θi,
Y(T+∆)−(ν, ξ + θi) = Y(T+∆)−(ν, ξ + β1), Y(T+∆)(ν, ξ + θi) = Y(T+∆)(ν, ξ + β1) and the same is
valid for O(T+∆)−(ν, ξ + θi) and OT+∆(ν, ξ + θi). Therefore
max
β∈U
E
[
1AT+∆(ξ+β)
{
O(T+∆)−(ν, ξ + β)−OT+∆(ν, ξ + β)
}
|FT+∆
]
= E
[
1AT+∆(ξ+β1)
{
O(T+∆)−(ν, ξ + β1)−OT+∆(ν, ξ + β1)
}
|FT+∆
]
.
Repeating this reasoning n times yields
1AT (ξ){OT−(ν, ξ) − OT (ν, ξ)} ≤ E
[
1AT (ξ)
{ k=n∏
k=1
1AT+k∆(ξ+β1+···+βk)
×
(
O(T+n∆)−(ν, ξ + β1 + · · ·+ βn)−OT+n∆(ν, ξ + β1 + · · ·+ βn)
)}
|FT
]
,
where the random variables βk are valued in U and FT+k∆-measurable. But the left-hand side
converges to 0, P-a.s. when n→ +∞. Indeed, by using (4.7) for any ν and ξ ∈ Fν , we have
|Ot(ν, ξ)| ≤
γ
r
{e−rt − e−r(t+∆)}+ ‖ψ‖e−r(t+∆) +
γ
r
e−r(t+∆), ∀ t ≥ 0, (6.27)
and then lim
t→∞
Ot(ν, ξ) = 0 uniformly with respect to ν and ξ. Thus
1AT (ξ){OT−(ν, ξ)−OT (ν, ξ)} = 0,
which is absurd. Hence, the process Y (ν, ξ) is continuous.
Remark 6.3. Since the process Y (ν, ξ) is continuous and satisfies (4.13), then there exist
processes Z(ν, ξ) and K(ν, ξ)) which belong respectively to H2,d and S2i such that the triple
(Y (ν, ξ), Z(ν, ξ),K(ν, ξ)) satisfies the following reflected BSDE: ∀t ≥ 0,
{
Yt(ν, ξ) =
∫∞
t
e−rsh(s, Ls + ξ)1[s≥ν] ds+K∞(ν, ξ)−Kt(ν, ξ)−
∫∞
t
Zs(ν, ξ) dBs ;
Yt(ν, ξ) ≥ Ot(ν, ξ) and
∫∞
0
(Yt(ν, ξ)−Ot(ν, ξ)) dKt(ν, ξ) = 0
where the process O(ν, ξ) is given by (4.14).
We now give the main result of this section.
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Theorem 6.1. Let us assume that Assumption 3.1 hold and let us define the strategy δ∗ =
(τ∗n , β
∗
n)n≥0 by
τ∗0 =
{
inf{s ∈ [0,∞), Os(0, 0) ≥ Ys(0, 0)},
+∞, otherwise
and β∗0 an Fτ∗0 -r.v. such that
Oτ∗
0
(0, 0) := E
[∫ τ∗0+∆
τ∗0
e−rsh(s, Ls)ds− e
−r(τ∗0+∆)ψ(β∗0) + Yτ∗0+∆(τ
∗
0 , β
∗
0 )|Fτ∗0
]
.
For any n ≥ 1,
τ∗n = inf
{
s ≥ τ∗n−1 +∆, Os(τ
∗
n−1, β
∗
0 + · · ·+ β
∗
n−1) ≥ Ys(τ
∗
n−1, β
∗
0 + · · ·+ β
∗
n−1)
}
,
and β∗n an U -valued Fτ∗n-measurable r.v. such that
Oτ∗
n
(τ∗n−1, β
∗
0 + · · ·+ β
∗
n−1) = E
[ ∫ τ∗
n
+∆
τ∗
n
e−rsh(s, Ls + β
∗
0 + · · ·+ β
∗
n−1)ds
− e−r(τ
∗
n
+∆)ψ(β∗n) + Yτ∗n+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n−1 + β
∗
n)|Fτ∗n
]
.
Then, the strategy δ∗ = (τ∗n , β
∗
n)n≥0 is optimal for the impulse control problem, i.e.,
Y0(0, 0) = sup
δ∈A
J(δ) = J(δ∗).
Proof. We first prove that Y0(0, 0) = J(δ
∗).
We have:
Y0(0, 0) = ess sup
τ∈T0
E
[∫ τ
0
e−rsh(s, Ls)ds+Oτ (0, 0)
]
. (6.28)
Since Y (ν, ξ) and (Ot(0, 0))t≥0 are continuous on [0,∞], then, for any stopping time ν and any
Fν-measurable r.v. ξ, the stopping time τ
∗
0 is optimal after 0. This yields
Y0(0, 0) = E
[∫ τ∗0
0
e−rsh(s, Ls)ds+Oτ∗
0
(0, 0)
]
(6.29)
where
Oτ∗
0
(0, 0) = E
[∫ τ∗0+∆
τ∗0
e−rsh(s, Ls)ds|Fτ∗
0
]
+ max
β∈U
{
E
[
e−r(τ
∗
0+∆)(−ψ(β)) + Yτ∗0+∆(0, β)|Fτn0
]}
= E
[∫ τ∗0+∆
τ∗0
e−rsh(s, Ls)ds− e
−r(τ∗0+∆)ψ(β∗0 ) + Yτ∗0+∆(τ
∗
0 , β
∗
0)|Fτ∗0
]
.
Note that the second equality is valid thanks to Proposition 4.2-ii) since Yτ∗0+∆(0, β) = Yτ∗0+∆(τ
∗
0 , β),
for all β ∈ U . Combining this with (6.29), we obtain
Y0(0, 0) = E
[∫ τ∗0
0
e−rsh(s, Ls)ds+
∫ τ∗0+∆
τ∗0
e−rsh(s, Ls)ds− e
−r(τ∗0+∆)ψ(β∗0 ) + Yτ∗0+∆(τ
∗
0 , β
∗
0 )
]
= E
[∫ τ∗0+∆
0
e−rsh(s, Ls)ds− e
−r(τ∗0+∆)ψ(β∗0 ) + Yτ∗0+∆(τ
∗
0 , β
∗
0)
]
.
14
On the other hand, we have that
Yτ∗0+∆(τ
∗
0 , β
∗
0 ) = ess sup
τ∈Tτ∗
0
+∆
E
[∫ τ
τ∗0+∆
e−rsh(s, Ls + β
∗
0)ds+Oτ (τ
∗
0 , β
∗
0)|Fτ∗0+∆
]
.
As the stopping time τ∗1 is optimal after τ
∗
0 +∆, then
Yτ∗0+∆(τ
∗
0 , β
∗
0 ) = E
[∫ τ∗1
τ∗0+∆
e−rsh(s, Ls + β
∗
0)ds+Oτ∗1 (τ
∗
0 , β
∗
0)|Fτ∗0+∆
]
= E
[∫ τ∗1+∆
τ∗0+∆
e−rsh(s, Ls + β
∗
0)ds− e
−r(τ∗1+∆)ψ(β∗1 ) + Yτ∗1+∆(τ
∗
1 , β
∗
0 + β
∗
1)|Fτ∗0+∆
]
.
We insert this last quantity in the previous one to obtain
Y0(0, 0) = E
[ ∫ τ∗0+∆
0
e−rsh(s, Ls)ds+
∫ τ∗1+∆
τ∗0+∆
e−rsh(s, Ls + β
∗
0 )ds
− e−r(τ
∗
0+∆)ψ(β∗0 )− e
−r(τ∗1+∆)ψ(β∗1) + Yτ∗1+∆(τ
∗
1 , β
∗
0 + β
∗
1 )
]
.
Now, we use the same reasoning as many times as necessary to get
Y0(0, 0) = E
[ ∫ τ∗0+∆
0
e−rsh(s, Ls)ds+
∑
1≤k≤n−1
∫ τ∗
k
+∆
τ∗
k−1
+∆
e−rsh(s, Ls + β
∗
0 + · · ·+ β
∗
k−1)ds
−
n−1∑
k=0
e−r(τ
∗
k
+∆)ψ(β∗k) + Yτ∗n+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n)
]
. (6.30)
But, by (4.15), lim
n→∞
Yτ∗
n
+∆(τ
∗
n , β
∗
0 + · · · + β
∗
n) = 0. Thus, take the limit w.r.t n in the left
hand-side of the previous equality to obtain that,
Y0(0, 0) = J(δ
∗).
To proceed, we prove that the strategy δ∗ = (τ∗n , β
∗
n)n≥0 is optimal for the general impulse
control problem, i.e. J(δ∗) ≥ J(δ′) for any δ′ = (τ ′n, β
′
n)n≥0 in A. The definition of the Snell
envelope allows us to write
Y0(0, 0) ≥ E
[∫ τ ′0
0
e−rsh(s, Ls)ds+Oτ ′0(0, 0)
]
.
But, we have
Oτ ′0(0, 0) ≥ E
[∫ τ ′0+∆
τ ′0
e−rsh(s, Ls)ds− e
−r(τ ′0+∆)ψ(β′0) + Yτ ′0+∆(τ
′
0, β
′
0)|Fτ ′0
]
which yields
Y0(0, 0) ≥ E
[∫ τ ′0+∆
0
e−rsh(s, Ls)ds− e
−r(τ ′0+∆)ψ(β′0) + Yτ ′0+∆(τ
′
0, β
′
0)
]
. (6.31)
Next, as in (5.24), We have
Yτ ′0+∆(τ
′
0, β
′
0) = ess sup
τ∈T
τ′
0
+∆
E
[∫ τ
τ ′0+∆
e−rsh(s, Ls + β
′
0)ds+Oτ (τ
′
0, β
′
0)|Fτ ′0+∆
]
≥ E
[∫ τ ′1
τ ′0+∆
e−rsh(s, Ls + β
′
0)ds+Oτ ′1(τ
′
0, β
′
0)|Fτ ′0+∆
]
≥ E
[∫ τ ′1+∆
τ ′0+∆
e−rsh(s, Ls + β
′
0)ds− e
−r(τ ′1+∆)ψ(β′1) + Yτ ′1+∆(τ
′
1, β
′
0 + β
′
1)|Fτ ′0+∆
]
.
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Therefore,
Y0(0, 0) ≥ E
[ ∫ τ ′0+∆
0
e−rsh(s, Ls)ds+
∫ τ ′1+∆
τ ′0+∆
e−rsh(s, Ls + β
′
0)ds
− e−r(τ
′
0+∆)ψ(β′0)− e
−r(τ ′1+∆)ψ(β′1) + Yτ ′1+∆(τ
′
1, β
′
0 + β
′
1)
]
.
By repeating this argument n times, we obtain
Y0(0, 0) ≥ E
[ ∫ τ ′0+∆
0
e−rsh(s, Ls)ds+
∑
1≤k≤n−1
∫ τ ′
k
+∆
τ ′
k−1
+∆
e−rsh(s, Ls + β
′
0 + · · ·+ β
′
k−1)ds
−
n∑
k=0
e−r(τ
′
k
+∆)ψ(β′k) + Yτ ′n+∆(τ
′
n, β
′
0 + · · ·+ β
′
n)
]
.
Finally, taking the limit as n→ +∞, yields
Y0(0, 0) ≥ E

∫ +∞
0
e−rsh(s, Lδ
′
s )ds−
∑
n≥0
e−r(τ
′
n
+∆)ψ(β′n)

 = J(δ′)
since limn→∞ Yτ ′
n
+∆(τ
′
n, β
′
0 + · · ·+ β
′
n) = 0. Hence, the strategy δ
∗ is optimal.
7 Risk-sensitive impulse control problem
In this section, we extend the previous results to the risk-sensitive case where the controller
has a utility function which is of exponential type. In order to tackle this problem we do not
use BSDEs, as in the previous section, but instead, the Snell envelope notion which is more
appropriate. A similar version of this problem is considered in Hdhiri et al. [11] in the case
when the horizon is finite.
When the decision maker implements a strategy δ = (τn, ξn)n≥1, the payoff is given by
J(δ) := E

exp θ


∫ ∞
0
e−rsh(s, Lδs) ds−
∑
n≥1
e−r(τn+∆)ψ(ξn)



 , (7.32)
where θ > 0 is the risk-sensitive parameter. Hereafter, for sake of simplicity, we will treat only
the case θ = 1 since the other cases are treated in a similar way.
We proceed by recasting the risk-sensitive impulse control problem into an iterative op-
timal stopping problem, and by exploiting the Snell envelope properties, we shall be able to
characterize recursively an optimal strategy to this risk-sensitive impulse control problem.
7.1 Iterative optimal stopping and properties
Let ν be a stopping time and ξ an Fν-measurable random variable, we introduce the sequence
of processes (Y n(ν, ξ))n≥0 defined recursively by
Y 0t (ν, ξ) = E
[
exp
{∫ +∞
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
|Ft
]
, t ≥ 0, (7.33)
and, for n ≥ 1,
Y nt (ν, ξ) = ess sup
τ∈Tt
E
[
exp
{∫ τ
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
Onτ (ν, ξ)|Ft
]
, t ≥ 0, (7.34)
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where
Ont (ν, ξ) = max
β∈U
{
E
[
exp
{∫ t+∆
t
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(t+∆)ψ(β)
}
× Y n−1t+∆ (ν, ξ + β)|Ft
]}
.
Then the sequence of processes (Y n(ν, ξ))n≥0 enjoys the following properties.
Proposition 7.5.
i) For any n ∈ N, the process Y n(ν, ξ) belongs to S2c and satisfies lim
t→+∞
Y nt (ν, ξ) = 1.
ii) The sequence of processes (Y n(ν, ξ))n≥0 satisfies, P.a.s, for any t ≥ 0,
0 ≤ Y nt (ν, ξ) ≤ Y
n+1
t (ν, ξ) ≤ exp(
γe−rt
r
). (7.35)
Moreover, the process Yt(ν, ξ) = limn→∞ Y
n
t (ν, ξ), t ≥ 0, is ca`dla`g and satisfies
P-a.s. ∀t ≥ 0, 0 ≤ Yt(ν, ξ) ≤ exp(
γe−rt
r
). (7.36)
Finally, it holds that
Yt(ν, ξ) = ess sup
τ∈Tt
E
[
exp
{∫ τ
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
Oτ (ν, ξ)|Ft
]
, (7.37)
where
Ot(ν, ξ) := max
β∈U
{
E
[
exp
{∫ t+∆
t
e−rsh(s, Ls+ ξ)1[s≥ν]ds−e
−r(t+∆)ψ(β)
}
Yt+∆(ν, ξ+β)|Ft
]}
.
iii) For any two stopping times ν and ν′ such that ν ≤ ν′ and ξ an Fν-measurable r.v., we have
P− a.s., ∀t ≥ ν′, Yt(ν, ξ) = Yt(ν
′, ξ).
Proof. Let ν be a stopping time and ξ an Fν-measurable random variable.
i) We will show by induction that for each n ≥ 0, for any ξ ∈ Fν , Y
n(ν, ξ) belongs to S2c ,
satisfies lim
t→+∞
Y nt (ν, ξ) = 1 and P-a.s, for any t ≥ 0,
0 ≤ Y nt (ν, ξ) ≤ exp(
γe−rt
r
).
Let us start with the case n = 0. In view of the definition of Y 0(ν, ξ) given by (7.33), we have
lim
t→+∞
Y 0t (ν, ξ) = 1 since h is bounded. On the other hand,
E
[
sup
t≥0
|Y 0t (ν, ξ)|
2
]
= E
[
sup
t≥0
∣∣∣∣E
[
exp
{∫ +∞
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
|Ft
]∣∣∣∣
2
]
≤ E
[
sup
t≥0
exp
{
2
∫ +∞
t
γe−rsds
}]
= E
[
exp
{
2
∫ +∞
0
γe−rsds
}]
= exp(2
γ
r
),
since h is uniformly bounded by γ (Assumption 3.1). In addition, we note that for every t ≥ 0,
Y 0t (ν, ξ) = E
[
exp
{∫ +∞
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
|Ft
]
= E
[
exp
{∫ +∞
0
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
|Ft
]
exp
{
−
∫ t
0
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
.
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As martingales w.r.t. the Brownian filtration are continuous, then clearly Y 0(ν, ξ) is continuous
on [0,+∞], and then Y 0(ν, ξ) belongs to S2c . Finally
0 ≤ Y 0t (ν, ξ) = E
[
exp
{∫ +∞
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
|Ft
]
≤ exp
{∫ +∞
t
γe−rsds
}
= exp(
γe−rt
r
).
Thus the property holds for n = 0. Assume now that it holds for some n ≥ 1. First note that
since for every t ≥ 0 and every ξ ∈ Fν , 0 ≤ Y
n
t (ν, ξ) ≤ exp(
γe−rt
r
), then
0 ≤ Y n+1t (ν, ξ) = ess sup
τ∈Tt
E
[
exp
{∫ τ
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
On+1τ (ν, ξ)|Ft
]
= ess sup
τ∈Tt
E
[
exp
{∫ τ
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
× max
β∈U
{
E
[
exp
{∫ τ+∆
τ
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(τ+∆)ψ(β)
}
× Y nτ+∆(ν, ξ + β)|Fτ
]}
|Ft
]
≤ ess sup
τ∈Tt
E
[
exp
{
γ
r
(e−rt − e−r(τ+∆)) +
γe−r(τ+∆)
r
}
|Ft
]
= exp(
γe−rt
r
).
Therefore,
lim sup
t→∞
Y n+1t (ν, ξ) ≤ 1.
On the other hand
Y n+1t (ν, ξ) = ess sup
τ∈Tt
E
[
exp
{∫ τ
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
On+1τ (ν, ξ)|Ft
]
≥ lim
T→+∞
E
[
exp
{∫ T
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
On+1T (ν, ξ)|Ft
]
≥ E
[
exp
{∫ +∞
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
|Ft
]
= Y 0t (ν, ξ).
since lim
T→∞
On+1T (ν, ξ) = 1 by the induction hypothesis. Thus,
lim inf
t→∞
Y n+1t (ν, ξ) ≥ lim
t→∞
Y 0t (ν, ξ) = 1.
This combined with the above estimates yield
lim
t→∞
Y n+1t (ν, ξ) = 1.
It remains to show that Y n+1(ν, ξ) belongs to S2c . With the above estimates, it is enough to
show that it is continuous. First note that the process
Θn+1t = exp
{∫ t
0
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
On+1t (ν, ξ), t ≥ 0,
is continuous on [0,+∞]. Therefore, its Snell envelope is also continuous on [0,+∞], i.e.,
Y n+1t (ν, ξ) exp{
∫ t
0
h(s, Ls + ξ)1{s≥ν}ds, t ≥ 0, is continuous on [0,+∞] and then Y
n+1(ν, ξ) is
continuous on [0,+∞]. The proof of the claim is now complete.
To show that P-a.s. for every t ≥ 0,
Y nt (ν, ξ) ≤ Y
n+1
t (ν, ξ),
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it is enough to use an induction argument and to take into account that P-a.s., ∀ξ ∈ Fν , ∀t ≥ 0,
Y 1t (ν, ξ) ≥ Y
0
t (ν, ξ). (7.38)
To see this last inequality holds, we note that, for any T ≥ t,
Y 1t (ν, ξ) ≥ E
[
exp
{∫ T
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
O1T (ν, ξ)|Ft
]
.
Take now the limit when T →∞ to obtain (7.38) since lim
T→+∞
O1T (ν, ξ) = 1.
Next, for t ≥ 0 let us set Yt(ν, ξ) = limn→∞ Y
n
t (ν, ξ). Therefore, Yt(ν, ξ) satisfies (7.36)
by taking the limit in (7.35). Now (Y nt (ν, ξ) exp{
∫ t
0
h(s, Ls + ξ)1{s≥ν}ds)t≥0 is a bounded
increasing sequence of continuous supermartingales, then its limit is ca`dla`g and then Y (ν, ξ)
is ca`dla`g. Finally by Part (II)-ii) of Appendix the process O(ν, ξ) is ca`dla`g and the sequence
(On(ν, ξ))n≥1 ր O(ν, ξ), therefore by Part (I)-(v) in Appendix, Y (ν, ξ) satisfies (7.37).
iii) To show that for any two stopping times ν and ν′ such that ν ≤ ν′ and ξ an Fν-measurable
r.v., we have P-a.s.
Yt(ν, ξ) = Yt(ν
′, ξ), ∀ t ≥ ν′
it is enough to show that ∀n ≥ 0, ∀ξ ∈ Fν ,
Y nt (ν, ξ) = Y
n
t (ν
′, ξ), ∀t ≥ ν′.
But this property is obtained by an induction. Actually for n = 0 this property is valid in view
of the definition of Y 0t (ν, ξ) and since 1{s≥ν} = 1{s≥ν′} if s ≥ t ≥ ν
′ ≥ ν. Next assume that the
property is valid for some n. Therefore, for any β ∈ U (constant), by the induction hypothesis
E
[
exp
{∫ t+∆
t
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(t+∆)ψ(β)
}
× Y nt+∆(ν, ξ + β)|Ft
]
= E
[
exp
{∫ t+∆
t
e−rsh(s, Ls + ξ)1[s≥ν′]ds− e
−r(t+∆)ψ(β)
}
× Y nt+∆(ν
′, ξ + β)|Ft
]
.
Taking the supremum over β ∈ U , we obtain On+1t (ν, ξ) = O
n+1
t (ν
′, ξ), and then Y n+1t (ν, ξ) =
Y n+1t (ν
′, ξ). To complete the proof, we just need to take the limit w.r.t. n.
Lemma 7.1. For any stopping time ν and ξ a finite r.v. (i.e. card(ξ(Ω)) <∞), Fν-measurable
we have:
∀t ≥ ν, Yt(ν, ξ) =
∑
θ∈ξ(Ω)
1{ξ=θ}Yt(ν, θ). (7.39)
Proof. It is enough to show that for any n ≥ 0, for any ξ ∈ Fν finite
∀t ≥ ν, Y nt (ν, ξ) =
∑
θ∈ξ(Ω)
1{ξ=θ}Y
n
t (ν, θ). (7.40)
This last equality will be shown by induction. Indeed, for n = 0 the property holds true since
Y 0t (ν, ξ) = E
[
exp
{∫ +∞
t
e−rsh(s, Ls + ξ)1[s≥ν]ds
}
|Ft
]
= E

 ∑
θ∈ξ(Ω)
1{ξ=θ} exp
{∫ +∞
t
e−rsh(s, Ls + θ)1[s≥ν]ds
}
|Ft


=
∑
θ∈ξ(Ω)
1{ξ=θ}E
[
exp
{∫ +∞
t
e−rsh(s, Ls + θ)1[s≥ν]ds
}
|Ft
]
=
∑
θ∈ξ(Ω)
1{ξ=θ}Y
0
t (ν, θ)
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since {ξ = θ} ∈ Fν ⊂ Ft.
Suppose now that the property holds for some n ≥ 0. Let us show that it holds also for n+ 1.
For that let us set, for t ≥ ν,
Y¯ n+1t (ν, ξ) =
∑
θ∈ξ(Ω)
1{ξ=θ}Y
n+1
t (ν, θ).
First note that, for any t ≥ ν,
exp{
∫ t
ν
e−rsh(s, Ls+ξ)1[s≥ν]ds}×Y¯
n+1
t (ν, ξ) =
∑
θ∈ξ(Ω)
1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls+θ)1[s≥ν]ds}×Y
n+1
t (ν, θ).
Therefore, (
exp{
∫ t
ν
e−rsh(s, Ls + ξ)1[s≥ν]ds} × Y¯
n+1
t (ν, ξ)
)
t≥ν
is a continuous supermartingale since exp{
∫ t
ν
e−rsh(s, Ls + θ)1[s≥ν]ds} × Y
n+1
t (ν, θ), t ≥ ν, are
continuous supermartingales and the sets {ξ = θ} belong to Fν . On the other hand for any
t ≥ ν,
∑
θ∈ξ(Ω)
1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls + θ)1[s≥ν]ds} × Y
n+1
t (ν, θ)
≥
∑
θ∈ξ(Ω)
1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls + θ)1[s≥ν]ds} ×O
n+1
t (ν, θ) =: Vt
since (exp{
∫ t
ν
e−rsh(s, Ls+θ)1[s≥ν]ds}×Y
n+1
t (ν, θ))t≥ν is the Snell envelope of (exp{
∫ t
ν
e−rsh(s, Ls+
θ)1[s≥ν]ds} × O
n+1
t (ν, θ))t≥ν for any θ ∈ ξ(Ω). But, by using the induction hypothesis (in the
penultimate equality), we have
Vt =
∑
θ∈ξ(Ω)
1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls + θ)1[s≥ν]ds} ×O
n+1
t (ν, θ)
=
∑
θ∈ξ(Ω)
1{ξ=θ}max
β∈U
{
E
[
exp
{∫ t+∆
ν
e−rsh(s, Ls + θ)1[s≥ν]ds− e
−r(t+∆)ψ(β)
}
× Y nt+∆(ν, θ + β)|Ft
]}
= max
β∈U
{ ∑
θ∈ξ(Ω)
1{ξ=θ}E
[
exp
{∫ t+∆
ν
e−rsh(s, Ls + θ)1[s≥ν]ds− e
−r(t+∆)ψ(β)
}
× Y nt+∆(ν, θ + β)|Ft
]}
= max
β∈U
{
E
[ ∑
θ∈ξ(Ω)
1{ξ=θ} exp
{∫ t+∆
ν
e−rsh(s, Ls + θ)1[s≥ν]ds− e
−r(t+∆)ψ(β)
}
× Y nt+∆(ν, θ + β)|Ft
]}
= max
β∈U
{
E
[ ∑
θ∈ξ(Ω)
1{ξ=θ} exp
{∫ t+∆
ν
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(t+∆)ψ(β)
}
× Y nt+∆(ν, θ + β)|Ft
]}
= max
β∈U
{
E
[
exp
{∫ t+∆
ν
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(t+∆)ψ(β)
}
{
∑
θ∈ξ(Ω)
1{ξ=θ}Y
n
t+∆(ν, θ + β)}|Ft
]}
= max
β∈U
{
E
[
exp
{∫ t+∆
ν
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(t+∆)ψ(β)
}
Y nt+∆(ν, ξ + β)|Ft
]}
= exp{
∫ t
ν
e−rsh(s, Ls + ξ)1[s≥ν]ds} ×O
n+1
t (ν, ξ).
Thus, the continuous supermartingale (exp{
∫ t
ν
e−rsh(s, Ls + θ)1[s≥ν]ds} × Y¯
n+1
t (ν, ξ))t≥ν is
greater than the process (exp{
∫ t
ν
e−rsh(s, Ls + ξ)1[s≥ν]ds} × O
n+1
t (ν, ξ))t≥ν . Next, let (Ut)t≥ν
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be a ca`dla`g supermartinagle such that, for every t ≥ ν,
Ut ≥ exp{
∫ t
ν
e−rsh(s, Ls + ξ)1[s≥ν]ds} ×O
n+1
t (ν, ξ)
=
∑
θ∈ξ(Ω)
1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls + θ)1[s≥ν]ds} ×O
n+1
t (ν, θ).
This implies that, for any θ ∈ ξ(Ω) and t ≥ ν,
1{ξ=θ}Ut ≥ 1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls + θ)1[s≥ν]ds} ×O
n+1
t (ν, θ).
But, since the set {ξ = θ} belongs to Fν , the process (1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls+θ)1[s≥ν]ds}×
Y n+1t (ν, θ))t≥ν is the Snell envelope of (1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls+θ)1[s≥ν]ds}×O
n+1
t (ν, θ))t≥ν .
Now, as (1{ξ=θ}Ut)t≥ν is still a ca`dla`g supermartingale then by Part (I), we have, for any t ≥ ν,
1{ξ=θ}Ut ≥ 1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls + θ)1[s≥ν]ds} × Y
n+1
t (ν, θ).
This implies that, for any t ≥ ν,
Ut =
∑
θ∈ξ(Ω)
1{ξ=θ}Ut ≥
∑
θ∈ξ(Ω)
1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls + θ)1[s≥ν]ds} × Y
n+1
t (ν, θ).
Consequently, the process (
∑
θ∈ξ(Ω) 1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls + θ)1[s≥ν]ds} × Y
n+1
t (ν, θ))t≥ν
is the smallest ca`dla`g supermartingale which dominates (exp{
∫ t
ν
e−rsh(s, Ls + ξ)1[s≥ν]ds} ×
On+1t (ν, ξ))t≥ν , and then, it is its Snell envelope, i.e., for any t ≥ ν,
exp{
∫ t
ν
e−rsh(s, Ls + ξ)1[s≥ν]ds} × Y
n+1
t (ν, ξ)
=
∑
θ∈ξ(Ω)
1{ξ=θ} exp{
∫ t
ν
e−rsh(s, Ls + θ)1[s≥ν]ds} × Y
n+1
t (ν, θ)
= exp{
∫ t
ν
e−rsh(s, Ls + ξ)1[s≥ν]ds×
∑
θ∈ξ(Ω)
1{ξ=θ}Y
n+1
t (ν, θ)
which implies (7.40) holds for n+1 after an obvious simplification. It follows that for any n ≥ 0,
the property (7.40) holds. Now it is enough to take the limit w.r.t n in (7.40) to obtain the
claim (7.39).
Remark 7.4. As in Proposition 5.3, we can show in the same way that for any n ≥ 0, there
exists a strategy δ∗n which belongs to An such that
Y n0 (0, 0) = sup
δ∈An
J(δ) = J(δ∗n),
i.e., δ∗n is optimal in An.
7.2 The optimal strategy for the risk-sensitive problem
We now deal with the issue of existence of an optimal strategy for the risk-sensitive impulse
control problem with delay. The main difficulty is related to continuity of the process Y (ν, ξ).
Once this property is established we exhibit an optimal strategy and show that Y (0, 0) is the
value function of the control problem. We have
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Proposition 7.6. Let Assumption 3.1 hold. Then the process (Yt(ν, ξ))t≥0 defined in (7.37) is
continuous.
Proof. The proof is similar to the one of Proposition 6.4. First let us notice that the process
(Ot(ν, ξ))t≥0 is ca`dla`g since Y (ν, ξ) is ca`dla`g (see Appendix Part (II)). Next, let T be a pre-
dictable stopping time such that ∆TY (ν, ξ) < 0. This implies that the process (Ot(ν, ξ))t≥0 has
a negative jump at T and OT−(ν, ξ) = YT−(ν, ξ) (see Appendix, Part (I)). Therefore,
OT−(ν, ξ)−OT (ν, ξ)
= max
β∈U
{
E
[
exp
{∫ T+∆
T
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(T+∆)ψ(β)
}
× Y(T+∆)−(ν, ξ + β)|FT
]}
−max
β∈U
{
E
[
exp
{∫ T+∆
T
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(T+∆)ψ(β)
}
YT+∆(ν, ξ + β)|FT
]}
≤ max
β∈U
{
E
[
exp
{∫ T+∆
T
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(T+∆)ψ(β)
}
×
(
Y(T+∆)−(ν, ξ + β)− YT+∆(ν, ξ + β)
)
|FT
]}
= max
β∈U
{
E
[
1AT+∆(ξ+β) exp
{∫ T+∆
T
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(T+∆)ψ(β)
}
×
(
Y(T+∆)−(ν, ξ + β)− YT+∆(ν, ξ + β)
)
|FT
]}
≤ max
β∈U
{
E
[
1AT+∆(ξ+β) exp
{∫ T+∆
T
e−rsγds− ke−r(T+∆)ds
}
×
(
Y(T+∆)−(ν, ξ + β)− YT+∆(ν, ξ + β)
)
|FT
]}
≤ max
β∈U
{
E
[
1AT+∆(ξ+β) exp
{
γ
r
(e−rT − e−r(T+∆))
}
×
(
Y(T+∆)−(ν, ξ + β)− YT+∆(ν, ξ + β)
)
|FT
]}
where for any predictable stopping time T ≥ ν and ξ an Fν-measurable r.v.
AT (ξ) := {ω ∈ Ω,∆TY (ν, ξ) < 0} which belongs to FT . Therefore,
1AT (ξ){OT−(ν, ξ)−OT (ν, ξ)} ≤ max
β∈U
{
E
[
1AT (ξ) × 1AT+∆(ξ+β) exp
{
γ
r
(e−rT − e−r(T+∆))
}
×
(
Y(T+∆)−(ν, ξ + β)− YT+∆(ν, ξ + β)
)
|FT
]}
. (7.41)
We note that there exists at least one β ∈ U such that the right-hand side is positive. Otherwise
the left-hand side is null and this is a contradiction. Since YT+∆(ν, ξ + β) ≥ OT+∆(ν, ξ + β)
and on the set AT+∆(ξ + β),
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Y(T+∆)−(ν, ξ + β) = O(T+∆)−(ν, ξ + β). Therefore, (7.41) implies
1AT (ξ){OT−(ν, ξ)−OT (ν, ξ)}
≤ max
β∈U
{
E
[
1AT (ξ) × 1AT+∆(ξ+β) exp
{
γ
r
(e−rT − e−r(T+∆))
}
×
(
O(T+∆)−(ν, ξ + β)−OT+∆(ν, ξ + β)
)
|FT
]}
≤ E
[
1AT (ξ) × exp
{
γ
r
(e−rT − e−r(T+∆))
}
×max
β∈U
{
E
[
1AT+∆(ξ+β)
{
O(T+∆)−(ν, ξ + β)−OT+∆(ν, ξ + β)
}
|FT+∆
]}
|FT
]
≤ E
[
1AT (ξ) exp
{
γ
r
(e−rT − e−r(T+∆))
}
× E
[
1AT+∆(ξ+β1)
{
O(T+∆)−(ν, ξ + β1)
−OT+∆(ν, ξ + β1)
}
|FT+∆
]
|FT
]
,
where β1 is a r.v. FT+∆-measurable valued in U . The construction of the r.v. β1 is sim-
ilar as the one in the proof of Proposition 6.4 (see (6.26)) by using the property (7.39).
Note that, as previously, the left-hand side is not null. Next, since we have that AT (ξ) and(
exp
{
γ
r
(e−rT − e−r(T+∆))
})
are also FT+∆-measurable then
1AT (ξ){OT−(ν, ξ)−OT (ν, ξ)} ≤ E
[
1AT (ξ) × 1AT+∆(ξ+β1) exp
{
γ
r
(e−rT − e−r(T+∆))
}
×
{
O(T+∆)−(ν, ξ + β1)−OT+∆(ν, ξ + β1)
}
|FT
]
. (7.42)
Now by repeating this reasoning one deduces the existence of a sequence of U -valued random
variables (βk)k≥1 such that βk is FT+k∆-measurable and for any n ≥ 1,
1AT (ξ){OT−(ν, ξ)−OT (ν, ξ)}
≤ E
[
1AT (ξ)
{∏k=n
k=1 1AT+k∆(ξ+β1+···+βk) exp
{
γ
r
(e−rT − e−r(T+n∆))
}
×
(
O(T+n∆)−(ν, ξ + β1 + · · ·+ βn)−OT+n∆(ν, ξ + β1 + · · ·+ βn)
)}
|FT
]
.
(7.43)
But,
|Ot(ν, ξ)| ≤ exp
{γ
r
{e−rt − e−r(t+∆)}+ ‖ψ‖e−r(t+∆) +
γ
r
e−r(t+∆)
}
, (7.44)
then, setting Σn = β1 + · · ·+ βn (n ≥ 1), one obviously has
lim sup
n→∞
O(T+n∆)−(ν, ξ +Σn) ≤ 1.
On the other hand there exists a subsequence (nk)k≥1 such that
P-a.s. lim
k→∞
OT+nk∆(ν, ξ +Σnk) = 1. (7.45)
Indeed, by construction and (7.36), for any β ∈ U , P− a.s.,
Y 0T+n∆(ν, ξ +Σn + β) ≤ YT+n∆(ν, ξ +Σn + β) ≤ exp(
γe−r(T+n∆)
r
).
As lim
n→∞
Y 0T+n∆(ν, ξ +Σn + β) = 1, then
lim
n→∞
YT+n∆(ν, ξ +Σn + β) = 1. (7.46)
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Next recall the definition of the process O(ν, ξ) to obtain that
E[|OT+n∆(ν, ξ +Σn)− 1|]
= E
[
|max
β∈U
{
E
[{
exp
{∫ T+n∆
T
e−rsh(s, Ls + ξ + Σn)1[s≥ν]ds
− e−r(T+n∆)ψ(β)
}
YT+n∆(ν, ξ +Σn + β) − 1
}
|FT+n∆
]
|
]
≤
∑
β∈U
E
[
| exp
{∫ T+n∆
T
e−rsh(s, Ls + ξ +Σn)1[s≥ν]ds
− e−r(T+n∆)ψ(β)
}
YT+n∆(ν, ξ +Σn + β)− 1|
]
.
But, by the Lebesgue Theorem and (7.46), the last term converges to 0 as n → ∞, therefore
one can substract a subsequence (nk)k≥1 such that (7.45) holds.
Let us now consider this subsequence which we still denote by {n} and go back now to
(7.43). By using the conditional Fatou’s Lemma we obtain
1AT (ξ){OT−(ν, ξ)−OT (ν, ξ)}
≤ lim sup
n→∞
E
[
1AT (ξ)
{∏k=n
k=1 1AT+k∆(ξ+β1+···+βk) exp
{
γ
r
(e−rT − e−r(T+n∆))
}
×
(
O(T+n∆)−(ν, ξ + β1 + · · ·+ βn)−OT+n∆(ν, ξ + β1 + · · ·+ βn)
)}
|FT
]
≤ E
[
lim sup
n→∞
1AT (ξ)
{∏k=n
k=1 1AT+k∆(ξ+β1+···+βk) exp
{
γ
r
(e−rT − e−r(T+n∆))
}
×
(
O(T+n∆)−(ν, ξ + β1 + · · ·+ βn)−OT+n∆(ν, ξ + β1 + · · ·+ βn)
)}
|FT
]
≤ E
[
e−rT {lim sup
n→∞
O(T+n∆)−(ν, ξ + β1 + · · ·+ βn)−
lim
n→∞
OT+n∆(ν, ξ + β1 + · · ·+ βn)|FT
]
≤ 0.
(7.47)
This in turn implies that
1AT (ξ){OT−(ν, ξ)−OT (ν, ξ)} = 0,
which leads to a contradiction. Therefore, the process Y (ν, ξ) is continuous.
We are now ready to give the main result of this section.
Theorem 7.2. Assume that 3.1 hold. Let us define the strategy δ∗ = (τ∗n , β
∗
n)n≥0 by
τ∗0 =
{
inf{s ∈ [0,∞), Os(0, 0) ≥ Ys(0, 0)},
+∞ otherwise
and β∗0 is an Fτ∗0 -r.v. valued in U such that
Oτ∗
0
(0, 0) := E
[
exp
{∫ τ∗0+∆
τ∗0
e−rsh(s, Ls)ds− e
−r(τ∗0+∆)ψ(β∗0)
}
Yτ∗
0
+∆(τ
∗
0 , β
∗
0)|Fτ∗0
]
.
For n ≥ 1,
τ∗n = inf
{
s ≥ τ∗n−1 +∆, Os(τ
∗
n−1, β
∗
0 + · · ·+ β
∗
n−1) ≥ Ys(τ
∗
n−1, β
∗
0 + · · ·+ β
∗
n−1)
}
,
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and β∗n is an Fτ∗n-r.v. valued in U such that
Oτ∗
n
(τ∗n−1, β
∗
0 + · · ·+ β
∗
n−1) = E
[
exp
{∫ τ∗
n
+∆
τ∗
n
e−rsh(s, Ls + β
∗
0 + · · ·+ β
∗
n−1)ds
− e−r(τ
∗
n
+∆)ψ(β∗n)
}
Yτ∗
n
+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n−1 + β
∗
n)|Fτ∗n
]
.
Then, the strategy δ∗ = (τ∗n , β
∗
n)n≥0 is optimal for the risk-sensitive impulse control problem,
i.e.,
Y0(0, 0) = sup
δ∈A
J(δ) = J(δ∗).
Proof. First let us make precise the way the r.v. β∗n is constructed. For i = 1, . . . , p, let Ai be
the set
Ai :=
{
max
β∈U
E
[
exp
{
− e−r(τ
∗
n
+∆)ψ(β)
}
× Yτ∗
n
+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n−1 + β)|Fτ∗n
]
= E
[
exp
{
− e−r(τ
∗
n
+∆)ψ(βi)
}
× Yτ∗
n
+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n−1 + βi)|Fτ∗n
]}
.
We define β∗n as
β∗n = β1 on A1 and β
∗
n = βj on Aj\
j−1⋃
k=1
Ak for j = 2, . . . , p.
Thus, using (7.39) and as in (5.18), β∗n satisfies
E
[
exp
{
− e−r(τ
∗
n
+∆)ψ(β∗n)
}
× Yτ∗
n
+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n−1 + β
∗
n)|Fτ∗n
]
= max
β∈U
E
[
exp
{
− e−r(τ
∗
n
+∆)ψ(β)
}
× Yτ∗
n
+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n−1 + β)|Fτ∗n
]
. (7.48)
The proof of the theorem is performed in the following steps.
Step 1: Y0(0, 0) = J(δ
∗).
We have
Y0(0, 0) = ess sup
τ∈T0
E
[
exp
{∫ τ
0
e−rsh(s, Ls)ds
}
Oτ (0, 0)
]
. (7.49)
But, since for any ν, ξ, the process Y (ν, ξ) is continuous, then the stopping time τ∗0 is optimal
after 0. This yields
Y0(0, 0) = E
[
exp
{∫ τ∗0
0
e−rsh(s, Ls)ds
}
Oτ∗
0
(0, 0)
]
, (7.50)
where
Oτ∗
0
(0, 0) = max
β∈U
{
E
[
exp
{∫ τ∗0+∆
τ∗0
e−rsh(s, Ls)ds− e
−r(τ∗0+∆)ψ(β)
}
Yτ∗
0
+∆(0, β)|Fτ∗
0
]}
= max
β∈U
{
E
[
exp
{∫ τ∗0+∆
τ∗0
e−rsh(s, Ls)ds− e
−r(τ∗0+∆)ψ(β)
}
Yτ∗0+∆(τ
∗
0 , β)|Fτ∗0
]}
= E
[
exp
{∫ τ∗0+∆
τ∗0
e−rsh(s, Ls)ds− e
−r(τ∗0+∆)ψ(β∗0 )
}
Yτ∗0+∆(τ
∗
0 , β
∗
0)|Fτ∗0
]
,
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where we have used Proposition 7.5 iii) in the last equality to replace Yτ∗
0
+∆(0, β) with Yτ∗
0
+∆(τ
∗
0 , β).
Hence,
Y0(0, 0) = E
[
exp
{∫ τ∗0+∆
0
e−rsh(s, Ls)ds− e
−r(τ∗0+∆)ψ(β∗0 )
}
Yτ∗
0
+∆(τ
∗
0 , β
∗
0)
]
.
Similarly, we have
Yτ∗
0
+∆(τ
∗
0 , β
∗
0 ) = E
[
exp
{∫ τ∗1+∆
τ∗0+∆
e−rsh(s, Ls + β
∗
0)ds− e
−r(τ∗1+∆)ψ(β∗1 )
}
Yτ∗
1
+∆(τ
∗
1 , β
∗
0 + β
∗
1 )|Fτ∗0+∆
]
.
Replacing this in (7.50), it follows that
Y0(0, 0) = E
[
exp
{∫ τ∗0+∆
0
e−rsh(s, Ls)ds+
∫ τ∗1+∆
τ∗0+∆
e−rsh(s, Ls + β
∗
0 )ds
−e−r(τ
∗
0+∆)ψ(β∗0 )− e
−r(τ∗1+∆)ψ(β∗1)
}
Yτ∗1+∆(τ
∗
1 , β
∗
0 + β
∗
1)
]
.
Repeating this argument n times, we obtain that
Y0(0, 0) =E
[
exp
{∫ τ∗0+∆
0
e−rsh(s, Ls)ds+
∑
1≤k≤n
∫ τ∗
k
+∆
τ∗
k−1
+∆
e−rsh(s, Ls + β
∗
0 + · · ·+ β
∗
k−1)ds
−
n∑
k=0
e−r(τ
∗
k
+∆)ψ(β∗k)
}
Yτ∗
n
+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n)
]
. (7.51)
But since P{τ∗n ≥ n∆} = 1 then P-a.s. the series
∑
n≥0 e
−rτ∗
nψ(β∗n) is convergent and
|
∑
n≥0 e
−rτ∗
nψ(β∗n)| ≤ C for some constant C. On the other hand, by (7.36) and monotonicity,
we have
Y 0τ∗
n
+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n) ≤ Yτ∗n+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n) ≤ exp(
γe−r(τ
∗
n
+∆)
r
).
As
lim
n→∞
Y 0τ∗
n
+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n) = 1 and lim
n→∞
exp(
γe−r(τ
∗
n
+∆)
r
) = 1,
it follows that
lim
n→∞
Yτ∗
n
+∆(τ
∗
n , β
∗
0 + · · ·+ β
∗
n) = 1.
Take now the limit w.r.t n in the right-hand side of (7.51) to obtain that Y0(0, 0) = J(δ
∗).
Step 2: J(δ∗) ≥ J(δ′) for any other strategy δ′ = (τ ′n, β
′
n)n≥0 ∈ A.
We have
Y0(0, 0) ≥ E
[
exp
{∫ τ ′0
0
e−rsh(s, Ls)ds
}
Oτ ′
0
(0, 0)
]
.
Moreover, as in (5.24),
Oτ ′
0
(0, 0) =max
β∈U
{
E
[
exp
{∫ τ ′0+∆
τ ′0
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(t+∆)ψ(β)
}
Yτ ′
0
+∆(0, β)|Fτ ′
0
]}
.
=max
β∈U
{
E
[
exp
{∫ τ ′0+∆
τ ′0
e−rsh(s, Ls + ξ)1[s≥ν]ds− e
−r(t+∆)ψ(β)
}
Yτ ′0+∆(τ
′
0, β)|Fτ ′0
]}
.
≥E
[
exp
{∫ τ ′0+∆
τ ′0
e−rsh(s, Ls)ds− e
−r(τ ′0+∆)ψ(β′0)
}
Yτ ′0+∆(τ
′
0, β
′
0)|Fτ ′0
]
,
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since by Proposition 7.5-iii), Yτ ′
0
+∆(0, β) = Yτ ′
0
+∆(τ
′
0, β) for any β ∈ U . Therefore,
Y0(0, 0) ≥ E
[
exp
{∫ τ ′0+∆
0
e−rsh(s, Ls)ds− e
−r(τ ′0+∆)ψ(β′0)
}
Yτ ′0+∆(τ
′
0, β
′
0)
]
. (7.52)
In a similar way,
Yτ ′0+∆(τ
′
0, β
′
0) = ess sup
τ∈T
τ′
0
+∆
E
[
exp
{∫ τ
τ ′0+∆
e−rsh(s, Ls + β
′
0)ds
}
Oτ (τ
′
0, β
′
0)|Fτ ′0+∆
]
≥ E
[
exp
{∫ τ ′1
τ ′0+∆
e−rsh(s, Ls + β
′
0)ds
}
Oτ ′1(τ
′
0, β
′
0)|Fτ ′0+∆
]
≥ E
[
exp
{∫ τ ′1+∆
τ ′0+∆
e−rsh(s, Ls + β
′
0)ds− e
−r(τ ′1+∆)ψ(β′1)
}
Yτ ′
1
+∆(τ
′
1, β
′
0 + β
′
1)|Fτ ′0+∆
]
.
Therefore,
Y0(0, 0) ≥ E
[
exp
{∫ τ ′0+∆
0
e−rsh(s, Ls)ds+
∫ τ ′1+∆
τ ′0+∆
e−rsh(s, Ls + β
′
0)ds
− e−r(τ
′
0+∆)ψ(β′0)− e
−r(τ ′1+∆)ψ(β′1)
}
Yτ ′1+∆(τ
′
1, β
′
0 + β
′
1)
]
.
Repeat this argument n times to obtain
Y0(0, 0) ≥ E
[
exp
{∫ τ ′0+∆
0
e−rsh(s, Ls)ds+
∑
1≤k≤n
∫ τ ′
k
+∆
τ ′
k−1
+∆
e−rsh(s, Ls + β
′
0 + · · ·+ β
′
k−1)ds
−
n∑
k=0
e−r(τ
′
k
+∆)ψ(β′k)
}
Yτ ′
n
+∆(τ
′
n, β
′
0 + · · ·+ β
′
n)
]
.
Now, we take the limit as n→ +∞ in the right hand-side of this inequality to obtain that
Y0(0, 0) ≥ E

exp{∫ +∞
0
e−rsh(s, Lδ
′
s )ds−
∑
n≥0
e−r(τ
′
n
+∆)ψ(β′n)
} = J(δ′)
since the series is convergent and bounded and, as above, lim
n→∞
Yτ ′
n
+∆(τ
′
n, β
′
0 + · · · + β
′
n) = 1.
This latter point can be obtained by (7.36) and the fact that Y (ν, ξ) ≥ Y 0(ν, ξ). Therefore,
Y0(0, 0) ≥ J(δ
′). Thus, we conclude that for any arbitrary strategy δ in A, we have that
Y0(0, 0) = J(δ
∗) = sup
δ∈A
J(δ)
which means that δ∗ is optimal.
8 Appendix
Part (I): Snell envelope.
Let U be an F -adapted ca`dla`g process which belongs to class [D], i.e. the random variables set
{Uθ, θ ∈ T } is uniformly integrable. The Snell envelope of the process U denoted by SN(U) is
the smallest ca`dla`g super-martingale which dominates U . It exists and satisfies
i)
∀t ≥ 0, SNt(U) := ess sup
θ∈Tt
E[Uθ|Ft]. (8.53)
27
ii) limt→∞ SNt(U) = lim supt→∞ Ut.
iii) The jumping times of (SNt(U))t≥0 are predictable and verify {∆(SNt(U)) < 0} ⊂ {SNt−(U) =
Ut−} ∩ {∆tU < 0}.
iv) If U has only positive jumps on [0,∞], then SN(U)) is a continuous process on [0,∞].
Moreover, if θ is an Ft-stopping time and, τ
∗
θ = inf{s ≥ θ, SN(U)s ≤ Us} (+∞ if empty),
then τ∗θ is optimal after θ, i.e.,
SN(U)θ = E[SN(U)τ∗
θ
|Fθ] = E[Uτ∗
θ
|Fθ] = ess sup
τ≥θ
E[Uτ |Fθ]. (8.54)
v) If (Un)n≥0 and U are ca`dla`g processes of class [D] and such that the sequence of pro-
cess (Un)n≥0 converges increasingly and pointwisely to U , then (SN(Un))n≥0 converges
increasingly and pointwisely to SN(U).
For further reference and details on the Snell envelope, we refer to [8] or [6].
Part (II): Optional and predictable projections
Let X := (Xt)t≥0 be a measurable bounded process.
i) There exists an optional (resp. predictable) process Y (resp. Z) such that
E[XT1{T<∞}|FT ] = YT1{T<∞}, P− a.s. for any stopping time T
(resp.
E[XT1{T<∞}|FT− ] = ZT1{T<∞}, P-a.s. for any predictable stopping time T ).
The process Y (resp. Z) is called the optional (resp. predictable) projection of the process X .
ii) If X is ca`dla`g, then Y is also ca`dla`g.
iii) Since the filtration (Ft)t≥0 is Brownian then FT− = FT and the processes Y and Z are
undistinguishable. In particular, the optional projection of a bounded continuous process is also
continuous. Finally for any predictable stopping time T
E[∆TX |FT ] = ∆TZ, P-a.s.
For more details one can see ([6], pp.113, ).
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