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Abstract
Given a time function τ on a spacetime M, we define a null distance
function, dˆτ, built from and closely related to the causal structure of M. In
basic models with timelike ∇τ, we show that 1) dˆτ is a definite distance func-
tion, which induces the manifold topology, 2) the causal structure of M is
completely encoded in dˆτ and τ. In general, dˆτ is a conformally invariant
pseudometric, which may be indefinite. We give an ‘anti-Lipschitz’ condi-
tion on τ, which ensures that dˆτ is definite, and show this condition to be
satisfied whenever τ has gradient vectors ∇τ almost everywhere, with ∇τ
locally ‘bounded away from the light cones’. As a consequence, we show
that the cosmological time function of [1] is anti-Lipschitz when ‘regular’,
and hence induces a definite null distance function. This provides what may
be interpreted as a canonical metric space structure on spacetimes which
emanate from a common initial singularity, e.g. a ‘big bang’.
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1 Introduction
A basic distinction between Lorentzian and Riemannian geometry is the fact that
Lorentzian manifolds are not known to carry an intrinsic distance function. (The
standard Lorentzian ‘distance’ function, reviewed below, is such in name only.)
While any manifold is metrizable, what is desired more specifically is a distance
function which captures a sufficient amount of the geometric structure. Among
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other applications, one motivation for finding such a distance function is the ques-
tion of convergence in the Lorentzian setting, and of taking meaningful limits of
sequences of spacetimes.
In this paper, we introduce a distance function on spacetime, which is positive-
definite under natural conditions, and yet closely related to the causal structure.
Indeed, in basic model cases, it encodes the causal structure completely. We begin
first with a brief description of this distance, and summary of its main features.
Let M be a spacetime and τ a time function on M. (Hence, τ increases along
future causal curves.) Fix any two points p, q ∈ M. Let β be a ‘piecewise causal’
curve from p to q, that is, β is composed of subsegments which are either future or
past causal, but β itself may wiggle backwards and forwards in time. (See Figure
1.) The ‘null length’ of β is computed by adding up the changes in τ, in absolute
other applicatio s, istance function is the ques-
tion of converge i t t i tti , f taking eaningful limits of
sequences of spac ti .
In this paper, e i tr ce a ista ce f cti spaceti e, which is positive-
definite under natural conditions, and yet closely related to the causal structure.
Indeed, in basic odel cases, it encodes the causal structure co pletely. We begin
first with a brief description of this distance, and su ary of its main features.
Let be a spaceti e and τ a ti e function on . (Hence, τ increases along
future causal curves.) Fix any two points p, q ∈ M. Let β be a ‘piecewise causal’
curve from p to q, that is, β is composed of subsegments which are either future or
past causal, but β itself may wiggle backwards and forwards in time. (See Figure
1.) The ‘null length’ of β is computed by adding up the changes in τ, in absolute
p
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Figure 1: Measuring the ‘null distance’ between p and q.
value, along each of the causal subsegments of β. Hence, letting x0, x1, ..., xk de-
note its breaks, the null length of β is given by Lˆτ(β) =
￿k
i=1 |τ(xi) − τ(xi−1)|. The
infimum of this over all such curves is the null distance, dˆτ(p, q). (The definitions
are presented formally in Section 3.1.)
We note first that if q is in the future of p, then any causal curve α from p to
q is minimal, with dˆτ(p, q) = Lˆτ(α) = τ(q) − τ(p). In particular, causal curves are
distance-realizing, and in general we have:
p ≤ q =⇒ dˆτ(p, q) = τ(q) − τ(p) (1.1)
On the other hand, if p and q are not causally related, any timelike subsegments
in β will necessarily be inefficient. If a minimal β does exist in this case, it must
be piecewise null. The name ‘null distance’ derives primarily from this fact.
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Fig r : ri t ‘ ll i t ’ et een p and q.
value, along eac f t . ence, le ting x0, x1, .., xk de-
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infimu of this r ll ll i t ce, dˆτ(p, q). (The definitions
are presented f r ll
e note first t t i , t a y causal curve α from p to
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On the other hand, if p and q are not causally related, any ti elike subsegments
in β will necessarily be inefficient. If a ini al β does exist in this case, it must
be piecewise null. The na e ‘null distance’ derives pri arily from this fact.
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For τ = t on Minkowski space, dˆτ is a definite distance function, whose spheres
are coordinate cylinders with axes in the time direction. Moreover, the converse
of (1.1) holds, and hence the causal structure is completely encoded via:
p ≤ q ⇐⇒ dˆτ(p, q) = τ(q) − τ(p) (1.2)
(See Proposition 3.3. This situation is also extended to more general warped prod-
uct models in Theorem 3.25.)
On the other hand, taking τ = t3 on Minkowski induces a null distance function
which is indefinite. In this case, dˆτ assigns a distance of 0 between any two points
in the {t = 0} slice, (where ∇τ vanishes). Moreover, as a consequence of this, dˆτ
can not distinguish causal relation for points on opposite sides of this slice, (see
Proposition 3.4). (Indeed, for (1.2) to hold, it is necessary that dˆτ be definite.)
Evidently, the resolution of dˆτ with respect to separation of points, and causal-
ity, is closely related to the question of whether the gradient ∇τ remains timelike,
for smooth τ. More generally, this question may be rephrased in terms of a lower
bound on the ‘causal average rate of change’ of τ, which is realized below in
the form of an ‘anti-Lipschitz’ condition, (cf. Definition 4.4). A closely related
condition is used by Chrus´ciel, Grant, and Minguzzi in [4]. Indeed, these two
conditions are shown to be equivalent below. (As noted in [4], similar conditions
were previously considered by Seifert in [10].)
A time function τ which is locally anti-Lipschitz induces a definite null dis-
tance function, and we show this condition to be satisfied whenever τ has gradi-
ent vectors ∇τ almost everywhere, with ∇τ locally ‘bounded away from the light
cones’, (here quantified via Definition 4.13). As a consequence, we show that the
cosmological time function, defined by Andersson, Galloway, and Howard in [1],
is locally anti-Lipschitz when ‘regular’, and hence induces a definite null distance.
For spacetimes (M, g) emanating from a common initial singularity, cosmological
time may be viewed as canonical, (it is determined by g), and hence its induced
null distance function provides a uniform way of metrizing such spacetimes.
In general, null distance is closely related to the causal structure, and in basic
model cases encodes causality completely via (1.2). We would expect that some
(local) version of (1.2) should hold more generally, under natural conditions on τ,
if not necessarily when dˆτ is definite. (See also Theorem 3.28.) This is currently
an open question, and will be explored in future work.
Strictly speaking, in the definition of dˆτ, we require only that τ be strictly
increasing along future causal curves, but not necessarily continuous, i.e., that
τ be a ‘generalized time function’. Hence, the class of spacetimes considered
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here does include those which are stably causal, but also those which are (only)
strongly causal, or for example, (only) past-distinguishing. Of course, in the stably
causal, or further globally hyperbolic settings, M admits smooth time functions
τ, with further geometric properties. Indeed, a study of dˆτ in such cases would
be among several natural next steps. We will presently, however, remain more
tightly focused on basic properties and examples, including a broad and detailed
study of definiteness, as described above. Naturally, this issue is fundamental
to a basic understanding of the null ‘distance’, dˆτ. But furthermore, this is also
carried out for practical reasons, as part of the effort to understand the case of
cosmological time. We emphasize that, within its scope, cosmological time is of
special importance, not only because it is uniquely and ‘canonically’ determined,
but because it is so immediately tied to the geometry of the spacetime.
We note finally that some care has been taken to keep the treatment below
as accessible and self-contained as possible. In particular, we have tried to em-
ploy economy regarding causal theory, and hope that the development is fairly
readable, for example, to an interested Riemannian geometer, with some basic
familiarity with spacetimes.
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2 Lorentzian Background
For completeness, and to set a few conventions, we begin with a brief review of
some basic Lorentzian geometry. For further background, we note the standard
references [2], [6], [8], [9], [11].
2.1 Spacetimes
Let Mn+1 be a smooth manifold of dimension n + 1. A Lorentzian metric g on
M has signature (−,+,+, · · · ,+), and classifies a vector X ∈ T M as timelike,
null, or spacelike according as g(X, X) is negative, zero, or positive. Timelike
and null vectors are referred to collectively as causal, and form a double cone
in each tangent space. A spacetime is a Lorentzian manifold (M, g) which is
time-oriented, i.e., has a continuous assignment of ‘future cone’ at each point.
Hence, every nontrivial causal vector in a spacetime is either future-pointing or
past-pointing. Unless otherwise indicated, M shall henceforth denote a spacetime.
Further, we shall take all Lorentzian and Riemannian metrics to be smooth.
2.2 Causality
A piecewise smooth curve α : I → M is future timelike (resp. null, causal) if
α′, including all one-sided tangents at any breaks or endpoints, is always future-
pointing timelike (resp. null, causal). Past curves are defined time dually. We
count trivial (constant) curves as null, and hence causal. However, we will assume
that all nontrivial piecewise smooth curves α are regular, i.e., that α is parameter-
ized so that all of its tangents are nontrivial, α′ , 0. (This can be achieved, for
example, by using the arc length parameterization with respect to any choice of
Riemannian metric on M.) Furthermore, causal curves will implicitly be assumed
to be nontrivial where appropriate. The timelike future I+(S ) of a subset S ⊂ M
is the set of points q ∈ M reachable by a future timelike curve from some p ∈ S .
The causal future J+(S ) is defined similarly using future causal curves, and time
dually we have the pasts I−(S ) and J−(S ). For p, q ∈ M, we write p ≤ q to mean
q ∈ J+(p), or equivalently p ∈ J−(q). We write p  q to mean q ∈ I+(p), or
equivalently p ∈ I−(q).
Proposition 2.1. Let M be a spacetime and S ⊂ M any subset. Then I+(S ) is
open, and S ⊂ J+(S ) ⊂ I+(S ), and similarly for the pasts.
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2.3 Time Functions
Following [2], we will say τ : M → R is a generalized time function if τ is
strictly increasing along all nontrivial future-directed causal curves. If further τ is
continuous, then τ is called a time function.
Given any function f : M → R, the gradient of f at p ∈ M is defined as usual
by g(∇ f , X) = X f for all X ∈ TpM. We note however that if ∇ f is timelike, then
f increases in the −∇ f direction. As in [3], we will say τ : M → R is a temporal
function if it is smooth, with past-pointing timelike gradient. It is easy to see
that such functions are necessarily time functions. Conversely, given a smooth
time function, its gradient is necessarily past-pointing causal, but may fail to be
everywhere timelike.
For p, q ∈ M, we will refer to I+(p) ∩ I−(q) as a ‘timelike diamond’, and
similarly to J+(p) ∩ J−(q) as a ‘causal diamond’. A spacetime is strongly causal
if each point admits arbitrarily small timelike diamond neighborhoods. A space-
time is past-distinguishing if I−(p) = I−(q) implies p = q. Any strongly causal
spacetime is necessarily past-distinguishing. We note the following, ([2], [7]):
Proposition 2.2. Any past-distinguishing spacetime, (and hence any strongly
causal spacetime), admits a generalized time function.
Furthermore, we recall roughly that a spacetime (M, g) is causal if it contains
no closed causal curves, and stably causal if this property persists under small
perturbations of g. Any stably causal spacetime is necessarily strongly causal. We
note the following fundamental Lorentzian result:
Theorem 2.3 ([6], [3], [4]). Let M be a spacetime. The following are equivalent:
(a) M admits a time function.
(b) M admits a temporal function.
(c) M is stably causal, (and hence strongly causal).
2.4 Local Causality
As on a Riemannian manifold, we say an open set U ⊂ M is (geodesically) convex
if it is an exponential normal neighborhood of each of its points. Hence, if U is
convex, then any two points x, y ∈ U are connected by a unique geodesic in U.
Each point in a spacetime admits arbitrarily small convex neighborhoods.
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The Lorentzian arc length functional of a spacetime (M, g) is defined on the
space of causal curves α : [a, b]→ M by Lg(α) :=
∫ b
a
√|g(α′, α′)|ds. We have the
following ([8]):
Proposition 2.4. Let U be a convex neighborhood in a spacetime M. For each
p, q ∈ U, let γpq denote the unique geodesic in U from p to q.
(1) If there is a timelike (resp. causal) curve in U from p to q, then γpq is
timelike (resp. causal).
(2) If γpq is timelike, then Lg(γpq) ≥ Lg(α), for all causal curves α in U joining
p to q. Moreover, the inequality is strict unless, when suitably paramterized,
α = γpq.
2.5 Lorentzian Distance
Note that by Proposition 2.4, the causal geodesics of a spacetime are locally
length-maximing. The Lorentzian distance function of a spacetime (M, g) is de-
fined by
dg(p, q) := sup { Lg(α) : α is future causal from p to q },
where the supremum is taken to be 0 when there are no such curves. Hence,
dg(p, q) = 0 whenever p 6≤ q. Note that, despite its name, Lorentzian ‘distance’ is
not a true distance function, as it fails to be definite, symmetric, and only satisfies
the following ‘reverse triangle inequality’:
Proposition 2.5 (Reverse Triangle Inequality).
x ≤ y ≤ z =⇒ dg(x, y) + dg(y, z) ≤ dg(x, z)
3 Null Distance
For the remainder, τ will denote a generalized time function. Hence, we assume
τ : M → R increases strictly along future causal curves, but do not require τ to be
continuous.
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3.1 Definitions
In a spacetime, a ‘causal curve’ is either future or past directed. We begin by
extending this class of curves as follows:
Definition 3.1. By a piecewise causal curve β : [a, b] → M we mean that there
is a partition a = s0 < s1 < ... < sk−1 < sk = b such that the restriction of
β to [si−1, si] is either a smooth future or past causal curve. In particular, β is
allowed to move backwards and forwards in time. We will sometimes use the
notation βi := β|[si−1,si], and β = β1 · β2 · · · βk, where the dot denotes the natural
concatenation of curves, (here from left to right).
β1
β2 β3 βk
Figure 2: A piecewise causal curve β = β1 · β2 · · · βk.
Definition 3.2. Let τ : M → R be a (generalized) time function.
(1) For β piecewise causal with breaks a = s0 < ... < sk = b, set xi = β(si). We
define the null length of β by
Lˆτ(β) :=
k￿
i=1
|τ(xi) − τ(xi−1)|
(2) For any p, q ∈ M, we define the null distance
dˆτ(p, q) := inf { Lˆτ(β) : β piecewise casual from p to q }
3.2 Two Model Examples
Before moving on to general properties, we begin with two key examples on
Minkowski space, Mn+1 = (R × Rn, −dt2 + d(x1)2 + · · · + d(xn)2). Let t be the
standard time coordinate onMn+1. For p ∈ Mn+1, we will write p = (tp, pS ), where
tp = t(p), and pS ∈ Rn is the ‘spatial’ part of p. Let ||x|| denote the Euclidean norm
of x = (x1, ..., xn).
Proposition 3.3. Consider τ = t on Minkowski space,Mn+1. Then we have:
(1) dˆt is a definite, translation invariant metric onMn+1, with
dˆt(p, q) =
 |t(q) − t(p)| q ∈ J
±(p)
|| qS − pS || q ￿ J±(p)
8
Figure 2: A piecewise causal curve β = β1 · β2 · · · βk.
Definitio . . et : e a generalize time function.
(1) For β i s0 . < sk = b, set xi = β(si). We
define t
ˆ
τ( ) :
k∑
i=1
| (xi) τ(xi−1)|
(2) For any p, q ∈ , we define the null distance
dˆτ(p, q) := inf { Lˆτ(β) : β piecewise causal from p to q }
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3.2 Two Model Examples
Before moving on to general properties, we begin with two key examples on
Minkowski space, Mn+1 = (R × Rn, −dt2 + d(x1)2 + · · · + d(xn)2). Let t be the
standard time coordinate onMn+1. For p ∈ Mn+1, we will write p = (tp, pS ), where
tp = t(p), and pS ∈ Rn is the ‘spatial’ part of p. Let ||x|| denote the Euclidean norm
of x = (x1, ..., xn).
Proposition 3.3. Consider τ = t on Minkowski space, Mn+1. Then we have:
(1) dˆt is a definite, translation invariant metric on Mn+1, with
dˆt(p, q) =
 |t(q) − t(p)| q ∈ J
±(p)
|| qS − pS || q < J±(p)
(2) dˆt encodes the causality of Mn+1 via:
p ≤ q ⇐⇒ dˆt(p, q) = t(q) − t(p)
(3) The dˆt-spheres are coordinate cylinders. For example, the null distance
sphere of radius r from the origin is the cylinder given by the equation:
max{|t|, ||x||} = r
(2) dˆt encodes the causality ofMn+1 via:
p ≤ q ⇐⇒ dˆt(p, q) = t(q) − t(p)
(3) The dˆt-spheres are coordinate cylinders. For example, the null distance
sphere of radius r fro the origin is the cylinder given by the equation:
ax{|t|, ||x||} = r
xi
t
Figure 3: The dˆt spheres onMn+1 are coordinate cylinders.
Proof. It is clear that dˆt is translation invariant. To prove the formula in (1), we
may thus take p = p0 to be the origin, and q = (t, x1, ..., xn), with t ≥ 0. If p0 ≤ q,
it follows that dˆt(p0, q) = t, (cf. Lemma 3.10 below). On the other hand, if p0 ￿≤ q,
then letting r = ||x||, the line segment from the origin to (0, x1, ..., xn) lifts to a
piecewise null curve η with one break as in Figure 4.
The null length of η is given by
Lˆt(η) = |t(x1) − t(p)| + |t(q) − t(x1)| = (a + b) + (b) = r
and hence dˆt(p0, q) ≤ r = ||x||. Now let β = β1 · β2 · · · βk be any piecewise causal
curve from p0 to q. Since either βi or −βi is future causal, we may parameterize
(±)βi(t) = (t,σi(t)) : [ti, ti + δi] → M. Since βi is causal, we have 0 ≥ g(β￿i , β￿i) =
−1 + h(σ￿i ,σ￿i), where h is the standard Riemannian metric on {t = 0} ≈ Rn. This
gives
Lˆt(β) =
k￿
i=1
δi ≥
k￿
i=1
￿ ti+δi
ti
￿
h(σ￿i ,σ
￿
i)dt =
k￿
i=1
Lh(σi) = Lh(σ) ≥ r
9
Figure 3: The dˆt spheres on n+1 are coordinate cylinders.
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Proof. It is clear that dˆt is translation invariant. To prove the formula in (1), we
may thus take p = p0 to be the origin, and q = (t, x1, ..., xn), with t ≥ 0. If
p0 ≤ q, it follows that dˆt(p0, q) = t, (see Lemma 3.11 below). On the other hand,
if p0 6≤ q, then letting r = ||x||, the line segment from the origin to (0, x1, ..., xn)
lifts to a piecewise null curve η with one break as in Figure 4.
r
a
b
b
p
q
x1
η
t
Figure 4: The piecewise null curve η realizes dˆt(p, q).
where σ = σ1 · · ·σk is the projection of β onto the {t = 0} slice. Taking the
infimum over all such β gives dˆt(p0, q) ≥ r. Hence we have dˆt(p0, q) = r = ||x||.
This gives the formula in (1), from which (2) and (3) follow. ￿
In contrast to Proposition 3.3, we have:
Proposition 3.4. Consider τ = t3 on Minkowski. Then we have the following.
(1) dˆτ fails to be definite. In particular, for any two points p, q in the {t = 0}
slice, we have dˆτ(p, q) = 0.
(2) dˆτ fails to encode the causal structure. In particular, for any two points
p = (tp, pS ) and q = (tq, qS ), with tp < 0 < tq, we have dˆτ(p, q) = τ(q)−τ(p).
Proof. It suffices to consider the Minkowksi plane, M1+1 = {(t, x)}. (1) Let ηk be
the piecewise null curve joining p = (t, 0) to q = (t, ￿), which bounces between
the t and t + ￿/2k slices as in Figure 5. The null length of ηk with respect to τ = t3
is given by:
Lˆτ(ηk) =
￿
(t + ￿/2k)3 − t3
￿
· 2k = (t + ￿/2k)
3 − t3
￿
2k
· ￿
Hence, we have
dˆτ(p, q) ≤ lim
k→∞
Lˆτ(ηk) = 3t2 · ￿
10
Figure 4: The piecewise null curve η realizes dˆt(p, q).
The null length of η is given by
Lˆt(η) = |t(x1) − t(p)| + |t(q) − t(x1)| = (a + b) + (b) = r
and hence dˆt(p0, q) ≤ r = ||x||. Now let β = β1 · β2 · · · βk be any piecewise causal
curve from p0 to q. Note that either βi or −βi is future causal. We may thus
parameterize either βi or its reverse as (±)βi(t) = (t, σi(t)) : [ti, ti + δi] → M, with
δi ≥ 0, (where (±)βi here denotes whichever is future-directed, either βi or −βi).
Since βi is causal, we have 0 ≥ g(β′i , β′i) = −1 + h(σ′i , σ′i), where h s s andard
Riemannian metric on {t = 0} ≈ Rn. This gives
Lˆt(β) =
k∑
i=1
δi ≥
k∑
i=1
∫ ti+δi
ti
√
h(σ′i , σ
′
i)dt =
k∑
i=1
Lh(σi) = Lh(σ) ≥ r
where σ = σ1 · · ·σk is the projection of β onto the {t = 0} slice. Taking the
infimum over all such β gives dˆt(p0, q) ≥ r. Hence we have dˆt(p0, q) = r = ||x||.
This gives the formula in (1), from which (2) and (3) follow. 
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In contrast to Proposition 3.3, we have:
Proposition 3.4. Consider τ = t3 on Minkowski. Then we have the following.
(1) dˆτ fails to be definite. In particular, for any two points p, q in the {t = 0}
slice, we have dˆτ(p, q) = 0.
(2) dˆτ fails to encode the causal structure. In particular, for any two points
p = (tp, pS ) and q = (tq, qS ), with tp < 0 < tq, we have dˆτ(p, q) = τ(q)−τ(p).
Proof. It suffices to consider the Minkowksi plane, M1+1 = {(t, x)}. (1) Let ηk be
the piecewise null curve joining p = (t, 0) to q = (t, `), which bounces between
the t and t + `/2k slices as in Figure 5. The null length of ηk with respect to τ = t3
t
t + ￿/2k
0 ￿
ηk
Figure 5
This gives dˆτ(p, q) = 0, for all p, q ∈ {t = 0}. For (2), let p0 := (0, ps) and
q0 := (0, qS ). Then we have dˆτ(p0, q0) = 0, by (1). Since null distance satisfies the
triangle inequality, and with the help of Lemma 3.9 below, this gives:
τ(q) − τ(p) ≤ dˆτ(p, q) ≤ dˆτ(p, p0) + dˆτ(q0, q) = −τ(p) + τ(q)
￿
3.3 Basic Properties
Lemma 3.5. There is a piecewise causal curve joining any two points p, q ∈ M.
Proof. (We assume here, of course, that M is connected.) Fix any path α from p
to q. By compactness, there are finitely many points {x2, x4, ..., x2m}, (indexed for
convenience below), whose timelike pasts cover the image of α. By connected-
ness, and by reordering if necessary, we may assume p ∈ I−(x2), q ∈ I−(x2m), and
I−(x2i) ∩ I−(x2i+2) ￿ ∅. Since p ∈ I−(x2), there is a future timelike curve β1 from
p to x2. Similarly, for i < m, since there is a point x2i+1 ∈ I−(x2i) ∩ I−(x2i+2), there
is a past timelike curve β2i from x2i to x2i+1, and a future timelike curve β2i+1 from
x2i+1 to x2i+2. Finally, since q ∈ I−(x2m), there is a past timelike curve β2m from x2m
to q. Then β = β1 · · · β2m is a piecewise causal (timelike) curve from p to q. ￿
Lemma 3.6. Let τ be a generalized time function, and β a piecewise causal curve
from p to q.
(1) Lˆτ(β) = 0 ⇐⇒ β is trivial.
(2) Lˆτ(β) = τ(q) − τ(p) ⇐⇒ β is future casual.
11
Figure 5
is given by:
Lˆτ(ηk) =
(
(t + `/2k)3 − t3
)
· 2k = (t + `/2k)
3 − t3
`
2k
· `
Hence, we have
dˆτ(p, q) ≤ lim
k→∞
Lˆτ(ηk) = 3t2 · `
This gives dˆτ(p, q) = 0, for all p, q ∈ {t = 0}. For (2), let p0 := (0, ps) and
q0 := (0, qS ). Then we have dˆτ(p0, q0) = 0, by (1). Since null distance satisfies the
triangle inequality, and with the help of Lemma 3.10 belo , this gives:
τ(q) − τ(p) ≤ dˆτ(p, q) ≤ dˆτ(p, p0) + dˆτ(q0, q = −τ(p) + τ(q)

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3.3 Basic Properties
Lemma 3.5. There is a piecewise causal curve joining any two points p, q ∈ M.
Proof. (We assume here, of course, that M is connected.) Fix any path α from p
to q. By compactness, there are finitely many points {x2, x4, ..., x2m}, (indexed for
convenience below), whose timelike pasts cover the image of α. By connected-
ness, and by reordering if necessary, we may assume p ∈ I−(x2), q ∈ I−(x2m), and
I−(x2i) ∩ I−(x2i+2) , ∅. Since p ∈ I−(x2), there is a future timelike curve β1 from
p to x2. Similarly, for i < m, since there is a point x2i+1 ∈ I−(x2i) ∩ I−(x2i+2), there
is a past timelike curve β2i from x2i to x2i+1, and a future timelike curve β2i+1 from
x2i+1 to x2i+2. Finally, since q ∈ I−(x2m), there is a past timelike curve β2m from
x2m to q. Then β = β1 · · · β2m is a piecewise causal (timelike) curve from p to q.
(See also Remark 3.7 below.) 
Lemma 3.6. Let τ be a generalized time function, and β a piecewise causal curve
from p to q.
(1) Lˆτ(β) = 0 ⇐⇒ β is trivial.
(2) Lˆτ(β) = τ(q) − τ(p) ⇐⇒ β is future causal.
(3) In general, we have
Lˆτ(β) ≥ max
y∈β
τ(y) −min
x∈β τ(x) ≥ |τ(q) − τ(p)|
(4) If τ is differentiable along β : [a, b]→ M, then Lˆτ(β) =
∫ b
a
|(τ ◦ β)′| ds.
Proof. These are all straightforward from the definitions. (3) follows from the
triangle inequality and the fact that the extrema of τ◦β must occur at break points
of β. 
Remark 3.7. Fix any piecewise causal curve β, from p to q. It follows from Propo-
sition 3.3 in [5], that there is a broken null geodesic γ from p to q, which satisfies
Lˆτ(γ) = Lˆτ(β), for any choice of generalized time function τ. Consequently, we
note that the null distance function dˆτ may just as well be constructed using only
piecewise null (geodesic) curves. Nonetheless, it is more convenient to use the
full family of all piecewise causal curves. (But see Lemma 3.20 below.)
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Lemma 3.8. For any generalized time function τ, the induced null distance dˆτ is
a pseudometric on M, satisfying:
(1) dˆτ : M × M → [0,∞)
(2) dˆτ(p, q) = dˆτ(q, p)
(3) dˆτ(p, q) ≤ dˆτ(p, z) + dˆτ(z, q)
(4) dˆτ(p, p) = 0
Note that Lemma 3.5 ensures that dˆτ is finite. The rest of Lemma 3.8 follows
easily from the definition. Because the set of causal curves on a spacetime is a
conformal invariant, the following is immediate:
Proposition 3.9. Let (M, g) be a spacetime. Fixing any generalized time function
τ on M, the induced null distance dˆτ is a pseudometric on M, which is invariant
under conformal changes of g.
Note that part (3) of Lemma 3.6 gives the following:
Lemma 3.10. For any generalized time function τ on M, and any p, q ∈ M,
dˆτ(p, q) ≥ |τ(q) − τ(p)|
Consequently, definiteness can only fail for points in the same time slice:
dˆτ(p, q) = 0 =⇒ τ(p) = τ(q)
Lemma 3.11. Null distance satisfies the following causality property:
p ≤ q =⇒ dˆτ(p, q) = τ(q) − τ(p)
Proof. Let β be any future causal curve from p to q. Then Lˆτ(β) = τ(q) − τ(p).
Hence, dˆτ(p, q) ≤ τ(q) − τ(p). Since the reverse inequality holds in general, by
Lemma 3.10, we have dˆτ(p, q) = τ(q) − τ(p). 
Lemma 3.11 shows that null distance has a simple formula for causally re-
lated points. From the definition, it is tempting to expect naively that the converse
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of this should hold as well. Proposition 3.4 illustrates that this is not true in gen-
eral. However, the converse does indeed hold for τ = t on Minkowski, as shown in
Proposition 3.3, and this is further extended to more general warped product mod-
els in Theorem 3.25 below. While the definiteness of null distance is addressed in
Section 4, the ability of null distance to encode causality via some (local) form of
(1.2) is a question which remains to be explored in future work. For now, we note
that this property is ‘stronger’ than definiteness, as follows:
Lemma 3.12. Let M be a spacetime with generalized time function τ such that:
p ≤ q ⇐⇒ dˆτ(p, q) = τ(q) − τ(p)
Then dˆτ is definite.
Proof. Let p, q ∈ M, with dˆτ(p, q) = 0. By Lemma 3.10, we have τ(p) = τ(q), and
hence by hypothesis, we have p ≤ q. But there can not be any nontrivial future
causal curves from p to q, otherwise τ(q) > τ(p). Hence, p = q. 
3.4 Topology
Lemma 3.13. Let τ be a generalized time function.
(1) τ is bounded on diamonds: p ≤ x ≤ q =⇒ τ(p) ≤ τ(x) ≤ τ(q)
(2) dˆτ is bounded on diamonds: p ≤ x, y ≤ q =⇒ dˆτ(x, y) ≤ 2(τ(q) − τ(p))
Proof. (1) follows directly from the definition. (2) Let β be a piecewise causal
curve consisting of a future causal curve from x to q, followed by a past causal
curve from q to y. Then as in (1) we have:
Lˆτ(β) = |τ(q) − τ(x)| + |τ(y) − τ(q)| ≤ 2(τ(q) − τ(p))

Proposition 3.14. dˆτ is continuous on M × M iff τ is continuous on M.
Proof. Suppose first that τ is continuous. Fix x, y ∈ M. Let αx be a future timelike
curve through x = αx(0), and αy a future timelike curve through αy(0) = y. Let
15
Proposition 3.13. dˆτ is continuous on M × M iff τ is continuous on M.
Proof. Suppose first that τ is continuous. Fix x, y ∈ M. Let αx be a future timelike
curve through x = αx(0), and αy a future timelike curve through αy(0) = y. Let
δ > 0 small enough so that αx and αy are defined on [−δ, δ]. Then for all x￿ ∈
I+(αx(−δ)) ∩ I−(αx(δ)) and y￿ ∈ I+(αy(−δ)) ∩ I−(αy(δ)), we have
x
y y￿
x￿
αx(−δ)
αy(−δ)
αy(δ)
αx(δ)
Figure 6: Establishing the continuity of dˆτ.
|dˆτ(x, y) − dˆτ(x￿, y￿)| ≤ dˆτ(x, x￿) + dˆτ(y, y￿)
≤ 2
￿
τ(αx(δ)) − τ(αx(−δ))
￿
+ 2
￿
τ(αy(δ)) − τ(αy(−δ))
￿
Since τ is continuous, the right hand side goes to 0, as δ → 0. This shows that
dˆτ is continuous. Now suppose conversely that dˆτ is continuous. Fix any q0 ∈ M,
and let p0 ∈ I−(q0). Then by Lemma 3.10, for all x ∈ I+(p0), we have
τ(x) = dˆτ(p0, x) + τ(p0)
and hence τ is continuous at q0. Since q0 was arbitrary, τ is continuous on M. ￿
As a pseudometric, dˆτ induces a topology on M generated by the ‘open null
balls’, Bˆr(x) := {y ∈ M : dˆτ(x, y) < r}.
Proposition 3.14. The topology induced by dˆτ coincides with the manifold topol-
ogy iff τ is continuous and dˆτ is definite.
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Figure 6: Establishing the continu ty of dˆτ.
δ > 0 small enough so that αx and αy are defined on [−δ, δ]. Then for all x′ ∈
I+(αx(−δ)) ∩ I−(αx(δ)) and y′ ∈ I+(αy(−δ)) ∩ I−(αy(δ)), we have:
|dˆτ(x, y) − dˆτ(x′, y′)| ≤ dˆτ(x, x′) + dˆτ(y, y′)
≤ 2
(
τ(αx(δ)) − τ(αx(−δ))
)
+ 2
(
τ(αy(δ)) − τ(αy(−δ))
)
Since τ is continuous, the right hand side goes to 0, as δ → 0. This shows that
dˆτ is continuous. Now suppose conversely that dˆτ is continuous. Fix any q0 ∈ M,
and let p0 ∈ I−(q0). Then by Lemma 3.11, for all x ∈ I+(p0), we have
τ(x) = dˆτ(p0, x) + τ(p0)
and hence τ is continuous at q0. Since q0 was arbitrary, τ is continuous on M. 
As a pseudometric, dˆτ induces a topology on M generated by the ‘open null
balls’, Bˆr(x) := {y ∈ M : dˆτ(x, y) < r}.
Proposition 3.15. The topology induced by dˆτ coincides with the manifold topol-
ogy iff τ is continuous and dˆτ is definite.
Proof. By Proposition 3.14, τ is continuous iff dˆτ is. Suppose first that the topol-
ogy induced by dˆτ coincides with the manifold topology. Then dˆτ, and hence τ
is continuous. Moreover, since these topologies are Haudorff, dˆτ is necessarily
definite. Conversely, suppose that τ, and hence dˆτ are continuous, and that dˆτ
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is definite. Continuity of dˆτ is equivalent to its topology being coarser than the
manifold topology. In other words, the ‘open null balls’ are open in the manifold
topology. Let U be open in the manifold topology. Fix any x0 ∈ U. Let h be any
Riemannian metric on M, dh its Riemannian distance function, and let  > 0 so
that B = Bh (x0) := {y ∈ M : dh(x0, y) < } ⊂⊂ U. Because dˆτ is definite and
continuous, and ∂B compact, we have
0 := min
z∈∂B
dˆτ(x0, z) > 0
Fix any y0 < B. Let β : [a, b] → M be a piecewise causal curve from x0 = β(a) to
y0 = β(b). Let z0 ∈ ∂B be the first point at which β meets ∂B. Let β0 ⊂ B denote
the initial (shortest) portion of β which runs from x0 to z0. Then we have
Lˆτ(β) = Lˆτ(β0) ≥ 0
Taking the infimum over all such curves β, we have shown
y0 < B =⇒ dˆτ(x0, y0) ≥ 0
In other words, Bˆ0(x0) ⊂ B ⊂ U. Because x0 ∈ U was arbitrary, this shows U is
open in the null topology. Hence, the topologies coincide. 
3.5 Scaling
It follows from the definition that dˆτ scales with τ:
Lemma 3.16. Let τ be a generalized time function on a spacetime (M, g). For any
positive constant λ > 0, we have dˆλτ = λdˆτ.
Furthermore, we note:
Lemma 3.17. For any generalized time functions τ1, τ2 on M, we have:
dˆτ1 = dˆτ2 ⇐⇒ τ2 = τ1 + C
Proof. If τ2 = τ1 + C, then it is clear from the definition of null distance that
dˆτ1 = dˆτ2 . Conversely, suppose that the null distances agree. Fix p1, p2 ∈ M, and
let β : [a, b] → M be a piecewise causal curve from p1 = β(a) to p2 = β(b), with
breaks a = s0 < s1 < · · · sk = b. Let xi := β(si) and βi := β|[si−1,si]. If βi is future
causal, then by Lemma 3.11, we have
τ2(xi) − τ2(xi−1) = dˆτ2(xi−1, xi) = dˆτ1(xi−1, xi) = τ1(xi) − τ1(xi−1)
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Hence, (τ2 − τ1)(xi) = (τ2 − τ1)(xi−1). Since the exact same equality holds when
βi is past causal, we get this equality for any pair of breaks xi and x j, including
x0 = p1 and xk = p2:
(τ2 − τ1)(p1) = (τ2 − τ1)(p2)

Combining Lemmas 3.17 and 3.16, we have the following.
Proposition 3.18. If τ1, τ2 are generalized time functions, and λ ∈ (0,∞), then:
dˆτ2 = λdˆτ1 ⇐⇒ τ2 = λτ1 + C
3.6 Minimal Curves
Let β be a piecewise causal curve from p to q. We say β is minimal if dˆτ(p, q) =
Lˆτ(β). The following is immediate from observations made above:
Corollary 3.19. Let p ≤ q. Then any causal curve α from p to q is minimal, with
dˆτ(p, q) = Lˆτ(α) = τ(q) − τ(p). In particular, causal curves are null distance-
realizing.
The next result characterizes minimal piecewise causal curves, and helps ex-
plain the name ‘null distance’. Note that in general, a set S ⊂ M is achronal if no
two points in S are joined by a timelike curve.
Lemma 3.20. Suppose that β is a minimal piecewise causal curve. Then either β
is causal, or β is an achronal piecewise null geodesic, which changes direction in
time at each break.
Proof. Note that by assumption, β : [a, b]→ M satisfies Lˆτ(β|[u,v]) = dˆτ(β(u), β(v)),
for all [u, v] ⊂ [a, b]. Let a = s0 < s1 < ... < sk = b be the breaks of β. If β is
not future or past causal, then we may assume there is a break point si at which
β changes from future to past causal. Hence, we have βi = β|[si−1,si] future causal,
and βi+1 = β|[si,si+1] past causal. Suppose that, for some u0 ∈ [si−1, si], we have
β(u0)  β(si). Then, for some v0 ∈ (si, si+1], we have β(u0)  β(v0). Letting α0
be a future timelike curve from β(u0) to β(v0), we have
dˆτ(β(u0), β(v0)) ≤ Lˆτ(α0) = τ(β(v0)) − τ(β(u0))
< τ(β(si)) − τ(β(u0)) + τ(β(si)) − τ(β(v0))
= Lˆτ(β|[u0,v0])
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But this contradicts our hypotheses. Hence, for all u0 ∈ [si−1, si], we have β(u0) ≤
β(si) but β(u0) 3 β(si). It follows from standard causal theory that βi is a future
null geodesic. By the same argument, βi+1 is a past null geodesic. To extend to the
rest of β, suppose, for example, that a = s0 < s1 < si. If βi−1 := β[si−2,si−1] is past
causal, then the argument above shows that βi−1 is a past null geodesic. Suppose
then that βi−1 is future causal. Then β(si−2) ≤ β(si), but by an argument as above,
β(si−2) 3 β(si). Hence, βi−1 · βi = β|[si−2,si] is a future null geodesic. 
Strictly speaking, we refer to null pregeodesics above. Hence, Lemma 3.20
may be interpreted as a conformal statement. We note the following consequence:
Corollary 3.21. Fix p, q ∈ M, with p and q not causally related, and let β be a
piecewise causal curve from p to q. If β has a timelike subsegment, then there is a
shorter piecewise causal curve α from p to q, i.e., Lˆτ(α) < Lˆτ(β).
3.7 Warped Products
In this section, we consider warped product spacetimes of the form
(Mn+1, g) =
(
I × S n,−dt2 + f 2(t)h
)
,
where I ⊂ R is an open interval, f : I → (0,∞) is a smooth, positive function,
and (S n, h) is a Riemannian manifold. Such spacetimes are also referred to as
Generalized Robertson Walker (GRW) spacetimes. For p ∈ M, we will write
p = (tp, pS ). When considering t as time function on M, we will write t(p) = tp.
We begin by showing that the null distance induced by τ = t is definite.
Lemma 3.22. Consider a warped product spacetime as above. Then the null
distance function dˆt induced by τ = t is definite.
Proof. Let p , q. We want to show that dˆt(p, q) > 0. Since dˆt(p, q) ≥ |t(q) − t(p)|
by Lemma 3.10, it suffices to consider the case t(p) = t(q) = t0 ∈ I. Fix δ > 0
with [t0 − δ, t0 + δ] ⊂ I, and let β = β1 · β2 · · · βk be a piecewise causal curve from
p to q, with β ⊂ t−1([t0 − δ, t0 + δ]). Note again that either βi or −βi is future
causal, and hence we may parameterize either βi or its reverse as a future causal
curve, (±)βi(t) = (t, σi(t)) : [ti, ti + δi] → M, with σi a smooth curve in S , and
[ti, ti + δi] ⊂ [t0 − δ, t0 + δ]. Since βi is causal, we have
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g(β′i(t), β
′
i(t)) ≤ 0 ⇐⇒ h(σ′i(t), σ′i(t)) ≤
1
f 2(t)
Letting m0 := min{ f (t) : t ∈ [t0 + δ, t0 + δ]} > 0, this gives
Lh(σi) =
∫ ti+δi
ti
√
h(σ′i , σ
′
i) ≤
∫ ti+δi
ti
1
f (t)
dt ≤ δi
m0
Since δi = Lˆt(βi), this gives
Lˆt(βi) ≥ m0Lh(σi)
and hence,
Lˆt(β) =
k∑
i=1
Lˆt(βi) ≥
k∑
i=1
m0 Lh(σi) = m0 Lh(σ),
where σ = σ1 ·σ1 · · ·σk is a piecewise smooth curve in S , joining pS to qS . Since
p , q, but t(p) = t(q), we have pS , qS , and hence we have
Lˆt(β) ≥ m0 Lh(σ) ≥ m0 dh(pS , qS ) > 0
This shows that, for any piecewise causal curve α joining p to q, we have:
Lˆt(α) ≥
 δ α 1 t−1([t0 − δ, t0 + δ])m0 dh(pS , qS ) α ⊂ t−1([t0 − δ, t0 + δ])
Consequently, we have dˆt(p, q) ≥ min{δ,m0 dh(pS , qS )} > 0. 
We will need the following before advancing to Lemma 3.24.
Lemma 3.23. Consider a warped product spacetime M = I × f S as above, with
(S , h) complete. We have the following:
p ≤ q ⇐⇒ dh(pS , qS ) ≤
∫ tq
tp
1
f (t)
dt
Proof. The first part is similar to Lemma 3.22. If p ≤ q, then there is a future
causal curve β from p to q which can be parameterized with respect to t, with
β(t) = (t, σ(t)), for t ∈ [tp, tq]. That β is causal means
0 ≥ g(β′, β′) = −1 + f 2(t)h(σ′, σ′)
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Hence, we have
dh(pS , qS ) ≤ Lh(σ) =
∫ tq
tp
√
h(σ′, σ′)dt ≤
∫ tq
tp
1
f (t)
dt
Suppose on the other hand that d := dh(pS , qS ) ≤
∫ tq
tp
1
f (t)dt. Let σ : [0, d] → S be
a minimal, unit-speed geodesic in S , from pS to qS . Consider the function
φ(t) :=
∫ t
tp
1
f (s)
ds
Note that φ is increasing, and by assumption, there is a td ∈ [tp, tq] such that
φ(td) = d. Define a curve β : [tp, tq]→ M by
β(t) =
 (t , σ(φ(t))) tp ≤ t ≤ td(t , qS ) td ≤ t ≤ tq
It is straightforward to check that β is a causal curve from p to q. 
Lemma 3.24. Consider a warped product spacetime M = I × f S as above, with
(S , h) complete. Then the null distance induced by τ = t satisfies:
p ≤ q ⇐⇒ dˆt(p, q) = t(q) − t(p)
Proof. Recall that ‘=⇒’ is true in general, as in Lemma 3.11. Suppose then that
dˆt(p, q) = t(q) − t(p) = tq − tp, for some p, q ∈ M. Fix δ > 0 such that [tp −
δ, tq + δ] ⊂ I, and let m0 := min{ f (t) : t ∈ [tp − δ, tq + δ]}. For  ∈ (0, δ), let
β be a piecewise causal curve from p to q with Lˆt(β) ≤ tq − tp + . Note that
by Lemma 3.6, we have β ⊂ t−1([tp − δ, tq + δ]). Writing β = β1 · β2 · · · βk, with
(±)βi(t) = (t, σi(t)) : [ti, ti + δi] → M, and σ = σ1 · σ2 · · ·σk, as in Lemma 3.22,
we have:
Lh(σ) =
k∑
i=1
Lh(σi) =
k∑
i=1
∫ ti+δi
ti
√
h(σ′i , σ
′
i) dt ≤
k∑
i=1
∫ ti+δi
ti
1
f (t)
dt
Extracting the integral from tp to tq from the last term, what remains is a sum of
integrals of 1/ f over all the ‘extra time wiggles’ β takes in going from p to q. But
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the sum of the sizes of these extra wiggles is exactly the difference Lˆt(β)− (tq− tp).
Bounding 1/ f by 1/m0 in all the ‘extra integrals’, we have:
k∑
i=1
∫ ti+δi
ti
1
f (t)
dt ≤
∫ tq
tp
1
f (t)
dt +
(
Lˆt(β) − (tq − tp)
) 1
m0
≤
∫ tq
tp
1
f (t)
dt +

m0
Since dh(pS , qS ) ≤ Lh(σ), putting the above together gives:
dh(pS , qS ) ≤
∫ tq
tp
1
f (t)
dt +

m0
Since  ∈ (0, δ) was arbitrary, it follows from Lemma 3.23 that p ≤ q. 
The following generalizes Proposition 3.3:
Theorem 3.25. Consider a warped spacetime,
(M, g) =
(
I × S ,−dt2 + f 2(t)h
)
,
with I ⊂ R an interval, f : I → (0,∞) smooth, and (S , h) a complete Riemannian
manifold. Let τ(t, x) = φ(t) be a smooth time function on M, with φ′ > 0. Then the
induced null distance dˆτ is definite, and encodes the causality of M via:
p ≤ q ⇐⇒ dˆτ(p, q) = τ(q) − τ(p)
Proof. We have dτ = φ′(t)dt, and letting F(τ) := φ′(φ−1(τ)) , 0,
dt2 =
1
F2(τ)
dτ2
Hence, we may rewrite the metric as
g = −dt2 + f 2(t)h = 1
F2(τ)
(
− dτ2 + ρ2(τ)h
)
=
1
F2(τ)
g˜
where ρ(τ) = F(τ) f (φ−1(τ)), and g˜ := −dτ2 + ρ2(τ)h is a conformal metric on
J × S ≈ M, where J = φ(I). By conformal invariance of null distance, we have
dˆτ(g) = dˆτ( g˜ ). The conclusion then follows from Lemmas 3.22 and 3.24 
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The following may be compared with Proposition 3.4.
Corollary 3.26. Consider τ = t3 on Minkowski. Then the induced null distance
dˆτ is definite and encodes causality when restricted to either the future half of
Minkowski, Mn+1+ = {t > 0}, or the past half, Mn+1− = {t < 0}.
The results above generalize in various ways. We note first that the complete-
ness of (S , h) is not strictly necessary. This is only used (directly) in Lemma 3.23,
to guarantee that any two points in S are joined by a minimal h-geodesic. Hence
this latter property, sometimes referred to as (weak) convexity, suffices throughout.
Furthermore, dropping these completeness/convexity assumptions altogether, we
have the following:
Lemma 3.27. On any GRW spacetime M = I × f S as above, (with S arbitrary),
we have the following:
(i) q ∈ I+(p) ⇐⇒ dh(pS , qS ) <
∫ tq
tp
1
f (t)
dt
(ii) q ∈ I+(p) ⇐⇒ dh(pS , qS ) ≤
∫ tq
tp
1
f (t)
dt
Proof. (i) A straightforward modification of the proof of Lemma 3.23 will suffice.
Assuming first that p  q, strict inequality on the right follows exactly as before.
Suppose on the other hand that d = dh(pS , qS ) <
∫ tq
tp
[ f (t)]−1dt. Then we can find
a unit-speed curve σδ : [0, d + δ]→ S , from pS to qS , with
Lh(σδ) = d + δ <
∫ tq
tp
1
f (t)
dt
Letting φ(t) :=
∫ t
tp
[ f (s)]−1ds as before, we have φ(td) = 0 < d + δ < φ(tq), and
hence we can find a td ∈ (tp, tq), such that φ(td) = d + δ. Defining β exactly as in
Lemma 3.23, then β is a future causal curve from p to q. However, in this case,
the second segment, β(t) for t ∈ [td, tq], is necessarily nonempty, and timelike. It
then follows from basic causal theory that there is a timelike curve from p to q.
(ii) Both directions follow from (i), (and basic causal theory), by sliding a point q′
up and down a short future timelike curve from q. 
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As a consequence, Lemma 3.24, and Theorem 3.25 generalize accordingly:
Theorem 3.28. Let M = I × f S be any GRW spacetime as above, (with S arbi-
trary). If τ(t, x) = φ(t) is any smooth time function on M, with φ′ > 0, then dˆτ is
definite and we have the following:
q ∈ I+(p) ⇐⇒ dˆτ(p, q) = τ(q) − τ(p)
The statement in Theorem 3.28 is pertinent, for one, because removing merely
a single point from a spacetime destroys many relationships of the form p ≤ q,
while still preserving q ∈ I+(p). On the other hand, these two statements are
equivalent when interpreted locally, and are equivalent outright under many stan-
dard global causality conditions. Theorem 3.28 is then, perhaps, the most ap-
propriate form of generalization of the basic case in Proposition 3.3, and is the
statement we would expect null distance to satisfy more broadly, under natural
conditions on τ.
Finally, we note that the results above remain essentially valid for spacetimes
which are (only) conformal to a warped product (equivalently, a product) space-
time as above, including the class of ‘standard static spacetimes’.
4 Definiteness
Recall that dˆτ depends on both the spacetime (M, g) itself, as well as the choice of
generalized time function τ on M. Indeed, we have seen that on a fixed spacetime,
dˆτ may be definite for some choices of τ and indefinite for others. Fixing M,
two natural questions arise: (i) Given a generalized time function τ on M, is dˆτ
definite, and can we tell by looking just at τ? (ii) If we are free to choose, can we
find some τ for which dˆτ is definite? This section will be primarily concerned with
the first question. However, we will begin first with some comments addressing
both, and in particular the second question. Indeed, note the following:
Lemma 4.1. Suppose τ : M → R is smooth, with past-pointing timelike unit
gradient, ||∇τ||g = 1. Then dˆτ is definite.
Proof. It is a fairly standard Lorentzian trick (in this case, inspired in part by
previous discussions with S.-T. Yau, L. Andersson, and R. Howard), to consider
gRτ (X,Y) := g(X,Y) + 2g(X,∇τ)g(Y,∇τ), which is easily seen to be a smooth Rie-
mannian metric on M. (Extend e0 = ∇τ to an orthonormal basis.) Let LRτ and dRτ
24
denote the Riemmanian arc length and distance induced by gRτ , respectively. Fix
any two points p, q ∈ M, and any piecewise causal curve β : [a, b] → M, from p
to q. Hence, g(β′, β′) ≤ 0, and we have:
LRτ (β) =
∫ b
a
√
2[g(∇τ, β′)]2 + g(β′, β′)dt ≤ √2
∫ b
a
|(τ ◦ β)′|dt = √2 Lˆτ(β)
It follows that dRτ (p, q) ≤
√
2dˆτ(p, q), and in particular, that dˆτ is definite. 
Proposition 4.2. Suppose that M is stably causal, or equivalently, that M admits
a time function τ0. Then we can always find a (second) time function τ on M for
which dˆτ is definite.
Proof. Using [3], for example, we can find a temporal function τ on (M, g), i.e.,
τ : M → R smooth, with ∇τ everywhere past-pointing timelike. (Because ||∇τ||g
is locally bounded away from zero, it is straightforward, if a bit more tedious, to
show directly that dˆτ is definite. For simplicity, however, we will opt to proceed
as follows.) By scaling τ if necessary, we may suppose that ||∇τ||g = 1. The result
then follows from Lemma 4.1. 
4.1 Definiteness and Anti-Lipschitz Conditions
Lemma 4.3. Let M be a spacetime with generalized time function τ. Suppose that
for some neighborhood U in M, there is a (definite) distance function dU on U,
such that, for all x, y ∈ U, we have:
x ≤ y =⇒ τ(y) − τ(x) ≥ dU(x, y)
Then dˆτ distinguishes all of the points in U. That is, for every p ∈ U, and any
q ∈ M \ {p}, we have dˆτ(p, q) > 0. In particular, dˆτ is definite on U.
Proof. Fix p ∈ U, and q , p. Let B be any precompact open neighborhood of
p, with B ⊂⊂ U and q < B. Let β be a piecewise causal curve from p to q. Let
z0 ∈ ∂B be the first point at which β meets ∂B. Let β0 ⊂ B denote the initial
portion of β which goes up to z0, and let p = x0, x1, ..., xk = z0 denote its breaks.
Then, since β0 ⊂ U, and by the triangle inequality for dU ,
Lˆτ(β) ≥ Lˆτ(β0) =
k∑
i=1
|τ(xi) − τ(xi−1)| ≥
k∑
i=1
dU(xi−1, xi) ≥ dU(p, z0) ≥ dU(p, ∂B)
Taking the infimum over all such β, we have dˆτ(p, q) ≥ dU(p, ∂B) > 0. 
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Definition 4.4. Let M be a spacetime and f : M → R. Given a subset U ⊂ M, we
will say f is anti-Lipschitz on U if there is a (definite) distance function dU on U
such that, for all x, y ∈ U, we have:
x ≤ y =⇒ f (y) − f (x) ≥ dU(x, y)
We will say f : M → R is locally anti-Lipschitz if f is anti-Lipschitz on a neigh-
borhood U of each point p ∈ M.
Any locally anti-Lipschitz function is necessarily a generalized time function,
which by Lemma 4.3, induces a definite null distance function. Moreover, by
Lemma 3.11, this condition is also necessary, and we have the following:
Proposition 4.5. Let τ be a generalized time function on M. Then dˆτ is definite iff
τ is locally anti-Lipschitz.
Combining Propositions 4.5, 3.9, and 3.15 we have the following.
Theorem 4.6. Let τ be a time function on a spacetime M. If τ is locally anti-
Lipschitz, then the induced null distance function dˆτ is a definite, conformally
invariant metric on M, which induces the manifold topology.
Before moving on, we discuss a few alternate forms of the anti-Lipschitz con-
dition above. Fixing any Riemannian metric h on M, let dh denote the induced
Riemannian distance function. Note first that, because all distance functions on a
manifold are locally Lipschitz equivalent, the following is immediate:
Lemma 4.7. Let M = (M, g) be a spacetime, and fix any Riemannian metric h on
M. Then the following conditions on a function f : M → R are equivalent.
(1) For every p ∈ M, there is a neighborhood U of p, and a distance function
dU on U, such that for all x, y ∈ U,
x ≤ y =⇒ f (y) − f (x) ≥ dU(x, y)
(2) For every p ∈ M, there is a neighborhood U of p, and a positive constant
C > 0, such that for all x, y ∈ U,
x ≤ y =⇒ f (y) − f (x) ≥ Cdh(x, y)
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(3) For every p ∈ M, there is a neighborhood U of p, and a Riemannian metric
hU on U, such that for all x, y ∈ U,
x ≤ y =⇒ f (y) − f (x) ≥ dhU (x, y)
A closely related ‘anti-Lipschitz’ condition is used by Chrus´ciel, Grant, and
Minguzzi in [4], and is given roughly by condition (a) in Lemma 4.9 below. That
this anti-Lipschitz condition implies the one above is essentially trivial, (modulo
basic causal theory). We thank G. Galloway for noting that the less obvious con-
verse should hold as well, and include his argument here. This is based on the
following general fact that, in the eyes of a Riemannian metric, a causal curve
between two points ‘can only be so long’:
Lemma 4.8. Let M be a spacetime and fix a Riemannian metric h on M. Then
for each p ∈ M, there is a neighborhood U of p, and a positive constant C > 0,
such that, for each x, y ∈ U, and any causal curve α : I → U from x to y, we have
Lh(α) ≤ Cdh(x, y).
Proof. Because the result is local, it suffices by standard considerations to prove
it for Minkowski space, with h equal to the standard Euclidean metric. Let α be
any future causal curve from the {t = 0} slice to the {t = b} slice. Then we have
a parameterization α(t) = (t, ~x(t)), for 0 ≤ t ≤ b. Since α is causal, we have
||~x ′(t)||h ≤ 1. Hence, Lh(α) ≤ 2b ≤ 2dh(α(0), α(b)). 
Proposition 4.9. Let M be a spacetime, and fix a Riemannian metric h on M. The
following conditions on a function f : M → R are equivalent.
(a) For every p ∈ M, there is a neighborhood U of p, and a positive constant
C > 0, such that for all future causal curves α : [a, b]→ U, we have
f (α(b)) − f (α(a)) ≥ CLh(α)
(b) For every p ∈ M, there is a neighborhood U of p, and a positive constant
C > 0, such that for all x, y ∈ U, with x ≤ y, we have
f (y) − f (x) ≥ Cdh(x, y)
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Proof. Because the statements are local, it suffices to assume that M is strongly
causal. For (a) =⇒ (b), fix p ∈ M, and let U and C as in (a). Let U0 =
I+(p−)∩ I−(p+) be a timelike diamond neighborhood of p, with U0 ⊂⊂ U. Fix any
x, y ∈ U0, with x ≤ y. Since U0 is a diamond, we have J+(x) ∩ J−(y) ⊂ U0 ⊂ U,
and hence there is a future causal curve α : [a, b]→ U, from x = α(a) to y = α(b).
Then we have f (y) − f (x) ≥ CLh(α) ≥ Cdh(x, y). For (b) =⇒ (a), fix p ∈ M, and
let U and C as in (b). Let U0 ⊂ U be a neighborhood of p, and C0 > 0 a positive
constant, both as in Lemma 4.8. Then for any future causal curve α : [a, b]→ U0,
we have f (α(b)) − f (α(a)) ≥ Cdh(α(a), α(b)) ≥ CC0Lh(α). 
We note finally that Seifert considered similar ‘anti-Lipschitz’ conditions in
[10]. However, we will not explore these further here.
4.2 Differentiable Functions
In this section, we rephrase the anti-Lipschitz condition for differentiable (but not
necessarily C1) functions. We begin with a few Lorentzian basics. The following
characterizations of past-pointing timelike vectors are easily established.
Lemma 4.10. Fix p ∈ M, and T ∈ TpM. The following are equivalent.
(a) T is past-pointing timelike.
(b) For all nontrivial future causal vectors X ∈ TpM, g(T, X) > 0.
(c) Given any Euclidean inner product hp on TpM, there is a positive constant
C > 0, such that, for all future causal X ∈ TpM, we have
g(T, X) ≥ C||X||hp
A smooth function whose gradient is past-pointing timelike is necessarily a
time function. Indeed, note that this is true with no regularity assumptions on the
gradient:
Lemma 4.11. Let f : M → R be any function such that ∇ f exists and is past-
pointing timelike on all of M. (We do not assume ∇ f is continuous.) Then f is a
time function.
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Proof. Let α : [a, b]→ M be a smooth, (nontrivial), future-directed causal curve.
(The argument extends easily to α piecewise smooth.) Since ∇ f is past timelike,
and α′ is future causal, with α′ , 0, (since we assume a regular parametrization),
we have ( f ◦ α)′ = g(∇ f , α′) > 0, by Lemma 4.10. It follows that f is strictly
increasing along α, (e.g., by the Mean Value Theorem). 
The following result further reformulates the anti-Lipschitz condition for dif-
ferentiable functions.
Proposition 4.12. Let M be a spacetime, and let τ : M → R be any function with
a well-defined (but possibly discontinuous) gradient ∇τ on all of M. Letting h be
any Riemannian metric on M, the following conditions are equivalent:
(a) For each p ∈ M, there is a neighborhood U of p, and a positive constant
C > 0, such that for all future causal vectors X ∈ TU,
g(∇τ, X) ≥ C||X||h
(b) For each p ∈ M, there is a neighborhood U of p, and a positive constant
C > 0, such that for all x, y ∈ U, with x ≤ y, we have
τ(y) − τ(x) ≥ Cdh(x, y)
If either of the above conditions hold, then τ is necessarily a (locally anti-
Lipschitz) time function, with ∇τ past-pointing timelike, and ||∇τ||g locally
bounded away from zero.
Proof. For (a) =⇒ (b), fix p ∈ M. Let U and C as in (a). Let α : [a, b] → U be
nontrivial and future causal. Note that (a) implies that ∇τ is past-pointing timelike
on M by Lemma 4.10. Hence, τ is a time function by Lemma 4.11, and (τ ◦ α) is
strictly increasing on [a, b]. Standard analysis for monotonic functions then gives
that (τ ◦ α) is differentiable almost everywhere, and the first inequality below:
τ(α(b)) − τ(α(a)) ≥
∫ b
a
(τ ◦ α)′(s)ds =
∫ b
a
g(∇τ, α′)ds ≥ CLh(α)
This shows that condition ‘(a)’ in Proposition 4.9 holds, and hence gives (b). For
(b) =⇒ (a), fix p ∈ M. Let U and C > 0 as in (b). Fix any q ∈ U, and
any future-pointing timelike vector X ∈ TqU. For sufficiently small  > 0, let
α : (−, ) → U be an h-geodesic through α(0) = q, with α′(0) = X/||X||h.
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Since g(α′(0), α′(0)) = g(X, X)/||X||2h < 0, this remains true on a small interval,
and hence α is timelike near t = 0. Furthermore, because α is an h-geodesic, it
is h-minimal near t = 0. In particular, for all sufficiently small t > 0, we have
α(0) ≤ α(t), and dh(α(0), α(t)) = t. Then using the estimate in (b), we get
g
(
∇τ , X||X||h
)
= (τ ◦ α)′(0) = lim
t→0+
τ(α(t)) − τ(α(0))
t
≥ lim
t→0+
Ct
t
= C
Hence, we have shown that, for any future timelike X ∈ TU, we have
g(∇τ, X) ≥ C||X||h
But by continuity of g and h, this extends to all future causal X ∈ TU. Finally,
note that either of these conditions imply that τ is a time function, and that by
Lemma 4.10, (a) implies that ∇τ is past-pointing timelike. That ||∇τ||g is locally
bounded away from zero follows as in the proof of Lemma 4.15 below. 
4.3 Almost Everywhere Differentiable Functions
Our main goal in this section is to prove that, if τ is a time function with gradi-
ent almost everywhere, then τ is locally anti-Lipschitz provided that its gradient
(where defined) remains ‘bounded away from the light cones’. We begin by mak-
ing this condition precise as follows.
Definition 4.13. Let T be a set of timelike vectors. Fix any Riemannian metric
h on M. We will say T is locally bounded away from the light cones if, for all
p ∈ M, there is a neighborhood U of p, and a positive constant C > 0, such that
for every T ∈ T ∩ TU, we have ||T ||g ≥ C max{1, ||T ||h}.
The condition in Definition 4.13, in some form or other, is standard throughout
Lorentzian geometry. Often T is a set of unit vectors, in which case the condition
can be simplified. Above, we allow for timelike vectors of arbitrary length. Note
that the inequality ||T ||g ≥ C||T ||h keeps T bounded away from the ‘walls’ of the
light cone, while ||T ||g ≥ C keeps T bounded away from the ‘vertex’ of the cone.
(See Figure 7.) We note also that this condition is independent of the choice of
Riemannian metric.
The following basic fact will be used in the proof of Lemma 4.15:
Lemma 4.14. Let (M, g) be a Lorentzian manifold. Then for any precompact
neighborhood U0 ⊂ M, and any Riemannian metric h on U0, there is a positive
constant C0 > 0 such that, for all vectors X ∈ TU0, we have ||X||h ≥ C0||X||g.
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||X||h = 1
||X||g = C
T
Figure 7: A region of past timelike vectors bounded away from the light cone, as
in Definition 4.11.
Lemma 4.13. Let T be any collection of vectors on a spacetime M. Fix any
Riemannian metric h on M and consider the following conditions.
(a) The vectors in T are past-pointing timelike, and locally bounded away from
the light cones.
(b) For each p ∈ M, there is a neighborhood U of p, and a positive constant
C > 0, such that, for all future-pointing causal vectors X ∈ TU, and any
T ∈ T ∩ TU, we have g(T, X) ≥ C||X||h.
(c) The vectors T ∈ T are past-pointing timelike, with ||T ||g locally bounded
away from zero.
In general, we have (a) =⇒ (b) =⇒ (c), (though each converse may fail,
as in Examples 6.2 and 6.3 below). If we further assume that the vectors in T
are locally bounded, in particular if T is a continuous vector field, then all three
conditions are equivalent.
Proof. For (a) =⇒ (b), we proceed by contradiction. Suppose then that (b) fails
at some p0 ∈ M. Let U and C correspond to p = p0 as in Definition 4.11. Hence,
considering smaller and smaller h-balls around p0 in U, we can find a sequence
pj ∈ U, with pj → p0, a sequence of future causal vectors Xj ∈ TpjM, and a
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Figure 7: A region of past timelike vectors bounded away from the light cone, as
in Definition 4.13.
Lem a 4.15. Let T be any col e ti tors on a spacetime M. Fix any
Riemannian metric h on M and co si f llo ing cond tions.
(a) The vectors in T are past-poi t li e, and locally bounded away from
the light cones.
(b) For each p ∈ M, there is a i of p, and a positive constant
C > 0, such that, for all future-pointing causal vectors X ∈ TU, and any
T ∈ T ∩ TU, we have g(T, X) ≥ C||X||h.
(c) The vectors T ∈ T are past-pointing timelike, with ||T ||g locally bounded
away from zero.
In general, we have (a) =⇒ (b) =⇒ (c), (though each converse may fail,
as in Examples 6.2 and 6.3 below). If we further assume that the vectors in T
are locally bounded, in particular if T is a continuous vector field, then all three
conditions are equivalent.
Proof. For (a) =⇒ (b), we proceed by contradiction. Suppose then that (b) fails
at some p0 ∈ M. Let U and C correspond to p = p0 as in Definition 4.13. Hence,
considering smaller and smaller h-balls around p0 in U, we can find a sequence
p j ∈ U, with p j → p0, a sequence of future causal vectors X j ∈ Tp j M, and a
sequence T j ∈ T ∩ Tp j M such that
0 ≤ g(T j, X j) < j−1||X j||h
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Dividing by ||X j||h, we may suppose that ||X j||h = 1, and hence that X j → X0 ∈
Tp0 M. Note that X0 is necessarily future causal, and nontrivial, since ||X0||h =
1. Suppose first that ||T j||h has a bounded subsequence. Then we may suppose
that T j → V0 ∈ Tp0 M, with V0 past causal, and taking the limit above gives
g(V0, X0) = 0. But this implies that V0 is null, by Lemma 4.10, and hence that
||T j||g → ||V0||g = 0, contradicting ||T j||g ≥ C > 0 from part (a). Suppose then
that ||T j||h → ∞. Letting W j := T j/||T j||h, then for all sufficiently large j, we have
||T j||h ≥ 1, and hence
0 ≤ g(W j, X j) < j−1||T j||−1h ≤ j−1
Since ||W j||h = 1, we may suppose that W j → W0 ∈ Tp0 M. But then again, taking
the limit shows that W0 is null, which again contradicts the hypothesis in (a),
0 < C ≤ ||T j||g/||T j||h = ||W j||g → ||W0||g = 0
For (b) =⇒ (c), first note that Lemma 4.10 implies that each T ∈ T is past-
pointing timelike. Fix p ∈ M, and let U and C as in (b). Let U0 be any precompact
neighborhood of p, with U0 ⊂⊂ U. Then, as in Lemma 4.14, there is a positive
constant C0 > 0 such that ||X||h ≥ C0||X||g for all X ∈ TU0. Then for q ∈ U0, and
any T ∈ T ∩ TqM, since X = −T is future causal, we have
||T ||2g = g(T,−T ) ≥ C||T ||h ≥ CC0||T ||g
Hence ||T ||g ≥ CC0 > 0. Finally, we show (c) =⇒ (a) under the additional
assumption that T is locally bounded. Fix any p0 ∈ M. Let U be a neighborhood
of p0, such that ||T ||g ≥ C > 0, for all T ∈ T ∩ TU. Suppose there is a sequence
p j → p0, and vectors T j ∈ T ∩ Tp j M, for which C ≤ ||T j||g < j−1 max{1, ||T j||h}.
But since T is bounded near p0, we have ||T j||h ≤ C1 for all sufficiently large j,
and taking a limit of 0 < C ≤ ||T j||g ≤ j−1(C1 + 1) gives a contradiction. 
Corollary 4.16. Let f : M → R be any function with continuous gradient ∇ f on
all of M. Then f is locally anti-Lipschitz iff ∇ f is past-pointing timelike.
Proof. If f is locally anti-Lipschitz, then ∇ f is past-pointing timelike, by Propo-
sition 4.12 and Lemma 4.7. Suppose conversely that ∇ f is past-pointing timelike.
Then by Proposition 4.12 and Lemma 4.15, we need only observe that ||∇ f ||g is
locally bounded away from zero, which follows from the continuity of ∇ f . 
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Lemma 4.17. Let M be a spacetime and Z ⊂ M a set of measure zero. If p  q,
then there is a broken future timelike geodesic β : [a, b] → M, from p = β(a) to
q = β(b), such that {s ∈ [a, b] : β(s) ∈ Z} has measure zero in [a, b].
Proof. Let α be any future timelike curve from p to q. By covering the image of α
with a finite number of such neighborhoods if necessary, we may suppose α maps
into a single convex neighborhood U. Because U is convex, for each x, y ∈ U,
there is a unique geodesic γxy in U from x to y. Moreoever, if there is a timelike
curve from x to y within U, then the geodesic γxy is timelike, (see Proposition 2.4).
Since α is timelike, we have that γpq is timelike. Let z be any interior point of γpq,
and let Σ ⊂ U be a smooth spacelike hypersurface through z, with Σ achronal in U.
Then I+(p; U)∩Σ is an open neighborhood of z in Σ, where I+(p; U) is the relative
future of p within U (viewed as a subspacetime), and similarly for I−(q; U) ∩ Σ.
Let V be a neighborhood in Σ of z with V ⊂ I+(p; U) ∩ I−(q; U). (See Figure 8.)
Hence, for any x ∈ V , we have that γpx and γxq are future timelike, and these join
Proof. If f is locally anti-Lipschitz, then ∇ f is past-pointing timelike, by Propo-
sition 4.10 and Lemma 4.5. Suppose conversely that ∇ f is past-pointing timelike.
Then by Proposition 4.10 and Lemma 4.13, we need only observe that ||∇ f ||g is
locally bounded away from zero, which follows from the continuity of ∇ f . ￿
Lemma 4.15. Let M be a spacetime and Z ⊂ M a set of measure zero. If p ￿ q,
then there is a broken future timelike geodesic β : [a, b] → M, from p = β(a) to
q = β(b), such that {s ∈ [a, b] : β(s) ∈ Z} has measure zero in [a, b].
Proof. Let α be any future timelike curve from p to q. By covering the image of α
with a finit number o s ch neighborhoods if necessary, we may suppose α maps
into a single convex neighborhood U. Becaus U is convex, for each x, y ∈ U,
there is a unique geodesic γxy in U from x to y. Moreoever, if there is a timelike
curv from x to y within U, then the ge desic γxy is timelike, (cf. Proposition 2.3).
Since α is timelike, we have that γpq is timelike. Let z be any interior point of
γpq, and let Σ ⊂ U be a smooth achronal spacelike hypersurface through z. Then
I+(p;U) ∩ Σ is an open neighborhood of z in Σ, where I+(p;U) is the relative
future of p within U (viewed as a subspacetime), and similarly for I−(q;U) ∩ Σ.
Let V be a neighborhood in Σ of z with V ⊂ I+(p;U) ∩ I−(q;U). (See Figure 8.)
Hence, for any x ∈ V , we have that γpx and γxq are future timelike, and these join
q
p
Σ
V
Figure 8
to form a broken future timelike geodesic from p to q.
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Fig r
to form a broken future timelike geodesi .
We will focus first on the collection of geodesics from p to V , {γpx : x ∈ V}.
Note that since U is convex, it is a normal neighborhood of p, i.e., there is a star-
shaped open neighborhood U˜ of 0 in TpM such that the exponential map at p gives
a diffeomorphism expp : U˜ → U. Hence, V˜ := exp−1p (V) is a smooth hypersurface
in U˜, and since V is achronal, with each γpx parameterized on [0, 1], the restriction
F = expp : {tv : v ∈ V˜ , t ∈ (0, 1)} → {γpx(t) : x ∈ V, t ∈ (0, 1)}
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is a diffeomorphism between open sets homeomorphic to V × (0, 1) ≈ V˜ × (0, 1).
Let χZ : M → {0, 1} be the indicator function of Z. Since Z has measure zero in
M, Fubini’s Theorem gives
0 =
∫
V˜×[0,1]
(χZ ◦ F) dxn+1 =
∫
V˜
∫ 1
0
(χZ ◦ F) dtdxn
Since the integrand above is nonnegative, then for Lebesgue almost every x ∈ V˜
we have
0 =
∫ 1
0
(χZ ◦ F)(x, t) dt =
∫ 1
0
χZ ◦ γpx(t) dt
Hence, for almost every x ∈ V , we have:
γ−1px(Z) has Lebesgue measure 0 in [0, 1]
To complete the proof, note that by symmetry we similarly have that, for almost
every x ∈ V , γ−1xq (Z) has measure zero. Hence, for almost every x ∈ V , the
concatenation β = γpx · γxq is a broken future timelike geodesic from p to q,
such that β−1(Z) has measure zero. 
We are ready to prove the main result in this section:
Theorem 4.18. Suppose that τ is a time function on M, such that the gradient
vectors ∇τ exist almost everywhere, with ∇τ timelike and locally bounded away
from the light cones. Then τ is locally anti-Lipschitz, and hence induces a definite
null distance function dˆτ on M.
Proof. Fix any Riemannian metric h on M, and any p ∈ M. Since the gradient
field ∇τ is bounded away from the light cones, we may use the ‘(a) =⇒ (b)’ part of
Lemma 4.15 to choose a neighborhood U of p, and a positive constant C > 0, such
that, for all future causal vectors X ∈ TU, we have g(∇τ, X) ≥ C||X||h, wherever
∇τ is defined. Note that since τ is a time function, M is necessarily strongly
causal, by Theorem 2.3. Let W be a timelike diamond neighborhood of p with
W ⊂ U. We will show that τ is anti-Lipschitz on W.
Fix first any x, y ∈ W with x  y. Note that since W is a diamond, any
future causal curve from x to y lies entirely within W. Using Lemma 4.17, let
α : [a, b] → W be a future timelike curve, such that ∇τ is defined at α(s) for
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almost all parameter values s ∈ [a, b]. Since τ ◦ α is increasing on [a, b], basic
analysis gives
τ(y) − τ(x) ≥
∫ b
a
(τ ◦ α)′(s)ds
Furthermore, for almost all s ∈ [a, b], ∇τ is defined at α(s) and we have
(τ ◦ α)′(s) = g(∇τ, α′)
Putting these together with the estimate above, we have
τ(y) − τ(x) ≥
∫ b
a
g(∇τ, α′)ds ≥
∫ b
a
C||α′||hds = CLh(α) ≥ Cdh(x, y)
Finally, for x, y ∈ W, with x ≤ y, let y  y j ∈ W, y j → y. Then we have x  y j,
and hence τ(y j) − τ(x) ≥ Cdh(x, y j), as above. Since τ and dh are continuous,
taking the limit as j→ ∞ gives τ(y) − τ(x) ≥ Cdh(x, y). 
We note finally that the proof of Theorem 4.18 shows that the ‘(a) =⇒ (b)’ part
of Proposition 4.12 also holds for time functions τ which are (only) differentiable
almost everywhere. Since the original proof of the converse remains valid in this
case, we note that the regularity assumption in Proposition 4.12 may be relaxed
accordingly.
5 Cosmological Time
We now focus on what may be viewed as a canonical time function for space-
times emanating from an ‘initial singularity’, defined by Andersson, Galloway,
and Howard in [1] as follows:
Definition 5.1 ([1]). Let (M, g) be a spacetime, with Lorentzian distance dg. The
cosmological time function τg of M is defined by
τg(q) := sup
p≤q
dg(p, q)
Letting C−(q) denote the set of all past causal curves from q, then equivalently:
τg(q) = sup {Lg(α) : α ∈ C−(q)}
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(Wald and Yip previously used the time dual of this in [12], there called the
‘maximum lifetime function’.) Clearly, τg ≡ ∞ on Minkowski. On the other
hand, on any spacetime with finite past, τg is finite, and increases (weakly) on
future causal curves. Simple examples show however that, for one, τg need not
be continuous in this case. In [1], τg is said to be regular if τg is finite-valued on
all of M, and τg → 0 along every past-inextendible causal curve. We recall some
facts from [1]:
Theorem 5.2 ([1]). Suppose M has regular cosmological time τg. Then we have:
(1) τg is a (continuous) time function on M, satisfying
x ≤ y =⇒ τg(y) − τg(x) ≥ dg(x, y)
(2) The gradient ∇τg exists almost everywhere.
(3) For each point q ∈ M, there is a future-directed unit-speed timelike geodesic
γq : (0, τg(q)]→ M, called a ‘generator’, along which τg(γq(t)) = t, ending
at γq(τg(q)) = q.
(4) The set of all terminal tangent vectors T = {γ′q(τg(q)) : q ∈ M} is locally
bounded away from the light cones.
Note that, in general, there may be several generators to a given point q ∈
M. (For a simple example, take two points p1 and p2 in a common time-slice
in Minkowski, and consider the spacetime M = I+(p1) ∪ I+(p2).) The following
result shows that a regular τg can not be differentiable at such points.
Proposition 5.3. Suppose τg is regular. If ∇τg exists at q ∈ M, then there is a
unique generator γq to q, and (∇τg)q = −γ′q(τg(q)). In particular, wherever it is
defined, ∇τg is past timelike unit.
Proof. Let τ = τg, and fix any q ∈ M at which ∇τ exists. Let γ = γq be any
generator to q. Then u := γ′(τ(q)) is a future timelike unit vector at q, and at this
point we may write ∇τ = −au + bv, where v is a spacelike unit vector orthogonal
to u, and a, b ≥ 0. Since γ is a generator for τ, we have
a = g(∇τ, γ′) = d
dt
(τ(γ(t))) =
d
dt
(t) = 1
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Hence, ∇τ = −u + bv, and since this must be causal, we have 0 ≤ b ≤ 1. In
particular, this gives ||∇τ||g =
√
1 − b2 ≤ 1. On the other hand, fix any future-
pointing timelike unit vector V ∈ TqM, and let α : (−, ) → M be a future
timelike curve with α′(0) = V , parameterized with respect to (Lorentzian) arc
length. Then using the ‘reverse Lipschitz’ condition in (1) of Theorem 5.2, we
have
g(∇τ,V) = lim
t→0+
τ(α(t)) − τ(α(0))
t
≥ lim
t→0+
dg(α(0), α(t))
t
≥ 1
We will show that this fact implies b = 0, from which the result follows. First
note that if b , 1, and hence ∇τ is not null, then we may apply the above to
V = −∇τ/||∇τ||g, which gives ||∇τ||g = g(∇τ,V) ≥ 1. Hence, ||∇τ||g = 1, and
b = 0. Suppose on the other hand that b = 1. Then for any A ≥ 1, the vector
V = Au − (√A2 − 1 )v is a future timelike unit vector, and hence we have
1 ≤ g(∇τ,V) = A −
√
A2 − 1
But since the right-hand side goes to 0 as A→ ∞, this gives a contradiction. 
Our main result on cosmological time now follows by combining Theorem 5.2
and Proposition 5.3 with Theorem 4.18:
Theorem 5.4. Let (M, g) be a spacetime with regular cosmological time function
τg. Then τg is locally anti-Lipschitz, and thus induces a definite null distance
function on M.
6 Appendix
Examples distinguishing the conditions in Lemma 4.15 are given. We first note
the following:
Lemma 6.1. Let M be a manifold and U ⊂ M open. Let h1, h2 be any two
Riemannian metrics on U. Then for any precompact neighborhood U1 ⊂⊂ U,
there is a positive constant C1 > 0 such that, for all vectors X ∈ TU1, we have
||X||h2 ≥ C1||X||h1 .
Example 6.2. Consider the following vector field T on the Minkowski plane,
M1+1 = {(t, x)}.
T :=

−∂t x ∈ (−∞,−1] ∪ {0} ∪ [1,∞)
− 1|x|∂t +
√
1 − x2
x
∂x x ∈ (−1, 0) ∪ (0, 1)
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Then T is everywhere past-pointing timelike, with ||T ||g = 1. Let X = ∂t − ∂x.
Then for x ∈ (0, 1),
g(T, X) = g
(
− 1
x
∂t +
√
1 − x2
x
∂x , ∂t − ∂x
)
=
1 − √1 − x2
x
Let U be any neighborhood of (0, 0), and h any Riemannian metric on U. Fix any
precompact neighborhood U0 of (0, 0), with U0 ⊂⊂ U. Then, as in Lemma 6.1,
there is a C > 0 such that, for all vectors X ∈ TU0, we have ||X||h ≥ C||X||E, where
the latter is the norm with respect to the standard Euclidean metric on R2. We
have ||X||E =
√
2, and hence
g(T, X)
||X||h ≤
g(T, X)
C||X||E =
1 − √1 − x2√
2Cx
Since the right hand side goes to 0 as x→ 0, condition (b) in Lemma 4.15 fails.
Example 6.3. Consider the following vector field T on the Minkowski plane:
T :=

−√2
(
( j + 1) ∂t + j∂x
)
(t, x) = (0, 1/ j), j ∈ N
−√2∂t (t, x) , (0, 1/ j)
Hence, T (or rather −T ) ‘tips over’ at (0, 0). In particular, condition (a) in Lemma
4.15 fails. However, fix any nontrivial future causal vector X = Xu∂t + X1∂x.
Hence, Xu > 0 and Xu ≥ |X1|. If X ∈ TpM, with p , (0, 1/ j), then
g(T, X)
||X||E =
√
2Xu√
(Xu)2 + (X1)2
≥
√
2Xu√
2Xu
= 1
If X ∈ TpM, with p = (0, 1/ j), then
g(T, X)
||X||E =
√
2[( j + 1)Xu − jX1]√
(Xu)2 + (X1)2
≥
√
2[( j + 1)Xu − jXu]√
2Xu
= 1
Let U be any neighborhood of (0, 0), and h any Riemannian metric on U. Let U0
be any precompact neighborhood of (0, 0), with U0 ⊂⊂ U. Then by Lemma 6.1
there is a constant C > 0 such that, for all X ∈ TU0, we have ||X||E ≥ C||X||h. Then,
by the above, for any future causal X ∈ TU0, we have
g(T, X)
||X||h ≥
g(T, X)
C−1||X||E ≥ C
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