A New Functor from D 5 -Mod to E 6 -Mod 
characteristic identities (cf. [K] ). The result can be used to study the quantum field theory with sl(n + 1, C) as the symmetry. Furthermore, we [XZ] generalize the conformal representation of of o(n + 2, C) to a non-homogenous representation of o(n + 2, C) on the tensor space of any finite-dimensional irreducible o(n, C)-module with a polynomial space by Shen's idea of mixed product for Witt algebras. It turns out that a hidden central transformation is involved. More importantly, we find a condition on the constant value taken by the central transformation such that the generalized conformal representation is irreducible. The result would be useful in higher-dimensional conformal field theory. This paper is the third work in the program of studying quantum-field motivated representations of finite-dimensional simple Lie algebras. It is well known that the minimal dimension of irreducible modules over the simple Lie algebra of type E 6 is 27. Based on a grading of the simple Lie algebra of type E 6 , we find a first-order differential operator representation of the Lie algebra on the polynomial algebra in 16 independent variables. In fact, the corresponding Lie group representation is given by fractional transformations on 16-dimensional space. Using this representation and Shen's idea of mixed product, we construct a new functor from D 5 -Mod to E 6 -Mod, where a hidden central transformation is involved. More importantly, a condition for the functor to map a finitedimensional irreducible D 5 -module to an infinite-dimensional irreducible E 6 -module in terms of the constant value taken by the central transformation is obtained. Our general frame also gives a direct polynomial extension from irreducible D 5 -modules to irreducible E 6 -modules, which can be applied to obtain explicit bases of irreducible E 6 -modules from those of irreducible D 5 -modules. The result could be useful in understanding the quantum field theory with E 6 symmetry. Our fractional representation of the E 6 Lie group could also be used in symmetry analysis of partial differential equations just as the conformal representation of orthogonal Lie groups do. Our infinite-dimensional irreducible E 6 -modules are (G, K) -modules in terms of the corresponding Lie group representations.
The E 6 Lie algebra and group are popular mathematical objects with broad applications. Dickson [D] (1901) first realized that there exists an E 6 -invariant trilinear form on its 27-dimensional basic irreducible module. The 78-dimensional simple Lie algebra of type E 6 can be realized by all the derivations and multiplication operators with trace zero on the 27-dimensional exceptional simple Jordan algebra (e.g., cf. [T] , [Ad] ). Aschbacher
[As] used the Dickson form to study the subgroup structure of the group E 6 . Bion-Nadal [B-N] proved that the E 6 Coxeter graph can be realized as a principal graph of subfactor of the hyperfinite Π 1 factor. Brylinski and Kostant [BK] obtained a generalized Capelli identity on the minimal representation of E 6 . Binegar and Zierau [BZ] found a singular representation of E 6 . Ginzburg [G] proved that the twisted partial L-function on the 27-dimensional representation of GE 6 (C) is entire except the points 0 and 1. Iltyakov [I] showed that the field of invariant rational functions of E 6 on the direct sum of finite copies of the basic module and its dual is purely transcendental. Suzuki and Wakui [SW] studied the Turaev-Viro-Ocneanu invariant of 3-manifilds derived from the E 6 -subfactor.
Moreover, Cerchiai and Scotti [CS] investigated the mapping geometry of the E 6 group. Furthermore, the (A 2 , G 2 ) duality in E 6 was obtained by Rubenthaler [R] . In [X2] , the author proved that the space of homogeneous polynomial solutions with degree m for the dual cubic Dickson invariant differential operator is exactly a direct sum of m/2 + 1 explicitly determined irreducible E 6 -submodules and the whole polynomial algebra is a free module over the polynomial algebra in the Dickson invariant generated by these solutions. Moreover, we found in [X3] that the weight matrices of E 6 on its minimal irreducible modules and adjoint modules all generate ternary orthogonal codes with large minimal distances.
Okamoto and Marshak [OM] constructed a grand unification preson model with E 6 metacolor. The E 6 Lie algebra was used in [HH] to explain the degeneracies encountered in the genetic code as the result of a sequence of symmetry breakings that have occurred during its evolution. Wang [W] identified Geoner's model with twisted LG model and E 6 singlets. Morrison, Pieruschka and Wybourne [MPW] constructed the E 6 interacting boson model. Berglund, Candelas et al. [BCDH] studied instanton contributions to the masses and couplings of E 6 singles. Haba and Matsuoka [HM] found large lepton flavor mixing in the E 6 -type unification models. Ghezelbash, Shafiekhani and Abolbasani [GSA] derived explicitly a set of Picard-Fuchs equations of N = 2 supersymmetric E 6 YangMills theory. found certain Clebsch-Gordan coefficients in connection with the E 6 unification model building. Fernández-Núãez, Garcia-Fuertes and Perelomov [FGP] used the quantum Calogero-Sutherland model corresponding to the root system of E 6 to calculate Clebach-Gordan series for this algebra. Howl and King [HK] proposed a minimal E 6 supersymmetric standard model which allows Planck scale unification, provides a solution to the µ problem and predicts a new Z ′ . Das and Laperashvili [DL] studied Preon model related to family replicated E 6 unification.
This work further reveals new beauties of the simple Lie algebra of type E 6 . In Section 2, we construct the spin representation of o(10, C) in terms of first-order differential operators on the polynomial algebra in 16 independent variables from the lattice-construction of the simple Lie algebra of type E 6 . We determine the decomposition of the polynomial algebra into irreducible o(10, C)-submodules in Section 3 by means of partial differential equations. In Section 4, we realized the simple Lie algebra of type E 6 in terms of first-order differential operators on the polynomial algebra in 16 independent variables.
Section 5 is devoted to the explicit presentation of the functor from D 5 -Mod to E 6 -Mod.
Finally in Section 6, we determine a condition for the functor to map a finite-dimensional irreducible D 5 -module to an infinite-dimensional irreducible E 6 -module.
2 Polynomial Representation of o(10, C) via E 6
We start with the root lattice construction of the simple Lie algebra of type E 6 . As we all know, the Dynkin diagram of E 6 is as follows:
For convenience, we will use the notion i, i + j = {i, i + 1, i + 2, ..., i + j} for integer i and positive integer j throughout this paper. Let {α i | i ∈ 1, 6} be the simple positive roots corresponding to the vertices in the diagram, and let Φ E 6 be the root system of E 6 . Set
the root lattice of type E 6 . Denote by (·, ·) the symmetric Z-bilinear form on Q E 6 such that
In particular,
and C-bilinearly extend (·, ·) on H. Then the simple Lie algebra of type E 6 is
with the Lie bracket [·, ·] determined by:
(2.10) (e.g., cf. [Ka] , [X1] ). Moreover, we define a bilinear form (·|·) on G E 6 by
forms a Lie subalgebra of G E 6 , which is isomorphic to the orthogonal Lie algebra
the set of positive roots of E 6 and by Φ
the set of positive roots of D 5 .
We find the elements of Φ
Moreover, the elements in Φ
are:
For convenience, we denote
23)
24)
25)
26)
27)
28)
29)
30)
It is straightforward to verify that G ± are ableian Lie subalgebras of G E 6 , G 0 is a reductive Lie subalgebra of G E 6 and
Moreover, G ± form irreducible G 0 -submodules with respect to the adjoint representation of G E 6 . Furthermore,
by (2.11). Expression (2.12) shows that G + is isomorphic to the dual
the polynomial algebra in x 1 , x 2 , ..., x 16 . Write
where
(2.37) Then A forms a G 0 -module and the subspace
forms a G 0 -submodule isomorphic to G − , where the isomorphism is determined by x i → η i for i ∈ 1, 16.
Denote by N the set of nonnegative integers. Write
be the algebra of differential operators on A. Then the linear transformation τ determined
is an involutive anti-automorphism of A.
According to (2.9) and (2.10), we have the Lie algebra isomorphism ν :
determined by the generators:
Then A becomes an o(10, C)-module with respect to the action
Thanks to (2.9), (2.10), (2.27)-(2.31), (2.36) and (2.37), we have
where a r,i are given in the following table 
Note that (2.39)-(2.68) are the representation formulas of all the positive root vectors.
In particular, x 1 is a highest-weight vector of V with weight λ 4 , the forth fundamental weight of E 6 , and V gives a spin representation of o(10, C).
Recall that the representation of G D 5 on A is given by (2.37) and the representation of o(10, C) is given in (2.48). We calculate
where b r,i are given in the following table: Table 2 i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Recall that a singular vector of o(10, C) is a nonzero weight vector annihilated by positive root vectors. Note that the weight of a singular vector in A must be dominate integral.
The above table motivates us to assume that
is a singular vector, where a i are constants to be determined. By (2.49),
Moreover, (2.50) says
Furthermore, (2.52) yields (E 4,5 − E 10,9 )(ζ 1 ) = (a 1 − a 2 )x 1 x 9 = 0 =⇒ a 2 = a 1 . (3.6)
According to (2.53) and (3.4), (E 4,10 − E 5,9 )(ζ 1 ) = −(a 3 + a 4 )x 3 x 4 = 0. (3.7)
Taking a 1 = 1, we have the singular vector
of weight λ 1 , the first fundamental weight of E 6 . Thus ζ 1 generates the 10-dimensional natural o(10, C)-module U. According to (2.49)-(2.53), (2.69) and (2.70),
We take
14) (3.17) ζ 10 = (E 10,4 − E 9,5 )(ζ 4 ) = x 1 x 16 + x 5 x 12 − x 6 x 10 + x 8 x 9 , (3.18) ζ 9 = (E 9,5 − E 10,4 )(ζ 5 ) = x 2 x 16 − x 5 x 14 + x 6 x 13 − x 8 x 11 , (3.19) ζ 8 = (E 8,9 − E 4,3 )(ζ 9 ) = x 3 x 16 + x 5 x 15 + x 9 x 13 − x 10 x 11 , (3.20)
Cζ i forms an o(10, C)-module isomorphic to the 10-dimensional natural o(10, C)-module with {ζ 1 , ..., ζ 10 } as the standard basis. Proof. Note
(3.23)
Let f be a singular vector in A. Substituting (3.23)-(3.27) into it, we can write
By (2.52), (2.56), (2.59), (2.61), (2.62) and (2.64)-(2.68),
Thus f is a function in x 1 , ζ 1 , ζ 2 , ζ 3 , ζ 4 and ζ 10 .
According to (2.49)-(2.51) and (2.53),
Hence f is a function in x 1 and ζ 1 . Thanks to (3.23), it must be a polynomial in x 1 and
Denote by V (λ) the highest-weight irreducible o(10, C)-module with the highest weight λ. The above equation leads to the following combinatorial identity:
which was proved in (3.23)-(3.41) by partial differential equations.
4 Realization of E 6 in 16-Dimensional Space
In this section, we want to find a differential-operator representation of G E 6 , equivalently, a fraction representation on 16-dimensional space of the Lie group of type E 6 .
According to (2.36) and (2.37), we calculate
by the Dynkin diagram of E 6 . Thanks to (2.9),
According to the coefficients of x 1 ∂ x 1 in (3.1) with the data in Table 2 and (4.2), we have
the degree operator on A.
Recall that the Lie bracket in the algebra A (cf. (2.40)) is given by the commutator
Then D forms an o(10, C)-module with respect to the action
On the other hand, G ± (cf. (2.22)-(2.32)) form o(10, C)-modules with respect to the action
According to (2.36) and (2.37), the linear map determined by η i → x i for i ∈ 1, 16 gives an o(10, C)-module isomorphism from G − to V . Moreover, (2.12) and (2.34) implies that the linear map determined by
Hence we define the action of G + on A by
Recall the Witt Lie subalgebra of A:
Now we want to find the differential operators P 1 , P 2 , ..., P 16 ∈ W 16 such that the following action matches the structure of G E 6 :
we take
, we take
by (2.52), (2.56), (2.59), (2.61), (2.62), (2.64)-(2.68), (3.8), (3.14)-(3.16), (3.18) and (4.5).
Then 16 (4.17) due to (2.42)-(2.48).
Since [E −α 5 , η 1 ] = η 2 by (2.10), we take
by (2.44) and (3.12). Note that [E −α 4 , η 2 ] = η 3 by (2.10). Hence (3.11) gives
Thanks to −[E −α 3 , η 3 ] = η 4 , (2.50) and (3.10), we have
Observe that [E −α 2 , η 3 ] = η 5 by (2.10). So (3.13) yields
Since [E −α 2 , η 4 ] = η 6 , (2.13) implies
, we get by (3.9) that
The fact [E −α 4 , η 6 ] = η 9 yields
by (3.11). As [E −α 4 , η 8 ] = η 10 , we find
by (3.11). Moreover, the fact −[E −α 5 , η 9 ] = η 11 implies
(4.27) by (3.12). Since −[E −α 3 , η 10 ] = η 12 ,
by (3.10).
Observing −[E −α 1 , η 11 ] = η 13 , we have
by (3.9). The fact −[E −α 3 , η 13 ] = η 14 gives
by (3.10). As −[E −α 4 , η 14 ] = η 15 , we get
by (3.11). Since −[E −α 2 , η 15 ] = η 16 , we have
by (3.13).
) and (4.5)) and 
(2.42)-(2.47)) and
as Lie algebras. Denote by U(G) the universal enveloping algebra of a Lie algebra G. Note that
are also Lie subalgebras of G E 6 and
We define a one-dimensional B − -module Cu 0 by
Reacll that N is the set of nonnegative integers. Let
We define an action of the associative algebra A (cf. (2.40)) on A ′ by
and
the above action gives an associative algebra representation of A. Thus it also gives a Lie algebra representation of A (cf. (4.6)). It is straightforward to verify that
According to (2.49)-(2.71), (4.43) and (4.44),
Moreover, (4.40), (4.41), (4.43), (4.44) and (4.48) imply
Now (4.41) and (4.43) imply
Thus we have
On the other hand, the linear map
is a Lie algebra monomorphism from G E 6 to A| A ′ . According to (4.17) and (4.45),
By the constructions of P 2 , ..., P 16 in (4.18)-(4.32), we have
Therefore, we have
) forms a Lie algebra. Since the linear map
we have that C forms a Lie subalgebra of A and ϑ is a Lie algebra isomorphism. ✷ By the above theorem, a Lie group of type E 6 is generated by the real spinor transformations corresponding to (2.49)-(2.71), the real translations and dilations in 16 i=1 Rx i , and the following fractional transformations: 72) i ∈ 1, 16 \ {4, 7, 12, 14, 15},
74)
℘ 5b (x 15 ) = x 15 − b(x 3 x 16 + x 9 x 13 − x 10 x 11 ) 1 − bx 5 ; (4.75)
i ∈ 1, 16 \ {3, 7, 10, 13, 15}, 84) i ∈ 1, 16 \ {3, 4, 9, 11, 15}, 88) i ∈ 1, 16 \ {2, 7, 8, 13, 14}, 92) i ∈ 1, 16 \ {2, 4, 6, 11, 14}, (4.97) i ∈ 1, 16 \ {1, 7, 8, 10, 12},
100) 102) i ∈ 1, 16 \ {2, 3, 5, 11, 13}, 107) i ∈ 1, 16 \ {1, 4, 6, 9, 12}, 112) i ∈ 1, 16 \ {1, 3, 5, 9, 10}, 117) i ∈ 1, 16 \ {1, 2, 5, 6, 8}, 122) i ∈ 1, 16 \ {1, 2, 3, 4, 7},
where b ∈ R.
5 Functor from D 5 -Mod to E 6 -Mod
In this section, we construct a new functor from D 5 -Mod to E 6 -Mod.
Note that
A(E i,j − E n+j,n+i ) (5.1) forms a Lie subalgebra of the matrix algebra gl(10, A) over A with respect to the com-
Moreover, we define the Lie algebra
with the Lie bracket: 
(5.5)
According to our construction of P 1 -P 16 in (4.12)-(4.32),
On the other hand,
becomes a Lie algebra with the Lie bracket
by (2.32) and (4.2). So there exists a Lie algebra monomorphism ̺ :
Since ℑ is a Lie algebra monomorphism, our construction of P 1 -P 16 in (4.12)-(4.32) and (5.6) shows that we have a Lie algebra monomorphism ι :
In order to calculate {ι(P 1 ), ..., ι(P 16 )} explicitly, we need the more formulas of ν on the positive root vectors of o(10, C) extended from (2.42)-(2.47). We calculate
14)
by (2.43), (2.46), (2.47), (4.2), (5.10) and (5.13)-(5.16). Moreover,
by (3.12). According to (3.11),
) −x 9 (E 2,10 − E 5,7 ) + x 10 (E 1,10 − E 5,6 ) + x 11 (E 2,9 − E 4,7 )
−x 13 (E 1,9 − E 4,6 ) + x 15 (E 1,7 − E 2,6 ).
(5.19) Furthermore, (3.10) implies
(E i,i − E 5+i,5+i ) − E 2,2 + E 7,7 − κ] + x 1 (E 5,2 − E 7,10 ) +x 2 (E 4,2 − E 7,9 ) + x 3 (E 3,2 − E 7,8 ) − x 6 (E 4,10 − E 5,9 ) + x 7 (E 1,2 − E 7,6 ) −x 9 (E 3,10 − E 5,8 ) + x 11 (E 3,9 − E 4,8 ) + x 12 (E 1,10 − E 5,6 )
) −x 9 (E 2,4 − E 9,7 ) + x 10 (E 1,4 − E 9,6 ) − x 11 (E 2,5 − E 10,7 ) +x 13 (E 1,5 − E 10,6 ) − x 16 (E 1,7 − E 2,6 ) (5.21) by (3.13). Similarly,
Moreover, (3.9) yields
= [x 7 ∂ x 4 + x 8 ∂ x 6 + x 10 ∂ x 9 + x 13 ∂ x 11 + (E 2,1 − E 6,7 ), ι(η 4 )]
Furthermore, (3.13) gives
According to (3.11),
+x 10 (E 1,2 − E 7,6 ) + x 11 (E 4,5 − E 10,9 ) + x 12 (E 1,3 − E 8,6 ) −x 15 (E 1,5 − E 10,6 ) + x 16 (E 1,9 − E 4,6 ) (5.25) and
Moreover, (3.12) yields
+x 3 (E 9,2 − E 7,4 ) + x 4 (E 9,3 − E 8,4 ) − x 5 (E 5,2 − E 7,10 ) − x 6 (E 5,3 − E 8,10 )) +x 9 (E 5,4 − E 9,10 ) + x 13 (E 1,2 − E 7,6 ) + x 14 (E 1,3 − E 8,6 ) +x 15 (E 1,4 − E 9,6 ) + x 16 (E 1,10 − E 5,6 ) (5.27) Furthermore, (3.10) implies
+x 4 (E 10,1 − E 6,5 ) + x 6 (E 4,1 − E 6,9 ) + x 7 (E 10,2 − E 7,5 ) + x 8 (E 4,2 − E 7,9 ) +x 9 (E 3,1 − E 6,8 ) + x 10 (E 3,2 − E 7,8 ) + x 14 (E 4,5 − E 10,9 )
Note that (3.9) gives
+x 15 (E 2,4 − E 9,7 ) + x 16 (E 2,10 − E 5,7 ). (5.29)
Moreover, (3.10) yields
+x 4 (E 8,1 − E 6,3 ) + x 7 (E 8,2 − E 7,3 ) − x 9 (E 5,1 − E 6,10 ) − x 10 (E 5,2 − E 7,10 )) +x 11 (E 4,1 − E 6,9 ) − x 12 (E 5,3 − E 8,10 ) + x 13 (E 4,2 − E 7,9 ) +x 14 (E 4,3 − E 8,9 ) + x 16 (E 4,10 − E 5,9 ).
(5.31) Finally, (3.13) gives
) + x 9 (E 9,1 − E 6,4 ) + x 10 (E 9,2 − E 7,4 )) + x 11 (E 10,1 − E 6,5 ) +x 12 (E 9,3 − E 8,4 ) + x 13 (E 10,2 − E 7,5 ) + x 14 (E 10,3 − E 8,5 ) +x 15 (E 10,4 − E 9,5 ). We identify
Recall the Lie algebra K defined via (5.1)-(5.8). Fix c ∈ C. Then M becomes a K-module with the action defined by
for f, g ∈ A, v ∈ M and B ∈ o(10, C).
Since the linear map ι : G E 6 → K defined in (5.10)-(5.12) is a Lie algebra monomorphism, M becomes a G E 6 -module with the action defined by
In fact, we have:
We remark that the module M is not a generalized module in general because it may not be equal to
Proof. Note that for any i ∈ 1, 16, f ∈ A and v ∈ M, (5.12), (5.35) and (5.36) imply
Let W be any nonzero G E 6 -submodule. The above expression shows that W M = {0}.
By the above proposition, the map M → U(G − )(M) is a polynomial extension from irreducible o(10, C)-modules to irreducible G E 6 -modules.
Irreducibility
In this section, we want to determine the irreducibility of G E 6 -modules.
Let M be an o(10, C)-module and let M be the G E 6 -module defined in (5.33)-(5.36).
Moreover, M can be viewed as an o(10, C)-module with the representation ι(ν(B))| M (cf.
(2.42)-(2.47)). Indeed, (5.11) and (5.36) show
(cf. (2.27)-(2.31)). Recall the Lie subalgebras G ± and G 0 of G E 6 defined in (2.32). For k ∈ N, we set
(cf. (2.39), (5.34)) and
Next we define a linear transformation ϕ on M determined by
Cx i forms the 16-dimensional G 0 -module (equivalently, the o(10, C) spin module). According to (2.9) and (2.10), G − forms a G 0 -module with respect to the adjoint representation, and the linear map from A 1 to G 0 determined by x i → η i for i ∈ 1, 16 gives a G 0 -module isomorphism. Thus ϕ can also be viewed as a G 0 -module
Note that the Casimir element of o(10, C) is
The algebra U(o(10, C)) can be imbedded into the tensor algebra U(o(10, C))⊗U(o(10, C))
by the associative algebra homomorphism δ :
Furthermore,ω acts on M as an o(10, C)-module homomorphism via
Proof. For any v ∈ M, (2.49)-(2.71), (5.17), (6.12) and (6.13) givẽ
equivalently, ϕ(x 1 v) = (ω − c/2)(x 1 v). According to (3.12), (E 9,10 − E 5,4 )(x 1 ) = x 2 . So ϕ(x 2 v) + ϕ(x 1 (E 9,10 − E 5,4 )(v)) = (E 9,10 − E 5,4 )(ϕ(x 1 v)
Observe that
, (E 7,5 − E 10,2 )(x 2 ) = x 6 , (E 10,1 − E 6,5 )(x 2 ) = x 8 , (6.17) (E 8,2 − E 7,3 )(x 1 ) = x 9 , (E 6,3 − E 8,1 )(x 1 ) = x 10 , (E 7,3 − E 8,2 )(x 2 ) = x 11 , (6.17)
by (3.9)-(3.13). Using the argument similar to (6.14) and induction, we can prove 16, (6.20) equivalently, the lemma holds. ✷
We take the subspace
as a Cartan subalgebra of the Lie algebra o(10, C) and define {ε 1 , ..., ε 5 } ⊂ H * by
The inner product (·, ·) on the Q-subspace
is given by
Then the root system of o(10, C) is
We take the set of positive roots
.., ε 4 − ε 5 , ε 4 + ε 5 } is the set of positive simple roots.
(6.27)
Recall the set of dominate integral weights
According to (6.24),
(e.g., cf.
[Hu]). By (6.24),
For any µ ∈ Λ + , we denote by V (µ) the finite-dimensional irreducible o(10, C)-module with the highest weight µ and have
by (6.9).
Let Z 2 = Z/2Z = {0, 1}. According to (2.71) and Table 1 , the weight set of the
Lemma 6.2. We have:
Proof. Note that all the weight subspaces of A 1 are one-dimensional. Thus all the irreducible components of A 1 ⊗ V (λ) are of multiplicity one. Since (6.38) the forth fundamental weight of o(10, C), by (2.71) and Table 1 . Thus the eigenvalues of
by (6.11) and (6.13). Define (6.40) which will be used to determine the irreducibility of V (λ). If
, then
Recall the differential operators P 1 , ..., P 16 given in (4.16)-(4.32). We also view the elements of A as the multiplication operators on A. Recall ζ 1 in (3.8). It turns out that we need the following lemma in order to determine the irreducibility of V (λ).
Lemma 6.3. As operators on A:
P 11 x 1 + P 1 x 11 + P 9 x 2 + P 2 x 9 − P 6 x 3 − P 3 x 6 + P 5 x 4 + P 4 x 5 = ζ 1 (D − 6). (6.42)
Proof. According to (4.16), (4.18)-(4.22), (4.25) and (4.27), we find that P 11 x 1 + P 1 x 11 + P 9 x 2 + P 2 x 9 − P 6 x 3 − P 3 x 6 + P 5 x 4 + P 4 x 5 = −6ζ 1 + x 1 P 11 + x 11 P 1 + x 2 P 9 + x 9 P 2 − x 3 P 6 − x 6 P 3 + x 4 P 5 + x 5 P 4 (6.43) and x 1 P 11 + x 11 P 1 + x 2 P 9 + x 9 P 2 − x 3 P 6 − x 6 P 3 + x 4 P 5 + x 5 P 4 ,2,3,4,5,6,9 ,11
+(x 1 ζ 9 − x 2 ζ 10 − x 6 ζ 2 + x 5 ζ 3 )∂ x 8 + (x 1 ζ 8 − x 9 ζ 2 − x 3 ζ 10 − x 5 ζ 4 )∂ x 10 −(x 1 ζ 7 + x 9 ζ 3 + x 6 ζ 4 + x 4 ζ 10 )∂ x 12 − (x 11 ζ 2 + x 2 ζ 8 − x 3 ζ 9 + x 5 ζ 5 )∂ x 13
−(x 11 ζ 3 − x 2 ζ 7 + x 6 ζ 5 − x 4 ζ 9 )∂ x 14 − (x 11 ζ 4 − x 9 ζ 5 + x 3 ζ 7 + x 4 ζ 8 )∂ x 15
−(x 11 ζ 10 + x 9 ζ 9 − x 6 ζ 8 − x 5 ζ 7 )∂ x 16 = ζ 1 D (6.44) because
by (3.8) and (3.14)-(3.17),
−x 2 (x 1 x 16 + x 5 x 12 − x 6 x 10 + x 8 x 9 ) − x 6 (x 1 x 13 + x 2 x 10 − x 3 x 8 + x 5 x 7 ) +x 5 (x 1 x 14 + x 2 x 12 − x 4 x 8 + x 6 x 7 ) = −ζ 1 x 8 (6.46)
by (3.8), (3.14), (3.15), (3.18) and (3.19),
x 1 ζ 8 − x 9 ζ 2 − x 3 ζ 10 + x 5 ζ 4 = x 1 (x 3 x 16 + x 5 x 15 + x 9 x 13 − x 10 x 11 ) −x 9 (x 1 x 13 + x 2 x 10 − x 3 x 8 + x 5 x 7 ) − x 3 (x 1 x 16 + x 5 x 12 − x 6 x 10 + x 8 x 9 ) −x 5 (x 1 x 15 − x 3 x 12 − x 4 x 10 − x 7 x 9 ) = −ζ 1 x 10 (6.47)
by (3.8), (3.14), (3.16), (3.18) and (3.20),
x 1 ζ 7 + x 9 ζ 3 + x 6 ζ 4 + x 4 ζ 10 = x 1 (−x 4 x 16 − x 6 x 15 − x 9 x 14 + x 11 x 12 ) +x 9 (x 1 x 14 + x 2 x 12 − x 4 x 8 + x 6 x 7 ) + x 6 (x 1 x 15 − x 3 x 12 + x 4 x 10 − x 7 x 9 ) +x 4 (x 1 x 16 + x 5 x 12 − x 6 x 10 + x 8 x 9 ) = ζ 1 x 12 (6.48)
by (3.8), (3.15), (3.16), (3.18) and (3.21),
+x 2 (x 3 x 16 + x 5 x 15 + x 9 x 13 − x 10 x 11 ) − x 3 (x 2 x 16 − x 5 x 14 + x 6 x 13 − x 8 x 11 ) +x 5 (−x 2 x 15 − x 3 x 14 + x 4 x 13 − x 7 x 11 ) = ζ 1 x 13 (6.49)
by (3.8), (3.14), (3.17), (3.19) and (3.20) ,
−x 2 (−x 4 x 16 − x 6 x 15 − x 9 x 14 + x 11 x 12 ) + x 6 (−x 2 x 15 − x 3 x 14 + x 4 x 13 − x 7 x 11 ) −x 4 (x 2 x 16 − x 5 x 14 + x 6 x 13 − x 8 x 11 ) = ζ 1 x 14 (6.50)
by (3.8), (3.15), (3.17), (3.19) and (3.21),
x 11 ζ 4 − x 9 ζ 5 + x 3 ζ 7 + x 4 ζ 8 = x 11 (x 1 x 15 − x 3 x 12 + x 4 x 10 − x 7 x 9 ) −x 9 (−x 2 x 15 − x 3 x 14 + x 4 x 13 − x 7 x 11 ) + x 3 (−x 4 x 16 − x 6 x 15 − x 9 x 14 + x 11 x 12 ) +x 4 (x 3 x 16 + x 5 x 15 + x 9 x 13 − x 10 x 11 ) = ζ 1 x 15 (6.51)
by (3.8), (3.16), (3.17), (3.20) and (3.21),
x 11 ζ 10 + x 9 ζ 9 − x 6 ζ 8 − x 5 ζ 7 = x 11 (x 1 x 16 + x 5 x 12 − x 6 x 10 + x 8 x 9 ) +x 9 (x 2 x 16 − x 5 x 14 + x 6 x 13 − x 8 x 11 ) − x 6 (x 3 x 16 + x 5 x 15 + x 9 x 13 − x 10 x 11 ) −x 5 (−x 4 x 16 − x 6 x 15 − x 9 x 14 + x 11 x 12 ) = ζ 1 x 16 (6.52)
by (3.8) and (3.18)-(3.21). ✷
We define the multiplication x r ̺([ξ r , x 1 η 11 + x 11 η 1 + x 2 η 9 + x 9 η 2 − x 3 η 6 − x 6 η 3 + x 4 η 5 + x 5 η 4 ])
as operators on M (cf. (5.33)), where ζ i are defined in (3.8) and (3.14)-(3.22). By Lemma 6.3, (5.5), (5.6) and (6.54),
as operators on M. We define an o(10, C)-module structure on the space End M of linear transformations on M by
(cf. (6.1)). It can be verified that T 1 is an o(10, C)-singular vector with weight ε 1 in End M . So it generates the 10-dimensional natural module.
We set
57)
58)
ζ 5+r (E 4,5+r − E r,9 )], (6.59)
ζ 5+r (E 5,5+r − E r,10 ), (6.60)
ζ 5+r (E 10,5+r − E r,5 ), (6.61)
ζ 5+r (E 9,5+r − E r,4 ), (6.62)
ζ 5+r (E 7,5+r − E r,2 ), (6.64)
CT i forms the 10-dimensional natural module of o(10, C) with the standard basis {T 1 , ..., T 10 }.
for i ∈ 1, 10. 
of weight λ ′ in UV (λ), where u i ∈ V (λ). Moreover, any singular vector of weight λ ′ in UV (λ) is a scalar multiple of u. Note that the vector
is also a singular vector of weight λ ′ if it is not zero. Thus
It is enough to prove V (λ) = U(G − )(V (λ)). It is obvious that
(cf. (6.3) and (6.4) with M = V (λ)). Moreover, Lemma 6.1 with M = V (λ), (6.40) and (6.74) imply that ϕ| V (λ) 1 is invertible, equivalently,
For any v ∈ V (λ) and α ∈ N 16 such that |α| = k − 1, we have , 10 (6.78) by (6.77) with i = k − 1, k. But
forms an o(10, C)-submodule of UV (λ) with respect to the action in (6.1). Let u be a o(10, C)-singular in (6.70). Then
by (6.71) and (6.72). Moreover, (6.73) and (6.74) yield u ∈ V ′ . Since UV (λ) is an o(10, C)-module generated by all the singular vectors, we have V ′ = UV (λ). So
The arbitrariness of α implies , 10. (6.82) Given any f ∈ A k and v ∈ V (λ), we have
for r ∈ 1, 10, i ∈ 1, 16. (6.83) Moreover,
for s ∈ 1, 16 by (4.16)-(4.32), (5.17)-(5.32) and Lemma 6.1. According to (6.40), (6.74), (6.82) and (6.84), we get
Thus (6.77) holds for i = k + 1. By induction on k, (6.77) holds for any i ∈ N, that is,
is the one-dimensional trivial module and ℓ ω (0) = ♭(0) = 0. So we have:
Next we consider the case λ = kε 1 = kλ 1 for some positive integer k, where λ 1 is the first fundamental weight. Note
by (6.34) and (6.35). Thus (6.40) and (6.41) give Therefore, ♭(kε 1 ) = −8 − k. By Theorem 6.4 and (6.87), we obtain:
Corollary 6.6. The G E 6 -module V (kε 1 ) is irreducible if c ∈ C \ {N − 14 − k}.
Now we want to consider the cases λ = ε 1 + ε 2 = λ 2 (the second fundamental weight) and λ = ε 1 +ε 2 +ε 3 = λ 3 (the third fundamental weight). Let E be the associative algebra generated by {θ 1 , ..., θ 10 } with the defining relations:
θ i θ j = −θ j θ i for i, j ∈ 1, 10.
(6.95)
Moreover, we define linear operators {∂ θ 1 , ..., ∂ θ 10 } on E by ∂ θ i (1) = 0, ∂ θ i (θ j w) = δ i,j w − θ j ∂ θ i (w) for i, j ∈ 1, 10, w ∈ E. (6.96)
The representation of o(10, C) on E is defined via E i,j | E = θ i ∂ θ j for i, j ∈ 1, 10. (6.97) Denote E r = Span{θ i 1 θ i 2 · · · θ ir | 1 ≤ i 1 < i 2 < · · · < i r ≤ 10}. (6.98)
Then E 2 forms an irreducible o(10, C)-submodule isomorphic V (λ 2 ) with a highest weight vector θ 1 θ 2 and E 3 forms an irreducible o(10, C)-submodule isomorphic V (λ 3 ) with a highest weight vector θ 1 θ 2 θ 3 .
Note that (6.35) gives Υ(λ 2 ) = {λ 4 + λ 2 , λ 4 , λ 4 + ε 1 + ε 5 }, (6.99) which yields ℓ ω (λ 2 ) = −8. Moreover, (6.67) and (6.68) imply Υ ′ (λ 2 ) = {ε 1 + λ 2 , λ 3 , ε 1 }. (6.100)
We have an o(10, C)-singular vector ζ 1 θ 1 θ 2 of weight ε 1 +λ 2 in UE 2 , where we take M = E 2 in the earlier settings. By (6.55) and (6.66), is an o(10, C)-singular vector of weight ε 1 in UE 2 and w = ζ 1 θ 2 θ 3 − ζ 2 θ 1 θ 3 + ζ 3 θ 1 θ 2 (6.103)
is an o(10, C)-singular vector of weight λ 3 in UE 2 . According to (6.55), (6.57), (6.58) and (6.66), we have
(θ 1 θ 2 ) = ζ 2 θ 1 θ 3 − ζ 3 θ 1 θ 2 − ζ 1 θ 2 θ 3 − ζ 3 θ 1 θ 2 − ζ 1 θ 2 θ 3 + ζ 2 θ 1 θ 3 = −2w.
(6.104) So ♭ λ 3 = −2. Expressions (6.55) and (6.57)-(6.66) give rise to Hence ♭ ε 1 = −9. Therefore, ♭(λ 2 ) = −9. Theorem 6.4 implies:
Corollary 6.7. The G E 6 -module V (λ 2 ) is irreducible if c ∈ C \ {N − 16}.
Observe that (6.35) gives Υ(λ 3 ) = {λ 4 + λ 3 , λ 4 + λ 2 + ε 5 , λ 4 + ε 1 , λ 4 + ε 5 }, (θ 1 θ 2 θ 3 ) = ζ 2 θ 1 θ 3 θ 4 − ζ 3 θ 1 θ 2 θ 4 + ζ 4 θ 1 θ 2 θ 3 − ζ 1 θ 2 θ 3 θ 4 − ζ 3 θ 1 θ 2 θ 4 + ζ 4 θ 1 θ 2 θ 3 − ζ 1 θ 2 θ 3 θ 4 +ζ 2 θ 1 θ 3 θ 4 + ζ 4 θ 1 θ 2 θ 3 − ζ 1 θ 2 θ 3 θ 4 + ζ 2 θ 1 θ 3 θ 4 − ζ 3 θ 1 θ 2 θ 4 = −3w, 
