Every semigroup which is a finite disjoint union of copies of the free monogenic semigroup (natural numbers under addition) has soluble word problem and soluble membership problem.
Introduction
It is well known that a semigroup may be decomposed into a disjoint union of subsemigroups which is unlike the structures of classical algebra such as groups and rings. For instance, the Rees Theorem states that every completely simple semigroup is a Rees matrix semigroup over a group G, and is thus a disjoint union of copies of G, see [7, Theorem 3.3.1] ; every Clifford semigroup is a strong semilattice of groups and as such it is a disjoint union of its maximal subgroups, see [7, Theorem 3.3.1] ; every commutative semigroup is a semilattice of archimedean semigroups, see [5, Theorem 3.3.1] .
If S is a semigroup which can be decomposed into a disjoint union of subsemigroups, then it is natural to ask how the properties of S depend on these subsemigroups. For example, if the subsemigroups are finitely generated, then so is S. Arajo et al. [3] consider the finite presentability of semigroups which are disjoint unions of finitely presented subsemigroups; Golubov [4] showed that a semigroup which is a disjoint union of residually finite subsemigroups is residually finite.
In the context of S where S is a semigroup which is a disjoint union of finitely many copies of the free monogenic semigroup, the authors in [1] proved that S is finitely presented and residually finite; in [2] the authors proved that, up to isomorphism and anti-isomorphism, there are only two types of semigroups which are unions of two copies of the free monogenic semigroup. Similarly,they showed that there are only nine types of semigroups which are unions of three copies of the free monogenic semigroup and provided finite presentations for semigroups of each of these types.
In this paper we continue investigating the finiteness conditions for the semigroup which is a disjoint union of finitely many copies of the free monogenic semigroup, word problem and membership problem (decidability) in particular.
The paper is organized as follows. In section 2 we recall some lemmas from [1] and explain the obtained results with clarify the strong regularities which are all described in terms of arithmetic progressions. In Section 3 we proved that S has a soluble word problem and soluble membership problem.
The properties of the semigroup which is a disjoint union of finitely many copies of the free monogenic semigroup
Let S be a semigroup which is a disjoint union of n copies of the free monogenic semigroup:
where A is a finite set and N a = a for a ∈ A. We proved in [1, Theorem 3.1] that the semigroup S has the finite presentation
We introduce the necessary lemmas from the paper [1] to add more information to the presentation (1). 
(iii) a p+q b = c r+s .
Case 1.
If t ≥ r then from (i), (ii) and Lemma 2.1, we obtain an arithmetic progression with a difference i − p ≤ q, a contradiction. Case 2. If t < r then from (ii), (iii) and Lemma 2.1, we obtain an arithmetic progression with a difference p + q − i ≤ q, a contradiction. Proof. Consider x to be arbitrary but fixed. Within N a there are at most n = |A| minimal arithmetic progressions by Lemmas 2.1, 2.3, one for each
contains all but finitely many elements of N a which is H by Lemma 2.1. Now, we prove that there exists P ∈ N not dependent on x, such that d s ≤ P and this is sufficient since a, b ∈ A, A is finite and by taking the maximum of P over all a, b will do for all. Let us con- 
of them is dependent on x by the induction hypothesis and by replacing m by n which is independent of x, we get P = L(n + 1) which does not depend on x. This means that the differences of all minimal arithmetic progressions arising in Lemma 2.1 are uniformly bounded.
In the next lemma we prove that there is a uniform bound to how far arithmetic progressions can start. Proof. Assume the opposite, i.e. that the start of an arithmetic progression can occur arbitrarily far into N a , say beyond T ≥ (n + 1)P, where P is the constant in Lemma 2.4 and n = |A|. That means
Since the difference d ≤ P by Lemma 2.4, the n numbers Proof. Immediate consequence of Lemmas 2.4, 2.5 in which all these arithmetic progressions start within a bounded range and their periods are bounded as well.
Decidability for S

Word problem
A semigroup S generated by a finite set A has soluble word problem (with respect to A) if there exists an algorithm which, for any two words u, v ∈ A + , decides whether the relation u = v holds in S or not. For finitely generated semigroups it is easy to see that solubility of the word problem does not depend on the choice of (finite) generating set for S. 
Step 1. We specify the presentation (1) as follows. Firstly, notice that the relations in the presentation are of the form x i y = z j where x, y, z ∈ A and i, j ∈ N and thus we have at most n(n − 1) minimal arithmetic progressions in which we get at most n(n − 1) differences. Take the the least common multiple (LCM) of all these differences D. Thus
Where r(a, b) ≤ Q = (n + 1)P from 2.4, 2.5.
and then we get the required presentation as
where k = lD, l is any natural number. Notice that from (3) we have
So within N a we have P t arithmetic progressions, where t is the remainder of division of r(a, b) + q by D for every q ∈ {1, 2, · · · , D} as follows:
Step 2. ,r(a,b)+t+1+ f D,b,1) then we can determine [α(a, r(a, b) ,r(a,b)+t+1+ f D,b,1) in a finite number of steps.
Lemma 3.2. In S, if we had
a s b = [α(a, r(a, b) + t + 1 + f D, b, 1)] κ(a+ t + 1 + f D, b, 1)] κ(a
Proof. If the relation
belongs to R, we are done. Now, suppose that the given relation does not appear in R, that means s > k where k = lD for some l and then s = hD + t where 0 ≤ t < D and thus a s ∈ P t . Notice that P t starts with the two elements a r(a,b)+(t+1) , a r(a,b)+(t+1+D) and by doing some calculations as follows: First we know that s = hD + t,
which means that a s is in the f position. Hence,
Therefore, we can obtain [α(a, r(a, b)
in finitely many steps.
Step 3. Transfer u to its normal form as follows:
So, by taking the first power x Step 4. Transfer v to its normal form x J N J analogously to step 5 .
Step 5. If I = J and
Therefore, S has soluble word problem.
Subsemigroup membership problem
A finitely generated semigroup S has a soluble subsemigroup membership problem if there exists an algorithm which for any x ∈ S, decides whether x ∈ T or not where T is a finitely generated subsemigroup of S. Now we introduce necessary well-known theorems about subsemigroups of the natural number semigroup N. We will use these theorems to devise an algorithm to solve the subsemigroups membership problem for the semigroup under consideration. ii) There is n ∈ N, n > 1 such that n is a factor of all s ∈ S.
We prove this theorem as the proof itself leads us to Corollary 3. (i = 2, 3, . . . , m) . Now put 2, 3, . . . , m) .
Thus there are two types of subsemigroups of N. The first type contains all natural numbers greater than some fixed natural number, and will be called relatively prime subsemigroups of N. The second type is a fixed integral multiple of a relatively prime subsemigroup. Proof. This corollary is well known and here is an easy proof. Suppose that S is a subsemigroup of N and the greatest common divisor of S is 1. Thus the generating set for S is S ∩ {1, 2, . . . , 2k} where k ∈ N such that for every n ≥ k : n ∈ S. Indeed this is so because if m > 2k then m = qk + f . Thus m = (q − 1)k + k + f where k + f ∈ S ∩ {1, 2, . . . , 2k}. Suppose that S is generated by a n 1 , a n 2 , · · · , a n k . Then S is defined by the triple [d, N , F] where d is the greatest common divisor of {a n 1 , a n 2 , · · · , a n k }, N = a 2 da n 1 a n 2 · · · a n k , and F ⊆ {a, a 2 , · · · , a N −1 }.
Step 2. Add the missing element a
