We investigate the sample size requirement for exact recovery of a high order tensor of low rank from a subset of its entries. In the Tucker decomposition framework, we show that the Riemannian optimization algorithm with initial value obtained from a spectral method can reconstruct a tensor of size n × n × · · · × n tensor of ranks (r, · · · , r) with high probability from as few as
Introduction
The tensor recovery problem arises in a variety of applications, such as machine learning [AEP07] , signal processing [LL10] , bioinformatics [Tro+01] and quantum state tomography [Gro11] . While tensors may reside in high-dimensional data spaces, in many applications, the tensor of interest is or approximately lowrank, and has low-dimensional structure. In this paper, we would like to address the problem of low-rank tensor recovery when a limited number of entries are observed. It is computationally and theoretically challenge.
In order to recover the information in the low-rank tensor, it is conventional to rearrange the multidimensional data into matrices by specific "flattening" methods and may damage the inherent data structure. The tensor-base modeling can provide better understanding for the data. The strategies for tensor recovery depend on the framework that reveal the algebraic structure of the data, in another word, low-rank factorization. The fundamental factorization is CP decomposition [CC70; Har70] . It approximates a tensor as the sum of rank-one outer products. The minimal number of such decomposition is defined as the CP rank. To compute the CP rank of a specific tensor is in general NPhard [KB09] . The tensor-SVD (t-SVD) [Kil+13] is a SVD like factorization. The tensor rank in t-SVD is referred to as tubal rank [Kil+13] . Its analysis and algebra are close to that in the matrix case. The Tucker decomposition [Tuc66] of the tensor is another fundamental factorization. The Tucker decomposition can be considered to be high-order generalization of the matrix singular value decomposition (SVD) and principal component analysis (PCA). It reveals the algebraic structure in the data, and extends the notion of rank to multi-rank.
Convex and non-convex methods have been applied in the low-rank tensor recovery. Without loss of generality, for a 3-order tensor of size n × n × n, study has been shown that for the CP decomposition, given the Gaussian measurements and CP-rank r, it needs O(rn 2 ) samples in order to have an exact recovery [Mu+14] , and requires O(n 3/2 r 5 log 4 (n)) entries for symmetric tensors with random sampling methods [Hua+14] . For t-SVD decomposition, it needs O(rn 2 log(n 2 )) samples for the tensor data of tubal rank r with the random sampling scheme [ZA17] . For the Tucker decomposition case, for Gaussian measurement, tensor of size n × n × n with rank (r, r, r) requires O(rn 2 ) entries currently for exact tensor recovery. Inspired by the Riemannian Gradient method for matrix recovery and completion [Wei+16b; Wei+16a] , we investigate the recovery guarantee of the Riemannian optimization algorithms for low rank tensor recovery.
In this paper, we study the Riemannian optimization algorithms on the tensor in the Tucker decomposition framework, and prove the local convergence of the gradient descent algorithm with the tensor RIP condition [RSS17] . With this algorithm, for Gaussian random measurements, the tensor of order-d with size n×n×· · · n and rank (r, · · · , r) can be exactly recover provided the number of entries is O((r d +dnr) log(d)). In particular, for the order-3 tensor, for a large tensor, when the rank is low, the number of entries required is O(nr).
Notation
Throughout this paper, tensors are denoted by capital calligraphi letters, and matrices by capital letters. For example, X ∈ R n1×n2×···×n d is a real-value d-th order tensors, and Y ∈ R n×m is a real value n × m matrix. The i-th singular values of Y is σ i (Y ). σ min (Y ) and σ max (Y ) are the smallest nonzero and largest singular values of a matrix respectively. κ is the condition number, and κ = σmax(Y ) σmin(Y ) . For any matrix Y , the spectral norm of Y is denoted by ||Y ||, the Frobenius norm is denoted by ||Y || F , and the maximum magnitude of its entries is denoted by ||Y || ∞ . The nuclear norm is ||Y || * = i σ i (Y ).
Linear mappings are denoted with capital calligraphic letters. In particular, I is the identity operator. The spectral norm of a linear operator A is denoted by ||A||. P Ω is a linear projection such that the entries in the set Ω are given while the remaining entries are missing.
For tensors, the inner product of two tensors X , Z ∈ R n1×n2×···×n d is the sum of the products of their entries, that is:
where vec(X ) means vectorization that stacks all entries of X into one long vector. The norm of X is ||X || = √ < X , X >. In particular, the Frobenius norm is ||X || F = √ < X , X >.
Organization
The rest of the paper is organized as follows. We review related work of tensor recovery and tensor completion in Section 2. Section 3 shows the Riemannian Gradient Descent algorithm for tensor recovery and tensor completion. Numerical experiments are demonstrated in Section 4. The proofs of the main results are presented in Section 5, and Section 6 concludes the paper with potential future direction. Technical details and supporting proofs can be found in the Appendix.
Related Work
The challenge in dealing with higher order tensors comes from both computational and theoretical fronts. In this section, we go over related work on low rank tensor recovery and low rank tensor completion based on different tensor factorizations and associated algebraic frameworks.
Tensor Recovery
Consider the recovery of low rank tensors X ∈ R n1×n2×···×n d of order d ≥ 3 from a small number of number of linear measurements y = A(X ), where A :
Fixing the notion of rank, the recovery problem can be formulated as computing the minimizer of
This problem is NP-hard [HL13] . Similar to matrix completion, as the rank is not a convex function, the nuclear norm of the tensor is introduced, and is used in finding the solution. Contributions such as [Liu+13; Mu+14; GRY11], suggest to minimize the sum of the nuclear norms of several tensor matricizations, This approach often requires high number of measurements in order to ensure recovery, and may not be computationally efficient. Algorithms such as [Van13;
KSV14; RSS17] are based on Riemanninan optimization on low rank tensor manifolds, and approaches in [RS15; BM16] are based on tools from algebraic geometry and provide sum of squares relaxations of the tensor nuclear norm. Holger et al [RSS17] proposed the iterative hard thresholding algorithm for low rank tensor recovery problem. They work on the higher order singer value decomposition (HOSVD), the tensor train decomposition and the hierarchical Tucker decomposition. They also analyze the related tensor restricted isometry property (TRIP) for each decompositions.
Manifold and Tangent Space
In contrast to the matrix case, several different notions of tensor rank have been introduced. Our algorithm is based on tensor Tucker decomposition, which is also called high-order SVD(HOSVD). It decomposes a tensor into a core tensor multiplied by a matrix along each mode. In general, a tensor T ∈ R n1×···×n d with rank r = (r 1 , r 2 , . . . , r d ) can be decomposed as following form,
where the so-called core tensor C ∈ R r1×···×r d and orthogonal factor matrices U i ∈ R ni×ri . Then the collection of tensors of rank r = (r 1 , r 2 , . . . , r d ) forms a smooth embedded submanifold of R n1×···×n d , denoted by M r . By counting the degrees of freedom, we can see the dimension of the manifold is given by [KSV14] :
This result allows us to compress tensor in an efficient way by using Tucker decomposition. While based on matrix SVD, it can be easily computed by algorithm 1.
The tangent space of rank r = (r 1 , r 2 , . .
where G ∈ R r1,r2,...,r d and V i ∈ R ni×ri are the free parameters. The projection onto the tangent space at T is followed
, which is full row rank, denote the i-th mode matricization of core tensor C.
The mode-i matricization of ith term in latter part can be rewritten in following form,
This means projecting the tensor onto the orthogonal complement of ran(U i ) along the i-th mode, while the projections along other modes are merged as P U j =i . They are summarized as two projection operators as above. Then we rewrite the projected tensor as
Compute the core tensor:
3 Algorithms and Main Results
Riemannian Gradient
Iterative hard thresholding has been shown a simple yet efficient method for compressive sensing and low rank matrix recovery. The thresholding operator H r (·) in matrix recovery represents truncated singular value decomposition which based on complete SVD then sets all but the r largest singular values to zero. Correspondingly, the operator H r (T ) in our tensor case is HOSVD with rank equal to r. Different from matrix, H r (T ) is not the best rank-r approximation to T , it is shown to be quasi-best approximation instead. That is
where T denotes the best rank-r approximation. Similar to some typical iterative hard thresholding algorithms applied to low rank matrix recovery, algorithm 2 takes advantage of gradient direction on low dimensional tangent space and fit it to iterative hard thresholding scheme.
Algorithm 2: Riemannian Gradient Descent
Theorem 1 (Recovery guarantee). Let A : R n1×n2×···×n d → R m be a linear map with m < d i=1 n i , and y = A(T ) with rank(T ) = r = (r 1 , r 2 , . . . , r d ). Define the following constant
Then provided γ < 1, the iterates of Alg.2 with initial point
In particular, γ < 1 can be satisfied if
Key Lemmas
To prove the second inequality, we first show that
It can be obtained by
So it follows that
and T be two rank r tensors. S l is the tangent space of T l , then
Proof of Lemma 2. The proof Lemma 2 is as follows:
For the firt term, we have
For the remaining part, it can be bounded as following,
Finally,
Lemma 3. Let Z 1 , Z 2 be two low rank tensor with Tucker rank r 1 and r 2 . Suppose Z 1 , Z 2 = 0 and rank(Z 1 ) + rank(Z 2 ) n. Then
Proof of Lemma 3. Without loss of generality, assume Z 1 F = 1 and Z 2 F = 1. Then the application of TRIC bounds gives
Proof of Lemma 4.
where the second to last inequality follows from Lem. 3 together with the fact rank((I − P S l )(X)) r and rank(P S l (Z)) 2r.
Proof of Theorem 1
Proof of Theorem 1. We start with the following inequality
where the last inequality follows from the fact that T l+1 is the quosi-best rank-r approximation of W l . Substituting W l = T l +α l P S l (G l ) into the above inequality gives
In the following, we will bound I 1 , I 2 and I 3 one by one.
Bound of I 1 . We first consider the spectral norm of P S l − P S l A * AP S l . Since it is a symmetric operator, we have
where the inequality follows the TRIC bound of the sensing operator by noting that rank(P S l (Z)) 2r(vector). The TRIC based bound for the descent stepsize α l can be obtained as
Immediately we have
Combining (??) and (4) gives the bound of the spectral norm of
(1 + δ 2r ) = 2δ 2r 1 − δ 2r .
Thus I 1 can be bounded as
Bound of I 2 . The second term I 2 can be bounded as
by Lemma. ?? Bound of I 3 . The third term I 3 can be bounded by applying Lemma ?? as follows
Combining bounds of I 1 , I 2 and I 3 gives
Initialization. Let T 0 = H r (A * (y)) and U 1 ∈ R n1×r1 be its left singular vectors. Define Q 1 ∈ R n1×2r1 as an orthogonal matrix which spans the column subspaces of mode-1 matricization of tensors, (T 0 ) (1) and T (1) . Let Q ⊥ 1 be the complement of Q 1 . Since
where the last inequality follows from the TRIC based bound of P Q1 −⊗ 1 P Q1 A * A(⊗ 1 P Q1 ) which can be similarly obtained as in (??) .
Define
If γ < 1, inserting (??) into (??) and proof by induction gives
Moreover, if
, where the first inequality follows the fact δ 2r ≤ δ 3r and the inequality
Complexity
Notice in algorithm 2, we apply HOSVD on the intermediate tensor W l which is obtained by
where X ∈ R 2r . The structure of X
Numerical Experiments
In this section, we present numerical results of the Riemannian optimization algorithms for different tests.
Phase Transition
We first try to recover a 3-rd order tensor of rank (r × r × r) of different size n 1 × n 2 × n 3 from m observed entries. We generate a n 1 × n 2 × n 3 random tensor with i.i.d. Gaussian entries, perform a higher-order SVD decomposition of it, keep the r most important singular values for each matrix and obtain the tensor T . We sample m entries from T from a linear mapping, and try to recover T . Let T s be the solution. The relative square error (RSE) is defined as:
. We investigate the recovery abilities of the tested algorithms in the framework of phase transition, which computes the rate of successful recovery given number of observed measurements m and the size of the tensor. In this case, when the RSE ≤ 10 −3 , the recovery is correct. The experiment is shown in Figure 1 . In the figures, the white color region means correct exact recovery, while black color region means that the recovery fail. The smaller the percentage of observed entries: m n1×n2×n3 , the smaller the region of correct recovery.
Computational Efficiency
We compute the computational efficiency of the algorithm on tensor. In the case of Tucker decomposition, for a n × n × n tensor with rank (r, r, r), the degrees of freedom of the tensor is given by: 3(nr − be the oversampling ratio [Van13] . The algorithm is terminated when the relative residual is less than 10 −9 . The relative residual plotted against the number of iterations and the recovery time is shown in Figure 2 . 
Natural Image Restoration
We apply the algorithm to hyperspectral data. For this experiment, we used the natural urban scene images [Fos+06] . The image has dimensions 1017 × 1340 × 33. It consists of 33 greyscale images of spatial resolution of 1017 × 1340 pixels sampled at wavelengths 400, 410, · · · , 720 nm. Each pixel values represent spectral radiance. In order to show the image, the greyscale image is converted into the RGB color image [FA19] .
In the experiment, when only 5% of the image pixels are observed, as Figure 3 shown. Applying the Riemannian optimization algorithm to recover the image, the result is shown in Figure 3(c) . 
Conclusion and Future Direction
In this paper, we establish a theoretical bound for the low rank tensor recovery of the Riemannian optimization algorithm in the framework of Tucker decomposition. The theoretical recovery guarantee is based on the tensor restricted isometry property and the curvature of the low rank tensor manifold. In particular, for a 3-rd large low rank tensor, the entries required for recovery is asymptotically O(nr) which is optimal for tensor recovery to our knowledge. Simulations also show the efficiency of the algorithm, and its capability to signal processing problem. The robustness analysis of the algorithm to noise is in the scope of future work. It will also be desirable to extend the method for tensor completion and tensor RPCA models and see whether the algorithm can achieve optimal results. It is also of interest to apply the algorithm in other framework of tensor decomposition and see the performance.
