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RESUMO
r 
Para uma classe de sistemas nao lineares multivaria 
veis, é deduzida uma condiçao suficiente para a existencia do con- 
trole que gera a saída, a qual tende assintoticamente para uma fun 
ção vetorial analítica real dada. Para gerar o controle requisita 
do, ê construído um pre-filtro (sistema inverso ã direita), quando 
apenas o estado inicial do sistema ê disponível. Quando o estado 
do sistema ê disponível em todo o período de controle, utiliza-se 
realimentação de estado. ` 
Para um caso particular em que o controle é desen- 
volvido por realimentação de estado, a lei de controle é modifica- 
da,e, com a introduçao de integradores, e possivel a rejeiçao dos 
efeitos de ruídos e de conhecimento inexato dos parâmetros dos sis 
temas. _ 
As saídas controláveis dos sistemas são forçadas a 
seguir formas de onda polinomiais amortecidas, senoidais amorteci- 
das e exponenciais amortecidas durante o período transitório. 
A teoria desenvolvida é aplicada em sistemas de po- 
tência máquina-barramento infinito e multimáquina, submetidos a 
faltas severas. Também é feita uma aplicação a satélites, conten 
do três rotores em uma órbita circular, necessitando de grandes mu 
danças na orientação de equilíbrio. 
Para o caso de um sistema de potência máquina-barra 
mento infinito, utiliza-se como saídas controláveis, o ângulo roté 
rico e o fluxo de campo. Atraves do controle da saída da turbina 
e da voltagem de campo, consegue-se que as saídas atinjam os valo- 
res de equilíbrio desejáveis. Para efeito de comparação de resul-
fr
.‹ X1. 
tados, o controle é gerado com a utilização de um pré-filtro e 
por realimentação de estado. 
As leis de controle obtidas para um sistema de po- 
tência máquina-barramento infinito são, então, generalizadas para 
um sistema de potência multimáquina, onde utiliza-se um modelo ma- 
temático mais simplificado. São obtidas conclusões semelhantes e 
observa-se que cada área controla seu proprio angulo rotõrico e 
sua própria voltagem gerada. 
Para a obtenção de mudanças na orientação de equili 
brio de um satélite, o controle é gerado por realimentação de esta 
do, tendo em vista a facilidade de medição do estado do sistema. 
' z ~ z. ~ Utiliza-se como saidas controlaveis, os tres angulos de orientaçao 
e, através do controle dos momentos aplicados pelos rotores,obtém- 
-se as mudanças de orientação desejáveis. 
Em todas as simulações efetuadas, observa-se a gran 
de flexibilidade proporcionada_pelo método na obtenção de respos- 
tas desejáveis com boas características dinâmicas. As magnitudes 
de controle requeridas sao moderadas. 
.
"
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ABSTRACT 
For a class of multivariable nonlinear systems, it 
is derived a sufficient condition for the existence of thecontrol 
that generates the output which asymptotically tends to a given 
real analytic vector function. To generate the required control 
it is constructed a prefilter (right inverse system) when only the 
initial state of the system is available. When the state of the 
system is available through the entire period of control, state 
feedback is used. ' 
For a particular case of state feedback control, the 
control law is modifyed, and with the introduction of integrators, 
it is possible the rejection of noises and inexact knowledge. of 
the system parameters effects.
. 
The controllable.outputs of the systems are forced 
to follow damped polynomial, damped sinusoidal and damped 
exponential waveforms during the transient period. 
The developed theory is applied to simple and 
multimachine power systems submited to severe faults. An 
application is also made to three-rotor satellites in a circular 
orbit needing large transitions on the equilibrium attitude. 
In the simple power system the rotor angle and the 
field flux are utilized as controllable outputs. Through the 
control of the turbine output and the field voltage, the outputs 
attain the desirable equilibrium values. In order to compare the 
results, the control is generated by prefilter and 
V 
by state 
feedback. 
The control laws obtained for a simple power system
gw
' Xiii 
are then generalized for a multimachine power system, where a more 
simplifyed mathematical model is used. Similar conclusions are 
obtained and it is observed that each area controls its own rotor 
angle and generated voltage. 
For equilibrium.attitude transitions of a 
satellite, the control is generated by state feedback since that 
system state is easily measurable. The three attitude angles are 
utilized as controllable outputs and the desirable attitude 
~ .
z 
transitions are obtained through the control of the moments 
applied by the rotors. 
Due to the large flexibility of the method, 
desirable responses with good dynamic characteristics are obtained
Q 
in all simulations performed. The control magnitude requirements 
are moderate. 
l'1
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C A P I T U L o 1 
INTRODUÇÃO 
O grande avanço verificado na tecnologia analógica 
Q digitäl HOS filtim@5 ànos, tem possibilitado o desenvolvimento de 
leis de çentzele bastante complexas, com a utilização de algorit 
mes nãe lineares, Cemo uma consequência direta do desenvolvimento 
áestes leis, çem-se a possibilidade de representar o sistema que 
ee áe5ej¿¡eentrQ1ar, através de um modelo não linear bastante rea- 
lístioo, em uma ampla região do espaco de estado- 
Engretanto, a maior parte das leis de controle, já 
implementadas, ainda foram deduzidas a partir da linearizaçao do 
sistema em terne de um ponto de operação nominal. Embora funcio- 
nem de ema ferma bastante satisfatória nas aplicações normalmente 
previstas, apresentam limitações que, para determinadas situações, 
pedem eemprgmeter Q desempenho do sistema. Estas limitações de- 
vem-se ae fatg de que Q modelo do sistema só é válido_em uma certa 
Vizinhança GQ DÇBÊQ ÔÇ operação nominal e que, para certos siste- 
mas fortemente nãe lineares e com alto grau de acoplamento, esta
~ Vizinhança é bastante reduzida. Grandes perturbaçoes no sistema 
ê/Ou â nêcãsãidãdê dê grêfldes manobraãz podem ultrapassar esta vi- 
Zinhançà. Àlêm 61559, pêra o caso em que há a necessidade de uma 
análise mais aeurada de eomportamento do sistema, o modelo linea- 
riZãâÓ pødë não âprââêfitar resultados muito satisfatórios, tendo 
am Vista que, na realidade, é uma simplificação de um modelo mais 
elaborado. -
Í 
1 U-
"
2 
Este trabalho tem como objetivo apresentar uma téc 
nica em que os sistemas possam ter uma modelagem bastante realisti 
~ ~ ca, diminuindo consideravelmente as limitaçoes da utilizaçao de um 
modelo linearizado,vistas no parágrafo anterior. As leis de con-
~ trole deduzidas baseiam-se em um algoritmo nao linear e apresen- 
tam uma grande flexibilidade para melhorar o desempenho dinâmico 
dos sistemas. 
A técnica considerada é denominada reprodutibilida- 
de funcional assintótica de sistemas nao lineares. 
Denomina-se reprodutibilidade funcional ao controle 
de um sistema, tal que sua saída siga um dado caminho [l]. Este 
assunto está relacionado com a inversibilidade ã direita do mapea-
E 
mento entrada-saída do sistema. Brevemente, existem duas importan
~ tes classes de problemas de inversao. Um sistema inverso á esquer 
. - . L da, para um dado sistema S, e um sistema S , o qual calcula a en- 
n I T I IJ trada de S,a partir do conhecimento de sua saida,ou seja, S S u= u 
para todo controle admissível u. Por outro lado, um sistema inver 
- . . . - . R so a direita, para um dado sistema S, e um sistema S , o qual cal- 
cula a entrada requerida por S,a fim de que este tenha uma certa 
saída desejável y, isto é, S SR y = y. Existe uma considerável bi 
bliografia tratando de inversibilidade de sistemas lineares e‹nao 
lineares [l - 361. Tem sido observado que o problema do desacopla 
mento de um sistema multivariável com m entradas e m saídas (núme- 
ro de entradas igual ao nümero de saidas), também está relacionado 
com a inversibilidade deste sistema (para esta classe de sistemas, 
- ` ` ` ~ o sistema inverso a esquerda e o sistema inverso a direita sao 
-. identicos). Diz-se que um sistema (m entradas / m saidas) está de 
sacoplado se a i-ésima saída é independente da j-ésima entrada, 
i # j. Este assunto tem recebido considerável atenção nos últimos 
(1.
» 3 
anos [21, 23 ~36]. . 
Os resultados de reprodutibilidade funcional para 
sistemas não lineares [ll], baseiam-se em um algoritmo de 
Hirschorn [8] para a construção de sistema inverso ã esquerda. A 
partir de um algoritmo modificado para a construção de sistema in- 
verso a esquerda [l2], Singh também obteve resultados para a reprg 
dutibilidade funcional [l4, 18, l9 e 211. 
Em muitos problemas, a condição de existência para 
a reprodutibilidade funcional nao é satisfeita. Para estes casos, 
o conceito de reprodutibilidade funcional assintótica é, então, 
introduzido aqui. É importante salientar que Singh [33-34] obteve 
o rastreamento assintótico de funções tipo degrau, com a utiliza- 
~ ~ ~ çao da teoria de desacoplamento nao linear, mas nao generalizou o 
rastreamento assintótico para qualquer função f(t), nem utilizou o 
enfoque que ë dado neste trabalho. 
Diz-se que uma função f(t) pode ser reproduzida fun 
cionalmente assintoticamente, para uma dada condiçao inicial x(O), 
se existe algum controle, tal que a saida do sistema tenda assin- 
toticamente a f(t) quando t + w. 
Sao estudadas duas formas de gerar o controle para 
a reprodutibilidade funcional assintótica em sistemas não lineares 
multivariáveis. As duas formas levam em consideraçao a disponibi- 
lidade do estado do sistema em estudo. No caso em quese dispoe 
apenas do estado inicial do sistema, é construido um pré-filtro 
(sistema inverso ã direita). No caso em que o estado do sistema é 
disponível durante todo o periodo de controle, é utilizada reali- 
mentação de estado. Em ambos os casos, sob certas condições, a 
saída do sistema pode convergir para qualquer função vetorial ana- 
lítica e é forçada a seguir formas de onda polinomiais amorteci-
C
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das, senoidais amortecidas e exponenciais amortecidas durante o 
período transitório. 
São analisados os efeitos de ruídos e de conheci- 
mento inexato dos parâmetros e, para o caso do pré-filtro, é tam- 
bém analisado o efeito de conhecimento inexato do estado inicial 
dos sistemas. Para um caso particular em que o controle é desenvol
~ vido através de realimentacao de estado, a lei de controle é modi- 
~ - ‹ - . ~ ficada e, com a introduçao de integradores, e possivel a rejeiçao 
dos efeitos acima citados. 
Esta estratégia de controle é aplicada em sistemas 
de potencia e em satélites.
A Atualmente, os sistemas de potencia consistem de 
redes interligadas de linhas de transmissao unindo geradores e car 
gas. Idealmente, as cargas devem ser supridas com voltagem e fre- 
._ guencia constantes em todos os instantes. Em termos práticos isto 
significa que, tanto a voltagem quanto a frequência devem permane 
cer dentro de limites toleráveis. É, também, necessário que as má 
quinas não percam o sincronismo após uma falta no sistema. Impac- 
tos de poténcia aleatórios ocorrem durante a operação normal de um 
Q .- sistema de potencia e esta potencia adicional deve ser suprida 
pelos geradores. Além disso, é necessário manter determinados flu 
xos de potencia entre as áreas do sistema interligado. O contro- 
lador para um sistema de potência deve ser projetado para desem-
1
~ penhar as funçoes acima citadas; 
Tradicionalmente, o controle de um sistema de potén 
cia e feito da seguinte forma. Para cada máquina, considera-se o 
restante do sistemacomo um barramento infinito e, por simplicida- 
de, projeta-se o controlador da excitaçao de campo independentemen 
te do controlador da governadora. Assumindo torque mecânico de en
'
5 
trada constante, projeta-se o controlador da excitação de campo pg 
~ ‹ ra regular a tensao terminal e aumentar o dominio de estabilidade 
do gerador. Assumindo fluxo concatenado constante, projeta-se o 
... ^ controlador da governadora para a regulaçao da potencia e da fre- 
quência simultaneamente. O modelo utilizado para cada máquina ê, 
normalmente, um modelo linearizado em torno do ponto de operação 
em regime permanente e, consequentemente] nao ê adequado para gran 
des perturbações no sistema. É claro que um único controlador pa 
ra a excitaçao de campo e para a governadora de cada máquina, uti- 
lizando um modelo mais completo do sistema, tornaria bem melhor 'o 
desempenho deste. 
Recentemente, alguns trabalhos têm tratado de con- 
troladores para modelos não lineares de sistemas de potência [ 37- 
44 ],_mas..não foi considerado o controle para sistemas submetidos 
a faltas severas. ' 
Neste trabalhozconsidera-se o controle de sistemas 
de potência submetidos a faltas severas e que é considerado um pro 
blema de grande importância [46]. Perturbações, tais como, desli- 
gamento de linhas, saída de geradores e mudanças de carga, podem 
afetar seriamente o comportamento do sistema. 
Embora considerável trabalho tenha sido desenvolvi
~ do para estudar a questao da estabilidade assintótica e a determi- 
~ ~ - naçao da regiao de estabilidadezusando os metodos de Liapunov 
([45] apresenta um estudo bastante abrangente), a questão do con- 
trole de sistemas de potência para grandes perturbações tem recebi 
do pouca atenção. Uma lei de controle para regular a saida da tur 
bina, tal que o estado de alerta seja levado para o estado normaL 
foi apresentada por [47]. Recentemente. assumindo que certas fer 
ramentas de controle são disponiveis em cada barramento de geração
U:
~ õ 
(Dor exemplo, resistores e/ou desligamento de cargas), o controle 
do estado de emergência de sistemas de potência foi apresentado em 
[48-491. Entretanto, o controle das voltagens geradas nao foi 
considerado em [47-491. Singh [34] utilizou a teoria de desacopla 
~ A - mento nao linear no controle de um sistema de potencia maquina-ba; 
ramento infinito, mas só foi considerado o rastreamento de fun- 
ções tipo degrau.
p 
~ z ._ Uma das contiibuiçoes deste trabalho e a aplicacao 
dos resultados obtidos para a reprodutibilidade funcional assintó- 
tica, no controle de um sistema de potência submetido a faltas se- 
veras. O efeito das variações dos fluxos de campo nas voltagens 
geradas é, também, considerado. z ' 
O sistema atinge os ângulos rotóricos e as volta- 
gens geradas de equilíbrio,e desvios na frequencia e nos fluxos
A de potencia tendem a zero assintoticamente. ,Isto é obtido através 
do controle das saidas das turbinas e das voltagens de campo,e ca 
da área controla seu próprio angulo rotórico e sua propria volta- 
gem gerada. 
Através da seleção adequada de certos parâmetros li 
vres nas leis de controle deduzidas, consegue-se obter boas carac- 
teristicas dinâmicas para as respostas dos sistemas estudados. 
, 
Para a síntese das leis de controle, é necessário 
que cada ãrea tenha a informação completa do estado inicial do sis 
tema, quando o controle começa a atuar, ou do estado do sistema du 
rante todo o período de controlezconforme a disponibilidade do es- 
tado do sistema; Pode-se considerar isto impraticável atualmente, 
o que não é necessariamente verdade em vista da moderna tecnologia 
computacional. 
Para um sistema de potência máquina-barramento'infi 
cf
"
.o I 
nito, o controle é gerado com a utilização de um prê~filtro e por 
~ ~ realimentaçao de estado, para efeito de comparaçao dos resultados. 
O modelo utilizado inclui o efeito de polos salientes no desempe- 
nho da máquina. 
Para um sistema de potencia multimáquina, utiliza-
~ se um modelo mais simplificado, que nao inclui o efeito de polos 
salientes explicitamente e generaliza-se as leis de controle obti 
das para o caso de um sistema de potência máquina~barramento infi- 
nito. ~ 
Convém salientar que Íl7, 20 e 22] baseiam~se nos 
resultados obtidos neste trabalho. ‹ “ 
'A outra aplicação para a técnica estudada é no con- 
trole orientacional de satélites. 
A necessidade de mudanças na orientação de um satéè 
lite pode surgir devido a muitos motivos. Como exemplos, poder» 
-se-ia 
são de 
outras 
de uma 
citar razoes comerciais (termino do contrato de transmis- 
sinais entre duas regiões e início de outro contrato entre 
duas regiões), razões operacionais (aquecimento demasiado 
parte do satélite tendo em vista a posição do sol) e ocor- 
rencia de perturbaçoes (choque de uma partícula, etc). 
No passado,alguns estudos tem abordado o controle Q 
rientacional de satélites contendo três rotores simétricos em uma 
órbita circular[52-541. Sistemas de controle orientacional tri-di- 
mensional que, aproximadamente, minimizam uma integral de índicede 
desempenho quadrático, foram deduzidos em [52-531. Anchev[54]obte 
~ ~ ve leis de controle para a transiçao de orientaçao de um estado de 
equilibrio para outro estado de equilibrio. Entretanto, o contro- 
le orientacional de um estado arbitrário não foi considerado e, 
~ ^ além disso, o controle deduzido nao foi desenvolvido para os' três 
. C”
'
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ângulos de orientação simultaneamente. Recentemente, foram deduzi 
das leis de controle estabilizantes para satélites, usando os métg 
dos de Liapunov [55]. . 
Neste trabalho,aplica-se os resultados para a re- 
produtibilidade funcional assintótica, no controle orientacionalde 
satélites contendo três rotores simêtricos em uma órbita circular. 
Utiliza-se realimentação de estado na síntese da lei de controle, 
tendo em vista a relativa facilidade para a obtençao das variaveis 
de estado durante todo o periodo de controle. 
O controle orientacional é desenvolvido para os 
Q ^ ~ tres angulos de orientaçao (a,Be W simultaneamente e isto é obti- 
do através do controle dos momentos aplicados pelos rotores ao sa- 
téiite. ' 
São efetuadas simulações para a transferência de 
estados arbitrários para um estado de equilíbrio desejável,e as 
respostas obtidas apresentam boas características dinâmicas. 
Este trabalho está organizado da seguinte forma. O 
capítulo 2 apresenta o desenvolvimento do algoritmo de inversão 9 
os resultados para a reprodutibilidade funcional assintótica. Uma
z 
análise bastante completa da aplicaçao da tecnica estudada, em um 
sistema de potência máquina-barramento infinito, encontra-se no ca 
pitulo 3. No capítulo 4, generaliza-se para um sistema de potên- 
cia multimáguina, os resultados obtidos no capítulo 3. O capítulo 
5 emprega a técnica estudada no controle orientacional de satéli- 
tes. O capítulo 6 apresenta as conclusoes gerais e perspectivas 
para futuros trabalhos. 
, Q.
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C A P Í T U L O 2 
REPRODUTIBILIDADE FUNCIONAL ASSINTÕTICA EM SISTEMAS INVERSÍVEIS
~ 2.1 - Introduçao 
* 
. Neste capítulo ë apresentado o algoritmo de inver- 
~ ~ - sao de sistemas nao lineares multivariaveis deduzido por Hirschorn 
[8 e 111, juntamente com os resultados obtidos por Hirschorn para 
a reprodutibilidade funcional [11J. Apresenta-se, também, os re- 
sultados para a reprodutibilidade funcional assintótica deduzidos 
neste trabalho. 
Considera-se uma classe de sistemas não lineares da 
forma É(t) = A(x(t)) + B(x(t))u(t); x(t)g M 
' 
(2.1) y(t) = C(X(t)) 
onde MCRn (espaço euclideano de dimensao n) e o espaço de estado, 
B(x(t)) = [B1(x(t)),...,Bm(x(t))], A,Bl,...,Bm são funções veto- 
riais analíticas reais em M,u(t) = [u1(t),...,um(t)]T onde u (t) é 
. i 
uma função analítica real de [O,w) em R e C : M'+ R2 é um mapea- 
mento analítico real. No apêndice A encontra-se a definição de 
uma função analítiga rea1_Nas aplicações, introduz-se ruídos não 
analíticos. Seja t + x(t,u,xd) a representaçao da trajetoria do 
sistema (2.1) correspondente a escolha de um controle admissível 
u =(u1,...,um)T`e de um estado inicial x(0) = xo ¢M e seja 
y(t,u,xO) = C(x(t,u,xo)) a saída do sistema (2.1). 
y(t,u,xo) = [y1(t,u,xO),...,y£(t,u,xo)]T e 
~C(x(t,u,xo)) = [c1(x(t,u,xo)),...,c£(X(t,u,xo)Í]T. 
_.
tl
” l0 
Neste trabalho o símbolo T em uma matriz denota a 
transposta desta. 
Para um sistema nao linear (2.1) pode-se associar 
os conceitos de inversibilidade ã esquerda e/ou inversibilidade ã 
direita. 
Definição 2.1: O sistema não linear (2.1) ë inversível â esquerda 
Q ~ em xoe M se, quando u(t) e u(t) sao dois controles admissíveis dis 
tintos, y(.,u,xo) % y(.,ü,xo). Em outras palavras, o sistema não 
linear (2.1) é inversível ã esquerda se u é obtida UniVOCãm€nt€ de 
yexo. 
-No caso da saída y(.,u,x )ser disponível, ê possí-o 
vel, sob certas condições, construir-se um sistema inverso ao sis- 
tema original, dirigido por derivadas apropriadas de y(.,u,xo),tal 
que a entrada u(t) seja recuperada (Figura 2.1). Esta forma de 
aplicação tem muita utilidade em sistemas biológicos [l3], onde a 
entrada u(t) para o sistema não ê mensurável ou muito difícil de 
ser medida. Tem, também, muita utilidade em sistemas de comunica- 
çao. O sistema inverso utilizado desta forma é denominado sistema 
inverso â esquerda. 
×‹‹›› ›?‹<›› =×‹‹›› 
WHU s|s'rEMA y‹f› 5|STEM'A um 
, Í . |NvERso í FISICO z Ã 
ESQUERDA 
y(1) mensuráveI__, u(f)=? 
Figura 2.1 Sistema inverso ä esquerda \ 
.. 
tl,
~
" ll 
~ ~ Definiçao 2.2: O sistema nao linear (2.1) ë inversível ã .direita 
se, para qualquer saída desejável y (.) = ref f(.) definida em 
[0,w), existe um controle u(.) e uma escolha de xo, tal que 
y(t) = yref(t) = f(t) para todo t e [Q,w). _ 
No caso de desejar-se que a saída y(.,u,xo) siga 
uma determinada função analítica f(t), ë possível construir-se um 
sistema inverso ao sistema original, dirigido por derivadas apro- 
priadas de f(t), tal que sob certas condições, ê gerada a entrada 
u(t) necessaria para o rastreamento de f(t) pela saída do sistema 
original. Esta forma de aplicação tem especial importância em con 
trole de sistemas com rastreamento da saída. Aplicaçoes neste sen 
tido foram apresentadas em problemas aeronáuticos [10 e 33] e em
z 
sistemas de potencia [34]. O sistema inverso utilizado desta for- 
ma é denominado sistema_inverso à direita (Figura_2.2). 
§`‹‹o)¿×‹0) ×‹‹›› 
.fH) $STEMA u(H $STEMA y(H= HH 
'ÍNVÉRSÔ _‹ 
, _Ã FISICIO 
DIREITA 
y(t) desejóveI._.z›(t):?
_ 
Figura 2.2. Sistema inverso ã direita. 
Em ambos os casos, a construção do sistema inverso
~ nao ë necessária quando o estado do sistema é disponível durante 
todo o período de controle.
~ Este trabalho trata particularmente da aplicaçao de 
sistemas inversos â direita no controle de sistemas não lineares 
multivariáveis. ~
U:
' 12 
Para verificar-se a inversibilidade ã direita de um 
sistema, utiliza-se um algoritmo de inversão dado por Hirschorn 
[8 e 111. 
2.2 - Algoritmo de inversão 
Seja o sistema não linear (2.1) descrito com uma no 
menclatura mais simplificada 
sz z A‹×› ¬LB‹×›u ; xz Mala” 
y = C(x). » 
Utiliza-se as seguintes definições no desenvolvimen 
to do algoritmo. 9 ' 
._ rl.u_", __. A41y(X) Ê (d(¡¿)XA_ 
Aj‹.›‹×› É A‹Aj"1‹.››‹×›, j 22 
BA‹.›‹×› Ê B‹A‹.››‹×› 
Neste trabalho será considerado unicamente o caso 
em que l á m, ou seja, o número de saídas dos sistemas estudados é 
menor ou igual ao número de entradas. 
' Então, 
ãš = y(1)‹t› = ‹Ac›‹×› + ‹Bc›‹×›u. 
Fazendo 
D(x) = (BC)(x) = [B1C(X),.--,BmC(x)] 
uma matriz 2 x m para cada xe: M, fica-se com 
ãš = AC(x) 4 D(x)u. 
Seja r1 = max {posto D(x)}. Seja Eê uma matriz ele xem
A 
, -w
' 13 
mentar 2 xl, a qual reordena as linhas de D(x), tal que as primei 
ras r1 linhas sejam linearmente independentes' para algum x`e M. 
Assim, ' - V 
D (X) 
El mx) z D1" (X) 12 
onde D11(x) ê uma matriz r1'x:n.Seja M1 = {xá M I posto 
4 de 
D11(X) = r1}. Desde que Bi cj são funções analíticas reais, segue 
que M1 ê um subconjunto de M. Efetua-se, agora, uma reduçao das 
linhas dependentes em x de Eâ D(x). Seja 
1
H 
1
‹ 
1 1 1 111 
221::-I
2 T 
__ 
1 
H1 
1 1 1 1 1
.
1 1
o 
1 11 1 11 
E2 ‹×› z r1Xr1 . 
_
o 
Fo(X) (2-r1)x(2-r1) 
uma matriz elementar 2x~& onde os elementos de FO(x) são funções 
analíticas reais em M1zcom a propriedade de que 
..._ _" H" _ H D (X) E2 (x) E1 D(x) = 
[ 
11 
} 
, para x € M . o o O 1 
Assim, D11(x) e uma matriz rfçm de posto r1 para to 
do xe:M1. Seja R0(x) = Eâ(x)Eg. Obtém-se, então, o sistema 1. 
Sistema 1: 
É = A(x) + B(x)u; xe M1 
z1 = C1(x) + D1(x)u 
onde 
E-ii? z1 = Ro(x)
' 
C ( ) = R ( )AC( ) 
1 
x qo x x D11(X) 
D1(x) = RO(X)D(x) = 
{ 
O 
]
. 
Denomina-se r1 de índice de inversibilidade do sis- 
tema 1. 
' Constrói-se, então, indutivamente uma sequência de
U:
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~ sistemas nao lineares, tal que o k-ésimo sistema seja 
Sistema k: V 
â›= A(x) # B(x)u; xz;Mk 
zk = Ck(x) + Dk(z)u (2‹2) 
onde Mk ê um subconjunto de M, Ck(x) e Dk(x) são matrizes ix l e 
2 x m, respectivamente, cujos elementos são funções analíticas re- 
D (x) 
Dk‹×› = k1 
^ O 
com Dk1(x) sendo uma matriz rk x m de posto rk para todo x e Mk. 
ais em Mk,e 
' .Para a construção do (k + 1)fêsimo sistema, decom- 
põe-se a saída do k-ésimo sistema, tal que 
Z : 
Ek 
= 
Êk(x) 
¿ 
Dk1(x)
u _ k. 
ãk 51<(X) ' 9 
e, diferenciando ãk com relação a t, obtêm-se 
A (1) ~ ~ - ' 
zk (t) = ACk(X) + Dk(x)u 
onde 
15k‹><› z BÉk‹×› z _[B1õk‹×›,...,Bmõk‹×›1. ' 
Assim, ' 
' E É (X) 
. _ *km z É + ok‹×›u 
zk ACk (fi) 
onde 
_ Dk1 (X) 
DHX) = šk ‹×› ' 
. - 
_ 1 Seja rk¿1 = m§xšMk {posto de Dk(x)} e seja Ek uma 
matriz elementar lx 2, a qual reordena as últimas 2 - rk linhas de 
. . . 1 - - A Dk(x), tal que as primeiras rk¿1 linhas de Ek DkS€Jäm llneãrmente
l
.LD 
independentes para algum xe Mk, isto ê, 
. 1;-' Õk1(x) 
EkDk(X)= ^ ~ 
Dk2(X) 
e a matriz rk¿1xm Õk1(x) tenha posto rk+1 para algum xe Mk. Seja 
øâ 
Mk¿1 = ~{xe Mk|posto de Dk1(x) = rk¿1 }, um subconjunto de Mk e, 
assim, de M. Finalmente, seja 
._-..__.i._....._... 
i-I 
I I I I I I II I I I I II I IIII 
Ir ^ xr * O 
~2 k+1 k+1 
Ek (X) = --Y ------- -- 
~ F x)
_ 
uma matriz elementar, cujos elementos são funções analíticas reais 
em Mk¿1 com a propriedade de que. z 
' _ Õ (X) 
' 
EÊ‹×›E; Dk‹×› z kg 
k+1 k k k+ ' 
I Õ (x) 
para todo Xe:M ~ Q Fazendo R (X) = Eâ(x)E1 e D 1(x)=í k1 
}
,
O 
obtem-se o (k+1)-ësimo sistema. 
Sistema k + 1: 
É = A(x) + B(x)u ;xe Mk+1 
zk+1 = Ck;1(X) * Dk+1(X)“ 
onde M ~ ê um subconjunto de M, k+1
Zk 
zk+1 = Rk(X) 
(1) âk _
' 
j 
Ck(x) 
Ck'1(X) = Rk(x) - * Ackun , 
e . 
D ~ (X) k 1,1 Dk+1IX) = + 
O
} 
COm Dk¿1,1(X)==Õk1(x) sendo uma matriz rk¿1xm, de posto rk+1 para
1 
r
_.
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todo xe Mk¿1. 
Na construção acima, ë produzida uma sequência de 
~ 4 inteiros nao negativos r1,r2,r3,..., onde rk e denominado indice 
de inversibilidade do k-êsimo sistema. Por construção, 
Oárdiâré ár3 á... ál, onde z ê o número de saídas. 
Definição 2.3: A ordem de rastreamento B do sistema (2.1) é O mí- 
nimo inteiro positivo k, tal que rk.=2 ou B: w se rk <2 para to- 
do.k >0. - 
Para continuar o desenvolvimento da teoria de in- 
versão de sistemas, deve-se garantir que a saída zk do k-êsimo sis 
tema, para todo k> 0, ë dependente da entrada u(.) implicitamente 
e não explicitamente. Esta verificaçãoztorna-se necessária no ca- 
so não linear tendo em vista que, as reduções de linhas usadas na 
criação da sequência de sistemas são dependentes de x(t). Conside- 
ra-se B'<w(esta condição ë relevante no desenvolvimento posterior). 
Teorema 2.1: Seja o sistema não linear (2.1) com ordem de rastrea 
mento B < w. `
~ Se 6 - 1, entao 
_ zl z z1 = RO(×)Y1 = H1(x)Y1 = 1<1(x)Y1 
onde 
Y1 = y(1) e y(1) : _%%_ _ 
Isto ë, a saída z1 do sistema 1 ë dependente implicitamente da en- 
trada u(.). ` ' 
Se B 22 e 
3' z BiA Rk(.) _ O em M ‹2_3) 
para O ákê 8-2, 0 Sj 58-2-k e i=1,...,m, então, a saida do 
k-êsimo sistema (2.2) pode ser decomposta como '
‹
0 
› K!
' 17 
É H (x) ' f k k z = = Y = K (X)Y k 
V ãk [%k(X) 
k k k 42.4) 
onde - 
yf1)~1 
Yk = 2 
y(k)l 
y(i) _ dgl _
° 
_ 
ati
8 
Isto ê, a saída zk do k-êsimo sistema, k = 1,..., B, ê dependente 
implicitamente da entrada u(.). ~ 
Tem-se, então, A 
H (X) E (x) . D (X) k _ k Zk.= Yk - * k1 u‹t). (2.5) 
Jk‹×› ëk‹›<› 0 
Observa-se que, para 8< w, o 8-ësimo sistema é 
dado por - 
Sistema 3: . 
2 = A(x) + B(x)u; xe:M¿ (2.6) 
= C D ZB B(x) + 8(x)u 
onde D8(x) ê uma matriz 2 x m de posto 2, cuja pseudo-inversa ë 
* _T T-1 *_ ` D8(X) - DB(D$DB) (DBD8 _ I em AB) e 
= = H Y 2.7) zB K8(x)YB B(x) B ( 
onde H8(x) ê uma matriz 1 x 52. 
Prova (Teorema 2.1): A prova encontra-se no apêndice A.
C
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2.3 - Reprodutibilidade funcional assintótica 
~ ~ Definiçao 2.4: Diz~se que uma funçao f(t) definida em [O, w) pode 
ser reproduzida funcionalmente pela saida y(t) do sistema (2.1),pa
~ ra uma dada condiçao inicial x(0), se existe algum controle u(.), 
tal que y(t) = f(t) para todo t e [O, w). 
' ~ Hirschorn [11] deduziu uma condiçao suficiente para 
a reprodutibilidade funcional.
\ 
_
. 
Teorema 2.2: Seja o sistema não linear (2.1) com ordem de rastrea 
mento B< «>e, para B 22, supõe-se que a condição (2.3) seja satis- 
feita. 
Seja f(t) uma funçãoanaäíticareal e seja o estado 
inicial x(0) = xoe MB . Então, f(.) á y(.,u,xO) para algum contrg 
le admissível u, se e somente se, 
f(0) = C(Xo) e (2.8) 
Jk(Xo)Fk(0) = Ck(xo), para k = 1,..., B-1 
onde - 
ff” (fz) 
F ‹t› = : 
. 1< (k) 
f ‹t› 
Prova (Teorema 2.2): A prova encontra-se no apêndice A. 
Corolário 2.1: Seja o sistema não linear (2.1) com ordem<karastrea 
. 
` ' 
mento B<“ e, para 3 â 2, supõe-se que a condição (2.3) seja satiã 
feita. Então, o sistema 
° A ^ A A A A A â - À(x) + B(x)u; xEIM8e x(0) _ xo 
íf = 5‹›^‹› ¬L5‹›^<›ú 
onde
c
Q»
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* ._ - .~ .. ` ^ A(x) B(x)DB(x)CB(x) À(x) = 
~ ___ B‹×› = B‹›2›D;‹›^<›HB‹›2›
A 
C‹›^‹› = -D;<â› c6‹›^<› 
õ‹›2› = D;‹›2›H8‹›^<› 
atua como um sistema inverso ã direita para o sistema (2.1). Em 
particular, se f(.) pode ser reproduzida por y (.,u,xo) para al- 
gum u e xoe M8 , então, f(.) É y(.,uf,xO) onde uf(.) = §(.,FB,xo%. 
Prova (Corolário 2.1): A prova encontra-se no apêndice A. 
Neste trabalho ê assumido que o teorema 2.2 não ë 
satisfeito e, assim, f(t) não é reproduzivel. Para uma tal função
O f(.), obtém-se leis de controle, tal que y(.,u,xO) convirja a 
f(t) quando t + w. 
Definição 2.5: Diz-se que uma função f(t) definida em [0, w ) pode 
ser reproduzida funcionalmente assintoticamente pela saída y(t) do 
sistema (2.1), para uma dada condição inicial x(O), se existe al- 
gum controle u(.), tal que a saída y(t) do sistema (2.1) tenda as- 
sintoticamente a f(t) quando t + w, isto é, lim (y(t) - f(t)) = 0. 
t+w 
. ‹' z z . . . S ' Seja si o minimo inteiro positivo, tal que yi( 1) 
apareça em H8(x)YB. Define-se 1 funções reais 
-Y.t › ~ S--1 gi‹t› = e 1 (kio + ki1t + ... + ki Si_1t 1 ) 
(2.9) onde Yi >0 e kij são números'reais. 
Teorema 2.3: Seja o sistema não linear (2.1) com ordem de rastrea- 
mento 6<“ e, para B š 2, supõe-se que a condição (2.3) seja satis 
feita. Seja f(t) uma função analítica real arbitrária que não sa- 
tisfaz (2.8), x(O) = xo; MB e Yi >0, i = 1,..., 2. Então, exis- 
.. W
~ «
 
J 
tem números reais kij, i = 1,..., 2, j~= 0,1,...,si-1 e um co t o- 
le u(.), tal que para i = 1,.. 
lim(y.(.,u,xo) - fi(.)) = O (2 0 t+« 1 
isto ê, f(t) ë reproduzível funcionalmente assintoticamente. Além
A do mais, os parametros kij podem ser unicamente determinados com a 
resolução das seguintes equações 
f(0) 
Jk‹×O›[Fk‹o› 4 Gk‹o›1 z ãk‹xo›, para k = 1,... - 
'‹1<› 
q , 9 (t) 
onde 
Gk(t) = 
~ ~ 
o¡£ 
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+ g(0) = C(xo) e 
e as funçoes gi(t),i _ 1,...,2 sao definidas em (2.9). 
amento 3<w e, para 3 ;2, supoe-se que a_condiçao (2.3) seja satis- 
feita. Entao, o sistema 
Corolário 2.2: Seja o sistema nao linear (2.1) com ordem de rastr_ 
~ ._ 
â z Ã‹â› ¬L1ã‹›^<›ú; â z MB e â‹o› = xo' 
gz z ê‹›2› ¬Lñ‹â›ú 
' (242) 
onde 
d 
Ã‹›^<› 
za ^ 
B(x) 
ê‹â_› 
õ‹›^‹› 
atua como um sistema inverso ã direita para o sistema (2.1). Em
^ particular, se u(.) 
onde faz-se uf¿g(.) 
A‹â› - B‹â›n`;‹>^<›c8‹â› 
B ‹›2› D; ‹›^<› HB ‹â› 
* A A DB(x)CB(x) 
n*‹â)n
6 
*<1 
aí
O
A .üzx 
8(i) 
F (.) + GB(.) 
0)' 
, entao, f(.)+g(.)-y(.,uf+ ,x )
rx
-' ¿.L 
Prova (Teorema 2.3): Desde que o sistema não linear (2.1) tem or- 
dem de rastreamento 3<w e que a condição (2.3) ë satisfeita, ›pode 
ser mostrado, de uma forma análoga ao teorema 2.2, que f(.) + g(.) 
pode aparecer como uma saída do sistema (2.1) se (2.11) ë satisfei 
ta e se a entrada para o sistema (2.1) ê uf¿g(.) = §(.,ü,x°), sai 
da do pré-filtro,e onde a entrada para o pré-filtro ê 
ü(.) = F8(.) »}G8(.). Então, g¿z3(yi(t,uf¿g,xO) - fi(t)) = 0, de_s¿ 
de que %i§ gi(t)=0, para i=1,...,2. 
Para completar a demonstração, é suficiente mostrar 
que para Yi> 0, i = 1,...,2 , existem números reais kij que sa- 
tisfazem (2.11) para qualquer xoe MB e qualquer funçao analítica 
real arbitrária f(.). Conforme o algoritmo de inversão e o teore- 
ma 2.1, observa-se facilmente que (2.11) consiste de 
s Ê S1 4 s2#...¿s¿ equações e que, portanto, pode ser satisfeita
A pela escolha dos s parametros kij de (2.9) para qualquer xoe M8 e 
qualquer função analítica real f(t). Com isto, estabelece-se - o 
teorema 2.3. Õ 
Prova (Corolário 2.2): A prova deste corolário ê similar ã prova 
do corolário 2.1 e, portanto, será omitida aqui.
1 
~ 4 A 
o _ Observaçao 1. O pre-filtro tem estado inicial x(0) _ xo. Assim, o 
valor do estado inicial xo, quando o controle começa a atuar, ê 
considerado conhecido. Entretanto, se o estado x(t) ë disponível 
por realimentação, a construção do pré-filtro não é essencial. Em 
tal caso, o controle requerido para a reprodutibilidade funcional 
assintótica ë (nota-se, da demonstraçao do teorema 2.3, que 
x(t) = x(t) desde que x(0) = x(0) = xo) 
u(t) = D;(x)[}CB(x)#H8(x)(F8(t)4GB(t)ã]_«
[H
¿¿ 
Observação 2: Os parâmetros Yi em (2.9) devem ser escolhidos ade- 
quadamente, para que seja possível a obtenção de característicasde 
resposta da saída desejáveis e para que sejam satisfeitas as limi 
tações na magnitude do controle. Além do mais, não é necessário 
escolher gi(t) da forma dada em (2.9). Qualquer outra função veto 
rial analítica g(t) que convirja a zero quando t+w e satisfaça 
(2.11) pode, também, ser usada no teorema 2.3. Por exemplo, 
-Y.t . 
. . 
9i(t) = e 1 [%i1sen(x i1t) + ki2Cos( Ài2t)+...+ 
'k. ' 
( À_ t ' * 1si°°S isi )], ‹2.13› 
.__t - ‹ ‹ '9i(tl = e Y1 [%i1Sen( Ãi1t) + ki2cos( Ãi2t)+...+ 
+kiS_sen(À is t)
l 1 1 
para si par e para si ímpar, respectivamente,e 
1 -Y.t 'Â'1t › "À 2t '...' gi(t) = e 1 [%i1e 
1 + kize 1 + + 
. -1. t~ 
+k. lsi lsie . ‹2.14› 
Estas funções serão analisadas de uma forma mais 
detalhada nos capítulos seguintes. Observa-se que,nestas funções 
tem-se mais flexibilidade para a obtenção de melhores característi 
cas de resposta da saída tendo em vista que,dispõe-se de mais pa-
A rametros livres, ajustáveis arbitrariamente, que em (2.9). 
Nos sub-ítens seguintes, estuda-se com mais deta- 
lhes as duas formas de gerar a entrada do sistema (2.1) para a rg 
produtibilidade funcional assintótica: através do pré-filtro e por 
realimentação de estado. 
› U)
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^2.3Il. Sistemas com apenas o estado inicial disponí 
vel-método 1 ' 
No caso em que apenas o estado inicial do sistema é 
disponivel, torna-se necessária a utilização de um pré-filtro(sis- 
tema inverso ã direita), para gerar o controle que garanta a reprg 
dutibilidade funcional assintótica (Figura 2.3). 4 
;((o) =×(o) ×(o) 
ô=F8+‹; PRÉ-F||_'rRo Çzu' slsrr-:MA y=f+g 
- 
. _ 
. ×=A‹×›+e‹×›zz 
~<› 
><>'
z Ô› 
>> 
4-
+ 
U.) 
W* 
â› 
õ› 
\::› 
¡¡›› 
- y= C(×) 
Figura 2.3. Controle de um sistema com a utilização 
de um pré-filtro: método 1. 
Utilizando as equações (2.12) para a construção do 
pré-filtro, obtém-se a seguinte expressão para a entrada u(t) do 
sistema, onde supõe-se que a saida do pré-filtro §(t) é a entrada 
u(t) do sistema e que a entrada do pré-filtro é ü(t)=FB(t)#GB(t). 
Conforme é visto na demonstração do teorema 2.3, i(t) = x(t), des- 
de que â(0) = x(O) = xo. Então, ' 
um = §~‹t›zD;‹×›[-cB.‹×›¬;H'B‹×› ‹1‹¬B‹t›¬;<;B‹t››:] (M5, 
e, utilizando (2.15) no 3-êsimo sistema (2.6), obtém-se 
z8(t) = H8(x){FB(t) + G8(t)]_ (2_15) 
.Com a utilização do teorema 2.3, onde deduziu-se
Y
“ 
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~ que y(t) = f(t) + g(t), conclui-se que, para o sistema nao linear 
(2.1), cada saída é controlada independentemente por uma única en- 
trada de referência. No caso particular em que 2 = m, diz-se que 
o sistema está desacoplado. 
~ ~ , Uma limitaçao para a utilizaçao do pre-filtro, con- 
siste no fato de que o método apresenta uma razoável sensibilidade 
ã ocorrência de ruídos e ao conhecimento inexato dos parâmetros e 
do estado inicial do sistema. 
Pode-se construir um pré-filtro de ordem reduzida, 
quando algumas variáveis de estado do sistema podem ser medidas du 
rante todo o período de controle. 
, 
.
. 
2.3.2. Sistemas com estado disponível durante todo 
o período de controle-método 2 _ 
No caso em que o estado do sistema é disponível du- 
rante todo o período de controle, utiliza-se realimentaçáo de esta 
do para gerar o controle requisitado para a reprodutibilidade fun- 
cional assintótica. A lei de controle fica, então, 
' u(t)=D*(X›[-c ‹×›+H ‹×›‹F ‹t.›+@ ‹+z››:I ‹2.1v› 
B B B e B 
Nas leis de controle estudadas até agora, para que 
uma função f(t) fosse reproduzível assintoticamente, era necessá- 
_.. ~ rio que existisse uma funçao g(t), tal que as condiçoes dadas em 
(2.11) fossem satisfeitas. Para um caso particular de sistemas da 
forma dada em (2.1), pode-se eliminar a necessidade de (2.11) ser
~ satisfeita, através da introduçao na lei de controle (2.17), de 
termos adicionais que contenham o erro entre a saída y(t) e o si- 
A ~ - nal de referencia f(t). Pode-se utilizar uma funçao g(t) arbitra- 
ria, desde que limg(t) = O, junto com f(t) como sinal de referên- t-*oo ¬
E:
LL) 
cia, com o intuito de possibilitar uma flexibilidade adicional da 
lei de controle para a obtenção de melhores características » de 
resposta da saída. z
. 
Seja o caso particular de sistemas não lineares 
(2.1), tal que 
(S ) 
1 
` ‹2.1a› Y1 
z = H (x)Y = I - 
B B B .(S£) 
yr; 
. Modificando a lei de controle dada em (2.17) para 
sistemas em que (2.18) ê verdadeira e, decompondo a entrada u(t), 
tem-se ' A 
ã 
. ‹s¿›. ‹s.¡› 
á 
‹s1-1›,j 
`°s1(X>+(f1 *g1 “P1s1[(f1 * 
~ (S1”1) ,(S1¬1) . _ . ~-- -~ --- +91 ›-y1 ]f...+p11L‹f1+g1)_y1 (t) 
q 
¡ : D;(X) : ‹2.19› 
(t) ' (S2) (S2) (SK-1) ' 
í um J 
-cB£(x)#(f£ $gl )%p£S£[(f£ + 
(s -1) (s -1) 
p V , p ` 
+g£ 
z )-yu Ê ;]+...+p£1[(f£+g2)-yg J 
onde C8(x) = [c81(x),...,cB£(x)]T,f(t) = [f1(t),...,f2(tl]T e 
g(t) z [g1(t›,...,g£‹t›]T. 
Teorema 2.4: Seja o sistema não linear (2.1) com estado disponível 
durante todo o período de controle, com ordem de rastreamento 6<w 
e, para B; 2, supõe-se que a condição (2.3) seja satisfeita. Seja 
~ ' ~ f(t) uma funçao analítica real arbitrária que nao satisfaz (2.8) 
e deseja-se que seja reproduzida assintoticamente pela saída y(t) 
de (2.1). Seja g(t) uma função analítica real conveniente, tal 
que lim g(t) = 0. x(ü) = xoz M8. Então, desde que (2.18) seja.
l
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satisfeita, existe um controle u(.) da forma dada em (2.19), com 
parâmetros pij, i = 1,...,z e j = 1,...,si determinados de tal 
forma que os Z sub-sistemas do sistema B sejam estáveis, tal que 
para i = 1,...,z 
lim (yi(.,u,xo) 
- fi(.)) = O 
isto ë, f(t) e reproduzível funcionalmente assintoticamente. 
ProVa`(Teorema 2.4): Desde que 3 <w e, para g ;2, a condição (2.3§ 
é satisfeita, o sistema não linear (2.1) ë inversível e zk, 
k = 1,...,g depende implicitamente da entrada u(.). Como o esta- 
do do sistema ë disponível durante todo o período de controle, po-
~ de-se utilizar realimentaçao de estado ha síntese da lei de con 
trole. Desde que a condição (2.18) é satisfeita, é possível de- 
compor u(t) segundo ' 
< > 
_ 
‹z1› ‹S1› 
. * -CB1 (x)+(f1 +g1 ) 
‹t› 
= Dam A ‹z.R› ‹z2› 
_ m -C62'(X)+(f9v +g2 ) 
Expandindo u(t) com o acréscimo dos termos adicio- 
nais que contêm o erro entre a saída y(t)e o sinal de referência 
f(t)+g(t), obtém-se (2.19). Introduzindo (2.19) no B-ésimo siste- 
ma (2.6), obtém-se para i = 1,...,£ 
(S-) (S.) (s.) (s.-1) (s.-1) 
[(fi 
l *gi l)'Yi 1 ]*Pizi[(f1 1 *gi 1 ) - 
(S.-1) . 
»-Yi 1 ]+...+pi1 [(fi+qi)-yi]=0 (2.20) 
A equação característica para (2.20) é, para 
1:-1¡¢¢~¡£( 
Si Si-1 
(D + pis' D +...+pi1)[(fÍ+gi)-yi] = 0 1 _
0
L I 
onde utiliza-se o operador D= __Ê__. 
dt 
Desde que os parâmetros pij, i=1...,£ _ e 
j=1,...,si são determinados de tal forma que os £ sub-sistemas 
do sistema B sejam estáveis, tem-se para i=1,...,£ 
%¿§[fi‹c›+gi‹t›-yi‹t›1=0 
e como lim g.(t)=0, fica-se com 4 
t-›oo J. 
%¿§‹yi‹t›-fi‹t››=o
~ Isto completa a demonstraçao. ' 
4
4
~ 'Com a utilizaçao do teorema 2.4 conclui-se que, pa- 
ra o sistema não linear (2.1), cada saída ê controlada independen- 
temente por uma única entrada de referência. No caso particular 
em que 2=m, diz-se que o sistema está desacoplado. Como era espe- 
rado, esta conclusão ê idêntica ao caso anterior, onde utiliza-se 
um pré-filtro para gerar u(.). ^ 
Com a finalidade de tornar o sistema (2.1) robusto 
em relação aos efeitos de ruídos e de conhecimento inexato dos pa- 
râmetros do sistema, pode-se introduzir integradores na lei de con 
trole [62-631. Neste trabalho, utiliza-se apenas um integrador pa 
ra cada sub-sistema do sistema B, constituindo-se, estes integra- 
dores, em servocompensadores de primeira ordem. Nas simulações 
efetuadas, conforme será visto nos capítulos seguintes, são obti- 
das respostas desejáveis com a utilização destes servocompensado- 
res. . 
Tem-se, então, 
.,
cv
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7,. .¬ 
l 
, (s1)_ (S1) , (s1~1)q 
'°ø1(X)*(f1 *g1 ›*P1s1[(f1 * 
+-g1 )-y1 ]+...+p11[(f1+g1)-y1]+w1 
‹t› ' uÍ =D*‹×› - ‹2.21› 
I B ~ 
o 
' 
‹s¿› ‹sZ› (sz-1›V 
) 
-¢8£‹×›+‹fl +g£ ›+p£S£[‹f¿ + 
um(t
_ 
À (S -1) ‹z -1) 
u ,
. 
+92 2' )_y£ 1 :|+...+p£1[(f2+qg)-y£1+w2\ 
onde, W(x) = [w¡(x),...,w¿(X)]Tze para i = 1,...,2 
mwi‹×›~= piOl‹fi‹à› ; gi‹t››~yi‹t›1. ‹z.zz› 
Substituindo u(t) dada em (2.21) no B-ésimo sistema 
(2.6), derivando uma vez cada uma das 2 equações correspondentes 
aos 1 sub-sistemas obtidosze utilizando (2.22) obtém-se, para 
i = 1,...,2 
s.+1_ s. 
_ ,
. 
(D 1 +piSi D l+...+pi1 D+pio)[(fi+gi)-yi]=0 
(2.23) 
A . Desde que os parametros pij, 1 _ 1,...,2 e 
j = 0,...,si sejam determinados de tal forma que os 1 sub~sistemas 
do sistema B sejam estáveis, tem-se para i = 1,...,2 
%í2rfi‹t› 4 gi‹t› - yi‹t›1 = 0 
e, como lim g.(t) = 0, fica-se com t-›oo 1 
lim (y.‹t) _ f.‹t)) = o t+w 1 i
v
+9 
' 
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É importante ressaltar que a obtenção de uma lei 
de controle mais poderosa e robusta conforme (2.21), só ê válida 
para o caso particular de sistemas (2.1) em que o teorema (2.1) e
~ a condiçao (2.18) sejam satisfeitos e desde que o estado do sis~ 
tema seja disponivel durante todo o período de controle. A figura 
2.4 mostra o sistema com u(t) dada da forma (2.21) e colocada na 
forma compacta u(t)=D;(x)[-cB(x)#H(x)#w(x)];
` 
.:¿+ 
w‹›‹› + ' ssavocoàâpsusâooa g*‹×) _.,.;. s|sTEMA _.. 
B ×=À‹× em 4 _ 
_ .Í y=c(×š+ u
× 
o;‹×›[.cB‹×›+H‹×›:| - 
um ` ‹y‹1)-f‹¢›)=o 
f_,_., 
Figura 2.4. Controle de um sistema com a utilização 
de realimentação de estado: método 2. 
_ › 
2.4 - Conclusoes 
Este capítulo apresentou os conceitos de inversibi- 
lidade â esquerda e ã direita para sistemas não lineares da forma 
dada em (2.1). Foi desenvolvido o algoritmo de inversão apresen-
I'
" 
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1 
tado por Hirschorn [8 e 11] e mostrado os resultados de Hirschorn
~ [11] para a reprodutibilidade funcional de uma funçao analítica 
real f(t),e a relação deste assunto com a inversibilidade ã direi- 
ta do sistema. Nos casos em que as condições para que f(t) fosse 
reproduzida não fossem satisfeitas, introduziu-se o conceito de re 
produtibilidade funcional assintõtica,e deduziu-se uma condição su 
ficiente para que f(t) fosse reproduzida assintoticamente. Foram 
analisados dois casos, conforme a disponibilidade do estado do sis 
tema. Para sistemas em que apenas o estado inicial era disponí- 
vel, construiu-se um pré-filtro (sistema inverso ã direita) para 
gerar o controle requisitado. Quando o estado do sistema era dis- 
ponível em todo o período de controle; utilizou-se realimentaçaode 
- e 
estado. Para um caso particular de controle por realimentauão de 
estado, a lei de controle foi modificada e, para tornar o sistema 
malha fechada robusto em relação aos efeitos de ruídos e de varia- 
~ Á çao dos parametros do sistema, introduziu-se integradores. 
Nos capítulos seguintes, os resultados obtidos nes- 
te capítulo para a reprodutibilidade funcional assintótica sãoapli __ 1 
cados no controle de sistemas de potência máquina-barramento infi- 
nito, sistemas de potencia multimâquina e no controle orientacio- 
nal de satélites.
1
n
l
› V
' 
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C A P Í T U L O 3. 
APLICAÇÃO AO CONTROLE DE SISTEMAS DE POTÊNCIA MÁQUINA»-BARRA1v1ENTO 
INFINITO 
3.1 - Introdução
~ Neste capítulo,apresenta-se a aplicacao dos resulta 
dos para a reprodutibilidade funcional assintótica no controle 
de um sistema de potência simples, constituido por uma máquina li 
gada a um barramento infinito. 
Utiliza~se um modelo nao linear que inclui O efei- 
to de polos salientes no desempenho da máquina síncrona,e que con 
~ ,- z sidera a variaçao do fluxo de campo no periodo transitorio.
~ Inicialmente O controle ë gerado com a utilizaçao 
de um pré-filtro (Método 1). Analisa-se o efeito de conhecimento 
inexato dos parâmetros e do estado inicial do sistema, bem como, o 
efeito de variações desconhecidas na demanda de carga. 
Para efeito de comparaçao gera-se, tambem, o contro 
le através de realimentação de estado (Método 2). Analisa-se o 
efeito da utilização de servocompensadores na lei de controle,quan 
do existem variações na demanda de carga e inexatidão no conheci- 
mento dos parâmetros do sistema.
V 
São apresentados vários resultados de simulações.
w _
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3.2 - Modelo do sistema ' f
^ O modelo matemático de um sistema de potencia Cons 
tituido por uma máquina sincrona ligada a um barramento infinito, 
utilizado neste trabalho, é similar ao usado por Singh [34] e en- 
contra-se de uma forma mais detalhada no apêndice B. 
~ Escrevendo as equações na forma vetorial, tem-se 
â = A(x› 4 Bu, xzzm = R6 (3.1) 
onde A 
X =_(Õ, w,l])f, Efd, Pm, Pg)T 
3 ou 
1
. 
__” _ H a2_ “H p1sen26-pzw -p3¢fsenô+p4Pm-p4PV 
a3 P5°°SÕ`põWf*p7Efd ' À‹X) = = 
a4 'Efa/Te 
6 9 9 
as `(-Pm+Pg)/Tt 
a - -P /T 
ue 2 u= u , u 5 R (3.2)9 
O O 
O O
0
0 
O O 
0 1/Tg 
B=[B1 B2]= O 
k /T e e 
d São escolhidos o fluxo de campo mf e o ângulo rotõë 
rico 6 como saídas controláveis do sistema. Nota-se que wf~e 6
Y
o-2%?-99*4'433 
_. z 4 . Q- as z sao duas variaveis importantes da maquina sincrona e o angulo rotg 
rico tem um importante papel em análise de estabilidade de um sis- 
tema de potência. Alêm do mais, se as saídas wf e 8 são funções 
analíticas e conhecidas sobre um certo intervalo de tempo, então, 
esta informação é suficiente para determinarlflúvflxmfinte o vetor de 
estado completo x(t) para cada t sobre este intervalo (processo de 
continuação analítica - apêndice A). 
Seja o vetor de saída 
y(t) = C‹x) = Ff lz y(t)zzR2 (3.3)ô 
Observa-se que m=£=2
_
¢ 
3.3 - Inversao do sistema 
Aplicando o algoritmo de inversao descrito no capí- 
tulo anterior para o sistema (3.1) - (3.3), obtém-se a seguinte se 
quência de sistemas. Considera-se PV=0. - 
Sistema 1: 
2 = A(x› ; B11, M1 = R6 
z1 = C1(x) + D1u (3.4) 
onde 91) 
«vf
A 
.Z1=ã1= ‹1›
6 
c1‹×› .=ê1‹›<› =[ 
_oo D1"[o 01 
s 
“P 
L___4
C:
G 
Sistema 2 
onde
G 
Sistema 3:
É
z 
onde 
R (X)=R =I O O 
r1 
K1(x) = K1 
k = A(x) + B u 
(2x2)(matriz identidade de ordem 2) 
=O. 
1o =J1_'[o1:I 
' 
, M2 = R6 
z2 = C2(x) # D2u ( 
E2 wf(2) Zz: âz = ¿‹2)` 
Õ2(x) -pswsenõ-p6a3$p7a4 
C2(X) = c2‹×› = az 
D2 = 
R1(x) = R1 = 
rz = 1 
K2(×) = K2 
p7ke/Te O 
O O 
I‹2×2) 
H2 O O 1 O 
_ 
J2 
_ 
O 0 O 1
1 
A(x) + B11, M3 = R6 
3 C3(x) + D3u (3.6)
š 
3.5
G 
Sistema 4 
onde 
_ ) (2) 
z3 df 
Õ3(x) 
C3(x) = C3(X) 
63 ‹›<'› = 62 ‹×› 
^ ‹ 
C3(x) z2p1Qcos2ô~p2a2-p3(a3sen6+w¢ cosö)#p a 
D3 = D2 
R2(x) = R2 = I (2x2)
t 
r3:1 .. 
H3 oo1ooo J3=ooooo1 K3(x) = K3 = 
Ê = A(x) + B u, M4 = R6 
' z4 = C4(x) + D4(x)u 
(2) 
z = z = 4 4 
ô(4) 
. f Õ (X) 
c4‹›‹› = õ4‹×› =¶ 
2
J 
Õ (x)4 
Õ4(x)=2p1(a2cos2õ-2w2sen2ô)-p2Ô3-p3[(E2-w2wf)senô+ 
+(2wa3+¢fa2)cosô]#p4(-a5+a6 )/Tt
( 
f 4 5
' 
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p7ke/Te O 
D4(x) = 
e
. 
R3(x) = R3 = I‹2×2) 
r4 :'2:z 
o o 1 o o o 0 o 
K4(X) = K4 = H4= o o o o o o o 1 
De acordo com o algoritmo de inversao, tem-se a or- 
dem de rastreamento B = 4 e pode-se verificar facilmente que 
B.A3R (.)E O em M = R6 oara todo Oš kí%2, O íj 52 - k e i = 1,2. i « k ~ 
Portanto, O sistema de potência é inversivel para todo xd;M4 = R6. 
Segue que, qualquer função vetorial analítica f(t) pode aparecer 
como uma saida do sistema de potência, desde que, para um dado es- 
tado inicial xo, a condição (2.8f seja satisfeita. Do sistema 4 
tem-se ainda 
* _1- Te/ (p7ke) O 
D4(x)=D4 (x) = p3TtTgSenô/p4 TtTg/p4 
3.4 - Reprodutibilidade funcional assintótica 
Seja xo o estado do sistema de potência correspon- 
dente ao estado apõs uma falta severa e que deseja-se levar o sis-
* tema para o estado de equilibrio x . Sejam wf* eô* o fluxo de 
campo e o ângulo rotõrico correspondentes ao estado x*. Define-se
~ f(t) = (¢f~*,ô*)T. Pode ser facilmente verificado que f(t) nao sa 
tisfaz a condição (2.8) e, portanto, torna-se necessária a utiliza
iv
' 
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~ çao de um dos dois métodos deduzidos no capítulo 2, para garantir 
a reprodutibilidade funcional assintótica de f(t). Observa-se que 
s1 = 2 e sz = 4. 
3.4.1 - Aplicação do método 1 
Considera-se que apenas o estado inicial xo do sis- 
tema de potência é disponível. Então, para o rastreamento assinté 
tico de f(t), pode-se escolher qualquer função vetorial analítica 
g(t), desde que, a condição (2.11) seja satisfeita e limg(t) = O. 
. t__›°° Serão utilizadas funções g(t) com as formas dadas em (2.9),(2.13 ) 
e (2.14). ' 
Seja " "“"
_ 
g1(t) 
g(t) = 
}, g1(t) 
e q2(t)c R 
g2(t) 
Define-se o vetor do sinal de referência como 
, 
* 
' 
g ‹t› zh ‹t› 
f‹+z›+g‹t› = wf 1 z fr 
6* + g2‹t› ór‹t› 
* Desde que as hipóteses do Teorema (2.3) sejam satis
~ feitas, entao, existe um controle, tal que a saída do sistema 
(3.1)-(3.3) converge assintoticamente para f(t) se (2.11) ê verda- 
deira. Para a determinação dos parâmetros da função g(t) utili~ 
za-se as equações (3.3), (3.4), (3.5) e (3.6),e escreve-se (2.11) 
na forma vetorial. 
III
Assim, 
formas abaixo 
onde H > O e 
Wfr(0) f( 
õr (0) 
0 o 
w(1§o› 
fr 
() ôr (0) c2‹×O)
) õ‹r(3 ‹o› c3‹×O› 
" W 
W 0) 
. ô(O) 
-ou 
-. 
._ , ' ~ Sao realizadas varias simulaçoes com g(t) dada das 
~ g1(t) e“°*t‹1<10+1<H+;› 
gw): = - t ~ 2 3 3 9 g2(t) e B (k2O+k21t+k22t +k23t ) ( ) 
B > 0. 
19 caso: Seja g(t) da forma dada em (2.9), assim 
Utilizando (3.8) obtém-se 
kw = 
k11 = 
k2o = 
k21 = 
k22 
k23 =
* 
W (0) - ¢ f f 
a (x 3 0 10 ‹3.1o) 
õ(O) 
) + uk
* - ô 
(QÍÔ) + k 820 
0.5‹a2‹×o›-B2k2O + 2ôk21› 
‹ê ‹ 
V;
r 
(1) 1 o O õr (0) '
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Os parâmetros a e B devem ser escolhidos adequada- 
mente para a obtenção de boas respostas da saída. Considera-se 
Q = 1,5 e B = 2,3. 
Com o intuito de obter melhores características no 
desempenho do sistema em regime transitório,pode-se utilizar o 
seguinte procedimento. Sem alterar a condição (3.8) e, também, a
~ determinaçao das constantesdadasem (3.10), introduz-se termos de 
ordem mais elevada em g1(t) e g2(t). Então, 
g (t) -at ' ' 2' 3' 
1 e (k10+k11t+k12t +k13t +... 
g(t>= = _ ‹ . . _ . . 
g2‹t)b e Bt‹k20+k21t+k22t2+k23t3+k24t4+k25t5+... 
Nas simulações efetuadas considera~se 
g1‹t) e"“t(k1O4k11t) ' 
g(t): = - t ~ 2 3- 4~ 5 (3 11) g2‹t) e 8 (k20+k21t+k22t +k23t +k24t +k25t › ' 
onde k24 =-2,0 e _k25 = +2,0. 
29 caso: Seja g(t) da forma dada em (2.13), assim 
- t ¶1(t) e “ (k11senÀ1t+k12cosÀ1t) 
9(t)= = 
Bt _ 92(t) e (k21sen¡2t+k22cosÀ2t+k23sen¡3t+k24cos¡3t) 
(3.12) 
onde a > 0 e 3 > OQ 
Utilizando (3.8) obtêm-se
E
kH=[a3(xO)+<× (z‹,z£(0)- 
k12= wf‹o›- wf 
^ ‹ 
k21=[c3‹xO›+3õâ2‹×o›+‹3õ2+À32›w‹0›+õ‹õ2+z32›‹õ‹o›-õ*›1/[À2‹z¡2-z,2n 
*
. 
'ÓU 
wfn/À1 , 
k22=[â2‹×O›+2ôw‹o›+‹õ2¿x32›‹õ‹o›fõ*›i/‹z32-z22› 
k23=[w‹o›+ô‹õ‹0›-õ*›-k21x21/À 
' * 
k =õ(O) -õ _ 24 2 
onde À 2 #X3 e À1, X2, A3 % 0.
W 'IL 
Considera-se a = 1-' s U1 ` 
(3.13)
3 
= 2,2, A1: 1,0, 12 = 2,0 G 
Ã3 = 2,5. Observaêse que,neste caso,dispõe-se de 5 parâmetros li- 
vres que podem ser escolhidos arbitrariamente,tendo em vista a 
obtenção de boas respostas da saída.
‹ 
39 caso: Seja g(t) da forma dada em (2.14), assim 
-À t -À t 
<_;(t)= = 'Btk -à21t¬,Lk e-.\22tJ_rk e->..23t;k e-x24t) (3.14) 
21€ 22 
, 
23 24 
91m e”°°t(k e 11 ¬L1<12e 12 ) 11 ~ 
g2(t) e" ( 
onde Q > 0 e 3 >O. 
k12=k12'/(M2
I k11=k11` k12 
onde 
k11'=w ‹o›- w f f 
Utilizando (3.8) obtém-se 
M1) 
k12'=¬%;Xo)-(a + À11)k11'
E
[1
°iJ.. 
k23=[k23'-(À24-À21)(À2¿-À22)k24]/[(À23-x21)(À23-x22)] 
à 
(3.15)
Í 
k22=[k22 `(^23“*21)k23`(^24'^21)k24]/(^22“^21) 
k21=k21"k22`k23'k24 
onde 
k '=ô‹0›-õ* 21 
k22'='“(°)`(B*^21)k21' 
2 . 
' 
. . 
k23"a2(Xo›`(B*À21) k21 `(2S*Ã21*À22)k22' 
k24'=-cšxol-(s+À21) k21'-[33(g+Á21+x22)+À21À22+x21 +À22 ]k22 - 
-(3B+Ã21+Ã22+Ã23)k23 
e ^11-* ^12' 
-
Í 
*21 ¿ ^22 * À23 *^24' 
^11'^12'^21'^22'^23'*24 > 0° 
Considera»se a=1,5,B=2,2,A11=O,1,Ã12=O,2,À21=O,1 , 
À22=O,2,À23=O,3 eÃ24AL4.Neste caso, dispõe-se de 8 parâmetros li- 
vres que podem ser escolhidos adequadamente para a obtencão de 
boas respostas da saída. ' 
. Para gerar g(t) conforme as equaçoes (3.9), (3.11), 
(3.12) e (3.14), utiliza-se um pré~filtro (sistema inverso à di- 
reita) de acordo com (2.12). Então, o pré-filtro assume a seguin- 
te forma ' ~ 
. 2 
1 f - › -1 - ¢fr( )(t) - õ x‹t)=A(x)+B D4 (x) ,x(0)=x¿zM4=R 
6 (4)‹t›r
Í
M 
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( ¢fr'2›(t)
r 
§‹t›=ê‹2›+Dz1‹â› 
6 ‹4›(t, 
' 
«3“¶6) r 0 
Desde que Ô(2)=-Dz1(â)C4(i), obtêm-se 
1];_ (Ê) 
‹t›-^‹t›- D'1 ^›c ‹^›`D'1 ^ £r‹4› “ 'Y '" 4 (X 4 X * 4 (X) ó r ‹t› «3;17›
O 
e, decompondo u(t), fica-se com a seguinte lei de controle 
ue‹â› Te‹-õ2‹â›+¢fr(2)‹t››/‹p7ke› 
u(t)= 2 
2 
0 
~ ~ 9 ‹fl› ug‹t) p3Tt.fgSeng‹-'õ2‹â›+¢f; )(t))/p4+Tt'rg‹-c4(>2›+ôr ' ‹t››/pü 
'.(3..18) 
onde u(t)e R2. 
_
. 
Então, a trajetória do sistema (3.1)~(3.3) iHiCiäQ 
do em xo,x(t,u,xO), converge assintoticamente para o estado de
* equilibrio x quando t +~a 
4- É interessante notar que ë obtida uma expressao ex- 
plícita para a entrada de controle u(t). 
~ z ~ Sao realizadas varias simulaçoes onde considera -se 
o estado de equilíbrio x* = (72O; 0; 0,82; 2,06; 0,90; O,9O)T cor- 
* 4* n respondente a uma voltagem terminal Vt = 0,975 e a uma potencia 
elétrica gerada Pe* = 0,90. 
a-) Transferência de um estado de equilíbrio para outro estado de 
equilíbrio. 
Supõe-se que o sistema de potência encontra-se íni- 
cialmente no estado de equilíbrio x*= (66°;0;0,85;1,90;0,8O;0”50)T 
__* __* , ,_ correspondente a vt = 0,985 e Pe = 0,808 deseja-se transferi-lo na 
t-'U
"'
“IJ 
* 
_ _ ra x . A figura 3.1 mostra a resposta do slstema com a utilizaçao 
de g(t) da forma dada em (3.12). 
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Figura 3.1. Resposta para a transferência de um es- 
tado de equilíbrio para outro estado de 
equilíbrio. 
3.1.1. õie wf
* 
3.1.1. Pm, Vt e Pe 
3.1.3. 6 e Efd 
Observa-se que sao obtidas respostas bem amorteci- 
das e que as solicitações de controle são pequenas. . 
b-) Transferência de um estado perturbado para um estado de equili 
brio. 
_
' 
. Supõe-se que o sistema de potência ê submetido a 
uma falta severa e que deseja-se levar o sistema de uma determina-
~ da condiçao inicial para o estado de equilíbrio x*. Considerando 
que x(0FÍl08o;2OO°/s;O.4;2,06;0,90;0,90)T e utilizando a função 
g(t) das formas dadas em (3.9),(3.11),(3.12) e (3.l4), são realiza 
das várias simulações (Figuras 3.2, 3.3, 3.4 e 3.5). 
M0?/\ 
I2O 
|.°- I0O- 
. 
Wf qe- eo~ 
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Figura 3.2. Resposta a uma perturbação no estadoini 
cial_g(t) da forma dada em (3.9). 
3.2.1. 5 e Wf 
3. 
3. 
1,0' 
Q3~ 
0,6- 
Q4- 
0,2 ~ 
0- 
pf" 
P.u. 
3% 
V1 
2.2. Pm, Vt e e 
2.3. 5 e Efa 
Õ,Qf0U 
I4O ` 
IZO 
lOO»
Q O 
Ú? O 0 
40 
20* 
Q 1 4 i | L 4 ¡ 
1» 
19'- 
3
ô 
(3.3.1) 
Hz... P9' 
0,4 _ 
0,2 - 
o|23'4s‹'õr 
tempo,s 
V!
\ 
P6 
Pe -""`--- qa\//\/ pm 
.,.\ 
O I I I I I I 
O I 2 3 4 5 6 7 
(3.3.2) 
tempo.:
so- so~ 
4,0- 
3,0- 
2,0- 
1, o- 
0- 
Figura 3.3. Resposta a uma perturbação no estado 
3. 
zoo 
uso E 
|o0¡% 
grau/s 0_ ô 
~~¿ -so] 
- |oo-
, 
* em 
450« ` 
-200 z| 1 
g 
1 1 1 4 
O I 2 3 ,4 5 6 7 
tempo, se 
(3.3.3) 
inicial-g(t) da forma dada em (3 
3.1. 6 e Wf 
3.3.2. Pm, Vt e Pe 
3.3.3. Õ e Efâ
U:
46 '5 '3 laO 
_f' 
O
O 
4
2 
MVw 
_;__°
O 
o'L 
3' O
_
_5O ____° 
ca
_
8 AWPmOI
14.3 l_\ 
W
m
š 
hm
P 
L_ 
KI 
MV
_
_
`
, 
QWOIWMWM 
_ 
__; 
_: 
__>_:_
O
_
O 
WP
65432O
8
.
_ 
mv/
O
8
6
w
)24.3(
5
d 
6' 
0- 
IM 
5,0 
4,0 
3,0 
2,0 
›,o
o 
Figura . _ Resposta a uma perturbaçao no estado 
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Figura 3.5. Resposta a uma perturbação no estado 
, 
inicial-g(t) da forma dada em (3.14). 
3.5.1. 6 e ¢f 
3.5.2. Pm, Vt e Pe 
3.5.3. Õ e 
..
cl
JL
~ A partir da observaçao das figuras 3.2, 3.3, 3.4 e 
3.5, pode-se concluir que: . 
- sao obtidas respostas bem amortecidas para 6, É e 
Wf-
à 
- 0 sistema retorna rapidamente ao estado de equilí 
ic brio x , a partir do estado inicial x(0). 
- as magnitudes de controle requisitadas, nas simu-
~ laçoes efetuadas, são moderadas.s 
~ A - as faixas de variação da solicitaçao de potencia 
mecânica e da tensão de campo são ligeiramente me 
nores quando utiliza-se g(t) da forma dada em 
~ ¬ ~ (3.11), em relaçao a utilizaçao de g(t) da forma
O 
dada em (3.9). Além disso, um melhor desempenho 
dinâmico das respostas da saída é observado, En-
* tretanto, o tempo de convergencia de ô(0) para ô, 
sofre um pequeno acréscimo devido, justamente, ã 
introdução de termos de ordem mais elevada em 
(3.11). 
- com a utilização da função g(t) da forma dada em 
(3.12), obteve-se as melhores_características di- 
nâmicas para as respostas wf e 6. Isto corres- 
ponde a uma resposta mais natural do sistema. 
c-) Resposta a variações na demanda de carga.
~ Sao considerados dois casos para o controle do sis- 
tema sob a ação de variações na demanda de carga Pv(t). A figura 
3.6 mostra a resposta do sistema sob a ação de variações constan- 
tes por parte na demanda de carga. O valor de PV(t) é 0,1 p.u. pa 
ra 0 it <3. e 6 §t:<9, e ê zero para 3 gt <6. A figura 3.7 mos- 
tra a resposta do sistema para flutuações estocásticas em Pv(t). 
Pv(t) ê gerada com a utilização de um filtro de primeira ordem,
excitado por um ruído branco gaussiano (Apendice C). Em ambos os 
casos, considera~se inicialmente o sistema no estado de equilíbrio
z 
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'k x e, nas simulações, ê utilizada a função g(t) dada em (3.12), 
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Figura 3.7. Resposta a variações estocásticas na de 
manda de carga. 
3.7.1. 6, Pe e PV 
3.7.2. 6 
3.7.3. Efd e Pm 
`3.%4. Wfevt ° 
Em ambos os casos, o sistema apresenta oscilações 
pouco amortecidas em 6, ô,wf, Pe e Vt,e são observados erros em 
relação aos respectivos valores de regime correspondentes ao esta-
* do x . Pm e Efd permanecem constantes, pois nao são afetadas por 
Pv(t) e, consequentemente, não contribuem para que o sistema apre- 
sente um melhor desempenho. 
d-) Sensibilidade paramêtrica
~ A lei de controle obtida ê uma funçao explícita dos 
vários parâmetros do sistema de potência. Assim, para quaisquer
A mudanças conhecidas nestes parametros, a lei de controle exata po- 
~ _. de ser obtida com a utilizaçao dos novos valores dos parametros 
A ... ~ perturbados. Entretanto, na prática, alguns dos parametros naosao 
conhecidos com uma boa exatidão. As figuras 3.8 e 3.9 mostram os 
resultados de simulações correspondentes a incertezas de 10% na 
as ~ reatancia da linha de transmissao xt e de 5% na voltagem do barra- 
mento infinito V, respectivamente. Considera-se inicialmente o 
* . sistema no estado de equilíbrio x e ê utilizada g(t) da forma da 
da em (3.12). 
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Figura 3.8. Resposta a uma incerteza de 10% em x 
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em V. U1 o\° 
A lei de controle apresenta uma razoável sensibili- 
dade a incertezas nos valores paramëtricos do sistema. Erros em 
relaçao aos respectivos valores de regime correspondentes ao esta- 
* __
` 
do x sao observados. 
e-) Efeito do conhecimento inexato do estado inicial 
O pré-filtro necessita do conhecimento exato do es- 
tado inicial do sistema para gerar a lei de controle requisitada. 
Entretanto, muitas vezes o estado inicial do sistema ê apenas co- 
nhecido aproximadamente. As figuras 3.10 e 3.11 mostram os resul- 
tados de simulações correspondentes a incertezas de 10%. em 5(0)' 
› g;
' 60 
e ¢f(0), respectivamente. Considera-se inicialmente o sistema no
* estado de equilíbrio x e, nas simulações efetuadas,ê utilizada a 
função g(t) da forma dada em (3.12). 
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Observa-se que a lei de controle apresenta uma ra- 
zoãvel sensibilidade ao conhecimento inexato do estado inicial do 
sistema. Erros em relação aos respectivos valores de regime cor-
* respondentes ao estado x , tendem lentamente a zero quando o tempo 
tende a infinito. 
as 
Para completar este sub-item conclui-se que: 
a utilização do pré-filtro ê recomendada nos ca- 
sos em que se conhece os parâmetros e o estadoini 
cial do sistema com uma boa exatidao e, desde que 
os ruídos (variações na demanda de carga, por 
exemplo) tenham pequena magnitude. 
o sistema com o pré-filtro atinge rapidamente o
* estado de equilíbrio x desejável, após ter sido 
submetido a uma falta severa. 
as 0 angulo rotõrico e o fluxo de campo são controla 
dos independentemente e o estado do sistema pode 
ser transferido para um novo.estado corresponden 
as te a qualquer voltagem terminal Vt e potencia elš 
trica Pe, desde que as restrições nas magnitudes 
do controle sejam observadas. 
as magnitudes de controle requisitadas, nas simu- 
lações efetuadas, são moderadas. 
No próximo sub-item supoe-se que o estado do siste- 
ma de potencia ê disponível durante todo o período de controle, e 
aplica-se o método 2 para a reprodutibilidade funcional assintóti- 
Ca. 
. I?
3.4.2 - nplicação do método 2 
Com o objetivo de comparar os resultados que podem 
ser obtidos com a utilização dos dois métodos, considera-se, neste 
sub-item, que o estado do sistema de potência ê disponível durante 
todo o período de controle, e utiliza-se realimentação de estado 
para gerar u(t). _ 
Observa-se que a condição (2.18) é satisfeita e, 
assim, pode-se utilizar para qerar a entrada u(t) a equação (2.19) 
e, com a introdução de integradores na lei de controle, a equação 
(2.21). 
Como foi visto no capitulo 2, a utilização de uma
I 
função vetorial analítica conveniente_g(t),com äim g(t) = 0, tem a -)-OO 
finalidade de melhorar o desempenho transitório das respostas da 
saida do sistema, não havendo mais a necessidade de que a condição 
(2.11) seja satisfeita, para.garantir a reprodutibilidade funcio-z 
nal assintótica de f(t). 
Seja, como no sub-item anterior, 
g1‹t›
_ 
9(t)= z q1(t) e~ g2‹t)e R. 
g2(t) ' 
e o vetor do sinal de referência como 
H U wf* g1‹t› ¢fr‹à› t +g 'C = 4 = 
_ 
ô* + g2‹t› ôr‹t› 
_ 
Utilizando as equações (2.21) e (2.22), obtém-se pa 
ra u(t) a seguinte expressão: 
..~
*J
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(2) (1) (1) 
“(t)=DÃ1(X) 
~ ‹4›› ‹3› ‹3› ~ ‹2› ‹2› - ‹3.19› -Õ4(X)+ôr +p24(õr -õ )+p23(ôr -6 )+p22. 
z(5r(1)_5(1))+p21(ôrfô)+vg 
e . 
(1) Ve = fr” 
(3.20) (1) vg = P2o(Ê 'Ô ) 
Substituindo u(t) dada em (3.19) no 8-ésimo sistema 
(3°7)f obtêm-se 
‹2› ‹2›~ ‹1› ‹1› A
' 
Wf ükr +p12(¢fr -¢f )+p11(¢Êr-¢f)+ve 
ô‹4› õr‹4›¿p24(õr‹3›_ô‹3›)+p23(ôr‹2›_ô‹2›)+p22(õr‹1›_¿‹1›) + 
+p21(Ôr-Õ)+vg 
(3.21) 
Diferenciando a equação (3.21) e substituindo ve(1) 
e vg(1) por (3.20), obtêm-se 
(¢fr‹3)'¢f(3))*P12(¢fr(2)'¢f(2))*P11(¢fr(1)'¢f(1))*P1o(¢fr `¢f)=° 
- 44 4 1 ‹ 3) ‹ (õr‹s›_6(5›,+p24‹õr ›_ô‹ ›)+p23(ôr 3›_ô‹ )+p22(õr 2›_ô‹2›, + 
4p21‹õr(1›-â(1)›+p20‹ór-ó›=o (3.22) 
As equacoes (3.22) podem ser escritas da seguinte 
forma, onde utiliza~se o operador D = -5%-, _
' 
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(D * p12D *P11D*P1o)(¢fr'¢f)=°. 
5 4 3 2 
(D *P24p *P23D *P22D *P21D*P2o)(6r'Õ)=° (3.23) 
Os parâmetros pij, i=l,2 e j=0,...,si devem ser de- 
terminados, tal que as duas equações de (3.23) sejam estáveis. 
Escreve-se (3.23) da seguinte forma, 
2 . (D+Ã1)(D +2€1wn1D+wfi12)(¢fr-¢f)=0_ 
. .z ~-',~ 
. 
. 
' 
. 
_ (3.24) (DMZ) (D2+2€2wn2D+‹››n~22) ‹D2+2ê;3wn3D+wn32) (ôr-ô) =0 
O engenheiro de controle está mais familiarizado 
~ ~ com a representação da equaçao caracteristica de um sistema da for 
ma dada em 3.24. Portanto, para a determinação dos parâmetros pij 
de (3.23), compara-se (3.23) com (3.24) e obtêm-se, ' 
P1o" 1 n1 
2 . 
P11"“n1 *2Ã1¿1“n1 
P12=*1*2¿1“n1 
2 2 p2o=^2“n2 “ns 
‹ ~ 2 2 3.25 P21=2*2“n2“n3(52“n3*¿3“n2)*“n2 “ns ( ) 
_ 2* ' 2~ 
à
› P22-Ã2‹wn2 +4€2€3wn2wn3 +wn3 H2wIÊmIB(š2wn3+§3wn2) 
2 2 p23=2X2(š2wn2+š3wn3)+(wnz +4¿2§3wn2mn3+wn3 ) 
p24=Ã2+2(š2wn2+€3wn3).
A 'Os parametros de (3.24) devem ser escolhidos adequa 
damente para a obtençao de respostas desejáveis para wf e 6. 
Uma limitação na utilização do pré-filtro para ge- 
rar u(t), ê a razoável sensibilidade ao conhecimento inexato dos
U
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»` parametros do sistema e ã presença de ruídos, tais como, variações 
na demanda de carga. Com a utilização de u(t) da forma dada . em
~ (3.19), onde sao introduzidos integradores na lei de controle, ob- 
serva-se um melhor desempenho do sistema em relação aos fatores a- 
cima mencionados. 
~ ¢` Para as simulaçoes utiliza-se, por conveniencia 
g(t) da forma dada em (3.12) com os parâmetros kij determinados a 
partir de (3.13) e com a=l,5, B=2,2, À¿=1,0, À2= 2,0 e À3=2,5, 
Com g(t) escolhida desta forma, as respostas correspondentes aos 
dois métodos serão idênticas, desde que, os parâmetros e o estado 
do sistema (no caso do pré-filtro ë necessário apenas o estado ini 
cial) sejam conhecidos exatamente, e não hajam variações na deman- 
da de carga. ' 
z ~ ~ ~ Os parametros pij sao determinados com a utilizaçao 
de (3.25) e com wn1=5,0, wn2=9,0, wn3š9,5, š1=€2=š3=0,7 
'
e 
1 2 10,0. 
A trajetória do sistema (3.1)-(3.3), x(t,u,xO), ini 
ciando em xo e com u(t) dada em (3.19), converge assintoticamente
* para o estado de equilíbrio x quando t*“ , e da mesma forma que
z ~ no caso do prê-filtro, ê obtida uma expressao explícita para a en- 
trada de controle u(t). Considera-se, também, o mesmo estado de 
equilíbrio,
A a-) Transferencia de um estado de equilíbrio para outro estado de 
equilíbrio e de um estado perturbado para um estado de equili 
brio. 
Desde que g(t) ë escolhida de tal forma que (3.8) 
seja satisfeita, as respostas obtidas por realimentação de estado 
são idênticas às respectivas respostas obtidas com a utilização do 
prê-filtro e encontram-se nas figuras 3.1 e 3.4. Conclusões idên
Ú:
' 
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ticas também são obtidas. 
b-) Resposta a variações na demanda de carga 
A figura 3.12 mostra a resposta do sistema sob a 
ação de variações constantes por parte na demanda de carga P (t).v 
Considera-se PV(t) da mesma forma que na figura 3.6 e inicialmente
* o sistema encontra-se no estado de equilíbrio x . 
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Observa-se que wf permanece constante no seu valor
* de regime permanente wf =0,82. Em cada instante de variaçao na de 
manda de carga, inicia um transitório e o sistema retorna rapida- 
* 
av mente para o estado de equilíbrio x ,e somente pequenas variaçoes
' 
7o
~ em Pm e Efd sao solicitadas. 
Portanto, o sistema controlado por realimentação de 
estado, com integradores na lei de controle, apresenta um desempe- 
nho melhor que o caso do pré-filtro. 
A figura 3.13 mostra a resposta do sistema para flu 
tuações randonicas em Pv(t). Pv(t) é gerada como no sub-item ante 
rior e considera-se o sistema inicialmente no estado de equilíbrio 
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Observa-se que wf permanece constante no seu valor 
_ * - ' 0 de regime permanente wf =O,82. As variaveis 6, õ,Efd,Pm,Vt e Pe 
variam muito pouco em torno dos valores correspondentes ao estado
* de equilibrio x e, assim, o sistema apresenta, também, um desem- 
penho melhor que o caso do pré-filtro. 
c-) Sensibilidade paramêtrica 
As figuras 3.14 e 3.15 mostram os resultados de si- 
mulações para incertezas de 10% na reatância da linha de transmis- 
são xt e de 5% na voltagem do barramento infinito V, respectivamen 
te. Considera-se inicialmente o sistema no estado de equilíbrio 
* ,
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Observa-se que a lei de controle apresenta uma sen- 
sibilidade muito pequena ao conhecimento inexato de parâmetros do 
sistema. Os erros em regime permanente das variações de estado 
sao praticamente nulos e, portanto, o desempenho do sistema contrg 
lado por realimentação de estado é superior ao desempenho do siste
ví
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ma controlado pelo pré-filtro. , 
3.5 - Conclusões 
Neste capitulo foram aplicados os resultados para a 
reprodutibilidade funcional assintótica no controle de um sistema 
de potência máquina-barramento infinito. Foi utilizado um 'modelo
~ nao linear. que incluiu o efeito de polos salientes no desempenho 
da máquina síncrona e que considerou a variação do fluxo de campo 
no período transitório. i 
As saidas controláveis escolhidas foram o ângulo rg 
tõrico 6 e o fluxo de campo wf, tendo em vista a grande importân- 
cia destas duas variáveis no_desempenho do sistema de potência. 
Através do controle da saida da turbina e da voltagem de campo, 
as saidas atingiram os valores desejáveis. 
Foram obtidas expressões explícitas para as entra- 
das de controle dadas em (3.18) e (3.19), que podem ser utilizadas 
conforme a disponibilidade do estado do sistema. Deve ser ressal- 
tado que estas leis de controle poderiam levar qualquer xo para 
*k 
x , se as magnitudes de controle nao fossem limitadas. Entretanto, 
devido ãs restrições nas magnitudes de Pm e Efd, somente os esta-
* dos xo de uma região finita podem ser levados para x . 
Para a entrada de controle u(t) dada em (3.18), foi 
necessária a utilização de uma função g(t), limg(t)=O, que satis- t+w 
fizesse (3.8). Para u(t) dada em (3.19), utilizou-se uma função 
g(t) arbitrária, limg(t)=O, com a finalidade de melhorar o desem- 
t-›‹×› 
.
_ penho dinâmico do sistema, não havendo mais a necessidade de que 
(3.8) fosse satisfeita. ' -
vz
/O 
Foram utilizadas funções g(t) do tipo senoidais 
amortecidas, polinomiais amortecidas e exponenciais amortecidas. 
Através de uma escolha conveniente dos parâmetros livres destas 
~ f .- funçoes g(t), obteve-se boas caracteristicas dinamicas no desem- 
penho transitório do sistema. Nota-se que valores elevados de a e 
B implicam em uma convergência mais rápida de ¢f(t) e õ(t) para 
* * . 
wf e 6 , respectivamente. Entretanto, em geral, isto requer 
maiores magnitudes das entradas de controle. 
-4 Foram realizadas simulaçoes com a utilização de um 
pré-filtro para gerar a entrada u(t) conforme (3.18), quando ape- 
nas o estado inicial era disponível. Para efeito de comparação 
foi, também, utilizada realimentaçao de estado para gerar u(t) con 
forme (3.19), quando o estado era disponivel em todo o periodo de 
controle. Neste último caso, a escolha apropriada dos parâmetros
1 A ~ 
pij, preve uma flexibilidade adicional para a obtençao de boas ca- 
racteristicas dinâmicas das respostas da saída. Além disso, a fun 
çao g(t) pode ser escolhida arbitrariamente, desde que, lim g(t)_Q 
- t-+00 
As simulações efetuadas consideraram dois casos: 
transferência de um estado de equilibrio para outro estado de equi 
librio e transferência de um estado perturbado, após uma falta se- 
vera, para um estado de equilíbrio desejável. Foram analisados os
A efeitos de conhecimento inexato dos parametros do sistema e da pre 
sença de variações na demanda de carga. Para o caso do pré-fil- 
tro, foi também analisado o efeito de conhecimento inexato do esta 
do inicial do sistema. 
Tanto com a utilização do pré-filtro quanto com rea 
limentação de estado, verificou-se que o sistema atingiu rapidamen 
te o estado de equilíbrio desejável. As magnitudes de controle re 
queridas foram moderadas. 
r, ..
.v Í Í
0
~ A utilizaçao de integradores na lei de controle por 
realimentaçáo de estado, tornaram muito pequenos os efeitos de in-
~ certezas no conhecimento dos parâmetros do sistema e de variaçoes 
na demanda de carga. 
O sistema com o pré-filtro apresentou uma sensibili 
z. dade razoável ao conhecimento inexato dos parametros e do estado 
inicial do sistema e, um desempenho pouco satisfatório na presença 
_, de variaçoes na demanda de carga. 
Para concluir este capítulo, sabe-se que existe um 
_ 
* 
_
* caminho x (t,u,xo), unindo xo a x , ao longo do qual o controle do 
sistema requer o mínimo de energia e ê muito útil a escolha de 
` * g(t), tal que, o sistema siga x (t). A determinação de tal fun-
~ çao g(t) ê de considerável interesse prático. Entretanto, este 
assunto não_ë tratado aqui,U 
› Y:
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C A P Í T U L O 4 
APLICAÇÃO AO CONTROLE DE SISTEMAS DE POTÊNCIA MULTIMÁQUINA 
4.1 - Introdução 
` . 
Neste capítulo, generaliza-se as leis de controle 
deduzidas no capítulo anterior para o caso de um sistema de potên 
cia constituido por n máquinas interligadas. 
Utiliza-se um modelo não linear que considera o
O 
efeito das variações das voltagens geradas, mas, que não inclui o 
efeito de polos salientes explicitamente no desempenho de cada má- 
quina síncrona.
~ Com o objetivo de_nao tornar este trabalho demasia- 
damente longo, é estudado, apenas, o caso em que a entrada de con- 
trole u(t) ê gerada através de um pré-filtro. 
4.2 - Modelo do sistema
- O modelo matemático de um sistema de potencia cons- 
tituído porrxnáquinas interligadaautilizado neste trabalho, é uma 
generalização do modelo utilizado no capítulo anterior, mas não in- 
clui-se o efeito de polos salientes explicitamente. Este efeito é 
levado em consideração na constante de amortecimento da equação de 
oscilação [51]. O modelo ê similar ao utilizado por Kakimoto e ou- 
tros [50], e encontra-se de uma forma mais detalhada no apêndice B.
I
\
onde 
Ai(x)=
A 
azi 
asi 
a4i 
asi 
asi 
-_ ._ Ç 
Escrevendo as equações na forma vetorial, tem-se' 
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ic =A(x)À~Bu, xeM= õn 
X1 
x= ' 
XII 
An(x) 
[-E i*Efdi 
(_ 
A1(x) 
A(x)= : 
n . 
-Õ. . P .- ..E [ 1w1+ ml š=1Y13 
+(Xdi-X' 
P +P )/T mi gi 
-P . T . 91/ 91
0 
ue ue1 ug1 
ll: ¡ ue: 
E 
' ug: 2 
ug üen vugn 
Q: ¡.:. 
Efâi/Tei 
p. 
U1 
R (4.1) 
L_l-M 
:S 
\_1. 
ti 
T . 
}l 
Xi=(ôirUJilEiIEfdi:Pmi:Pgi) , 1=1,...,I1 
a1i wi 
sen(ôij+6ij)-Pvil/Mi 
=1YijEjcos(ôij+6ijfl/T'doi 
1=1,...,n 
(4.2) 
fl 
, U ,U É R e 9
K .
 
' 
ao 
B , 11 B21 
B: B1'_ooo]B2n = . 
B1n B2n 
¿ 6n x 2n 
0 0 ... O ... 0 
O 0 ... O ... 0 
o' o ... o ... o 
= ,i=1,...,n 
o o ... kei/Tei ... o 
O O ... 0 ... 0 
B11 
0 0 . ... O ... O (õxn) 
lei 
izësima coluna . 
`b o ... o ... 6' 
o o ... ~ o ... o 
o o ... o ... o 
B .= i i=1 ... n 21 o o ... 0 ... o 
' ' ' 
O 0 ... O ... O 
0 0 ... 1/T i ... O . _ ~ g _(6xnf 
i¬ësima coluna 
São escolhidos os ângulos rotóricos õi e as volta- 
gens geradas Ei como saídas controláveis do sistema. Da mesma fo; 
ma que no capítulo anterior, nota-se que õi e Ei são duas variá- 
veis importantes de cada máquina síncrona e os ângulos rotóricos 
Gi tem um importante papel em análise de estabilidade de um siste- 
ma de potência. Além do mais, se as saídas õ¡_e E,,i=1,...,n, sãoi
¡
J 
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funções analíticas e conhecidas sobre um certo intervalo de tempo, 
~ ~ 4 entao, esta informaçao e suficiente para determinar univocamente o 
vetor de estado completo x(t) para cada t sobre este intervalo(pr9 
~ ¢ - cesso de continuaçao analitica-apendice A). 
Seja o vetor de saída 
' 
E 2n y(t)=C(x)= z Y(t)2 R . (4.3)
6 
0 ` . 
Onae '
T E = (E1,...,En) , E512”
T 
õ = (ô1,...,õn) , ôzan
I 
Observa-se que m=2=2n
A 
4.3 - Inversão do,sistema 
Aplicando o algoritmo de inversao descrito no capí- 
tulo 2, para o sistema (4.1)-(4,3), obtém-se a seguinte sequência 
de sistemas. Considera-se PVi=0, i=T,...,n. 
Sistema 1: Ê = A(x)+B11 , M1=R6n (4.4) 
z1=C1(x)+D1u 
onde - ' 
E(1) - 
-21:21: (1)
ô 
~ T C1(X)=C1(X)-:(3311--~ la3n;w1l°~~ lwn)
o
w-
eD 
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r 
o(nxn) O(nxn) 
1: 0 (nxn) 0(nxn) 
Ro(x)=RO=I(2nX2n)(matriz identidade de ordem Zn)
I 1:0 
K1(X)=K1=J =I 
1 (2nx2n) ' 
Sistema 2: à=A(x)+B11 , M2=R6n 
onde 
z2=C2(x)+D2u (4.5)
z
C 
E2 E(2) 
2: â : 
z2 5 
~ Õ2(x) 
2(x)= Â 
C2‹×› 
. c2(×)=[¢21‹×›,...;¢2n(×)1T 
, 
Il 
°2i(X)={”a3i*a41*(Xai'x'ói)Ê 1Yij[a3j°°S(Õ1j *°1j)`
Õ 
-Ej(a1i-a1j)sen(¿ij+9ij)]}/T'dOi, i=1,...,n 
2‹×›=[a21‹×›.....a2n‹×›1T
.W
G 
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L(nxn) 0(nxn) 
D:2 
0(nxn) o(nxny 
. A . . L = dlagonal (2ii)- d1agona1(kei/\TeiT'dOi)) 
R1(X)=R1=I‹2n×2n) 
I`2=1'1 
( › 
H2 o 0 I(nXnƒ 0 
K X‹:K : : 2 2 J2 O O O I(nXn) 
onde O representa uma matriz nula nxn¬ 
Sistema 3: â=A(x)+B11 , M3=R6n ' 
onde 
=C3(X)+D3u (4.6) 
E3 E(2) 
Z3= 
ã3 
: 
6 (3) 
à 
Õ3(x) 
C3‹x)= 
Õ3(x) 
C3(×)=C2(X) , 
'63 ‹›<›= ‹õ31 ‹×› . .õ3n‹›‹› ›T 
_ _ _1 . n . c3i(x)-Mi {-dia2i+a5i-š:1Yij[(a3iEj+Eia3jL 
seflôij+6ij)+EiEj(a1i-a1j)cos(ôij+9ij)]},i=1,...
l
G 
sistema 4z â=A(×›+Bz1, M4=R6“ (4 7) 
onde
Z 
R2(X)=R2=I(2nx2n) 
r3=I'1 
H3 O 0 I 0 0 0 K3(X):K3= ¿ (nxn) 
J 0 O O 
4=C4(x)+D4(x)u 
__ 
E‹2›` 
Z :Z = 4 4 
ô‹4› 
Õ2(x) 
C (x)=Õ (XY: V 4 4 õ4‹×› 
~ ~ ~ c4(x)=(¢ (x),...,¢ (X 
~ 1 A ' ._1 °4i(X›"M1 f'd1°3 
+2a .a .+E c .-E E 2 . 31 33 1 23 1 j(a11'a1j) ]Se“(ôij*°ij) * 
_ 1 
+[2( 
.cos(ô.. 
L O 
D4(X)= (nxn) 
M N
\_ 
¡~ u o ¡n 
T . 
41 4n ))
A
l 
4 
mn 
1 
n _ i*Tt1("a51*aõi)`§= Y--{Í° E + 
1 13 2i j 
a3iEj+Eia3j)(a1i-a1j)+E.Ej(azi-a2j)]. 
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(nxn
' 
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N = diagonal (nii)êdiagona1(1flMiTtiTqi),i=1,,,_,n 
M = (mij),i,3=1,...,n 
. .n
. 
m1Í`ke1[Y11Eise“°ii*§=fY1jEjSe“(ô1j*eij)1/(M1T'ào1Tei)' 
i=1,...,n 
\
. 
~mij=-kejYijEisen(6ij+eij)/(MiT'dojTej),i,j=1,...,n,i# j 
e . 
R3(X)=R3=I‹2n×2n›
O 
r4:2n=£ 
~ o o o o o' 
K (X)-K -H - 
O 0* %“Xn) 
4 
' 4* 4” 
O O 0 0 O O O I 
. 
, 
~ (nxn). 
De acordo com o algoritmo de inversão, tem-se a or- 
dem de rastreamento 3=4 e pode-se verificar facilmente que 
BiAjRk(.);0 em M=R6n para todo 0§k;2,~0§jé2Çk e i=1,...,2n. Por-
z tanto, o sistema de potencia multimáquina ê inversível para todo 
xo; M4=R6n. Segue que, qualquer função vetorial analítica f(t) pg 
de aparecer como uma saída do sistema de potência, desde que, pa- 
ra um dado estado inicial xo, a condiçao (2.8) seja satisfeita.' 
Do sistema 4 tem-se ainda 
-1 
* _1 
L 0(nxn) 
D4 (X)=D (X)= _1 _1 _ _1 4 -N ML N
Í;
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onde L_1=diagonal(l¿i_1), N_1=diagonal(niš1)etJ_1ML_1 = 
_ -1 -1 . ._ - )¡l¡]-1¡¢z¢¡nú
~ 4.4 - Aplicaçao-do método 1 para a reprodutibilida- 
de funcional assintótica 
Seja xo o estado do sistema de potência multimáquif 
na correspondente ao estado após uma falta severa e que deseja-se 
« â Q o * 1 * * levar o sistema para o estado de equilibrio x . Sejam E e 6 os
A valores das voltagens geradas e dos angulos rotóricos corresponden 
* T T T tes ao estado x . Define-se f(t)=(E*'zõ* ) . Da mesma forma que
I 
no capitulo anterior, pode ser facilmente verificado que f(t) não 
satisfaz a condição(2.8)e, portanto, torna-se necessária a utiliza
~ ção de uma funçao g(t) para garantir a reprodutibilidade funcio- 
nal assintótica de f(t). - . 
Considerando que apenas o estado inicial xo do sis- 
tema de potência ê disponivel, torna-se necessária a utilização 
de um pré-filtro para gerar o controle requisitado. Então, para o
~ rastreamento assintótico de f(t), pode-se escolher qualquer funçao
~ vetorial analítica g(t), desde que, a condiçao (2.11) seja satis- 
feita e šim g(t)=0. Serão utilizadas funções vetoriais g(t) com 
as formas dadas em (2.9),(2.13) e (2.14). Nota-se que si=2 para 
i=1,...,n e si=4 para i=n#1,...,2n. 
Seja 
g1(t) 
g‹t›= , g1‹t› e g2‹t› ER”. 
g2(t)
n
C
Define-se o vetor do sinal de referência como 
13*' u E 
A 
+ g1(t) r(t) 
f(t)+g(t) = = 
Õ *'92 
Desde que as hipóteses do Teorema (2.3) sejam -
~ tisfeitas, entao, existe um controle, tal que a saída_do sistema 
(4.1)-(4.3) converge assintoticamente para f(t) se (2.11) é verda- 
‹t› õr‹t› 
' ~ ^ ~ deira. Para a determinaçao dos parametros da funçao g(t), utili-
~ za-se as equaçoes (4.3),(4.4),(4.5) e (4.6) e escreve-se (2.11 
forma vetorial. ~ 
Assim, - 
Er‹o› 
õr‹o› 
Er(1) (0)
: 
6 (1)(0) 
r . 
(2) ör (0) 
Nas simulações efetuadas sao utilizadas funçoesg(t) 
com as formas dadas abaixo 
E(0) 
ö(0) 
C1(xO) ( 8) 
õz (xo) 
Q. 
C3( XO ) 
._ ' _. .z í
\
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19 caso: Seja g(t) da forma dada em (2.9), assim 
_ 
_a1t ' 
e (k1o1A* k111t) 
(k10n + k11nt) 
_ 
-ant
e 
e 81t(k' + k t + k t2 + k t3) 201 211 221 ` 231 
g2(t)= 
e_B“t(k 4 k t ; k tz 4 k t3) 
- -~ 20n 21n 22n 23n 
_- _. 
onde ai> O e 6i> 0, i=1,...,n. 
Utilizando (4.8) obtem-se, para i-1,...,n,
* 
k1oi=E1(°)'Ei 
k11i=a3i‹Xo)* °1k1oi
* 
=Õi(0)¬ - kzoi 51 4 1o 
k21i=“i(°)*Bik2oi 
. 
_ 2
' 
k221=°'5(a2i(X0)'B1k2o1*261k211)
, 
3 2 
k231=(°31(Xo)*B1k2oi“ 3B1k21i*6Bik22i)/6 
29 caso: Seja g(t) da forma dada em (2.13), assim
B1
40 
89 
e_alt(klllsenlllt+kl2lcosÃllt) 
91(t)= 
-ant 
,
' 
e (k11nsen¡1nt+k12ncos¡1nt) 
(4.11) 
"* .- 
-6 t 
A 
. .
. e 1 (k211senÀ21t+k221cosÀ21t+k231senÃ31t+k241cosÀ31t) 
92<t)= 
e'Bnt(kz1nsenÀ2nt¿k22ncosÀ2nt¿k23nsenÀ3nt#k24ncosÀ3nt) 
Onde Ui >0 e Bi >0, i=1,...,n. 
Utilizando (4.8) obtém-se, para i=1,...,n, 
~ * 
k11i=[a3i(Xo)*“i(Ei(°)'E1)1/X11 
k121=E1(°)'E:
. 
- 2 
é 
2 2 2 k21i=[c3i(xo)+36ia2i(xo)+(3Bi+Ã3i )wi(O)+Bi(Bi+À3i)(Õi(0)- 
* 2 2 
1< -fa ‹× ›¬Lzô w ‹o›¬L‹B2n 2›‹õ ‹0›-‹S*›1/H 2-À 2› 221" 2i o i i i 3i ' i i 31 2i 
~ 'k 
k231=[“1(°)*B1(ô1(°)'51)'k21i*21]/À31 A 
* . 
k24i=ô1(°)`ôi'k22i 
°“de X21 * *si e À1i' Àzi' X31 * 0°
U
.r 
90 
39 caso: Seja g(t) da forma dada em (2.14), assim 
g1‹t)= ' 
g2(t) 
onde 
k12i 
k11i 
onde 
k11 'i 
k12i'
G 
--OL t -À t --À t 1 111 ^ 121 e (k111e +k121e 
Q
)
0 
-a t -Ã t -A t 
. n ~ 11n' 12n - e (k11ne +k12ne ) 
'1 _.. 
_'-B t -À t _Ã t -Ã t -Ã t
M 
1 1211 ~ 221 ~ 231 ~ 241 e (k211e *k221e *k231e *k241e ) 
.
, 
e”Bnt(k e'Ã21nt¿k e`Ã22nt~k e`À23nt›k e`À24nt) " ' 21n * 22n * 23n * 24n . 
Gi >0 e Bi >0, para i=1,...,n. 
Utilizando (4.8) obtém-se, para i=1,...,n, 
=k12i'/(Ã12i`111i) 
=k11i'"k12i 
O
* 
=Ei( )'E1 ` 
~ (4.14) 
:_ _ 'x a3i(Xo) (“i* 111)k11i' 
(4.13)
91 
: ' _ _ ..- k241 k241 /[(^24i ^21i)(^241 *221)(*24i ^231)] ~ z 
23i i 2 i 2 i 2 i 22i 2 1 2 i i 231 22i 
k =[k23 '-(À 4 -À 1 )(À 4 -À )k 4.1/[(À 3 -x21 )(À .-À )] 
k22i=Íkzzi'"(^23i`^21i)k231“(^24i"^211)k24i]/(^22i`^211) 
k211=k21i"k221"k23i'k241 2 
onde 
. 
`
o
* 
k22i'=“i(°)“‹Bi*^211)k21i' 
2
| k231'=a21(Xo)'(Bi*^211) k21i'“(2Bi**21i*^22i)k221 
- 
_ 3 k241'=`°3i(X0)'(B1**21i) k21i"[3B1(B1*^21i**22i)*^21i*221* 
~ 2~ 2 - ~ .~ ‹ 
` *^21i *À221 ]k22i"(3Bi**21i*^22i*^23i)k23i'
‹G 
*11i**12i' 
*211¿Ã22i*À23i*À24i' 
*111'*12i'^211'^22i'^231'^24i >°' 
Para gerar g(t) conforme as equações (4.9),(4.11) 
(4.13), utiliza-se um pré-filtro (sistema inverso â direita) 
acordo com (2.12). Então, o pré-filtro assume a seguinte forma 
() 
¶. ‹4.15) 
, 
1 
Er(2)(t) 
i(t)=Ã(â)+BD4(â)= 
(4) t 
, §(0)=XOe M4=R6n
I
' 
92 
(2) Er ‹t› 
§‹t›=ê‹^›+D'1‹â› X 4 
6 (4›.(t) I' 
.___ _1_` Desde que C(x)=-D4 (x)C4(ã), obtém-se 
A _1 _ À _1 Erf2›‹c› u(t)=y(t)= _ D4 (i)C4(x)+D4 (â) '“ (4.16) 
r ( ) 6 
(4) t 
e, decompondo u(t), fica-se com a seguinte lei de controle 
ue(t) L`1(-É2‹›2)¬LEr(2) (t)) 
Mt): u (t) = N`1ML`1( E (^› 'E (2) (1-_›) 'N`1( Õ (>2)¿ô (4) (t)) (4'l7) g _ _ 2 X + r + ~ 4 r 
onde u1(t) e u2(t) z RÊ 
Sejam Eri(t) e 6ri(t) os 1-esimos elementos de 
Er(t) e ôr(t), respectivamente. Então, os sinais de controle 
atuando na excitaçao de campo e na governadora, obtidos a partir 
de (4.17), são 
/i=1 1 . . o rn 
n -1 -1 _ - (2) À 1 ~ À ugiz-š:1[nii mijljj (-c2j(x)+Erj (t))]+nii (-c4i(x) + 
+õri(4)‹t››, i=1,.{.,n. 
Portanto, a trajetória do sistema (4.1)-(4.3) ini- 
ciando em xo, x(t,u,xO), converge assintoticamente para o estado 
* ~
. de equilíbrio x quando t + Q
I.
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Da mesma forma que para o caso de um sistema de po- 
A , - ~ tencia maquina-barramento infinito, e obtida uma expressao explíci 
ta para a entrada de controle. 
Para as simulações é utilizado o sistema de potên- 
cia, constituido por 3 máquinas interligadas, dado em [51].
~ Supoe-se que ocorre uma falta próxima ã primeira má 
quina e que, inicialmente, as duas outras máquinas não sejam afeta 
daS¡_ _ . _ _ um 
. Seja o estado de equilíbrio desejável 
'k 
X =(2,27°;0;1,06:1,08;0.72;0,72;19,73°;0;1,o5;1,32;1,63;1,63fl3,1šÍ 
0;1z02í1z0470,35;0,35)T Correspondente a Pè1*=0,72, Pe2*=1,63 e 
Peg = 0,85 e que a falta perturba õ1(0),w1(0) e E1(O). Seja 
×‹o)=‹25°;2oo°/S;o,85;1,o8;o,72;o,72;19,73°;o;1,o5;1,32;1,õ3;1,ô3; 
13,18°;o;1,o2;1,o4;o,85;o,85›T. 
Deseja-se transferir x(0) para x*. Os parâmetros
~ livres das funçoes g(t) dadas em (4.9),(4.11) e (4.13), devem 'ser 
escolhidos adequadamente para a obtenção de boas respostas da saí- 
da. 
Para g(t) dada em (4.9), são utilizados os seguin-
A tes valores para os parametros livres: a1=3,O, a2=1,0, a3=1,0, 
61=6,4, 82á15,0 e B3=35,O. A figura 4.1 apresenta a resposta do 
sistema. ~
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Figura 4.1. Resposta a uma perturbação no_ estado 
inicial-g(t) da forma dada em (4.9). 
4.1.1. 51,62 6 53 
4.1.2. 61, 62 e 63 
4.1.3. E1,E2 e E3 
4.1.4. Efâ1,Efd2 e Efd3 ° 
4.1.5. Pm1, Pm2 e Pm3 
4.1.6. Pe1, Pez e Pe3 
A figura 4.2 apresenta a resposta do sistema com a 
utilização de g(t) da forma dada em (4.11). São utilizados os se- 
guintes valores para os parâmetros livres; u1=3,0, a2=1,0, a3=1,O, 
e1=õ;4,-e2=15,o,~e3=35,o,-x1¿=o,1, À12=4,o, x13=4,o, x21¿0,3, 
À22=7,o, x23=7,o, x31=o,4, x32=13,o e x33=13,o. 
40 
OU 30 
Ç? 
.. 62 5220 
N 63 
fH0 
0 õ| 
O . 
0 | 2 3 4 
tempo,s 
(4.2.1)
R
, zoo¡ 
¡50;
, 
qrou/Q 
IO0 
_¿p so 
..š' 
- o 
z 
,E2,.E3, 
9.0
8 
5 
-Z 
QT qa 
. sp 
,sfa¿Le‹ú3,p.u 
1° 
1» 
O 
UI 
_'fi 
tempo, 
(4.2.2) 
-L_.íl ` 
o 
_ 
H: 2 3 4 
tem p0,s 
(4.2.3) 
efa,
2 
nu EM3 lp 
tempo,s 
(4.2.4) 
..; 
_5o ôl 
o 1 2 3 Q
S
H 
E3 
efaz 
O I 2 3 4 
' 97
r
‹
98 
. gp a
. 
¿ Pmz 
Pmy 
-C. 
G. 
5' Q5 Pm¡K
O 
O I 
_ 
2 3 4 
tempo,s 
‹z_1.2.5› 
40 
5 P02 
'Z 1.5 
¿o a Pe 
Q g0 3 Q . K _ 
J; qs P8 
“_ I
O 
O I 2 3 4 
lempo,$ 
‹4.2Lõ› ' 
Figura 4.2. Resposta a uma perturbação no estado 
inicial-g(t) da forma dada em (4.11). 
4.2.1. 61, 62 e 63 
Q 0 ø 
4.2.2. ô.¡, «S2 e ô3 
4.2.3. E1, E2'e E3 
4.2.4. Efd1, Efdz e Efd3 
4.2.5. Pm1, Pmz e ?m3 
4.2.6. Pe1, Pez e Pe3
C
com a utilização de g(t) da forma dada em (4.13). São utilizados 
a3=1,o, e1=6,4, õ2=15,o, õ3=35,o, À111=o,o5, x112= 1 
x113=o,1, x121=o,o7, z122=o,2, ¡123=o,2, à211=o,o5, ×212= ,1 
*213=°'1' ^221=°'°7' ^222=°'2' *223=°'2' *231=°'°9' *232= 
^233=°'3' *241=°'11' ^242=°'4 e *243=°'4° 
Na figura 4.3 encontra-se a resposta do .sistema 
os seguintes valores para os parâmetros livres: a1=3,O, a2=1 O 
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Figura 4.3. Resposta a uma perturbação no estado 
à 
inicial-q(t) da forma dada em (4.13). 
4.3.1. 61, 62 e 63 
4.3.2. 61, 62 e 63 . 
4.3.3. E1, E2 e_E3 
4.3.4. Efd1, Efdz e Efd3 
4.3.5. Pm1, Pmz e Pm3
' 
4.3.6. Pe1, Pez e Pe3 
Através da observação das figuras 4.1, 4.2 e 4.3, 
pode-se concluir que: 
- as Variáveis de estado õ, w e E da 1ê máquina re- 
tornam rapidamente aos seus valores de equilíbrio, 
enquanto as respectivas variáveis de estado da 2? 
e 3êmaquinas permanecem praticamente inalteradas 
em seus valores de equilíbrio. Assim, consegue- 
se isolar a falta ocorrida na 1ë máquina das ou- 
tras máquinas.
_
Q:
' 
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- são obtidas respostas bem amortecidas para ô, w e 
E da 1ê máquina. 
- as magnitudes de controle requisitadas são mode- 
radas nas simulaçoes efetuadas. 
- cada máquina controla seu próprio ângulo rotórico 
e sua própria voltagem gerada. 
De uma forma análoga ao capítulo anterior, pode-se
A realizar uma análise do efeito de conhecimento inexato dos parame 
z -z tros e do estado inicial do sistema, alem do efeito de variaçoes 
nas demandas de carga. 
4.5 - Conclusoes- 
Neste capítulo generalizou-se a aplicacao dos resul 
tados para a reprodutibilidade funcional assintótica, em um siste- 
ma de potência constituido por n máquinas interligadas, no caso em 
que apenas o estado inicial x(O) do sistema era disponível. Con- 
clusões semelhantes àquelas obtidas no capítulo anterior, para o 
caso de um sistema de potência máquina-barramento infinito, podem 
ser imediatamente estendidas. 
Deve-se salientar que cada máquina controlou seu 
próprio ângulo rotórico e sua própria voltagem gerada, através do 
controle da saída da turbina e da voltagem de campo. 
Foram realizadas simulações para um sistema de po- 
tência com 3 máquinas interligadas, submetido a uma falta próxima 
ã primeira máquina. Verificou-se que o sistema rapidamente atin- 
giu o estado de equilíbrio desejável, partindo do estado-perturba
Q 
' K'
103 
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do x(O), e que as magnitudes de controle requisitadas foram modera 
das. Além disso, conseguiu-se que as variáveis de estado 5, w e E 
da 2? e 3% máquinas, permanecessem aproximadamente constantes em 
seus valores de equilíbrio e, assim, aproximadamente isolou-se a 
falta ocorrida na 1? máquina das outras máquinas. 
O estudo de faltas que afetem severamente várias 
máquinas de um sistema de potência interàigado, assim como, a gene 
ralização da estrutura de controle por realimentaçáo -de estado, 
quando o estado x(t) é conhecido em todo o período de controle, 
~ . ~ sao importantes problemas e sao deixados como perspectivas para 
futuros trabalhos. A análise da influência de ruídos, como varia- 
~ ^ çoes nas demandas de carga,e da influencia de conhecimento inexa-
A to dos parametros e do estado inicial do sistema, podem ser desen 
volvidos de forma análoga ao capítulo anterior. ~ 
Para finalizar, sabe-se que para a síntese das leis 
de controle, precisa-se do valor de x(O), quando o pré-filtro ë 
usado, e do estado x(t) durante todo o período de controle, quando 
utiliza-se realimentação de estado. Portanto, a determinação do 
estado com o mínimo possível de medições, e/ou a minimização dos 
dados medidos enviados de uma área para outra, para permitir a sin 
tese dos controladores, são problemas de considerável interesse 
prático. * 
¿.
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C A P Í T U L O 5 ‹ z 
APLICAÇÃO AO CONTROLE ORIENTAÇIONAL DE SATÉLITES 
' 5.1 - Introdução - 
, Neste capítulo,apresenta-se a aplicação dos resul- 
tados para a reprodutibilidade funcional assintótica no contro- 
le orientacional de um satélite contendo três rotores simêtricos 
em uma órbita circular. É utilizado um modelo não linear bastan- 
te complexq e o controle orientacional é desenvolvido para os 
^ Q ~ z tres angulos de orientaçao_ia,g ey-) simultaneamente. Isto e ob-› 
tido através do controle dos momentos aplicados pelos rotores. ao 
satélite. . 
Utiliza-se realimentação de estado na síntese da 
lei de controle, tendo em vista a relativa facilidade para a ob- 
tençaó das variáveis de estado durante todo o período de contro- 
le. 
São efetuadas várias simulações para a transferên- 
cia de estados arbitrários para um estado de equilíbrio desejá- 
vel.
0 
5.2 - Modelo do sistema
A ' O modelo matemático de um satélite contendo tres 
rotores simêtricos em uma órbita circular, utilizado neste traba-
L
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lho, é similar ao usado por Anchev [54],e encontra-se de uma
A forma mais detalhada no apendice B. Meirovitch [57] apresenta um 
estudo bastante abrangente sobre este modelo. 
Escrevendo as equaçoes na forma vetorial, tem-se 
g=A(x)+B11 , xeM=R12-{xeR12|6 =(2k+1)n/2, k=0,Í1,Í2,...} (5.1) 
onde 
X=;_(0l/.B1Yr¿01r(1)2rw3I¢1r¢2/¢3/¢-I/¢2/¢á).T 
. 
T _ A(X)=(a1'a2'a3'a4'a5'aõ'a7'a8'a9'a10'a11'a12) 
a1=(wzcosy-w3seny)/cosB~wO d 
a2=w2seny+w3cosy
e 
a3=w1-tgB(w2cosy-w3seny)
2 a4= {[3wo (cosaseny+sendsenBcosy)(cosacosy- senasenfiseny)-w2w3L 
JI3-l2)+J2¢2ä-J3¢3w2+Td]}/(T1-J1) 
a5={[3wO2(-senacosfi)(cosacosy-senasenfiseny)-w1w3](I1-I3)%J3¿3w1- 
'J1¢1“3*Tâ2}/(I2`J2) 
a6={[3wo2(-senacosfi)(cosaseny+senasenBcosy)¿w1mz](I2~I1)+J1¢1w2- 
'Jé¢2“1*Td3}/(I3'J3) 6 
a7=¿1 
as=¿2 
a9=¢3 
a1o=`a4 
a11='a5 
a12='a6
v
" 
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U 
. 
1
, 
u = “2 , uz R3 ‹5.2› 
U 3 › 
o ' o o 
o_ o o 
o 0 o 
1/(J1-I1) 0 0 
o 
' 
1/‹J2-12) o 
B=[B1 B2 B3] =_ 0 0 ' _ 1/(J3-13) 
= o 0 0 
0 0 O 
O O O 
I1/[J1(I1-J1H O ' 
u
0 
0 o 13/[J3‹1:3-J3›1 
~ À A ~ Sao escolhidos os tres angulos de orientaçao a, B e 
Y como saídas controlãveis do satélite. Nota-se que a , B e Y são 
3 variáveis importantes do satélite e que determinam unhmmammue a 
orientação do satélite em cada instante. Além do mais, se as saí- 
~ ~ das a, B e y sao funçoes analíticas e conhecidas sobre um certo 
intervalo de tempo, então, esta informação é suficiente para deter 
minar muyocwmmte o vetor de estado x(t) (exceto os ângulos ¢i, i = 
l,2,3,que não são importantes no controle orientacional) para Cada 
t sobre este intervalo (processo de continuação analítica-apendice 
A). ›
E
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Seja o vetor de saída 
(X 
y‹t›=c‹›<›=[¡_z”, y‹t›@R3 ‹5.3› 
'Y 
Observa-se que m=£=3 
5.3 - Inversao do sistema 
Aplicando o algoritmo de inversão descrito no capí- 
tulo anterior para o sistema (5.1)-(5.3)¡ obtém-se a seguinte se- 
quencia de sistemas. Considera-se Td1=Td2=Td3=O. 
Sistema 1: 
â=A(x)+B11, M1=M 
(5.4) z1=C1(x)+D1u 
onde _ 
(1) 
_.. _ (X. ZFZ1" (1) 
,B 
(1) 
Y .- 
_ 
a1 
C1(x)=C1(X)= ag 
aa 
«- 
. o o o 
D1: o o o 
o o o
e
L
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Ro(x)=RO=I(3X3)(matr1z ldentidade de ordem 3) 
r1=0 
._. 
'1 o o 
K1‹×›=K¿=J1= o 1 o 
O O 1 
Sistema 2:
` 
‹ . 
>'<=A(x)+Bu , M2=M1=M (5.5) 
z2=c2‹×›;D2‹×›u 
` _ a‹2›
- 
22:22: (2) -
e 
(2)
Y 
onde 
E21(X) 
C2(x)=Õ2(x)= É22(X) 
E23(X) 
021(x)={cosY[a2w2senB+(a5-a3w3)cosB]-senY[a2w3senB¿(a6¿a3w2)cos8]}/ 
/cos2B 
C22(x)=cosy(a6+a3w2)+seny(aš-§3w3) 
_ 2,À . . _ c23(x)=a4-(wzcosy-w3seny)a2/cos B+tgB[cosy(-a5+a3w3)+senfia6+a3w2)]
¡ u
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O cosY/[cosB(J2-I2)] -seny/[cosB(J3-I3)] 
D2(X)= 0 senY/(J2-I2) cosY/(J3-I3) 
1/‹J1-11) -tqe¢QsY/‹J2§12) tqssenv/‹J3-13)
G 
R1(Ê)=R1=I‹3×3› 
r2=3:Qz 
- o o o 1 o o 
'K2(X)=Kz=H2= o o o o 1 o 
' 
o o o o ' o 1 
De acordo com o algoritmo de inversão, tem~se a or- 
dem de rastreamento B=2,e pode-se verificar facilmente f que 
_ 12 BiA3Rk‹.)=o em M=R -{xâR12le=‹2 k+1›w/2, k=o,11,:2,...) para 
k=0 , j=O e i=1,2,3. Portanto, o sistema é inversível para todo 
xOeM2=M. Segue que, qualquer função vetorial analítica f(t) pode 
aparecer como uma saida do satélite, desde que, para um dado esta- 
do inicial xo, a condição (2.8) seja satisfeita. ' 
Do sistema 2 tem-se ainda 
senB(J1-I1) O J1-I1 
* _.1 D2(x):D2(x) = cosBcosY(J2-I2) senY(J2-12) O 
¬cosBsenY(J3-I3) cosY(J3-I3) 0
E
«I 
110 
_ 
5.4-Aplicaçãc›do método 2 para a reprodutibilidáde 
funcional assintótica 
¬ 'k
. Sejam xo e x os estados do satelite corresponden- 
tes a uma orientação arbitrária qualquer e a uma orientação de 
equilíbrio desejável, respectivamente. Deseja-se levar o satelite 
' 'k *k *k * V ° de xo para x . Sejam a ,B e Y os angulos de orientaçao corres- 
' 
~¡‹ pondentes ao estado de equilíbrio x*. Define-se f(t)=(u*, 6*,Y )Ê 
Pode ser facilmente verificado que f(t) não satisfaz a condição 
(2.8). Considerando que o estado do sistema ë disponível durante 
todo o periodo de controle, utiliza-se realimentaçao de estado pa- 
ra garantir a reprodutibilidade funcional assintótica de f(t). Des 
de que a condição (2.18) ê satisfeita, pode-se utilizar a equação 
~ ~ (2.19) e, com a introduçao'de integradores, a equaçao (2.21), para 
gerar a entrada de controle u(t). 
Como foi visto no capítulo 2, a utilização de uma 
~ ' funçao vetorial analítica conveniente g(t), com lim g(t)=O, tem a 
. 
t-+00 _ 
finalidade de melhorar o desempenho transitório das respostas da 
saída do satélite. Portanto, não há mais a necessidade de que a
~ condiçao (2.11) seja satisfeita, para garantir a reprodutibilidade 
funcional assintótica de f(t). Desde que o desempenho do sistema 
com a utilização de g(t)=O, nas simulações efetuadas, é considera- 
do bom, define-se o vetor do sinal de referência como sendo, sim- 
plesmente
à 
(1 Q* r
. 
(Í) = f(t) = * Br 3 
Yr(t) Y*
Ç!
J 
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Utilizando as equações (2.21) e (2.22), obtêm-se 
ra u(t) a seguinte expressão 
' (2)* (1) (1) ' _C21(X)+ar +p12(ar -Q )+p11‹ar_a)+V1 
u‹t›=n;1‹×› -E22‹x›+e;2)¿p22‹s;1)_ô(1)›;p21(sr-ô›+v2 15.6) 
› O - A ‹2›› ‹1› ‹1› ~ ~ -c23(x)+Yr +p32(Yr -Y )+p31(Yr-YW+V3
6 
V1(1)=p1o(“r'“) 
v2~‹1› 
- ~v3(1)=p30(Y¿~Y). 
Substituindo u(t) dada em (5.6) no 6-ësimo sistema 
(5.5), obtém-se _ . 
2 - 1 1 ~ A « ‹2›"‹› `‹›‹› a ur +p12(ar -u )+p11(ar-a)+v1 
§2)
J 
Diferenciando a equação (5.8) e substituindo v 
v2(1) e v3(1) por (5.7), obtêm-se
C 
zp_ 
_ (2) (1) (1) " Br *p22(8r 'B )*P21(8r'B)*V2 (5 8) 
(1),
1
' 
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(a;a›_a‹3›)+p12(a;z›_u‹2›)+p11(a;1›_a‹1›)+p1o,ar_a):0 
‹ô;3>-ô(3)›+p22‹õ;2)-e(2)›+p21‹õ;1)-õ")›+p20‹ôr-ô›=o (5.9) 
(Y;3›_Y‹3››+p32(Y;2›_Y‹2›)+p31(Y;1›_Y‹1›)+p30,Yr_Y›:Q 
As equações (5.9) podem ser escritas da seguinte 
forma, onde utiliza-se o operador D= -äš-, 
(D +p12D +p11D+p10)(ar-a)=O 
3 2 (D +p22D +p21D+p2O)(Br~8)=0 (5.10) 
3- 2~ ' 
(D +p32D +p31D+p30)(yr¿y)=O 
~ 0 
Os parâmetros píj, i=1,2,3 e j=O,1,2 devem ser de- 
terminados, tal que as três equações de (5.10) sejam estáveis. 
Escreve-se (5.10) da seguinte forma, 
(D}À1)(D2$?€1wn1D#wn12)(ar-a)=0 
(D+À2) (D2+2g2wn2D+wn22) (Br-s)=0 (5.11) 
(D+À3)(D +2š3wn3D+wn3~)(Yr-y)=0. 
O engenheiro de controle está mais familiarizaàocom 
a representação da equação característica de um sistema da forma 
dada em (5.11). Portanto, para a determinação dos parâmetros pij 
de (5.10), compara-se (5.10) com (5.11),e obtêm-se
2 `P1o=^1“n1 
O =w 2#2À E w ~11 n1 1 1 n1 
p12=^1*2¿1“n1
Q
\
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-W 2 920' zwnz 
p =w 2#2Ã E w 21 nz 2 2 nz 
p =À +25 w 22 2 2 n2 
(5.12) 
_ 2 P3o“^3“n3
2 P31=“n3 *2^3¿3“n3 
p32=^3¿2¿3“n3 
Os parâmetros de (5.11) devem ser escolhidos adequa 
damente para a obtenção de respostas desejáveis para a,B e Y. 
4 A trajetória do sistema (5.1)-(5.3), x(t,u,xo),ini_ 
ciando em xo e com u(t) dada em (5.6), converge assintoticamente 
*k para o estado de equilíbrio x quando t+w . Observa-se que e ob- 
tida uma expressão explícita para a entrada de controle.
z 
Com a utilizaçao de u(t) da forma dada em (5.6), on 
de são introduzidos integradores na lei de controle, observa-se um 
bom desempenho do sistema na presença de torques de distúrbio 6 
quando existem incertezas no conhecimento dos parâmetros do satêli 
te.
_
* Considera-se o estado de equilíbrio x como o esta- 
do correspondente ã orientação dada por a=B=Y= 0, na qual os eixos 
principais de inércia estão ao longo dos eixos do sistema de refe- 
rência 5[5.4]. Então, x*=(O;0;O;O;wo;0;k¢ ;k¢ ;k¢';O;O;0), onde 
` ' 
1 2 3 ~ ` ~ k¢ ;k¢ ;k¢ sao constantes correspondentes as posiçoes angulares 
1 2 3 - A 
dos rotores. 
Deve ser ressaltado que, no desenvolvimento deste 
modelo para o satélite, apareceu a restrição xeM=R12-{xeR12| B = 
=(2k+1)¶/2, k=0,:1,i2,...}. Conforme [57], podem ser utilizados
l
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outros desenvolvimentos para a modelagem do satélite, onde não apa 
rece a restrição acima citada, mas surgem outras restrições.
~ Sao considerados vários casos de mudança de orienta 
ção do satélite e, para cada caso, são realizadas várias simula- 
ções, correspondentes a diferentes tempos de convergência para o 
* ' ' estado x . É considerado como tempo de convergencia, tconv, o tem 
po necessário para que cada ângulo permaneça entre i 2% do inter-
~ valo de variaçao em torno do seu valor de equilíbrio. 
. Os parâmetros Ãi,§i,wni,i=1,2,3, são escolhidos da 
seguinte forma. 
Para os casos a.1, b.1, c.1, d;1,1e d.2.1: 
_ _ _ -T À1¬À2-À3-0,01 s 
â1=ê2=ê3=0,v 
wn1=wn2=wn3=O,004 rad/S 
Para os casos a.2, b.2, c.2, d.1.2e d.2.2: 
_ _ -1 X1-A2-A3-0,O1s 
E1=€2=š3=0z7 
wn1=wn2=wn3=0,O02 rad/S 
Para os casos a.3, b.3, c.3, d.1;3e d.2.3: 
_ _ _ -1 x1¬À2_x3_0,01s 
ê1=ê2=ê3=0.7 
.wn1=wn2=wn3=0,001 rad/S 
~ ' a-) Transiçao em torno da normal ao plano de órbita 
Considera¬se xo como o estado correspondente ã 
orientação de equilibrio dada por a=l80° e B: Y: Q, A tabela
uz
J 
5;1 mostra os resultados obtidos para a transferência de ¿xo para 
X* e a figura 5.1 a presenta o caso a.1. 
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CASO tCONV paracx ~|u1|MÃX |u2|MÃX |u3|MÁX 
a.1 27 min o 2o,1×1o'3N.m o 
a.2 52 min 0 6,6x10_3N.m O 
a.3 102 min o 
A 
2,o×1o'3N.m o 
Tabela 5.1. Transição em t 
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~ 20,34 ~
x 
O°3 
"' 
13,56 
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"z,°s, O ulø 113 
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(5.1.4) 
Figura 5.1. Transição em torno da normal ao plano 
de órbita - caso a.1. 
5.1.1. 0,8 e y ' 
5.1.2. u›1,u›2 811,13 
5.1.3. ¢1, oz e Q3 
511.4. u1, uz e u3 
b-) Transição em torno do vetor radial local 
Considera-se xo como o estado correspondente á 
orientação de equilíbrio dada por 8=45° e u=Y=0. A tabela 
5.2 mostra os resultados obtidos para a transferência de xo para
* x e a figura 5.2 apresenta o caso b.1.
1
44 
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CASO tCONV parag |u1|MÃX |u2|MÁX 
V 
|u3|MÃX 
_7 _7 _ b.1 27 min 13,õ×1o N.m 13,õx1o N.m 4o,s×1o 5N.m 
b.2 52 min <13,õ×1of7N.m <13,ô×1o`7N.m 1s,o×1o"5N.m 
b.3 102 min <13,6x10_7N.m <13,6x1O_7N.m 5,4x10_5N.m 
(U3, 
grau/3
ON3
_
5 
Tabela 5.2. Transição em torno do vetor radial - 
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Figura 5.2. Transição em torno do vetor radial lo- 
cal - caso b.1. 
5.2.1. G,B e Y 
5.2.2. m1, w2_eíw3 
5.2.3. ¢1l ¢2 e ¢3 
5.2.4. u1, u2 e u3
s
‹ 
~ - ` » c-) Transiçao em torno da tangente a orbita . 
Considera-se xo como o estado correspondente á 
orientação de equilibrio dada por Y=180O e a=8=0. A tabela 5.3 
mostra os resultados obtidos para a transferência de xo para x* e 
a figura 5.3 apresente o caso c.1._ 
CASO tCONV paray |u1|MÃX |u2|MÁX |u3|MÁX 
c.1 27 min 19,8x10_3N.m <13,6x10_7N.m 2,2x1O_4N.m 
¢.2 52 min ô,5×1o 3N.m <13,õ×10 7N_m 1,2×1o 4N.m 
¢.3 102 min 2×1o`3N.m <13,õ×fo'7N.m o,6×1o"4N.m 
ç Tabela 5.3. Transição em torno da tangente ã órbita
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~ Figura 5.3. Transiçao em torno da tangente ã órbita 
-caso c.1. ' ^ 
5.3.1. '“, Be Y 
5.3.2. «¶, wz e'w3 
5.3.3. ¢1, ¢2 e ¢3 
5.3.4. u1, uz e u3
' 
d-) Transição em torno da normal ao plano de órbita, em torno do 
vetor radial local e em torno da tangente ã órbita simultanea- 
mente. 
d.1) Considera-se xo como o estado correspondente ã orientação de
O equilibrio dada por a=18o°, s=45° a Y=18o . A tabela 5.4 mos- 
*k tra os resultados obtidos para a transferencia de xo para x e a 
figura 5.4 apresenta o caso d.1.1. A 
CASO t para Iu IMÃX |u |MÃX |u IMÃX CONV 1 2 3 arBeY 
d.1.1 27 min 32,9×1o'3N.m 22,3×1o`3N.m 2,2×10`3N.m 
d.1.2 52 min 10,8x10 N.m 6,3x10 N.m 0,7x10 N.m 
-3 -3 -3 
d.1.3 102 min 3,3×1o'3N.m 1,õ×1o`3N.m . o,2×10'3N.m 
Tabela 5.4. Transição em torno da normal ao plano 
~ de órbita, em torno do vetor radial lo- 
cal e em torno da tangente â órbita si- 
multaneamente » caso d.1
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_Figura 5.4. Transição em torno da normal ao plano 
de órbita, em torno do vetor radial lo- 
cal e em torno da tangente ã órbita si- 
multaneamente - caso d.1.1. '
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5.4.1. G, B e Y 
~ 5.4.2. w1,w2 e m3 
5.4.3. ¢1,¢2 e ¢3 
5.4.4. u1,u2 e m3 
d.2) Considera-se xo como o estado correspondente ã orientação de 
equilíbrio dada por u=6=Y=O e, x* como o estado correspondente ã 
orientação de equilíbrio dada por a=180O, B=45O e y=180o. A ta 
bela 5.5 mostra os resultados obtidos para a transferência de xo 
para Ê* e a figura 5.5 apresenta o caso d.2.1. 
CASO tcoNv para |ii1|MÃx |u2|MÃx Iu3lMÃx 
a, B e Y 
. â.2.1 27 min 21,3×1o'3N.m 22,s×1o¬3N.m 2,2×1o"3N.m 
d.2.2 52 min õ,s×1o'3N.m ô,8×1o`3N.m o,õX1o"3N.m 
d.2.3 102 min 2,o×1o'3N.m 2,o×1o'3N.m o,1×1o`3N.m 
. V ' V 
z i 
~ ' Tabela 5.5. Transiçao em torno da normal ao plano 
de órbita, em torno do vetor radial lo- 
cal e em torno da tangente â órbita si- 
multaneamente - caso d.2
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Figura 5.5. Transição em torno da normal ao plano 
de órbita, em torno do vetor radial lo- 
cal e em torno da tangente ã órbita si- 
multaneamente - caso d.2.1. '
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5.5.1. G ,B e Y 
5.5.2. w1, mz, e w3
' 
5.5.3. ¢1, ¢2, e.¢3 
5.5.4. u1, u2_ e u3 
Através da observação das tabelas e figuras anterior 
mente apresentadas, pode-se concluir que: ` 
- são obtidas respostas bem amortecidas paraa ,B ey. 
*k - o sistema retorna ao estado de equilíbrio x , a 
_ 
partir do estado inicial x(0), em diversos interva 
los de tempo desejados. Pode-se aumentar ou dimi- 
nuir facilmente o tempo de convergencia, conforme 
a necessidade de tempo para a manobra e, desde que 
seja observada a disponibilidade de potência para 
o controle orientacional do satélite.
_ 
- as magnitudes de controle requeridas, nas simula- 
ções efetuadas, são moderadas. 
e-) Resposta do sistema sob a ação de torques de distúrbio atuando 
no satélite - 
p 
Sao considerados dois casos para o controle do siste 
ma sob a ação de torques de distúrbio atuando no satélite. A figg
1 
ra 5.6 mostra a resposta do sistema sob a ação de torques de dis- 
- . -4 . turbio constantes, Td1=Td2=Td3=13,56x10 N.m. A figura 5.7 mostra 
a resposta do sistema sob a ação de torques de distúrbio estocás- 
ticos. Td1=T 2=Td3 são gerados com a UtiliZãÇãO de um filtro ded 
primeira ordem, excitado por um ruído brando gaussiano ( Apendi 
ce(Í)« Em ambos os casos, considera-se inicialmente`o sistema no
¡.
*k estado de equilíbrio x . Os parametros Ãi,Ei e wni assumem os se- 
` 
guintes valores: 1: 2= 3=0,01 s , €1=š2=€3=O,7 e wn1=wn2=wn = 
=o,oo4 raâ/S. 
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Figura 5.6. Resposta do sistema sob a ação de tor- 
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Figura 5.7. Resposta do sistema sob a ação de tor- 
ques de distúrbio estocásticos atuando 
no satélite.
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5.7.1. Â‹×,e e Y 
5.7.2. m1, m2, e m3 
5.7.3. Td.¡, Tdz e Td3 
Observa-se que é pequena a influencia dos torques de
~ distúrbio no comportamento do satélite. As oscilaçoes apresenta- 
das podem ser mais rapidamente amortecidas, conforme a conveniên- 
A z cia ê a disponibilidade de potencia para o controle, atraves da es 
colha apropriada dos parametros Ãi,gi e wni. As magnitudes de con 
trole requeridas, nas simulações efetuadas, são pequenas. 
f-) Sensibilidade paramétrica .
C ~ z _. ~ 
. . Sao realizadas varias simulaçoes para a Verificaçao 
do efeito de conhecimento inexato dos momentos de inércia dos roto 
res e do satélite. Para o caso de conhecimento inexato dos momen- 
tos de inêrcia dos rotores, são realizadas simulações com incerte- 
zas de 10% em J1, J2 e J3,e a influência é praticamente desprezí- 
vel no comportamento do sistema. Para o caso de conhecimento ine- 
xato dos momentos de inércia do satélite, são realizadas simula- 
ções com incertezas de 10% em I1, I2.e I3,e a influência é peque- 
na. Erros em regime permanente das variáveis de estado são prati- 
camente nulos. Os resultados não são mostrados neste trabalho. 
. 1
~ 5.5 - Conclusoes 
Neste capítulo,foram aplicados os resultados obtidos 
para a reprodutibilidade funcional assintótica no controle orien- 
tacional de um satélite contendo três rotores simétricos em uma Õr 
' 
. 
" 
cf-
.LJQ 
bita circular. Foi utilizado um modelo não linear bastante com- 
plexo e o controle orientacional foi desenvolvido para os três ân- 
gulos de orientaçâo (a ,B G Y ) simultaneamente. Isto foi obtido 
através do controle dos momentos aplicados pelos rotores ao satéli 
te. ' Í 
Utilizou-se realimentação de estado na síntese da 
lei de controle, tendo em vista a relativa facilidade para a obten 
ção das variáveis de estado durante todo o período de controle.
_ 
Foi obtida uma expressao explícita para a entrada de 
controle dada em (5.6). Esta lei de controle poderia levar qual-
* quer xá:M2 para x , em um tempo desejado, se as magnitudes de con- 
trole não fossem limitadas. Entretanto, devido às restrições pro- 
venientes da disponibilidade de potência para o controle do satéli 
te, somente os estados x¿2M2 de uma regiao finita podem ser leva- 
*k 
dos para x em um intervalo de tempo desejável. 
' Para a entrada de controle dada em (5.6), não foi 
necessária a utilização de uma função g(t), pois, os resultados ob 
tidos foram considerados bons. 
Foram realizadas várias simulaçoes correspondentes
~ aos seguintes casos: transiçao em torno da normal ao plano de órbi 
ta, transição em torno do vetor radial local, transição em torno 
da tangente à órbita e estas três transições simultaneamente. 
Foram obtidas respostas bem amortecidas para a,3 e Y 
e as magnitudes de controle requisitadas foram moderadas. 
A utilizaçao de integradores na lei de controle,tor- 
nou muito pequenos os efeitos de incertezas no conhecimento dos 
parâmetros do sistema e de torques de distúrbio atuando no satéli- 
te.
0
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A geração do controle através da construção de um 
pré-filtro, quando apenas o estado inicial for disponível, e ou- 
tras simulações correspondentes a outras mudanças de orientação de 
sejáveis, são deixadas como sugestões para futuros trabalhos. 
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C A P Í T U L O 6 
CONCLUSÕES E PERSPECTIVAS 
Para uma classe de sistemas não lineares multivariš 
~ »~ veis, foi deduzida uma condiçao suficiente para a existencia do con 
trole que gera a saída, a qual tende assintoticamente para uma fun- 
ção vetorial analítica real dada. Para gerar o controle requisita- 
do, foi construido um pré-filtro (sistema inverso â direita), quan- 
do apenas o estado inicial do sistema era disponível. Quando o es- 
`
1 
tado do sistema era disponível em todo o periodo de controle, uti-
~ lizou-se realimentaçao de estado. Os sistemas controlados com o 
pré-filtro, apresentaram uma sensibilidade razoável ao conhecimento 
inexato dos parametros e do estado_inicial dos sistemas e umdesem- 
penho pouco satisfatório na presença de ruídos. 
Para um caso particular em que o controle foi de- 
senvolvido por realimentaçäo de estado, a lei de controle foi modi- 
~ ~ ficada e, com a introduçao de integradores, foi possível a rejeiçao 
dos efeitos de ruídos e de conhecimento inexato dos parametros dos 
sistemas. 
As saidas controláveis dos sistemas foram forçadas 
a seguir formas de onda polinomiais amortecidas, senoidais amorte- 
cidas e exponenciais amortecidas durante o período transitório. 
_ À teoria desenvolvida foi aplicada em sistemas de 
potência máquina-barramento infinito e multimáquina, submetidos a 
faltas severas. Também, foi feita uma aplicação a satélites, con- 
tendo três rotores simëtricos em uma órbita circular, necessitando 
. i=
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de grandes mudanças na orientação de equilíbrio; 
^ ' Para o caso de um sistema de potencia máquina-barra 
mento infinito,utili2ou~se como saídas controláveis, o angulo rotó- 
rico e o fluxo de campo. Através do controle da saída da turbina 
e da voltagem de campo, conseguiu-se que as saídas atingissem os va 
lores de equilíbrio desejáveis. Para efeito de comparação de resul 
tados, o controle foi gerado com a utilização de um pré-filtro e 
por realimentação de estado. 
' As leis de controle obtidas para um sistema de po- 
A , ~ tencia maquina~barramento infinito foram, entao, generalizadas para 
um sistema de potência multimáquina, onde utilizou-se um modelo ma- 
temático mais simplificado. Foram obtidas conclusões semelhantes 
e observou-se que cada área controlou seu próprio ângulo rotórico e 
sua própria voltagem gerada. 
~ ~ 
_ Para a obtençao de mudanças na orientaçao de equi- 
líbrio de um satélite, o controle foi gerado por realimentaçao de 
estado, tendo em vista a facilidade de medição do estado do siste~ 
ma. Utilizou-se como saídas controláveis, os três ângulos de orien
~ taçao e, através do controle dos momentos aplicados pelos rotores, 
obteve-se as mudanças de orientaçao desejaveis. 
Em todas as simulaçoes efetuadas, observou-se a 
grande flexibilidade proporcionada pelo método na obtenção de res- 
postas desejáveis com boas características dinâmicas. As magnitu- 
des de controle requeridas foram moderadas. 
Observações mais específicas sobre cada uma das 
aplicações, encontram-se nas conclusões dos respectivos capítulos. 
~ A Como sugestoes para futuros trabalhos que deem con- 
tinuidade a esta linha de pesquisa, pode~se enumerar os seguintes 
tópicos:
.LJO 
~k - sabe-se que existe um caminho x (t,u,xO), unindo 
9: 
xo a x , ao longo do qual o controle de um siste- _ 
ma requer o minimo de energia, e é muito útil a 
'k escolha de g(t), tal que o sistema siga x (t). 
A determinação de tal função g(t) é de considerá- 
vel interesse prático. 
- a utilização de observadores não lineares com a 
finalidade de permitir a obtenção do estado x(t) 
quando este nao for disponivel. 
- a realização de simulações abrangendo outros ca- 
' sos possiveis de controle dos sistemas, em espe- 
cial para o caso de sistemas de potencia multi- . 
máquina (simulação de faltas severas que pertur- 
bem várias máquinas, etc.). 
- a utilização de outros algoritmos de inversão Mãe 
12] com a finalidade de proporcionar maior flexi- 
bilidade no controle dos sistemas. 
- a realização de outras aplicações.
.
› s
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APÊNDICE A 
DEFINIÇÕES E TEOREMAS RELACIONADOS COM O ALGORITMO DE INVERSÃO
~ A.1 - Introduçao 
No desenvolvimento teórico da reprodutibilidade fun- 
cional assintótica são necessários vários teoremas e corolários 
relacionados com o algoritmo de inversão.. Com o intuito de tornar 
o texto principal mais conciso, estes teoremas encontram-se demonâ 
trados neste apêndice. Algumas definições básicas também são aprg 
sentadas. 
A.2 - Algoritmo de inversão 
Convém salientar que o algoritmo original para a in- 
versao de sistemas nao lineares multivariáveis desenvolvido por 
Hirschorn [8 e 111, utiliza a teoria muito complexa de variedades 
diferenciáveis [60-611. Entretanto, para a grande maioria dos sis 
temas físicos, o espaço de estado M é o espaço Euclideano n-dimen- 
. n . ~ . . sional R , com a possivel exceçao de alguns hiperplanos, ou seja, 
M é um subconjunto de Rn(M C Rn). Portanto, é possível o desenvol 
vimento do algoritmo de inversão de uma forma mais simples, com 
uma nomenclatura mais familiar ao engenheiro de controle, utilizan 
do os conhecimentos usuais da álgebra matricial e da resolução de
~ equaçoes diferenciais. Este trabalho restringe-se ao estudo de
\
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sistemas físicos conforme as considerações acima expostas. 
, 
. ( 
~ ¢ [_ A.2.1 - Funçoes analíticas reais[58-99] 
Seja D um intervalo aberto no eixo real R e seja 
f(.) uma função definida em D, isto é, para cada ponto em D, um 
único número é associado por f. A funçao f(.) e real se associa 
unicamente números reais para os elementos de D. 
-‹ - Uma funçao real f(.) de uma variavel real é conside- 
(n) rada um elemento de classe Cn em D, se sua n-ésima derivada f (.) 
existe e é contínua para todo t em D. Cm ë a classe de funções in 
finitamente diferenciáveis. 
~ z z Uma funçao real de uma variavel real f(.) e _analí- 
tica em D, se f e um elemento de Cm e se para cada to em D existe 
um número real positivo eo, tal que para todo t em (to-co,to+eO), 
f(t) pode ser representada por uma série de Taylor sobre o ponto 
t . O
. 
oo n
, 
f(t)=>: Ê_`i°À_ f (t ) n=0 nl O 
e, neste caso, ê denominada uma função analítica real de uma varië 
vel real. 4 
A soma, produto ou quociente (desde que o denomina- 
dor não seja igual a zero em algum ponto) de funções analíticas re 
ais de uma variável real é uma funçao analítica real. Todas as 
funções polinomiais reais, funções senoidais reais e funções expo- 
~ ~ nenciais reais sao funçoes analíticas reais em todo o eixo real. 
i Se uma função f ê analítica real em D, então, a fun- 
ção pode ser completamente determinada a partir de um ponto arbi-
Q»
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.LLLL 
trário em D, se todas as derivadas naquele ponto são conheci- 
das. Este processo ê denominado continuaçao analítica. 
Pode-se generalizar o conceito de função analítica 
real para o caso de n variáveis reais. 
Seja B uma bola aberta em Rn(espaço euclideano n-di- 
mensional) e seja x=(x1,...,xn) uma n-upla em B. Seja f(x) uma 
função definida em B, isto ë, para cada n-upla em B, um único númg 
ro é associado por f. A função f(x) ê real se associa unicamente 
números reais para os elementos de B. 
Uma função real f(x) de n variáveis reais ê conside- 
n . rada um elemento de classe C em B, se todas as suas derivadas par 
ciais de ordem n existem e são contínuaspara todar›upla(x1,...,xÀ 
em B. C” ë a classe de funçoes que possuem derivadas parciais de 
todas as ordens.
, 
Uma função real de n variáveis reais, f(x), é analí- 
tica em B, se f é um elemento de Cm e se para cada xo=(x1O,...xnO) 
em B existem números reais positivos ¿1O,...,¿nO, tal que para 
toda n-upla x em uma vizinhança de xOfi(x10-C1O,x1O#€10),...,(xnO - 
)), f(x) pode ser representada por uma serie de Taylor 
sobre a n-upla xo. 
oo r1 rn 
f‹×›=f‹× ›z z ___1__;1_<L_(** 'X ) ....Ln._'.Xn0__) . 1 n ' ' Q I' 1 13 | 
1 n 1' n' Í +...+r =
1 
r +...+r 
1 n 
.fã f(xQ_) V 
r1 r 
ax ex n 
“_1 n 
e, neste caso, é denominada uma função analítica real de n variá-® 
veis reais. A expressão r ¿ É ¿r _0 (.) significa que o somatório 100. n"_ ,
›
, S
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se toma sobre todas as possíveis combinaçoes de r1,...,rn cuja so 
ma é um número entre O e w. Os números r1,...,rn são inteiros 
não-negativos. › 
Da mesma forma que para o caso de uma função analí- 
tica real de uma variável real, conclusoes semelhantes podem ser 
estendidas para o caso de uma função analítica real de n variá- 
veis. 
Precisa-se de mais dois conceitos para o desenvol- 
vimento do algoritmo de inversão. 
Uma função vetorial analítica real de uma variável 
real ê um vetor constituído por funções analíticas reais de uma 
única variável real. 
Uma função vetorial analítica real de n variáveis 
~ ' reais é um vetor constituído por funçoes analíticas reais das n va 
riâveis reais. 
.... ~ ~ Observação: Neste contexto, os termos funçao e mapeamento sao usa- 
dos indistintamente. ° 
A.2.2 - Teoremas do algoritmo de inversão[8 e 11] 
Teorema 2.1: Seja o sistema nao linear (2.1) com ordem de rastrea- 
mento 8 á Q
à 
se 8:1' entao z1=š1=Ro(x)Y,¡=H1(x)Y1=K1(x)Y1 
onde 
(1) (1 d ç 
› Lf:
;:l.4.3
\ 
iêto é, ê sêíça zq GQ Sistema 1 ë dfipênêênëê Ãwpëéešëêmsnëëzëê 9m: 
ërêdê vízif
A 
.SF F3 š;_2 ze 
_.BiíA`“iR,,<›› E 9 sm :M 
pêyë 9§k§B:2, 9§j§Bf2:k ¢ iF1z›zz,mz ân§§9, ê êâšëê ëê %=š§Ám9 êiâ 
ëfima <2z2>%PQd¢ Sêr d¢¢9mpQ$ta Ç9mQ 
. _ 
.Hk 
__: V 
,Z -.=_ E z=;1§ WW. ' k 
lãik gk (nx) 
' 
' ' 
onde ' \... _ 
1 
y‹1›L
4 
V :yç§› .À
Q
Ê
Â 
y};)E zgšrffl 
§§§9 š, ê êêšëê ëk êø kzšêimø êéâëâmëz %â¶,zzz,Bz é ãêâêâëânâfizimz 
fišâçiëâmênëfi ëê @n@§ê§ê PK >f 
iâmzêâ êntãø. 
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gx? 
H 
'ykf ^“ šfš ÊÃÊÍ: 
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, z8=cB‹><›¬LDB‹×›u ' 
onde DB(x) ê uma matriz2,x m de posto 2, cuja pseudo-inversa ë 
D* T T “1 * B(x)-D8(DBD8 ) (D8DB=I em MB) e 
z8=KB(x)Y8=H8(x)YB 
onde H8(x) ê uma matriz2,x3£. 
Prova (Teorema 2.1): 
19 caso: B=1 
Do algoritmo de inversão tem-se que as llinhas com- 
ponentes de z1 são combinações lineares das. derivadas 
y1(1),...,y¿(1) e z1=RO(x)Y1.Considerando, também, a definição de 
B (neste caso 6:1), fica-se com z1=Ê1éRO(x)Y1=K1(x)Y1=H1(x)Y1, on 
de H1(x)=K1(x)=RO(x) ê uma-matriz 1 x 2 e, portanto, z1 depende im 
plicitamente da entrada u(.). 
29 caso: B ;2 
Do algoritmo de inversao, tem-se 
.-_)
O 
us 
-_.-___.$__-___- 
-| 
_|
. 
|
.
¡
-
1 
O. 
l
G
.
| | 1|i
J
m 
F. 
Ri‹›<›=Ef ‹x›El = -------- -- 1 
Fi(x) '-, 
_.-_.-
o 
_) 
«_ ~ 
Por suposição BiAjRk(.)EO em M para 1§išm, 05k§8-2 
e 0§j§3-2-k. 
Então, para 1§i§m
.LQJ 
_ _ _ B-2 _ BiRO(.›-BiARO(.) -..._BiA Ro(.)_0 
_ _ _ _ B-3 _ BiR1(.)-BiAR1(.) -..._BiA R1(.)-0 
I (A.1) 
BiR8_2(.)=0 - 
Por construÇão,. 
RO1y(1) 
z1=Roy(1)= 
(1) Ro2(X)y ' 
onde RO1 ë a sub-matriz de RO(x) que consiste das primeiras r1 li- 
nhas,e‹ 
¡
- 
'
I 
R11 Ro1Y(1) 
(1) 
A 
A 
R11 z: 2 (1) , onde R = . R12(x) (RO2(x)y ) 1 R12(x) 
(1) 
Agora, (Ro2(x)y(1)) =Ro2(x)(1)y(1›+RO2(x)y(2),e 
RO2(x)(1)=ARO2(x)+BRO2(x)u=ARO2(x) desde que BiRO=0 de(A.1L 
Assim,
. 
R11 Ro1y(1) y(1) 
22: H =K (X) ' 
R12‹›‹› ‹ARo2›y(“+Ro2y(2) 2 y‹2› 
Particionando-se a matriz K2(x) tem-se 
_ 52 H2‹×› ym Z2- : 
ã J (x) (2)
. 
' 
2 2 Y
I'
É » É à B-1 
, _ . 
5-1 
z :R (X) , -_: (X) . 
s B-1 ^ (1) , 
- 
1 z 
, z 
‹z¿_1› AJB_1‹×› ° 
p 
+J8_1‹×› ° 
u 
y(B-1) y(6) 
«O 
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Segue de (A.1) que 
B K =B AK = =B AB-3K =0 para i=1 ... m i 2 i 2 °°' i 2 ' ' ' 
Continuando este procedimento, determina-se 
Z _ _K (x) : _ : B"_ 
- 
 8"* ZS-1) 
_ 
EB-1› 
Ze-1 Y JB-1 (X) Y 
onde BiK8_i(.)=0 para i=1,...,m de (A.1)_ Finalmente, 
e, assim, da definição de B, 
V 
yf1›
4 
z8=KB‹×› : zKB‹×›Y8zHB‹×›YB 
y‹s› 
onde H8(x) ë uma matriz 2 x 8%.- 
Portanto, a saída zk do k-ésimo sistema, k=1,...B, 
depende implicitamente da entrada u(.). Isto completa a prova. 
Teorema 2.2: Seja o sistema não-linear (2.1) com ordem de rastrea- 
mento B < w e, para Bë 2, supõe-se que a condição (2.3) seja sa- 
tisfeita. Seja f(t) uma função analítica real e seja o estado 
inicial x(0)=xoeM . Então, f(.)=y(.,u,xO) para algum controle ad 
missível u, se e somente se, f(0)=C(Xo) G 
Jk(xo)Fk(0)=Ôk(xO), para k=1,...,B~1
U:
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onde
( 
f‹_“‹t› 
F (t)= ¡k 
f(k)‹t› 
Prova (Teorema 2.2: Seja x(0)=xo8MB e seja f(.)=y(.,u,xO) para al- 
gum controle admissível u=(u1,...,um)T. _Desde que x(O,u,xo)=xo, 
tem-se que f(O)=y(0,u,xO)=C(x(O,u,xo))=C(xo). Precisa~se demons- 
trar agora que J (x )F (O)=Õh(x ) para k=1,...,B-1. Por suposição k O k lx O 
f(.)=y(.). Assim, 
Yk(.)=Fk(.) para todo k 
onde y(t)=y(t,u,x0). 
Do algoritmo de inversão e do Teorema 1, 
Hk‹x‹1:›› ëk‹×‹t›› Dk1‹x‹t››
4 
zk‹t›= Fk‹1:›= 
A 
¬L u‹t› 
Jk‹×(t›› . ck‹×‹t›› o 
e, para t=0, tem-se que x(0)=xo e Jk(xo)Fk(0)=Ôk(xo) o que comple- 
z-.z ta a primeira parte da demonstraçao. 
Seja x(O)=xOaMB e seja f(.) uma.função analítica 
' A real com f(0)=C(xo) e Jk=(xO)Fk(O)=Ck(xo) para k=1,...,B-1. 
O problema consiste em descobrir um controle uífcom 
a propriedade de que_f(.)=y(.,uf,xo). Como no caso linear [2], 
constrói-se um sistema inverso ã direita para o sistema (2.1), o 
qual utiliza-se como pré-filtro para gerar uf de f._ Tem-se 
. 
§=Â(i)$Ê(Ê)fi; ieMB 
§z=ê‹›^<› +õ‹â›fi
A 
L' :
onde
A
A
A
B 
õ
Õ 
Ge 
‹â›=A‹â›-B‹â›D;‹â›qB‹â› 
‹i›=B‹i›DÊ‹â)H8‹â› 
‹i›=-D;‹â›cB‹â› 
‹â›=n;‹â›H8‹â›
A 
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ra-se uf como uf(.)-y(.,FB,xO), a saída do siste- 
ma inverso ã direita dado acima, dirigido por ü=FB. Para verifi- 
car se que para o sistema (2.1), y(.,y,xo)-f(.) onde 
§(.)=§(.,F8,xO), utiliza-se o seguinte procedimento 
=x(.,§,xO).
A Em primeiro lugar, verifica-se que X(.,F8,xo) - 
Seja xo-xo e u_y. Substituindo em (2.1) x por A A 
â e usando u=§, tem-se
oAX 
Desde que x e 2 satisfazem a mesma equação diferen- 
=A‹â›;B‹ã›[õ‹â)+õ‹â›ü1 
fA‹2›+B‹â›1-D;‹â›cB‹â›+D;‹â›HB‹â›ú1 
A(x) B(x)DB(x)CB(x)+B(x)D8(x)HB(x)u 
=Ã‹â›;ê‹â›ú. 
A A cial, tem-se que x(.,y,xO)_x(.,FB,xo). 
Continuando, este fato ê, entao, usado para mostrar
A que za-KB(x)FB onde x-x(t,y,xo). De (2.6) e do sistema inverso ã 
direita, tem-se 
zB=C8(x)+D8(x)u 
=c8(×›;DB‹x›§ 
=cB‹×›+D8‹×›[ê‹â›+5‹â›ú1
~
‹
' 
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. A . ^ 
%CB(x)+DB(x)[C(X)+D(X)FB]
L 
=c6‹×›¿nB‹×›[-n;‹×›cB‹×›;n;‹×›uB‹×›FB1 
=HB(x)F8 
=KB(x)FB. 
Das fórmulas de recursão para Ki,Fi e zi e da supo- 
sição que J8_1(xO)FB;1(0)=ÔB_1(XO), -pode-se mostrar, que 
zB_1=K8_1(x)FB_1 e continuando este processo, determina-se que 
z :K (x)F . Desde que K (x)=R (x), uma matriz inversível, F =f(1) 1 1 1 (1) 1 o 1 
6 Z1=Ro(X)y , por definição, tem-se que y(1)(t)=f(1)(t). Integran 
do, obtém-se y(t)~y(0)=f(t)-f(O) e, tendo em vista que y(0)=C(xO)= 
=f(O), por suposição, a prova está completa. 
Corolário 2.1: Seja o sistema não linear (2.1) com ordem de ras- 
treamento B*<w e, para B â 2, supõe-se que a condição (2.3) seja 
satisfeita. Então, o sistema 
â=Ã‹â›;ë‹â›ú; âzmg e â‹0›=×O 
A , A ^ ^ ~ .- y-C(x)+D(x)u 
onde 
. 
-~ * .~ A ^ ._ - A(x)-A(x) B(x)DB(X)CB(X) 
ë‹â›=B‹â›D;¡â›HB‹â› 
ê‹â›=¬D;‹â›cB‹â› 
.. 'k ._ ... .. D -D H (X) B(X) 8(X) 
atua como um sistema inverso ã direita para o sistema (2.1). Em 
particular, se f(.) pode ser reproduzida por y(.,u,xo) para algum 
u e XOEMB, então, f(.)=y(.,uf,xo) onde uf(.)=§(.,FB,xo)f
C
.LJU 
Prova(Corolario 2.1): A prova deste corolário está contida na pro 
va do teorema 2.2.
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A P E N D I C E B 
MODELO DO SISTEMA DE POTENCIA MÁQUINA,-BARRAMENTO INFINITO, SIS- 
TEMA DE POTÊNCIA MULTIMÃQUINA E DO SATÉLITE EM ÓRBITA CIRCULAR 
B.1 : Introdução 
` . _.
z 
Para o desenvolvimento do algoritmo de inversão re- 
presenta-se os sistemas na forma matricial dada em (2.1). Este 
apendice apresenta maiores detalhes a respeito do modelo ' de
Q 
cada um dos sistemas estudados, tendo em vista que a forma matri- 
cial acima referida ë bastante concisa. Os dados numéricos tam-
~ bém sao apresentados. 
B.2 - Sistema de potencia máquina-barramento infini 
2- A 
O modelo matematico de um sistema de potencia cons- 
tituido por uma máquina síncrona conectada a um barramento infini- 
to, utilizado neste trabalho, é similar ao usaiopor Singh [34]. 
Máquina Sincrona 
_5:91senm-pzô-p3¢fsen6+p4Pm-P4PV 
z&;p5cosô-p6¢f+p7Ef¢
U:
' 
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Sistema de Excitação 
TeEfd=`Efd*ke“e 
Turbina e Governadora 
TtPm=-Pm+Pg 
T P =-P +u 9 9 9 9 
ondes 
P1: Ãà(x ;x' )(x #x )
7 
t d t q 
2 ú wOV (Xq x d) 
_ mod
' 
P2" 2H
I 
p = 
woVxaf 
_ p 
3 2Hxf(xt+x'd) 
(L) 
_ O P4* 2H'"“ 
worfvxaf 
xf(xt+x'd) 
_ “orf(3t¿Xd) P6- Xf(xt+x¡dÍ 
_ worf P7- xf 
com V sendo a tensão no barramento infinito, xt a reatãncia da li- 
, z~ nha de transmissao e x'd=xd-xafz/xf. 
' ~ Q As expressoes para a potencia elétrica gerada Pe e 
para a tensão terminal Vt são
, Y
.v 
Pe D ~4 
vt
` 
OS
H 
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p W senô-p1sen2ô : 3 f 
1/2 
Vx seng 2 Vx'dcos¿ x fx ¢f
2 
: ___£____ ¿ _ gg1 + ¿a' t' xt+xq xt+x d (xt+x d)xf 
dados numéricos sao: 
=3,82 s rf =o,oo12 p.u. f zõo Hz 
xd =1,75 p.u. xt =0,3 p.u. ke=25 
~ c 
xq.=1,68 p.u. d ;0,006 s Te=0,04 s 
xaf=1,56 p.u. V =1 p.u. Tt=O,3 s 
xf =1,665 p.u. x'd=0,285 p.u. Tg=0,08 s 
e wOs2"f. 
A figura B.1 mostra o modelo do sistema utilizado 
neste trabalho. 
U9 TUREBINA pm 
` 0 pi '-.'9¡' 
wsgêmà 
ue ¡×qTA ÃO Efd` BARRAMENTO 
. 
' V MA0u|NA 
SÍNCRONA
1 
VI 'Pv 
INFINITO 
Figura B.1. Configuração do sistema de potência mã- 
quina-barramento infinito.
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^ B.3. Sistema de potencia multimáquina , 
O modelo matemático de um sistema de potencia cons- 
tituido por n máquinas interligadas, utilizado neste trabalho, ê 
similar ao usado por Kakimoto e outros [50]. Este modelo é uma 
generalização do modelo para um sistema máquina-barramento infini- 
to dado no item anterior, mas, nao inclüi-se o efeito de polos sê 
lientes explicitamente. Este efeito ë levado em consideração na 
~ ~ constante de amortecimento da equaçao de oscilaçao [51]. Para 
i=1,...,n, tem-se ` 
Máquina Síncrona 
..4 . ,fl
_ M.õ.+d.ô.=P .-E Y..E.E.S€n(ô..+6..)-P . 1 1 i 1 mi j=1 ij 1 1 ij ij vi 
. _ _ n . 
I _'\ --_. _ I _
I 
T aoiE1fbfâi Ei*(Xd1 X âi)§=1YijEj°°S(õij*°1;)‹ 
Sistema de Excitação 
TéiEfai=`Efdi*kei“ei 
Turbina e Governadora 
Ttipmi Pmi*Pgi 
T .P _ P .+u . gi gi gi gi 
_ ,_ | = . . _ ~ _ onde Mi-Zfli/wo, T doi xfi/(wOrfi),e utiliza se as tensoes gera 
das ao invés dos fluxos de campo como variáveis de estado. 
Para as simulações ê utilizado o sistema de potên- 
cia, constituido por 3 máquinas interligadas, dado em [51] e que 
encontra-se na figura B.2.
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Figura B.2. Configuração do sistema de potência mui 
timáquina após a redução da rede.
_ V
mô.l'leC€lTl apena. 
d1 
dz 
da 
H1 
_ 
H2 
H3 
Y1 
Y1 
Y1 
Y2 
_ 
YZ
Y
Y
Y 
Y
. 
com f=6O Hz e 
2 ¿2 
23 
31 
33 
Os dados numéricos 
s os nos de geraçao, 
= 2,0 S 911 
= 2,0 S . 612 
= 2,0 s 613 
=23,õ4 S 621 
= 6,4 s .622 
= 3,01 S 923 
= 3,1o5õp.u. 931 
= 1,5399D.u.* e 2 " 32 
= 1,2434p,u. 8' 3 33 
= 1,5399p.u. x 
1 d1 
= 2,7560p.u, - x 
= 1,1086p.u. xd3 
= 1,2434p.u. ×'d1= 
32= 1,1086p.u. x'd2= .0,1198p.u._ kez 
: X'd3: 
w =2¶f.O 
LDO 
após a redução da rede, onde per 
SãO: 
=1õ4,2o1õ° ~ T'dO1=8,9õ S 
= 1o,745õ° T'dO2=õ,o S 
= 9,7o4ô° T'dO3=5,s9 S 
= 1o,745ô° TG1 =1,5 S 
=171,2342° Te2 =2,5 s' 
= 11,o91õ° Te3 =2,5 S 
= 9,7o4s° Tt1 =o,3 S 
= 11,o916° Tt2 =o,3 S 
=173,3284°. Tt3 =o,3 S 
= o,14õop.u. T =o,o8 S g1 
= O,8958p.u. Tgz =0,08 s' 
= 1,3125p.u. Tg3 =o,o8 S 
o,oõo8p.u. ke1 =3,o 
' 
=4,o 
o,1813p.u. »ke3 =3,5 
.B.4 - Satélite em órbita circular 
O modelo matemático de um satélite em órbita circu-
Q lar contendo tres rotores simétricos, utilizado neste trabalho, é
K
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similar ao usado por Anchev [54]. Um estudo bastante completo so- 
bre este modelo pode ser encontrado em Meirovitch [57]. A figura 
B.3 mostra os sistemas de cofrdenadas e o modelo do satélite. 
(1
. 
. *WO 
”/Ê 
-< É ‹¬_¶N O 
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1 
°°3.
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Figura B.3. Sistemas de coordenadas e modelo do sa- 
télite. 
Seja um satélite em uma órbita circular em um campo 
gravitacional inverso ao quadrado,e assume~se que a orientação 
do satélite não tenha efeito na órbita, isto é, considera-se o pro
A blema restrito. Com referencia ã figura B.3, seja o sistema de 
eixos principais de inércia, x1,x?,x3. Por conveniência, conside- 
ra-se um modelo de um satélite com três rotores, cujos eixos de 
. z 
giro estao ao longo ou paralelos a estes eixos orincioais. J1, J2 
e J3 são os momentos de inércia dos rotores 1,2 e 3, respectivamen 
te, em torno de seus eixos de giro. I1,I2 e I3 sao os momentos de 
inércia do satélite incluindo os rotores em relação aos eixos prin
~ cipais. Entao, a matriz de inércia I é `
U:
1.30 
11 o o 
Iz o 12 o - 
o 
' 
o 13 
Os eixos de referência {€i} são definidos da se- 
guinte forma:€3 é o eixo ao longo do vetor radial locaL do centro 
gravitacional 01 até o centro de massa do satélite O; €2 ë o eixo 
normal ao plano da órbita e 51 ë o eixo tangente ä õrbita.£1 e E2 
tem os sentidos indicados na figura B.3. 
Os elementos da matriz dos Cossenos direcionais en- 
tre os sistemas de coordenadas x e šsao . 
51 E11 512 513 X1 
šz z Ê21 522 523 X2 
53 €31 532 533. X3 
ou E = Ox, onde O=[gij]. 
V Na base vetorial dos vetores unitários do sistema 
de coordenadas x, define-se os seguintes vetores 
T T 
S11 cosacos8
1 š1= g12 = senaseny-cosasenficosy 
ê ~
` 
13 senacosY+cosasenBsenY . 
T ' T 
' g21 senB
A 
š2= 522 = cosôcosy 
523 -cos8senY
i
J..I)Ú 
É 
T T 
'31 -senacosfi 
€3= 532 = cosasenY#senasenBcosY " 
533' cosacosy-senasenfiseny 
Para os vetores unitários do sistema de coordenadas 
¿, seus elementos são expressos em termos dos ângulos de orienta- 
ção a(pitch angle), 8(yaw angle) e Y(roll angle). 
O vetor 
Q 
w1 (wo#d)€21§ } 
V 
Q = wz = (®o¿¿)€22#ÊsenY 
má (wo#d)€23#BcosY 
dá a velocidade angular w do satelite em relaçao ao espaço iner- 
cial, onde wo representa a velocidade orbital do centro de massa 
do satélite. 
V
' 
A matriz 
J1 
. 
O O 
J= o J2 o* 
O O J3 
ê a matriz de inércia para os rotores e o vetor 
_ ¢1 
¢= ¢2 
¢3
6
.LOU 
ë o vetor das coordenadas angulares ¢1,¢2 e ¢3 dos rotores, ( 
Finalmente, 
k1 J1 ¢1 
k: kz = J2 ¢2 
_k3 J3 ¢3 , 
onde k ë o vetor dos momentos angulares dos rotores e 
u1 
11: .[12 , 
. 
U3 
ê o vetor dos momentos de controle dos rotores. 
A equação dinâmica matricial do movimento em torno 
do centro de massa do satélite ê 
ÍÀ;À¿5(Iw¿k)=3wo2g3Ia3¿Td 
e a equação do movimento para os rotores é 
J(¿+¿3=u 
onde, para qualquer vetor 3x1 v, a notação G significa 
onde
Õ 
-V5 V2 
= 'V3 0 -V1 
-V2 V1 0
161 
V1 
V: V2 
V3 › 
T - 
. .. . . . . e Td=[Td1 Tdz Td3] e o vetor das projeçoes nos elxos prlnclpals 
de inércia da resultante dos torques de'distürbio no satélite com 
relação ao espaço inercial. 
. Os dados numéricos utilizados para as simulações, 
encontram-se em [56] e são: ' 
11=874,õ kg.m2 J1=o,a74õ kg.m2 
1¿=888,2 kg.m2 J2=o,8882 kg.m2 
_ 13= 97,6 kg.m2 J3=o,o97õ hg.m2 
e
. 
w = -iàÍ-- rad/s , ° 86400 ' ' 
ou seja, considerou-se o satélite geozestacionário.
K
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A P E N D I C E C 
SUBROTINAS UTILIZADAS NO DESENVOLVIMENTO DESTE TRABALHO 
C.1 - Íntrodução 
`
. 
Este apêndice apresenta uma listagem do programa 
utilizado nas simulações desenvolvidas neste trabalho,e tece-se 
alguns comentários sobre a utilização do mesmo. Isto é feito com 
o intuito de contribuir para a formação da biblioteca de programas
O 
computacionais do Curso de Pos-Graduacao em Engenharia Elétrica da 
UFSC, que tem a finalidade de facilitar a utilizaçao de programas 
por possíveis futuros usuários. 
C.2 - Comentários sobre o programa principal e sub- 
rotinas 
O programa utilizado neste trabalho, ,fundamenta-se 
em sub-rotinas bastante usadas em engenharia,e podem ser facilmen 
te encontradas na literatura existente sobre métodos computacio- 
nais como, por exemplo, [64¬66]. 
A sub-rotina SIAM4 resolve um sistema de equaçoes 
diferenciais da forma dada em (2.1), a partir do estado inicial da 
do em cada problema. Utiliza o método de Runge-Kutta de 4% ordem 
4 ~ ~ ate a obtençao dos 4 primeiros valores da soluçao (incluindo o va- 
lor inicial) e, então, utiliza o método preditor deAdams-Bashforth
C
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e o método corretor de Adams-Moulton,mais rápidos que o' Runqe- 
Kutta, para continuar a resoluçao do sistema. 
A subrotina DERSUB contém as expressões das equa» 
çoes diferenciais que vao ser resolvidas. 
A subrotina RAN gera um sinal estocastico e a sub« 
rotina NORMAL coloca este sinal em uma distribuiçao gaussiana.
Ú 
Seja um sistema de equações diferenciais da forma 
dada em (2.1) com n variáveis de estado. 
PROGRAMA PRINCIPAL 
dimensionamento dos vetores CUVAR, VAR, DER =n+1. 
dimensionamento dos vetores DER1, DER2, DER3 = n. 
'dimensionamento do vetor Y = número de pontos do 
sinal estocastico a ser gerado. 
, _ 
colocar as variáveis necessarias nas subrdtinas 
em declaraçoes COMMON. 
utilizar a declaração EXTERNAL DERSUB. 
IX = variável que deve ter um valor bastante pró- 
ximo de 32767 = 215-1'(maior inteiro positivo pa- 
ra uma palavra de 2 bytes). Utilizada na subroti 
na RAN. 
S = desvio padrao para a distribuiçao gaussiana 
do sinal estocástico. 
AM = valor médio para a distribuição gaussiana do 
sinal estocástico. 
chamar a subrotina NORMAL. Esta subrotina ê cha- 
mada o número de vezes correspondente ao número 
de pontos do sinal estocástico desejado. 
N = n9 de equações diferenciais a serem resolvi~ 
das. 
V
.
U .
.LOG 
CI = passo de integração. 
, , 
SPEC - intervalo de impressao dos resultados. 
NN = variável com um valor apropriado, tal que o 
instante final seja igual a (NN-1) vezes SPEC. 
zerar os vetores DER1, DER2 e DER3. 
entrada de todos os parametros e valores iniciais 
das n variáveis de estado do sistema de equações 
diferenciais. - - 
colocar os valores iniciais das variaveis de esta 
do no vetor VAR, observando que VAR(1) ë o instan 
te inicial e que, portanto, o valor inicial da 
primeira variável deve ser colocada em VAR(2) e, 
assim por diante. - 
chamar a subrotina SIAM4 NN vezes.
‹ imprimir os resultados. 
MMM = valor correspondente ao número de impres- 
sões já realizadas. 
SUBROTINA SIAM 4 
dimensionamento dos vetores ELÊ1, ELE2, TEMP = n. 
dimensionamento do vetor S1VAR = n + 1. 
esta subrotina chama várias vezes a subrotina 
DERSUB.
z 
SUBROTINA DERSUB 
as n variáveis de estado do sistema de equaçoes 
diferenciais estão disponiveis no vetor CUVAR,sen 
do que, CUVAR(1) ë o tempo, CUVAR(2) ê a primeira 
variável, etc. 
colocar as expressões das equações de estado no
v
LU.) 
vetor DER, sendo que, DER(2) ê a equação de esta- 
do para a primeira variável, etc. V 
SUBROTÍNA NORMAL 
- V = valor do sinal estocástico gerado. 
- esta subrotina chama a subrotina RAN. 
SUBROTINA RAN 
- 32767 ê o maior inteiro positivo para uma palavra 
_ 
15 de 2 bytes (2 -1). 
Para completar este apêndice, observa-se que no pro 
grama principal e nas subrotinas, utiliza-se as declarações 
IMPLICIT INTEGER*2(I-N) e IMPLICIT REAL*8(A-H,O-Z). A primeira 
declaração tem por finalidade a utilização, na subrotina para ge- 
rar numeros aleatõrios, de 32767 como o maior inteiro admissível. 
A segunda, permite a obtenção de resultados mais exatos ( precisão 
dupla). 
O sinal estocástico, utilizado nas simulações, ê 
obtido através das subrotinas NORMAL e RAN. Utiliza-se um filtro 
de primeira ordem para a obtenção de um sinal mais comportado (Fi- 
gura C.1). ' 
I X 
GERADOR DO SINAL 
S esrocøísnco Y Yz × 
' _ 
nuno as :E onot-:M 
AN 
' (Rumo Bmmco càussmuo) 
¶(s) 5 -i_1;__=ií-__. 
Yh) u+5 
Figura C.1. Geração do sinal estocástico utilizado 
nas simulaçoes.
l'
.LUU 
Nas simulaçoes do capítulo 5 utiliza~se escalona- 
mento de tempo, com tMÃQUINA = a. tREAL, e a < 1,0. 
Segue a listagem do programa para o sistema de po- 
tência máquina-barramento infinito, controlado por realimentação 
de estado (método 2), correspondente ã transferência de um estado 
perturbado, após uma falta severa, para um estado de equilíbrio de 
sejado (caso a do sub-item 3.4.2).› Os resultados encontram-se na 
figura 3.4.
\
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SIMULAQAU 95 Fouúäøfis - 
QFSULTADBS ~ TAsELA u 
RUTINA U? IvTíxQàcan-~€rnBm 22 www â- 
-Ngrüuo ' DRE» f¬ "E 
-Muros M; .«~hz. 
`ULrúQ ~ÀwuÀL ' uTI¿1zúcAL 
'CJ 
C3 
};z 
›_‹ 
I› 
'T ¬ 
~._.. 
j;) 
z..
. 
‹- { ë __. ¡> b-O if) -¬ ..,. T1 ,.. .C C- ._. '_> vn 7 P'^1 I 'T' 1,- /C zz¬ .. 
*fâ T 5: f`zf~¿ D M, 
»~fj .Q 5!-*FU R TH 
F: f' Â: 
~-~ 1”. Í) UL T Ú-N 
É-7 iv? if 1Ê.¡'< A !~" !.z(1 Cl' .š ›/`- 
z-¬ 
-Í? 
fi; 
LÊ 
"` 
... 
fr.,
- 
(W
' 
/. 
'I' 
¬~ 
__. 
7 
'ÍÚ 
"› 
, 
,Ê 
:J 
Ú
(Í '-1 
..': 
C; 
C" 
--‹ 
'11 
' 
¿> 
Ú? Í.`.“ 
D' 
l> 
ÍÍ' z'..; 
zw- "»T 
6"~ 
L/'. 
LIHÍTÂCUE5” 
INPI ICIT RF/\L>I=V'(fi\-1-hi*-7) 
IMPLICIT 1NTtGFR*2(I-N) 
CUMMCM CUvna‹1o),vàA‹10›.ÇI,t&&‹10› ' 
CÚMHUN /CTL/ U1›U21F1›F2 
Cümmnw /Pâ×/ P¡.v2,P3.P4.v9,»ó,P7,v11,P21.v31,r«:,Pë;.Pé;,P71,T€.E 
Ccmmux /vÇT/ xxl2.xx11,×K10.x×g«.×âz3.xKz?,xxâl,-âzú 
COMMUN /EmT/ xxx,xx2,×K3,×K«,×K5.×xó,âl,A2,w1,w:,w3,×1STÀR,x35TÀw 
CUMMON Yíiofi) 
CUMMON MMN ; 
COMMON /TPD/ üü¢1«uER2›üãQ2 
D1MEN51flN D5R1(0),oEQ2(Q),sER3(9› 
EXTERNÀL DfiRSui ' ° 
S=USQRT(C.OO1DO) 
IX=327ô1 
ÀM=o.150 
s3_2 1=1.1o0 
CALL NURMÀL(I×.S«AM,V) 
Y(I)=V 
wRITE(óf3)(Y(I)'I=111CO) - 
FCRvAT(1o‹10x,1C‹5×,Fã.?›./)› 
RADf0.0l74b3292b2DC 
M=Q ' 
CI=0.001DO 
SPEC=O.lDO 
NN=ól_
_ 
I1=C 
DO 10 J=l1N 
DER1‹J›=0.0no 
DER2(J)=0.0DO 
DER3tJ›=o.0nu 
CQNTINUE , 
w0=2.00o*ôo.uCo*3.lalewãznn 
H=3.82DO 
DK=c.0cóu0 
XD=1.75CO 
×Q=1.é8DO 
XAF=1.562DO 
×F=1.óó5D0
_ XDD=O.284óDO 
RF=0.0012D0 
XT=0.3DO 
V=l.ODO 
FK=25.0DO 
Tê=o.o4no` 
TT=O.3DO
c
Ç;
«I 
TG=0.08DO 
p1=w0*v*v*(×g-xñü)/(4.OR0*H*(xf+xHU)*(×T+XQ)) 
P2=HO*UK/(2.0DU*H) › 
P3=wO*V*XÀF/(7.0CU*H*XF*(×T+×Uü)) 
P4=NO/(2.CDU*H) 
P5=wO*ãF*V*XáF/(xF*(xT4xUD)) ~ 
$ó=wO*RF*(×T+×ü!/(×F*(XT+×DD)) 
P7=wO*RF/XP ~ 
×T1=XT 
Vl=V 
wRITE(óf5)XT1vV1 . 
5 FÕRMAT(5X,2Fl2.Ô) 
25 
35 
45 
P11=NO*Vl*Vl*(XG-XDH)/(4.0DO*H*(XTl+XDU)*(XTl+Xfi)) 
P2l=NO*UK/(2.GOO*H) 
?3l=wU*Vl*X£F/(2.0DU*H*XF*(XT1+XD5)) 
P4l=WO/(2.0UO*F) ` 
P5l=WO*RF*Vl*XAF/(XF*(XT1+XDG)) 
Pól=kO*RF*(XTl+XÚ)/(XF*(×T1+×DU)) 
P?1=HO*RF/XF ` ' V 
WRlTE(ó'15)9L,P2,P3yP4›D5›bê,Pf,Pl1.PÊI,P3l,P4l,?§I›¿fi1›*7l 
15 FORMAT(2(7(2X›Fl5.ó),/)) 
,
^ 
X1.ST/\R=72.ÚÚ()*fÃâ'àÚ 
_
' 
X3STÂR=C.8228UÚ 
XL1:1Ú.ÚÚÚ 
CSÍl=O.7UÚ 
WN1=5.0ÊU 
XL2=10.UÚO 
CSI2=O.7ÚO 
WN2=9oÔDO 
:SÍ3=Ú.7CO 
WW3:q.5ÚÚ 
'¢\¡¿¿ÍTÍÊ(Õ¶25)×L1.¶I',`SIl1Õ\=\'l9×L2v';}ÍSÍ2¶§ Í' - 
FÚRMÀT(5(?×yF12.b)ç/) 
XK12=XL1*'2.Í.ÍÚ(Í*:ÂÍÍ§Í 1*'/~'Í\Êl 
XK1l=NNl**2+2.0QC*XLÍ*QSÍl*WN1 
XK1U=XLl*HNl**2 . 
XK24=XL2+2‹0ÚÔ*(QSÍ2*WN?+CS13*hN5)
/ ›¬. u ¢ `/` L/ Q: 
×K23=2.ouo*×L2*‹Qs12*wà2+Qs12*wH3›+‹v2§*¢z+«.zz. < ». 
*+ww3»*2› 
_
~ 
L/ ,. 
,_ 
J) `. 
XK22=XL2*(W¶Z**Ê+4.0ÊC*ÍSÍ2*ÍS13*VÃ2*WÉ3*W\%**Í)‹Ã.ÊLÚ*~' 
*12*wNõ+csx3*wwz›
A XK2l=2.0Ê0*XL?*NNP*H%5*(Ç$Í?*VN3+Ú$IÊ*%NÉ)+M\Ê'* *k“%**¿ 
XK20=XL2*WN2**2*WN3**2 
NRÍTÊ{öq3Ó)XNl21XK11,ÃKlO,XK24,XKÉi,\K2Ê,YKÊ1›XK D 
FOR‹'\'.=/ÀT( BÍÊX9 F12.(1) 9/) 
Â1=1.5DC 
Â2=2‹2UO 
N1=1.0D0 
w2=2.0D0 
W3=2.5UC 
WRÍTÊ(Ô¶Ô5)ÂlflÂ2vW11w2¶W3 
FÚQNAT(5(ÊX›F12.ó)1/) 
×10=1C8‹QDO*RÂÚ 
X20=2C0.0ÉO*QfiU 
X30=O.QDO
M -if- y 
168 
›.› : 2 
u'-. 
à*‹.=
X4G*(~P5*üCUS(X1STÀR)+Pó*×3STAR)/PY 
X50=(-9l*DSIN(2.CUG¢X1STAR)+P3*X3SíÀQ* 
×ó0=×50 
Aà1o=×2o 
AÀ2o=P11*DS1N‹2.cu0*x10›-P2x*×zo~n 
AA3o=P51*nc35(×1c›~Póx*×ac+P71*×40 
AA«o=~×êo/TE z 
AA5o=‹~xso+xón›/T1 
Anóoz-xóc/Ts 
czo=2.ono*P11*xPo*0çuS‹P.ono*×1o›-»21*âêzw-Pâlwíøâ5n*n5xr‹×1c›+×« 
**×30*DCCS(×10›)+P41*Àà50 
×K1=‹ââ10+À1*‹×3C~x5SfA2))/wi 
×K2=×3U-XBSTÀR 
XK3=(Õ3Q+3.ÚÚO*â2*ÀÀ2U+(5.0DÚ#A2**2+H3**Z)*×¿U+fi?*(¿Ê**2+N5> Ê)*(X 
#10-XISTAR))/(N2*(H3**2~W2**2)) 
L` 
›_.| 
._¬_ \..' L_^. ›-‹ 
*X3C*É 
› XK4=(ÂÀ20+2.0Êfi*ÂZ*Y2C*(Í2**Ê*h3**?)*(XIÚ- 
' '¬)/WÊ ×K5=(X20+A2*(XLÓ-ÀISTÀR)-XK3*®¿ - 
XK6=XlO-XISTÁR-XKQ 
WRITE(ó›55)XK1vXK2›XK3›XK¿›XKbvXKó 
55 FURMÂT(Ô(2XyF1U.Ô)|/)
1 
A 
V10=0.0UO 
_ Í 
V20=0.0DO ¢ 
PVC=0.0D0 
VAR(1)=C‹QÚO 
VâR(2)=XlO 
VAR(3)=X20 
VAR(4l=X3O 
VÀR(5)=X4O 
' VAR(ól=X5O 
vAâ‹7›=×óu ` 
vàR‹s›=vlo 
vâR‹@›=v2o 
vAx(1o›=Pvo 
HU 100 mz 
~MM=M 
p...
Q 
,z 
«__ 
.Í
. 
T=VÁRÍ1) 
×1=vAa‹2› 
×2=vAR‹3› 
×3=vAR‹4› 
×4=vAR‹6› 
×õ=vAR‹ó› 
xó=vAR‹7› 
v1=VÀR{9) 
v2=vAa‹Q› 
vv=vAR‹10› ` 
vr=nsuRT‹‹‹v*×ú*usrN‹×1››/‹×¿+×r››z*2+‹‹v*×úú*ú;z5‹>â››/‹×¡+›0o›+‹ 
*×âF*xT*×3›/‹‹×T+×uü)*×F›)**2› 
' PT1E=‹~P1*Ds1w‹2.oso#×1›+P2*x3*U3 
×1=vAR(2›/RAD <\ 
x2=vAR‹3›/RAD 
F2=F2/xau 
waITE(ó.7s›T 
75 FoRMAT‹2×.F15.ó,/›
/ ›-4 H(XL 
(×l§T^*))/ PA 
.'j1›¡'«!(><`.'))+r'‹l*/ffí) 
>< `\/'T ¬ V \ \.›¬ Ç 
ÇÀLL 5xâMà‹r1,w.c1,sPfic.vâQ.uuvàâ,¿§fi.5;<¶z › 
))/V4 
wRITE(ö,65)Xl,X2,×3|X4|X5.Xó,F2›F1vVT1?TÍÍ‹Ul› ` L/vVlvV×|9 
LO? 
«z»«2›
(75 FORÍ"'|Í\T( zÉ>)y 
*×,F15.ó›./› 
100 comrrwue 
sroø 
Fmo 
suõânurlwfi slàwúzi1.w.c1,svzc,vâa.@uvâw,àënúnwwúfn 
1MøL1c1T R§«L*s‹â-H.m~z› ' 
IMPL1cxr 1wrõc¿&*z‹1-×› 
common /raux DE«1.së«2.nêRa 
V 
olmêwsxow o§à1‹à›.n5«2‹»›.wâàa‹@› 
- olwêwsxcm 5Lu11Q›,§Lz2‹@› ~ “ 
oxwêwsrcw rúMw‹â›,51vâQ‹1o›,vêé‹1u›.cuvâ«‹1c›.r=~‹1+› 
RAD=o.o17«s32Qzõ2Do 
C If=JITI/'\LIZ/ÃTIíL«`\i SECTIUN _ 
~ IFlI1)1›l›2 
1 IF(C1) 3.l.,3 
4 'v¬'RITF;(:'›vlOOO) 
1000 Fífš.Rz'\^.z'ÃT( l}.HOCI=() STOP) 
STOP 
C S/\\./E CI ' 
I ›' 3 Hzc 
ro = vAQ‹1› 
MnoF=1 
1x= 1 
N1=N+1. _ _ 
no 5 J=1, 
cuvúQ‹J›=và2‹J› 
5 ccmrlwue 
EvALuAT1cu Sëcrívw Hëws 
a CALL oúâsuõ 
Iv‹M09¿.Lú.1› ao ro 7 . 
na fiô J=1.w1 z 
as vAR‹J›=cuvA2‹J› 
530 TU Ó- 
7 RETUQN 
ó 1F‹sPEc› Q,7,@ 
Q nELP=‹vàR‹1›-To›*‹1.côu+n.ooc1oc› 
1F‹uAss‹o&Lv›-uaas‹5>:L››2.1o,1c 
10 To = vàR‹1› 
sn re 7 _ 
2 IF‹MoDE-4) L1,1z.12 
RUNGÊ-KUTTÀ 
11 eo 20 J=2.N1 
neR3‹J-1›=m5u2‹J- 
DER2‹J-1›=uFR1‹J- 
oEQ1‹J-1›=uflw‹J› 
ELE1tJ-1›=0Eâ‹J› . 
mêLT=o.éoo*€LF1‹J-1›*u 
s1vAR‹J›=vna‹J› 
cuvâa‹J›=s1và»‹J›+v§LT 
20 CQNTINUE 
s1vAR‹¡›=vâQ‹1› 
cuvAR‹1›=s1vÀâ‹1›+c.«nc»H 
CALL oansun 
CuvAR‹1›=s1vA2‹1›+o.ê557â725421a?0uo*H 
¡._.¡_. `.»`4
Y 
.L/U
r 
/)r5(¿ 
NI 1
M 
l7l 
DO 24 J=2›N1 ' , 
FLE2(J“l)=DER(J) 
' DELT=(O.29ó97760924775DO*FLE1(J~l)*O.l58759ó44§?104EC*CL§2(J~l))*P 
CUVAR(J)=SlV&Q(J)+UELT 
24 CDNTINUE 
CALL oêasun 
cuvAR‹1›=s1vAQ‹1›+n 
no Pó J=2,m1 , . 
TeMP‹J-1›=nLRlJ› 
nELT=‹o.21õ1oo3¢e2?6v2no*õLfi1(J-1›~3.oõcvóõ1«sófi¢ênc*FLL¿‹J-L›+ 
*x.a32só«7óoâó7occ*TLMv‹J-L)›*H 
cuvúR‹J›=s1và2‹J›+nfLr 
CONTINUE 
CALL ueâsue 
DH=H 
_
« 
cuvÀR‹1›=vâ2‹1›+nH. 
oo 28 J=2,N1
Í Q3ue=‹o.174v@s2@2zõ2ó@no*FLL1(J-1›-Ç.flõ1«ë0éó2â2~?zwø*2LL2(J-1›+ 
*1.zos53s5QQ39ôõnc*r€wP‹J~1›+e.17L1a«?e121sú2no*ú1×‹J›› 
cuvAR‹J›=vúz‹g›+uH*onufi « 
CONTINUE ' f ' 
Mo0E=~goE+1 › ' 
os T0 a ' 
v ¿DÁNS~BâSHF3RTH PQEDIÇTUR 
cuvâR‹1›=vAQ‹1›+H 
nfiàn/24.000 - 
DO 13 J=2.N1 
DOU3=(55.OO0*D?¿(J)-5@.0UG*DF&1(J-l)437.CÚC*ULÊ.(J*¿)~9.LÍU*TEQ5(J 
*-1)). 
CUVAR(J)=Vúã(J)+DH*G3UB 
_CUNT1NUE 
DO 14 J=1¢N 
DER3(J )=GER?(J) 
DER2(J )=DER1(J) 
14 oER1‹J ›=05R‹J+1› 
CÀLL ofiasue
_ 
3 ÀDAMS-MCULTJN cuaaëcrca 
DO ló J=2‹Nl ~ 
DQUB=(9‹ODO*DÉ?(J)+19.000*OEÊl(J~l)-5.0D0*D§R2(Jfl)+VEQ3(J-1)) 
CUVÂR(J)=VAR(J)+OH*DOUE 
CONTINUE 
GO TU 8 
END 
SUÊROUTINE DEQSU% 
IMPLICIT REAL*8(A-H1D-Z) ' 
IMPLICIT INT¿GEQ*2(I-N) 
COMMON CUVAR(lO)¢VÀR(LO)1CI¶CER(lOl 
COMMGN /CTL/ J1vU? F F2 
O «ê J ¬ 
_: lv 
CUMMCN /PÂR/ pl|P2,P3yP4,P5,9ó,P7,Ull›'¿lvP|lv °'lv°f1vP711TÉvr r~ ›- ‹a 'i fz 
*KzTT.TG 
CQMMON /PCTI ×K12›×K11,XK1O.×K24.xm23,×K¿Z.rÁ21›fh2« 
ÇOMMON /EwT/ xx].xK2.‹x%.‹Ka.xw5,‹×ô.â1,:¬,@',à_,^',×15I:4,×3$T\‹ 
COMMON Yl10C) - 
COMMGN WMM 
SS1=5.0D0
o
U:
I 
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r 
'SS2=5;OD0 
Q/â0=O.() l7/‹`bÍ52'97*š2!')-T) 
T=CUvARlIY 
×1=CUvARl2) 
×2=CUVÁR(3) 
×3=CUVAR(4) ' 
×4=CUVAR‹S) 
×%=CUVAR(Ó) 
Xó=CUVAR(?) 
.Vl=CUVAR( 8) 
,, V2=CUVAR(9)
. 
PV=CUVAR(10) 
F1=×3STAR+DFXP(-àl* ×K1*OSlN(wl*T)+×K?*CCUS(w!*T)) FF1=D&×P(-A1*T)*((~« -wl*×x2)*iSIY(wZ*T)+(-í2*X*¿+w1*xml)*OC`E *(w1*T)) ' 
FFF1=O£XP(-A1*T)*(((A1**2-w1**2)*×h1+2.0wO*Al*vifxhƒ)*ÚSIN(w1¢T%+( 
*(Al**2-w1**?)*×K2-?.CDO*âl*w1*×K1)*DCfiS(w1*T)) 
F2=XLSTÀQ+D£XP(-A2*T)*(×K3*5SI¿(w3*T)+xK«*DÇ;S(«;*í›+×K5 (wZ*T *)+×Kó*DCOS(fi3*T)› > 
FF2=DE×D(~A2*T)*((-fl2*×K3-w2*xÀ«)*fiSIY‹h2*T)+(-«¿#x«¿+a2¢YK3)*D;¿S 
*{w2*T)+l-A2*×<5~w3*XKÓ)*üSIN(v%*T)+(-à2*XKõ+w%*×K5)*?CCS(w3*T)) 
FF-F2=í2E€›íP ( -"¬zÍL×'=1` ) >'×(' ( ( ›^.}7>í==f=l?--L~š2;*.==1f? ) *;<2«3+§'. ‹^_`;i,`››IL`J-“-fA2=f='.~. =f`^:<¢- )›;zf›5 1% ('^~¿_=í=T ) ‹( *(A2**2~w2**2)*XK4-2.COO*A2*n2*×K3)*DCCSÍn2*T)+((fi¿**¿-w3**2)*xK5+2 
*.¢9n¢A2*w3*×Kê›*os1N‹w3*r›+‹‹àz**2-w3*fiz›*×x@-2.›wr¢âz*âz*×Kz›*acc 
*s‹w3*T›)- -- A 
, 
-~- 
FFfiF2=nE×P‹-à:*T›*‹‹(-« **2+>.^0^*a2**2›*«°*×õw+‹»ø**"-a.n:fi=¶2=*2 
*)*w2*×K4)*DSI¶(×2*T)+((~w2**2+3.0DC*A?**2)*h2*×n3+(-~2**2+3.CDO* ” 
***2)*A2*×K4)*üCGS(à?*f)+((-A2*#?+3.C2G*w%**2)âA/1\úz‹(w§**¿-›.CC 
*A2**2)*w3*×<Ó)*DSIH(w3*T)+((-w3**2+3.CCC*AZ**2)*v;*×HS+(~A2**2+ 
*DO*w3*¢2)*A2*×Kõ)*ñCDS(N%*T)) 
FFFFG2¿DEXP(-A2*T)*(((A2**4-ó.CDO*A2**¿*H2**2+h¿#*4)*×K3+(À2»*2-az 
¢**2)*4.0DO*^2*H2*×K4)*DSI¶(w?*1)+((-A?**2+w2**7›*¢.>zO*lfl*w2*YK¿‹( 
*A2**4-ó.ooo*A2**2*w2**2+w2**é›*×K«›*0Ccs‹wz*T›+‹‹à¿*¢4-ó.ozo*â2**2 
› 
-( 
p-1 
`.v 
.~‹. 
.›v. 
.¬ 
.. 
x 
ø-` 
T' ,× ._. 
JJ Lf- 7*-4 
.. 
) 
v-_ 
~. 
¿. n \ 
Ló) 0 
-Í`. 
1' 
(.')*Y.~" 
**~3**2+w3**4›*×m§+‹Aâ**z-zz**2›*4.»ufl*A2*wa*««ú›#¢>í1‹wó¢T›+‹‹-AP* 
**z+w3**2›*«.on0*A2* K5+‹A2**«-ó.oDo*Az**2*ú3âz¿+«3**4›*xú¢›*ocn Ii 5% >f. *s‹w2*r›› 
âÀ1=×2 
nâ2=P1*usyN‹z.omc*x1›-P2*×2-ws*×z*«sIM‹×1›+@4*rà-v¬zêv 
AA3=P5*nccs‹×1›-Pó*x3+P7*×é ›
. àâ«=~×4/Tê z 
àA5=‹-×s+×ó›/fr ' 
Aâóz-xó/rs 
AA11=x2 - 
nà21=P11*úsIN‹2.cncfix1›-P2L*×2~P31*×3*us1w‹×1›+r«1*âê 
Aà31=P51*uCQs‹×1›~Pó1*×3+P?1*×4 
/\Â¿¢]_='“X¡¢/TE 
AA51=‹-×5+×ó›/TT » 
âAó1=-xô/10 
c21=~P51*x2*Ds1w(×1›-Pó1*Aâ31+P?1*AA«1 ' 
c31=2.ooo*P11*×2*uc5s‹2.ouo*×1)-v21*àà21-wà1¢‹ôêz1*~z1w‹×1›+×2*×›* 
*Dc0S‹×1››+P«1*An51 ' v 
c«1=2.ooo*P11*‹AAz1*ú¿u¶‹?.or0*×1›-2.vuc*×2**;*=«1×‹v.os‹*×1››-firl 
**c31-P31*v‹:¿1-x2**2*x3›*üs1N‹xl›+‹2.ouo*×2*ÀA31+×3¢âA21›*ccüs‹×1› *›+P41*‹-Aà%1+âàs1›/Tr
, D411=TE/‹v71*EK› '
, K
4 
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wa12=o.ono 
nâ21=ø3x*rT*ro»us1n‹×1›/vâl 
oé22=Tr*r;/véx 
uU1=~¢z1+×K12*‹vf1-âúxl›+×m1¡*‹Fl-×3›+rrf1+v1 
uu2=-cú1+×K2«*‹FFFF2-C31›+×K23*‹FFf2~AA21›+×«22¢‹FFz-xx)+×K21*‹?2- 
*×11+FFFFF2+v2 
u1=D«11*uu1+o«12*uu2 
u2=u421*uu1+néz2*uu: 
o5R‹2›zâA1 
o5R‹3›=¢A2 
DfiR‹4›=AA3 . 
o¿R‹5›=ôA«+EK*u1/Tê 
nãR‹ó›=AAfi 
oeR‹v›=^úó+u2/rc 
ofiR‹â›=×K1o*‹F1-×3› 
o&R‹@›=×K2o*‹r2-×z› 
o&R‹1o›=~ss1*Pv+ss2*v‹MmM› 
vEa‹1o›=o.oDo 
Rêruam 
ewn , 
suaâourxwe wøRMàL‹r×,s,àM.v›V 
rMvLxc1r REâL*s‹A-H,o-z› 
¡MPL1c1T xNrú@êx*2‹x_u› ' ' ‹ 
Á=OzÔÚÔ 
ao so 1=1.12 ' 
CALL QúN‹1x,1Y.Y› 
r×=1v 
&=À+Y 
v=‹A-ó.ouo›¢s+úM 
Râruaw ~ 
END 
suõâourrmfi Qâw‹1×,1v,YêL› 
xmpfrcir â§AL*a‹â-P.:-z›~ 
Imvzrcrr 1urâ5à@*z‹1- › 
1Y=¡×*ac9 
ÍF(ÍY)5vÔ1Ó 
1Y=1Y+527ó7+1 
YFL=xv 
YFL=YFL/327ó7.onc 
RPTURN 
END 
‹'›
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