Abstract-The issue of router buffer sizing is still open and significant. Previous work either considers open-loop traffic or only analyzes persistent TCP flows. This paper differs in two ways. First, it considers the more realistic case of nonpersistent TCP flows with heavy-tailed size distribution. Second, instead of only looking at link metrics, it focuses on the impact of buffer sizing on TCP performance. Specifically, our goal is to find the buffer size that maximizes the average per-flow TCP throughput. Through a combination of testbed experiments, simulation, and analysis, we reach the following conclusions. The output/input capacity ratio at a network link largely determines the required buffer size. If that ratio is larger than 1, the loss rate drops exponentially with the buffer size and the optimal buffer size is close to 0. Otherwise, if the output/input capacity ratio is lower than 1, the loss rate follows a power-law reduction with the buffer size and significant buffering is needed, especially with TCP flows that are in congestion avoidance. Smaller transfers, which are mostly in slow-start, require significantly smaller buffers. We conclude by revisiting the ongoing debate on "small versus large" buffers from a new perspective.
I. INTRODUCTION
T HE NEED FOR buffering is a fundamental "fact of life" for packet-switching networks. Packet buffers in routers (or switches) absorb the transient bursts that naturally occur in such networks, reduce the frequency of packet drops, and-especially with TCP traffic-they can avoid underutilization when TCP connections back off due to packet losses. At the same time, though, buffers introduce delay and jitter, and they increase the router cost and power dissipation.
After several decades of research and operational experience with packet-switching networks, it is surprising that we still do not know how to dimension the buffer of a router interface. As explained in Section II, the basic question-how much buffering do we need at a given router interface?-has received hugely different answers in the last 15 to 20 years, such as "a few dozens R. S. Prasad is with the Ethernet Switching Technology Group, Cisco Systems, Inc., San Jose, CA 95134 USA (e-mail: ravipra@cisco.com).
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Digital Object Identifier 10.1109/TNET. 2009.2014686 of packets," "a bandwidth-delay product," or "a multiple of the number of large TCP flows in that link." It cannot be that all these answers are right. It is clear that we are still missing a crucial piece of understanding despite the apparent simplicity of the previous question. At the same time, the issue of buffer sizing becomes increasingly important in practice. The main reason is that IP networks are maturing from just offering reachability to providing performance-centered service-level agreements and delay/loss assurances. Additionally, as the popularity of voice and video applications increases, the potentially negative effects of overbuffered or underbuffered routers become more significant.
There are mostly three new ideas in this paper. First, instead of assuming that most of the traffic consists of "persistent" TCP flows, i.e., very long transfers that are mostly in congestion avoidance, we work with the more realistic model of nonpersistent flows that follow a heavy-tailed size distribution. The implications of this modeling deviation are major. First, nonpersistent flows do not necessarily saturate their path; second, such flows can spend much of their lifetime in slow-start; and third, the number of active flows is highly variable with time. A discussion of the differences between the traffic generated from persistent and nonpersistent flows is presented in [19] . Our results show that flows that spend most of their lifetime in slow-start require significantly less buffering than flows that live mostly in congestion avoidance.
Second, instead of only considering link-level performance metrics, such as utilization, average delay, and loss probability, 1 we focus on the performance of individual TCP flows, and in particular, on the relation between the average throughput of a TCP flow and the buffer size in its bottleneck link. TCP accounts for more than 90% of Internet traffic, and so a TCP-centric approach to router buffer sizing would be appropriate in practice for both users and network operators. On the other hand, aggregate metrics, such as link utilization or loss probability, can hide what happens at the transport or application layers. For instance, the link may have enough buffers so that it does not suffer from underutilization, but the per-flow TCP throughput can be abysmally low.
Third, we focus on a structural characteristic of a link (or traffic) multiplexer that has been largely ignored in the past, with the exception of [8] and [12] . This characteristic is the ratio of the output/input capacities. Consider a link of output capacity that receives traffic from links, each of input capacity , with . In the simplest case, sources are directly connected to the input links, and the input capacity is simply the source peak rate. More generally, however, a flow can be bottlenecked at any link between the source and the output port under consideration. Then, is the capacity of that bottleneck link. For example, consider an edge router interface with output capacity 10 Mbps. Suppose that the input interfaces of that router are 100 Mbps. If the traffic sources are directly connected to that router, the ratio is equal to 0.1. On the other hand, if the sources are connected to the router through 1-Mbps DSL links, then the ratio is equal to 10. It turns out that the ratio largely determines the relation between loss probability and buffer size, and consequently, the relation between TCP throughput and buffer size. Specifically, we propose two approximations for the relation between buffer size and loss rate, which are reasonably accurate as long as the traffic that originates from each source is heavy-tailed. If , the loss rate can be approximated by a power-law of the buffer size. The buffer requirement can be significant in that case, especially when we aim to maximize the throughput of TCP flows that are in congestion avoidance (the buffer requirement for TCP flows that are in slow-start is significantly lower). On the other hand, when , the loss probability drops almost exponentially with the buffer size, and the optimal buffer size is extremely small (just a few packets in practice, and zero theoretically). is often lower than 1 in the access links of server farms, where hosts with 1-or 10-Gbps interfaces feed into lower capacity edge links. On the other hand, the ratio is typically higher than 1 at access networks as traffic enters the high-speed core from limited capacity residential links.
We reach the previous conclusions based on a combination of experiments, simulation and analysis. 2 Specifically, after we discuss the previous work in Section II, we present results from testbed experiments using a Riverstone router (Section III). These results bring up several important issues, such as the importance of provisioning the buffer size for heavy-load conditions and the existence of an optimal buffer size that depends on the flow size. The differences between large and small flows is further discussed in Section IV, where we identify two models for the throughput of TCP flows, depending on whether a flow lives mostly in slow-start (S-model) or in congestion avoidance (L-model). As a simple analytical case study, we use these two TCP models along with the loss probability and queueing delay of a simple M/M/1/B queue to derive the optimal buffer size for this basic (but unrealistic) queue (Section V).
For more realistic queueing models, we conduct an extensive simulation study in which we examine the average queueing delay and loss probability as a function of the buffer size under heavy-load conditions with TCP traffic (Section VI). These results suggest two simple and parsimonious empirical models for . In Section VI, we also provide an analytical basis for the previous two models. In Section VII, we use the models for and to derive the optimal buffer size, depending on the type of TCP flow (S-model versus L-model) and the value of . We also examine the sensitivity of the TCP throughput around the optimal buffer size when buffering is necessary (i.e., ). We find out that throughput is a robust function of the buffer size and that even 2 All experimental data are available upon request from the authors. The simulations scripts are available on the Web at http://www.cc.gatech.edu/~ravi/ buffer.htm. large relative deviations from the optimal buffer size only cause minor loss in the per-flow throughput. Finally, in Section VIII, we conclude by revisiting the recent debate on "large versus small buffers" based on the new insight from this work.
II. RELATED WORK
Several queueing theoretic papers have analyzed the loss probability in finite buffers or the queueing tail probability in infinite buffers. Usually, however, that modeling approach considers exogenous (or open-loop) traffic models in which the packet arrival process does not depend on the state of the queue. For instance, Kim and Shroff model the input traffic as a general Gaussian process and derive an approximate expression for the loss probability in a finite buffer system [11] .
An early experimental study by Villamizar and Song recommended that the buffer size should be equal to the bandwidthdelay product (BDP) of that link [23] . The "delay" here refers to the RTT of a single and persistent TCP flow that attempts to saturate that link, while the "bandwidth" term refers to the capacity of the link. That rule requires the bottleneck link to have enough buffer space so that the link can stay fully utilized while the TCP flow recovers from a loss-induced window reduction. No recommendations are given, however, for the more realistic case of multiple TCP flows with different RTTs.
The BDP rule results in a very large buffer requirement for high-capacity long-distance links. At the same time, such links are rarely saturated by a single TCP flow. Appenzeller et al. concluded that the buffer requirement at a link decreases with the square root of the number of "large" TCP flows that go through that link [1] . According to their analysis, the buffer requirement to achieve almost full utilization is , where is the average RTT of the (persistent) competing connections. The key insight behind this model is that when the number of competing flows is sufficiently large, which is usually the case in core links, the flows can be considered independent and nonsynchronized, and so the standard deviation of the aggregate offered load (and of the queue occupancy) decreases with . An important point about this model is that it aims to keep the utilization close to 100% without considering the resulting loss rate. As we discussed earlier, the traffic model of persistent flows is not realistic, even for core links. The number of active flows in core links can be large and relatively constant with time, but the flows constituting the aggregate traffic keep changing due to the arrival and departure of flows.
Link utilization is only one of the important factors in router buffer sizing. Loss rate, queueing delay, per flow throughput, etc., are also affected by router buffer sizing, and they often lead to conflicting requirements. Dhamdhere et al. considered the buffer requirement of a drop-tail queue given constraints on the minimum utilization, the maximum loss-rate, and, when feasible, the maximum queueing delay [6] . They derive the minimum buffer size required to keep the link fully utilized by a set of heterogeneous TCP flows while keeping the loss rate and queueing delay bounded. However, the analysis of that paper is also limited by the assumption of persistent connections.
Morris was the first to consider the loss probability in the buffer sizing problem [16] , [17] . That work recognized that the loss rate increases with the square of the number of competing TCP flows and that buffering based on the BDP rule can cause frequent TCP timeouts and unacceptable variations in the throughput of competing transfers [16] . Morris also proposed the flow-proportional queueing (FPQ) mechanism as a variation of RED, which adjusts the amount of buffering proportionally to the number of TCP flows.
Enachescu et al. showed that if the TCP sources are paced and have a bounded maximum window size, then the burstiness of the traffic aggregate is much smaller, and a high link utilization (say, 80%) can be achieved even with a buffer of a dozen packets [8] . The authors noted that explicit pacing may not be required when the access links are much slower than the core network links, providing a natural pacing. It is also interesting that their buffer sizing result is independent of the BDP. Therefore, the buffer requirement does not increase with upgrades in link capacity.
Recently, the ACM Computer Communications Review (CCR) has hosted a debate on buffer sizing through a sequence of letters [7] , [8] , [20] , [24] , [26] . On one side, authors in [8] , [20] , and [26] have proposed significant reduction in the buffer requirement based in results from earlier studies [1] , [8] . They argue that 100% link utilization can be attained with much smaller buffers, while large buffers cause increased delay, induce synchronization, and are not feasible in all-optical routers. On the other side of the debate, authors in [7] and [24] highlight the adverse impact of small buffer size in terms of high loss rate and low per-flow throughput. Dhamdhere and Dovrolis argued that the recent proposals for much smaller buffer sizes can cause significant losses and performance degradation at the application layer [7] . Similar concerns are raised by Vu-Brugier et al. in [24] . That letter also reports measurements from operational links in which the buffer size was significantly reduced.
Ganjali and McKeown discussed three recent buffer sizing proposals [1] , [6] , [8] and argued that all these results may be applicable in different parts of the network as they depend on various assumptions and they have different objectives [9] .
Recently, Lakshmikantha et al. have reached similar conclusions with our work using different models [12] . Specifically, they show that depending on the ratio between the "edge" and "core" link capacities (which corresponds to our ratio ), the buffer requirement can change from (just few packets) to (in the order of the BDP). They also consider nonpersistent TCP flows and analyze the average flow completion time, which is equivalent to the average per-flow throughput that we focus on. They use a Poisson approximation for the case of and a diffusion approximation for the case of . On the other hand, that work does not consider the differences in buffer sizing that can result from TCP flows that are mostly in slow-start versus congestion avoidance. In our work, we study these two cases separately using the S-model and the L-model, respectively.
III. EXPERIMENTAL STUDY
To better understand the router buffer sizing problem in practice, we first conducted a set of experiments in a controlled testbed. The following results offer a number of interesting observations. We explain these observations through modeling and analysis in the subsequent sections.
A. Testbed Setup
The schematic diagram of our experimental setup is shown in Fig. 1 . There are four hosts running servers/senders and four hosts running clients/receivers, all of which are Fedora Core-5 Linux systems. Each host has two Intel Xeon CPUs running at 3.2 GHz, 2-GB memory, and a DLink Gigabit PCIexpress network interface. The traffic from the four senders is aggregated on two Gig-Ethernet links before entering the router. The testbed bottleneck is the Gig-Ethernet output interface that connects the router to the distribution switch.
We use a Riverstone RS-15008 router. The switching fabric has much higher capacity than the bottleneck link, and there is no significant queueing at the input interfaces or at the fabric itself. The router has a tunable buffer size at the output line card. Specifically, we experiment with 20 buffer sizes, nonuniformly selected in the range 30 KB to 38 MB. With Ethernet MTU packets (1500B), the minimum buffer size is about 20 packets, while the maximum buffer size is approximately 26 564 packets. We configured the output interface to use drop-tail queueing, 3 and confirmed that the maximum queueing delay for a buffer size is equal to , where is the capacity of the output link, as shown in Fig. 2 .
Two delay emulators run NISTNet [4] to introduce propagation delays in the ACKs that flow from the clients to the servers. With this configuration, the minimum RTT of the TCP connections takes one of the following values: 30, 50, 120, or 140 ms, with a different RTT for each client machine. The traffic at the output link is monitored using tcpdump running on a FreeBSD 4.7 system. We record the headers of both data packets and ACKs. The packet drop rate at the monitor is 0.1%. We use these packet traces to measure link utilization and per-flow TCP throughput.
We configured the Linux end hosts to use the TCP Reno stack that uses the NewReno congestion control variant with selective acknowledgments. The maximum advertised TCP window size is set to 13 MB so that transfers are never limited by that window. Finally, we confirmed that the path-MTU is 1500 B and that the servers send maximum-sized segments.
The traffic is generated using the open-source Harpoon system [22] . We modified Harpoon so that it generates TCP traffic in a "closed-loop" flow arrival model [21] . A recent measurement work has shown that most of the traffic (60%-80%) conforms to the closed-loop flow arrival model [18] . 4 In this model, a given number of "users" (running at the client hosts) perform successive TCP downloads from the servers. The size of the TCP transfers follows a given random distribution. After each download, the corresponding user stays idle for a "thinking period" that follows another random distribution. For the transfer sizes, we use a Pareto distribution with mean 80 KB and shape parameter 1.5. These values are realistic, based on comparisons with actual packet traces. The think periods follow an exponential distribution with mean duration 1 s. The key point, here, is that the generated traffic, which resembles the aggregation of many ON-OFF sources with heavy-tailed ON periods, is long-range dependent (LRD) [25] . As will be shown next, LRD nature of the traffic has major implications because it causes significant deviations from the average offered load over long time periods.
One important property of this closed-loop flow arrival model is that it never causes overload (i.e., the offered load cannot exceed the capacity). Specifically, suppose we have users, a flow size of bytes per user, a think period of seconds, and the flow completion time of seconds: the offered load generated by the clients is . The offered load cannot exceed the capacity of the bottleneck link . If that link becomes congested, the transfers take longer to complete, the term increases, and the offered load remains at or below [2] . Note that this is not the case in an open-loop flow arrival model, where new flows arrive based on an external random process (e.g., a Poisson process).
We control the offered load by emulating different numbers of users. The three experiments that we summarize in this paper, referred to as , , and , have 1000, 1200, and 3000 users, respectively. The first two experiments do not generate enough offered load to constantly saturate the output link. The third experiment, , produces an offered load that is very close to the capacity (1 Gbps). The run time for each experiment is 5 min. To avoid transient effects, we analyze the collected traces after a warm-up period of 1 min. Fig. 3 shows the average utilization of the bottleneck link as a function of the buffer size in each of the three experiments. First, note that the utilization curves, especially in the two experiments that do not saturate the output link, are quite noisy despite the fact that they represent 4-min averages. Such high variability in the offered load is typical of LRD traffic, and it should be expected even in longer time scales. We observe that the experiment can generate an average utilization of about 60%-70% (with enough buffering), can generate a utilization of about 80%-90%, while can saturate the link.
B. Results

1) Link Utilization:
As expected, there is a loss of utilization when the buffers are too small. Specifically, to achieve the maximum possible utilization, we need a buffer size of at least 200 KB in and an even larger buffer in the other two experiments. The loss of utilization when there are not enough buffers has been studied in depth in previous work [1] . As we argue in the rest of this paper, however, maximizing the aggregate throughput should not be the only objective of buffer sizing.
Another important observation regarding the utilization of the output link is that, even if the link is moderately loaded, there can be long time periods in which the link is practically congested. This is a direct consequence of the LRD nature of the Internet traffic [13] . For instance, consider one of the experiments in which the 4-min average utilization is only 68%. Fig. 4 shows the fraction of time in which the link utilization is higher than 90% or 95% (i.e., heavy-load conditions) when the utilization is measured in an averaging time scale of duration . For example, with s, we observe that the link is practically saturated, , for about 7% of the time. Congestion events lasting for several seconds are unacceptable to many Internet applications such as VoIP, interactive applications, and network gaming. This example shows that it is important that the buffer sizing process considers heavy-load conditions , even when the average utilization of the link is much less than 100%.
2) Median Per-Flow Throughput: Next, we focus on the relation between per-flow throughput and router buffer size. Figs. 5-7 show the median per-flow throughput for two groups of flows. One group, which we refer to as "small flows," sends about 45-50 KB. The "large flows," on the other hand, send more than 1000 KB. The classification of flows as small or large is arbitrary at this point; we will discuss this crucial point in Section IV.
First, in the case of , the median per-flow throughput generally increases with the buffer size up to a certain cutoff point. Note that the y-axis is in log scale. The minimum buffer size that leads to the maximum per-flow throughput can be viewed as the optimal buffer size . Note that the optimal buffer size is significantly lower for small flows compared to large flows. The experiment gives similar results. Second, the optimal buffer size for each flow type increases as the load increases. Third, in the saturated link experiment , we also note that the median per-flow throughput of small flows first increases up to a maximum point that corresponds to the optimal buffer size , and it then drops to a lower value.
The above experimental results raise the following questions: What causes the difference in the optimal buffer size between small flows and large flows? Why does the per-flow throughput increase up to a certain point as we increase the buffer size? Why does it drop after that point, at least for small flows? And more generally, what does the optimal buffer size depend on? We will answer these questions in the following sections. that, as the buffer size increases, the packet loss rate decreases, and an increasing fraction of small flows complete in slow-start. Without losses, however, the throughput of a TCP flow is only limited (without much statistical variation) by the flow's RTT. Therefore, as the buffer size increases, the variation range of the per-flow throughput for small flows decreases. On the other hand, for large flows, as the buffer size increases, the variability of the per-flow throughput increases. Specifically, the coefficient of variation increases from 0.75 when KB to 1.06 when MB. The reason is that a long flow may encounter packet losses even when the loss rate is very low. The long flows that experience losses switch from slow-start to congestion avoidance or retransmission timeouts and receive a throughput that is both lower and less predictable than the throughput of the long flows that do not experience any losses and complete in slow-start. As the buffer size increases and the loss rate decreases, the throughput difference between the two classes of flows increases, increasing the variation range of the per-flow throughput for large flows.
IV. TWO TCP THROUGHPUT MODELS
The experimental results show that there are significant differences in the per-flow throughput between large and small flows. Intuitively, one would expect that this may have something to do with how TCP congestion control works. It is well known that TCP has two distinct modes of increasing the congestion window: either exponentially during slow-start or linearly during congestion avoidance. We also expect that most small flows complete their transfers or send most of their packets during slow-start, while most large flows switch to congestion avoidance at some earlier point.
We first analyze the results of the experiments to understand the relation between per-flow throughput and flow size.
Figs. 9 and 10 show this relation for two extreme values of the buffer size : 30 KB, and 38 MB. Each of the points in these graphs is the average throughput of all flows in a given flow size bin. The bin width increases exponentially with the flow size (note that the x-axis is in logarithmic scale).
These graphs show that the average throughput increases with the flow size. Then, for the small buffer, the average throughput tends toward a constant value as the flow size increases (but with high variance). How can we explain and model these two distinct regimes, an increasing one followed by a constant?
One may first think that the increasing segment of these curves can be modeled based on TCP's slow-start behavior. Specifically, consider a flow of size bytes or segments with RTT . If an ACK is generated for every new received segment (which is the case in the Linux 2.6.15 stack that we use), then the throughput of a flow that completes during slow-start can be approximated as , where (1) is the number of RTTs required to transfer segments during slow-start when the initial window is two segments and an additional RTT is needed for connection establishment. As shown in Fig. 9 , however, the slow-start model significantly overestimates the TCP throughput in the increasing phase of the curve.
A more detailed analysis of many flows in the "small size" range revealed that a significant fraction of them are subject to one or more packet losses. Even though it is true that they usually send most of their packets during slow-start, they often also enter congestion avoidance before completing. An exact analysis of such flows is difficult, and it results in complex expressions (see [15] for instance). For our purposes, we need a simple model that can capture the increasing segment of the average per-flow throughput with reasonable accuracy and that can be used to derive the optimal buffer size. Therefore, we identified a simple empirical model that fits the increasing segment of the observed throughput values fairly well over a wide range of buffer sizes.
We refer to this empirical model as the S-model. According to the S-model, the average throughput of a flow with size bytes is (2) where is the flow's RTT, is the packet loss rate, is as defined earlier, and is the number of additional RTTs that each retransmitted packet introduces. In the version of Linux that we use, which relies on SACKs, each dropped packet is usually recovered with fast-retransmit in one RTT, and so we set . 5 In Figs. 9-10 , we plot the S-model using the average RTT and loss rate observed in each experiment. Note that the S-model is an excellent approximation to the observed average per-flow throughput up to a certain flow size, which depends on the buffer size. Actually, in the case of the maximum buffer size (Fig. 10) , the S-model fits very well almost all flow sizes. The reason is that the loss rate is very low with that buffer size, and so almost all flows, including the largest ones that send more than 10 000 packets, complete during slow-start.
In the case of the two lower buffer sizes, note that the experimental average per-flow throughput curves tend toward a size-independent value as the flow size increases beyond the scope of the S-model. In that range, flows send most of their packets during congestion avoidance. There are several models for that TCP regime. We choose to use the simplest, which is the well-known "square-root model" of [14] , so that the derivations of the following sections are tractable. According to that model, which we refer to as the L-model, the average throughput for a flow in congestion avoidance is (3) where is the flow's maximum segment size (MSS). Here, is a constant that depends on the exact variant of TCP [14] (We set ). Fig. 9 shows that the L-model gives a reasonable approximation for the average throughput of large flows. The variance is high, however, and the model applies only as long as the corresponding flows send most of their packets in congestion avoidance.
One might expect that there is a specific size threshold that separates the scope of the S-model and L-model. Note, however, that this threshold would also depend on the buffer size because the latter controls the packet loss probability. It is the loss probability, together with the flow size, that determines whether a flow will send most of its packets in slow-start or congestion avoidance. In general, the scope of the S-model expands toward larger flow sizes as we increase the buffer size because the loss rate decreases and more larger flows complete during slow-start. This is an interesting observation with significant implications on how we think about TCP "mice versus elephants." It is common that large TCP flows-say, more than a few tens of KB-are viewed as "elephants" and modeled in congestion avoidance. Slow-start, on the other hand, is viewed as important only for flows that send up to a few tens of packets. As the previous results show, however, the mapping of small flows to slow-start and large flows to congestion avoidance may be misleading, especially with larger buffer sizes.
Finally, we attempted to find a quantitative criterion that can classify TCP flows as either following the S-model or the L-model. The best classifier, among many that we experimented with, is the number of congestion events that a flow 5 Based on ns-2 simulations, we found that the S-model also approximates TCP Reno quite well.
experiences. A congestion event here is defined as one or more packet losses that are separated from other losses by at least two RTTs. Flows that saw at most four congestion events are reasonably close to the S-model, while flows that experienced five or more congestion events are closer to the L-model. It should be mentioned, however, that there is also a "gray region" of flow sizes that fall between the S-model and L-model and that cannot be approximated by either model. In the rest of the paper, we ignore those flows and work entirely with the S-model and L-model, 6 assuming that the former captures flows that sent most of their traffic in slow-start, while the latter captures flows that experienced more than four congestion events.
V. A SIMPLE CASE STUDY
In the previous section, we identified two models that express the per-flow TCP throughput as a function of the loss probability and RTT that the flow experiences in its path. In this section, we consider a TCP flow of size that goes through a single bottleneck link. The link has capacity and packet buffers. Our goal is to first derive the throughput of the flow as a function of the buffer size at the bottleneck link, and then to calculate the buffer size that maximizes the throughput . To do so, we need to know the loss probability and average queueing delay as a function of . As a simple case study, even if it is not realistic, we consider the queueing model. Further, we focus on heavy-load conditions, when the link utilization is close to 100% for the two reasons we explained in Section III: First, a closed-loop flow arrival model cannot generate overload, and second, the LRD nature of the traffic implies that there will be significant time periods of heavy load even if the long-term average utilization is much less than 100%.
In the model, the loss probability is given by . In the heavy-load regime, as tends to 1, the loss probability becomes simply inversely proportional to the number of packet buffers . The average queueing delay, in the heavy-load regime, becomes . The average RTT of the TCP flow we consider can then be written as , where is the RTT of the flow excluding the queueing delays in the bottleneck link.
We can now substitute the previous expressions for the loss rate and RTT in the throughput equations for the S-model and L-model, (2) and (3), to derive the average throughput as a function of the buffer size both TCP models have an optimal buffer size at which the throughput is maximized.
The initial throughput increase as we increase can be attributed to the significant reduction in the loss probability. Near the optimal buffer size, the gain in throughput due to loss rate reduction is offset by an increase in the queueing delay. Beyond the optimal buffer size, the effect of the increasing queueing delays dominates, and the throughput is reduced in both the L-model and S-model. Further, note the optimal buffer size is much lower in the S-model case.
It is straightforward to derive the optimal buffer size and for the S-model and the L-model, respectively:
Interestingly, the optimal buffer size for the L-model is simply twice the BDP. On the other hand, the optimal buffer size for the S-model increases with the square root of the BDP. This explains why the smaller flows that we considered in the experimental results have a lower optimal buffer size than the larger flows. For example, the optimal buffer size at a 1-Gbps link with ms MB is, first according to the S-model, 225 KB for KB, 450 KB for KB, and 1.125 MB for MB. According to the L-model, on the other hand, the optimal buffer size is , which is equal to 15 MB.
Clearly, the optimal buffer size at a network link heavily depends on whether the link is optimized for smaller flows that typically send most of their traffic in slow-start or for bulk transfers that mostly live in congestion avoidance. It is interesting that, from the network operator's perspective, it would be better if all flows followed the S-model so that routers could also have much smaller buffer requirements.
VI. DELAY AND LOSS MODELS IN HEAVY LOAD
In the previous section, we derived closed-form expressions for the per-flow throughput as a function of the buffer size for the simplistic case of the model. Of course in reality, packets do not arrive based on a Poisson process, and they do not have exponentially distributed sizes. Instead, the packet interarrival process exhibits significant correlations and burstiness even in highly multiplexed traffic [10] , [13] .
In this section, we aim to address the following question: In the heavy-load regime , are there simple functional forms for and that are reasonably accurate for LRD TCP traffic across a wide range of output/input capacity ratios and degrees of statistical multiplexing? Given that the exact expressions for and could depend on several parameters that describe the input traffic and multiplexer characteristics, here we focus on "functional forms," i.e., on general expressions for these two functions, without attempting to derive the exact dependencies between the involved parameters and or . For instance, a functional form for the loss rate could be of the form for some unknown parameters and . Recall that the reason we focus on the heavy-load regime is due to the LRD nature of the traffic: Even if the long-term utilization is moderate, there will be significant time periods when the utilization will be close to 100%.
The mathematical analysis of queues with finite buffers is notoriously hard, even for simple traffic models. For instance, there is no closed-form expression for the loss rate in the simple case of the model [3] . Even asymptotic analysis (as tends to infinity) is hard for arbitrary load conditions and general traffic models. On the other hand, it is often the case that good empirical approximations do exist in the heavy-load regime. For instance, see the Allen-Cunneen formula for the average queueing delay in the model [3] . The approach that we follow in this section is largely empirical and based first on extensive simulations and second on analytical reasoning. In particular, we examine whether we can approximate and by parsimonious functional forms in heavy-load conditions. The main conclusions of the following study are summarized as follows: 1) The queueing delay can be approximated as linearly increasing with (up to a certain cutoff point that depends on the maximum offered load), and 2) the loss rate can be approximated as decreasing exponentially with (i.e., ) or as a power-law of (i.e., ), depending on the output/input capacity ratio. Next, Section VI-A shows the simulation results that led us to these conclusions, and Section VI-B provides an analytical basis for these models and for the conditions under which they hold. . Also, is set to a point that the offered load is always enough to saturate the output link, as long as is sufficiently large. Because of the closed-loop nature of the traffic, the output link is saturated but not overloaded. The simulation parameters are listed in Table I . Note that these simulation parameters can capture a wide variety of traffic multiplexers. A residential or office access link used by a small number of people can be well represented by , , and . Similarly, the parameter setting , , and can model the upstream link of a DSLAM packet multiplexer.
A. Simulation Results
Due to space constraints, we only show a few typical results. Figs. 13 and 15 show the loss rate for a value that is less than and larger than one, respectively.
Notice that the loss rate decreases in the case almost linearly in a log-log plot (Fig. 13) , which means that the loss rate can be approximated by a power-law functional form,
. On the other hand, Fig. 15 shows the loss rate when . Here, the decrease is almost linear in a linear-log plot, which means that the loss rate can be modeled by an exponential functional form, . In terms of the average queueing delay, Figs. 14 and 16 show that increases almost linearly with up to a certain cutoff point. After that point, becomes almost constant with , meaning that the offered load that the users can generate is not enough to keep the buffer full. Increasing the buffer size beyond this cutoff point would not have a significant effect on the traffic. Consequently, we limit the scope of our loss rate and queueing delay models to the range in which the queueing delay increases almost linearly with .
B. Analytical Basis for Loss Rate Models
In the following, we refer to the two functional forms for the loss rate as the EX-form and the PL-form . The fact that the loss rate can be modeled with these two expressions should not be surprising. Previous work for the asymptotic analysis of the tail probability with various queueing models has shown that the queueing tail probability can decay exponentially or as a power-law, depending on the characteristics of the input traffic [5] . We next explain how affects the tail queueing probability with simple analytical arguments for and . The following should certainly not be viewed as rigorous mathematical proofs. They do provide analytical insight, however, on the EX-form and PL-form approximations for the loss rate. Consider a FCFS output link with capacity , buffer size packets, and input links with capacity . To further simplify, suppose that all packets have the same size . The only assumption about the input traffic is that it generates heavy-tailed burst sizes, i.e., the probability that an input link will send a burst of more than packets decays as a power-law of , at least for large values of . Previous measurement work has shown that TCP traffic exhibits strong burstiness and correlation structure in sub-RTT timescales [10] .
: Let us assume that during a busy period of the output link, only one input link is active. Suppose that the active link sends a burst of packets. In the time that it takes to transmit a single packet at the output link, packets can arrive to its buffer from the active link. So, the maximum queue size at the output link will be , which is approximately equal to because . So, because follows a heavy-tailed distribution, the queue size distribution at the output link will also follow a heavy-tailed distribution. Based on earlier results [5] , we know that in that case the queueing tail probability drops as a power-law of . The loss rate , however, can be approximated by the queueing tail probability as long as the buffer size is not too small. So, we expect the PL-form to be a good approximation for as long as , the input traffic has heavy-tailed burst sizes, and the buffer size is sufficiently large.
: Suppose again that an input link sends a burst of packets to the output link. The latter can transmit packets at the time it takes to receive one packet from that input, and so the queue will be always empty. So, in this case we need to consider events where several input links are active in the same busy period of the output link. Let us further assume that the input links are equally loaded and that they carry independent traffic. Say that is the number of packets that arrive at the output link during each packet transmission period . can be viewed as a binomial random variable with parameters and , where is the average utilization of each input link. For large and small , can be approximated by a Poisson random variable. So, based on earlier results [5] , [11] , the queueing tail distribution follows the EX-form. We can approximate the loss rate by the EX-form, as long as the buffer size is not too small. In summary, we expect the EX-form to be a good approximation for as long as , there are many lightly loaded and independent input links, and the buffer size is sufficiently large.
The previous arguments do not cover several important cases. What happens when is close to one? How does the degree of "heavy-tailedness" of the input traffic affect the PL-form approximation? In the case of the EX-form, what if the number of input links is low, if some of the input links are heavily loaded, or if there are interlink correlations? And finally, how good are these approximations for very small buffer sizes-say, less than 10-20 packets?
We have examined these scenarios with simulations. The most interesting case is what happens when is close to 1. In that case, the degree of "heavy-tailedness" of the input traffic is the key factor. Suppose that is the shape parameter of the Pareto flow size distribution. The variability of this distribution increases as decreases, and the distribution becomes heavy-tailed when . If , then the PL-form is still a good approximation as long as is less than about 1.5. If is close to 2, then the PL-form is not a good approximation even when is as low as 0.25. On the other hand, the EX-form is a good approximation even for low values of (say 1.25) as long as . It is important to note that when is close to 2 and is less than but close to 1, then neither the PL-form nor the EX-form are good approximations. In summary, when the EX-form is a good approximation independent of the heavy-tailedness of the input traffic. The PL-form approximation, on the other hand, requires that both and that the input traffic from each source is heavy-tailed.
VII. OPTIMAL BUFFER SIZE
In the previous section, we proposed functional forms for the average queueing delay and loss rate. The former is a linear function of the buffer size, , up to a certain point determined by the maximum offered load. The latter is either the EX-form or the PL-form . In this section, we derive expressions for 1) the average per-flow TCP throughput as a function of the buffer size in the heavy-load regime and 2) the optimal buffer size , i.e., the minimum value of that maximizes the average per-flow TCP throughput. These expressions are derived for both TCP throughput models (L-model and S-model) and for both lossrate forms (EX-form and PL-form). We also compare the optimal buffer size obtained from these expressions with the optimal buffer size that results from the corresponding simulations. Finally, we show that the optimal average per-flow throughput is not overly sensitive to the buffer size. Thus, in practice, a network operator can get almost optimal performance without having to fine-tune the buffer size to an exact optimal value.
A. PL-Form
First, consider the case that the loss rate decreases as a power-law of the buffer size (8) where and are positive constants. The queueing delay is modeled by a linear function, and so the RTT is given by (9) where is the round-trip propagation delay (excluding queueing delays) at the bottleneck link, is the output link capacity, and is a positive constant.
1) L-Model:
In the L-model, the throughput is given by (10) After setting the derivative of to zero, we find that the optimal buffer size is (11) The second derivative confirms that this is indeed a maximum.
Equation (11) shows that the maximum per-flow throughput is positive when . In our simulations, we observed that this is always the case and that typical values for and are around 0.5 and 0.4, respectively. This makes approximately . Also note that the optimal buffer size is independent of the parameter . What determines the value of is the rate at which the loss rate decays with rather than the absolute value of the loss rate.
2) S-Model:
In the S-model, the throughput is given by (12) where , , and are the previously defined S-model parameters for a flow of size . In the following, we set (as discussed in Section IV).
Again, after calculating the first two derivatives, we find that the optimal buffer size is the solution of the following equation: (13) We do not have a closed-form solution for this equation. With the parameter values that result from our simulations, however, we observed that its numerical solution is always positive.
3) Remarks for the PL-Form Case and an Example: For the model under heavy-load, the loss rate conforms to the PL-form, with and , and the delay coefficient is . For these parameter values, (11) reduces to , while (13) gives . These are the same expressions we derived in Section V. 
B. EX-Form
In this case, the loss rate is given by (14) where and are positive constants and the RTT is given by (9) .
1) L-Model:
The per-flow throughput for the L-model under the EX-form is (15) It is easy to show that the first derivative becomes zero when (16) The second derivative shows, however, that this buffer size corresponds to minimum throughput. The buffer size that leads to maximum throughput, in this case, is either 0 (given that the buffer size cannot be negative) or , depending on the sign of (16) . Specifically, if is negative at , then the buffer size of (16) is positive and corresponds to minimum throughput, while the buffer size that gives maximum throughput is negative. In that case, it is best to set the buffer size to 0 . Otherwise, if is positive at , the buffer size of (16) is negative, the throughput keeps increasing with the buffer size, and the optimal buffer size is theoretically at least . With the parameter values obtained from our simulations (except when , , and , the case where the offered load is too small to generate any significant queueing and loss rate), we find numerically that the optimal buffer size in this case is .
2) S-Model:
Similarly for the S-model, the throughput is given by (17) Setting the first derivative of to zero gives the following equation (18) The previous equation does not always have a unique root, making it hard to argue for the location of the global maximum of . Given specific parameter values, however, it is straightforward to determine numerically the optimal buffer size . As in the L-model case, with the parameter values obtained from our simulations (except when , , and ), we find numerically that the optimal buffer size is . Fig. 18 shows for the S-model and the L-model when the loss rate is modeled by the EX-form. The capacity and the propagation delay in this example are 100 Mbps and 60 ms, respectively. The model parameters for the loss rate and the queueing delay are taken from the corresponding simulation with , , and . The flow size (for the S-model) is packets.
Remarks for the EX-Form Case and An Example:
Note that in both cases, S-model and L-model, the optimal buffer size is 0. Even though it is mathematically possible (as explained earlier) to have a nonzero, or even infinite optimal buffer size in the EX-form case, the optimal per-flow throughput in all our simulations is obtained when the buffer size is 0 or very low (less than 0.1 of BDP). This is a major difference between the EX-form and the PL-form, and it reflects how important the output/input capacity ratio is in the buffer sizing problem. 
C. Comparison Between Simulation and Analytical Results
Here, we compare the optimal buffer size that results from the previous analytical expressions with corresponding simulation results. Table II shows the optimal buffer size obtained from (11) and (13) for the PL-form; the theoretical optimal buffer size for the EX-form is 0. The tabulated results correspond to the case where , , , and for the PL-form. For the EX-form, we set , ,
, and . For the S-model, we consider flows of size packets, and for the L-model, we consider all flows that experience more than five congestion events. To estimate the throughput-versus-buffer size curve that results from simulation results, we measure the median per-flow throughput for the previous sets of flows. Then, we estimate the optimal buffer size as the (minimum) buffer size that maximizes the median per-flow throughput.
Note that the optimal buffer size that results from analysis is similar to that obtained from simulations. In the case of the PL-form with L-model flows (PL-L), the optimal buffer size is about 60%-70% of the BDP. With S-model flows (PL-S), the optimal buffer size drops to a smaller fraction (20%-25%) of the BDP. In the case of the EX-form, the theoretical results predict that it is best to not have any buffers, as they ignore the effects of packet-level TCP bursts. In the simulation results, we see that a small buffer size of 20-30 packets leads to maximum per-flow throughput.
In practice, it would be difficult to fine-tune the buffer size at exactly the optimal value that (11) or (13) predict, as that would require the real-time estimation of the parameters , , and . While we know from our simulations that these parameters depend on traffic characteristics, we do not have a model that can relate these parameters to traffic characteristics that are easy to measure.
On the other hand, we do not expect that network operators will need to estimate these parameters accurately. Instead, we recommend that network operators set the buffer size depending on the capacity ratio and the policy of favoring slow-start (S-model) or congestion-avoidance (L-model) flows. If , then the buffer size can be simply set to just a few (say, 20-30) packets independent of the BDP. If , the buffer size can be set to either a small fraction of the BDP (S-model) or in the order of the BDP (L-model), depending on whether the operator wants to optimize for S-model or L-model flows.
D. Sensitivity Analysis
So far, we have given expressions for the optimal buffer size when the PL-form holds. The optimal buffer size with the EX-form, on the other hand, is usually 0 (or close to 0), and we will not consider it further here.
Additionally, an important question is what is the relative reduction in the per-flow throughput when the buffer size is within a given fraction, say , of the optimal size ? Or, in other words, how steep is the curve around the optimal point? To answer this question, we rely on the expressions for for the L-model and the S-model in the case of the PL-form. We calculate the per-flow throughput at the buffer size . Then, we report the relative error between and (19) For the L-model, is equal to (20) Note that the relative error does not depend on the delay parameter . Only the loss probability decay factor matters.
For the S-model, we do not have a closed-form expression for the optimal buffer size, and so we rely on a numerical calculation of the relative error . Fig. 19 shows and for the L-model and S-model, respectively, as varies from 0.25 to 1.75. We choose three values of : 0.35, 0.5, and 1.0. Recall that corresponds to the model. Notice that the error is higher when we underestimate the optimal buffer size rather than overestimate it. However, the relative error is quite low around the optimal buffer size, and it remains below 10%-15% even when we set the buffer to 40% of the optimal size.
VIII. CONCLUSION-HOW SMALL IS TOO SMALL?
Recently, there has been an interesting debate regarding the sizing of router buffers. Earlier in the paper (Section II), we summarized the key points and opinions in this debate. In this section, we put the results of this paper in the context of that debate.
First, we emphasize that this paper does not focus only on link utilization. Having the minimum amount of buffering to keep the utilization high is an objective that does not take into account the performance of the major transport protocol TCP and of most applications.
The work presented here provides further evidence that the buffer provisioning formula that sets the buffer size equal to the link's BDP is probably far from optimal. In several of our simulation and modeling results, we observed that the optimal buffer size is much less than the BDP. The BDP rule-of-thumb only applies in the very special case that the link is saturated by a single persistent TCP connection, and so it can be quite misleading in most practical cases. From this point of view, we agree with [1] that the buffer size can be significantly less than the BDP when a link carries many flows.
Previous buffer sizing research has focused on the number of large flows sharing a link [1] , [6] . Practically, however, the number of flows is a rather ill-defined concept in the context of buffer sizing because it is not clear which TCP flows should be included in . As shown in this paper, TCP flows can behave very differently, and that is not strictly based on their size. Even very large flows can conform to the S-model if the loss rate is sufficiently low.
Our results are in agreement with earlier work [8] , which suggests that the buffer size of some links can be significantly reduced to as low as a few dozen packets. As we showed in Section VI, this is the case when the output/input capacity ratio is larger than one and the loss rate drops exponentially with the buffer size. However, we disagree with [8] about the reasons that allow for this decreased buffer size. The buffer decrease when is not related to TCP's maximum window size, and it does not require TCP pacing or moderate utilization.
We observe that in some cases, especially in links where the capacity ratio is much lower than 1, the buffer requirement can still be a significant fraction of the BDP, especially when the link mostly carries L-model flows. We expect these conditions to be true in some links at the periphery of the network. Special attention should be given to edge links of server farms in the outgoing direction (e.g., from 10 GigE server ports to 1 GigE edge link) and to customer access links in the incoming direction (e.g., from OC-48 core links to an OC-3 customer access link). The recent study by Lakshmikantha et al. [12] , which was done independently and in parallel with our work, agrees with these predictions.
Finally, we point out that it is difficult to arrive at a simple and "handy" formula that one can use for sizing the buffers of any router interface. We hope to have conveyed to the reader that such a formula may not exist in practice. The optimal buffer size at an Internet link depends on several parameters that are related to both the offered load (flow size distribution, types of TCP traffic, etc.) and to network design (capacity ratios, degree of statistical multiplexing, etc.). The most practical recommendation we can give to network operators is that they should first determine the capacity ratio of their links and decide whether they will optimize the throughput of connections that are in slow-start (S-model) or in congestion avoidance (L-model). Then, the recommended buffer size is a small number of packets if , a low fraction of the BDP if and the S-model is used, or in the order of the BDP if and the L-model is used. Additionally, we have provided evidence that the per-flow throughput does not drop much when the buffer size deviates from its optimal value, especially when it is slightly overestimated. This means that fine-tuning the buffer size would not be needed in practice as long as the structural and traffic characteristics of a given link do not change significantly.
