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Abstract
Fast machine learning-based surrogate models are trained to emulate slow,
high-fidelity engineering simulation models to accelerate engineering design
tasks. This introduces uncertainty as the surrogate is only an approximation
of the original model.
Bayesian methods can quantify that uncertainty, and deep learning models
exist that follow the Bayesian paradigm. These models, namely Bayesian
neural networks and Gaussian process models, enable us to give predictions
together with an estimate of the model’s uncertainty. As a result we can
derive uncertainty-aware surrogate models that can automatically suspect
unseen design samples to cause large emulation errors. For these samples the
high-fidelity model can be queried instead. This outlines how the Bayesian
paradigm allows us to hybridize fast, but approximate, and slow, but accu-
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rate models.
In this paper, we train two types of Bayesian models, dropout neural networks
and stochastic variational Gaussian Process models, to emulate a complex
high dimensional building energy performance simulation problem. The sur-
rogate model processes 35 building design parameters (inputs) to estimate
12 different performance metrics (outputs). We benchmark both approaches,
prove their accuracy to be competitive, and show that errors can be reduced
by up to 30% when the 10% of samples with the highest uncertainty are
transferred to the high-fidelity model.
Keywords: Surrogate modelling, metamodel, building performance
simulation, uncertainty, Bayesian deep learning, Gaussian Process,
Bayesian neural network
Highlights
• Training of uncertainty-aware engineering surrogate models.
• Comparing deep Bayesian neural networks and Gaussian process mod-
els.
• Uncertainty estimates can identify and mitigate errors in surrogate
models.
1. Introduction
A wealth of concepts exist to explore the design of new and existing build-
ings to improve the building sector’s large climate footprint [1]. Scaling them
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is challenging, as usually each building is designed individually correspond-
ing to the cultural context, climatic conditions, surrounding buildings and
design preferences. This impedes the distribution of centrally derived design
paradigms to the level of individual building projects.
Architects and engineers play a vital role to bridge the gap between high-
level ideas and individual building projects. Often they use building per-
formance simulation (BPS) to assess the energy and environmental perfor-
mance of various design options and balance them against design preferences.
The computational expense and associated waiting time, however, prohibits
an exhaustive design space exploration and optimization. This has led re-
searchers to train machine learning models on simulation input and output
data to emulate building simulation models [2].
The computational speed of so-called surrogate models has been the basis
for a range of innovations in the field of building simulation, for example
complex, interactive early design tools (e.g. ELSA [3], Building Pathfinder
[4], [5]), faster optimization algorithms [6], and detailed design sensitivity
and uncertainty analysis [7][8]. A recent survey of building designers con-
firms that a cohort which received realtime feedback from a surrogate model
arrived at higher performing building designs [9].
The growing application of surrogate models draws attention towards the
robustness of their performance. Studies have shown satisfactory average
accuracy on test data [10] which can be slightly influenced by the type and
the complexity of inputs [11] and the selection of outputs [5].
Nonetheless, average errors computed on test data can be deceiving (see Fig-
ure 1). Test data usually consists of design samples distributed uniformly in
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the design space and may not reflect the portion of the space the building
designer is interested in. Large errors on specific building designs may occur
(heteroscedasticity of the errors), affecting important design choices and po-
tentially lowering the energy performance of the final building.
Bayesian methods offer a framework to quantify the uncertainty stemming
from the inadequacy of an approximate model (epistemic uncertainty) and
recent developments in Bayesian deep learning (BDL) managed to integrate
them into large machine learning models [12][13]. As a result BDL models
can express for which inputs their estimates are uncertain. In our case, a
Bayesian surrogate model produces a building performance estimate as a
probability distribution, where the entropy or variance of that distribution
allow us to quantify the uncertainty. The architect or building designer is
therefore provided with a level of confidence in the performance results and
thus, can define uncertainty thresholds above which the high-fidelity model,
here the BPS tool, is queried to guarantee high confidence results (see Figure
2).
In this study, we explore two different Bayesian models, Bayesian neu-
ral networks [14] and stochastic variational Gaussian process models [15],
to quantify epistemic uncertainty in surrogate models (see Section 2). We
benchmark the overall accuracy against non-Bayesian surrogate models, vali-
date the quality of the uncertainty estimate, and quantify how a hybridization
of fast but approximate, and slow but accurate models reduces the error of a
surrogate model while computational costs increase only slightly (see Section
5 ff.).
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5Figure 1: Distribution of errors of a surrogate model. The plot shows the
error of a surrogate model which emulates the simulation of the heating demand
of an office building (see case study in Section 4). While the average absolute
error AE and absolute percentage error APE are low, large errors can occur. This
study aims at identifying the large errors using estimates of the surrogate model’s
uncertainty.
Figure 2: Uncertainty estimates to link high-fidelity model and a surro-
gate model. The surrogate model provides both a performance estimate ŷsurrogate
and an uncertainty estimate σ̂surrogate. If the uncertainty is large, a high-fidelity
model (e.g. a building energy simulation) is querried to produce accurate estimates
ysim of an engineering design (e.g. a building). Compare to [16]
2. Background
2.1. Motivation for surrogate modelling
The fundamental motivation to emulate a physics-based high-fidelity model
is computational efficiency; simulation outputs can be estimated many or-
ders of magnitude faster, effectively in real-time. This allows a holistic design
space analysis which would be infeasible with a slow simulation model. Var-
ious applications are found in the building domain as well as other domains
[17][18]:
• General design space exploration: The relationship between design
parameters and performance is interactively explored to improve the
user’s understanding of the design problem [19][9]. This can happen
on the single building level or on the urban level [20]. Often a parallel-
coordinates plot is used to visualize the multi-dimensional problem
space [5].
• Design optimization: The surrogate model is trained and queried to
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accelerate iterative optimization algorithms [21][22][23]. Adaptively
training the surrogate model on new simulation samples collected at
each optimization iteration can further increase optimization perfor-
mance [6].
• Sensitivity analysis: The surrogate model is used to run the extensive
sampling (thousands of simulation runs) required for global sensitivity
analysis methods [7].
• Design uncertainty analysis: Several types of uncertainties exist during
the building design process - caused by undetermined design parame-
ters, uncertain contextual parameters (e.g. surrounding buildings, car-
bon factors, etc.), and vague design constraints [24]. This uncertainty
is often quantified using Monte Carlo sampling methods, where sam-
ples from uncertain parameter distributions are drawn and simulated
to quantify how that parameter uncertainty propagates to building per-
formance uncertainty. With a surrogate model, these uncertainties can
rapidly be calculated and updated throughout the design process [8].
• Simulation model calibration: An accurate calibration of a simulation
model is required to assess retrofit design choices for an existing build-
ing. The calibration, i.e. the process of determining uncertain build-
ing parameters, often relies either on iterative optimiziation algorithms
[25], or on Bayesian calibration of these uncertain parameters [26]. In
both cases simulations are iteratively run to closely match simulation
outputs with measured sensor data by adjusting the unknown param-
eters. One can use surrogate models to reduce the computational lim-
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itations of these approaches. Note that simulation model calibration
can be done both for a specific building [27] or for multiple buildings
[28]. The latter commonly requires an archetype model whose param-
eters are repeatedly calibrated using measurements of the considered
buildings [29].
2.2. Surrogate model derivation
In surrogate modelling, we fit a machine learning model to a simulation
dataset D = {xn, yn}Nn=1 = (X, Y ), where the inputs X correspond to the
simulation parameters and Y to real-valued outputs of the simulation run
[18].1 In the case of building energy surrogate models, the simulation param-
eters are the building design parameters (e.g. insulation value of the walls)
and the outputs are the simulated building performance metrics like total
energy consumption or greenhouse gas emissions [2]. Studies also exist with
time series outputs, like hourly energy demand [20].
For deriving the surrogate model the modeller first needs to carefully spec-
ify the design problem, which includes choosing the free design parameters
and the performance objectives as well as all other important contextual pa-
rameters (surrounding buildings, etc.). Then simulations are run to create
the simulation dataset D. The idea is to gain maximum information about
the design space (the collection of all possible parameter combinations) per
simulation run. Tailored sampling schemes exist, called design-of-experiment
methods [30], e.g. Latin-Hypercube-sampling that uniformly distributes sam-
1Also categorical outputs can be considered but practical examples are lacking in build-
ing simulation literature.
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ples in the multidimensional input space. The number of samples must be
specified (e.g. 10-1000 samples per parameter dimension [2]) and is adjusted
if model accuracy on test samples is too low.
Metrics like the coefficient of determination (R2), the mean absolute percent-
age error (MAPE), or the root-mean-squared-error (RMSE) can be used.
Based on [10] and [5], accuracies of R2 > 0.99 are feasible when estimating
annually aggregated performance metrics, e.g. heating demand, but they can
be significantly lower when more complex performance metrics are estimated.
As mentioned above, surrogate model accuracy is commonly reported as one
metric, implying homoscedastic errors. This may not always hold, i.e. the
errors may depend on the choice of inputs (heteroscedasticity). By using
Bayesian deep learning [12], we aim to train surrogates that are aware of
where in the design space, i.e. for which kind of building designs x ∈ X, the
model is uncertain and may produce large errors.
2.3. Uncertainty in surrogate models
The true simulation function y = f(x) is not explicitly available. We
use the surrogate model to find an estimate fˆ to approximate that function.
The central root of uncertainty in surrogate modelling is how plausible the
determined fˆ is (model uncertainty or epistemic uncertainty) [12]. For the
most part, this uncertainty is caused by the training set D = (X, Y ) which
contains only a finite set of points within the space of possible simulation
parameter combinations X (the design space) and associated building per-
formance Y . Theoretically, epistemic uncertainty can be reduced to zero
given more and more data [12].
We consider the problem of surrogate modelling as free of aleatoric uncer-
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tainty, which represents the noise inherent in observations.2 Therefore, we
only deal with epistemic uncertainty. We propose that quantifying this un-
certainty can be a powerful aid in surrogate modelling as it acknowledges
that we have to train our model with a limited number of simulation sam-
ples that represent a fraction of the design space, which makes the surrogate
model uncertain. Bayesian modelling now allows us to reason under that un-
certainty, while still benefiting from the advantages of surrogate modelling,
i.e. the computational efficiency for large scale design space exploration.
3. Bayesian modelling for surrogates
Bayesian probability theory offers us grounded tools to quantify model
uncertainty [32].
To understand the core idea of Bayesian modelling, we consider a parametric
model y = f(x,Θ), where x is the input, f is a space of possible models (see
Figure 3) and Θ is the set of model parameters (for example the weights in
a neural network). Instead of finding a single Θ, in Bayesian modelling we
search for a collection of Θ, which likely has produced the output Y given
X. In our case we search for a collection of surrogate models with different
weights.
The Bayesian theorem, as shown in Eq. 1, is applied to find a collection which
likely has produce Y given X. Based on our prior knowledge on the distri-
2In the case of sensor data, this can correspond to sensor noise. Here, we consider
simulation runs to be deterministic, i.e. the impact of numerical noise to be small. In
the case of numerical building simulation, here EnergyPlus [31], this corresponds to the
numerical noise of solving the thermodynamic-based differential equations.
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bution of the model weights p(Θ) and combined with the likelihood function
p(Y |X,Θ) = ∏Nn=1 p(yn|xn,Θ), which quantifies the probability that a spe-
cific model parameter set generated the observations (X, Y ), the posterior of
the model parameters can be computed.
p(Θ|Y,X) = p(Y |X,Θ)p(Θ)
p(Y |X) (1)
where p(Y |X) is called the marginal likelihood. It represents the probability
of the observed data given the model f with all possible model parameters.
It is a scalar that normalizes the posterior. Given the posterior, we can now
infer about future data in form of a predictive distribution:
p(y∗|x∗, X, Y ) =
∫
p(y∗|x∗,Θ)p(Θ|X, Y )dΘ (2)
The mean and variance or entropy can be derived, where the latter two pro-
vide information on the uncertainty in the estimated values. In the building
surrogate modelling setting, we predict an expected building performance,
e.g. annual heating demand, and an associated uncertainty given building
design parameters, e.g. the thickness of the wall (see Figure 3).
3.1. Variational inference
The true posterior of the weights p(Θ|Y,X) however, is commonly in-
tractable. This is particularly the case in the big data regime when more
complex models are required [15]. In the small data regime (below a few thou-
sand samples) posterior inference with a standard Gaussian Process Bayesian
model is feasible and was successfully applied for building surrogate models
[33][27]. However, with increasing complexity, for example more inputs and
outputs (e.g. [11]), standard GPs have major shortcomings:
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Figure 3: Bayesian neural network heating demand estimate and associated epis-
temic uncertainty. In particular, out-of-sample the uncertainty of the surrogate
model is large. Out-of-sample is that part of the design space, where no (or few)
simulations to train the surrogate model on a were collected.
• The model complexity is limited as it only consists of one layer, i.e. the
outputs of the GP are not used as inputs to another GP. This prohibits
modeling hierarchical structures and abstract information [13].
• Computational cost increase with the cubically ( O(n3)) with the num-
ber of samples n. This prohibits increasing the size of the surrogate
model training set to improve the model accuracy (for example to train
a complex, tailored kernel with many hyperparameters [32]).
Instead, recent advances in variational inference (VI) allow us to approx-
imate the true posterior of Θ in big data problems [34]. We pick an approxi-
mate variational distribution over the (latent) model parameters qν(Θ) with
its own variational parameters ν. Now we search for ν that minimizes the
divergence to the true posterior which is quantified by the so-called Kullback-
Leibler (KL) divergence. Thereby the marginalization, i.e. the integration
required to calculate the true posterior, is turned into an optimization prob-
lem which is often easier to solve. The approximative distribution of q can
be used to form predictions about unseen samples.
Scalable variational inference methods have been developed both to do
approximative inference with Bayesian neural networks (BNN) [12] and with
sparse variational Gaussian process (SVGP) models [15]. The two approaches
are introduced in the following section.
3.2. Deep Bayesian Neural Networks
The concept of a Bayesian neural network (BNN) is an extension of stan-
dard network architectures (e.g. feed-forward neural network, convolutional
13
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Figure 4: Considered variational-inference approaches to turn existing
surrogate modelling architectures into scalable Bayesian models [15][14].
neural network, or recurrent neural network) to follow the Bayesian mod-
elling paradigm [35]. In a BNN we sample the neural network weights from a
prior distribution rather than having a single fixed value as in normal neural
networks, for example from a Gaussian Θ ∼ N(0, I) [36]. Instead of optimis-
ing the network weights directly we average over all possible weights, called
marginalisation. Given the stochastic output of the BNN fΘ(x), we receive
a model likelihood p(y|fΘ(x)). Based on the dataset D, Bayesian inference
is used to compute the posterior over the weights p(Θ|X, Y ). This posterior
captures the set of all plausible model parameters. This distribution allows
predictions on unseen data.
As mentioned above the exact posterior is intractable, and different ap-
proximations exist [14][37]. In these approximate inference techniques, the
posterior p(Θ|X, Y ) is fitted with a simple distribution q(Θ). Here we con-
sider the Dropout variational inference approach as it has shown great per-
formance when benchmarked against other methods [14][16].
3.2.1. Dropout variational inference
Dropout variational inference is a variational inference approach, i.e. it
allows to find a q∗ν(Θ) that minimises the Kullback-Leibler divergence to
the true model posterior, that neither requires to change the architecture
of common network architectures nor to change the optimisation algorithm
for training the network [36]. The inference of the posterior is done by
training a model which uses stochastic dropout on every neuron layer [38]
(see Figure 4). This stochastic dropout is also used to remove neurons when
performing predictions. By repeating the predictions (stochastic forward
passes), we create a distribution of outputs, which was shown to minimize
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the KL divergence [36].
This KL divergence objective is formally given in the following, where we
approximate p(Θ|X, Y ) with q(Θ) [36][12]:
 L(Θ, p) = -
1
N
N∑
i=1
log p(yi|f Θ̂i(xi)) + 1-p
2N
||θ||2 (3)
with N data points, dropout probability p, weight samples Θ̂i ∼ q∗ν(Θ),
and θ the set of the sample distribution’s parameters to be optimised (weight
matrices in the dropout case). Note that for each data point in the training
set dropout is applied, which provides us with N samples of Θi.
When performing dropout variational inference the T stochastic forward
passes provide us with the epistemic uncertainty given by the variance V ar(y):
V ar(y) ≈ 1
T
T∑
t=1
f Θ̂t(x)Tf Θ̂t(xt)-E(y)
TE(y) (4)
with predictions in this epistemic model done by approximating the predic-
tive mean: E(y) ≈ 1
T
∑T
t=1 f
Θ̂t(x). Note that in this formulation we assumed
no noise inherent in the data and therefore, V ar(y) is zero when we have no
parameter uncertainty.
3.2.2. Model architecture and implementation
We implemented a dropout neural network using the Keras Tensorflow
API [39][40] based on the work from Gal and Gahramani [14]. Our net-
work is a feed-forward neural network with 2 hidden layers of 512 neurons
which are activated with a leaky rectified linear (ReLU) function. Train-
ing was done within 1200 epochs using a batch size of 128 samples. A
dropout rate of 5% was set. All mentioned parameters (nlayers ∈ [1, 2, 3],
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nneurons = [256, 512, 1024], dropout rate ∈ [5%, 10%, 20%]) were analysed in
a 5-fold cross-validation. The model with the highest accuracy on the test
set was picked. Furthermore, we analysed the impact of the dropout rate
on the uncertainty quality (see Section 4.3), but no significant change in the
performance was observed, which agrees with the observation from [14], that
the uncertainties of models with different dropout rate converge with the
training progress.
3.3. Gaussian Processes in the Big Data regime
Gaussian Processes models are attractive for non-parametric Bayesian
modelling [32]. They use a Gaussian Process prior for a stochastic, latent
function f to describe the relationship between X and Y (see Figure 4). The
function values f(x) are assumed to be sampled from that Gaussian with zero
mean and covariance matrix K, i.e. f ∼ N (0, K). The choice of covariance
function impacts various aspects of the GP model and also determines which
model parameters Θ to be tuned. These model parameters are optimized
when training the GP model.
However, given the above-mentioned limitations of standard Gaussian Pro-
cess models (see Section 3.1), sparse GP approximations have been developed
to handle large datasets by lowering the computational complexity toO(nm2)
[41][42].3 They rely on the use of inducing variables (or pseudo-inputs), i.e. a
reduced set of latent variables with size m << n to represent the actual data
3This blog post provides a summary on the history on
sparse Gaussian Process models: https://www.prowler.io/blog/
sparse-gps-approximate-the-posterior-not-the-model.
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set D with n samples. The m inducing points are GP realisations u = f(z) at
the inducing locations Z which are in the same space as the observed inputs
X (but not necessarily part of X). When training the SVGP, the locations
of the inducing points Z and the covariance parameters Θ are optimally cho-
sen to minimize the KL divergence. Important is that the locations Z are
parameters to shape the variational approximate distribution q(f), rather
than being part of the model parameters Θ, i.e. the covariance function with
parameters Θ are calculated for the inducing locations Z.
In comparison to sparse GPs [41], stochastic variational GPs [15] al-
low mini-batch training which further reduces computational complexity to
O(nbatchm2). Since [15] and others, deep Gaussian Process models have been
developed, too, but are not considered in this study as our case study data
set is still of limited size and complexity [13][43]. However, our SVGP model
may be regarded as a one-layered deep GP [44].
3.3.1. Model architecture and implementation
Here we train a one-layered stochastic variational Gaussian Process model
on batches with 100 samples with a Matern32 kernel covariance function
using the GPy implementation based on [15][45]. Again we ran a 5-fold
cross validation to pick the covariance function as also a simpler squared-
exponential kernel was analysed. Furthermore, although the observed dataset
is deterministic, we considered a fixed noise level in the model (≈ 0.001% of
the mean absolute value of the outputs) as it produced much more accurate
models. This implies that a deep Gaussian process may be a better choice
than o one-layered SVGP.
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4. Case Study: Surrogate models for the design of net-zero energy
buildings
4.1. Objective
We use a case study on a popular topic in the building domain, the
design of buildings with net-zero energy demand, to train and assess the
two Bayesian model types introduced above. It shall serve as an example
showcasing the use of both model types for building surrogate modelling,
but should not be considered as an exhaustive comparison of the two. For
that purpose the reader is referred to other studies instead, e.g. [16] or [43].
4.2. Case study building
We emulate simulation outcomes of one archetype building contained in
the NetZero navigator project [5]. The NetZero navigator projects hosts
building simulation surrogate models on a web-platform, which enable to
predict building energy consumption of archetype buildings given a large
set of building design parameters in real time. So far the platform relied
on common deterministic neural network surrogates, whose building perfor-
mance estimation accuracy was validated on separate building designs not
contained in the training data. All the simulation runs for training and
testing were collected with the well-known building performance assessment
program EnergyPlus [46]. To date, no design-specific uncertainty estimate
is produced to tell the user when the surrogate model estimate is not trust-
worthy.
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For this case study, we look at a medium office archetype building, where
35 design parameters are free to choose and the building energy performance
is quantified by 12 separate performance metrics. The office architecture is
based on work from the US DOE Canmet-Energy which derived commercial
prototype building models. The development of the parameter set, the choice
of performance metrics, and software to generate the (parametric) simula-
tion data set, however, was developed individually for that project, where
the parameter ranges are directly based on requirements in the Canadian
building sector [47]. The mechanical systems are parametrized to capture
a wide variety of configurations allowing direct manipulation of the air-side
system (incl. heat recovery ventilation, various pump efficiencies) and plant
equipment performance of various systems (heat pump, electric resistance
heater, biogas furnace, natural gas furnace, air conditioning system). This
allows us to explore a large HVAC system design space on a high-level (incl.
multi-system setups). All details on the building may be found in [5].
4.2.1. Data set and transformations
We sample the large design space using 10’000 simulation runs, where
each individual parameter combination was picked using the space-filling
Latin-Hypercube-sampling (LHS) [30]. Similarly, we run additional 3000
simulations and use it as a separate test set. Each individual building simu-
lation run took approximately 2 minutes and 10 seconds using 1 CPU and 4
GB RAM, but varied depending on the parameter choices.
Prior to training, we standardized the uniformly distributed inputs with dif-
ferent ranges to be normally distributed with zero mean. Furthermore, we
transformed the 12 output variables to also be close to a normal distribution.
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Therefore, adaptive Box-Cox transformations was applied [48]. It adaptively
finds transformation parameters to transform various kinds of distributions
(here of 12 different outputs) to normal distributions. This, in particular, in-
creased the accuracy of the multi-output neural network compared to other
transformations.
4.3. Evaluation criteria
We evaluate the models with regard to multiple objectives: (i) the model
accuracy, (ii) uncertainty accuracy , (iii) the effectiveness of uncertainty-
estimate-based issue-raising.
4.3.1. R2 score, MAPE and RMSPE score to quantify overall surrogate ac-
curacy
Our error metrics cover common metrics in the field, i.e. the R2 [10] and
the Mean Absolute Percentage Error (MAPE) [49]. Furthermore, we added
the APE90 error, i.e. the 90st-percentile of the absolute errors sorted by
ascending magnitude, to quantify the robustness of the surrogate model [50].
R2(Y, Yˆ ) = 1-
∑n
i=1(yi-yˆi)
2∑n
i=1(yi-Y¯ )
2
(5)
MAPE(Y, Yˆ ) =
1
n
n∑
i=1
|yi-yˆi|
yi
(6)
where Yˆ corresponds to the matrix of predicted values, Y is the matrix
of simulated building performance values. When the error term, Y -Yˆ ap-
proaches zero, R2 approaches one, and MAPE goes to zero.
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4.3.2. Accuracy of the uncertainty estimate
In a well-calibrated Bayesian model the uncertainty estimates capture the
true data distribution, for example a 95% posterior confidence interval also
contains the true simulation outcome in 95% of the times [51]. Quantifying
the level of calibration is a well-known concept in classification [52] but has
also been used for regression problems recently [53][51].
Formally, we say that the uncertainty estimates of the surrogate model are
well-calibrated if ∑N
n=1{yt ≤ F -1t (p)}
N
→ p for all p ∈ [0, 1] (7)
where Ft is the cumulated density function targeting yt and F
-1
t = inf{y : p ≤
Ft(yt)} is the quantile function. Here we consider each prediction as a stan-
dard, symmetric Gaussian distribution N (µ(X), σ(X)). 4 The confidence
intervals can be computed using the inverse cumulated density function. To
assess the calibration quality, we count the fraction of observations in the test
data falling in the prediction confidence intervals derived from the quantile
function (see Figure 6, left).
We show the level of calibration of the Bayesian models in Figure 6 (left),
where perfectly calibrated uncertainty estimates would be aligned with the
diagonal. To quantitatively compare different calibration curves, one can
also compute the absolute difference between the confidence curve and the
diagonal, called the calibration error or the area under the curve (AUC) [53].
The problem of assessing the calibration quality based on the calibration
4This is not necessarily true and possibly a recalibration step is required [51].
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plot is that it can suggest perfect qaulity with homoscedastic uncertainty
estimates, i.e. constant uncertainty estimates for any input. Therefore, we
also quantify the sharpness of the uncertainty estimates by calculating the
overall variance in the uncertainty [51] (see Section 5).
4.3.3. Discard-ranking to quantify the effectiveness of uncertainty estimates
for surrogate model application
While having accurate uncertainty estimates is the one thing, in building
surrogate modelling we are mostly concerned in warning model users, when
the model is uncertain and recommend to rather run a simulation instead
(see Figure 2). Therefore, we derive a ranking of the samples in the test
set based on the magnitude in their uncertainty. This provides two conclu-
sions. First, if it strongly overlaps with the actual surrogate model error the
uncertainty estimates are an effective heteroscedastic warning mechanism.
Second, we can use the ranking to calculate how much the average error can
be reduced when referring a certain percentage of most uncertain samples
(here 10% or 20%) to the high-fidelity simulation program than processing
it with a surrogate model.
Both aspects are addressed when plotting the mean error computed on dis-
crete percentiles of the test data, where the test data is sorted by the mag-
nitude of the uncertainty. We can compare that curve to the mean error
computed using test data sorted by the magnitude of the computed error
(oracle ranking). A large distance between the two curves can tell us that
the surrogates uncertainty estimates are not helpful to predict when it is
inaccurate. Furthermore, by looking at the slope of the curve, we can see
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by how much the mean error can be reduced if we discard all samples with
uncertainties above a certain threshold.
5. Results
In this section, we show the results of the case study where we derived
uncertainty-aware surrogate models to replaced building energy simulation
models.
In the case study, we trained two different Bayesian machine learning models
to provide epistemic uncertainty estimates, i.e. a deep Bayesian dropout neu-
ral network (here abbreviated by BNN) and a stochastic variational Gaussian
Process model (SVGP) approach. We scrutinize the performance of both ap-
proaches by comparing their predictive accuracy, by comparing the quality of
the uncertainty estimates, and by quantifying how effectively the uncertainty
estimates allow us to identify possible surrogate prediction errors.
5.1. Model accuracy and uncertainty quality
5.1.1. Accuracy
We benchmark the accuracy of the two model types, dropout neural net-
works and SVGP models. The performance was quantified using three per-
formance metrics as introduced above (see Section 4.3). Each model was
trained five times to generate robust results. The results are shown in Figure
5 and Table 1 in the Appendix; details on the model layout and training
process can be found in Sections 3.2.2 and 3.3.1).
Both considered models reach an accuracy of R2 > 0.97 on all the outputs,
when predicting building performance of buildings contained in the test data.
24
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Figure 5: Summary of results on the use of deep, uncertainty-aware
surrogate models. The plot shows the accuracy, quantified using three different
error metrics, of both Bayesian learning approaches for all twelve outputs consid-
ered in the case study. The figures also includes performance metrics when we use
the uncertainty estimates to identify error prone samples in the test data (textured
bars, for details see Section 5.1.3).
The dropout neural network is more accurate with R2 > 0.99. Mean per-
centage errors of MAPE < 13.2% for the GP model and MAPE < 9.82%
for the neural network were found. The largest errors occur when estimating
the energy demand provided by different heating sources (i.e. the different
fuel types), and the air-side system energy demand. Small surrogate model
errors are found for the other building performance targets like the photo-
voltaic (PV) generation, or energy demand for interior lights and equipment.
To prove robustness of surrogate model estimates, we specifically look at the
largest errors it produces. Therefore, we complement our analysis of the
mean absolute percentage error with an analysis of the distribution of the
absolute percentage errors observed for each sample in the test data. We
extract the 90-th percentile of the distribution as proxy of the largest er-
ror found, while ignoring outliers. We abbreviate this metric with APE90.
APE90 errors are found reaching up to 22.3% (30.5%) for the BNN model
(GP model), highlighting the demand for increasing the robustness.
5.1.2. Uncertainty calibration
When uncertainty estimates are perfectly calibrated, the derived confi-
dence interval, e.g. the 90% confidence interval, contains the true outcome
in the right number of cases, i.e. 90% of the times for the given example.
This is illustrated in Figure 6, where we counted for how many times the true
simulation outcome was contained in the estimated confidence interval. With
a perfectly calibrated Bayesian model the estimated confidence and fraction
of the test samples within that interval should perfectly align (dashed line).
The region below the dashed line indicates an overly confident model (i.e.
confidence bands are too narrow), the region above the dashed line means
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that the model is too careful having too large confidence bands.
We find that the BNN model is well-calibrated, while the GP model is overly
confident (Figure 6, left). The low quality of uncertainty estimates of the
GP model can also be seen on the right, where we display the distribution of
all uncertainty estimates collected for predictions of the test data samples.
The average magnitude of uncertainty in the GP model indicates its too
high confidence, and the small width of the distribution indicates that the
uncertainty estimates tend to be homoscedastic, i.e. a similar uncertainty is
predicted independent of the model inputs. This width of the distribution
is also called the sharpness of uncertainty estimates (see Section 4.3). In
case of the BNN, the sharpness is better and uncertainty estimates depict a
significant level of variance.
We can conclude that the uncertainty estimates of the BNN are well cali-
brated and provide heteroscedastic uncertainty estimates.
5.1.3. Using uncertainty estimates to increase robustness
In this section we study how effectively the epistemic uncertainty esti-
mates can be used to predict inaccuracies of the surrogate model.
The concept is as follows. We sort the uncertainty estimates on the test
data by scale to identify samples where surrogate model estimates are in-
accurate. Samples with high uncertainty will be simulated using the high
fidelity simulation program instead of the surrogate model (see Figure 2).
As a consequence the user of the surrogate model, here a building designer,
is facing lower inaccuracies. This should be traded-off against an increase in
runtime, as the expensive high-fidelity engineering simulation is run. This
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Figure 6: Visualization of the quality of uncertainty estimates of the
BNN and the SVGP. The quality is quantified by how well-calibrated and
sharp the uncertainty estimates are. In both regards, the BNN outperforms the
SVGP in this study.
trade-off is handled by defining the uncertainty threshold above which the
simulation program is queried.
We define this threshold as the 90- or 80-percentile of all uncertainties ob-
served on our test data set. The rationale behind that choice is that only
10% (or 20%) of all samples are transferred to the slow simulation program to
not increase computational cost heavily. In reality, finding a suitable thresh-
old is more difficult and could also be based on project-related uncertainty
requirements, e.g. accepted uncertainty in energy consumption.
In Figure 7, the decrease in the error of the surrogate model predictions is
illustrated for the three target variables covering the heat supply of different
fuel sources. These targets produced the largest errors (see Section 5.1.1) and
thus, we focus on increasing the surrogate robustness particularly for them.
Discarding the 10% samples with the highest uncertainty on the test data,
we can decrease the APE90 error in estimating the annual heating supply
with a gas furnace from 24.9% to 18.9%.5 This is equivalent to a reduction
of ≈ 25%.
The MAPE error on the other surrogate model outputs was reduced by 4%
to 18%, and the APE90 by 5% to 25% (see Figure 7). In particular, the sig-
nificant reduction of the APE90 error proofs the increase in the robustness
of the surrogate model predictions.
5The 18.9% error was computed on the 90% remaining samples in the test set.
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Figure 7: Recorded surrogate model error reduction after transferring
uncertain samples to the high-fidelity simulation model. The data shows
the error if either 100%, 90% or 80% of the building design samples are processed by
the surrogate model. If 10% or 20% are processed by the high-fidelity simulation
model, errors produced by the surrogate can be avoided and the overall error
decreases (here quantified by the 90-percentile absolute percentage error).
6. Discussion
Surrogate models have shown to help architects and building designers to
rapidly assess the energy performance of their designs [9]. However, by being
only approximative, concerns about the robustness of the surrogate model
accuracy arise. A Bayesian approach for surrogate modelling, allows to not
only provide a performance estimate but also inform about the confidence of
the approximating surrogate model and potentially, to identify parts of the
design space where the surrogate model may provide inaccurate results.
This first analysis of the use of Bayesian surrogate models revealed essen-
tial properties on the robustness of surrogate models, and how Bayesian
modelling can be an aid for effective reasoning on the energy performance
of buildings under the epistemic uncertainty of surrogates. The goal was
to augment surrogates such that we can maintain the benefits of surrogate
models while minimizing the risk associated with the uncertainty of surrogate
models.
6.1. Lacking robustness of surrogate models
Surrogate model accuracy is often reported with error metrics like the R2
or MAPE score. They are important but can be deceiving. A high coefficient
of explained variance (R2) or a low mean absolute percentage error MAPE,
may disguise that the surrogate may produce quite large errors in certain
fractions of the design space. For example, we found that the 90-percentile
absolute percentage error can be as high as 22.3% although an R2 = 0.99
suggests very high performance (see Table 1). This motivates, that indeed
measures to identify surrogate inaccuracies could lessen the risk associated
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with surrogate modelling.
6.2. Bayesian learning to express surrogate confidence
Results on the quality of uncertainty estimates of the dropout neural net-
work validated that it can be used to effectively express confidence on its
predictions, e.g. one can formulate that the heating demand for a building
with a wall of 1m thickness is between 220MWh/year and 230MWh/year
with a 90% confidence (see Figure 3).
On the other hand, while being almost as accurate as the neural network
model, we found that the stochastic variational Gaussian Process model pro-
duces miscalibrated uncertainty estimates. Please note, that this finding
cannot be generalized as methods exist to calibrate uncalibrated estimates
[51], and in other studies deep Gaussian process models were found to pro-
duce a larger variance in the uncertainty estimates [43]. Nonetheless, the
results on the SVGP models highlight that assessing the quality of Bayesian
uncertainty estimates is important.
6.3. Bayesian learning to identify erroneous surrogate estimates
We leveraged the uncertainty estimates to express warnings when the
surrogate model is highly uncertain. By defining a threshold, here the 90-
percentile or 80-percentile of the uncertainty estimates on the test data, we
could reduce the APE90 error by up to 40%.
This is a significant first step towards the hybridization of fast, low-fidelity
and slow, high-fidelity models. Still, practical issues have to be solved. For
example, the question arises on how to implement the high-fidelity model
runs. They could be carried out in the background while the surrogate model
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user would be working with the vague estimates as a start. In our case the
results would be updated after 2 minutes and 10 seconds, which corresponds
to the approximate runtime of one simulation.
Another issue is that the computational cost of evaluating a Bayesian model
increases compared to a deterministic surrogate model. This is particularly
the case for BNNs, whose uncertainty estimates are generated with Monte
Carlo (MC) dropout. The BNN estimates converge with an increasing num-
bers of BNN MC evaluations, which is shown in Figure 8. The plot implies
that uncertainty estimates for a single sample take approximately 0.8 seconds
to guarantee convergence. This may be too slow for interactive engineering
design tasks but can be easily fixed parallelizing the MC dropout sampling.
These and other questions have to be addressed when integrating Bayesian
surrogates into software products for building designers.
6.4. Accuracy of the Bayesian model compared to a deterministic surrogate
model
We can compare the results of this study to a non-Bayesian feed-forward
neural network trained on the same dataset (see Table 2 in the Appendix).
Details on the non-bayesian network used can be found in [5]. It has a very
similar layout to the dropout BNN (2 hidden layers with 512 neurons, leaky
rectified linear unit activation function) and was trained using the same cost
function and optimizer (1200 training epochs with Adam optimizer).
The R2, MAPE and APE90 scores of the deterministic model computed on
the test data are better for most outputs when no uncertainty based sample
filtering is applied (see Table 2). However, when using uncertainty thresh-
olds the Bayesian model produces lower MAPE and APE90 errors proposing
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Figure 8: Convergence of BNN estimates with an increasing number
of Monte Carlo dropout samples. The plot shows BNN heating demand
estimates and uncertainty estimates with increasing number of MC samples (see
case study in Section 4). Both approximately converge after conducting 30 random
dropout runs, which takes around 0.8 seconds (without parallelization).
that the BNN is a useful means to increase robustness of surrogate models.6
7. Conclusion and Outlook
In this study we proposed to augment and hybridize physics-based sim-
ulation software with Bayesian (deep) learning surrogate models. By quan-
tifying the surrogate model (epistemic) uncertainty, the Bayesian paradigm
acknowledges that surrogate models are approximations of original simula-
tion models, and it offers a tool to effectively reason under that incurred
uncertainty while exploiting the much faster runtime of surrogate models to
produce engineering performance estimates.
In a case study we showcased the application of Bayesian surrogate models
for the design of net-zero energy buildings. We found that dropout neural
network models provided well-calibrated uncertainty estimates, which can
be used to identify building design choices for which the surrogate, that es-
timates the associated building energy performance, produces large errors.
The latter enables us to refer those designs to the high-fidelity energy simu-
lation tool to assure accurate estimates for the architect or building designer.
That referral process significantly lowered the errors in comparison to a com-
mon deterministic surrogate model.
6Here, we used a uniformly distributed set of building design samples as our test data.
However, this may not be representative of actual design processes. In future, a comparison
of both neural network types (Baysian surrogate model, non-bayesian surrogate model)
that takes architectural design preferences into account when constructing a set of test
data should be considered.
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Although all findings are bound to the case study of a building simulation
surrogate, results motivate to apply Bayesian learning to other fields where
surrogate models are common.
In future, we foresee that Bayesian models will allow us to further hy-
bridize data-driven surrogate models and high-fidelity simulation models
[17]. For that purpose enriching the Bayesian surrogate models with physical
know-how could be a key element. Furthermore, Bayesian learning forms a
foundation for adaptively sampling simulation runs, for which the surrogate
model is particularly uncertain. This progress, called active learning, will be
explored in an upcoming study [54].
Code and Data availability
The entire source code of this work, the EnergyPlus description file (.idf )
of the building template, and instructions on how to download the data used
in this study are available in a GitLab repository.7
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R2 MAPE APE90
BNN SVGP BNN SVGP BNN SVGP
Pumps [MWh] 0.990±0.001 0.983± 0.001 7.180±0.180 8.530± 0.260 14.830±0.510 17.950± 0.610
Heating supply, Other [MWh] 0.990±0.003 0.977± 0.001 9.820±0.350 12.490± 0.430 22.300±0.750 29.300± 1.480
Fans [MWh] 0.991±0.004 0.988± 0.001 8.630± 0.380 8.530±0.250 18.120±0.770 18.280± 0.540
Heating supply, Elec. [MWh] 0.992±0.001 0.986± 0.000 7.150±0.290 8.670± 0.360 15.130±0.290 18.260± 0.900
Heating supply, Gas [MWh] 0.992±0.002 0.973± 0.001 9.400±0.380 13.230± 0.220 21.440±0.620 30.480± 0.520
Cooling supply, Elec. [MWh] 0.992± 0.002 0.998±0.000 3.550± 0.200 2.820±0.100 7.490± 0.560 5.820±0.200
Heating demand [MWh] 0.995± 0.001 0.996±0.000 3.960± 0.330 3.710±0.080 8.040± 0.710 7.800±0.250
Cooling demand [MWh] 0.997±0.000 0.997±0.000 2.440± 0.050 2.270±0.060 4.980± 0.090 4.700±0.110
Interior lights [MWh] 0.998± 0.000 0.999±0.000 2.410± 0.100 1.590±0.080 5.050± 0.160 3.150±0.270
Interior equipment [MWh] 0.998±0.000 0.998±0.000 2.790± 0.100 1.410±0.120 5.650± 0.200 2.600±0.250
Water heating, Gas [MWh] 0.999± 0.000 1.000±0.000 1.220± 0.130 0.250±0.070 2.590± 0.260 0.430±0.090
PV Generation [MWh] 0.999±0.000 0.999±0.001 3.030± 0.090 1.290±0.090 6.040± 0.100 2.200±0.150
Table 1: Results of the accuracy of the Bayesian models.
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(i) R2-score
ANN BNN BNN90% BNN80%
Pumps [MWh] 0.992±0.000 0.990± 0.001 0.989± 0.001 0.989± 0.001
Heating supply, Other [MWh] 0.995±0.001 0.990± 0.003 0.989± 0.004 0.988± 0.004
Fans [MWh] 0.994±0.002 0.991± 0.004 0.990± 0.004 0.989± 0.004
Heating supply, Elec. [MWh] 0.994±0.000 0.992± 0.001 0.992± 0.001 0.992± 0.001
Heating supply, Gas [MWh] 0.995±0.001 0.992± 0.002 0.992± 0.002 0.991± 0.002
Cooling supply, Elec. [MWh] 0.994±0.001 0.992± 0.002 0.993± 0.001 0.992± 0.002
Heating demand [MWh] 0.996±0.000 0.995± 0.001 0.995± 0.001 0.993± 0.002
Cooling demand [MWh] 0.997±0.000 0.997± 0.000 0.996± 0.000 0.995± 0.000
Interior lights [MWh] 0.999±0.000 0.998± 0.000 0.997± 0.000 0.997± 0.000
Interior equipment [MWh] 0.999±0.000 0.998± 0.000 0.998± 0.000 0.997± 0.000
Water heating, Gas [MWh] 1.000±0.000 0.999± 0.000 0.998± 0.000 0.998± 0.001
PV Generation [MWh] 1.000±0.000 0.999± 0.000 0.998± 0.000 0.998± 0.000
(ii) MAPE
ANN BNN BNN90% BNN80%
Pumps [MWh] 6.480± 0.170 7.180± 0.180 6.200± 0.130 5.850±0.130
Heating supply, Other [MWh] 8.550± 0.630 9.820± 0.350 8.380± 0.310 7.480±0.410
Fans [MWh] 7.610± 1.000 8.630± 0.380 7.300± 0.470 6.690±0.540
Heating supply, Elec. [MWh] 6.530± 0.370 7.150± 0.290 6.070± 0.270 5.670±0.320
Heating supply, Gas [MWh] 8.040± 0.220 9.400± 0.380 7.880± 0.370 7.190±0.400
Cooling supply, Elec. [MWh] 3.280± 0.260 3.550± 0.200 3.320± 0.200 3.150±0.170
Heating demand [MWh] 3.710± 0.290 3.960± 0.330 3.550± 0.370 3.410±0.370
Cooling demand [MWh] 2.240±0.160 2.440± 0.050 2.310± 0.050 2.250± 0.060
Interior lights [MWh] 1.830±0.170 2.410± 0.100 2.290± 0.090 2.180± 0.070
Interior equipment [MWh] 2.810± 0.390 2.790± 0.100 2.290± 0.080 2.130±0.090
Water heating, Gas [MWh] 0.660±0.060 1.220± 0.130 1.110± 0.130 1.050± 0.120
PV Generation [MWh] 1.650±0.120 3.030± 0.090 1.900± 0.150 1.660± 0.180
(iii) APE90
ANN BNN BNN90% BNN80%
Pumps [MWh] 12.450± 0.530 14.830± 0.510 12.280± 0.310 11.480±0.230
Heating supply, Other [MWh] 20.400± 1.480 22.300± 0.750 17.160± 0.580 15.240±0.610
Fans [MWh] 15.810± 1.540 18.120± 0.770 14.950± 0.910 13.800±1.050
Heating supply, Elec. [MWh] 13.790± 0.810 15.130± 0.290 12.470± 0.490 11.670±0.640
Heating supply, Gas [MWh] 18.320± 0.640 21.440± 0.620 16.660± 0.610 14.970±0.690
Cooling supply, Elec. [MWh] 6.780± 0.560 7.490± 0.560 6.920± 0.460 6.540±0.320
Heating demand [MWh] 7.670± 0.550 8.040± 0.710 7.260± 0.740 6.940±0.770
Cooling demand [MWh] 4.620± 0.300 4.980± 0.090 4.710± 0.090 4.610±0.090
Interior lights [MWh] 3.840±0.330 5.050± 0.160 4.790± 0.170 4.560± 0.170
Interior equipment [MWh] 5.320± 0.960 5.650± 0.200 4.780± 0.200 4.450±0.240
Water heating, Gas [MWh] 1.340±0.100 2.590± 0.260 2.350± 0.270 2.210± 0.250
PV Generation [MWh] 2.460±0.320 6.040± 0.100 4.120± 0.300 3.530± 0.350
Table 2: Comparison of Bayesian dropout neural network (BNN) and
non-bayesian deterministic neural network (ANN). The performance of the
dropout neural network (BNN) is provided with and without the application of
uncertainty-based thresholding (90%/80%).
