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DUAL WEIGHTED RESIDUAL METHOD FOR LASER SURFACE
HARDENING OF STEEL PROBLEM
GUPTA, NUPUR, NATARAJ, NEELA AND PANI, AMIYA, KUMAR
Abstract. The main focus of this article is on the development of Adaptive
Finite Element Method (AFEM) for the optimal control problem of laser surface
hardening of steel governed by a dynamical system consisting of a semi-linear
parabolic equation and an ordinary diﬀerential equation using Dual Weighted
Residual Method (DWR). A posteriori error estimators using DWR method
have been developed when a continuous piecewise linear discretization has been
used for the ﬁnite element approximation of space variables and a discontinuous
Galerkin method has been used for time and control discretizations. Further
numerical results obtained are presented are compared with residual method
numerical results.
Key Words. Laser surface of steel problem, Adaptive ﬁnite element methods,
Dual weighted residual methods, a posteriori error estimates.
1. Introduction
In this paper, we develop a posteriori error estimates for the optimal control
problem describing the laser surface hardening of steel. The purpose of surface
hardening is to increase the hardness of the boundary layer of a workpiece by rapid
heating and subsequent quenching (see Figure 1). The hardening effect is achieved
as the heat treatment leads to a change in micro-structure. A few applications
include cutting tools, wheels, driving axles, gears, etc.
Figure 1: Laser Hardening Process
The mathematical model for the laser surface hardening of steel has been studied
in [12] and [17]. For an extensive survey on mathematical models for laser material
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treatments, we refer to [26]. In this article, we follow the Leblond-Devaux model
[12] which is described below:
Let Ω ⊂ R2, denoting the workpiece, be a convex, bounded domain with piece-
wise Lipschitz continuous boundary ∂Ω, Q = Ω × I and Σ = ∂Ω × I, where
I = (0, T ), T < ∞. The evolution of volume fraction of austenite a(t) for a given
temperature evolution θ(t) is described by the following initial value problem:
∂ta = f+(θ, a) =
1
τ(θ)
[aeq(θ)− a]+ in Q,(1.1)
a(0) = 0 in Ω,(1.2)
where aeq(θ(t)), denoted as aeq(θ) for notational convenience, is the equilibrium
volume fraction of austenite and τ depends of the temperature θ. The term
[aeq(θ)− a]+ = (aeq(θ)− a)H(aeq(θ)− a), where H is the Heaviside function
H(s) =
{
1 s > 1
0 s ≤ 0,
denotes the non-negative part of aeq(θ)−a, that is, [aeq(θ)−a]+ =
(aeq(θ) − a) + |aeq(θ)− a|
2
.
Neglecting the mechanical effects and using the Fourier law of heat conduction,
the temperature evolution can be obtained by solving the non-linear energy balance
equation given by
ρcp∂tθ −K△ θ = −ρLat + αu in Q,(1.3)
θ(0) = θ0 in Ω,(1.4)
▽θ.n = 0 on Σ,(1.5)
where the density ρ, the heat capacity cp, the thermal conductivity K and the
latent heat L are assumed to be positive constants. The term u(t)α(x, t) describes
the volumetric heat source due to laser radiation, u(t) being the time dependent
control variable. Since the main cooling effect is the self cooling of the workpiece,
homogeneous Neumann conditions are assumed on the boundary. Also, θ0 denotes
the initial temperature.
To maintain the quality of the workpiece surface, it is important to avoid the
melting of surface. In the case of laser hardening, it is a quite delicate problem
to obtain parameters that avoid melting but nevertheless lead to the right amount
of hardening. Mathematically, this corresponds to an optimal control problem in
which we minimize the cost functional defined by:
J(θ, a, u) =
β1
2
∫
Ω
|a(T )− ad|
2dx +
β2
2
∫ T
0
∫
Ω
[θ − θm]
2
+dxds +
β3
2
∫ T
0
|u|2ds(1.6)
subject to the state equations (1.1)− (1.5) in the set of admissible controls Uad,
where Uad = {u ∈ U : ‖u‖L2(I) ≤ M} is a closed, bounded and convex subset of
U = L2(I), denotes admissible laser intensity, β1, β2 and β3 being positive constants
and ad being the given desired fraction of the austenite. The second term in (1.6)
is a penalizing term that penalizes the temperature below the melting temperature
θm.
The authors of [1] and [17], have regularised the right hand side function in (1.1)
and have established results on existence, regularity and stability. This approach
seems to be common in all subsequent literature not only for existence results
but also for numerical approximations. In [13], the convergence of the solution
of the regularized problem to that of the original problem has been established.
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Laser and induction hardening has been used to explain the model and then a
finite volume method has been used for the space discretization in [18]. In [19],
the optimal control problem is analyzed and error estimates for proper orthogonal
decomposition (POD) Galerkin method for the state system are derived. Also a
penalized problem has been considered for the purpose of numerical simulations.
A finite element scheme combined with a nonlinear conjugate gradient method has
been used to solve the optimal control problem and a finite element method has
been used for the purpose of space discretization in [31]. In [14] (respectively, [15]),
a priori error estimates are developed for a finite element scheme in which the space
discretization is done using conformal finite elements (respectively, discontinuous
Galerkin method), whereas the time and control discretizations are based on a
discontinuous Galerkin method.
Adaptive Finite Element Methods (AFEMs) are amongst one of the important
means to boost the accuracy and efficiency of the finite element discretization. It
ensures higher density of nodes in certain areas of computational domain, where
it is more difficult to approximate the solution. Estimates obtained are called a
posteriori error estimates as they depend on the approximate solution and data
given, and the refinement/coarsening of meshes is done based on the estimate for
the discretization error. A posteriori error estimation for finite element methods
for two point elliptic boundary value problems began with the pioneering work of
Babusˇka and Rheinboldt [2]. The use of adaptive technique based on a posteriori
error estimation is well accepted in the context of finite element discretization
of partial differential equations, see Bank [3], Becker and Rannacher [4], [7], [8],
Eriksson and Johnson [9], [10], Verfurth [30].
Two approaches, namely the residual and dual weighted residual based a posteri-
ori error estimates have been studied for elliptic, parabolic, non-linear and optimal
control problems in literature. While residual based methods are useful in estimat-
ing error in L2 or energy based norms involving local residuals of the computed
solution, DWR method is useful in estimating the error bounds not only in energy,
L2 norm but also on some quantity of physical interest, like, point value error, point
value derivative error, mean normal flux etc. (see [7], [8] and [29]).
For a posteriori error estimates for elliptic equations using residual (resp. DWR)
method, see [2], [3] and [30] (resp. [4], [7], [8]) and the references cited therein.
AFEM for linear parabolic problems are also studied in [9], [10] using residual type
estimators and in [4] using DWR type estimators, just to mention a few. Energy
type error estimation for the error in the control, state and adjoint variables using
residual method are developed in [21], [23] and [24] in the context of distributed
optimal control problems governed by elliptic equation subject to pointwise control
constraints. These techniques are also been applied to optimal control problem
governed by linear parabolic differential equations, see [22] and [25].
In this article we will discuss DWR based AFEM for the optimal control problem
of laser surface hardening of steel. Although, A posteriori error estimates obtained
using residual method, see [16], has been used for the adaptive refinement technique
for the laser surface hardening of steel and are compared with the results obtained
using DWR method.
In [14] and [15], a priori error estimates are developed for the same problem and
non-uniform meshes (more refined near the heated zone and coarse far from the
operational area) are used in implementations. Even though it has been observed
that non-uniform meshes are helpful in yielding the desired numerical results which
justify theoretical estimates, practically, they are quite expensive as the mesh used
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for the approximation, chosen a priori, is independent of the approximate solution
of the problem. To overcome this, in this article DWR based a posteriori estimates
have been developed and the refinement of the triangulation near the heating zone
is done based on these indicators.
DWR method which is based on duality argument has been applied to develop
an a posteriori error estimate of the form:
|J(θ∗, a∗, u∗)− J(θ∗σ, a
∗
σ, u
∗
σ)| ≤ ηh + ηk + ηd,
where ηh is the space discretization error, ηk is the time discretization error and
ηd is the error due to the discretization of control variable. Here h > 0, k > 0,
d > 0 and σ are respectively the space, time, control discretization parameters and
σ = σ(h, k, d) > 0 is the common discretization parameter representing the space,
time and control discretizations.
In [27], a priori and a posteriori estimates have been developed for the optimal
control problem governed by parabolic equation, where laser surface hardening of
steel problem is considered as one of the applications. However, the cost functional
considered does not include the term
∫
I
∫
Ω
[θ−θm]
2
+dxdt, which in the physical sense
of this problem is an important term, as it helps in keeping the temperature below
the melting point of the workpiece. This makes the analysis in this paper different
from that developed in [27]. This is mainly because the Lagrangian functional in
[27] is assumed to be thrice differentiable , whereas, in this article Lagrangian func-
tional is twice differentiable (See Lemma 4.1). Therefore, the estimates obtained in
Theorem 4.1 for DWR is different from the one obtained in [27].
The outline of this article is as follows. Section 1 is introductory in nature. In
Section 2, the regularized laser surface hardening of steel problem and its weak
formulation are stated. Section 3 gives details of the space, time and control dis-
cretizations. In Section 4, a posteriori error estimates corresponding to DWR ap-
proach is developed. In Section 6, adaptive refinement algorithm is described and
the results of implementations are presented. Numerical results obtained using
DWR and residual method are compared.
2. The Regularized Laser Surface Hardening of Steel Problem
For theoretical, as well as computational reasons, the term [aeq − a]+ in (1.1) is
regularized and the regularized laser surface hardening problem is given by:
min
uǫ∈Uad
J(θǫ, aǫ, uǫ) subject to(2.7)
∂taǫ = fǫ(θǫ, aǫ) =
1
τ(θǫ)
(aeq(θǫ)− aǫ)Hǫ(aeq(θǫ)− aǫ) in Q,(2.8)
aǫ(0) = 0 in Ω,(2.9)
ρcp∂tθǫ −K△ θǫ = −ρL∂taǫ + αuǫ in Q,(2.10)
θǫ(0) = θ0 in Ω,(2.11)
∂θǫ
∂n
= 0 on Σ,(2.12)
where J(θǫ, aǫ, uǫ) =
β1
2
∫
Ω
|aǫ(T )−ad|
2dx+
β2
2
∫ T
0
∫
Ω
[θǫ−θm]
2
+dxds+
β3
2
∫ T
0
|uǫ|
2ds
and Hǫ ∈ C
1,1(R) is a monotone approximation of the Heaviside function satisfying
Hǫ(x) = 0 for x ≤ 0.
We now make the following assumptions [19]:
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(A1) aeq(x) ∈ (0, 1) for all x ∈ R and ‖aeq‖C1(R) ≤ ca;
(A2) 0 < τ ≤ τ(x) ≤ τ¯ for all x ∈ R and ‖τ‖C1(R) ≤ cτ ;
(A3) θ0 ∈ H
1(Ω), θ0 ≤ θm a.e. in Ω, where the constant θm > 0 denotes the
melting temperature of steel;
(A4) α ∈ L∞(Q);
(A5) u ∈ L2(I);
(A6) ad ∈ L
∞(Ω) with 0 ≤ ad ≤ 1 a.e. in Ω.
Remark 2.1. Now onwards, since the finite element approximation of the regular-
ized problem will be considered in the sequel, for the sake of notational simplicity
(θǫ, aǫ, uǫ) and fǫ will be replaced by (θ, a, u) and f respectively, throughout the
paper.
Let V = H1(Ω) and H = L2(Ω), and (·, ·)(resp. (·, ·)I,Ω) and ‖ · ‖(resp. ‖ · ‖I,Ω) de-
note the inner product and norm in L2(Ω)(resp. L2(I, L2(Ω))). The inner product
and norm in L2(I) are denoted by (·, ·)L2(I) and ‖ · ‖L2(I), respectively. The weak
formulation of the regularized version of laser surface hardening of steel problem
(2.7)-(2.12) is given by:
min
u∈Uad
J(θ, a, u) subject to(2.13)
(∂ta,w) = (f(θ, a), w) ∀w ∈ H, a.e. in I,(2.14)
a(0) = 0,(2.15)
ρcp(∂tθ, v) +K(▽θ,▽v) = −ρL(∂ta, v) + (αu, v) ∀v ∈ V, a.e. in I,(2.16)
θ(0) = θ0,(2.17)
where (θ(t), a(t)) ∈ V ×H . The following theorem ([31], Theorem 2.1) ensures the
existence of a unique solution of the system (2.14)-(2.17).
Theorem 2.1. Suppose that (A1)-(A6) are satisfied. Then, the system (2.14)-
(2.17) has a unique solution
(θ, a) ∈ H1,1(Q)×W 1,∞(I;L∞(Ω)),
where H1,1 = L2(I;H1(Ω)) ∩H1(I;L2(Ω)). Moreover, a satisfies
0 ≤ a < 1 a.e. in Q.
For existence of the solution of the of the original laser surface hardening of steel
problem, we refer to ([13], Theorem 3.2).
Remark 2.2. [31] Due to (A1)-(A2) and the definition of the regularized Heaviside
function Hǫ, there exists a constant cf > 0 independent of θ and a such that
max(‖f(θ, a)‖L∞(Q), ‖fa(θ, a)‖L∞(Q), ‖fθ(θ, a)‖L∞(Q)) ≤ cf
for all (θ, a) ∈ L2(Q)× L∞(Q).
The existence of the optimal control is guaranteed by the following Theorem
([31], Theorem 2.3).
Theorem 2.2. Suppose that (A1)-(A6) hold true. Then the optimal control problem
(2.13)-(2.17) has at least one (global) solution.
Let u∗ ∈ Uad be a solution of (2.13)-(2.17) and (θ
∗, a∗) be the solution of the
corresponding state system. In the following lemma, we state the existence and
uniqueness result of the corresponding adjoint system.
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Lemma 2.1. [31] Let (A1)-(A6) hold true and (θ∗, a∗, u∗) ∈ X × Y × Uad be a
solution to (2.13)-(2.17). Then there exists a unique solution (z∗, λ∗) ∈ H1,1 ×
H1(I, L2(Ω)) of the corresponding adjoint system defined by:
−(ψ, ∂tλ
∗) = −(ψ, fa(θ
∗, a∗)g(z∗, λ∗))(2.18)
λ∗(T ) = β1(a
∗(T )− ad),(2.19)
−ρcp(φ, ∂tz
∗) +K(▽φ,▽z∗) = −(φ, fθ(θ
∗, a∗)g(z∗, λ∗))(2.20)
+β2(φ, [θ
∗ − θm]+),(2.21)
z∗(T ) = 0,(2.22)
∀(ψ, φ) ∈ H × V . Moreover, z∗ satisfies the following variational inequality
(
β3(u
∗ − ud) +
∫
Ω
αz∗dx, p− u∗
)
L2(I)
≥ 0 ∀p ∈ Uad,(2.23)
where g(z∗, λ∗) = ρLz∗ − λ∗.
3. Discretizations
In this section, we describe a temporal discretization using a discontinuous
Galerkin finite element method and then a space discretization done using con-
tinuous Galerkin finite element method using piecewise linear polynomials, that is
a space-time discretization done using dG(q)cG(1). The control is being discretized
using piecewise constants in each discrete interval In, n = 1, 2, · · ·, N .
Time Discretization
In order to discretize (2.13)-(2.17) in time, we consider the following partition of I:
0 = t0 < t1 < .... < tN = T.
Set I1 = [t0, t1], In = (tn−1, tn], kn = tn− tn−1, for n = 2, ..., N and k = max
1≤n≤N
kn.
We define the spaces
Xqk = {φ : I → H
1(Ω); φ|In =
q∑
j=0
ψjt
j , ψj ∈ H
1(Ω)}, q ∈ N,(3.24)
Y qk = {φ : I → L
2(Ω); φ|In =
q∑
j=0
ψjt
j , ψj ∈ L
2(Ω)}, q ∈ N.(3.25)
For a function v in Xqk , we use the following notations:
vn = v(tn), v
+
n = lim
t→tn+0
v(t) and [v]n = v
+
n − vn.
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Then the dG(q) discretization of (2.13)-(2.17) reads as:
min
uk∈Uad
J(θk, ak, uk) subject to(3.26)
N∑
n=1
(∂tak, w)In,Ω +
N−1∑
n=1
([ak]n, w
+
n ) + (a
+
k,0, w
+
0 ) = (f(θk, ak), w)I,Ω,(3.27)
ak(0) = 0,(3.28)
ρcp
N∑
n=1
(∂tθk, v)In,Ω + K(▽θk,▽v)I,Ω + ρcp
N−1∑
n=1
([θk]n, v
+
n ) + ρcp(θ
+
k,0, v
+
0 )
= −ρL(f(θk, ak), v)I,Ω + (αuk, v)I,Ω + ρcp(θ0, v
+
0 ),(3.29)
θk(0) = θh,0(3.30)
for all (v, w) ∈ Xqk × Y
q
k and where (θh, ah) ∈ X
q
k × Y
q
k and θh,0 is suitable approx-
imation of θ0. The solution of (3.26)-(3.30) is characterized by the saddle point
(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k) ∈ X
q
k × Y
q
k ×X
q
k × Y
q
k × Uad of the Lagrangian functional given
by
L(θk, ak, zk, λk, uk)
= J(θk, ak, uk)−
( N∑
n=1
(∂tak, λk)In,Ω +
N−1∑
n=1
([ak]n, λ
+
k,n) + (a
+
k,0, λ
+
k,0)
−(f(θk, ak), λk)I,Ω
)
−
( N∑
n=1
ρcp(∂tθk, zk)In,Ω +K(▽θk,▽zk)I,Ω
+ρcp
N−1∑
n=1
([θk]n, z
+
k,n) + ρcp(θ
+
k,0, z
+
k,0) + ρL(f(θk, ak), zk)I,Ω
−(αuk, zk)I,Ω − ρcp(θ0, z
+
k,0)
)
.(3.31)
The adjoint system corresponding to (3.26)-(3.30) obtained from Karush-Kuhn-
Tucker (KKT) conditions is defined by:
Find (z∗k, λ
∗
k) ∈ X
q
k × Y
q
k such that
−
N∑
n=1
(ψ, ∂tλ
∗
k)In,Ω −
N−1∑
n=1
(ψn, [λ
∗
k]n) = −(ψ, fa(θ
∗
k, a
∗
k)(ρLz
∗
k − λ
∗
k))I,Ω,(3.32)
λ∗k(T ) = β1(a
∗
k(T )− ad),(3.33)
−ρcp
N∑
n=1
(φ, ∂tz
∗
k)In,Ω +K(▽φ,▽z
∗
k)I,Ω
−ρcp
N−1∑
n=1
(φn, [z
∗
k]n) = −(φ, fθ(θ
∗
k, a
∗
k)(ρLz
∗
k − λ
∗
k))I,Ω(3.34)
+β2(φ, [θ
∗
k − θm]+)I,Ω,
z∗k(T ) = 0,(3.35)
for all (ψ, φ) ∈ Xqk × Y
q
k . Moreover, z
∗
k satisfies the following variational inequality(
β3u
∗
k +
∫
Ω
αzkdx, p− u
∗
k
)
L2(I)
≥ 0 ∀p ∈ Uad.(3.36)
Space Discretization
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We describe a space discretization for (3.26)-(3.30) using a continuous Galerkin
finite element method with piecewise linear approximations. Let Th be an admissi-
ble regular triangulation of Ω¯ into triangles/quadrilateralsK. Let the discretization
parameter h be defined as h = max
K∈Th
hK , where hK is the diameter of K. Let the
finite element space Vh ⊂ V consist of globally continuous functions which when
restricted to K ∈ Th are piecewise linear polynomials.
(3.37) Xqkh = {φ : I → Vh; φ|In =
q∑
j=0
ψjt
j , ψj ∈ Vh}, q ∈ N.
Then the dG(q)cG(1) discretization of (3.26)-(3.30) reads as:
min
ukh∈Uad
J(θkh, akh, ukh) subject to(3.38)
N∑
n=1
(∂takh, w)In,Ω+
N−1∑
n=1
([akh]n, w
+
n ) + (a
+
kh,0, w
+
0 ) = (f(θkh, akh), w)I,Ω,(3.39)
akh(0) = 0,(3.40)
ρcp
N∑
n=1
(∂tθkh, v)In,Ω + K(▽θkh,▽v)I,Ω + ρcp
N−1∑
n=1
([θkh]n, v
+
n ) + ρcp(θ
+
kh,0, v
+
0 )
= −ρL(f(θkh, akh), v)I,Ω + (αukh, v)I,Ω + ρcp(θ0, v
+
0 ),(3.41)
θkh(0) = θh,0,(3.42)
for all (v, w) ∈ Xqkh×X
q
kh and (θhk, ahk) ∈ X
q
kh×X
q
kh. The solution of (3.38)-(3.42)
is characterized by the saddle point
(θ∗kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh) ∈ X
q
kh×X
q
kh×X
q
kh×X
q
kh×Uad of the Lagrangian functional
L(θkh, akh, zkh, λkh, ukh), where L(·, ·, ·, ·, ·) is defined in (3.31). The adjoint system
corresponding to (3.38)-(3.42) is defined by: Find (z∗kh, λ
∗
kh) ∈ X
q
kh×X
q
kh such that
−
N∑
n=1
(ψ, ∂tλ
∗
kh)In,Ω −
N−1∑
n=1
(ψn, [λ
∗
kh]n)=−(ψ, fa(θ
∗
kh, a
∗
kh)(ρLz
∗
kh − λ
∗
kh))I,Ω,(3.43)
λ∗kh(T ) = β1(a
∗
kh(T )− ad),(3.44)
−ρcp
N∑
n=1
(φ, ∂tz
∗
kh)In,Ω +K(▽φ,▽z
∗
kh)I,Ω
−ρcp
N−1∑
n=1
(φn, [z
∗
kh]n) = −(φ, fθ(θ
∗
kh, a
∗
kh)(ρLz
∗
kh − λ
∗
kh))I,Ω(3.45)
+β2(φ, [θ
∗
kh − θm]+)I,Ω,
z∗kh(T ) = 0,(3.46)
for all (ψ, φ) ∈ Xqkh×X
q
kh. Moreover, z
∗
kh satisfies the following variational inequal-
ity (
β3u
∗
kh +
∫
Ω
αz∗khdx, p− u
∗
kh
)
L2(I)
≥ 0 ∀p ∈ Uad.(3.47)
Complete discretization
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In order to completely discretize the problem (2.13)-(2.17) we choose a discon-
tinuous Galerkin piecewise constant approximation of the control variable. Let Ud
be the finite dimensional subspace of U defined by
Ud = {vd ∈ L
2(I) : vd|In = constant} ∀n = 1, 2, · · ·, N.
Let Ud,ad = Ud ∩ Uad and σ = σ(h, k, d) be the discretization parameter. The
completely discretized problem reads as:
min
uσ∈Ud,ad
J(θσ, aσ, uσ) subject to(3.48)
N∑
n=1
(∂taσ, w)In,Ω +
N−1∑
n=1
([aσ]n, w
+
n ) + (a
+
σ,0, w
+
0 ) = (f(θσ, aσ), w)I,Ω,(3.49)
aσ(0) = 0,(3.50)
ρcp
N∑
n=1
(∂tθσ, v)In,Ω+K(▽θσ,▽v)I,Ω + ρcp
N−1∑
n=1
([θσ]n, v
+
n ) + ρcp(θ
+
σ,0, v
+
0 )(3.51)
= −ρL(f(θσ, aσ), v)I,Ω + (αuσ, v)I,Ω + ρcp(θ0, v
+
0 ),
θσ(0) = θh,0,(3.52)
for all (v, w) ∈ Xqkh ×X
q
kh and where (θσ, aσ) ∈ X
q
kh ×X
q
kh.
Remark 3.1. Although, the finite element space used in this article to discretize the
variables θ and a is Vh, where approximation is done using continuous functions,
the variable a can also be approximated using piecewise constants with appropriate
changes in the proof.
The solution of (3.48)-(3.52) is characterized by the saddle point
(θ∗σ, a
∗
σ, z
∗
σ, λ
∗
σ, u
∗
σ) ∈ X
q
kh ×X
q
kh ×X
q
kh ×X
q
kh ×Ud,ad of the Lagrangian functional
L(θσ, aσ, zσ, λσ, uσ), where L(·, ·, ·, ·, ·) is defined by (3.31). The adjoint system
corresponding to (3.48)-(3.52) is defined by:
Find (z∗σ, λ
∗
σ) ∈ X
q
kh ×X
q
kh such that
−
N∑
n=1
(ψ, ∂tλ
∗
σ)In,Ω −
N−1∑
n=1
(ψn, [λ
∗
σ]n) = −(ψ, fa(θ
∗
σ, a
∗
σ)(ρLz
∗
σ − λ
∗
σ))I,Ω,(3.53)
λ∗σ,N = β1(a
∗
σ(T )− ad),(3.54)
−ρcp
N∑
n=1
(φ, ∂tz
∗
σ)In,Ω + K(▽φ,▽z
∗
σ)I,Ω − ρcp
N−1∑
n=1
(φn, [z
∗
σ]n)
= −(φ, fθ(θ
∗
σ, a
∗
σ)(ρLz
∗
σ − λ
∗
σ))I,Ω + β2(φ, [θ
∗
σ − θm]+)I,Ω,(3.55)
z∗σ,N = 0,(3.56)
for all (ψ, φ) ∈ Xqkh ×X
q
kh. Moreover, z
∗
σ satisfies the variational inequality,(
β3u
∗
σ +
∫
Ω
αz∗σdx, p− u
∗
σ
)
L2(I)
≥ 0 ∀p ∈ Ud,ad.(3.57)
The convergence of solution of (3.48)-(3.52) to the solution of (2.13)-(2.17) as
σ → 0, has been established in ([14], Theorem 5.1).
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4. A Posteriori Error Estimates Using Dual Weighted Residual Method
Laser surface hardening of steel problem being the optimal control problem
makes it interesting and important to use the DWR method to find out the a
posteriori error estimates. Residual method can be used to find out the estimates
in global norms only while DWR method can also be used to find estimates for
not only global norms (may turn out to be expensive than residual method) but
estimate for the quantity of interest also. Since it is an optimization problem, the
quantity of interest taken is the cost functional only.
A posteriori error estimates for space, time and control discretization are esti-
mated in Theorem 4.1. Proof of this theorem uses Lemma 4.1. To arrive at an
estimate for |J(θ∗, a∗, u∗)− J(θ∗σ, a
∗
σ, u
∗
σ)|, we follow the approach in [28]. We will
split the discretization error occurred by different discretization such as follows:
J(θ∗σ ,a
∗
σ, u
∗
σ)− J(θ
∗, a∗, u∗)
=
(
J(θ∗σ, a
∗
σ, u
∗
σ)− J(θ
∗
kh, a
∗
kh, u
∗
kh)
)
+
(
J(θ∗kh, a
∗
kh, u
∗
kh)− J(θ
∗
k, a
∗
k, u
∗
k)
)
+
(
J(θ∗k, a
∗
k, u
∗
k)− J(θ
∗, a∗, u∗)
)
,(4.58)
where (θ∗, a∗, u∗), (θ∗k, a
∗
k, u
∗
k), (θ
∗
kh, a
∗
kh, u
∗
kh) and (θ
∗
σ, a
∗
σ, u
∗
σ) are solutions of (2.13)-
(2.17), (3.26)-(3.30), (3.38)-(3.42) and (3.48)-(3.52), respectively. In Lemma 4.1,
we first estimate the terms on the right hand side of (4.58) and then Theorem 4.1
presents the a posteriori error in terms of local estimators.
Remark 4.1. Since the solution of the problem (2.13)-(2.17) will also be the sta-
tionary point for the Lagrangian L, under the regularity assumption that (θ, a) ∈
H1(I,H2(Ω))×H1(I,H2(Ω)) and (z, λ) ∈ H1(I,H2(Ω))×H1(I,H2(Ω)), we have
L(θ, a, z, λ, u) = L˜(θ, a, z, λ, u).
Remark 4.2. The Lagrangian functional L is two times differentiable.
Lemma 4.1. The Lagrangian functional L(·, ·, ·, ·, ·) has stationary points
(θ∗, a∗, z∗, λ∗, u∗) ∈ X × Y ×X × Y × Uad,
(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k) ∈ X
q
k × Y
q
k ×X
q
k × Y
q
k × Uad,
(θ∗kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh) ∈ X
q
kh ×X
q
kh ×X
q
kh ×X
q
kh × Uad
and (θ∗σ, a
∗
σ, z
∗
σ, λ
∗
σ, u
∗
σ) ∈ X
q
kh ×X
q
kh ×X
q
kh ×X
q
kh × Ud,ad
on different level of discretization, that is,
∀(θ, a, z, λ, u) ∈ X × Y ×X × Y × Uad,
L′(θ∗, a∗, z∗, λ∗, u∗)(θ, a, z, λ, u) = 0,(4.59)
∀(θk, ak, zk, λk, uk) ∈ X
q
k × Y
q
k ×X
q
k × Y
q
k × Uad,
L′(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k)(θk, ak, zk, λk, uk) = 0,(4.60)
∀(θkh, akh, zkh, λkh, ukh) ∈ X
q
kh ×X
q
kh ×X
q
kh ×X
q
kh × Uad,
L′(θ∗kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh)(θkh, akh, zkh, λkh, ukh) = 0,(4.61)
∀(θσ, aσ, zσ, λσ, uσ) ∈ X
q
kh ×X
q
kh ×X
q
kh ×X
q
kh × Ud,ad,
L′(θ∗σ, a
∗
σ, z
∗
σ, λ
∗
σ, u
∗
σ)(θσ − θ
∗
σ, aσ − a
∗
σ, zσ − z
∗
σ, λσ − λ
∗
σ, uσ − u
∗
σ) ≥ 0.(4.62)
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Then, the following error representation holds true:
|J(θ∗k ,a
∗
k, u
∗
k)− J(θ
∗, a∗, u∗)|
≤ |L′(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k)(θ
∗ − θk, a
∗ − ak, z
∗ − zk, λ
∗ − λk, u
∗ − uk)|
+|Rk|,(4.63)
|J(θ∗kh ,a
∗
kh, u
∗
kh)− J(θ
∗
k, a
∗
k, u
∗
k)|
≤ |L′(θ∗kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh)(θ
∗
k − θkh, a
∗
k − akh, z
∗
k − zkh, λ
∗
k − λkh, u
∗
k − ukh)|
+|Rh|,(4.64)
|J(θ∗σ ,a
∗
σ, u
∗
σ)− J(θ
∗
kh, a
∗
kh, u
∗
kh)|
≤ |L′(θ∗σ, a
∗
σ, z
∗
σ, λ
∗
σ, u
∗
σ)(θ
∗
kh − θσ, a
∗
kh − aσ, z
∗
kh − zσ, λ
∗
kh − λσ, u
∗
kh − uσ)|
+|Rd|,(4.65)
where the remainders Rk, Rh and Rd are quadratic in (e
θ
k, e
a
k, e
z
k, e
λ
k , e
u
k),
(eθkh, e
a
kh, e
z
kh, e
λ
kh, e
u
kh) and (e
θ
σ, e
a
σ, e
z
σ, e
λ
σ, e
u
σ) respectively, are defined by,
Rk =
1
2
L′′(θ∗k + se
θ
k, a
∗
k + se
a
k, z
∗
k + se
z
k, λ
∗
k + se
λ
k , u
∗
k + se
u
k)((e
θ
k, e
a
k, e
z
k, e
λ
k , e
u
k),
(eθk, e
a
k, e
z
k, e
λ
k , e
u
k)),(4.66)
Rh =
1
2
L′′(θ∗kh + se
θ
kh, a
∗
kh + se
a
kh, z
∗
kh + se
z
kh, λ
∗
kh + se
λ
kh, u
∗
kh + se
u
kh)
((eθkh, e
a
kh, e
z
kh, e
λ
kh, e
u
kh), (e
θ
kh, e
a
kh, e
z
kh, e
λ
kh, e
u
kh)),(4.67)
Rd =
1
2
L′′(θ∗σ + se
θ
σ, a
∗
σ + se
a
σ, z
∗
σ + se
z
σ, λ
∗
σ + se
λ
σ, u
∗
σ + se
u
σ)((e
θ
σ , e
a
σ, e
z
σ, e
λ
σ, e
u
σ),
(eθσ, e
a
σ, e
z
σ, e
λ
σ, e
u
σ)),(4.68)
and (eθk = θ
∗ − θ∗k, e
a
k = a
∗ − a∗k, e
z
k = z
∗ − z∗k, e
λ
k = λ
∗ − λ∗k, e
u
k = u
∗ − u∗k),
(eθkh = θ
∗
k − θ
∗
kh, e
a
kh = a
∗
k − a
∗
kh, e
z
kh = z
∗
k − z
∗
kh, e
λ
kh = λ
∗
k − λ
∗
kh, e
u
kh = u
∗
k − u
∗
kh)
and (eθσ = θ
∗
kh − θ
∗
σ, e
a
σ = a
∗
kh − a
∗
σ, e
z
σ = z
∗
kh − z
∗
σ, e
λ
σ = λ
∗
kh − λ
∗
σ, e
u
σ = u
∗
kh − u
∗
σ).
Proof: Using Taylor series expansion, we have
L(θ∗, a∗, z∗, λ∗, u∗) − L(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k)
= L′(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k)(e
θ
k, e
a
k, e
z
k, e
λ
k , e
u
k) +Rk,
L(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k) − L(θ
∗
kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh)
= L′(θ∗kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh)(e
θ
kh, e
a
kh, e
z
kh, e
λ
kh, e
u
kh) +Rh,
L(θ∗σ, a
∗
σ, z
∗
σ, λ
∗
σ, u
∗
σ) − L(θ
∗
kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh)
= L′(θ∗σ, a
∗
σ, z
∗
σ, λ
∗
σ, u
∗
σ)(−e
θ
kh,−e
a
kh,−e
z
kh,−e
λ
kh,−e
u
kh)−Rd,
where Rk, Rh and Rd are defined by (4.66)-(4.68). Using (4.59)-(4.62) in above
expressions, after replacing
θ∗ − θ∗k = (θ
∗ − θk) + (θk − θ
∗
k), a
∗ − a∗k = (a
∗ − ak) + (ak − a
∗
k),
z∗ − z∗k = (z
∗ − zk) + (zk − z
∗
k), λ
∗ − λ∗k = (λ
∗ − λk) + (λk − λ
∗
k),
u∗ − u∗k = (u
∗ − uk) + (uk − u
∗
k), θ
∗
k − θ
∗
kh = (θ
∗
k − θkh) + (θkh − θ
∗
kh),
a∗k − a
∗
kh = (a
∗
k − akh) + (akh − a
∗
kh), z
∗
k − z
∗
kh = (z
∗
k − zkh) + (zkh − z
∗
kh),
λ∗k − λ
∗
kh = (λ
∗
k − λkh) + (λkh − λ
∗
kh), u
∗
k − u
∗
kh = (u
∗
k − ukh) + (ukh − u
∗
kh),
θ∗kh − θ
∗
σ = (θ
∗
kh − θσ) + (θσ − θ
∗
σ), a
∗
kh − a
∗
σ = (a
∗
kh − aσ) + (aσ − a
∗
σ),
z∗kh − z
∗
σ = (z
∗
kh − zσ) + (zσ − z
∗
σ), λ
∗
kh − λ
∗
σ = (λ
∗
kh − λσ) + (λσ − λ
∗
σ),
u∗kh − u
∗
σ = (u
∗
kh − uσ) + (uσ − u
∗
σ),
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respectively, we obtain
L(θ∗, a∗, z∗, λ∗, u∗) − L(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k)
= L′(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k)(θ
∗ − θk, a
∗ − ak, z
∗ − zk, λ
∗ − λk, u
∗ − uk) +Rk,
L(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k) − L(θ
∗
kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh)
= L′(θ∗kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh)(θ
∗
k − θkh, a
∗
k − akh, z
∗
k − zkh, λ
∗
k − λkh, u
∗
k − ukh) +Rh,
L(θ∗σ, a
∗
σ, z
∗
σ, λ
∗
σ, u
∗
σ) − L(θ
∗
kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh)
≤ L′(θ∗σ, a
∗
σ, z
∗
σ, λ
∗
σ, u
∗
σ)(θσ − θ
∗
kh, aσ − a
∗
kh, zσ − z
∗
kh, λσ − λ
∗
kh, uσ − u
∗
kh)−Rd.
Since, all the solution pairs are optimal solution of the optimization problem at
different levels of discretization, we obtain
L(θ∗, a∗, z∗, λ∗, u∗)− L(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k) = J(θ
∗, a∗, u∗)− J(θ∗k, a
∗
k, u
∗
k),
L(θ∗k, a
∗
k, z
∗
k, λ
∗
k, u
∗
k)− L(θ
∗
kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh) = J(θ
∗
k, a
∗
k, u
∗
k)− J(θ
∗
kh, a
∗
kh, u
∗
kh),
L(θ∗kh, a
∗
kh, z
∗
kh, λ
∗
kh, u
∗
kh)− L(θ
∗
σ, a
∗
σ, z
∗
σ, λ
∗
σ, u
∗
σ) = J(θ
∗
kh, a
∗
kh, u
∗
kh)− J(θ
∗
σ, a
∗
σ, u
∗
σ).
Therefore, we have the required result. This completes the proof. 
Define the residuals for different level of discretizations as :
ρθ(θ, a, u)(·) = Lz(θ, a, z, λ, u)(·), ρ
z(θ, a, z, λ)(·) = Lθ(θ, a, z, λ, u)(·),
ρa(θ, a)(·) = Lλ(θ, a, z, λ, u)(·), ρ
λ(θ, a, z, λ)(·) = La(θ, a, z, λ, u)(·),
ρu(z, u)(·) = Lu(θ, a, z, λ, u)(·),
where
ρθ(θ, a, u)(·) = ρcp
N∑
n=1
(∂tθ, ·)In,Ω +K(▽θ,▽(·))I,Ω + ρcp
N−1∑
n=1
([θ]n, (·)
+
n )
+ ρcp(θ
+
0 , (·)
+
0 ) + ρL(f(θ, a), ·)I,Ω − (αu, ·)I,Ω − ρcp(θ0, (·)
+
0 ),
ρa(θ, a, u)(·) =
N∑
n=1
(∂ta, ·)In,Ω +
N−1∑
n=1
([a]n, (·)
+
n ) + (a
+
0 , (·)
+
0 )− (f(θ, a), ·)I,Ω,
ρz(θ, a, z, λ)(·) = −ρcp
N∑
n=1
(·, ∂tz)In,Ω +K(▽(·),▽z)I,Ω − ρcp
N−1∑
n=1
((·)n, [z]n)
+ (·, fθ(θ, a)(ρLz − λ))I,Ω − β2(·, [θ − θm]+)I,Ω,
ρλ(θ, a, z, λ)(·) = −
N∑
n=1
(·, ∂tλ)In,Ω −
N−1∑
n=1
((·)n, [λ]n) + ((·), fa(θ, a)(ρLz − λ))I,Ω,
and
ρu(z, u)(·) =
(
β3u+
∫
Ω
αzdx, ·
)
L2(I)
.
Theorem 4.1. Let (θ∗, a∗, u∗), (θ∗k, a
∗
k, u
∗
k), (θ
∗
kh, a
∗
kh, u
∗
kh) and (θ
∗
σ, a
∗
σ, u
∗
σ) be the
solutions of (2.13)-(2.17), (3.26)-(3.30), (3.38)-(3.42) and (3.48)-(3.52), respectively,
with adjoint solutions as (z∗, λ∗), (z∗k, λ
∗
k), (z
∗
kh, λ
∗
kh) and (z
∗
σ, λ
∗
σ). Then, the fol-
lowing error estimates holds true:
J(θ∗σ, a
∗
σ, uσ)− J(θ
∗, a∗, u∗) ≤ C
( N∑
n=1
( ∑
K∈Th
( 9∑
i=1
ρi,n,Kωi,n,K
)
+
17∑
i=10
ρi,nωi,n
)
+Rk +Rh +Rd.
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where
ρ1,n,K = ‖K∆θ
∗
kh − ρcp∂tθ
∗
kh − ρLf(θ
∗
kh, a
∗
kh)‖In,K + h
1/2
K
K
2
‖▽θ∗kh.n‖In,∂K
+|K|1/2 max
In×K
|α|‖u∗kh‖In , ρ2,n,K = ρcpk
1/2‖[θ∗kh]n−1‖K ,
ρ3,n,K = ‖K∆z
∗
kh + ρcp∂tz
∗
kh − fθ(θ
∗
kh, a
∗
kh)(ρLz
∗
kh − λ
∗
kh) + β2[θ
∗
kh − θm]+‖In,K
ρ4,n,K = ρcpk
1/2‖[z∗kh]n−1‖, ω4,n,K = ‖θ
∗
k − Ihθ
∗
kh‖In,K + k
1/2‖(θ∗k − Ihθ
∗
kh)
+
n−1‖K ,
ρ5,n,K = ‖f(θ
∗
kh, a
∗
kh)− ∂ta
∗
kh‖In,K , ρ6,n,K = k
− 1
2 ‖[a∗kh]n‖K ,
ρ7,n,K = ‖∂tλ
∗
kh − fa(θ
∗
kh, a
∗
kh)(ρLz
∗
kh − λ
∗
kh)‖In,K , ρ8,n,K = k
− 1
2 (‖[λ∗kh]n−1‖K),
ρ9,n = ‖K∆θ
∗
k − ρcp∂tθ
∗
k − ρLf(θ
∗
k, a
∗
k)‖In + |Ω|
1/2max
In,Ω
|α|‖u∗k‖In ,
ρ10,n = ρcpk
−1
2 ‖[θ∗k]n−1‖,
ρ11,n = ‖K∆z
∗
k + ρcp∂tz
∗
k − fθ(θ
∗
k, a
∗
k)(ρLz
∗
k − λ
∗
k) + β2[θ
∗
k − θm]+‖In,Ω
+h
1/2
K
K
2
‖ ▽ z∗kh.n‖In,∂K , ρ12,n = ρcpk
−1
2 ‖[z∗k]n−1‖
ρ13,n = ‖f(θ
∗
k, a
∗
k)− ∂ta
∗
k‖In,Ω, ρ14,n = k
− 1
2 ‖[a∗k]n‖,
ρ15,n = ‖∂tλ
∗
k − fa(θ
∗
k, a
∗
k)(ρLz
∗
k − λk)‖In,Ω, ρ16,n = k
− 1
2 ‖[λ∗k]n−1‖,
ρ17,n = ‖β3uσ +
∫
Ω
αz∗σdx‖L2(In),
ω1,n,K = ‖z
∗
k − Ihz
∗
kh‖In,K + h
1/2
K ‖z
∗
k − Ihz
∗
kh‖In,∂K ,
ω2,n,K = ‖z
∗
k − Ihz
∗
kh‖In,K + k
1/2‖(z∗k − Ihz
∗
kh)
+
n−1‖K ,
ω3,n,K = ‖θ
∗
k − Ihθ
∗
kh‖In,K + h
1/2
K ‖θ
∗
k − Ihθ
∗
kh‖In,∂K ,
ω5,n,K = ‖λ
∗
k − Ihλ
∗
kh‖In,K ,
ω6,n,K = ‖λ
∗
k − Ihλ
∗
kh‖In,K + k
1/2‖(λ∗k − Ihλ
∗
kh)
+
n−1‖K ,
ω7,n,K = ‖a
∗
k − Iha
∗
kh‖In,K
ω8,n,K = (‖a
∗
k − Iha
∗
kh‖In,K + k
1/2‖(a∗k − Iha
∗
kh)
+
n−1‖K),
ω9,n = ‖z
∗ − Ikz
∗
k‖In,Ω,
ω10,n = ‖z
∗ − Ikz
∗
k‖In,Ω + k
1/2‖(z∗ − Ikz
∗
k)
+
n−1‖,
ω11,n = ‖θ
∗ − Ikθ
∗
k‖In,Ω
ω12,n = ‖θ
∗ − Ikθ
∗
k‖In,Ω + k
1/2‖(θ∗ − Ikθ
∗
k)
+
n−1‖,
ω13,n = ‖λ
∗ − Ikλ
∗
k‖In,Ω
ω14,n = ‖λ
∗ − Ikλ
∗
k‖In,Ω + k
1/2‖(λ∗ − Ikλ
∗
k)
+
n−1‖,
ω15,n = ‖a
∗ − Ika
∗
k‖In,Ω
ω16,n = (‖a
∗ − Ika
∗
k‖In,Ω + k
1/2‖(a∗ − Iha
∗
k)
+
n−1‖),
ω17,n = ‖u
∗
kh − Iku
∗
σ‖L2(In),
where interpolation operators Ih and Ik are defined as in [28].
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Proof: Using (4.63)-(4.65) one can rewrite estimate for J(θ∗σ, a
∗
σ, u
∗
σ)−J(θ
∗, a∗, u∗)
as
|J(θ∗σ, a
∗
σ, u
∗
σ) − J(θ
∗, a∗, u∗)|
≤ ρθ(θ∗k, a
∗
k, u
∗
k)(z
∗ − zk) + ρ
a(θ∗k, a
∗
k)(λ
∗ − λk)
+ ρz(θ∗k, a
∗
k, z
∗
k, λ
∗
k)(θ
∗ − θk) + ρ
λ(θ∗k, a
∗
k, z
∗
k, λ
∗
k)(a
∗ − ak)
+ ρu(z∗σ, u
∗
σ)(u
∗
kh − uσ) + ρ
θ(θ∗kh, a
∗
kh, u
∗
kh)(z
∗
k − zkh)
+ ρa(θ∗kh, a
∗
kh)(λ
∗
k − λkh) + ρ
z(θ∗kh, a
∗
kh, z
∗
kh, λ
∗
kh)(θ
∗
k − θkh)
+ ρλ(θ∗kh, a
∗
kh, z
∗
kh, λ
∗
kh)(a
∗
k − akh) +Rk +Rh +Rd,
=
9∑
j=1
Jj +Rk +Rh +Rd.(4.69)
where Rk, Rh and Rd are defined in Lemma 4.1 by (4.66)-(4.68).
For ψ ∈ Xqkh, consider
J1 = |ρ
θ(θ∗kh, a
∗
kh, u
∗
kh)(z
∗
k − ψ)| = | − ρcp
N∑
n=1
(∂tθ
∗
kh, z
∗
k − ψ)In,Ω
−K(▽θ∗kh,▽(z
∗
k − ψ))I,Ω − ρcp
N∑
n=1
([θ∗kh]n−1, z
∗
k − ψ
+
n−1)
− ρL(f(θ∗kh, a
∗
kh), z
∗
k − ψ)I,Ω + (αu
∗
kh, z
∗
k − ψ)I,Ω|.
Applying integration by parts for the second term, we obtain
J1 = |
N∑
n=1
∑
K∈Th
(
− ρcp
∫
In
∫
K
∂tθ
∗
kh(z
∗
k − ψ)dxdt +K
∫
In
∫
K
∆θ∗kh(z
∗
k − ψ)dxdt
−
K
2
∫
In
∫
∂K
▽θ∗kh.n(z
∗
k − ψ)dsdt− ρcp
∫
K
[θ∗kh]n−1(z
∗
k − ψ)
+
n−1dxdt
−
∫
In
∫
K
ρLf(θ∗kh, a
∗
kh)(z
∗
k − ψ)dxdt +
∫
In
∫
K
αu∗kh(z
∗
k − ψ)dxdt
)
|
= |
N∑
n=1
∑
K∈Th
(∫
In
∫
K
(K∆θ∗kh − ρcp∂tθ
∗
kh − ρLf(θ
∗
kh, a
∗
kh))(z
∗
k − ψ)dxdt
− ρcp
∫
K
[θ∗kh]n−1(z
∗
k − ψ)
+
n−1dxdt−
K
2
∫
In
∫
∂K
▽θ∗kh.n(z
∗
k − ψ)dsdt
+
∫
In
(u∗kh
∫
K
α(z∗k − ψ)dx)dt
)
|
≤
N∑
n=1
∑
K∈Th
(∫
In
‖K∆θ∗kh − ρcp∂tθ
∗
kh − ρLf(θ
∗
kh, a
∗
kh)‖K‖z
∗
k − ψ‖Kdt
+
K
2
∫
In
‖ ▽ θ∗kh.n‖∂K‖z
∗
k − ψ‖∂Kdt+ ρcp‖[θ
∗
kh]n−1‖K‖(z
∗
k − ψ)
+
n−1‖K
+ |K|1/2 max
In×K
|α|
∫
In
|u∗kh|‖z
∗
k − ψ‖Kdt
)
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Substituting ψ = Ihz
∗
kh, we obtain
J1 ≤
N∑
n=1
∑
K∈Th
(∫
In
(‖K∆θ∗kh − ρcp∂tθ
∗
kh − ρLf(θ
∗
kh, a
∗
kh)‖K + h
−1
2
K
K
2
‖ ▽ θ∗kh.n‖∂K
+ |K|1/2 max
In×K
|α| |u∗kh|)(‖z
∗
k − Ihz
∗
kh‖K + h
1/2
K ‖z
∗
k − Ihz
∗
kh‖∂K)dt
+ ρcpk
−1
2 ‖[θ∗kh]n−1‖K(‖z
∗
k − Ihz
∗
kh‖In,K + k
1/2‖(z∗k − Ihz
∗
kh)
+
n−1‖K)
)
=
N∑
n=1
∑
K∈Th
(ρ1,n,Kω1,n,K + ρ2,n,Kω2,n,K)
where
ρ1,n,K = ‖K∆θ
∗
kh − ρcp∂tθ
∗
kh − ρLf(θ
∗
kh, a
∗
kh)‖In,K + h
−1
2
K
K
2
‖ ▽ θ∗kh.n‖In,∂K
+|K|1/2 max
In×K
|α|‖u∗kh‖In ,
ω1,n,K = ‖z
∗
k − Ihz
∗
kh‖In,K + h
1/2
K ‖z
∗
k − Ihz
∗
kh‖In,∂K ,
ρ2,n,K = ρcpk
−1
2 ‖[θ∗kh]n−1‖K , ω2,n,K = ‖z
∗
k − Ihzkh‖In,K + k
1/2‖(z∗k − Ihz
∗
kh)
+
n−1‖In,K .
Now consider,
J2 = ρ
z(θ∗kh, a
∗
kh, z
∗
kh, λ
∗
kh)(θ
∗
k − v) =
(
ρcp
N∑
n=1
(θ∗k − v, ∂tz
∗
kh)In,K −K(▽(θ
∗
k − v),▽z
∗
kh)I,Ω
+ ρcp
N∑
n=1
((θ∗k − v)n, [z
∗
kh]n)In,K − (θ
∗
k − v, fθ(θ
∗
kh, a
∗
kh)(ρLz
∗
kh − λ
∗
kh))I,Ω
+ β2((θ
∗
k − v), [θ
∗
kh − θm]+)I,Ω
)
.
Integrating by parts the second term on the right hand side, applying Cauchy-
Schwarz inequality, Young’s inequality and replacing v by Ihz
∗
kh, we have
J2 ≤
N∑
n=1
∑
K∈Th
(∫
In
(‖K∆z∗kh + ρcp∂tz
∗
kh − fθ(θ
∗
kh, a
∗
kh)(ρLz
∗
kh − λ
∗
kh) + β2[θ
∗
kh − θm]+‖K
+ h
−1
2
K
K
2
‖ ▽ z∗kh.n‖∂K)(‖θ
∗
k − Ihθ
∗
kh‖K + h
1/2
K ‖θ
∗
k − Ihθ
∗
kh‖∂K)dt
+ ρcpk
−1
2 ‖[z∗kh]n−1‖(‖θ
∗
k − Ihθ
∗
kh‖In,K + k
1/2‖(θ∗k − Ihθ
∗
kh)
+
n−1‖K)
)
=
N∑
n=1
∑
K∈Th
(ρ3,n,Kω3,n,K + ρ4,n,Kω4,n,K)
where
ρ3,n,K = ‖K∆z
∗
kh + ρcp∂tz
∗
kh − fθ(θ
∗
kh, a
∗
kh)(ρLz
∗
kh − λ
∗
kh) + β2[θ
∗
kh − θm]+‖In,K
+ h
−1
2
K
K
2
‖ ▽ z∗kh.n‖In,∂K
ω3,n,K = ‖θ
∗
k − Ihθ
∗
kh‖In,K + h
1/2
K ‖θ
∗
k − Ihθ
∗
kh‖In,∂K
ρ4,n,K = ρcpk
−1
2 ‖[z∗kh]n−1‖, ω4,n,K = ‖(θ
∗
k − Ihθ
∗
kh)
+
n−1‖In,K + k
1/2‖θ∗k − Ihθ
∗
kh‖K .
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Let
J3 = ρ
a(θ∗kh, a
∗
kh)(λ
∗
k − φ)
=
(
−
N∑
n=1
(∂ta
∗
kh, λ
∗
k − φ)In,Ω −
N∑
n=1
([a∗kh]n−1, (λ
∗
k − φ)
+
n−1)
+(f(θ∗kh, a
∗
kh), λ
∗
k − φ)I,Ω
)
Applying Cauchy-Schwarz inequality, Young’s inequality and replacing φ by Ihλ
∗
kh,
we obtain
J3 ≤
N∑
n=1
∑
K∈Th
(
‖f(θ∗kh, a
∗
kh)− ∂ta
∗
kh‖In,K‖λ
∗
k − Ihλ
∗
kh‖In,K
+k−
1
2 ‖[a∗kh]n−1‖K(‖λ
∗
k − Ihλ
∗
kh‖In,K + k
1/2‖(λ∗k − Ihλ
∗
kh)
+
n−1‖K)
)
=
N∑
n=1
∑
K∈Th
(ρ5,n,Kω5,n,K + ρ6,n,Kω6,n,K),
where
ρ5,n,K = ‖f(θ
∗
kh, a
∗
kh)− ∂ta
∗
kh‖In,K , ω5,n,K = ‖λ
∗
k − Ihλ
∗
kh‖In,K ,
ρ6,n,K = k
− 1
2 ‖[a∗kh]n−1‖K , ω6,n,K = ‖λ
∗
k − Ihλ
∗
kh‖In,K + k
1/2‖(λ∗k − Ihλ
∗
kh)
+
n−1‖K .
Consider
J4 = ρ
λ(λ∗kh)(a
∗
k − w) =
( N∑
n=1
(∂tλ
∗
kh, a
∗
k − w)In,Ω +
N∑
n=1
([λ∗kh]n−1, (a
∗
k − w)
+
n−1)
− (fa(θ
∗
kh, a
∗
kh)(ρLz
∗
kh − λ
∗
kh), a
∗
k − w)I,Ω
)
.
Applying Cauchy-Schwarz inequality, Young’s inequality and replacing w by Iha
∗
kh,
we obtain
J4 ≤
N∑
n=1
∑
K∈Th
(
‖∂tλ
∗
kh − fa(θ
∗
kh, a
∗
kh)(ρLz
∗
kh − λ
∗
kh)‖In,K‖a
∗
k − Iha
∗
kh‖In,K
+k−
1
2 ‖[λ∗kh]n−1‖K(‖a
∗
k − Iha
∗
kh‖In,K + k
1/2‖(a∗k − Iha
∗
kh)
+
n−1‖K)
)
=
N∑
n=1
∑
K∈Th
(ρ7,n,Kω7,n,K + ρ8,n,Kω8,n,K),
where
ρ7,n,K = ‖∂tλ
∗
kh − fa(θ
∗
kh, a
∗
kh)(ρLz
∗
kh − λ
∗
kh)‖In,K , ω7,n,K = ‖a
∗
k − Iha
∗
kh‖In,K
ρ8,n,K = k
− 1
2 ‖[λ∗kh]‖K , ω8,n,K = ‖a
∗
k − Iha
∗
kh‖In,K + k
1/2‖(a∗k − Iha
∗
kh)
+
n−1‖K .
We proceed in a similar manner for the time discretization error estimator as for
space-time discretization. We use Cauchy-Schwarz inequality, Young’s inequality to
complete the estimation for the time discretization. Replace ψ by Ikz
∗
k and consider
J5 = |ρ
θ(θ∗k, a
∗
k, u
∗
k)(z
∗
k − ψ)| =
N∑
n=1
(ρ9,nω9,n + ρ10,nω10,n)
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where
ρ9,n = ‖K∆θ
∗
k − ρcp∂tθ
∗
k − ρLf(θ
∗
k, a
∗
k)‖In,Ω + |Ω|
1/2max
In,Ω
|α|‖u∗k‖In ,
ω9,n = ‖z
∗ − Ikz
∗
k‖In,Ω, ρ10,n = ρcpk
−1
2 ‖[θ∗kh]n−1‖,
ω10,n = ‖z
∗ − Ikzk‖In,,Ω + k
1/2‖(z∗ − Ikz
∗
k)
+
n−1‖In .
Also,
J6 = ρ
z(θ∗k, a
∗
k, z
∗
k, λ
∗
k)(θ
∗ − Ikθ
∗
k) =
N∑
n=1
(ρ11,nω11,n + ρ12,nω12,n),
where
ρ11,n = ‖K∆z
∗
k + ρcp∂tz
∗
k − fθ(θ
∗
k, a
∗
k)(ρLz
∗
k − λ
∗
k)− β2[θ
∗
kh − θm]+‖In,Ω,
ω11,n = ‖θ
∗ − Ikθ
∗
k‖In,Ω, ρ12,n = ρcpk
−1
2 ‖[z∗k]n−1‖, and
ω12,n = ‖θ
∗ − Ikθ
∗
k‖In + k
1/2‖(θ∗ − Ikθ
∗
k)
+
n−1‖,
and
J7 = ρ
a(θ∗, a∗k)(λ
∗ − Ikλ
∗
k) =
N∑
n=1
(ρ13,nω13,n + ρ14,nω14,n)
where
ρ13,n = ‖f(θ
∗
k, a
∗
k)− ∂ta
∗
k‖In,Ω, ω13,n = ‖λ
∗ − Ikλ
∗
k‖In,Ω,
ρ14,n = k
− 1
2 ‖[a∗k]n−1‖, ω14,n = ‖λ
∗ − Ikλ
∗
k‖In,Ω + k
1/2‖(λ∗ − Ikλ
∗
k)n−1‖.
J8 = ρ
λ(λ∗k)(a
∗ − Ika
∗
k) =
N∑
n=1
(ρ15,nω15,n + ρ16,nω16,n),
where
ρ15,n = ‖∂tλ
∗
k − fa(θ
∗
k, a
∗
k)(ρLz
∗
k − λ
∗
k)‖In,Ω, ω15,n = ‖a
∗ − Ika
∗
k‖In,Ω
ρ16,n = k
− 1
2 ‖[λ∗k]n−1‖, ω16,n = ‖a
∗ − Ika
∗
k‖In,Ω + k
1/2‖(a∗ − Ika
∗
k)
+
n−1‖.
The control error is given by
J9 = ρ
u(u∗σ)(u
∗
kh − Iku
∗
σ) ≤
N∑
n=1
∑
K∈Th
ρn17ω
n
17,
where
ρ17,n = ‖β3uσ +
∫
Ω
αz∗σ‖L2(In) and ω17,n = ‖u
∗
kh − Iku
∗
σ‖L2(In).
Using J1 to J9 in (4.69), we finally obtain the a posteriori error estimate, which is
given by
J(θ∗σ, a
∗
σ, uσ)− J(θ
∗, a∗, u∗) ≤ C
( N∑
n=1
( ∑
K∈Th
( 9∑
i=1
ρni,Kωi,n,K
)
+
17∑
i=10
ρi,nωi,n
)
+Rk +Rh +Rd.
This completes the proof. 
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Remark 4.3. In DWR method, the space, time and control error estimators are
given by
ηk =
N∑
n=1
16∑
i=10
ρni ω
n
i +Rk, ηh =
N∑
n=1
∑
K∈Th
9∑
i=1
ρni,Kω
n
i,K +Rh, ηd =
N∑
n=1
ρn17ω
n
17 +Rd.
Remark 4.4. For the computational purpose all the solutions at different dis-
cretization levels are replaced by the solutions at complete discretization level.
Remark 4.5. The remainder terms Rk, Rh and Rd defined in (4.66)-(4.68) are of
order O(k2), O(h2K) and O(k
2), respectively, and therefore, are bounded.
5. Numerical Experiments
In this section, the AFEM algorithm using DWR and residual methods are pre-
sented and compared. We use the error estimates obtained in Theorem 4.1 for the
adaptive refinement using DWR method and a posteriori error estimators using
residual method are taken from [16].
Adaptive Finite Element Algorithm
1. Find approximate solution (θ∗σ, a
∗
σ, u
∗
σ) for the problem (3.48) -(3.52).
2. Using the given data and approximate solution find estimates, given in
Theorem 4.1, for the purpose of flagging those elements in the triangulation
which are to be adapted.
3. Adapt the flagged in the state dependent triangulation using fixed fraction
strategy
β
k
T
TOL
2Nn
≤ ηh ≤
k
T
TOL
2Nn
(β =
1
4
),
where Nn is the total number of unknowns in the space direction and TOL
is the tolerance, which is taken as 10−5 in the numerical experiments.
4. If the error ηh less than the given tolerance, then stop else go to step 1 and
repeat these steps with new refined grids.
Physical Data [31]:
The parameters in the heat equation used are given by ρcp = 4.91
J
cm3K , k =
0.64 Jcm3K and ρL = 627.9
J
cm3K . The regularized monotone function Hǫ is chosen
as
Hǫ(s) =


1 s ≥ ǫ
10( sǫ )
6 − 24( sǫ )
5 + 15( sǫ )
4 0 < s ≤ ǫ
0 s ≤ 0
where ǫ = 0.15. The initial temperature θ0 and the melting temperature θm are
chosen as 20 and 1800, respectively. Pointwise data for aeq(θ) and τ(θ) are given
by
θ 730 830 840 930
aeq(θ) 0 0.91 1 1
τ(θ) 1 0.2 0.18 0.05
The shape function α(x, y, t) is given by α(x, y, t) = 4k1AπD2 exp(−
2(x−vt)2
D2 )exp(k1y),
where D = 0.47cm, k1 = 60/cm,A = 0.3cm and v = 1cm/s. In the nonlinear
conjugate gradient method, tolerance is chosen as 10−7.
To start with the adaptivity procedure first the problem is solved on the initial
triangulation given by Figure 5.2. Table 5.1 shows the error occurred due to space
mesh refinement, using residual and DWR method, respectively.
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Figure 2: Initial approximate triangulation
Figure 5.3 and 5.4 shows the development of meshes over adaptive loop. Error
Nn ηh/J (DWR estimator) ηh/J (Residual estimator)
81 0.000102 0.00022
143 0.000085 0.00019
463 0.000013 0.00007
Table 1: Error in space for fixed time partition 100
estimator used for refinement strategy used in Figure 5.3 is DWR method and
for that in Figure 5.4 is residual method. It depicts that the triangulation gets
more and more refined near the zone of heating, which is the boundary area. A
comparison between Figure 5.3 and 5.4 shows that DWR type estimators provide
better refinement strategy than residual type error estimator. Even though the
refinement using both the methods can be seen near the boundary, Figure 5.4
shows extra refinement of the triangulation far from the boundary area. Figure
5.5 shows that increment in the mesh size causes the decrease in the error occurred
due to the adaptive refinement. From Figure 5.5 also one can draw the conclusion
that error due to the use of DWR type error estimator decreases at a faster rate
than due to the residual type error estimator. Figure 5.6(a) depicts the austenite
value at the final step on the final adaptive mesh using DWR type error estimates
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(c) Step = 3
Figure 3: Adaptive refinement using DWR type estimators
and Figure 5.6(b) the austenite value on final adaptive mesh using residual type
estimator. Similarly Figure 5.7 shows temperature θ on the final mesh. Figure 5.8
shows the control at the final time T = 5.25.
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Figure 4: Adaptive refinement using residual type estimators
6. Conclusion
Since, laser surface hardening of steel problem has a nature of irregularity near the
boundary due to use of laser energy, mesh obtained using AFEM is more refined near
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Figure 6: The volume fraction of the austenite at time t = T using (a)
DWR estimator (b) residual estimator
the boundary and coarse elsewhere. Adaptive finite element methods has helped
in obtaining the mesh which depends on approximate solution and data. It has
been shown that the mesh obtained using residual and DWR type a posteriori error
estimates has helped in getting a approximate solution to the laser surface hardening
of steel problem. Also, it has been observed through numerical experiments that the
mesh obtained using DWR method is better than the one obtained using residual
type error estimates.
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Figure 7: The temperature at time t = T using (a) DWR estimator (b)
residual estimator
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Figure 8: (a) Control after using DWR AFEM (b) Control after using
residual AFEM
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