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Abstract
In this paper we extend the concept of the (N, )-pseudospectra of Hansen to the case of bounded linear
operators on Banach spaces and prove several relations to the usual spectrum. We particularly discuss the
approximation by rectangular finite sections and the impact of the fundamental result of Shargorodsky on
“jumping” pseudospectra.
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The (N, )-pseudospectrum
In [11] the authors write “A computer working with finite accuracy cannot distinguish be-
tween a non-invertible matrix and an invertible matrix the inverse of which has a very large
norm”. Therefore one replaces the spectrum spA of a bounded linear operator A ∈ L(X) on a
Banach space X by the so-called pseudospectra which reflect finite accuracy. For some pioneer-
ing work on that topic we refer to Landau [16,17], Reichel and Trefethen [21] and Böttcher [3],
and particularly point out the comprehensive monograph [25] of Trefethen and Embree.
Definition 1. For N ∈ N0 and  > 0 the (N, )-pseudospectrum of a bounded linear operator A
on a complex Banach space X is defined as the set
spN,A :=
{
z ∈C: ∥∥(A− zI)−2N ∥∥2−N  1/}.1
* Fax: +49 37153122509.
E-mail address: markus.seidel@mathematik.tu-chemnitz.de.
1 In this text we use the convention ‖B−1‖ = ∞ if B is not invertible.0022-1236/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jfa.2012.03.019
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gained attention after it was discovered in [21] and [3] that they approximate the spectrum but
are less sensitive to perturbations, and moreover the -pseudospectra of discrete convolution
operators mimic exactly the -pseudospectrum of an appropriate limiting operator, which is in
general not true for the “usual” spectrum. See also [2,5,11,4] and the references cited there.
Later on, Hansen [13,14] introduced the more general (N, )-pseudospectra for linear oper-
ators on separable Hilbert spaces and pointed out that they share several nice properties with
case N = 0, but offer a better insight into the approximation of the spectrum. More precisely, his
result tells that the spectrum of an operator can be approximated by its (N, )-pseudospectra
with respect to the Hausdorff distance2 dH and can be stated as follows, where the closed
-neighborhood of a set S ⊂C is denoted by B(S) := {z ∈C: dist(z, S) }.
Theorem 2. Let A ∈ L(X). For every δ >  > 0 there is an N0 such that, for all N N0,
B(spA) ⊂ spN,A ⊂ Bδ(spA). (1)
Furthermore, Hansen discussed how the pseudospectrum can be approximated numerically,
based on the consideration of singular values of certain finite matrices. In a very recent
preprint [15] he and Nevanlinna pointed out that the Banach space version of Theorem 2 is
in force, but the mentioned Hilbert space approach for the approximate determination of the
(N, )-pseudospectrum via singular values cannot be extended to the Banach space case since
there is no involution available anymore. Therefore we propose a modification which replaces
the singular values by the injection and surjection modulus. Here the precise description comes:
Rectangular finite sections and their contribution to the approximation of spectra
For bounded linear operators A ∈ L(X,Y) on Banach spaces X,Y we denote by BX the closed
unit ball in X and by
j (A) := sup{τ  0: ‖Ax‖ τ‖x‖ for all x ∈ X},
q(A) := sup{τ  0: A(BX) ⊃ τBY}
the injection modulus and the surjection modulus, respectively. Due to [19, B.3.8], it holds that
j (A) = inf{‖Ax‖: x ∈ X, ‖x‖ = 1}, j(A∗)= q(A) and q(A∗)= j (A). (2)
Hence j, q : L(X) → R are continuous. Furthermore, we have j (A) = q(A) = ‖A−1‖−1 if A is
invertible, and j (A) (q(A)) equals zero if A is not invertible from the left (right, respectively).
From these facts we now easily derive another observation which proves to be extremely helpful
in the subsequent considerations.
Lemma 3. Let X,Y,Z be Banach spaces and A : X → Y as well as B : Y → Z be bounded
linear operators. Then j (BA) j (B) j (A) and q(BA) q(B)q(A).
2 For S,T ⊂C compact, dH (S,T ) = max{maxs∈S dist(s, T ),maxt∈T dist(t, S)}, where dist(s, T ) = mint∈T |s − t |.
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converge ∗-strongly to the identity, i.e. (Ln) as well as the adjoints (L∗n) converge strongly, then
we define
γ
m,n
N (z) :=
(
min
{
j
((
Ln(A− zI)Ln
)2N
Lm
)
, q
(
Lm
(
Ln(A− zI)Ln
)2N )})2−N (3)
where the arguments of the moduli j (·) and q(·) are regarded as operators in L(imLm, imLn)
or L(imLn, imLm), respectively. We are interested in the sublevel sets
Γ
m,n
N, :=
{
z ∈C: γm,nN (z) 
}
of these functions because we will get
Theorem 4. Let (Ln) be a sequence of compact projections Ln of norm one which converge
∗-strongly to the identity, and let A ∈ L(X). For every fixed β >  > α > 0 and all sufficiently
large N N0, mm0(N)3 and n n0(N,m)
Bα(spA) ⊂ Γ m,nN, ⊂ Bβ(spA). (4)
This exactly means that the spectrum of A can be approximated by the sets Γ m,nN, with respect
to the Hausdorff distance in the sense of the limit
lim
N→∞ lim supm→∞
lim sup
n→∞
dH
(
B(spA),Γ m,nN,
)= 0. (5)
At the end of this paper we discuss whether or when the lim sups even become limits. We
note that the projections Ln are of finite rank, thus the operators which have to be considered for
the evaluation of γm,nN (z) act on finite dimensional spaces. In the classical setting of a Hilbert
space with orthogonal projections Ln which are nested in the sense LnLn+1 = Ln+1Ln = Ln
for all n, this particularly recovers the observation of Hansen that we only have to consider
the smallest singular values σ1(·) of certain finite matrices in order to determine Γ m,nN, , since
[20, Theorem 4.1] (or [23, Corollary 2.12]) yields that j (B) = σ1(B) and q(B) = σ1(B
) in
that case.4 The paper [12] of Hansen contains an extensive discussion of this result including
explicit algorithms and examples. Therefore, in all what follows we only focus on the theoretical
treatment of the Banach space case and the proof of the main theorems.
A level function γN for the (N, )-pseudospectrum
We define γ (z) := dist(z, spA) and
γN(z) :=
(
min
{
j
(
(A− zI)2N ), q((A− zI)2N )})2−N
=
{
‖(A− zI)−2N ‖−2−N if z /∈ spA,
0 if z ∈ spA,
(6)
3 m0(N) means that m0 depends on N .
4 Note that A
 is the Hilbert adjoint, whereas A∗ stands for the adjoint operator acting on the dual space.
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we check that these functions γ , γN are continuous and that γN(z) converges to γ (z) with respect
to N , for every z ∈C. The details can be found in [15], for instance.
Now, fix δ >  > 0. It is clear by the definition that z ∈ spN,A if and only if γN(z) . We
choose r > 0 large enough to guarantee that γN(z) >  for all z ∈ C \ Ur(0) and all N .5 This is
possible by a Neumann series argument and due to the monotonicity of (γN(z))N :
∥∥(A − zI)−2N+1∥∥2−(N+1)  (∥∥(A− zI)−2N ∥∥2)2−(N+1) = ∥∥(A− zI)−2N ∥∥2−N . (7)
Since Dini’s Theorem even provides uniform increasing convergence of γN(z) to γ (z) on the
compact set Br(0), there exists an N0 ∈ N such that for every N  N0 and every z ∈ C the
implications γ (z)   ⇒ γN(z)   ⇒ γ (z)  δ hold. This yields (1) and finishes the proof of
Theorem 2.
Uniform approximations for γN
In order to prove Theorem 4 we use the first representation of γN(z) in (6) as a starting point
for the definition of approximating substitutes
γmN (z) :=
(
min
{
j
(
(A− zI)2NLm
)
, q
(
Lm(A− zI)2N
)})2−N
,
where BLm and LmB are regarded as operators BLm : imLm → X and LmB : X → imLm.
Proposition 5. For every N and m, the functions γmN (z) are continuous w.r.t. z ∈ C. Further, in
every point z ∈C, the sequence (γ mN (z))m∈N is bounded below by γN(z) and converges to γN(z).
The convergence is even uniform on every compact subset of C.
Proof. The continuity is obvious by the relations (2), and we immediately conclude from
Lemma 3 that j (BLm)  j (B) and q(LmB)  q(B) for every m. This particularly holds for
B := (A− zI)2N and hence we get the lower bound γN(z) for (γ mN (z))m in every z.
If B ∈ L(X) is invertible then j (B) = q(B) = ‖B−1‖−1. Given δ > 0 choose x ∈ X, ‖x‖ = 1,
such that ‖B−1‖−1 > ‖B−1x‖−1 − δ and set y := B−1x, w := ‖y‖−1y. Then
j (B) = q(B) = ∥∥B−1∥∥−1 > ‖x‖‖B−1x‖ − δ = ‖By‖‖y‖ − δ = ‖Bw‖ − δ.
The latter can be further estimated by
‖Bw‖ ‖BLmw‖ −
∥∥B(I −Lm)w∥∥= ‖BLmw‖‖Lmw‖ −
1 − ‖Lmw‖
‖Lmw‖ ‖BLmw‖ −
∥∥B(I −Lm)w∥∥
 j (BLm)− ‖(I −Lm)w‖1 − ‖(I −Lm)w‖‖BLmw‖ − ‖B‖
∥∥(I −Lm)w∥∥ (8)
5 Here Ur(y) (and Br(y)) stand for the open (closed) ball of radius r centered at y.
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that (Ln) is bounded by the Uniform Boundedness Principle. Since δ was chosen arbitrarily, we
find that j (BLm) → j (B) as m → ∞. Plugging this in the estimate
(
j
(
(A− zI)2NLm
))2−N  γmN (z) γN(z) = (j((A− zI)2N ))2−N , z /∈ spA,
we deduce that γmN (z) converges to γN(z) for every z /∈ spA.
Suppose that B is not normally solvable, or the kernel of B is non-trivial. Fix δ > 0 and choose
w ∈ X, ‖w‖ = 1 such that ‖Bw‖ < δ. As in the estimate (8) we obtain
δ > ‖Bw‖ j (BLm)− ‖(I −Lm)w‖1 − ‖(I −Lm)w‖‖BLmw‖ − ‖B‖
∥∥(I −Lm)w∥∥,
thus we can conclude j (BLm) → 0 as m → ∞, again using the strong convergence of (Lm).
If the cokernel of B is non-trivial then the kernel of B∗ is non-trivial and the above yields
that j (B∗L∗m) → 0 as m → ∞. The mapping (imLm)∗ → im(L∗m), g 
→ g ◦ Lm is an isomet-
ric isomorphism and, using (2), we find q(LmB) = j ((LmB)∗) = j (B∗L∗m) → 0 as m → ∞.
Hence, we get pointwise convergence of the continuous functions γmN (z) to the continuous func-
tion γN(z) on the whole complex plane.
Let M ⊂ C be a compact set. It remains to prove the uniform convergence of γmN to γN
on M . For this we construct a sequence (fm) of continuous functions defined on M such that
fm(z)  γmN (z)  γN(z) and fm(z) converges decreasingly to γN(z) for every z ∈ M . Then
Dini’s Theorem applies at least to (fm), provides its uniform convergence, and hence also the
uniform convergence of (γ mN ). So, let us construct the desired functions (fm). Fix k ∈ N and
conclude from (8) that for each B ∈R := {(A − zI)2N : z ∈ M} there is a w ∈ imLk , ‖w‖ = 1,
such that
j (BLk) = inf
{‖Bx‖: x ∈ imLk, ‖x‖ = 1} ‖Bw‖ − 12k
 j (BLm)− ‖(I −Lm)w‖1 − ‖(I −Lm)w‖‖BLmw‖ − ‖B‖
∥∥(I −Lm)w∥∥− 12k
 j (BLm)− ‖(I −Lm)Lk‖1 − ‖(I −Lm)Lk‖‖BLm‖ − ‖B‖
∥∥(I −Lm)Lk∥∥− 12k .
Hence, there is an mk ∈ N such that, for every operator B in the bounded set R and every
mmk , the estimate j (BLk) j (BLm)− 1/k holds. Without loss of generality we can choose
these mk such that mk  2k for every k, and we conclude
j (BLk)+ 2
k
 j (BLm)+ 2
m
for all k ∈N, mmk and B ∈R.
The same arguments applied to j (B∗L∗k), together with the relations (2), yield analogous esti-
mates for q(LkB) and q(LmB). Consequently, there is a strictly increasing sequence (ln) ⊂ N
such that
min
{
j (BLln), q(LlnB)
}+ 2 min{j (BLs), q(LsB)}+ 2
ln s
M. Seidel / Journal of Functional Analysis 262 (2012) 4916–4927 4921for all n ∈N, B ∈R and s  ln+1. We define the desired functions fm by
fm(z) :=
(
min
{
j
(
(A − zI)2NLln
)
, q
(
Lln(A− zI)2
N )}+ 2
ln
)2−N
for all ln+1 m< ln+2
and straightforwardly check that they meet all requirements. 
Until now, we have seen that the function γ can be approximated in a sense by the func-
tions γN , and further the functions γmN are approximations for the γN . As a third step we finally
approximate γmN by the functions γ
m,n
N as given in (3)
γ
m,n
N (z) =
(
min
{
j
((
Ln(A− zI)Ln
)2N
Lm
)
, q
(
Lm
(
Ln(A− zI)Ln
)2N )})2−N
.
For A ∈ L(X) it is clear that the sequence ((Ln(A− zI)Ln)2N )n∈N as well as the sequence of
the respective adjoint operators converge strongly, hence the arguments of j (·) and q(·) converge
in the norm as n → ∞ for every z since Lm is compact. This convergence is even uniform with
respect to z on every compact set, since these arguments are polynomials in z whose (operator-
valued) coefficients converge in the norm. This provides γm,nN (z) → γmN (z) uniformly as n → ∞
on every compact subset of C.
For given β >  > α > 0 we fix the compact set M := B2‖A‖+4β(0) and choose N0 large
enough such that γ (z) − γN(z) < (β − )/2 for all z ∈ M and all N  N0. Furthermore, for
N N0, we choose m0(N) such that γmN (z)− γN(z) < ( −α)/2 for all z ∈ M and mm0(N).
Finally, we take n0(N,m) large enough to guarantee that for all n  n0(N,m) and z ∈ M the
estimates |γm,nN (z) − γmN (z)| < min{( − α), (β − )}/2 and j (LnLm), q(LmLn)  1/2 hold.
Then, for z ∈ M ,
γ (z) α ⇒ γN(z) α ⇒ γmN (z) α +
 − α
2
⇒ γm,nN (z) α + 2
 − α
2
= , and
γ
m,n
N (z)  ⇒ γmN (z)  +
β − 
2
⇒ γN(z)  + β − 2
⇒ γ (z)  + 2β − 
2
= β.
Consequently, for suitably chosen N,m and n,
Bα(spA)∩M ⊂ Γ m,nN, ∩M ⊂ Bβ(spA)∩M.
As a final step, we eliminate the set M from this relation to obtain assertion (4) in Theorem 4.
Since γ (z) > β for all z /∈ M , it remains to check that γm,nN (z) > β for all z /∈ M and N,m,n as
above. Actually, Lemma 3 yields for arbitrary B that
j (BLnLm) = j
(
(BLn)(LnLm)
)
 j (BLn)j (LnLm) and q(LmLnB) q(LmLn)q(LnB).
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2γm,nN (z) γ
n,n
N (z) γ
n,n
0 (z) = |z|
∥∥(Ln − z−1LnALn)−1∥∥−1L(imLn)  2β,
as desired.
Quasi-diagonal operators and square sections
The above observation that we can approximate the spectrum with the help of “rectangular
finite sections” raises hope that this may even be possible by the usual finite sections LnALn. In
fact, such a result is not true in general as a simple and well-known example demonstrates:
Let V denote the shift operator (xi)i∈Z 
→ (xi+1)i∈Z on l2(Z). Its spectrum is known to be
the unit circle, but applying the canonical projections Ln, n ∈ N, which are given by the rule
Ln : (xi) 
→ (. . . ,0, x−n, . . . , xn,0, . . .) one obtains the finite sections LnVLn whose spectra
equal {0}. Consequently, their (N, )-pseudospectra spN,(LnVLn) always contain 0 and hence
do not approximate the unit circle.
By this example, it is clear that several famous classes of operators, such as quasi-triangular,
band-dominated, Toeplitz or Laurent operators, do not permit a suitable approximation via square
sections in general. Actually, for the description of the limiting set of their pseudospectra further
additional limit operators are needed. This is well understood for the classical -pseudospectra
(see [2,5,11,18] and the references cited there). For the (N, )-pseudospectra the outcome seems
to be similar, and will be part of future work. Here we turn our attention to a class of operators
which accomplish our desire.
Definition 6. Let (Ln) be a sequence of compact projections on a Banach space X having norm 1
and tending ∗-strongly to the identity. An operator A ∈ L(X) is called quasi-diagonal with respect
to (Ln) (or (Ln) is said to quasi-diagonalize A) if∥∥[A,Ln]∥∥ := ‖ALn −LnA‖ → 0 as n → ∞.
The notion of quasi-diagonality is due to Halmos [10] and was initially studied for bounded
linear operators A on a separable Hilbert space X, where the projections (Ln) were addition-
ally supposed to be orthogonal and nested in a sense. Berg [1] pointed out that every normal
operator is quasi-diagonal in this stricter sense, hence also every self-adjoint operator. So, this
class contains a lot of interesting examples like almost Mathieu operators, discretized Hamiltoni-
ans, difference operators coming from PDE’s with constant coefficients, certain weighted shifts,
etc. In [13] Hansen considered the spectral approximation of self-adjoint operators, taking their
quasi-diagonality as well as their (N, )-pseudospectra into account. Of course, the approach of
the present text suggests now to do this for Banach spaces X, under weaker assumptions on (Ln)
than before, and for all quasi-diagonal operators. In fact, taking into account that Γ m,mN, equals
spN,(LmALm) and that γmN − γm,mN already converges uniformly to zero on every compact
subset of C as m → ∞ if A is quasi-diagonal, we immediately get the following improvement
of (5).
Corollary 7. Let A be quasi-diagonal with respect to (Ln). Then
lim
N→∞ lim supm→∞
dH
(
B(spA), spN,(LmALm)
)= 0.
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Actually, the given proofs also work (with minor modifications) in cases where the Banach
space X possesses a uniform approximate identity P = (Pn) with supn ‖Pn‖ = 1 such that X has
the P-dichotomy, and the sequence (Ln) of P-compact projections converges (only) P-strongly
to the identity. In such a setting the asserted relation (4) holds true for A ∈ L(X,P).
This particularly enables us to treat operators and settings where the sequence (Ln) we are
interested in does not consist of compact projections or does not converge ∗-strongly, such as
the typical finite section projections on l∞, or Lp-spaces with 1  p ∞. For the required
definitions and details of the algebraic framework which replaces compactness and strong con-
vergence by the more general P-compactness and P-strong convergence see [23,22] and the
references cited there.
On continuous and jumping pseudospectra
We recall that the -pseudospectrum spA does not behave continuously with respect to the
parameter  in general, i.e. the inclusion
clos
{
z ∈C: ∥∥(A− zI)−1∥∥> 1/}⊂ {z ∈C: ∥∥(A− zI)−1∥∥ 1/}=: spA (9)
can be proper. Shargorodsky addressed a paper [24] to this fact, where an explanation and appro-
priate examples are given in great detail. The point is that the resolvent norm can take constant
values on open sets. Actually, the history of the investigation of this phenomenon is much longer.
Globevnik [8] posed the question: “Can ‖(λe − a)−1‖ be constant on an open subset of the
resolvent set?” for an element a of a complex Banach algebra. He could only derive a partial
answer, but he was able to show that the answer is “No” for the resolvent norm of a bounded
linear operator on a complex uniformly convex Banach space [9,24]. Unfortunately, it remained
rather unnoticed, and so this question emerged again in the 90’s where, independently from the
earlier, Böttcher asked this and, together with Daniluk, he tackled the case of bounded linear
operators on Hilbert spaces in [3, Proposition 6.1] (see also [7]), and later on the Lp-spaces with
1 < p < ∞ as well. Shargorodsky combined all these observations and completed the picture
in [24], where he pointed out that Hilbert spaces and the Lp-spaces are complex uniformly con-
vex by [6], and that the outcome even extends to Banach spaces which have a complex uniformly
convex dual space. This particularly permits to cover all Lp-spaces with p ∈ [1,∞]. Moreover,
not only the norm of the resolvent but each of our functions γN does not take constant values on
open subsets of the resolvent set in such cases by [24, Theorem 2.6 et seq.], and one can easily
check that the distance dH (spN,A, spN,αA) tends to zero as α goes to  > 0. Since for every
α <  Proposition 5 provides an mα such that
spN,αA ⊂ Γ mN, :=
{
z ∈C: γmN  
}⊂ spN,A for all mmα,
we can improve Eq. (5) as follows
lim
m→∞ lim supn→∞
dH
(
spN,A,Γ
m,n
N,
)= lim
m→∞dH
(
spN,A,Γ mN,
)= 0. (10)
Analogously, the remaining lim sup can be replaced by a limit if one can guarantee that the
functions γmN are nowhere locally constant on the resolvent set. For the details in the Hilbert
space case we refer to [14, Theorem 3.5].
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geometry of the space X or the behavior of the functions γN , is the following: Suppose that the
projections Ln are nested in the sense LnLn+1 = Ln+1Ln = Ln for every n. Then the locally
uniform convergence of the functions γmN as given by Proposition 5 is even monotonically non-
increasing, hence Γ mN, ⊂ Γ m+1N, ⊂ spN,A holds for every m. Consequently, dH (spN,A,Γ mN,)
is non-increasing with respect to m, i.e. converges to a limit (which now might be positive).
In order to construct some concrete settings which reveal that these limits do not exist in gen-
eral we start with an example of Shargorodsky [24, Theorem 3.1]: Provide the space X = c0(Z)
with the norm ‖x‖ = |x0| + sup{|xi |: i = 0} which is equivalent to the (usual) supremum norm
on c0(Z). Clearly, its dual space equals l1(Z) with the norm ‖y‖ = max{|y0|,∑i∈Z\{0} |yi |}.
For M > 4 the weighted shift operator AM ∈ L(X), (AMx)i = αixi+1 with α0 = M−1, αi = 1
(i = 0) is invertible and ‖(AM − zI)−1‖ = ‖(AM − zI)−1e0‖ = M for all |z| < M−1. Here
e0 ∈ X denotes the sequence with 1 at the 0th position and 0 elsewhere. Also notice that for all
|z| <M−1
M−1  q(AM − zI) = j
(
A∗M − zI
)

∥∥(A∗M − zI)e0∥∥= max{| − z|, ∣∣M−1∣∣}= M−1.
The canonical projections Ln on X are of norm one and converge ∗-strongly to the identity.
Although the function γ0(z) = ‖(AM − zI)−1‖ is constant in a neighborhood of z = 0 we do not
deviate from (10) for N = 0 since γm0 (z) = γ0(z) holds for every |z| <M−1 due to
q(AM − zI) q
(
Lm(AM − zI)
)= j((A∗M − zI)Lm) ∥∥(A∗M − zI)e0∥∥= q(AM − zI).
For proper counterexamples some more work is needed, and we are going to do this only for
N = 0. The cases of larger N then could also be treated via modifications of Shargorodskys
setting, e.g. take X = c0(Z) with ‖x‖ :=∑2N−1i=0 |xi | + sup{|xi |: i ∈ Z \ {0, . . . ,2N − 1}} and
(AMx)i = αixi+1 with αi = M−1 for i ∈ {0, . . . ,2N − 1} and αi = 1 otherwise.
Example
We introduce X = l2(N,X), the Banach space of all square summable sequences w = (wk)
of elements wk ∈ X, provided with the usual norm ‖w‖ =
√∑
k∈N ‖wk‖2. Further, for M > 8,
we define a linear operator Aˆ as well as projections Lˆn on X by the rules (Aˆw)1 = AMw1,
(Aˆw)k = AM/2wk (k > 1) and (Lˆnw)k = Lnwk (k = 1, . . . , n), (Lˆnw)k = 0 (k > n). The re-
spective function γ0(z) = ‖(Aˆ− zIˆ )−1‖ is again equal to M for every |z| <M−1, and the Lˆn are
compact, have norm one and converge ∗-strongly to the identity Iˆ on X. Moreover, one easily
checks that
(Pˆnw)k :=
⎧⎪⎪⎨
⎪⎪⎩
n
n2+1Ln(nw1 +wn+1) if k = 1,
Lnwk if k ∈ {2, . . . , n},
1
n2+1Ln(nw1 +wn+1) if k = n+ 1,
0 otherwise
defines a sequence of compact projections Pˆn which have norm one and converge ∗-strongly to Iˆ
as well. Finally, set Rˆn = Lˆn for odd n, Rˆn = Pˆn for even n, and define the functions γm0 , γm,n0
as well as the sets Γ m , Γ m,n with respect to the sequence (Rˆn).0, 0,
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M−1  q(Aˆ− zIˆ ) = j(Aˆ∗ − zIˆ ) j((Aˆ∗ − zIˆ )Lˆm) ∥∥(Aˆ∗ − zIˆ )(e0,0,0, . . .)∥∥= M−1,
hence γm0 (z) = γ0(z) = M−1 for odd m. On the other hand, all v ∈ im Pˆm admit a representation
of the form v = (mvm+1, v2, . . . , vm, vm+1,0, . . .) with the norm ‖v‖2 =∑mk=2 ‖vk‖2 + (m2 +
1)‖vm+1‖2 and therefore
∥∥(Aˆ− zIˆ )v∥∥2 = m2∥∥(AM − zI)vm+1∥∥2 + m+1∑
k=2
∥∥(AM/2 − zI)vk∥∥2
m2 ‖vm+1‖
2
M2
+
m+1∑
k=2
4‖vk‖2
M2

(
1 + 1
m2 + 1
)((
m2 + 1)‖vm+1‖2
M2
+
m∑
k=2
‖vk‖2
M2
)

(
1 + 1
m2 + 1
)‖v‖2
M2
which implies j ((Aˆ− zIˆ )Pˆm) >M−1. Clearly, such an estimate holds true in the dual setting as
well, hence γm0 (z) > M
−1 for even m. Unlike Eq. (10) we observe in the present example that
for  = M−1 the open set U(0) is contained in sp0, Aˆ but U(0)∩ Γ m0, is empty for even m.
Moreover, for |z| < M−1, x ∈ im Lˆm and n > m we have Lˆn(Aˆ − zIˆ )Lˆnx = (Aˆ − zIˆ )x. On
the other hand, with v = Pˆnx it holds that vn+1 = n/(n2 + 1)x1 and
∥∥Pˆn(Aˆ− zIˆ )Pˆnx∥∥2 = n∑
k=2
∥∥(AM/2 − zI)vk∥∥2
+ (n2 + 1)∥∥((n2 + 1)−1(n2AM +AM/2)− zI)vn+1∥∥2.
Since (n2 + 1)−1(n2AM + AM/2) is just the operator AM˜ with M˜ = M n
2+1
n2+2 we can further
estimate
∥∥Pˆn(Aˆ− zIˆ )Pˆnx∥∥2  n∑
k=2
4‖vk‖2
M2
+ 1
M2
(n2 + 2)2
n2 + 1 ‖vn+1‖
2
= 4
M2
m∑
k=2
‖xk‖2 + 1
M2
(n2 + 2)2n2
(n2 + 1)3 ‖x1‖
2
= 4
M2
n∑
‖xk‖2 + 1
M2
n6 + 4n4 + 4n2
n6 + 3n4 + 3n2 + 1‖x1‖
2.k=2
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−1 if m is odd and n >m is even, whereas γm,n0 (z) = M−1
whenever both m and n > m are odd. Thus we find that for N = 0 and  = M−1 none of the
lim sups in (5) can be replaced by a limit.
Concluding remark
Nevertheless, we learn from Theorem 2 that the phenomenon of jumping pseudospectra (if it
exists in the underlying setting) is controllable and can be overcome, since in contrast to rela-
tion (9) the difference of the respective sets
clos
{
z ∈C: ∥∥(A− zI)−2N ∥∥2−N > 1/}⊂ spN,A
becomes small as N grows. Besides Theorem 4 this observation discloses another great advan-
tage of the (N, )-pseudospectrum in comparison to the classical -pseudospectrum in the case
of Banach spaces.
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