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Abstract. Sequence classification is a significant problem that arises in
many different real-world applications. The purpose of a sequence clas-
sifier is to assign a class label to a given sequence. Also, to obtain the
pattern that characterizes the sequence is usually very useful. In this pa-
per, a technique to discover a pattern from a given sequence is presented
followed by a general novel method to classify the sequence. This method
considers mainly the dependencies among the neighbouring elements of
a sequence. In order to evaluate this method, a UNIX command envi-
ronment is presented, but the method is general enough to be applied to
other environments.
Keywords: Sequence Classification, Sequence Learning, Statistical Pat-
tern Recognition, Behavior Recognition.
1 Introduction
Sequential data mining is a broad discipline where the relationships of sequences
of elements are used to different goals in different applications. A sequence is
defined by the Merriam-Webster Dictionary as a set of elements ordered so that
they can be labelled with the positive integers. Given a set of labelled training
sequences, the main goal of a sequence classifier is to predict the class label for
an unlabelled sequence. Furthermore, many other sequence learning tasks are
considered: sequence prediction (given a set of sequences and one single sequence,
predict the next item in the single sequence), frequent subsequence discovery
(detect sub-sequences that occur frequent in a giving set of sequences), sequence
clustering (cluster a set of unlabelled sequences in subsets), etc.
In particular, this paper focuses on the challenge of sequence classification.
Let us define a sequence of n elements as E = {e1, e2,..., en}. Given a set of m
classes C = {c1, c2,..., cm} we wish to determine which class ci ∈ C the sequence
E belongs to. We present a novel method to classify a sequence.
This research is related to the framework used in the RoboCup Coach Compe-
tition. This competition of the Simulation League [1] was introduced in 2001, but
changed recently in order to emphasize opponent-modelling approaches.Themain
goal of the current competition is to model the behavior of a team. A play pattern
(way of playing soccer) is activated in a test team and the coach should detect
this pattern and then, recognize the patterns followed by a team by observation.
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We [2] presented a a very successful technique to compare agents behaviors based
on learning the sequential coordinated behavior of teams. This technique was im-
plemented by us in the 2006 Coach Team Caos [3].
In this paper, a sequence classifier is presented. As a sequence can represent
an specific behavior, the classifier is evaluated in the environment of UNIX shell
commands [4] in order to learn and classify a UNIX user profile.
The rest of the paper is organized as follows. In Section 2 we provide a brief
overview of the related work on sequence classification. A summary of our ap-
proach is presented in section 3. Section 4 and 5 describe in detail the two parts
of the proposed technique: Pattern Extraction and Classification. Experimen-
tal results are given in section 6. Finally, section 7 contains future work and
concluding remarks.
2 Related Work on Sequence Classification
The main reason to need to handle sequential data is because of the observed
data from some environments are inherently sequential.
An example of these environments is the DNA sequence. Ma et al. [5] present
new techniques for bio-sequence classification. Given an unlabelled DNA se-
quence S, the goal in that research is to determine whether or not S is an
specific promoter (a gene sequence that activates transcription). Also, a tool for
DNA sequence classification is developed by Chirn et al. [6].
In the computer intrusion detection problem, Coull et al. [7] propose an algo-
rithm that uses pair-wise sequence alignment to characterize similarity between
sequences of commands. The algorithm produces an effective metric for distin-
guishing a legitimate user from a masquerader. In [8] Schonlau et al. investigate
a number of statistical approaches for detecting masqueraders.
Another important reason to research sequential data is its motivation in the
domain of user modelling. Bauer [9] present an approach towards the acquisition
of plan decompositions from logged action sequences. In addition, Bauer [10]
introduces a clustering algorithm that allows groups of similar sequences to be
discovered and used for the generation of plan libraries.
In the area of agent modelling, Kaminka et al. [11] focus on the challenge
of the unsupervised autonomous learning of the sequential behaviors of agents,
from observations of their behavior. Their technique translates observations of a
complex and continuous multi-variate world state into a time-series of recognized
atomic behaviors. These time-series are then analyzed to find sub-sequences
characterizing each agent behavior. In this same area, Riley and Veloso [12]
present an approach to do adaptation which relies on classification of the current
adversary into predefined adversary classes. This classification is implemented
in the domain of simulated robotic soccer.
In Horman and Kaminka’s work [13] a learner is presented with unlabelled
sequential data, and must discover sequential patterns that characterize the data.
Also, two popular approaches to such learning are evaluated: frequency-based
methods [14] and statistical dependence methods [4].
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3 Our Approach
In this work, the input consists of a set of sequences. A sequence is an ordered list
of elements (events, commands,...) that represents an specific behavior (pattern).
In the proposed framework, each sequence designates a class. The first part of this
classifier is to discover and store the pattern (class) followed by each sequence.
Then, a new small sequence is observed and compared to the stored patterns
(classes) in order to determine which class it belongs to.
Therefore, the proposed approach has two main phases (Figure 1 shows an
overview structure):
1. Pattern Extraction. A pattern can be defined as a compact and seman-
tically sound representation of raw data (sequence). In our approach, every
input sequence follows a different pattern, so a sequence pattern represents a
class. Every sequence is pre-processed and represented in a special structure
in order to get the pattern that it follows. This phase creates a library where
the patterns obtained from each sequence are stored.
2. Classification. Once every pattern has been stored, a given sequence must
be classified. The pattern of the given sequence is generated using the pattern
extraction process. This pattern is then matched to every pattern in the Our
Patterns Library.
Fig. 1. Overview structure
4 Pattern Extraction
A sequence is an ordered list of elements that follows a pattern and it can be
represented as {e1 → e2 → ... → en} where n is the length of the sequence.
As a pattern represents a compact and semantically sound representation of the
sequence, the first step is to extract from the sequence the elements more related
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to it. Also, a pattern should be predictable, so we consider that the repeating
elements of the sequences and its dependencies are related to the pattern.
Because of the previous supposition, in this work we propose the use of a trie
data structure [15] [16] to store the useful sequence information. Therefore, the
output of this first phase is a library in which the trie of each sequence is stored.
As a trie represents the pattern followed by a sequence, this library is called
Pattern Library.
4.1 Building a Trie
A trie (abbreviated from retrieval) is a kind of search tree similar to the data
structure commonly used for page tables in virtual memory systems. This special
search tree is used for storing strings in which there is one node for every common
prefix and the strings are stored in extra leaf nodes.
The trie data structure has been used for retrieving a string efficiently from
a set of strings; in [11] is used to learn a team behavior and in [17] to create
frequent patterns in dynamic scenes. In this research we propose to use this data
structure for a different goal: to store the main characteristics of a sequences in
an effective way. The advantage of this kind of data structure is that every
element is stored in the trie just once, in a way that each element has a number
that indicates how many times it has been inserted on.
In the proposed trie structure, every element of the sequence is represented
as a node. A path from the root to a node represents an ordered list of elements.
Also, as the length of the sequences could be very long, the sequence must be
split into smaller sub-sequences in order to store its elements in a trie. The length
of these sub-sequences can modify both the size of the tries and the final results
quite significantly.
The size of a trie depends on both the inserted and the repeated nodes. Due to
the repeated nodes can vary with the sequence to treat; to analyze the relation
between the sub-sequence length and the size of the generated trie, the number
of nodes to insert is measured. Figure 2 shows the correlation between the sub-
sequence length of a 100 elements sequence and the number of nodes (elements)
to insert in the trie. As shown in Figure 2, given a sequence of n elements, to incre-
ment in one unit the length of the sub-sequence results in inserting n/2 elements
in the trie. Therefore, the sub-sequence length is crucial in the proposed method.
Steps of Creating an Example Trie. An example of how to store a sequence
in a trie data structure is shown as follows. In this example, a sequence consists
of different words, which represent any kind of element. The sequence to insert
into an initially empty trie is:
{w5 → w1 → w5 → w1 → w5 → w3}
Firstly, this sequence must be split. Let 3 be the sub-sequence length, then
the sequence is split in two sequences:
{w5 → w1 → w5} and {w1 → w5 → w3}
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Fig. 2. Correlation between the sub-sequence length of a 100 elements sequence and
the number of elements to insert in the trie
The first sequence is added as the first branch of the trie (Figure 3 A). Each
element is labelled with the number 1 that indicates that the element has been
inserted in the node once (in Figure 3, this number is enclosed in brackets).
Because of repeating and significant sub-sequences are important to find the
sequence pattern, the suffixes of the sub-sequences are also inserted. In the ex-
ample, the suffixes {w1 → w5} and {w5} are then added to the trie (Figure 3
B). Finally, after inserting the second sub-sequence and its remaining suffix, the
complete trie is obtained (Figure 3 C).
Fig. 3. Steps of creating an example trie
4.2 Evaluating Dependencies
In order to find the pattern that characterizes the elements of the sequence
stored in a trie, two different approaches can be considered: frequency-based
methods [14] and statistical dependence methods [4]. Considering the experi-
mental results in [13], in this research, a statistical dependence method is used.
In particular, to evaluate the relation between an element and its prefix (suc-
cession of elements previous to an element), we use one of the most popular
statistic methods: the Chi-square test [18]. This statistical test enables to com-
pare observed and expected element sequences objectively and evaluate whether
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a deviation appears. Hence, every element (node) of a trie stores a value that
determines whether an element is or not relevant with the previous ones.
To compute this test, it is necessary a 2x2 contingency table (also known as
a cross-tabulation table). This table is filled with four frequency counters, as
shown in Table 1. The counters are calculated as follows: The first number O11
indicates how many times the current element (node) is following its prefix. The
number O12 indicates how many times the same prefix is followed by a different
element. The number O21 indicates how many times a different prefix of the
same length, is followed by the same element. The number O22 indicates how
many times a different prefix of the same size, is followed by a different element.
Table 1. Contingency table
Element Different element Total
Prefix O11 O12 O11 + O12
Different prefix O21 O22 O21 + O22
Total O11 + O21 O12 + O22 O11 + O12 + O21 + O22
The expected values are calculated as in Equation 1
Expected(Eij) =
(RowiTotalxColumniTotal)
GrandTotal
(1)
The formula to calculate chi-squared value, is given in equation 2.
X2 =
r∑
i=1
k∑
j=1
(Oij − Eij)2
Eij
(2)
where: Oij is the observed frequency and Eij is the expected frequency.
This value is calculated for each element of the trie. Hence, the trie structure
obtained in section 4.1. is modified to include this value in every node.
Finally, and as result of the first phase, every created trie (that represents a
sequence pattern), is stored in the Pattern Library.
5 Classification
Given a new (and usually small) sequence to classify, the goal of this process
is to determine which pattern (from the Pattern Library) the sequence is fol-
lowing. This process compares the given sequence to every pattern stored in the
library. Therefore, the first step is to create the trie (that represents the pattern)
corresponding to the sequence to classify. This trie (which we call Testing Trie)
is generated using the process explained in section 4. This Testing Trie is then
compared to every trie of the Pattern Library. Before describing the comparing
algorithm, we should remember that every node in a trie is represented by: El-
ement (word that indicates a specific element), Prefix (set of previous elements
in the trie branch) and Chi-Sq (number that indicates the chi-square value for
the node).
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5.1 Trie Sub-comparison
If the Testing Trie and a trie from the Pattern Library (which we call Class
Trie) represent the same pattern; the recurring elements to recurring prefixes
should be similar in both tries. Accordingly, the key to compare two different
tries is to note the possibility (measured by the chi-square value, chi-sq) that an
element (e) occurs after a prefix (p) in both tries. In our method, the similarities
and differences of two tries are represented by a set of Trie sub-comparison data
structure, which can be defined as follow: Trie sub-comparison = (e, p, compar-
ison Value) where the comparison Value represents the similarity or difference
in both tries regarding the element e and its prefix p. This value is calculated
from its chi-square values.
5.2 The Comparing Algorithm
The inputs of the algorithm presented below are the two tries to be compared.
To apply this algorithm for a classifier method, it is executed once for every trie
stored in Pattern Library. The number of executions is the number of classes
(tries in library) and the two inputs are: the Testing Trie and a Class Trie.
The main points of the proposed comparing algorithm are the following:
For each node of the Testing Trie, its element and prefix are obtained. In the
Class Trie, then a node with the same element and prefix is sought:
– If the present node is only in the Testing Trie:
• It is interpreted as a difference between both tries. This difference to-
gether with the element and its prefix, are stored as part of the comparing
result in the proposed structure Trie sub-Comparison. In this structure,
the comparison Value indicates that there exists a difference between
both tries. The comparison Value is the chi-square of the present node
but its value is stored as a minus value because is representing a dif-
ference. As higher is the chi-square value, as more representative is the
difference.
– If a node with the same element and prefix is in both tries:
• The Chi-Square value of both nodes is compared: If the difference is lower
than a threshold value, it means that there is some kind of similarity
between the two tries. In this case, the comparison Value is the chi-
square of the present node but it is stored as a positive value because is
representing a similarity.
Figure 4 presents the basic structure of the proposed algorithm. The result
of the algorithm is a set of Trie Sub-Comparison (Comparison-Result) that de-
scribes the similarities and differences of both tries. In this algorithm are used
the following functions: depthTrie(Trie T): returns the maximum depth of any
of the leaves of the trie T. getSetOfNodes(Level L, Trie T ): returns a set nodes of
the trie T in the level L. getNode (Element E, Prefix P, SetOfNodes S): returns
a node (from the set of nodes S ) consisting of the element E and which prefix
is P. (If a node with these parameters does not exist in S, the function returns
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Algorithm 1. CompareSimilarityTries (TestingTrie, ClassTrie)
for leveli ← 2 to depthTrie (TestingTrie) do
sett ← getSetOfNodes(leveli, TestingTrie)
setc ← getSetOfNodes(leveli, ClassTrie)
for all nodet in sett do
nodec ← getNode (element(nodet), prefix(nodet), setc)
if (nodec == null) {the node is only in the Testing Trie}
Trie-sub-Comparison ← Add(element(nodet), prefix(nodet), chi-sq (nodet)*-1)
Comparison Result ← Add(Trie-sub-Comparison)
else {The node is in both tries}
if (abs(chi-sq(nodet) - chi-sq (nodec)) ≤ ThresholdValue)
Trie-sub-Comparison ← Add(element(nodet), prefix (nodet), chi-sq (nodet))
Comparison-Result ← Add(Trie-sub-Comparison)
end if
end for
end for
Fig. 4. Basic Structure of the Comparing Algorithm of two tries
null). Finally, element(node N), prefix(node N) and chi-sq(node N): return the
element, prefix and chi-square of the node N, respectively.
Once the Testing Trie has been compared with every Class Trie; we add
up the comparison Value for every Trie Sub-Comparison obtaining an amount
for each Class Trie. This amount represents the similarity between the given
sequence and the class. Therefore, the result of the classifier is the Class Trie
with a higher value (positive values represent similarity).
6 Experimental Setups and Results
In order to evaluate the proposed method, we have fully implemented a system
that classifies UNIX command line sequences. In this environment, we extract
the profile of a user from its UNIX commands sequences and then we classify
a given sequence in one of the user profile previously stored. This task is very
useful in computer intrusion detection.
We used 9 sets of sanitized user data drawn from the command histories of
8 UNIX computer users at Purdue University over 2 years [19]. The data is
drawn from tcsh history files and has been parsed and sanitized to remove file-
names, user names, directory structures, etc. Command names, flags, and shell
metacharacters have been preserved. Additionally, tokens have been inserted to
divide different user sessions. Also, and it is very important in our research, to-
kens appear order issued within the shell session, but no timestamps are included
in the data.
For evaluating the proposed method, we have used the benchmark data sets
from [19]. Each input file contains from about 10.000 to 60.000 commands.
Firstly, for each user is created a trie (user profile library) that represents its
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Fig. 5. Comparing Results. Unix Commands Classification - User 6.
Fig. 6. Length necessary to classify a UNIX computer user correctly
behavior. As we explained in section 4, the length of the sub-sequences can
modify both the size of the tries and the final results quite significantly, so
we have executed our method with different sub-sequences length in order to
evaluate the results.
Once tries of different sizes have been built for each user, we conducted exten-
sive experiments. To evaluate our method we use the user profile library (set of
classes) and a given sequence to be classified (this sequence is labelled because it
is obtained from a user file). As we want to recognize a user as soon as possible,
we classify sequences of very different sizes. After using the proposed technique,
a comparing value is obtained for each user profile (class value). From these
results, the given sequence is classified in the class with the highest value.
In order to evaluate the result and represent them graphically, for each given
sequence we calculate a result value. This value represents the difference between
the value obtained for the given sequence class and the highest class value:
– If the obtained value is negative, it means that there is another class consid-
ered by our method more similar to the given sequence (our classification is
wrong).
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– If the value is zero, the classification is right. Also, to evaluate the correctness
of the result and the efficiency of the algorithm, the following value is cal-
culated: difference between the obtained value and the second highest value.
Therefore, as higher is this calculated value, as better is the classification.
Figure 5 shows the results for a sequence obtained from the user 6 commands
file. The X-axis represents the given sequence length. The Y-axis represents
the calculated value to evaluate our method. In the graph, three different sub-
sequence lengths (3, 6 and 10) are represented. Because of the result of the
method can depend on the given sequence, each point represented in the graph
is the average value of 25 different tests conducted. As we can see, the best result
is obtained using long sub-sequences. However, the size of the trie and the time
consuming to build the trie and classify the sequence are highly increased with
the length of the sub-sequences.
Because of lack of space, we have omitted the graphs that represent the result
for the other 8 users. However, these results are also successful and the repre-
sentative values are similar. Considering the results, we obtain: Let 6 be the
sub-sequence length, then this method is able to correctly classify every given
sequence of more than 15 commands.
Figure 6 represents the length of the given sequence necessary to classify
correctly one of the 9 evaluated users. Considering a sub-sequence length of 3,
the classification is not usually correct after even 50 commands. Only two users
(3 and 8) are correctly classified with this size.
7 Conclusions and Future Work
In Horman and Kaminka’s work [13] a learner to discover sequential patterns
is presented. Also, to overcome the length bias obstacle, they normalize can-
didate pattern ranks based on their length. To improve the results in our re-
search, a normalization method for comparing tries of different lengths could be
implemented.
Previous to this research, we have developed a method for comparing agents
behavior. The method was based on learning the sequential coordinated be-
havior of teams. The result of that method was successfully evaluated in the
RoboCup Coach Competition. Related to that research, in this paper a sequence
classification using statistical pattern recognition is presented. This method con-
sists of two different phases: Pattern extraction and Classification. The goal of
the first phase (in which previous works have been considered) is to extract a
pattern or behavior from a sequence. The extracted pattern is represented in a
special structure: trie. The second phase presents a method to compare different
patterns (tries) in order to classify a given sequence.
In order to evaluate the proposed technique in a specific environment, we
focus our experiments on the task of classify UNIX command line sequences.
The technique was evaluated in a rigorous set of experiments and the results
demonstrate that it is very effective in such tasks.
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On the other hand, other approaches have been applied in the environment
presented in this paper (UNIX shell commands): using Hidden Markov Models
(HMMs) [20] [21] or employing instance-based learning (IBL) [20]. However, the
goals to achieve by these methods differ from our proposal. A detailed analysis
confronting our approach with others is proposed as future work.
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