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THE NICHOLS ALGEBRA OF SCREENINGS
A.M. SEMIKHATOV AND I.YU. TIPUNIN
ABSTRACT. Two related constructions are associated with screening operators in models
of two-dimensional conformal field theory. One is a local system constructed in terms of
the braided vector space X spanned by the screening species in a given CFT model and the
space of vertex operators Y and the other is the Nichols algebra BpXq and the category of
its Yetter–Drinfeld modules, which we propose as an algebraic counterpart, in a “braided”
version of the Kazhdan–Lusztig duality, of the representation category of vertex-operator
algebras realized in logarithmic CFT models.
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1. INTRODUCTION
We discuss how braided categories — more specifically, representation categories of
braided Hopf algebras — can be associated with nonsemisimple (logarithmic) models of
conformal field theory (CFT). The subject of braided categories related to CFT has been
profoundly investigated in [1, 2, 3], but considering the problem at a somewhat different
angle may not be altogether unworthy. The proposal in this paper is to take the algebra of
screening operators, regard it as a braided Hopf algebra, and then construct a category of
its Yetter–Drinfeld modules from other CFT data, the vertex operators in a given model.
The algebras generated by screening operators are in fact Nichols algebras [4, 5, 6, 7,
8, 9, 10, 11, 12]—universal braided Hopf algebra quotients of tensor algebras that have
received considerable attention recently, originally motivated by Andruskiewitsch and
Schneider’s classification program (see [13, 14, 15] and the references therein). We here
extend their use to a bridge between CFT and braided categories.
Nichols algebras. Under the name of “bialgebras of type one,” Nichols algebras (more
precisely, their bosonizations) originally appeared in [4]. They have several definitions,
whose equivalence is due to [16] and [5] (where they still feature under a more indigenous
name). In addition to the papers cited above, they also appeared in [17, 18, 17, 19, 20, 16,
21, 22] (see [23] and the references therein for recent progress).1
The Nichols algebra BpXq of a braided linear space X is a graded braided Hopf alge-
bra, BpXq 
À
n¥0BpXqpnq (a vector-space direct sum), such that BpXqp0q is merely the
ground field and BpXqp1q X , and this last space has two properties: it coincides with the
1An important technicality, which we nevertheless tend to ignore, is that there is a distinction between
quantum symmetric algebras [21] and Nichols algebras proper; the latter are selected by the condition
that the braiding is rigid (which in particular guarantees that the duals X are objects in the same braided
category with the X); see [24, 25].
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space of all primitive elements PpXq  tx PBpXq | ∆x  xb 1  1b xu and it generates
all of BpXq as an algebra.
The Nichols algebras occurred independently in [26], for the purposes of constructing
a quantum differential calculus and in a form suggestive of their role of “fully braided
generalizations” of symmetric algebras, viz.
BpXq  k`X`
à
n¥2
Xbn{kerSn,
where Sn is the total braided symmetrizer. This gives another characterization of Nichols
algebras.
Finally, the Nichols algebra of a linear braided space X can be defined in terms of a
duality pairing x , y : T pXqbT pXqÑ k. It follows that BpXq  T pXq{IpXq, where IpXq
is the kernel of the pairing [5].
Motivation. Nichols algebras are a core element in the construction of the nilpotent part
of deformed enveloping algebras U q pgq [17] (also see [27, 21]). This last development
has a well-known “physical” reformulation, stating that quantum Serre relations are sat-
isfied by screening operators in CFT [28] (also see the references therein, [29] in par-
ticular). In a conformal model, the action of screenings on vertex operators does not
yield elements of the vertex-operator algebra of that model in general, but generates a
larger structure, whose properties have not been studied much just because it is not a
vertex-operator algebra and, in addition, carries a subtle dependence on the choice of
contours involved in the definition of screenings. Objects of this sort, sometimes called
screened (or dressed) vertex operators, are indispensable, however, in constructing corre-
lation functions in CFT [30]. We use them in what follows to construct the categories of
Hopf bimodules and Yetter–Drinfeld modules over Nichols algebras of screenings.
This construction of (co)modules over an algebra of screenings is closely related to a
more geometric part of this paper—a local system (or, a flat bundle) on the configuration
space Xm,n of n points on an m-punctured complex plane. The points are to be thought
of as positions of screenings, and the punctures as the positions of vertex operators. The
latter are fixed, and the former, in physical terms, are “integrated over” along some con-
tours. The idea of screening operators being represented by iterated contour is refined
by a “space–time” decomposition of the complex plane, with the integrations running in
the “space” direction, with which we associate a stratification of the Xm,n configuration
space of screenings. The stratification readily leads to the local system mentioned above,
and the homology complex with coefficients in this local system gives rise to a shuffle
algebra, in which the Nichols algebra BpXq is a subalgebra. The local system becomes
an abundant source of Yetter–Drinfeld BpXq-modules.
Outline of the construction. In most of the paper, we work with much more general
braided spaces and categories than those observed in CFT models, and only specialize to
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diagonal braiding (and then, actually, to a very particular case) in the Sec. 5.
Screening operators, in the way they act on vertex operators, are given by contour
integrals in one form or another, and are in this sense “nonlocal.” We abstract the con-
tour integral representation to a family parallel lines—“spatial directions on the complex
plane”—drawn through each puncture (solid lines in Fig. 1.1). We also draw arbitrarily
 




 

  
FIGURE 1.1. “Fixed” parallel lines are drawn through the punctures (). Addi-
tional lines can move in between so as to remain parallel and not collide with or
pass through one another or the fixed lines. All lines are populated with screen-
ings ().
many additional parallel lines, not running through the punctures, and populate them with
screenings. Once two screenings (shown by crosses in Fig. 1.1) are on the same line, the
notion of precedence is clearly defined, and hence so is the notion of the transposition of
any two screenings via braiding. The braiding is inherited from a given CFT model as a
map
Ψ : X bX Ñ X bX
that satisfies the braiding equation, where X is the linear span of the different screening
species. Somewhat more abstractly—without direct reference to CFT—we just assume
that a braided linear space X is associated with every cross in a picture such as in Fig. 1.1.
Placing n crosses on the system of lines on an m-punctured complex plane, as in
Fig. 1.1, defines a stratification of the configuration space of crosses/screenings Xm,n.
A stratum—“cell”—is defined by any particular distribution of n crosses over such a sys-
tem of lines, with the movable lines (from 0 to n in number) allowed to move so as to
remain parallel and not collide with or pass through one another or the fixed lines, and
the crosses allowed to slide along the lines so as to not collide with one another or with
the punctures and not pass through the punctures.
With each puncture, we associate another braided space Y (in CFT, a linear span of
vertex operators), and let Ψ denote the braiding in all cases XbY ÑY bX , etc. Notably,
an essential part of our construction does not require the braiding Y bY Ñ Y bY .
Given X and Y , we define a local system (the space of sections of a flat bundle) over the
configuration space Xm of (noncoincident and indistinguishable) points on the complex
plane with m punctures. For a fixed number n of points, we take all cells, i.e., all possi-
bilities to distribute n crosses over m  ℓ lines, 0 ¤ ℓ¤ n. A braided linear space linearly
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b
Ñ          
       
FIGURE 1.2. The XbrbXbsÑXbpr sq shuffle product (with r 2 and s 3 in
the picture) involves  r s
r

terms, each of which represents a braid group element
whose action arranges the crosses “fed in” to the top of each strand (this and other
braid diagrams are to be read from top down). Each term shows precisely how
the 2 3 crosses are sent into their “target” positions.
isomorphic to XbnbYbm is then associated with each cell. The local system is defined
by specifying how these spaces are identified under the “restriction map” associated with
taking the boundary of each cell.
Taking the boundary means that a movable line in Fig. 1.1 merges with another (mov-
able or fixed) line, and the crosses carried by the two lines are “collectivized.” For exam-
ple, two movable lines
  (r crosses)
   (s crosses)
merge into
     (r  s crosses)
The restriction maps are naturally constructed in terms of the braiding, and, expectedly,
are given by “quantum” shuffles [21] (see Appendix A). In a merger of two movable
lines, for example, the crosses are collectivized by pr,sq-shuffle permutations lifted to the
braid group algebra. This is illustrated in Fig. 1.2.
This “merger” operation is associative and is part of a braided bialgebra structure [21].
The coproduct in this “braided Hopf algebra of crosses” is given by splitting each line
into two and, for a line with j crosses, taking the sum over all the j  1 possibilities of
distributing the j indistinguishable crosses between two lines,
(1.1)    ÝÑ    ÝÑ
      

  
 
 
  
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(the “deconcatenation” coproduct). The product and coproduct define a braided bialge-
bra [21]. The antipode given by orientation reversal makes it into a braided Hopf algebra,
HpXq. Those r-cross elements
(1.2)   
that can be obtained from a single-cross one by iterated multiplication span the Nichols
algebra BpXq HpXq.
The fixed lines (those with a puncture each), furthermore, become elements of HpXq
(and BpXq) bi(co)modules. The left and right actions of elements of HpXq (movable
lines, such as (1.2)) on fixed lines (such as     ) amount to distributing the “new”
crosses over the entire fixed line, again by quantum shuffles, as is illustrated in Fig. 1.3
(where the visualization conventions are somewhat different from those in Fig. 1.2). The
left and right coactions are by deconcatenation of the crosses from the half-line on the
respective side of the puncture. The resulting bimodule bicomodule actually turns out to
be a Hopf bimodule (“bi-Hopf module,” “bicoviariant bimodule”) over HpXq.
 .   


  

   

 
FIGURE 1.3. The left action . of “the Hopf algebra of crosses” on its module.
The arrows indicate the braiding used to put the “new” cross into the different
positions. (Alternatively, the braiding can be represented in terms of diagrams of
the type of those in Fig. 1.2.) Under the right action, the “new” crosses populate
the fixed line starting from the right.
From Hopf bimodules, we pass to the equivalent category [31] of Yetter–Drinfeld mod-
ules. The (left–left) Yetter–Drinfeld modules are given by right coinvariants in Hopf bi-
modules, which in our case means taking fixed lines with no crosses to the right of the
puncture,
(1.3)   
They carry the left “adjoint” action of the braided Hopf algebra, as is illustrated in Fig. 1.4.
We next allow certain degenerations by considering BpXq-(co)modules that are (sub-
spaces in) Ài, j¥0 XbibY bXb jbY , with two (or more) punctures on the same line:


 

Because the punctures are associated with positions of vertex operators in CFT, such
modules are referred to as two-vertex (or multivertex) modules.
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b 
Ñ       
FIGURE 1.4. An example of the left adjoint action. A single “new” cross popu-
lates a fixed line with two crosses as is described by the braid diagrams. The cross
arrives to each of the three possible positions in two ways (one with the plus and
the other with the minus sign in front). That the cross never stays to the right of
the puncture is a manifestation of the fact that the space of right coinvariants in a
Hopf bimodule is invariant under the left adjoint action.
The multivertex modules carry the following HpXq (and BpXq) coaction and action:
the deconcatenation coaction up to the first puncture and the “cumulative” left adjoint
action, meaning that all punctures except the rightmost one are viewed on equal foot-
ing with the crosses (an exact definition is given in 4.2.3). Remarkably, the multivertex
modules are Yetter–Drinfeld modules. We also evaluate the effect of exchanging the two
punctures in the two-vertex modules, i.e., the “fusion-product braiding.” This operation is
important, in particular, because its square commutes with “everything” and is therefore
related to the center of the category.2
When it comes to CFT-related applications, the braiding Ψ reduces to a diagonal one.3
It is convenient to first specialize to the case where Ψ is the braiding in some HHYD ,
the category of Yetter–Drinfeld modules over an ordinary Hopf algebra H. A braided
Hopf algebra whose braiding is rigid can be realized as a Hopf algebra in the category of
Yetter–Drinfeld modules over an ordinary Hopf algebra H [39], although H is by far not
unique (but the Nichols algebra depends only on the braiding, not on the Yetter–Drinfeld
structure; Nichols algebras have indeed been extensively studied in the Yetter–Drinfeld
setting).
In actual CFT applications in this paper, we restrict ourself to the simplest case of a
one-dimensional space X , with the braiding whose associated total symmetrizer vanishes
on p-fold tensor products. This is the setting of the celebrated pp,1q logarithmic CFT
models [40, 41, 42, 32, 43, 44, 45, 46], which, their already long history notwithstanding,
are currently being studied from various standpoints. (In addition to the works just cited,
we also refer the reader to [47, 48, 49, 50, 51, 52, 53, 54, 55, 56] and the references therein
2In CFT applications, the center is generally expected to be isomorphic to the space of torus amplitudes
in the corresponding logarithmic CFT (isomorphic as both commutative associative algebras and SLp2,Zq
representations; cf. [32] and [33, 34]).
3Diagonal braiding has been the subject of considerable activity in the study of Nichols algebras [35,
36, 8, 12, 37, 9, 38, 23].
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for the various aspects of logarithmic conformal field theories.) We show how the general
constructions defined in terms of “quantum shuffles” specialize to the particular case of
diagonal braiding associated with pp,1q logarithmic CFT models. The general construc-
tion of Yetter–Drinfeld BpXq-modules specializes to the corresponding Nichols algebra.
For the purposes of comparison with logarithmic CFT, the modules thus constructed are
then to be viewed not as objects in the braided category of Yetter–Drinfeld BpXq-modules
but as “just” BpXq module comodules either without the braiding at all or with the mon-
odromy (“squared braiding”) structure (the morphisms are then respectively those of the
module comodule structure or of the module comodule plus monodromy structure). Thus
modified, the Yetter–Drinfeld BpXq modules then conjecturally provide an equivalence
with representations of the triplet W algebra in the pp,1q model (also viewed as either an
Abelian category or a category with a monodromy structure; we note that monodromy is
intrinsically defined in CFT).
Remarks on the known logarithmic Kazhdan–Lusztig duality. Ordinary (nonbraided)
Hopf algebras (“factorizable ribbon, although not quasitriangular, quantum groups”) have
previously been proposed to capture (to different degree) the important features of repre-
sentation categories of vertex-operator algebras in logarithmic CFT models [32, 43, 33,
34, 44, 46, 57, 58]. We expect the contact with this earlier development to be achieved
in terms of bosonization [59], or in fact double bosonization [60, 61], of braided Hopf al-
gebras. Bosonization, which turns “braided statistics” into “bosonic statistics” where ob-
jects are transposed at no expense, has been known under the name of Radford’s biproduct
since [62], before the actual invention of braided Hopf algebras [63]. From a Hopf alge-
bra H P HHYD , the Radford biproduct produces an ordinary Hopf algebra based on the
smash product H#H.
The quantum groups featuring in the known instances of logarithmic Kazhdan–Lusztig
duality have been arrived at using a Drinfeld double of an ordinary Hopf algebra gener-
ated by screening(s) and a grading operator. The procedure, despite its reasonable success
in capturing the properties of relevant CFT models, was nevertheless somewhat ad hoc.
It would be quite interesting to see how the previous proposal can be derived from our
braided setting in this paper by a version of double bosonization for the particular, rather
special, quantum groups. It is worth noting here that for an ordinary Hopf algebra H,
the Drinfeld double DpHq answers the question of describing H-module comodules that
satisfy the Yetter–Drinfeld axiom as objects in a monoidal category of modules over
something. The answer is that something  DpHq (the category of DpHq representa-
tion is in fact equivalent to the category of Yetter–Drinfeld H-modules [26, 64]). In the
braided case, an attempted Drinfeld double construction “tangles up” and does not work
unless major simplifying assumptions are made.4 In the general case, one is left with
4A “nonobvious” construction of a “braided Drinfeld double” was given in [65].
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just Yetter–Drinfeld modules, which take over the role of representations of the quantum
groups occurring in the “nonbraided” logarithmic Kazhdan–Lusztig duality.
Remark on diagrams. There are two types of diagrams in this paper: (i) the standard di-
agrams used in the theory of braided (Hopf |bi|. . .)algebras (see, e.g., [66]), and (ii) braid
diagrams (i.e., those representing elements of the braid group algebra). These are similar,
but not identical in meaning. The similarity is that
represents an instance of braiding in either case. In the braided-Hopf-algebra language,
the lines can represent two braided linear spaces, whereas in terms of the braid group
algebra, these are just the two strands of the simplest nontrivial braid. The difference is
that, for example, the coproduct on a braided Hopf algebra H is represented in braided-
algebra language as
✎☞
In what follows, we deal with a specific H, the one constructed on the tensor algebra
of some braided linear space X . The braid diagrams are then those where each strand
corresponds a copy of this X . In terms of braid-group diagrams, the above coaction
diagram translates into a sum of diagrams of the form
. . . . . .
. . . . . .
. . . . . .
(that the two bunches are assigned to two different copies of H is, strictly speaking, a
“decoration” of this trivial braid diagram).
A characteristic example of braided-algebra diagrams is provided by (B.7) and (B.6)
(page 53), and that of braid diagrams, by Fig. 1.4 (page 7). That figure in fact shows
how (B.6) specializes to the braid group algebra.
2. SCREENING CONFIGURATIONS AS A STRATIFICATION
Let Cw1,...,wm be the complex plane punctured at m points w1, . . . , wm. We consider the
configuration space of (an arbitrary number of) indistinguishable, pairwise noncoincident
points (“screenings”) on Cw1,...,wm. The space of such configurations is
Xpw1, . . . ,wmq 
§
n¡0
Xnpw1, . . . ,wmq,
Xnpw1, . . . ,wmq 

Cw1,...,wm Cw1,...,wm  Cw1,...,wm
loooooooooooooooooooooomoooooooooooooooooooooon
n
z∆
	M
Sn,
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where z∆ means the removal of all subdiagonals (the points are noncoincident), and LSn
is the quotient by the action of the symmetric group on n elements (the points are in-
distinguishable). We call the points “crosses” in accordance with the chosen way of their
pictorial representation. In contrast to the punctures, which are fixed, the crosses are mov-
able because neither their positions on any line, nor the positions of the movable lines are
fixed.
We fix two braided linear spaces X and Y and associate a copy of Y with each puncture
and a copy of X with each cross.
The aim of this section is to construct a local system Lm  Lpw1, . . . ,wmq whose as-
sociated flat bundle, with the fiber linearly isomorphic to Xbn bYbm, generalizes the
bundle of conformal blocks, with a Knizhnik–Zamolodchikov-like flat connection. We
begin with introducing a stratification of Xnpw1, . . . ,wmq based on a “space–time” de-
composition of the complex plane. We write Xm,n  Xnpw1, . . . ,wmq for brevity.
2.1. Local system. For a fixed m, we represent each Xm,n as
Xm,n  ¯F2n  ¯F2n1     ¯Fn,
where the ¯Fk are dimension-k strata, ¯Fk being closed in ¯Fk 1, each consisting of several
connected components (also called strata):
¯Fk 
¤
jPIk
¯Fkj , k  n, . . . ,2n,
where Ik are some finite sets (for example, |I2n| 
 
n m
n
).
We actually construct open contractible subspaces Fkjk whose closure in F
k 1 is the
corresponding connected stratum, Fkj  ¯Fkj , and the boundary of each Fkj is contained in

i F
k1
i . Then
Xm,n 
¤
n¤k¤2n
¤
jkPIk
Fkjk ,
We call the Fkjk “cells.”
Construction of the Fkj is described in 2.1.1. For a given Fka , the F
k1
b such that the
codimension-1 part of BFka is contained in

bPIk1 F
k1
b are described in 2.1.2.
2.1.1. Constructing the cells. All cells Fkj are obtained by simply placing n crosses on a
family of parallel lines (“spatial sections”) and then hierarchically restricting the possible
configurations of the lines (see Fig. 1.1).
(0) Select, once and for all, a straight line on Cw1,...,wm and consider the family of
parallel lines, assuming that by the choice of the first line, none of the lines passes
through more than one puncture. An orientation must also be selected, the same
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on all lines. In addition, the lines must be ordered inside the family (“the global
time”). 5
(1) Draw a line from the family passing through each puncture and label these m lines
“monotonically” in accordance with the order chosen in the family. These m lines
are called fixed lines in what follows.
(2) Draw r, 0 ¤ r ¤ n, lines from the family not passing through any puncture; these
lines are not fixed but can move so as to remain parallel and to not collide with
or pass through one another or any of the fixed lines. Place at least one cross on
each of these movable lines.
A cell is by definition a piece of Xm,n consisting of all configurations where the crosses
are placed on fixed and movable lines and are allowed to slide along the lines so as to not
collide with one another and not pass through the punctures, and the movable lines move
as just described. The (real) dimension of a cell constructed this way is k  n  r.
2.1.1.1. Example. Two examples of cells in X2,7 are represented by the configurations


 



 
and 


 

  
2.1.1.2. Example On a nonpunctured plane, all cells are enumerated following the simple
pattern (with dotted lines separating different cells)
 

 




 
 

  
with the columns respectively corresponding to X0,1, X0,2, X0,3, and so on (2n1 cells in
the nth column).
2.1.1.3. Example There are
 
n m
n

cells of the maximum dimension 2n. To be more
specific, we can assume that the punctures w1, . . . ,wm are chosen such that a1  Imw1  
5A possible way to do this is to take the lines to be level lines of the function f pzq  α Repzq β Impzq
with real α and β ; some other choices of the function suggest interesting generalizations.
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a2  Imw2       am  Imwm. In R2n with coordinates xi,yi, i  1, . . . ,n, the list of
maximum-dimension cells is then given by
8  y1   y2       yn   a1       am   8,
8  y1   y2       yn1   a1   yn       am   8,
8  y1   y2       yn1   a1   a2   yn       am   8,
.
.
.
8  y1   y2       a1   yn1   a2       am1   yn   am   8,
.
.
.
8  a1       am   y1   y2       yn   8
with 8   xi    8, 1 ¤ i ¤ n, in each row (each cell). This explicitly shows that the
cells are open neighborhoods in R2n.
It follows that the dimension-k cells, n ¤ k ¤ 2n, are in bijective correspondence with
the data
(2.1) pr j1s, r j2s, . . . , r jk mnsq,
where
(1) each r jas is either an integer ja ¡ 0 or a pair of integers p j1a ¥ 0, j2a ¥ 0q,
(2) there are exactly m pairs of integers among the r jas,
(3) °k mna1 r jas  n, with each summand understood as either ja or j1a  j2a depending
on the type.
In (2.1), each r jas  ja represents a movable line carrying ja crosses, and each r jas 
p j1a, j2aq represents a fixed line carrying j1a crosses before and j2a crosses after the puncture
(relative to the chosen orientation). The total number of lines is k mn, of which kn
are movable lines.
For fixed punctures, any cell represented as in (2.1) is uniquely assigned to one of the
Xm,n spaces: the number of punctures m is just the number of pairs of integers among
the r jas, and the number of crosses is n 
°k mn
a1 r jas, as noted above. This allows us to
omit explicit indications of the Xm,n space to which a given cell belongs.
The two cells in 2.1.1.1 are thus written as pp1,0q,2, p1,1q,2q and p1, p0,0q, p0,2q,1,3q.
Oriented cells are pr j1s, r j2s, . . . , r jss;1q.
2.1.2. The Fk1b in the closure of F
k
a : line merger. We now (indirectly) describe all
pairs pFka ,Fk1b q of a dimension-k and a dimension-pk1q cell such that the codimension-
1 part of BFka contains Fk1b . This amounts to describing all cases of a merger of either
two neighboring movable lines or a movable line with a neighboring fixed line.
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For each cell pr j1s, r j2s, . . . , r jssq written as in (2.1), the procedure is as follows. Find
all pairs r jrs, r jr 1s such that at least one of r jrs and r jr 1s is an integer (not a pair of
integers).
(1) If both are integers, then replace the chosen pair with the integer jr  jr 1 (merger
of two movable lines). This produces the new cell
pr j1s, . . . , r jr1s, jr  jr 1, r jr 2s, . . . , r jssq.
(2) If r jr 1s  p j1r 1, j2r 1q (merger of a movable and a fixed line), then jr   1 new
cells are produced. For each 0¤ b¤ jr, replace p j1r 1, j2r 1qwith pb  j1r 1, j2r 1 
jrbq, 0 ¤ b ¤ jr, which gives the cell
pr j1s, . . . , r jr1s, pb  j1r 1, j2r 1  jrbq, r jr 2s, . . . , r jssq.
If r jrs  p j1r, j2r q, then do the same with r and r 1 swapped.
The cell dimension decreases by unity in either case, simply because fewer movable lines
are left for the crosses to slide along. The new cell is assigned the same orientation as Fka
if r is odd, and the reversed orientation if r is even.
2.1.2.1. Example. The codimension-1 part of the boundary of the dimension-6 cell


 

is the union of the cells
  


 









  
2.1.2.2. Example. For each cell in the list in 2.1.1.3, its boundary is obtained when yi
and yi 1 coincide or when a yi coincides with a neighboring a j. For example, for the first
cell in the list, taking y1 equal to y2 gives the p2n1q-dimensional cell
$
'
&
'
%
8  y1   y3      yn1   yn   a1   a2       an   8,
8  x1   x2   8,
8  xi   8, i ¥ 3
on the boundary.
2.1.3. Local system: the restriction morphisms. We choose two braided linear spaces
pX ,Ψq and pY,Ψq. With each cell (2.1), we associate the braided linear space
(2.2) Γ pr j1s, r j2s, . . . , r jssq

 pXbr j1sqbpXbr j2sqb . . .bpXbr jssq,
where Xbr js is either Xb j or Xb j1 bY bXb j2 depending on whether r js is an integer or
a pair of integers. Although all spaces in (2.2) are linearly isomorphic to XbnbYbm, the
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brackets must not be removed in this type of expressions; the bracket positions actually
characterize the underlying cell.
To define the local system Lm,n, it remains to specify the morphisms between vector
spaces of form (2.2) for the mergers described in 2.1.2 — the restriction maps ΓpFka q Ñ
ΓpFk1b q corresponding to each case where F
k1
b is in the closure of F
k
a . These maps can
be regarded as a procedure to “collectivize” the crosses populating these lines.
(1) In the case of a merger of two movable lines that originally carried ℓ and j crosses,
the crosses can be “collectivized” in
 
ℓ  j
ℓ

different ways, labeled by shuffle per-
mutations σ P Sℓ  jℓ, j  Sℓ  j. For each such σ , let σˆ be its Matsumoto section
(see A.2),
σˆ : ΓpFka q Ñ ΓpFk1b q
Here, ΓpFka q is a product (2.2), necessarily of the form . . .pXbℓqb pXb jq . . . ; the
map σˆ is nontrivial only on these two factors, and we do not write the rest of the
tensor factors. Then the restriction map ΓpFka q Ñ ΓpFk1b q is given by the sum
of the above σˆ over all shuffle permutations σ P Sℓ  jℓ, j . By definition, this is the
braided binomial Xℓ, j (see A.2):
Xℓ, j 
¸
σPSℓ  jℓ, j
σˆ : pXbℓqbpXb jq Ñ pXbpℓ  jqq.
(2) In the case of a merger of a movable line carrying j crosses with a fixed line
carrying ℓ1 crosses on the left and ℓ2 crosses on the right of the puncture, any
number b, 0¤ b¤ j, of the j crosses may go to the left of the puncture (again, we
understand “left” and “right” in terms of the chosen orientation on the lines). This
gives j 1 distinct Fk1b ; for each b, the number of possibilities of collectivizing
the crosses is
 b ℓ1
b
  jb ℓ2
jb

. The relevant map ΓpFka q Ñ ΓpFk1b q is different
from the identity only in the component
µb; j,ℓ1,ℓ2 : pXb jqbpXbℓ
1
bY bXbℓ
2
q Ñ pXbpℓ
1
 bq
bY bXbpℓ
2
  jbq
q,
where it is given by (see Fig. 2.1)
(2.3) µb; j,ℓ1,ℓ2 Xb,ℓ1  XÒpb ℓ
1
 1q
jb,ℓ2  Ψ
Òb
jb,ℓ1 1.
2.1.4. A useful algebraic simplification in the second case of line merger can be achieved
by considering the sum of the µb; j,ℓ1,ℓ2 maps over all 0 ¤ b ¤ j. The braided binomial
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b
hkkkkj
jb
hkkkkkkj
ℓ1
hkkkkj
ℓ2
hkkkkkkj
FIGURE 2.1. Illustration of formula (2.3). Read right to left (which corresponds
to reading the diagram from top down), this formula tells the following: first,
j b crosses (representing pXbp jbqq) “travel past” ℓ1 crosses and the puncture
(representing Xbℓ1bY ); next, the j b and ℓ2 are collectivized by taking a sum
over
  jb ℓ2
jb

shuffle permutations, which yields X jb,ℓ2 (the right dark strip in
the picture); and finally, the remaining b are similarly collectivized with the ℓ1
crosses, the sum over the
 b ℓ1
b

shuffle permutations yielding the braided bino-
mial Xb,ℓ1 (the left dark strip).
identity6
j¸
b0
µb; j,ℓ1,ℓ2 X j,ℓ1 1 ℓ2
then shows that the j 1 cases of different collectivization types, taken together, are con-
veniently described by the map ΓpFka q Ñ
À j
b0 ΓpF
k1
b q whose nontrivial component is
X j,ℓ1 ℓ2 1 : pX
b j
qbpXbℓ
1
bY bXbℓ
2
q Ñ
j
à
b1
pXbpℓ
1
 bq
bY bXbpℓ
2
  jbq
q.
2.2. Homology complex. The above construction is neatly summarized if our local sys-
tem Lm is used, indeed, as a local system of coefficients. The homology complex of Xm,n
with coefficients in Lm is
(2.4) 0Ý Cm,n BÝ Cm,n 1 BÝ . . . BÝ Cm,2n Ý 0,
6Which is a “quantum” counterpart of the identity
j¸
b0

b  ℓ1
b

 jb  ℓ2
jb



 j  ℓ1  ℓ2 1
j


,
where the left-hand side is the total number of different possibilities of collectivizing the crosses for all
0¤ b¤ j, and the right-hand side is the number of shuffle permutations that “mix” j crosses with ℓ1 1 ℓ2
“points.”
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where
Ck 
à
pr j1s,r j2s,...,r jknsq
pXbr j1sqbpXbr j2sqb . . .bpXbr jknsq
with the sum taken over all sets pr j1s, r j2s, . . . , r jknsq such that
°kn
r1r jrs  n and each
set contains exactly m pairs p j1i, j2i q. The differential acts on each space (2.2) by the braid
group algebra element
(2.5) B 
s¸
i2
p1qiXÒp#r j1s  #r ji2sq
r ji1s,r jis
where we define the “length”
(2.6) #r js 
#
j, r js  j,
j1  j2 1, r js  p j1, j2q
and set
(2.7) X
r js,rℓs 
#
0, r js  p j1, j2q and rℓs  pℓ1, ℓ2q,
X#r js,#rℓs, otherwise,
which map between the relevant spaces as follows:
pXbr jsqbpXbrℓsq Ñ
$
'
'
'
'
&
'
'
'
'
%
Xbp j ℓq, r js  j and rℓs  ℓ,
j
À
a0
Xbpℓ1 aqbY bXbp ja ℓ2q, r js  j and rℓs  pℓ1, ℓ2q,
ℓ
À
a0
Xbp j1 aqbY bXbpℓa  j2q, r js  p j1, j2q and rℓs  ℓ.
2.2.1. Example. We write explicitly how the differential acts on the space
pY bXqbpX2qbpXbY q  ΓpF5q,
whose underlying cell is F5  pp0,1q,2, p1,0qq. In codimension 1, the cell boundary
is the union of cells
 
p0,1q, p3,0q

Y
 
p0,3q, p1,0q

Y
 
p0,1q, p2,1q

Y
 
p1,2q, p1,0q

Y
 
p0,1q, p1,2q

Y
 
p2,1q, p1,0q

. Under each term in the differential, we indicate the space
to which it maps:
B


pYbXqbpX2qbpXbYq id
pYbXqbpX3bY q
  id
pYbX3qbpXbYq
 Ψ4
pYbXqbpX3bY q
  Ψ2
pYbX3qbpXbYq
 Ψ3Ψ4
pYbXqbpX3bY q
  Ψ3Ψ2
pYbX3qbpXbYq
 Ψ5Ψ4
pYbXqbpX2bYbXq
  Ψ1Ψ2
pXbYbX2qbpXbYq
 Ψ3Ψ5Ψ4
pYbXqbpX2bYbXq
  Ψ1Ψ3Ψ2
pXbYbX2qbpXbYq
 Ψ4Ψ3Ψ5Ψ4
pYbXqbpXbYbX2q
  Ψ2Ψ1Ψ3Ψ2
pX2bYbXqbpXbYq
(the two identity operators are different operators because they map to different spaces).
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2.3. Flat bundle. The local system Lm,n can be alternatively described in terms of hori-
zontal sections of a flat bundle over Xm,n. The total space of the bundle is the quotient of
 
pCw1,...,wmq
n
z∆


 
XbnbYbm

by the identifications
s
 
pCw1,...,wmq
n
z∆


 
XbnbYbm


 
pCw1,...,wmq
n
z∆

 sˆ
 
XbnbYbm

,
where sˆ is the Matsumoto section of s P Sn, which is a linear operator defined on Xbnb
Ybm.
For the nonpunctured complex plane, the flat bundle is of course equivalently speci-
fied by a morphism pi1pX0,nq Ñ G, where G is the structure group, G  EndpXbnq, and
pi1pX0,nq  Bn — that is, by a braid group representation (the one we started with, of
course).
2.4. Algebraic structures associated with the chains. The braided linear space
H
 
  `   `    `   
à
j¥1
pXb jq,
plays a special role in what follows. An associative product can be constructed on H
 
as a composition of the tensor product and the differential, i.e., x . x1  Bpxb x1q. For
x P pXb jq and x1 P pXb j1q, this gives
(2.8) x . x1  Bpxb x1q X j, j1pxb x1q P pXbp j  j
1
q
q.
By the same pattern, an x P pXb jq acts on a y P Xbp j1, j2q  Xb j1 bY bXb j2 from the
left and from the right as
(2.9) x . y  Bpxb yq X j, j1  j2 1pxb yq, y . x  Bpyb xq X j1  j2 1, jpyb xq.
2.4.1. Augmentation of H
 
. We next let H be the unital algebra obtained by augment-
ing pH
 
, . q with a formal chain 1—the tensor unit in the monoidal category of braided
linear spaces, which can be regarded as an object of type (2.2) with zero number of X or
Y , i.e., as pq  pXb0q. Then
(2.10) H HpXq à
j¥0
pXb jq
The action of differential (2.5) is immediately extended to any chain with any number of
pq, by setting X0,n Xn,0  id. Hence, pq . x  x . pq  x for any chain x.
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2.4.2. Coproduct. The algebra HpXq can be made into a bialgebra by line cutting (or
splitting, depending on the interpretation). For any line with n crosses, the coproduct is
the result of cutting the line into two and summing over the possibilities of how many
crosses occur to the left and to the right of the cut,
∆ :    ÞÑ    |     | (2.11)
   |     |   
with the line cutting symbol | then to be read as b,
 pXb3qbpq`pXb2qbpXq`pXqbpXb2q`pqbpXb3q
(Figuratively speaking, “we do not know” where the cut happens to break the crosses—
the movable points—into two groups, and “therefore” we sum over all possibilities.) This
of course gives the well-known deconcatenation coproduct ∆ : HÑHbH,
(2.12) ∆ : x1b x2b . . .b xn ÞÑ
n¸
i0
px1b . . .b xiqbpxi 1b . . .b xnq.
The above product and coproduct make HpXq into a braided bialgebra—which is in
fact a braided Hopf algebra, our main subject in Sec. 3.
2.5. The legacy of screenings: a braided contour algebra. Here, mainly for illustrative
purposes, we detail the correspondence between the “traditional” picture of screenings as
contour integrals and the operations making HpXq in (2.10) into a braided Hopf alge-
bra: in a particular example, we show that if elements of HpXq are represented in terms
of contour integrals, then the Hopf algebra axioms indeed follow from certain rules for
manipulating with these integrals.
We note that with the integral expressions in this subsection interpreted as elements in
representation spaces of a braided Hopf algebra, the equality signs are typically to be un-
derstood as isomorphisms between different representations of the same object; “numer-
ical” identities would then follow by taking matrix elements of the operators in relevant
representations and explicitly inserting the isomorphisms (which we do not do here).
2.5.1. H and its tensor powers. We fix a basis Fj in the braided space X ,7 and construct
a basis in H, pFj1, . . . ,Fjrq P Xbr, as the integrals
(2.13) pFj1 , . . . ,Fjrq 
»
  
»
8 z1  zr 8
f j1pz1q . . . f jrpzrq,
7In actual CFT examples, of course, the logic is just the reverse: X is the span of elements of a preferred
basis, that of screenings.
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where, by definition, the f jpzq (with the arguments ordered along a line) satisfy the ex-
change relations
(2.14) fipuq f jpzq Ψk,li, j fkpzq flpuq, u ¡ z.
Elements of HbH are, by definition, two objects of form (2.13) “placed next to each
other.” A useful convention is to represent them in the form with the two lines joined into
a single one through an intermediate point a:
(2.15) HbH Q pFi1, . . . ,Fir | Fj1, . . . ,Fjsq 
»
  
»
8 z1  zr a u1  us 8
fi1pz1q . . . firpzrq f j1pu1q . . . f jspusq.
All such integrals form a basis of HbH. The point a is fixed here, and expressions
(2.15) with different a are isomorphic representations of the same HbH element (iden-
tifying (2.15) with the same object where a is replaced with b means identifying two
equivalent representations of the same algebraic object).
This generalizes to multiple tensor products; for example, a basis in HbHbH is
given by
pFi1, . . . ,Fir | Fj1, . . . ,Fjs | Fk1, . . . ,Fkpq 
»
  
»
8 z1  zr a u1  us b v1  vp 8
fi1pz1q . . . firpzrq f j1pu1q . . . f jspusq fk1pv1q . . . fkppvpq.
2.5.2. Multiplication of the integrals. We now reformulate multiplication (2.8) in terms
of the above integrals, i.e., express m : HbHÑH in the bases (2.15) and (2.13). The
multiplication is the map in
m : pFi1, . . . ,Fir |Fj1, . . . ,Fjsq ÞÑ
»
  
»
8 z1  zr 8
fi1pz1q . . . firpzrq
»
  
»
8 u1  us 8
f j1pu1q . . . f jspusq,
where braiding relations (2.14) are to be used to express the result in terms of basis ele-
ments (2.13). In the simplest case with r  s  1, this becomes
m : pFi | Fjq ÞÑ
»
8
8
fipzq
»
8
8
f jpuq 
¼
8 z u 8
fipzq f jpuq 
¼
8 z u 8
fipuq f jpzq
which we rewrite using the braiding as

¼
8 z u 8
fipzq f jpuq Ψk,li, j
¼
8 z u 8
fkpzq flpuq  pδ ki δ lj  Ψk,li, jqpFk,Flq
 pX1,1q
k,l
i, jpFk,Flq,
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where id ΨX1,1 is the simplest quantum shuffle (see A.4). In general,
(2.16) m : pFi1, . . . ,Fir | Fj1, . . . ,Fjsq ÞÑ pXr,sqk1,...,kr si1,...,ir, j1,..., jspFk1, . . . ,Fkr sq,
which reproduces the product (2.8) in the bases given in (2.15) and (2.13).
2.5.3. Comultiplication of the integrals. The coproduct ∆ :HÑHbH defined in 2.4.2
can be conveniently represented as in (2.11), i.e., by inserting a cut into the integration
domain in (2.13). The simplest case if merely
∆ :
»
8
8
fipzq ÞÑ
» a
8
fipzq 
»
8
a
fipzq.
As in 2.4.1, where the void was interpreted as the unit for the tensor product, working now
in terms of bases we interpret an empty line, semi-infinite interval, or finite interval as the
algebra unit. This means that
³a
8
fipzq is identified with  | and consequently
with Fib1. Hence, ∆Fi  Fib1 1bFi. In general, cutting the line carrying pFi1, . . . ,Firq
at a point a yields r  1 cases z1       zr   a , z1       zn1   a   zr , . . . , a  
z1       zr, and hence the deconcatenation coproduct
(2.17) ∆ : pFi1, . . . ,Firq ÞÑ pFi1, . . . ,Firqb1
 pFi1, . . . ,Fir1qbpFirq pFi1, . . . ,Fir2qbpFir1,Firq     1bpFi1, . . . ,Fir1q.
2.5.4. The antipode: contour reversal. The antipode map on integrals is naturally given
by contour reversal. Applied to (2.13), this operation yields
S
 
pFj1, . . . ,Fjrq

 p1qr
»
  
»
8 zr  z1 8
f j1pz1q . . . f jrpzrq.
Using the braiding relations, we then reorder the f jk such that they occur in the same order
as the integration contours. This is achieved by the product of braid group generators
Ψ1pΨ2Ψ1qpΨ3Ψ2Ψ1q . . .pΨr1Ψr2 . . .Ψ1q, a Matsumoto lift of the longest element of
the symmetric group.
2.5.5. Verifying Hopf algebra axioms: an example. We now show by rearranging the
integrals that (a very particular instance of) the braided bialgebra axiom (B.1) holds for
product (2.16) and coproduct (2.17). The purpose is to illustrate the fact that the braided
Hopf algebra HpXq introduced in 2.4 is a natural formalization of contour manipulation
rules.
We evaluate both sides of (B.1) on the element
(2.18) pFi | Fjq 
» a
8
fipzq
»
8
a
f jpwq PHbH,
The left-hand side of (B.1) then becomes
(2.19) ∆  mppFi | Fjqq 
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pδ ki δ lj  Ψk,li, jq

»
8 z w a
fkpzq flpwq 
»
8 z a w 8
fkpzq flpwq 
»
a z w 8
fkpzq flpwq
	
,
which is simply pδ ki δ lj  Ψ
k,l
i, jq
 
pFk | Flqb1 pFkqbpFlq 1bpFk | Flq

PHbH.
The right-hand side of (B.1) is pmbmq  pidbΨb idq  p∆b∆q. Applying first the
coproduct to each factor in (2.18) yields
(2.20) p∆b∆qpFi | Fjq 
» a1
8
fipzq
» a3
a
f jpwq 
» a1
8
fipzq
»
8
a3
f jpwq
 
» a
a1
fipzq
» a3
a
f jpwq 
» a
a1
fipzq
»
8
a3
f jpwq,
where the integrations in each term in are split by the three points8  a1   a  a3  8,
and hence each term is an element of HbHbHbH. Next, in applying idbΨb id
to (2.20), the braiding is nontrivial in only one term, and hence
(2.21) pidbΨb idq  p∆b∆qpFi | Fjq

» a1
8
fipzq
» a
a1
f jpwq 
» a1
8
fipzq
»
8
a3
f jpwq Ψk,li, j
» a
a1
fkpzq
» a3
a
flpwq 
» a3
a
fipzq
»
8
a3
f jpwq.
It remains to apply mbm to (2.21), which amounts to taking a1 Ñ8 and a3 Ñ a in all
the lower integration limits, and a1 Ñ a and a3 Ñ 8 in all the upper limits. Finally,
pmbmq  pidbΨb idq  p∆b∆qpFi | Fjq

» a
8
fipzq
» a
8
f jpwq 
» a
8
fipzq
»
8
a
f jpwq
 Ψk,li, j
» a
8
fkpzq
»
 8
a
flpwq 
»
 8
a
fipzq
»
8
a
f jpwq,
which coincides with (2.19) after the use of (two) formulas of the type ³a
8
fipzq
³a
8
f jpwq
pδ ki δ lj  Ψ
k,l
i, jq
´
8 z w a
fipzq f jpwq.
3. HpXq AND BpXq MODULES
In this section, we study (Hopf and Yetter–Drinfeld) modules of the braided Hopf al-
gebra HpXq in (2.10), the shuffle algebra of a braided vector space X (whose copies
were associated with screenings{crosses in 2.1). Constructing HpXq-modules requires
the other braided vector space, Y , that we fixed in the beginning of Sec. 2. The techniques
in this section generalize to the case where X and Y are objects of a braided monoidal
category pC ,Ψq (with mild additional assumptions whenever necessary), but we avoid
extra complications by assuming the category to be that of braided linear spaces. The
identities derived below for operators acting on the representations in fact require nothing
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in addition to braiding, and can therefore be considered “universal,” i.e., holding in the
braid group algebra BN with a sufficiently large N.
All constructions for HpXq in 3.1–3.4 restrict to the Nichols algebra BpXq.
3.1. The braided Hopf algebra HpXq. The braided bialgebra HHpXq  T pXqwith
the shuffle product (2.8) and deconcatenation coproduct (2.12) becomes a braided Hopf
algebra with the antipode Sr : Xbr Ñ Xbr given by a signed the “half-twist”— the braid
group element obtained via the Matsumoto lift of the longest element in the symmetric
group:
(3.1) Sr  p1qr Ψ1pΨ2Ψ1qpΨ3Ψ2Ψ1q . . .pΨr1Ψr2 . . .Ψ1q
(with the brackets inserted to highlight the structure). For example,
S5 
Also, S1  id. The sign can be thought to follow from contour reversal when the ele-
ments of HpXq are viewed as multiple integrals of the screenings, as in Sec. 2. The counit
is ε : Xbr Ñ δr,0k (identity on k).
We note that Eq. (3.1) defines the action of Sr on any tensor product of r objects
from C . With this understanding, we also define the full twist as the operator acting
on any r-fold tensor product in the category,
(3.2) θr  Sr Sr.
Notation. With X fixed in what follows, we use the short notation prq  Xbr.
3.2. Hopf bimodules. We introduce a category of HpXq-modules, which turn out to also
be comodules, and in fact Hopf bimodules.
With our second braided linear space Y , we consider the space
ppY qq 
à
s,t¥0
XbsbY bXbt

à
s,t¥0
ps;Y ; tq,
and make it into an HpXq-module bimodule as in (2.9). In our current notation, the left
action HpXqbppY qq Ñ ppY qq restricted to prqbps;Y ; tq is the map
Xr,s 1 t : prqbps;Y ; tq Ñ
r
à
i0
ps  i;Y ; t  r iq.
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We often use the “infix notation” prq . ps;Y ; tq for it, and write
(3.3) prq . ps;Y ; tq Xr,s 1 t
 
prqbps;Y ; tq


r
à
i0
ps  i;Y ; t  r iq.
This map is illustrated in Fig. 1.2 in the case where r  2, s  1, and t  1. In each term
in the figure, the “incoming” strands (at the top) then correspond to X , X , X , Y , and X .
The right HpXq-action on ppY qq, also in accordance with (2.9), is
(3.4) ps;Y ; tq . prq Xs 1 t,r
 
ps;Y ; tqbprq


r
à
i0
ps  i;Y ; t  r iq.
Moreover, ppY qq is also a bicomodule via left and right deconcatenations:
δLps;Y ; tq 
s
à
i0
piqbps i;Y ; tq, δRpr;Y ;sq 
s
à
i0
pr;Y ;s iqbpiq.
The following fact is well known.
3.2.1. Proposition. With the above HpXq action and coaction, ppY qq is a Hopf bimodule.
We note that the action property for both left and right actions is expressed by one of the
“basic” quantum shuffle identities (A.4). Some other identities expressing the statement
in 3.2.1 are given in A.6.2.
3.2.2. Proposition. On each graded component ps;Y ; tq of ppY qq, the “relative antipode”
defined in (B.5) acts as
σ |
ps;Y ;tq 
s¸
i0
t¸
j0
Xs 1 t j, jXi,si 1 t jSiS
Òps 1 t jq
j Ss 1 t .
We emphasize that the right-hand side, defined in (3.1), acts here by a flip of all the
ps 1  tq strands representing XbsbY bXbt , Ss 1 t : ps;Y ; tqÑ pt;Y,sq.
3.3. Yetter–Drinfeld modules and the adjoint action. We use the Hopf bimodules
discussed above to construct (left–left) Yetter–Drinfeld HpXq modules. In any braided
monoidal category (with split idempotents), the space of right coinvariants of a Hopf bi-
module is a left–left Yetter–Drinfeld module under the left adjoint action (see [67, 68] and
the references therein). The relevant definitions are recalled in (B.7) and (B.6). We now
translate the adjoint action defined in (B.6) into the shuffle language. The main result is
in 3.3.3 below.
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3.3.1. Rewriting (B.6) in terms of shuffles. On all of ppY qq, the adjoint action (B.6)
readily reformulates as the map  : HpXqbppY qq Ñ ppY qq whose restriction
 : prqbps;Y ; tq Ñ
r
à
i0
ps  i;Y ; t  r iq
is (again, in the “infix notation”) given by
prq ps;Y ; tq 
r¸
i0
Xri,s 1 t iX
Òpriq
s 1 t,i S
Òpri s 1 tq
i Ψ
Òpriq
i,s 1 t
 
prqbps;Y ; tq

.(3.5)
. . S Ψ ∆
For clarity of comparison with (B.6), we placed the ingredients of that formula under the
corresponding pieces of the “shuffle” formula; the deconcatenation coproduct ∆ can be
conventionally localized at the first (counting from the right) occurrence of the index i.
3.3.2. Right coinvariants in the Yetter–Drinfeld module ppY |. With the right coaction
given also by deconcatenation, the space of right coinvariants in ppY qq is simply
ppY | 
à
s¥0
ps;Y ; q 
à
s¥0
ps;Y q,
where we also somewhat streamlined the notation by omitting a redundant semicolon sep-
arating the void for t  0. We now describe a nicer formula for prq  ps;Y q than just (3.5)
with t  0.
Let ✡ be the left action HpXqbppY | Ñ ppY |:
rL r,s Xr,s : prqbps;Y q Ñ pr  s;Y q
and  ✠be the right action ppY |bHpXqÑ ppY |:
rRs,r Xs,rΨ
Òs
1,r : ps;Y qbprq Ñ ps  r;Y q.
These left and right actions commute with each other, and restrict to the spaces of right
coinvariants ppY |  ppY qq (which we have just used by specifying the targets as ppY |,
not ppY qq). We also note for the future use that rL and rR respectively satisfy the left–
left and left–right Hopf module axioms
(3.6)
✍

✎
✞☎✞
✝✆✝

and

✌
✎ 
✎ ✞☎
✝✆

✌
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3.3.3. Proposition. The left adjoint action of HpXq on ppY | restricted to prqbps;Y q is the
map prqbps;Y q Ñ ps  r;Y q given by
✍


✞☎
✡

✞✝ ☎✆S

✠
in terms of the ✡ and  ✠actions, that is,
prq ps;Y q 
r¸
i0
Xri,s iX
Òpriq
s,i pSi Ψ1,i Ψi,1q
Òpri sqΨÒpriqi,s ps  r;Y q(3.7)

r¸
i0
Xri,s i
 
Xs,iΨ
Òs
1,i S
Òps 1q
i Ψi,s 1

Òpriq
ps  r;Y q.
The structure of (3.7) is already seen from the lowest cases:
p1q ps;Y q 
 
X1,sXs,1Ψs 1Ψs 1Ψs . . .Ψ1

ps 1;Y q,(3.8)
p2q ps;Y q 

X2,sX1,s 1X
Ò1
s,1Ψs 2Ψs 2 . . .Ψ2(3.9)
 Xs,2Ψs 1Ψs 2
 
Ψs 1Ψs 1 . . .Ψ1

Ψs 2 . . .Ψ2
	
ps 2;Y q.
The right-hand side of (3.8) expands into 2s  2 terms illustrated in Fig. 1.4 for s  2,
when the two braided integers X1,s and Xs,1 become X1,2  id Ψ1 Ψ2Ψ1 and X2,1 
id Ψ2  Ψ1Ψ2. The leftmost strand representing the space p1q  X in Fig. 1.4 braids
with each of the X spaces in psq  Xbs one by one (terms with the plus sign, all following
from the expansion of X1,s), or braids with the last, ps  1qth strand representing Y , but
does not stay to the right of it; instead, it is immediately braided with it again and, “on its
way back,” is braided with each of the s strands (the “minus” terms). The right-hand side
of (3.9) expands similarly but more interestingly, as is illustrated in Fig. 3.1 for s  1.
3.3.4. Proof of (3.7). The proof is in fact elementary. From (3.5), we know that the left
adjoint action on ps;Y q is
prq ps;Y q 
r¸
i0
Xri,s 1 iX
Òpriq
s 1,i S
Òpri s 1q
i Ψ
Òpriq
i,s 1
 
prqbps;Y q

.
The claim is therefore equivalent to the identity
r¸
i0
Xri,s 1 iX
Òpriq
s 1,i S
Òpri s 1q
i Ψ
Òpriq
i,s 1

r¸
i0
Xri,s i
 
Xs,iΨ
Òs
1,i S
Òps 1q
i Ψi,s 1

Òpriq
.
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X X b X Y
Ñ
X X X Y
      
        
FIGURE 3.1. Adjoint action prq ps;Y q for r  2 and s  1. The “XY ” assign-
ment shown in the first term in the right-hand side is the same in all terms. The
first three terms on the right are the expansion of the first term in (3.9) and repre-
sent the shuffling of the two “new” strands with the s X -strands in ps;Y q; the last,
Y strand then remains “passive.” The term with the minus sign in (3.9) expands
into the “minus” terms in the figure, where the second of the new strands winds
around the Y strand and returns (by the leftmost Ψs 2), to be shuffled (by XÒ1s,1)
with the s X -strands; the resulting s  1 strands are then shuffled (by X1,s 1)
with the first of the new strands. In the last term in (3.9), both new strands wind
around the last (Y -)strand: the second goes to the right of Y via Ψs 2 . . .Ψ1 and
“waits” there for the first to wind around Y and return (the inner brackets), and
then returns itself (Ψs 1Ψs 2), after which the two are shuffled by Xs,2 with the
s original X -strands. (That the two “traveler” strands swap their order in the final
position reflects the presence of the antipode in (3.7).)
But Xs,iΨ
Òs
1,i Xs 1,iXs 1,i1 by virtue of (A.2), and we can therefore continue as
Xr,s 
r¸
i1
Xri,s i
 
X
Òpriq
s 1,i X
Òpriq
s 1,i1

S
Òpri s 1q
i Ψ
Òpriq
i,s 1 .
Similar terms in the left- and the right-hand side are now combined using (A.2) once
again, Xri,s 1 iXri,s i Xri1,s 1 iΨ
Òpri1q
1,s 1 i , and hence the claim equivalently
reformulates as
Xr,s 1 
r1¸
i1
Xri1,s 1 iΨ
Òpri1q
1,s 1 i X
Òpriq
s 1,i S
Òpri s 1q
i Ψ
Òpriq
i,s 1
Xr,s
r¸
i1
Xri,s i
 
Xs 1,i1S
Òps 1q
i Ψi,s 1

Òpriq
.
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The two isolated X-terms combine with the sum in the left-hand side, extending it to
i  0; we then shift the summation index to the range from 1 to r, as in the right-hand
side. The resulting equality is a term-by-term identity. 
3.3.5. In what follows, we use the notation Adr,s : prqbps;Y qÑ pr s;Y q for the “adjoint
action operator” in (3.7):
Adr,spr  s;Y q  prq ps;Y q.
The fact that the adjoint action is an action is expressed as
Adr,s t AdÒrs,t  Adr s,t Xr,s
for all r,s, t ¥ 0.
3.3.6. Remark. We make contact with [11], where a formula for the left adjoint action
was derived based on the operator Tr : pr;Y q Ñ pr;Y q given by
Tr  pidΨrΨrΨr1 . . .Ψ1q . . .pidΨrΨrΨr1qpidΨrΨrq, r ¥ 1,
and T0  id. This operator is related to the adjoint-action operator introduced above as
SrTr  Adr,0Sr,
with the “braided factorial” defined in A.4.
Examining the operators that act only on the last, Y strand in prq  ps;Y q, and then us-
ing induction on the number of strands counted from the right, we can restate 3.3.3 in
a slightly more general form, which shows how the  action on ps  t;Y q “factors” (of
course, via the coproduct) through  acting on the last several strands, pt;Y q. The follow-
ing proposition expresses a formula of the type prq  ps  t;Yq 
°
. . .ppr1q  pt;Y qq . . . .
3.3.7. Proposition. The left adjoint action satisfies the identity
(3.10)
prq ps t;Y q
✫


prq psq pt;Y q
✎☞
✡

☛ ✟
✡

✞✝ ☎✆S

✠
with the same left and right actions ✝ and  ✆as above.
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3.3.8. Proposition (cf. [68]). On each graded component ps;Y q of ppY |, the “squared
relative antipode” (B.10) acts as the full twist θs 1:
σ2


ps;Y q 
s¸
i0
Adi,si Si  θs 1.
We emphasize that the full twist defined in (3.2) is here applied to all of the s 1 strands
in ps;Y q; the relation nicely illustrates why σ2 is a squared “antipode” in the terminology
of [67, 68].
3.4. Multivertex Hopf bimodules. Hopf bimodules can be further constructed as YbZ,
where Y is a Yetter–Drinfeld module and Z is a Hopf bimodule [31]. The tensor product
is a Hopf bimodule under the right action and right coaction induced from those of Z, and
under the diagonal left action and codiagonal left coaction. For a Hopf bimodule ppZqq and
a Yetter–Drinfeld module ppY |, the resulting Hopf bimodule has the graded components
ps;Y ; t;Z;uq.
Evidently, the construction can be iterated by further taking tensor products with Yetter–
Drinfeld module(s); it is associative in the sense that the Yetter–Drinfeld modules can be
multiplied first (to produce a Yetter–Drinfeld module under the diagonal action and codi-
agonal coaction). The resulting Hopf bimodules have the graded components
(3.11) ps1;Y1;s2;Y2; . . . ;sn;Yn;sn 1q  Xbs1 bY1bXbs2 bY2b . . .bX sn bYnbX sn 1
(in our setting, we only encounter cases where Z  Yi  Y , but it is useful to allow “dif-
ferent Y ” spaces in order to clarify the structure of formulas).
3.5. Introducing H. We introduce a “conjugate” E to the adjoint action F  p1q . Al-
though this does not allow obtaining even a decent associative algebra in general, it is
interesting to see that an “EFFE” formula can nevertheless be written with a meaning-
ful right-hand side.
For HpXq in (2.10), we introduce the dual Hopf algebra A built on the tensor algebra
of A X:
A
à
r¥0
Abn,
 pq`p1q`p2q` . . . .
The pairing ρ : AbX Ñ k is denoted by ✍✌. It is extended to the tensor products as
ρpAbn,Xbnq  . . . . . .
✫ ✪✖ ✕
✡ ✠
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Then any left HpXq comodule becomes a left A module under the action
A H
✎
✝✆ : αbh ÞÑ α h  ρpα,hp1qqhp0q, α PA, h PH.
With the deconcatenation coaction on ppY qq, we then have the map p1qb ps;Y q Ñ ps
1;Y q given by
(3.12)
A X X X Y A X X X Y
b . . . Ñ
✍✌
. . .
(with s X -strands in the left-hand side and s1 “free” ones in the right-hand side).
We introduce a new (and hopefully suggestive) notation for the maps in (3.12) and (3.8),
writing them as
es : p1qbps;Y q Ñ ps1;Yq,
fs : p1qbps;Y q Ñ ps 1;Yq,
and “compare” the results of applying e and f in different orders. In considering the
product AbX bps;Y q  p1qb p1qb ps;Y q, we enumerate the factors also as 1, 1, 2,
. . . , s  2. Then, in particular, Ψ1 (see A.3) acts here as idbΨb idbs, and the pairing
between the A strand and the leftmost X strand is conveniently denoted as ρ
1,1.
3.5.1. Lemma. The following identity holds for maps p1qbp1qbps;Yq Ñ bps;Y q:
es 1  fs fs1  es  Ψ1  ρ1,1b idbps 1qK2ps 1q,
where K2 ps 1q : p1qbp1qbps;Yq Ñ ps;Y q is the map
K2 ps 1q  ρ1,1  pΨ1 . . .Ψs 1Ψs 1 . . .Ψ1q :
A X X X X Y
. . .
. . .
✡ ✠
2 3 s 1 s 2
(the leftmost X strand is passed around the bunch of s  1 strands, and upon returning
is contracted with the A strand).
The proof is straightforward. On p1qb p1qb ps;Y q, we first apply es to ps;Y q, for
which we need to contract p1q with the first X strand in ps;Y q. For this, we first move
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this strand to the left by Ψ1:
ρ
1,1  Ψ1 : . . .✝✆
Next applying fs1 gives the map
pρ
1,1b f
Ò1
s1q  Ψ1  ρ1,1  pidb f
Ò1
s1q  Ψ1 : p1qbp1qbps;Yq Ñ ps;Y q.
The first-f-then-e variant simply gives the map
ρ
1,1  pidb fsq : p1qbp1qbps;Yq Ñ ps;Y q.
The maps to the right of ρ in the last two formulas satisfy the identity fs  fÒ1s1Ψ1 
idΨ1 . . .Ψs 1Ψs 1 . . .Ψ1, as is easily verified from the definition. The formula in the
lemma now follows immediately.
In the case of diagonal braiding, the formula for K2 in the lemma reduces nicely, to the
product of squared braiding with each of the modules in ps;Y q  XbsbY . We encounter
a particular example in (5.28).
4. FUSION PRODUCT
Our aim in this section is to define a product of Yetter–Drinfeld modules of right coin-
variants introduced in 3.3. As a linear space, this is the tensor product, but it carries the
adjoint representation of HpXq (the “cumulative” adjoint, as we discuss in what follows).
This construction plays a role in CFT applications, but may also be interesting in the “ab-
stract” setting. Geometrically, in the spirit of Sec. 2, fusion corresponds to a degeneration
of the picture as in Fig. 1.1, when several punctures are allowed to sit on the same line.
On the algebraic side, fusion gives an ample supply of Yetter–Drinfeld HpXq and BpXq
modules.
4.1. Fusion product of Hopf bimodules. For Hopf bimodules described in the preced-
ing section, their fusion product is the “H” map defined in (B.12). Its categorial meaning
is that it projects onto the cotensor product. We now write (B.12) in terms of the braid
group algebra generators (as a “quantum shuffle” formula). The governing idea is that
for subspaces ps1;Y ;s2q and pt1;Z; t2q of two Hopf bimodules (see 3.2), their product
ps1;Y ;s2qdpt1;Z; t2q is given by “propagation” of the X -strands that “face the other mod-
ule” to that module: the s2 strands split as ps2 iq  i, and the t1, similarly, as j pt1 jq;
then piq and p jq are braided with each other, after which piq acts to the right, via (3.3)
(Xi,t1 j 1 t2), and p jq acts to the left, via (3.4) (Xs1 1 s2i, j):
(4.1) ps1;Y ;s2qdpt1;Z; t2q 
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
s2¸
i0
t1¸
j0
Xs1 1 s2i, j X
Òp j s1 1 s2iq
i,t1 1 t2 j Ψ
Òps1 1 s2iq
i, j ps1;Y1;s2  t1;Z1; t2q.
More generally, for two multivertex Hopf bimodules from 3.4, the fusion product of
their respective subspaces ps1;Y1; . . . ;sn;Yn;sn 1q and pt1;Z1; . . . ; tm;Zm; tm 1q is given by
(4.2) ps1;Y1; . . . ;sn;Yn;sn 1qdpt1;Z1; . . . ; tm;Zm; tm 1q 

sn 1¸
i0
t1¸
j0
X
n 
°n 1
a1 sai, j
X
Òpn  j °n 1a1 saiq
i,m 
°m 1
a1 ta j
ΨÒpn 
°n 1
a1 saiq
i, j
ps1;Y1; . . . ;sn;Yn;sn 1  t1;Z1; . . . ; tm;Zm; tm 1q
4.2. Fusion product of Yetter–Drinfeld modules. For Yetter–Drinfeld modules given
by right coinvariants in Hopf bimodules, Eq. (4.1) is simplified to
ps;Y qdpt;Zq 
t¸
j0
Xs, jΨ
Òs
1, jps;Y ; t;Zq(4.3)
(with ps;Y ; t;Zq  Xbs bY b Xbt b z as before), where we recognize the right action
introduced in 3.3.2,

t¸
j0
rRs, jps;Y ; t;Zq 
ps;Yq pt;Zq
✎

✌
The last diagram is of course a “dotted” version of the I map studied in B.3, and we use
the relevant results from B.3 shortly.
The next proposition describes how HpXq (and BpXq) coacts and acts on the right
coinvariants obtained via the d product.
4.2.1. Proposition. On the graded components ps;Y ; t;ZqXbsbYbXbtbZ of a fusion
product, the HpXq coaction is “by deconcatenation up to the first vertex,”
ps;Y ; t;Zq Ñ
s¸
i0
piqbps i;Y ; t;Zq
and the HpXq action is the “cumulative” adjoint action
prqbps;Y ; t;Zq Ñ Adr,s 1 tpr  s;Y ; t;Zq 
r
à
j0
ps  j;Y ; t  r j;Zq.
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These statements are the result of a calculation showing that the above coaction and
action are intertwined by d with the standard coaction and action on tensor products of
Yetter–Drinfeld modules:
(4.4)
✎✎
✝✆ ✎

✌

✎

✌
✎
and
prqps;Y qpt;Zq
✞☎
✡

✡

☛

✠

✎

✌
✍

where✍ denotes the “cumulative” adjoint action prqps;Y ; t;ZqAdr,s 1 tpr s;Y ; t;Zq.
The first intertwining identity in (4.4), for coactions, follows by noticing that it is a
“dotted” version of (B.15) (for the right action rR   ✠from 3.3.2), and is proved the
same because of the second property in (3.6) for rR; just this property underlies the iden-
tity. To prove the second identity in (4.4), we combine 3.3.3 with the calculations in B.3
to obtain the chain of identities
✞☎
✍

✍

✎

✌
3.3.3

✎☞
✞☎
✞☎
✍

✞✝ ☎✆S ✍✞✝ ☎✆S

✌

✌✞

✌
(B.17)

☛
✞☎ ✌
✍
 ✞☎
✍
 ✞☎✞✝ ☎✆S

✌
✞✝ ☎✆S

✆

☛
✞☎ ✌
✍
 ✞☎
✍

✞✝ ☎✆S

✌
3.3.7

✎

✌
✍

Here, invoking (B.17) refers to its “dotted” version (with rR from 3.3.2 for all right actions
and with rL for all left actions except the adjoint), whose proof is identical to the proof
given in Fig. B.1, again because properties (3.6) hold (both are needed this time). The
next, unlabeled equality in the above chain once again uses 3.3.3 to recover the adjoint
action.
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4.2.2. Two-vertex Yetter–Drinfeld modules. The Yetter–Drinfeld axiom holds for the
coaction and action in 4.2.1,
(4.5)
✞☎
✝
☛
✝✆

✎☞✎
✍✌✍

simply because both diagram identities in (4.4) are intertwining formulas. We thus have
two-vertex Yetter–Drinfeld modules with graded components ps;Z; t;Yq  Xbs b Z b
Xbt bY .
4.2.3. Multivertex Yetter–Drinfeld modules. More Yetter–Drinfeld modules can be
constructed via iterated fusion product, using the associativity of the I map (see B.3).
For example, in evaluating the product ppZ| d
 
ppY | d ppU |

, both ppZ| and ppY | d ppU |
are Yetter–Drinfeld modules under the left adjoint action; the construction is iterated
smoothly to yield Yetter–Drinfeld modules with graded components ps1;Y1,s2;Y2; . . . ;sn;Ynq
carrying the “cumulative” adjoint action
prq ps1;Y1,s2;Y2; . . . ;sn;Ynq  Adr,s1  sn n1pr  s1;Y1,s2;Y2; . . . ;sn;Ynq
and the coaction by “deconcatenation up to Y1.”
4.2.4. A left-action reformulation of the fusion. Another useful reformulation of fu-
sion product (4.3) is
ps;Y qdpt;Zq  rL s 1,t
 
ps;Y qbpt;Zq

 ps;Y q ✝ pt;Zq,
where we use the definition of rL from 3.3.2, and where all the s  1 strands in ps;Y q
“act” on pt;Zq, i.e., rL takes XbsbY as its first argument.
4.3. Braiding of the fusion product of Yetter–Drinfeld modules.
4.3.1. Proposition. For two ppY |-type Yetter–Drinfeld modules, the braiding
B : ppY |d ppZ| Ñ ppZ|d ppY |
is given on braided components by the maps
Bs,t : ps;Y ; t;Zq Ñ
s
à
i0
pi;Z;s i  t;Yq,
Bs,t  rRs,t 1S
Òps 1q
t 1 .
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Π


✎✞✝ ☎✆S✍


Π 
✎
✞✝ ☎✆S1

✌
FIGURE 4.1. Two projectors on left coinvariants.
We emphasize that the antipode here formally acts, via (3.1), on all of the t 1 strands
of pt;Zq. All the t 1 strands, moreover, then act from the right on ps;Y q via an obvious
extension of the right action rR   ✆defined in 3.3.2.
4.3.2. Proof of 4.3.1. We find the braiding directly, by calculating how the standard
Yetter–Drinfeld braiding (see (B.9)) is intertwined with the I map (see B.3). For this,
we represent I  pstandard Yetter–Drinfeld braidingq in a form B  I via the following
transformations:
✞
✝
 ✎

✌

✎
✎☞
✍

✞✝ ☎✆S

✌✎

✌

✞
✝
 ✎✞✝ ☎✆S

✌✎

✌

✎

✌✎✞✝ ☎✆S
✞ ✌
✝


☛

✌✎✞✝ ☎✆S
✞ ✞☎
✝✆

✌
✍


☛

✌✎
☛✞✝ ☎✆S

✌✎✞✝ ☎✆S
✝✆
✍


☛

✌✎
☛✞✝ ☎✆S

✌✎✞✝ ☎✆S✍

✍

(we used the action and coaction associativity and coassociativity to isolate and then
kill a “bubble” as in (B.2) in the third diagram, and then insert such a bubble into the
fourth). Everything below the I-map at the top of the last diagram is therefore the desired
braiding:
B :
✎
✎✞✝ ☎✆S

✌✞✝ ☎✆Π
✍

where Π

is defined in Fig. 4.1. But there is more to it, because Π

is a projector onto the
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left coinvariants in each ppY |:
Π

ps;Y q 
#
0, s ¥ 1,
p0;Y q, s  0
(by the nature of the coaction and of the rL action, this property is just the one in (B.2)).
It hence follows that on graded components, the braiding is given by
(4.6) Bs,t 
s¸
i0
ΨÒisi t,1X
Òi
si,tΨ
Òs
1,t 1S
Òps 1q
t : ps;Y ; t;Zq Ñ
s
à
i0
pi;Z;s i  t;Yq.
Finally, because Ψ1,tSÒ1t St 1, it is not difficult to see that the braiding can be equiv-
alently written as stated in the proposition. 
4.3.3. The inverse braiding is found similarly, with the result
B
1 :
✎ ✎✞✝ ☎✆Π
✞✝ ☎✆S1

✌✍

where

Π is also a projector on left coinvariants, defined in Fig. 4.1
4.3.4. Squared braiding. Standard diagram manipulations allow calculating the squared
braiding B2. In terms of components, the B2 operation is by definition the map
B
2

s¸
i0
Bi,si tBi,s,t : ps;Y ; t;Zq Ñ
s
à
i0
pi;Y ;s i  t;Zq,
where Bi,s,t is the summand in (4.6). The calculation standardly uses the axioms relating
the “dotted” actions to left coaction and also the projector property of Π

, plus the identity
✎
✞✝ ☎✆Π ✞✝ ☎✆S2

✠

✞✝ ☎✆θ
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where θ is defined in (3.2) (and the identity itself is a reformulation of the one in 3.3.8).
The result of diagram evaluation is
(4.7) B2 :
✎ ✞✝ ☎✆θ✞✝ ☎✆Π
✞☎
✡

✡

Componentwise, if the two input strands in the diagram represent ps;Y q and pt;Zq, then
the θ map here is exactly θÒps 1qt 1 , the full twist of all the t  1 factors in pt;Zq  Xbt b
Z. Furthermore, because Π

projects onto left coinvariants, we can reformulate the last
diagram as the following proposition.
4.3.5. Proposition. B2 restricted to ps;Y ; t;Zq is the map
s¸
i0
AdÒpi 1qsi,t Ψ
Òi
si,1θ
Òs
1 t 1 : ps;Y ; t;Zq Ñ
s
à
i0
pi;Y ;s i  t;Zq
where θÒs1 t 1  idbsbθt 2 : psqbpY ; t;Zq Ñ psqbpY ; t;Zq is the full twist acting on the
last t 2 tensor factors.
The formula is worth being restated in words. To apply the squared braiding to ps;Y ; t;Zq,
we write this as psqb pY ; t;Zq and act with the full twist on the “ribbon” pY ; t;Zq whose
“edges” are the two “vertex” linear spaces. Next, we deconcatenate psq into piqb ps iq
and then take ps iq past Y via braiding and evaluate the left adjoint action ps iq pt;Zq.
4.4. Remark. In the general position assumed in Secs. (2) and (3), no two punctures
w1, . . . , wm lie on the same line from the family. Degenerate cases where two punctures
happen to be on the same line (“two fixed lines collide”) can be studied in terms of another
homology complex, based on a stratification of the configuration space of the w1, . . . ,wm,
with the m punctures now “movable.” Similarly to what we did above, the differential of
the homology complex with coefficients in the corresponding local system then yields an
associative multiplication. The full-fledged geometric construction is not given here, but
the fusion product can be regarded as its “algebraic counterpart.” On the algebraic side,
in terms of the corresponding “large” Nichols algebra BpY q, we note that the case of a
subspace X  Y such that ΨpX bXq  X bX was considered in [25], where, under some
“nondegeneracy” assumptions, it was shown that a subalgebra K of BpY q exists such that
BpY q  K bBpXq as a left K-module and right BpXq-module. Specifically, K is the
kernel of braided derivations Bα for α P X Y  (with the last inclusion defined in terms
of dual bases), and BpY q  KbBpXq as a left K-module and right BpXq-module. This
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description of BpY q as KbBpXq is very appealing from the CFT standpoint: the algebra
of screenings has to be tensored just with pure (“unscreened”) vertex operators.
5. ONE-DIMENSIONAL X AND THE pp,1q LOGARITHMIC CFT MODELS
CFT applications are associated with diagonal braiding, which means that a basis pxiq
exists in the braided linear space X such that
(5.1) Ψ : xib x j ÞÑ qi j x jb xi
for some numbers qi j. The braiding involving the Y space is also assumed diagonal (in
addition to the qi j, it is then defined by qiβ , qα j, and qαβ , where α labels basis elements
of Y ). In Appendix C, we briefly describe the context in which diagonal braiding occurs
in the theory of Nichols algebras. It has been in the focus of recent activity, with profound
results (see [12, 23] and the references therein).
We specialize the constructions in Secs. 3–4 to the simple(st) case of a rank-1 Nichols
algebra that in the CFT language corresponds to the pp,1q logarithmic conformal mod-
els [40, 41] (also see [42, 32, 45, 46] and the references therein). We thus take X to be
the one-dimensional linear space spanned by a screening operator; the Y space is then
spanned by highest-weight vectors of representations of the lattice vertex-operator alge-
bra associated with the 1-dimensional lattice
?
2pZ. We fix an integer p ¥ 2 and set
(5.2) q e ipip .
5.1. CFT background.
5.1.1. Lattice vertex-operator algebra. Let ϕpzq be a free chiral scalar field with the
basic operator product expansion
ϕpzqϕpwq  logpzwq.
The space of observables F is the direct sum F 
À
jPZF j of Fock modules F j, j P Z,
generated by Bϕpzq from the vertices
(5.3) V jpzq V j0,0pzq  e
j
?
2p ϕpzq, j P Z
(the “double zero” notation is redundant at this point, but is introduced for uniformity
in what follows). A vector from F j has the form PpBϕpzqqV jpzq for a a differential
polynomial P.
The maximum local algebra acting in F is the lattice vertex-operator algebra L?2p
associated with the lattice
?
2pZ. The space F decomposes into a direct sum of 2p
simple L?2p-modules
F 
à
rPZ2p
Vr
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where Vr 
À
jr mod2p F j. The vacuum L?2p-module is generated from V 0  1.
Exchange relations for the vertex operators from F are
(5.4) V jpzqV kpwq  q jk2 V kpwqV jpzq, z ¡ w,
where the condition z¡ w is to be used for z and w lying on the same line from the family
introduced in 2.1.1, and is understood in the sense of the orientation chosen on the lines.
5.1.2. The pp,1q model and the triplet algebra. The pp,1q logarithmic CFT model is
based on the triplet vertex operator algebra originating in [40, 41]. This algebra can be
constructed by taking the kernel of the “short” screening operator in the vacuum repre-
sentation of L?2p [42]. The algebra is generated by three currents Wpzq, W 0pzq, and
W pzq given by
(5.5) Wpzq  e
?
2pϕpzq, W 0pzq  rS
 
,Wpzqs, W pzq  rS
 
,W 0pzqs,
where S
 

³
e
?
2pϕ (the “long” screening operator). The associated energy–momentum
tensor
T pzq  12BϕpzqBϕpzq 
p1
?
2p B
2ϕpzq,
encodes the Virasoro algebra with central charge c  136p 6p .
The main source of Hopf-algebra structures associated with the model is the “short”
screening operator
(5.6) Fp1q 
»
8 z 8
f pzq, f pzq V20,0 pzq  e

b
2
p ϕpzq.
We let X be the 1-dimensional space with basis (5.6).
5.2. HpXq and BpXq. The braided Hopf algebra H HpXq is the span of the iterated
screenings
(5.7) Fprq 
»
  
»
8 z1  zr 8
spz1q . . .spzrq, r ¥ 1.
It follows from (5.4) that
(5.8) ΨpFprqbFpsqq  q2rsFpsqbFprq
and
Fprq . Fpsq 
B
r  s
r
F
Fpr  sq,
where the q-binomial coefficients defined as
(5.9)
B
r
s
F

xry!
xsy!xr sy! , xry!  x1y . . .xry, xry 
q2r1
q21
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are specialized to q  q. In particular, xpy  0. The deconcatenation coproduct is
∆pFprqq 
r¸
s0
FpsqbFpr sq,
and the antipode follows by evaluating (3.1) for the above braiding:
S
pFprqq  p1qrqrpr1qFprq.
The counit is merely εpFprqq  δr,01.
The Nichols algebra of pX ,Ψq— the subalgebra BpXq in HpXq generated by Fp1q— is
therefore the linear span of the Fprq with 0¤ r ¤ p1.
We also write F  Fp1q; then F p  0 and the algebra B has the basis F i, 0¤ i¤ p1.
5.2.1. The Y space. We next specify the Y space, the source of Yetter–Drinfeld modules
over the Nichols algebra.
Setting V j V jp0q, we define the braided linear space
Y  spanpV j | j P Z4pq
where the braiding is
(5.10) ΨpV jbV kq  q jk2 V kbV j.
Also, the braiding of (elements of) X and Y is
(5.11) ΨpV jbFprqq  q jrFprqbV j, ΨpFprqbV jq  q jr V jbFprq.
5.3. Hopf bimodules and Yetter–Drinfeld BpXq-modules.
5.3.1. Hopf bimodules. For diagonal braiding, the Hopf bimodule ppY qq (see 3.2) de-
composes as ppY qq 
À
ippyiqq, where the sum is taken over a basis in Y that diagonalizes
the braiding. Hence, a Hopf BpXq-bimodule ppV jqq is generated from each of the 4p
chosen basis elements of Y . For each j  1, . . . ,4p, the basis in ppV jqq is
(5.12) V jr,t  pFprq; V j; Fptqq 
»
  
»
8 x1  xr 0 xr 1  xr t 8
spx1q . . .spxrqV jp0qspxr 1q . . .spxr tq, 0 ¤ r, t ¤ p1.
In this basis, the left and right BpXq-actions (see (3.3) and (3.4)) become
F .V jr,tpzq  xr 1yV
j
r 1,tpzq q
2r j
xt 1yV jr,t 1pzq,
V jr,tpzq . F  q2t jxr 1yV
j
r 1,tpzq xt 1yV
j
r,t 1pzq.
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The left and right coactions on ppV jqq are given, as usual, by deconcatenation of the
integrals in (5.12):
δLV js,t 
s¸
j0
Fp jqbV js j,t, δRV js,t 
t¸
j0
V js,t jbFp jq.(5.13)
5.3.2. “Multivertex” Hopf bimodules. The multivertex Hopf bimodules introduced in
3.4 are now labeled by j  t j1, j2, . . . , jℓu, where each ji ranges over 4p values. For each
such j, the Hopf bimodule ppjqq is the span of the V jt1,t2,...,tℓ 1 that are obtained by fixing,
once and for all, some z1   z2       zℓ in the expressions
V jt1,t2,...,tℓ 1pz1,z2, . . . ,zℓq  pFpt1q;V
j1
pz1q;Fpt2q;V j2pz2q; . . . ;Fptℓq;V jℓpzℓq;Fptℓ 1qq,
where 0 ¤ t j ¤ p1. These expressions are pt1  t2    tℓ 1q-fold integrals:

»
  
»
8 x11  x
1
t1 z1 x
2
1 ...
 xℓtℓ
 zℓ x
ℓ 1
1   x
ℓ 1
tℓ 1 8
ℓ
¹
n1

tn
¹
m1
 
spxnmq

V jnpznq
	
tℓ 1
¹
m1
 
spxℓ 1m q

with the integrations only over the x jti , not over the zi.
The structure of the BpXq-action on V jt1,t2,...,tℓ 1 P ppjqq is already clearly seen in the case
of two-vertex modules (ℓ 2). The left and right BpXq-actions are
F .V t j1, j2un1,n2,n3  xn1 1yV
t j1, j2u
n1 1,n2,n3  q
2n1 j1
xn2 1yV
t j1, j2u
n1,n2 1,n3
 q2n1 2n2 j1 j2xn3 1yV
t j1, j2u
n1,n2,n3 1,
V t j1, j2un1,n2,n3 . F  q
2n2 2n3 j1 j2
xn1 1yV
t j1, j2u
n1 1,n2,n3  q
2n3 j2
xn2 1yV
t j1, j2u
n1,n2 1,n3
 xn3 1yV
t j1, j2u
n1,n2,n3 1,
5.3.3. Yetter–Drinfeld BpXq-modules. As in 3.3, we take the space of right coinvari-
ants in ppV jqq, that is,
V j  spanpV js,0 | 0 ¤ s¤ p1q.
It is a (left–left) Yetter–Drinfeld BpXq-module under the left coaction (5.13) and the left
adjoint action described in 3.3.3, which now evaluates as
FprqV js,0 
B
r  s
r
F
s r1
¹
as
 
1q2a2 j

V jr s,0.(5.14)
THE NICHOLS ALGEBRA OF SCREENINGS 41
5.4. The module nomenclature. The dependence of the right-hand side of (5.4) (and
hence (5.10)) on j and k is through q jk2 , and is therefore 4p-periodic. By contrast, it is
clear from (5.14) that the module structure on V j depends on j modulo p (and in fact so
does the comodule structure).
Hence, if the braiding structure is forgotten, then there are only p nonisomorphic BpXq
module comodules among the V j (e.g., those with j 0, . . . , p1). If not only the module
comodule structure but also the braiding Ψ : BpXqbV j Ñ V jbBpXq is considered, then
there are 2p nonisomorphic objects among the V j. And finally, if these are considered
as objects in the braided category of Yetter–Drinfeld BpXq-modules, then 4p of them are
nonisomorphic.
It is therefore convenient to parameterize the “momenta” j as
(5.15) j  r1ν p mod 4p, r  1, . . . p, ν P Z4  t0,1,2,3u
to single out the range r  1, . . . , p that is only “seen” by the representation theory with
no braiding considered, and set
Vrpνq  V
r1ν p, r  1, . . . , p, ν P Z4.
The following statements are verified directly, using (5.14) and (5.13).
(1) The Yetter–Drinfeld modules Vppνq, ν P Z4, are simple.
(2) For 1¤ r¤ p1, the Yetter–Drinfeld moduleVrpνq contains a simple r-dimensional
Yetter–Drinfeld submodule
Xrpνq  spanpV r1ν ps,0 | 0 ¤ s ¤ r1q.
(3) The quotientVrpνq{Xrpνq is isomorphic to Xprpν 1q as an object in the braided
category of Yetter–Drinfeld BpXq-modules.
5.5. Fusion product and related structures. Formula (4.3) for the fusion product of
Yetter–Drinfeld modules takes the form
V jr,0dV
m
s,0 
s¸
i0
qi j
B
r  i
r
F
V t j,mur i,si,0.
The V t j,mur1 i,s1i,0 occurring in the right-hand side are elements of the two-vertex Yetter–
Drinfeld modules (see 4.2.3). The left adjoint action on these is most easily calculated
from the factorization formula (4.5): it follows that
(5.16) FprqV t j1, j2ut1, t2,0 
r¸
s0
qsp2t1 j1q
B
t1  r s
r s
FB
t2  s
s
F

r
¹
as 1
 
1q2pt1 2t2 a1 j1 j2q

s1
¹
b0
 
1q2pt2 b j2q

V t j1, j2ut1 rs, t2 s,0.
Calculations with these ingredients support the following conjecture.
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5.5.1. Conjecture. The fusion products of the Xrpνq, 1 ¤ r ¤ p, ν P Z4, decompose as
(5.17) XrpνqdXspµq 
minpr s1,2prs1q
à
j|rs| 1
X jpν µq `
p
à
j2prs 1
P jpν µq,
where both summations are with step 2 (and start at the lower limit, which may be essen-
tial for the second sum), and the P jpνq modules are as follows: Pppνq Xppνq, and each
Pspνq with s  1,2, . . . p 1 is an indecomposable Yetter–Drinfeld BpXq-module with
the structure of subquotients given by
(5.18) Xspνq
Xpspν1q Xpspν 1q
Xspνq
We illustrate this with examples.
5.5.2. Examples. We restrict ourself to p  3 and consider X3p0qdX3p0q and X2p0qd
X3p0q.
5.5.2.1. X3p0q dX3p0q. For p  3, we choose V t2,2ur,s,0 with 0 ¤ r,s ¤ 2 as a basis in
X3p0qdX3p0q. Using (5.16) and (5.13), we then verify that the subspace P1p0q spanned
by the vectors
(5.19) V t2,2u0,0,0 , V t2,2u1,0,0 V t2,2u0,1,0 ,
V t2,2u2,0,0 V
t2,2u
1,1,0 ,
V t2,2u0,2,0 ,
V t2,2u1,2,0 , V
t2,2u
2,2,0
is invariant under action (5.16) and the left coaction in (5.13), and is therefore a Yetter–
Drinfeld submodule in X3p0qdX3p0q. Moreover, the vectors are arranged in accordance
with the structure claimed in (5.18). For example, coaction applied to the top vector yields
1bpV t2,2u2,0,0 V
t2,2u
1,1,0 q Fp1qb pV
t2,2u
1,0,0 V
t2,2u
0,1,0 q Fp2qbV
t2,2u
0,0,0 , which is an element of
BpXqbP1p0q.8
Another Yetter–Drinfeld submodule in X3p0qdX3p0q is the span of
(5.20) V t2,2u0,1,0 , V t2,2u1,1,0  V t2,2u0,2,0 , V t2,2u2,1,0  V t2,2u1,2,0
Using (5.16) and (5.13), it is straightforward to verify that this last subspace is in fact
isomorphic to the Yetter–Drinfeld module X3p0q. Hence,
X3p0qdX3p0q  P1p0q`X3p0q,
8To check that the parameters ν of subquotients in (5.19) are as shown in (5.18), we represent the total
momenta of the relevant vertices in form (5.15). Because the elements of the module are related by either
the action or the coaction, it is straightforward to see that the ν-pattern is always as shown in (5.18). It
follows similarly that the ν parameter is always additive in (5.17).
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which is (5.17) in this particular case.
5.5.2.2. X2p0qdX3p0q. This space has the basis V t2,2ur,s,0 , with 0 ¤ r ¤ 1 and 0 ¤ s ¤ 2.
We suggestively arrange these vectors as
(5.21) V t1,2u0,0,0 ,
V t1,2u1,0,0 , x2yV
t1,2u
2,0,0  qV
t1,2u
1,1,0 ,
V t1,2u0,1,0 , qV
t1,2u
1,1,0  x2yV
t1,2u
0,2,0 ,
qV t1,2u2,1,0  x2yV
t1,2u
1,2,0
and then use (5.16) and (5.13) to verify that this is an indecomposable Yetter–Drinfeld
module, P2p0q (again, with the structure following the pattern in (5.18)), and hence
X2p0qdX3p0q  P2p0q,
again in accordance with (5.17).
5.6. d is not commutative. We next show that if the BpXq modules constructed above
are considered not as objects in the braided category of Yetter–Drinfeld modules but as
only BpXq module comodules with the braiding Ψ : BpXqbV j Ñ V j bBpXq (and with
the corresponding morphisms; see 5.4), then the d product is not commutative, i.e., the
product of two modules taken in two different orders may result in nonisomorphic mod-
ules. As in [69], showing this requires modules of the “O” type, labeled by a parameter
z P CP1. Such a BpXq module comodule, denoted by O2p0qp1,zq, is readily identified as
a sub(co)module in (5.19): for each z  z1 : z2, the relevant subspace is the span of
t1  z1V
t2,2u
0,0,0   z2V
t2,2u
1,2,0 , t2  z1pV
t2,2u
1,0,0 V
t2,2u
0,1,0 q  z2V
t2,2u
2,2,0 ,
b V t2,2u0,2,0 .
That this is a submodule subcomodule follows from the action and coaction formulas
F  t1  p1q2qt2, F  t2 z1p1q2qb, F b  0,
δLt1  1b t1  z2Fp1qbb, δLt2  1b t2 Fp1qb t1  z2Fp2qbb, δLb  1bb.
We now calculate X1p1qdO2p0qp1,zq and O2p0qp1,zqdX1p1q. From the action of F
on three-vertex objects
(5.22) F V ta,b,cut1, t2, t3,0  p1q
2t1 4t2 4t32a2b2c
qxt1 1yV
ta,b,cu
t1 1, t2, t3,0
 q2t1ap1q2t2 4t32b2cqxt2 1yV
ta,b,cu
t1, t2 1, t3,0
 q2t1 2t2abp1q2t32cqxt3 1yV
ta,b,cu
t1, t2, t3 1,0,
it is straightforward to see that
(5.23) X1p1qdO2p0qp1,zq  O2p1qp1,zq, O2p0qp1,zqdX1p1q  O2p1qp1,zq.
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The d product is therefore not commutative. Another way to see this is to consider the
braiding B from 4.3.1. On two-vertex Yetter–Drinfeld modules, the braiding operation
B from 4.3.1 becomes
BV t j1, j2us, t,0  p1q
tq
1
2 j1 j2tp j1  j2q tpt1q
s¸
r0
q j2r
B
t  r
t
F
V t j2, j1usr, t r,0.
A simple calculation with 4.3.1 and (5.22) shows that
(5.24) B : X1p1qdO2p0qp1,zq Ñ O2p0qp1,zqdX1p1q
is an isomorphism of module comodules.
The braided Hopf algebra BpXq admits an outer automorphism defined as
α : Fprq ÞÑ p1qrFprq
which acts on basis elements of BpXq-modules as
α : V js1,s2,...,sℓ,0 ÞÑ p1q
°ℓ
m1 smV js1,s2,...,sℓ,0,
where j  t j1, j2, . . . , jℓu and each ji ranges over Z4p. It is immediate to see that this
preserves the Yetter–Drinfeld condition (B.7), and also that
α : Xrpνq Ñ Xrpνq, α : Prpνq Ñ Prpνq,
but
α : O2p0qp1,zq Ñ O2p0qp1,zq.
We can then write (5.24) as
(5.25) B : X1p1qdO2p0qp1,zq Ñ α
 
O2p0qp1,zq

dα
 
X1p1q

.
The representation category of the triplet W -algebra in pp,1q models is equivalent to
the representation category of the Uqsℓp2q quantum group [43, 46] as Abelian categories.
But some indecomposable Uqsℓp2q representations (the “O” modules in [43], from which
the notation was borrowed above) demonstrate “noncommutativity” (tensor product in
two different orders gives nonisomorphic modules) [69]. Not surprisingly, this is “the
same” noncommutativity as in (5.23). The category of Yetter–Drinfeld BpXq-modules
with the braiding among them forgotten (and with the morphisms being module comodule
morphisms commuting with the braiding Ψ : BpXqbV j Ñ V j bBpXq) is equivalent to
the category of representations of the triplet W -algebra as an Abelian category.
In another form, the relation to pp,1q models can be expressed in terms of “categories
with monodromy” (entwined categories in [70])—which on the algebraic side is the cate-
gory of Yetter–Drinfeld BpXq-modules V endowed not with braiding but with the squared
braiding (monodromy) Ψ2 : VbWÑ VbW (and with the braiding Ψ : BpXqbVÑ
VbBpXq).
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5.7. The dual triangular part of the algebra. We recall the “braided double problem”
mentioned in the Introduction (see p. 8)—the nonexistence of an immediate analogue of
the Drinfeld double in the braided case. We have also noted that constructing an ordinary
Hopf algebra via double bosonization requires a list of conditions (cf. [61]). For our
current BpXq algebra of a very simple structure, we now show that introducing the dual
generator as in 3.5 at least leads to an associative algebra.
Considering B, we introduce E PB as the linear functional
(5.26) xE, Fprqy  δr,1.
A basis in B is then En with 0 ¤ n ¤ p1.
The action of E on Hopf bimodule elements (5.12), also denoted by  for uniformity
and defined by E V  xE, V
p1qyVp0q with coaction (5.13), is
(5.27) E V js1,s2 V
j
s11,s2.
Then the “commutator” evaluated in 3.5.1 becomes
(5.28)  pEqpFqq2pFqpEqV js1,s2 
 
1q4s1 4s22 j

V js1,s2.
Therefore, K2 defined in 3.5.1 can be assigned the following action on elements of the
corresponding Hopf bimodules (or, for s2  0, Yetter–Drinfeld modules):
(5.29) K2 V js1,s2  q4s1 4s22 jV js1,s2.
We then have the q-commutator relation (omitting the )
(5.30) EF q2FE  1K2 .
Remarkably, it also follows from (5.29) that
(5.31) K2F  q4FK2 , K2 E  q4EK2 .
We thus have an associative algebra DpBq generated by F , K2 , and E. (In addition,
F p  0 as we saw above, E p  0 either from (5.27) or from the fact that BpXq BpXq,
and K2 p  1 from (5.29)).
Interestingly, the operator K2 read off from (5.28) turns out to be “too coarse-grained”
compared with what we have in the nonbraided Hopf algebra that is the Kazhdan–Lusztig-
dual to the triplet W algebra—the Uqsℓp2q quantum group [32]. In fact, extracting a “root”
K of K2 , K2 K2 , allows making DpBq into the Uqsℓp2q quantum group; for this, we just
take KE and F as generators.
The relevant setting under which the occurrence of a nonbraided quantum group, such
as Uqsℓp2q, from a braided Hopf algebra, such as our BpXq, would not seem accidental
is offered by “double bosonization” in the version described in [61] (also see[71]), which
generalizes the Radford biproduct [62] (“bosonization” [63]) to triple “smash” products
A#H #B, where A and B are Hopf algebras in HHYD dual to each other and the Hopf
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algebra H is commutative and cocommutative. The relevant (and rather intricate) details
are discussed in [61]; a crucial necessary requirement is that the braiding (C.2) in HHYD
coincide with the braiding ub v ÞÑ v
p0q b vp1q  u, which is the braiding in YD
H
H for the
right–right Yetter–Drinfeld structure v h : s1phq v and v
p0q b vp1q : vp0q b spvp1qq.
That is, the condition is u
p1q  vb up0q  vp0q b vp1q  u, which for diagonal braiding
means that qi j  q ji.
6. CONCLUSIONS
We have outlined a strategy to construct Hopf algebra counterparts of vertex-operator
algebras in logarithmic CFT. Part of the original motivation was to eliminate, or “re-
solve,” the ad hoc elements of the approach in [32, 43, 33, 34]. The “purest and minimal-
ist” scheme appears to be the one based on braided Hopf algebras; relation to ordinary
Hopf algebras should then follow via some form of bosonization. The idea is therefore
that the “braided” approach is to play a more fundamental role in the duality of logarith-
mic CFT models with Hopf algebras{quantum groups.
In addition to its “strategic” significance, the braided ideology offers several attractive
possibilities at a more practical level. For example, the square of the braiding B calcu-
lated in Sec. 4.3.5 gives a powerful tool for constructing the center of the category: in a
rigid category, one of the two lines in (4.7) can be “closed” using evaluation and coeval-
uation, with the result representing a central element action on the module corresponding
to the other line. We expect to return to this in the future.
As we have noted, the choice of the basic contour system in Fig. 1.1 can be interpreted
as a space–time decomposition of the complex plane, with the lines interpreted as spatial
slices and a transverse direction as time. Topologically equivalent systems of contours
give isomorphic Nichols algebras of screenings. It might be interesting to consider dif-
ferent nonequivalent choices of contour systems, among which the one that immediately
suggests itself is the system of concentric circles, corresponding to radial quantization
in CFT.
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APPENDIX A. BRAIDS AND SHUFFLES
We here recall the definitions pertaining to the braid group and “quantum” shuffles,
and fix our conventions. In the last subsection in this appendix, A.6, we write a num-
ber of quantum shuffle identities that express the properties of Hopf and Yetter–Drinfeld
modules established in Secs. 3 and 4.
A.1. “Classical” shuffles. Let pi be a partition of n PN. We write pi ppi1, . . . ,pikq, where
pi1 Y   Y pik  r1, . . . ,ns. The subgroup Snpi  Sn of shuffle permutations subordinated
to pi consists of those functions Sn Q σ : r1, . . . ,ns Ñ r1, . . . ,ns that are monotonically
increasing on each pii.
A.2. Braids and “quantum” shuffles. Let pC ,b,Ψq be a braided monoidal category.
This means, in particular, that Ψ satisfies the braid equation (the hexagon equation in
disguise, with the associativity morphisms omitted)
pΨb idqpidbΨqpΨb idq  pidbΨqpΨb idqpidbΨq.
We recall that the Matsumoto section Sn Ñ Bn is constructed as follows. Each σ P Sn
decomposes into a product of elementary permutations: σ 
±
τi,i 1. Whenever this
product is of the minimum length, σ ÞÑ±Ψi,i 1.
For n objects Xi in pC ,b,Ψq and a partition pi of n, the (“quantum”) shuffle Xnpi P
EndpX1b . . .bXnq is
(A.1) Xnpi XnpirC s 
¸
σPSnpi
σC ,
where σ ÞÑ σC : Sn Ñ Bn Ñ EndpX1 b . . .bXnq is the composition of the Matsumoto
section and the braid group representation on X1b . . .bXn, and ℓpσq is the reduced length
of a σ P Sn. We omit C from the notation for the X. In fact, we mostly think of the
shuffles in (A.1) and similar formulas below in “universal” terms, as elements of the
braid group algebra (for braids on a “sufficiently large” number of strands, i.e., for an
inductive-limit braid group B
8
 lim
ÝÑ
Bn).
A.3. Notation. In a braided monoidal category pC ,b,Ψq, we use the standard notation
Ψi  idbpi1qbΨb idbpni1q : X1b . . .bXn
Ñ X1b . . .Xi1bXi 1bXibXi 2b . . .bXn,
The braid equation is then expressed as
ΨsΨs 1Ψs Ψs 1ΨsΨs 1.
The braiding of X1b . . .bXm with Y1b . . .bYn is effected by
Ψm,n  pΨn . . .Ψ1qpΨn 1 . . .Ψ2q . . .pΨn m1 . . .Ψmq.
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Another useful notation is the shift Òm: for any morphism of the form f  idbibF b
idb j, we set
f Òm  idbpi mqbFb idbp jmq.
The two notational conventions are related via ΨÒ ji Ψi  j.
A.4. Braided factorial and binomials. Particular cases of quantum shuffles are the
“braided binomials” and “braided factorials” (total symmetrizers)
Xr,s X
r s
pr,sq
P EndpXbpr sqq and Sn Xn
p1,...,1q P EndpX
bn
q,
associated with the respective partitions pr  sq  r  s and n  1    1. The braided
binomials satisfy (and are in fact determined by) the recursive relations
Xr,s 1 Xr,s Xr1,s 1Ψ
Òpr1q
1,s 1(A.2)
Xr 1,s X
Ò1
r,s  X
Ò1
r 1,s1Ψr 1,1(A.3)
(with X0,r Xr,0  id). Among the great many relations satisfied by these maps, we
note
Xm n,kXm,n Xm,n kX
Òm
n,k,(A.4)
Sm n Xm,nSmS
Òm
n ,(A.5)
and
r¸
i0
Xi,sX
Òpi s 1q
ri,t1 Ψ
Òi
ri,s 1 Xr,s t ,
t¸
j0
Xs, jΨ
Òs
1, j Xs 1,t .
A.5. Examples. The elements σ of S5
p3,2q are
p1,2,3,4,5q, p1,2,4,3,5q, p1,2,4,5,3q, p1,4,2,3,5q, p1,4,2,5,3q, p4,1,2,3,5q,
p1,4,5,2,3q, p4,1,2,5,3q, p4,1,5,2,3q, p4,5,1,2,3q,
and the corresponding σC are given by
id, Ψ3, Ψ4Ψ3, Ψ2Ψ3, Ψ2Ψ4Ψ3, Ψ1Ψ2Ψ3,
Ψ3Ψ2Ψ4Ψ3, Ψ1Ψ2Ψ4Ψ3, Ψ1Ψ3Ψ2Ψ4Ψ3, Ψ2Ψ1Ψ3Ψ2Ψ4Ψ3.
The sum of these gives X3,2, whose graphical representation is
X3,2           
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       
The “braided integers” tr 1u X1,r are explicitly given by
X1,1  id Ψ1    ,
X1,2  id Ψ1 Ψ2Ψ1      ,
X1,3  id Ψ1 Ψ2Ψ1 Ψ3Ψ2Ψ1        ,
and so on, with an obvious pattern. The “mirror integers” are
X2,1  id Ψ2 Ψ1Ψ2      ,
X3,1  id Ψ3 Ψ2Ψ3 Ψ1Ψ2Ψ3        ,
and so on.
A.6. Shuffle identities from braided Hopf algebra structures. We show how the ax-
ioms of braided Hopf algebras and their different modules in Sec. 3 and 4 are reformulated
as identities in the braid group algebra, in terms of the operators introduced in A.2–A.4.
A.6.1. Braided Hopf algebra axioms in terms of shuffles. For the product and co-
product in HpXq introduced in 3.1, the fundamental Hopf-algebra axiom in Eq. (B.1),
read from right to left, is equivalent to the identities
r¸
i0
s¸
j0
Xi, jX
Òpi  jq
ri,s jΨ
Òi
ri, j  pr  s 1qXr,s
The two sums in the left-hand side are the two coactions in the right-hand side of (B.1),
here in the form of the deconcatenations of prq into piqbpr iq and of psq into p jqbps iq;
the resulting groups of strands are then braided and shuffle-multiplied as prescribed by
the diagram. The numerical factor r  s  1 in the right-hand side is what remains in the
shuffle language of the coproduct ∆ : pr  sq ÞÑ
°r s
i0piqbpr  s iq in the left-hand side
of (B.1)
The defining properties of the antipode in (B.2) are equivalent to the identities
r¸
s0
Xs,rsSs  0 and
r¸
s0
Xs,rsS
Òs
rs  0 for all r ¥ 1.
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A.6.2. Hopf bimodule axioms in terms of shuffles. The axioms of Hopf HpXq-bimod-
ules can also be stated as identities in the braid group algebra. For example, to reformulate
the axiom relating the left action and left coaction (the first diagram in B.3), we first
decompose the left action in (3.3) into a sum
prq . ps;Y ; tq 
r
à
i0
Li,r,s,t
 
prqbps;Y ; tq

,(A.6)
where each Li,r,s,t maps in a particular graded component:
Li,r,s,t Xi,sX
Òpi s 1q
ri,t Ψ
Òi
ri,s 1 :
 
prqbps;Y ; tq

Ñ pi  s;Y ;r i  tq.
Then the left–left Hopf module axiom reformulates as
r¸
i0
pi  s 1qLi,r,s,t 
r¸
i0
s¸
j0
Xi, jX
Òpi  jq
ri,s j 1 tΨ
Òi
ri, j.
The left-module–right-comodule Hopf axiom is similarly expressed as the identity
r¸
i0
pt  r i 1qLi,r,s,t 
r¸
i0
t¸
j0
Xi,s 1  jX
Òpi s 1  jq
ri,t j Ψ
Òi
ri,s 1  j.
The right action in (3.4) can similarly be represented in the form that explicitly shows
the graded components in the target,
ps;Y ; tq . prq 
r
à
i0
Ri,s,t,r
 
ps;Y ; tqbprq

,(A.7)
where
Ri,s,t,r Xs,iX
Òps i 1q
t,ri Ψ
Òs
t 1,i : ps;Y ; tqqbprqÑ ps  i;Y ; t  r iq
satisfies the identities similar to those for Li,r,s,t .
A.6.3. The Yetter–Drinfeld axiom in terms of shuffles. Referring to the construction
of Yetter–Drinfeld modules in 3.3, we next write the “quantum shuffle” identity that is
a braid-algebra translation of the Yetter–Drinfeld axiom satisfied by the adjoint action
and the deconcatenation coaction. Diagram (B.7) expressing the Yetter–Drinfeld axiom
translates into the shuffle identity
r¸
i0
i s¸
j0
X j,riΨ
Ò j
i s j 1,ri Adi,sΨ
Òi
ri,s 1 
r¸
i0
s¸
j0
Xi, j Ad
Òpi  jq
ri,s j Ψ
Òi
ri, j.
In the left-hand side here, the two Ψ are the two braidings in the left-hand side of (B.7);
the sum over i corresponds to the coproduct and the sum over j to the coaction in the
left-hand side of (B.7); Adi,s is, clearly, the ✡ action, and X j,ri is the product in the
algebra. In the right-hand side, similarly, the sum over i corresponds to the coproduct, the
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sum over j to the coaction, and the three operators from right to left are the braiding, the
adjoint action, and the product in the right-hand side of (B.7).
APPENDIX B. BRAIDED HOPF ALGEBRAS
For basics on Hopf algebras, we refer the reader to [72, 73]. The main definitions
pertaining to braided Hopf algebras [63] (also see [67, 68, 31, 66]) are recalled in what
follows.
B.1. Standard notation and definitions.
Eine besondere Bezeichnungsweise mag unwichtig sein,
aber wichtig ist es immer, dass diese eine
mögliche Bezeichnungsweise ist.
L. WITTGENSTEIN, Tractatus, 3.3421
We use the standard graphical notation for braided categories [66]. The braiding Ψ :
XbYÑ YbX of two objects X and Y in a braided monoidal category C is denoted as
X Y
The diagrams are read from top down. In most cases, X and Y are omitted from the
notation.
B.1.1. Braided Hopf algebra axioms. For a bialgebra H in C , the product HbHÑH
and coproduct HÑHbH are respectively denoted as
✍✌and ✎☞
The “trademark” of braided Hopf algebras is the braided bialgebra axiom expressing the
compatibility condition between the above two maps. It is given by the following identity
for maps HbHÑHbH:
(B.1)
✍✌
✎☞
✎☞✎☞
✍✌✍✌
The axiom for the antipode S : HÑH is
(B.2)
✎☞✞✝ ☎✆S✍✌

✎☞✞✝ ☎✆S✍✌

❝
❝
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where ❝ is the counit and ❝ is the unit of H. It then follows that
✞✝ ☎✆S✎☞
✎☞
✞✝ ☎✆S ✞✝ ☎✆S
and
✍✌✞✝ ☎✆S 
✞✝ ☎✆S ✞✝ ☎✆S
✍✌
B.1.2. Modules and comodules. Left module, left comodule, right module, and right
comodule structures are expressed as
H X X X H X✍ ✎ ✌ ☞
X H X X X H
The left module axiom (“associativity” of the action) is
✍
✍ 
✍✌
✍
The left comodule axiom (“coassociativity” of the coaction) is an upside-down of this,
and the right module and right comodule axioms are formulated similarly (mirror sym-
metrically).
A left–left (left–right) Hopf H-module in C is a left module and left (right) comodule
with the action and coaction satisfying the respective axiom
(B.3)
✍
✎
✎☞✎
✍✌✍
and
✍
☞
✎☞☞
✍ ✝✆
Mirror-reflected versions define the Hopf-module axioms for right action and right coac-
tion, and for right action and left coaction:
(B.4)
✌
☞
☞✎☞
✌✍✌
and
✌
✎ 
✎✎☞
✝✆ ✌
B.1.3. Hopf bimodules. A Hopf bimodule (“bi-Hopf module”) in a braided category C
is a left–left Hopf module that is also a right–right, left–right, and right–left Hopf module,
as well as a bimodule and a bicomodule. Hence, both (B.3) and (B.4) hold, and the left
action commutes with the right action, and similarly for the coactions.
Hopf bimodules in braided categories were studied in [68, 31], where further refer-
ences can be found (Hopf bimodules appeared in [26] as “bicovariant bimodules”; also
see [64]).
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B.1.4. “Relative antipode.” Bespalov’s “relative antipode” [67] is defined for any Hopf
bimodule X as the map σ : XÑX given by
(B.5) σ :
✎☞✞✝ ☎✆S ✞✝ ☎✆S✍✌
B.1.5. The “adjoint” action. Any H-bimodule carries the (left) “adjoint” action of H
given by
(B.6) ✍ 
✞☎
✡✞✝ ☎✆S✠
 . p . bSqpidbΨqp∆b idq
(where . stands for both left and right actions). The quotation marks in “adjoint” are to
remind us that this is not necessarily the adjoint action of H on itself; we omit them in
most cases, however.
B.1.6. Yetter–Drinfeld modules. In a braided category, a left–left Yetter–Drinfeld (a.k.a.
“crossed”) module is a left module under an action ✡ : HbYÑ Y and left comodule
under a coaction ☛ : YÑHbY that are related as
(B.7)
H Y✎☞
✍

✎
✍✌

H Y
✎☞✎
✍✌✍

Yetter–Drinfeld modules in braided categories were studied in [67, 68], where further
references can be found. They form a braided monoidal category: the action on YbZ is
diagonal, which means that
(B.8) ✍ 
✞☎
✍

✍

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and the coaction is codiagonal (the upside down of the above diagram). The braiding and
the inverse braiding are well known to be respectively given by (see, e.g., [67])
(B.9)
✎
✍

and
✎
✞✝ ☎✆S1✍

(we always assume the antipode to be bijective, i.e., S1 to exist).
For a Yetter–Drinfeld module Y, the “squared relative antipode” [67] is the map σ2 :
YÑ Y given by
(B.10) σ2 :
✎✞✝ ☎✆S✍

(see [68] for its properties and use).
B.1.7. Category equivalence. For a Hopf algebra H in a braided monoidal category
with split idempotents, the category H
H
MH
H
of Hopf H-bimodules is braided monoidal
equivalent to the category H
H
YD of Yetter–Drinfeld H-modules. The functor H
H
MH
H
Ñ
H
H
YD is given by taking right coinvariants, and the inverse functor, by induction (see [67,
68] and the references therein, [64] in particular).
B.2. The H map of Hopf bimodules. As before, we fix a Hopf algebra H in a braided
monoidal category C and consider Hopf bimodules over H.
The tensor product of two Hopf bimodules can be given the structure of a Hopf bi-
module under the “left” left action, codiagonal left coaction, “right” right action, and
codiagonal right coaction, respectively given by
(B.11) L : ✍ δ 1L :
✎✎
✝✆ R :
✌ δ 1R :
☞☞
✝✆
(see, e.g., [68, 31]).
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B.2.1. For any two Hopf bimodules X and Y, we define HpXbYq as
(B.12)
X Y
☞✎
✌✍
The map H intertwines the actions and coactions in (B.11) respectively with the diagonal
left action, “left” left coaction, diagonal right action, and “right” right coaction:
(B.13) L :
✞☎
✍ ✝
δL : ✎ R :
✞☎
✆ ✌
δR : ☞
i.e.,
H  L  L  pidbHq, pidbHq  δ 1L  δL  H,
H  R  R  pHb idq, pHb idq  δ 1R  δR  H .
This is shown by simple manipulations with the diagrams. For example, to prove the
second identity, we start with its right-hand side and use the relevant Hopf-module axiom
and then the coaction property and the commutativity of left and right coactions:
(B.14) δL  H
☎✞
✎✆✝

☞✎
✎
✎☞✍
✝✆ ✌

✎✎✞
☎
✝✆ ✆✝
 pidbHq  δ 1L .
B.2.2. It follows that H is associative in the following sense:
HpHpXbYqbZq  HpXbHpYbZqq,
where each of the inner HpU,V q is understood as a Hopf bimodule under pL ,δL, R ,δRq.
This is also readily verified diagrammatically, with both sides of the last formula being
given by ✟☛ ✟☛✟ ☛
✠ ✡
✠✡ ✠ ✡
where ✎☞ ☛ ✟and ✍✌ ✡ ✠
We can therefore define HpXbYbZb . . .q by nesting.
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B.3. The I ([ı:]) map of right coinvariants. For right coinvariants in Hopf bimodules,
H in (B.12) reduces to the map I : XbYÑXbY given by the diagram
I :
✎
✌
which yields right coinvariants and which inherits the property to intertwine δ 1L and δL ,
i.e.,
(B.15)
☛ ☛
✝✆ ✎
✠

✎
✌
✎
as an immediate application of a Hopf-module axiom, with both sides being equal to
☛ ☛
✞☎
✂ ✁ ✠
.
We also have I  R  R  pIb idq. In verifying the associativity, we then find that
(B.16) IpIpXbYqbZq IpXbIpYbZqq 
✎ ✞✁
✄
✆ ✌
This allows defining the action of I on multiple tensor products of right coinvariants
in Hopf bimodules by nesting.
Right coinvariants in Hopf bimodules can be viewed as Yetter–Drinfeld modules un-
der the adjoint action. The I map intertwines the diagonal action on tensor products,
Eq. (B.8), as follows:
(B.17)
✞☎
✍

✍

✎
✌

☛
✞☎ ✌
✍ ✞☎
✡ ☛ ✟✞✝ ☎✆S✆
✞✝ ☎✆S✆
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This is shown by direct calculation in Fig. B.1. Everything below the top I-diagram in
l.h.s. of (B.17)
✎☞
✞☎
✞☎
✞✝ ☎✆S ✞✝ ☎✆S✍ ✍
✌ ✌✞
✌
X

✞☎
✍✎☞✞✝ ☎✆S ✎☞✠
✍✞✞✝ ☎✆S
✞☎
✝✆ ✌
✌

✞☎
✍✎☞✞✝ ☎✆S ✎☞✌✞☎
✞ ✎☞✞✝ ☎✆S ✞✝ ☎✆S✝✆✝ ✌
✍✌
✆

✞☎
✍✎☞✞✝ ☎✆S ✎☞
✞☎
✌✎✎☞
✌ ✞✝ ☎✆S ✞✝ ☎✆S✌✍✌
✌

✞☎
✍✎☞
✎✎☞✞✝ ☎✆S ✞✝ ☎✆S✌✍✌
✌
 r.h.s. of (B.17)
FIGURE B.1. Proof of (B.17). The X equality and the next one use two Hopf-
module axioms and the braided anti-automorphism property of the antipode. The
equality connecting the two lines of the formula involves the right action associa-
tivity property, and the next equality uses coassociativity to isolate a “bubble” as
in (B.2), which is then eliminated.
the right-hand side of (B.17) shows how the Hopf algebra acts on IpXbYq.
The pattern extends to multiple tensor products in the manner that is entirely clear
from the example of a triple product: the I map “squared,” i.e., the diagram in (B.16),
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intertwines the diagonal adjoint action on a triple tensor product with the action given by
✞☎
✍✞☎
✍✞☎
✍ ✞☎✞✝ ☎✆S✆
✞☎✞✝ ☎✆S✆
✞✝ ☎✆S✠
The extension to n-fold tensor products is now entirely obvious (and gives a fully braided
version of the “unexpected” action in [74]). The action on the last, rightmost tensor factor
is the adjoint in all cases.
APPENDIX C. YETTER–DRINFELD BRAIDING AND DIAGONAL BRAIDING
An important class of braidings is provided by Yetter–Drinfeld categories.
Let H be an ordinary Hopf algebra (with bijective antipode s). A left–left Yetter–
Drinfeld H-module R is by definition a left H-module (with an action HbRÑR : hbr ÞÑ
h r) and left H-comodule (with coaction R Ñ H bR : r ÞÑ r
p1q b rp0q) satisfying the
defining axiom
ph1 rq
p1qh
2
bph1 rq
p0q  h
1r
p1qbh
2
 r
p0q
(which is just (B.7) with the braiding given by transposition), or equivalently
(C.1) ph rq
p1qbph rqp0q  h
1r
p1qsph
3
qbh2 r
p0q.
The category HHYD of Yetter–Drinfeld H-modules is monoidal and braided, with the
braiding and the inverse given by (cf. (B.9))
Ψ : UbVÑ VbU : ub v ÞÑ u
p1q vbup0q,(C.2)
Ψ1 : VbUÑUbV : vbu ÞÑ v
p0qb s
1
pv
p1qqu.(C.3)
A Hopf algebra R in HHYD is a Yetter–Drinfeld H-module and a braided Hopf algebra
whose braiding is that of HHYD and whose operations are HHYD morphisms (this notion
can be defined purely categorically).
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Any braided Hopf algebra whose braiding is rigid can be realized as a Hopf algebra in
H
HYD for some ordinary Hopf algebra H (which is by far not unique) [39].
For a Hopf algebra R in HHYD , we consider left R modules and comodules Y P HHYD .
Because any such Y is also an H module and comodule, we have to clearly distinguish
the different actions and coactions. We write ráy and h.y for the R and H actions, and
y ÞÑ y
1b y 0 P RbY and y ÞÑ y
p1q b yp0q P HbY for the coactions. That the R-coaction
is an H-comodule morphism is then expressed as
(C.4) y
p1qb yp0q1b yp0q 0  y1p1qy 0 p1qb y1p0qb y 0 p0q P HbRbY.
It is also an H-module morphism: ph.yq
1bph.yq 0  ph1  y1qbh2.y.
If we assume that the braided linear spaces X and Y in Secs. 3 and 4 are objects in
H
HYD , then Ψ is given by (C.2) and there is an H-coaction x ÞÑ x
p1q b xp0q on X , and
similarly on Y , and then
px1b . . .b xnq
p1qbpx1b . . .b xnqp0q  x1p1q . . .xnp1qbpx1p0qb . . .b xnp0qq.
Also, p q1 bp q2 and p q
1bp q 0 are now the deconcatenation coproduct and coaction:
px1b . . .b xnq
1
bpx1b . . .b xnq
2

n¸
i0
px1b . . .b xiqbpxi 1b . . .b xnq
and
px1b . . .b xnb yq
1bpx1b . . .b xnb yq 0 
n¸
i0
px1b . . .b xiqbpxi 1b . . .b xnb yq.
The adjoint action
Ad1,s : X bXbsbY Ñ Xbps 1qbY
then evaluates as (for x P X and b P XbsbY )
Ad1,s
 
xbb

 x
p1q b1b xp0qbb 0  xp1q
1


b
1bb 0
p1qspxp1q
2
qx
p0q bb 0 p0q
	
.
Diagonal braiding in Yetter–Drinfeld categories is associated with commutative co-
commutative H, i.e., group algebras of (finite) Abelian groups. This case has been con-
sidered in numerous papers, and in particular in the “Nichols” context—in the framework
of Andruskiewitsch and Schneider’s classification program ([13, 14], and the references
therein). We follow these papers in briefly recalling the relevant points about diagonal
braiding.
For a finite group Γ, left Yetter–Drinfeld kΓ-modules are Γ-graded vector spaces X 
À
gPΓ Xg with a Γ action such that gXh  Xghg1 ; the left comodule structure is here
given by δx  gb x for all x P Xg. If, moreover, Γ is Abelian, then Yetter–Drinfeld kΓ-
modules are just Γ-graded vector spaces with an action of Γ on each Xg. The action is then
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diagonalizable, and hence X 
À
χPpΓ X
χ
, where X χ  tx P X | gx  χpgqx for all g P Γu
and pΓ is the group of characters of Γ. Then
X 
à
gPΓ, χPpΓ
X χg ,
where X χg  X χ XXg. Hence, each Yetter–Drinfeld kΓ-module X has a basis pxiq such
that, for some gi P Γ and χi P pΓ, δxi  gib xi and gxi  χipgqxi for all g. The braid-
ing (C.2) then takes the form (5.1) with qi j  χ jpgiq.9
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