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Abstract Protein^protein interactions are facilitated by a
myriad of residue^residue contacts on the interacting proteins.
Identifying the site of interaction in the protein is a key for
deciphering its functional mechanisms, and is crucial for drug
development. Many studies indicate that the compositions of
contacting residues are unique. Here, we describe a neural net-
work that identi¢es protein^protein interfaces from sequence.
For the most strongly predicted sites (in 34 of 333 proteins),
94% of the predictions were con¢rmed experimentally. When
70% of our predictions were right, we correctly predicted at
least one interaction site in 20% of the complexes (66/333).
These results indicate that the prediction of some interaction
sites from sequence alone is possible. Incorporating evolutionary
and predicted structural information may improve our method.
However, even at this early stage, our tool might already assist
wet-lab biology.
1 2003 Published by Elsevier Science B.V. on behalf of the
Federation of European Biochemical Societies.
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1. Introduction
In silico studies of protein^protein interactions pursue two
objectives. On the macro level, research focuses on mapping
networks of protein interactions [3^9]. On the micro level, the
e¡ort concentrates on understanding the mechanisms of inter-
action and on predicting interaction sites [6,10^16]. With the
growth of genome data, an increasing number of computa-
tional studies address the ¢rst task of delineating all protein
networks [17^24]. Very few studies explicitly target the micro
level, i.e. focus explicitly on predicting interaction sites from
sequence or structure [11,19,25^28]. Identi¢cation of interac-
tion sites is critical for a comprehensive understanding of
molecular processes, as well as for drug design and quaternary
structure prediction. Furthermore, once the residues that in-
teract are identi¢ed, it may be simpler to determine with what
other protein they interact. Thus, success at the micro level
could foster research at the macro level. Gallet et al. have
suggested that the hydrophobic moment [29] su⁄ces to predict
protein^protein and protein^substrate interaction sites [27].
However, they did not establish the false positive and false
negative rates. Pazos and Valencia [19] have introduced an ‘in
silico two-hybrid system’ that attempts both to identify inter-
acting pairs of proteins and to detect the residues that mediate
this interaction. Their method is based on the comparison of
mutations in pairs of proteins within di¡erent genomes;
hence, it is somehow con¢ned to sequences that have many
available homologues. Other methods use information about
three-dimensional (3D) structure to predict interaction sites
based on structural features and evolutionary information
[28,30].
Why are there so few attempts to predict interaction sites
from sequence? Most studies analyze protein^protein interfa-
ces through surface patches that include residues which are
non-consecutive in sequence. If the spatial features of surface
patches govern the interactions, it would be impossible to
predict protein^protein interaction sites from sequence alone.
Previously, we showed that residues in interfaces have a sig-
ni¢cantly di¡erent amino acid composition than the rest of
the protein [31]. Here, we demonstrate that the majority of
interacting residues are clustered in sequence segments of sev-
eral contacting residues. The combination of these two ¢nd-
ings suggests that it might be possible to predict some inter-
action sites from sequence. To check this hypothesis, we
trained neural networks on the largest possible non-redundant
dataset of sequence segments for which we have high-resolu-
tion data about protein^protein interactions (true positives)
and those that are not known to interact externally (true
negatives). We found that it is indeed possible to predict
many interaction sites from sequence at surprisingly high lev-
els of accuracy.
2. Materials and methods
2.1. Data set
We trained and tested on non-redundant subsets from the Protein
Data Bank of experimentally determined 3D structures of proteins
(PDB) [1,2]. Interfaces di¡er between homo- and heteromers, as well
as between permanently and transiently interacting peptides [31].
Therefore, we chose to focus on one type of interaction only: the
transient interaction between two non-identical chains (protein^pro-
tein interactions). We used a data mining procedure [31] to identify
complexes of transiently interacting protein chains. Applied to the
non-redundant PDB, this procedure yielded 1134 chains in 333 com-
plexes; there were 59 559 contacting residues. A residue was de¢ned to
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be in a protein^protein interaction if any of its atoms was 9 6 AO from
any atom of the other protein. As in our previous work [31], we solely
applied distance cut-o¡s to identify contacting residues, i.e. we did not
use surface patches. All data are available at http://cubic.bioc.colum-
bia.edu/results/2003/interact_febs/.
2.2. Prediction method
We trained standard feed-forward neural networks with back-prop-
agation and momentum term [32,33] on windows of nine residues
consecutive in sequence. A window was de¢ned as an interaction
site, if the central residue was in contact with a residue in another
protein. This yielded a set with 59 559 true positives. We trained on
two thirds of the data and tested on the remaining one third. Then, we
rotated around, such that each protein was once used for testing, i.e.
we actually trained three di¡erent versions of all networks. No chain
in the test set had an HSSP value smaller than 2 to any chain in the
training set [34]. (Note: the HSSP curve [34,35] relates alignment
length to pairwise sequence identity in order to establish levels of
signi¢cant sequence identity; for alignments longer than 250 residues,
an HSSP distance +2 implies 22% identical residues.) The neural net-
work has one hidden layer with 189 input, 300 hidden, and two out-
put units (interaction site or not). Next, we ¢ltered the raw network
predictions. Our analysis of protein interfaces suggested that most
interacting residues have other interacting residues in their sequence
neighborhood (Fig. 1). Therefore, we eliminated all isolated raw pre-
dictions, i.e. those with fewer than four predicted residues within a
window of six adjacent residues (three on either side).
2.3. Measuring accuracy
We evaluated the performance of our method by its accuracy (num-
ber of correctly predicted protein^protein (p-p) sites/number of pre-
dicted p-p sites), and coverage (number of correctly predicted p-p
sites/number of observed p-p sites). Note that all estimates were de-
rived for the test set, and that there was no signi¢cant pairwise se-
quence similarity between any protein in the test and training sets that
could have enabled homology-based predictions [6,16].
2.4. Random and simple predictions
To obtain the expected coverage and accuracy at random we
shu¥ed the predictions and randomly assigned them to the residues
in the test set. This process accounts for any size e¡ect that can be
caused by the number of predictions. Furthermore, it enabled us to
¢nd a speci¢c expectation for each scaling of the prediction. Note that
we generated di¡erent random models for di¡erent values of the ROC
curve (Fig. 2). While the random reshu¥ing established to which
extent our predictions could have been reproduced by random, we
also tested a simple prediction method to establish that the perfor-
mance of our method was non-trivial. In particular, we predicted all
hydrophobic residues [29] predicted to be exposed by PROFacc [36^
38] to be interaction sites.
3. Results
3.1. Local sequence segments contribute substantially to
protein^protein interactions
Are interaction sites formed by residues consecutive in se-
quence? We found that more than 98% of the protein^protein
contacts had at least one interacting residue in their local se-
quence vicinity, i.e. within four residues N- or C-terminal;
80% had ¢ve or more contacts in their neighborhood (black
bars in Fig. 1). When applying a more restrictive distance
threshold for contacts (9 4 AO ), we found slightly fewer resi-
dues in the sequence neighborhood (gray bars in Fig. 1).
However, the majority of nine-mers still contained ¢ve or
more contacting residues. Combined with the observation
that interacting residues tend to have unique compositions
[31], this ¢nding suggested that interaction sites are detectable
from sequence alone.
Fig. 1. Distribution of interacting residues in segments of nine con-
secutive residues. We employed two di¡erent distance thresholds to
consider a residue involved in protein^protein interfaces, namely
when the closest atom pair between two residues in di¡erent pro-
teins was closer than 4 (gray) or 6 (black) AO . Although the distribu-
tion for the less permissive 4 AO cut-o¡ is moved slightly to shorter
segments, both distributions clearly demonstrate that most interface
residues have other contacting residues in their sequence neighbor-
hood.
Fig. 2. Signi¢cant improvement over random. The random results
were obtained as follows. The predictions of the network were
scrambled and assigned randomly to the residues in the test set.
Then the ¢ltering stage was applied to these ‘predictions’, to reveal
any size e¡ect that might result from the distributions of the con-
tacts and the predictions. The number of correctly predicted con-
tacts/number of predicted contacts (accuracy, y-axis) represents the
fraction of correct positive predictions; the x-axis (number of cor-
rectly predicted/number of observed contacts) represents the fraction
of interacting residues that were correctly predicted as a percentage
of all known interactions. The random predictions never reached
levels of coverage s 2%, and its accuracy hovered around 0.4. Our
method had substantially better accuracy for any level of coverage.
Note the accuracy drops signi¢cantly if we force the system to de-
tect more than 0.5^1% of all the observed contacts. However, at a
level at which we detect at least one interaction site in each protein,
70% of the predictions are correct.
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3.2. Predictions substantially better than random and
simple method
The ¢rst stage raw network predictions were characterized
by a high coverage (correctly predicted/observed) at the cost
of low accuracy (correctly predicted/predicted): only 20^42%
of the predictions were correct (compared to 14^38% that are
expected at random), but approximately 30% of the contact-
ing residues were found (22% expected at random). The ¢lter-
ing eliminated many of the wrong predictions. For all levels of
prediction strength, our ¢ltered predictions were clearly above
random (Fig. 2). We previously found that single residue fre-
quencies contain rather weak preferences for protein^protein
interactions. It was then not surprising that a neural network
trained on single residues did not outperform the random
prediction markedly (data not shown). Interestingly, the sim-
ple method that predicted all exposed hydrophobic residues as
interaction sites also did not perform much better than ran-
dom (data not shown).
3.3. Extreme point: very high speci¢city for few strong
predictions
When we calibrated our system to the point of its strongest
predictions, 94% of the predicted protein^protein interaction
sites were correct, i.e. constituted observed contacts according
to our de¢nition. At this accuracy, we successfully identi¢ed
58 sites from 28 chains in 20 complexes. In these 28 chains, all
these strong predictions were correct. The random model
yielded 0 correct predictions for the same cut-o¡. At 70%
accuracy, we identi¢ed 197 sites (expected at random: 12 res-
idues) from 95 chains in 66 complexes; in 81 of these chains,
all predictions were correct.
3.4. Safely identifying few interaction sites can assist
experiments
Although most interactions involve many residues, single
point mutations usually su⁄ce to disrupt the interaction.
Therefore, correctly identifying even a single residue in the
interface may make it possible to experimentally manipulate
that interaction. For instance, the key for interaction in a
complex of ubiquitin protein ligase and its substrate recogni-
tion component is the insertion of W109 on the F-box protein
[39] (gray in Fig. 3) into a pocket of the SKP1 protein (or-
ange). Our method correctly predicted two residues in SKP1
(green), both were in the inner side of the pocket.
4. Discussion and conclusions
4.1. Interaction sites are mapped to local sequence segments
The vast majority of residues in protein^protein interfaces
were clustered in consecutive, local sequence neighborhoods
(Fig. 1). Clearly, there are many long-range e¡ects that in£u-
ence the interactions and are not expected to be detectable
from sequence, yet our results demonstrate that at least in
some interaction sites, the local sequence signal su⁄ces for
prediction from sequence.
4.2. Really true negative?
One of the main problems in assessing predictions of pro-
Fig. 3. Example for prediction mapped onto 3D structure. When scaled for highest accuracy (94%), our method correctly identi¢ed some con-
tacts in 28 chains; one of these is presented here. The method identi¢ed two residues (green) in the ubiquitin ligase skp1^skp2 complex [39].
Both of the predictions are part of a pocket that accommodates the Trp109 in SKP-2 F-box protein. Note that there were no wrong predic-
tions in this complex at the given threshold for the prediction strength.
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tein^protein interactions is the di⁄culty of determining the
false positive rate. Even if we have high-resolution informa-
tion about a complex involving an interaction between pro-
teins A and B, it is impossible to rule out that there are addi-
tional interaction sites on the surface of A, e.g. for an
interaction with another protein C. Therefore, the few existing
methods for the prediction of interaction sites refrain from
elaborating on their false positive rate. Yet, there is little value
in a prediction method that does not assess its false positive
rate. A good approximation for the false positive rate of a
method can be obtained from the accuracy vs. coverage curves
for known complexes. As a rule of thumb, a method that
predicts many residues that are not experimentally con¢rmed
is likely to have a high false positive rate. We adopted a rather
radical perspective in which we considered everything that was
not observed in the 3D structure of the complex as true neg-
atives. Thus, our estimates for accuracy were extremely con-
servative or pessimistic. Another way of assessing perfor-
mance is through comparison with random predictions [40].
This can be done by scrambling the predictions and reassign-
ing them randomly to the data points. If the predictions are
accurate and have a low false positive rate, we expect them to
be substantially better than random. In contrast to the simple
prediction method (all exposed hydrophobic residues pre-
dicted as interaction sites), our ¢ltered predictions were very
impressive by this comparison (Fig. 2).
4.3. Simple method already useful
To compare our predictions to other methods, we imple-
mented the previously published hydrophobic moment predic-
tor [27]. On our data set that method did not outperform our
simple prediction method, i.e. 12% of the predictions were
correct when 11% of the observed contacts were retrieved.
The low coverage at the residue level notwithstanding, analy-
sis of the results at the protein level suggested that even this
rather simple method is already useful. The results are encour-
aging also because of the prospects for the future. Previous
works [19,27] laid the conceptual foundations for predicting
interaction sites from sequence using evolutionary informa-
tion or biophysical features. Combining the local sequence
signal used by the method introduced here with evolutionary
information, energy considerations and structural features
may yield progress for this hard problem.
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