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FROM PARSEVAL TO GROTHENDIECK AND A LITTLE BEYOND,
PART I
RON BLEI
1. Foreward
Le the´ore`me fondamental de la the´orie metrique des produits tensoriels had first
appeared, so dubbed, in Alexander Grothendieck’s landmark work (Grothendieck, 1953)
that at the time went largely unnoticed. Fifteen years later in another landmark work
(Lindenstrauss and Pelczynski, 1968), the fundamental theorem, its essence distilled, was
reformulated as the Grothendieck inequality, and, since then, has been applied, extended,
and reinterpreted in diverse contexts and settings (Pisier, 2012).
Our work on and around the Grothendieck inequality – a fundamental statement
about Euclidean spaces – began four or so decades ago with the observation that Little-
wood’s mixed-norm inequality and the Khintchin pL1R ãÑ L2q-inequality are, in a precise
sense, equivalent. Noting that Littlewood’s inequality is a special case of Grothendieck’s,
and therefore so is Khintchin’s, we considered a question that seemed natural to us: can
the Grothendieck inequality be derived from the Khintchin inequality? The answer was
yes, and the key an ’upgrade’ of the Khintchin inequality (Blei, 1977).
An ’upgrade’ here means this. Each of the aforementioned inequalities is equiva-
lent to existence of dual maps : pl2 ãÑ L8q-interpolants (the Khintchin inequality),
pl8,2 ãÑ Mq-interpolants (Littlewood’s inequality), and pl2 ãÑ L8q-representations (the
Grothendieck inequality), each in effect expressing a property of Euclidean space. An
’upgrade’ in our context refers to existence of dual maps with an additional property, not
a priori guaranteed by the corresponding inequality. The task at hand – a derivation
of the Grothendieck inequality from Khintchin’s – required control over pl2 ãÑ L8q-
interpolants that was not provided by the Khintchin inequality proper. The derivation
generalized, and indeed opened paths to other ’Grothendieck-type’ descriptions of Eu-
clidean as well as non-Euclidean spaces.
Our starting point is a ’dual’ view of the Grothendieck inequality: the existence of rep-
resentations of Euclidean vectors by bounded functions (via pl2 ãÑ L8q-representations),
analogous to the classical representations by square-integrable functions (via unitary
maps), wherein Parseval’s identity looms large and central. Indeed, the Grothendieck
inequality in its dual form manifests a Parseval-like formula, synthesized – in our proof
of it – from the usual Parseval formula in a harmonic analysis setting. In the first part
of the monograph (Ch.2 - Ch.6), we explain the underlying motivation, review classical
and neo-classical results, and describe upgrades of the Grothendieck inequality, as well
as extensions of it to lp-sequence spaces. In the second part (Ch.7 - Ch.11), building on
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ideas detailed in the first, we derive Grothendieck-type representations of mixed-norm
spaces, including spaces of operators.
The monograph is intended for readers with interest in analysis, and specifically with
interest in the Grothendieck inequality and topics around it. Since its appearance, the
inequality has indeed gained in stature over the years, impacting en route functional
analysis, harmonic analysis, probability theory, theoretical physics, and recently also
theoretical computer science; see Pisier (2012). This book, starting from first principles,
tells a tale about a subject that – we believe – is still in its ’mid-life,’ still open-ended
with a range of unresolved issues.
We assume familiarity with rudiments of functional and harmonic analysis usually
covered in introductory courses. And otherwise we will review and explain, as we move
along, relevant concepts and results that are either studied in advanced courses, or found
in the research literature at large.
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2. Classical and neoclassical notions
2.1. Unitary maps. Let A be a set, and let l2pAq denote the Euclidean space whose
’coordinate axes’ are indexed by A. That is, consider the space of complex-valued,
square-summable functions on A,
l2pAq def“  x P CA : ÿ
αPA
|xpαq|2 ă 8(, (2.1)
equipped with the usual inner product,
xx,yy def“
ÿ
αPA
xpαqypαq, x P l2pAq, y P l2pAq, (2.2)
and Euclidean norm,
}x}2 def“
a
xx,xy “
ˆ ÿ
αPA
|xpαq|2
˙ 1
2
, x P l2pAq. (2.3)
We view A merely as an indexing set, with no assumptions about its cardinality, or
structures therein. Summing nonnegative scalars yα over α P A has the usual meaning,ÿ
αPA
yα
def“ sup
finite FĂA
ÿ
αPF
yα. (2.4)
If pyα : α P Aq P CA is absolutely summable over A (i.e.,
ř
αPA |yα| ă 8), then its
support
 
α : yα ‰ 0
( “ A1 is at most countably infinite, and the sum řαPA yα is
well-defined: for any sequence of finite sets Ej increasing to A
1,
Ej Ă Ej`1 Ă A1, j P N,
ď
jPN
Ej “ A1, (2.5)
the limit of the partial sums
lim
jÑ8
ÿ
αPEj
yα
def“
ÿ
αPA
yα (2.6)
exists, and does not depend on the choice of pEjqj.
Let pΩ, µq be a general measure space, and consider
L2pΩ, µq “  C-valued measurable functions f on Ω : ż
Ω
|f |2dµ ă 8(, (2.7)
wherein elements are listed modulo the equivalence
f ” g ô f “ g a.e.pµq, f P L2pΩ, µq, g P L2pΩ, µq.
The resulting space of equivalence class representatives – denoted also by L2pΩ, µq – is
a Hilbert space, with inner product
xf, gyL2 def“
ż
Ω
f g dµ, f P L2pΩ, µq, g P L2pΩ, µq, (2.8)
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and L2-norm
}f}L2 def“
a
xf, fyL2 “
ˆż
Ω
|f |2dµ
˙1
2
, f P L2pΩ, µq. (2.9)
Assuming the dimension of L2pΩ, µq is at least the cardinality of A, we take an
orthonormal family tfαuαPA Ă L2pΩ, µq, and consider the linear injection
U p“ Utfαuq : l2pAq Ñ L2pΩ, µq (2.10)
defined by
Ux “
ÿ
αPA
xpαqfα, x P l2pAq. (2.11)
For x and y in l2pAq,
xx,yy “
ż
Ω
Ux Uy dµ “ xUx, UyyL2 , (2.12)
and (therefore)
}x}2 “ }Ux}L2 . (2.13)
Definition 2.1. Let H1 and H2 be Hilbert spaces with respective inner products x¨, ¨yH1
and x¨, ¨yH2. A map V : H1 Ñ H2 is said to be unitary, and H1 unitarily equivalent to
V rH1s, if
xx,yyH1 “ xV pxq, V pyqyH2, x P H1, y P H2. (2.14)
Every unitary map is necessarily injective, linear, and bounded, and in particular norm-
continuous. In our case, U in (2.11) is unitary, and l2pAq unitarily equivalent to
L2tfαu
def“ L2-closure of the linear span of tfαuαPA.
Remark 2.2 (a classical example; e.g., Katznelson (1976, Ch. I)). Let
A “ Z pthe integer groupq, Ω “ r0, 2πq “ T pthe circle groupq,
µ “ dt{2π pnormalized Lebesgue measureq,
and tejujPZ Ă L2pT, dt{2πq,
ejptq “ exppijtq, j P Z, t P T, i def“
?´1. (2.15)
Then Uteju : l
2pZq Ñ L2pT, dtq,
Utejux “
ÿ
jPZ
xpjq ej, x P l2pZq, (2.16)
is the inverse of the Fourier transform map
F : L2pT, dt{2πq Ñ l2pZq, (2.17)
`
Fg
˘pjq def“ pgpjq “ 1
2π
ż
tPT
gptq ejp´tq dt, g P L2pT, dt{2πq, j P Z, (2.18)
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whereby
1
2π
ż
tPT
fptq gptq dt “
ÿ
jPZ
pfpjq pgpjq, f P L2pT, dt{2πq, g P L2pT, dt{2πq. (2.19)
Remark 2.3 (Parseval). In a framework of harmonic analysis, if Ω is a compact
abelian group with normalized Haar measure µ, and tfαuαPA is a set of characters of Ω,
then the assertion in (2.12) is generally referred to as Parseval’s formula (e.g., (2.19)
above). As such, Parseval’s formula is a special case of the more general Plancherel
theorem (Rudin, 1967, §1.6): if Ω is a locally compact abelian group with dual group Γ,
then there exist Haar measures µ on Ω and ν on Γ, with the property that the transform
pfpγq def“ ż
G
f γ dµ, f P L1pΩ, µq, γ P Γ, (2.20)
is uniquely extendible to a unitary map from L2pΩ, µq onto L2pΓ, νq, i.e.,
ż
ωPΩ
fpωq gpωq µpdωq “
ż
γPΓ
pfpγq pgpγq νpdγq, f P L2pΩ, µq, g P L2pΩ, µq.
(2.21)
(E.g., see Katznelson (1976, Chapter VI) for the classical pΩ, µq “ pR, dtq and pΓ, νq “
pR, dt{2πq.) The statement in (2.21) – a non-trivial generalization of the analogous
assertion for compact Ω – is sometime referred to also as a Parseval formula. In the
parlance of harmonic analysis, a Parseval formula could also refer to relations between
maps and their transforms in ’non-Hilbertian’ settings (e.g., Katznelson (1976, Theorem
I.7.1). In the case of a general measure space pΩ, µq, we refer to (2.12) as Parseval’s
identity.
Remark 2.4 (notation). Given an orthonormal system tfαuαPA Ă L2pΩ, µq, we let
Utfαu denote the map from C
A to the class of series spanned by tfαuαPA, formally defined
by
x ÞÑ Utfαux def“
ÿ
αPA
xpαqfα, x P CA. (2.22)
When restricted to x P l2pAq, the series řαPA xpαqfα converges in L2pΩ, µq, and
Parseval’s identity holds.
Henceforth, pΩ, µq will be a probability space, i.e., a measure space with µpΩq “ 1.
2.2. (l2 ãÑ Lp)-representations. The effect of an orthonormal tfαuαPA Ă L2pΩ, µq on
the corresponding Utfαu can be calibrated by tail-probabilities
µ
`|Utfαux| ě t˘, x P l2pAq, t ą 0 (2.23)
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(e.g., Blei (2011, §3.4)). In the case of complete systems tfαuαPA, the ’square power’
estimates
µ
`|Utfαux| ě t˘ ď }x}22t2 , x P l2pAq, (2.24)
are optimal: for infinite A, if tfαuαPA is an orthonormal basis of L2pΩ, µq, then
sup
"
lim sup
tÑ8
tqµ
`|Utfαux| ą t˘ : x P Bl2pAq
*
“ 8, q ą 2. (2.25)
(Throughout, BY
def“  y P Y : }y}Y ď 1( will denote the closed unit ball in a normed
linear space Y.) Moving away from ’completeness,’ as systems become ’sparser,’ tail-
probabilities get ’smaller’ and become sub-Gaussian in the limit. To illustrate the lim-
iting case in a generic setting, we take
Ω “ ΩA def“ t´1, 1uA p “ t´1, 1u-valued functions on Aq (2.26)
endowed with the product topology, i.e., weakest topology with respect to which the
coordinate functions rα : ΩA Ñ t´1, 1u,
rαpωq “ ωpαq, ω P ΩA, α P A, (2.27)
are continuous, and then let µ be the uniform probability measure PA on the resulting
Borel field (the product probability measure heuristically associated with independent
tosses of a fair coin), i.e.,
PA
def“
ą
αPA
P0 pproduct measureq, (2.28)
where P0 is the uniform probability measure on t´1, 1u,
P0pt´1uq “ P0pt1uq “ 1{2. (2.29)
Equipped with coordinate-wise multiplication (point-wise product of t´1, 1u-valued
functions on A), ΩA becomes a compact abelian group with Haar measure PA. The
dual group pΩA is the Walsh system
WA “
8ď
k“0
WA,k, (2.30)
where WA,0 “ tr0u, r0 ” 1 on ΩA, and
WA,k “
"ź
αPF
rα : F Ă A, #F “ k
*
(Walsh characters of order k), k P N. (2.31)
We distinguish (for reasons that will later become apparent) between characters of odd
and even order,
WA,odd
def“
8ď
k“0
WA,2k`1, WA,even
def“
8ď
k“0
WA,2k. (2.32)
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At one end, we have the Walsh system WA, an orthonormal basis for L
2pΩA,PAq, and
at the other end, we have the Rademacher system
RA
def“ trα : α P Au “WA,1, (2.33)
an ’optimally’ sparse set of independent characters of ΩA (e.g., Blei (2001, Ch. II §1)).
Taking
xÑ URAx “
ÿ
αPA
xpαqrα, x P l2pAq, (2.34)
we obtain from the pL2R ãÑ Lp)-Khintchin inequalities (Remark 2.9 below) sub-Gaussian
tail estimates
PA
`|URAx| ą t˘ ď e´ t22 , x P Bl2pAq, t ą 0, (2.35)
which are sharp: for infinite A,
sup
"
lim sup
tÑ8
et
q
PA
`|URAx| ą t˘ : x P Bl2pAq
*
“ 8, q ą 2. (2.36)
Generally, under ’unitarity,’ sub-Gaussian tails are always optimal: for infinite A, if
V : l2pAq Ñ L2pΩ, µq is unitary, then
sup
"
lim sup
tÑ8
et
q
µ
`|V x| ą t˘ : x P Bl2pAq
*
“ 8, q ą 2. (2.37)
(This was pointed out to me by Gilles Pisier, citing results in Gordon and Lewis (1975).)
Question 2.5. Could ’smaller’ tails be achieved with maps ’slightly less’ than unitary?
Definition 2.6. Let A be a set, and pΩ, µq a probability space. An injection
Φ : l2pAq Ñ LppΩ, µq, 2 ď p ď 8, (2.38)
is a pl2pAq ãÑ Lpq-representation – an Lp-representation of l2pAq – if
Φpxq “ }x}2 Φpσxq x ‰ 0,
Φp0q “ 0, (2.39)
where
σx “
"
x{}x}2, x ‰ 0,
0, x “ 0 (2.40)
(Remark 2.7 i),
ż
Ω
Φpxq Φpyq dµ “
ÿ
αPA
xpαqypαq def“ x ¨ y (dot product), x P l2pAq, y P l2pAq,
(2.41)
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and
sup
"
}Φpxq}Lp : x P Sl2pAq
*
def“ }Φ}l2pAqãÑLp ă 8,`
l2pAq ãÑ Lp˘-norm of Φ (2.42)
where Sl2pAq is the unit sphere in l
2pAq (Remark 2.7 i, ii).
Remark 2.7 (notation and simple observations).
i. The unit sphere in a normed linear space Y is denoted by
SY
def“  y P Y : }y}Y “ 1(,
and σY : Y Ñ SY Y t0u is defined by
σY y “
$&
%
y{}y}Y , y P Y, y ‰ 0,
0, 0 P Y.
(2.43)
When Y “ lppAq (1 ď p ď 8), we write σp, and σ when p “ 2.
ii. If Y and Z are normed linear spaces, and F : Y Ñ Z, then
}F }YÑZ def“ sup
 }F pyq}Z : y P SY (, (2.44)
which defines a norm on the space of Z-valued functions on Y . If F is an injection,
then we write }F }Y ãÑZ.
iii. (2.39) implies that a pl2pAq ãÑ Lpq-representation Φ is determined by its values on
Sl2pAq, and, in particular, that Φpcxq “ cΦpxq for all c P R precisely when Φ is an odd
function (i.e., Φp´xq “ ´Φpxq).
iv. (2.42) implies the tail estimates
µ
`|Φpxq| ě t˘ ď ˆ}Φ}l2pAqãÑLp }x}2
t
˙p
, t ą 0, x P l2pAq, p P r2,8q, (2.45)
inftt : µ`|Φpxq| ě t˘ “ 0u ď }Φ}l2pAqãÑL8 }x}2. x P l2pAq, p “ 8. (2.46)
Viewing the representations in Definition 2.6 as ’slightly less’ than unitary maps, we
rephrase Question 2.5:
Question 2.8. Do L8-representations of l2pAq exist for arbitrary A?
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Remark 2.9 (Khintchin). The inequalities
}URAx}Lp ď
?
p, sets A, p ą 2, x P Sl2pAq, (2.47)
stated and proved first in Khintchin (1923) for p “ 2n, n “ 2, 3, . . ., are arguably
among the important mathematical discoveries in the 20th century. We refer to (2.47)
as the Khintchin pL2R ãÑ Lpq-inequalities, which can be equivalently expressed as the
sub-Gaussian tail estimates in (2.35), or as the exponential-square integrability property
sup
"ż
ΩA
e|URAx|
2
dPA : sets A, x P Sl2pAq
*
def“ K ă 8. (2.48)
(For a proof that (2.47), (2.35), and (2.48) are equivalent, see Stein (2016, Appendix
D).)
By (2.47), the unitary map URA is a
`
l2pAq ãÑ Lp˘-representation for all p P p2,8q.
Whereas URA is a
`
l2pAq ãÑ L8˘-representation only if A is finite – by (2.36), but more
simply, because 2}URAx}L8 ě }x}1 for x P CA with finite support. In due course, by
using (2.47), we will ’slightly’ perturb URA to construct
`
l2pAq ãÑ L8˘-representations
of l2pAq for arbitrary A.
Remark 2.10 (representations vs. unitary maps). Unlike unitary maps, pl2 ãÑ L2q-
representations need not be linear, homogeneous, or continuous. (E.g., see proof of
Proposition 3.3 in the next chapter.) If a pl2 ãÑ L2q-representation Φ commutes with
complex conjugation, i.e., if
Φpxq “ Φpxq, x P l2pAq, (2.49)
then Φ is unitary, and (therefore) linear. Conversely, if an pl2 ãÑ L2q-representation Φ
is linear, then Φ is continuous, and (therefore) commutes with conjugation. That is,
Proposition 2.11. A pl2 ãÑ L2q-representation is unitary if and only if it is linear.
If V : l2pAq Ñ L2pΩ, µq is unitary, and V peαq is real-valued (α P A), where teαuαPA
is the canonical basis of l2pAq,
eαpα1q “
$&
%
1, α “ α1
0, α ‰ α1,
(2.50)
then V is a L2-representation of l2pAq. Otherwise, not every unitary map is a pl2 ãÑ L2q-
representation; e.g., in Remark 2.2, if A “ Z, Ω “ r0, 2πq, and µ “ Lebesgue measure,
then Φ “ Uteju fails (2.41).
If an L8-representation of l2pAq is unitary, then the underlying A must be finite: e.g.,
by (2.37); or, via the precise quantitative results in Alon et al. (2006) (cf. Remark 3.8).
In Chapter 4, we construct pl2pAq ãÑ L8q-representations for arbitrary A, uniformly
bounded in the pl2 Ñ L8q-norm, and arbitrarily close to unitary maps in the pl2 Ñ L2q-
norm. Our focus here on uniformly bounded pl2 ãÑ L8q-representations is motivated
mainly by Proposition 3.3 (in the next chapter), asserting that existence of such repre-
sentations is equivalent to a phenomenon known as the Grothendieck inequality.
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3. The Grothendieck inequality
3.1. Statement. The Grothendieck constant KG is the ’smallest’ K ą 1 such that for
all sets A, finite sets B, and scalar-valued arrays pauvqpu,vqPBˆB P CBˆB,
sup
 ˇˇ ÿ
pu,vqPBˆB
auv xu ¨ yv
ˇˇ
: xu P Sl2pAq, yv P Sl2pAq, pu, vq P B ˆB
(
ď K sup  ˇˇ ÿ
pu,vqPBˆB
auv sutv
ˇˇ
: |su| “ 1, |tv| “ 1, pu, vq P B ˆB
(
.
(3.1)
The Grothendieck inequality is the assertion
KG ă 8. (3.2)
KG has two values, depending on the underlying scalar field: if the supremum on the
left of (3.1) is over Sl2
R
pAq (R-valued vectors) and on the right over tsu “ ˘1, tv “ ˘1u,
then
KG “ KRG (the ’real’ Grothendieck constant);
if supremum is over Sl2pAq (C-valued vectors) on the left and t|su| “ 1, |tv| “ 1u on the
right, then
KG “ KCG (the ’complex’ Grothendieck constant).
The numerical values of KRG and K
C
G are open problems of long standing, and indeed
of ongoing interest; e.g., see Braverman et al. (2011).
Distinguishing between scalar fields on the right of (3.1), we have for finite B and
pauquPB P CB,ÿ
uPB
|au| ď π
2
sup
 ˇˇ ÿ
uPB
ausu
ˇˇ
: su “ ˘1, u P B
( “ π
2
›› ÿ
uPB
auru
››
8
, (3.3)
where π{2 is ’best’ possible (Seigner, 1997), and then for pauvqpu,vqPBˆB P CBˆB,
}a}bǫ def“ sup
 ˇˇ ÿ
pu,vqPBˆB
auv sutv
ˇˇ
: |su| “ 1, |tv| “ 1, pu, vq P B ˆB
(
ď π
2
4
sup
 ˇˇ ÿ
pu,vqPBˆB
auv sutv
ˇˇ
: su “ ˘1, tv “ ˘1, pu, vq P B ˆB
(
“ π
2
4
›› ÿ
pu,vqPBˆB
auv ru b rv
››
8
def“ π
2
4
}a}bRǫ .
(3.4)
Remark 3.1 (about the norms). A finite-dimensional scalar matrix
a “ pauvqpu,vqPBˆB P CBˆB pfinite Bq
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can be viewed as a representing matrix of a bilinear functional acting on C-valued func-
tions defined on B,
ps, tq ÞÑ
ÿ
pu,vqPBˆB
auv sutv, s “ psuquPB P CB, t “ ptuquPB P CB. (3.5)
With the supremum norm on CB,
}s}8 def“ maxt|su| : u P Bu s “ psuquPB P CB, (3.6)
the norm of the bilinear functional in (3.5) is
}a}bǫ def“ sup
 ˇˇ ÿ
pu,vqPBˆB
auv sutv
ˇˇ
: |su| “ 1, |tv| “ 1
(
. (3.7)
We can similarly view a “ pauvqpu,vqPBˆB P CBˆB as a representing matrix of the
bilinear functional on
`
l2pAq˘B defined by
px,yq ÞÑ
ÿ
pu,vqPBˆB
auv xu ¨ yv,
x “ pxuquPB P
`
l2pAq˘B, y “ pyvqvPB P `l2pAq˘B,
(3.8)
whence, with the supremum norm on
`
l2pAq˘B
}x}l8pB;l2q def“ maxt}xu}l2pAq : u P Bu, x “ pxuquPB P
`
l2pAq˘B, (3.9)
the norm of the functional in (3.8) becomes
}a}b
ǫ,l2pAq
def“ sup  ˇˇ ÿ
pu,vqPBˆB
auv xu ¨ yv
ˇˇ
: xu P Sl2pAq, yv P Sl2pAq
(
. (3.10)
The Grothendieck inequality asserts that } ¨ }b
ǫ,l2
and } ¨ }bǫ are equivalent norms;
namely, that there exist K P p1,8q with the property that for all sets A and finite sets B,
}a}bǫ ď }a}bǫ,l2pAq ď K}a}bǫ, a P CBˆB. (3.11)
In particular,
sup
 }a}b
ǫ,l2pAq
{}a}bǫ : A, finite B, non-zero a P CBˆB
( “ KG ă 8. (3.12)
In a setting of topological tensor products (e.g., Ryan (2002)), the norm }¨}bǫ in (3.7)
is an instance of the injective tensor norm, sometimes denoted by } ¨ }_
b
and referred
to as the smallest crossnorm (e.g., Schatten (1943)). In a framework of harmonic
analysis, } ¨ }bǫ is the supremum norm of linear combinations of two-fold products of
Rademacher or Steinhaus characters, a view that will facilitate here duality arguments
and, in particular, applications of the Riesz-Kakutani representation theorem:
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Theorem 3.2 (F. Riesz (Riesz, 1909), S. Kakutani (Kakutani, 1941)). Let X be a
compact Hausdorff space, CpX q the space of scalar-valued continuous functions on X ,
and MpX q the space of scalar-valued regular Borel measures on X . If θ is a continuous
linear functional on CpX q, then there exists a unique µ PMpX q, such that
θpfq “
ż
X
f dµ, f P CpX q, (3.13)
and
}θ} def“ sup
}f}8ď1
|θpfq| “ |µ|pX q def“ }µ}M , (3.14)
where |µ| is the total variation measure of µ.
3.2. Dual statement. For a set A, let
K‹pAq def“ inf
"
}Φ}l2pAqãÑL8 :
`
l2pAq ãÑ L8˘-representations Φ*, (3.15)
and
K‹
def“ sup
A
K‹pAq, (3.16)
where supremum ranges over all sets A. Like the Grothendieck constant, K‹ is two-
valued: K‹ “ K˚,R if infimum in (3.15) ranges over L8-representations of l2
R
pAq (R-
valued vectors), and K‹ “ K˚,C if infimum ranges over L8-representations of l2pAq
(C-valued vectors). Representations in both cases are generally complex-valued: for, if
Φ is an L8-representation of l2
R
pAq, and Φpxq is real-valued for every x P l2
R
pAq, then Φ
is necessarily unitary, and A must be finite.
The proposition below – a statement about duality – asserts that the Grothendieck
inequality and the existence of uniformly bounded pl2 ãÑ L8q-representations are equiv-
alent in the sense that
K‹ ă 8 ô KG ă 8. (3.17)
Proposition 3.3 (cf. Blei (2014, Proposition 1.1, §1.3)).
`
K˚,R
˘2{4 ď KRG ď π24 `K˚,R˘2, (3.18)
and `
K˚,C
˘2{4 ď KCG ď `K˚,C˘2. (3.19)
Proof. (See Remark 3.4 below for a refresher of basic notions.) To verify the right-side
inequality in (3.18), assume K˚,R ă 8, and then for an arbitrary set A and ǫ ą 0, let
Φ be an L8pΩ, µq-representation of l2
R
pAq, such that
sup
xPS
l2
R
pAq
}Φpx}L8 ď K˚,R ` ǫ. (3.20)
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Then, for a finite set B, a “ pauvqpu,vqPBˆB Ă RBˆB, xu P Sl2
R
pAq, and yv P Sl2
R
pAq
(u P B, v P Bq, we haveˇˇ ÿ
pu,vqPBˆB
auv xu ¨ yv
ˇˇ “ ˇˇ ÿ
pu,vqPBˆB
auv
ż
Ω
ΦpxuqΦpyvq dµ
ˇˇ
ď
ż
Ω
ˇˇ ÿ
pu,vqPBˆB
auv ΦpxuqΦpyvq
ˇˇ
dµ
ď π
2
4
pK˚,R ` ǫq2 }a}bRǫ .
(3.21)
(} ¨ }bRǫ is the injective tensor norm with supremum over su “ ˘1 and tv “ ˘1 in (3.1);
see (3.4) above.)
For the left-side inequality, assume KRG ă 8, and let A be an arbitrary set. Then,
(3.1) with K “ KRG implies that
g ÞÑ
ÿ
px,yqPS
l2
R
pAq
ˆS
l2
R
pAq
pgprx, ryq x ¨ y,
Walsh polynomials g P CRS
l2
R
pAq
ˆRS
l2
R
pAq
`
ΩS
l2
R
pAq
ˆ ΩS
l2
R
pAq
˘
,
(3.22)
determines a bounded linear functional with norm KRG, defined on the space of real-
valued continuous functions on
ΩS
l2
R
pAq
ˆ ΩS
l2
R
pAq
` “  ´ 1, 1(Sl2RpAq ˆ  ´ 1, 1(Sl2RpAq ˘, (3.23)
whose Walsh transforms are supported by RS
l2
R
pAq
ˆRS
l2
R
pAq
. (RS
l2
R
pAq
is the Rademacher
system indexed by the unit sphere Sl2
R
pAq in l
2
R
pAq.) By Riesz-Kakutani and Hahn-
Banach, there exists a symmetric, real-valued Borel measure ν on ΩS
l2
R
pAq
ˆ ΩS
l2
R
pAq
,
such that
x ¨ y “ pν`rx, ry˘
“
ż
ΩS
l2
R
pAq
ˆΩS
l2
R
pAq
rx b ry dν, x P Sl2
R
pAq, y P Sl2
R
pAq,
(3.24)
and
}ν}M “ KRG ptotal variation normq. (3.25)
Now consider the probability measure µ “ |ν|{KRG, where |ν| is the total variation mea-
sure of ν, and rewrite (3.24) as
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x ¨ y “ KRG
ż
ΩS
l2
R
pAq
ˆΩS
l2
R
pAq
rx b ry h dµ, x P Sl2
R
pAq, y P Sl2
R
pAq, (3.26)
where h “ ˘1 and h dµ “ dν{KRG. For j “ 1, 2, define
φj : Sl2
R
pAq Ñ L8
`
ΩS
l2
R
pAq
ˆ ΩS
l2
R
pAq
, µ
˘
,
by
φjpxq “ rx ˝ πj
b
KRG h, x P Sl2RpAq,
(3.27)
where π1 and π2 are the canonical projections from the two-fold product ΩS
l2
R
pAq
ˆΩS
l2
R
pAq
onto the first and second coordinates, respectively. Let
Φpxq “ φ1pxq ` φ2pxq
2
` i φ1pxq ´ φ2pxq
2
, x P Sl2
R
pAq (3.28)
(i “ ?´1), whence from (3.27),
sup
xPS
l2
R
pAq
}Φpx}L8 ď 2
b
KRG , (3.29)
and from (3.26) and symmetry of ν,
x ¨ y “
ż
ΩS
l2
R
pAq
ˆΩS
l2
R
pAq
Φpxq Φpyq dµ, x P Sl2
R
pAq, y P Sl2
R
pAq. (3.30)
We extend Φ to x P l2
R
pAq by
Φpxq “ }x}2 Φpσxq x ‰ 0,
Φp0q “ 0. (3.31)
(See (2.40) for the definition of σx.) Then, Φ is an L8-representation of l2
R
pAq with
}Φ}l2pAqãÑL8 ď 2
b
KRG, (3.32)
and therefore,
K˚,R ď 2
b
KRG. (3.33)
The proof of (3.19) is similar. By using›› ÿ
pu,vqPBˆB
auv ΦpxuqΦpyvq
››
L8
ď pK˚,C ` ǫq2 }a}bǫ, (3.34)
we obtain, as in (3.21) (without π
2
4
), the right-side inequality in (3.19). To verify the
left-side inequality, consider the circle group
T “ teit : t P Tu, (3.35)
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and then take the compact abelian group T Sl2pAq ( = T -valued functions on Sl2pAq),
whose character group
`
T Sl2pAq
˘^
is generated by the Steinhaus system
ZS
l2pAq
def“  ζx : x P Sl2pAq(,
where
ζx : T
S
l2pAq Ñ T , x P Sl2pAq,
ζxpωq “ ωpxq, x P Sl2pAq, ω P T Sl2pAq .
(3.36)
(See Remark 3.4 below.) From KCG ă 8, we obtain that
g ÞÑ
ÿ
px,yqPS
l2
ˆS
l2
pg`ζx, ζy˘ x ¨ y,
`
T Sl2pAq
˘^
-polynomials g P CZS
l2
ˆZS
l2
,
(3.37)
determines a bounded linear functional on
CZS
l2
ˆZS
l2
`
T Sl2 ˆ T Sl2˘ (3.38)
(continuous functions on T Sl2ˆT Sl2 with spectra in ZS
l2
ˆZS
l2
), and the proof proceeds
as in the ’real’ case. 
Remark 3.4 (some basics). pΩ-polynomials refer to linear combinations of characters
in pΩ, where pΩ is the dual of a compact abelian group Ω. (A trigonometric polynomial is
a linear combination of exponentials, and a Walsh polynomial is a linear combination
of Walsh characters.) pΩ-polynomials are norm-dense in CpΩq and LqpΩ, µq, q P r1,8q,
and weak‹-dense in L8pΩ, µ) and MpΩq (regular Borel measures on Ω), where µ is
Haar measure of Ω. (E.g., see Rudin (1967).)
The Steinhaus system ZA “ tζα : α P Au (’complex’ analogue of the Rademacher
system RA) is defined by
ζα : T
A Ñ T , α P A,
ζαpωq “ ωpαq, α P A, ω P T A,
(3.39)
where T is the unit circle in C parameterized by r0, 2πq, as per (3.35). The Steinhaus
system ZA is a set of independent characters of the compact abelian group T
A that
generates the dual group xT A. I.e.,
xT A “ 8ď
k“0
ZA,k, (3.40)
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where ζ0 ” 1 on T A, ZA,0 “ tζ0u, and
ZA,k “
"ź
αPF
ζnαα : F Ă A, #F “ k, pnαqαPF P ZF
*
, k “ 1, . . . . (3.41)
Remark 3.5 (proposition deconstructed, and a preview). The proof of Proposition 3.3
rests on the equivalence (via Riesz-Kakutani and Hahn-Banach) between ’KG ă 8’ and
the assertion (cf. Blei (1976)):
for every set A, there exist ν PMpΩS
l2pAq
ˆ ΩS
l2pAq
q such that }ν}M ď KG, and
pνprx, ryq “ x ¨ y for all px,yq P Sl2pAq ˆ Sl2pAq. (3.42)
Based on this equivalence, KG ă 8 implies the existence of
`
l2pAq ãÑ L8˘-representations
in (3.28), uniformly bounded in the pl2pAq Ñ L8q-norm, and thus K‹ ă 8. Notably, the
pl2 ãÑ L8q-representations in (3.28) are neither pl2 Ñ L2q-continuous nor homogeneous.
Question 3.6. Do pl2 ãÑ L8q-representations exist with properties not a priori guar-
anteed by K‹ ă 8? (Cf. Remark 2.10.)
In §5.1 and §5.5, we construct uniformly bounded
`
l2 ãÑ L8˘-representations that are
R-homogeneous, pl2 Ñ L2q-continuous, and arbitrarily close to unitary maps in the
pl2 Ñ L2q-norm. These constructions are based in part on Riesz products, which are
reviewed in §5.2 and §5.3. Existence of such representations, sharing properties with
unitary maps (linearity excepted), is an upgrade of the Grothendieck inequality in the
precise sense stated in §4.4.
3.3. Quadratic inequalities. The quadratic version of the Grothendieck inequality
is: there exist K P p1,8q such that for all sets A, finite sets B, and scalar-valued arrays
pauvqtu,vuĂB,
sup
 ˇˇ ÿ
tu,vuĂB
auv xu ¨ xv
ˇˇ
: xu P Sl2pAq
(
ď K sup  ˇˇ ÿ
tu,vuĂB
auv susv
ˇˇ
: |su| “ 1
(
.
(3.43)
The ’smallest’ K in (3.43) is denoted by rKG. Via polarization and symmetrization,rKG{4 ď KG ď rKG, ’real’ or ’complex’. (3.44)
(I do not know the exact relation between rKG and KG.)
An injection Φ : l2pAq Ñ L2pΩ, µq is a quasi -L8-representation of l2pAq if
Φpxq “ }x}2 Φpσxq x ‰ 0,
Φp0q “ 0, (3.45)
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x ¨ y “
ż
Ω
Φpxq Φpyq dµ, x P l2pAq, y P l2pAq, x ‰ y, (3.46)
and
sup
 }Φpxq}L8 : x P Sl2pAq( “ }Φ}l2pAqãÑL8 ă 8. (3.47)
(Cf. Definition 2.6.). As in (3.16), let
rK‹ def“ sup
A
`
inf
Φ
}Φ}l2pAqãÑL8
˘
, (3.48)
where the infimum ranges over all quasi-L8-representations of l2pAq, and the supremum
ranges over all sets A. Depending on the underlying fields, rK‹ has two values: rK˚,R in
the ’real’ case, and rK˚,C in the ’complex’ case.
Proposition 3.7 (cf. Proposition 3.3).
p rK˚,Rq2 ď rKRG ď π24 p rK˚,Rq2, (3.49)
and rKCG “ p rK˚,Cq2. (3.50)
Sketch of proof. The verifications of rKRG ď π24 p rK˚,Rq2 and rKCG ď p rK˚,Cq2 are
identical to the verifications of the corresponding inequalities in Proposition 3.3.
To verify p rK˚,Rq2 ď rKRG, use Riesz-Kakutani to obtain a measure ν on ΩSl2
R
pAq
, such
that }ν}M “ rKRG, and
x ¨ y “
ż
ΩS
l2
R
pAq
rx ry dν, x P Sl2
R
pAq, y P Sl2
R
pAq, x ‰ y. (3.51)
Then, taking the probability space
`
ΩS
l2
R
pAq
, |ν|{ rKRG˘, let
Φpxq def“
ˆbrKRG h
˙
rx, x P Sl2
R
pAq,
Φpxq def“ }x}2 Φpσxq, x P l2RpAq,
(3.52)
where h “ ˘1 is measurable on ΩS
l2
R
pAq
, and
dν “ h d|ν|.
To verify p rK˚,Cq2 ď rKCG, use the same argument, with Steinhaus systems in place of
Rademacher systems. 
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Remark 3.8 (a variant). In the ’real’ case, removal of the ’absolute value’ from (3.43)
leads to a distinctly different phenomenon: there exist K P p1,8q such that for all sets
A, finite sets B, and R-valued arrays pauvqtu,vuĂB,
sup
 ÿ
tu,vuĂB
auv xu ¨ xv : xu P Sl2
R
pAq
(
ď K logp#Bq sup  ÿ
tu,vuĂB
auv susv : su “ ˘1
(
,
(3.53)
where logp#Bq is best possible; see Charikar and Wirth (2004) and Alon et al. (2006).
That (3.53) is optimal implies that for infinite A, there can be no unitary L8-representations
of l2pAq. (Cf. also (2.37).)
4. The Khintchin, Littlewood, and Orlicz inequalities
4.1. Preliminaries. In this chapter we consider three classical precursors to the Grothendieck
inequality, with emphasis on their dual statements.
We assume some familiarity with harmonic analysis on groups, and will use terminol-
ogy and notation that is mostly standard. (E.g., Chapters 1 and 2 of Rudin (1967).)
For a discrete abelian group Γ, its compact dual pΓ and normalized Haar measure m on
it, and E Ă Γ, the following spaces recur throughout:
L
p
E “
 
f P LpppΓ,mq : pfpγq “ 0, γ P ΓzE(, 1 ď p ď 8,
CE “
 
f P CppΓq : pfpγq “ 0, γ P ΓzE(,
ME “
 
µ P MppΓq : pµpγq “ 0, γ P ΓzE(.
(4.1)
The space of C-valued Γ-series spanned by E is denoted by
SE “
" ÿ
γPE
φpγq γ : φ P CE
*
, (4.2)
and if φ in (4.2) is restricted to a subspace of CE, then the corresponding resulting
subspace of SE will be formally so designated, e.g.,
SsE
def“
" ÿ
γPE
φpγq γ : φ P lspEq
*
, s P r1,8s. (4.3)
The Γ-transform of s “ řγPΓ φpγqγ P SΓ is denoted by
pspγq “ φpγq, γ P Γ. (4.4)
The spectrum of s is the support of ps. If E Ă Γ, and the spectrum of s P SE is finite,
then s is an E-polynomial.
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With each µ PMppΓq (a regular Borel measure on pΓ) we associate the Γ-series
µ “
ÿ
γPΓ
pµpγqγ,
pµpγq “ żpΓ γ dµ, γ P Γ pFourier-Stieltjes transform),
(4.5)
which uniquely determines µ. We then formally identify, via (4.5), each space in (4.1)
as a subspace of SΓ.
In this monograph we work mostly in the ’dyadic’ setting
Γ “ WA, pΓ “ ΩA, m “ PA,
a basic and convenient setting for our purposes here.
We will be dealing in this chapter, and also in later chapters, with mixed-norm spaces.
Specifically, for s P r1,8s, t P r1,8s, sets A and B, and φ P CAˆB, consider the mixed
norms
}φ}s,t def“
ˆ ÿ
αPA
` ÿ
βPB
|φpα, βq|t˘s{t˙1{s, s P p1,8q, t P p1,8q
}φ}8,t def“ sup
αPA
` ÿ
βPB
|φpα, βq|t˘1{t, s “ 8, t P p1,8q,
}φ}s,8 def“
ˆ ÿ
αPA
sup
βPB
|φpα, βq|s
˙1{s
, s P p1,8q, t “ 8,
(4.6)
and let
ls
`
A; ltpBq˘ def“ ls,tpA,Bq “  φ P CAˆB : }φ}s,t ă 8(. (4.7)
4.2. pL1R ãÑ L2q-inequality, pCRˆR ãÑ l1,2q-inequality, pCRˆR ãÑ l2,1q-inequality.
i. The inclusions
L1RA Ă L2pΩA,PAq for all A, (4.8)
or equivalently,
κ
def“ sup  1{}URAx}L1 : x P Sl2pAq, finite sets A( ă 8, (4.9)
had been independently observed in the 1930’s by Banach, Littlewood, Orlicz, Steinhaus,
and Zygmund, with various estimates of the constant κ, whose value became at the time
an open problem. We refer to κ as the Khintchin pL1R ãÑ L2q-constant, and to ’κ ă 8’
as the Khintchin pL1R ãÑ L2q-inequality. That
κ “
?
2 (4.10)
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was proved in a master’s thesis (Szarek, 1976). (See also Haagerup (1981).)
So far that I can determine, Littlewood (Littlewood, 1930) was first to state and proveˆ ÿ
αPA
|xpαq|2
˙1{2
ď
?
3
›› ÿ
αPA
xpαqrα
››
L1
, finite sets A, x P CA, (4.11)
i.e., that κ ď ?3. To this end, Littlewood verified the pL2R ãÑ L4q-inequality ( p “ 4 in
(2.47) ), and then deduced (4.11) from it by convexity, essentially via
Lemma 4.1 (cf. Rudin (1967, p. 128)). For E Ă Γ, if for some p ą 2,
κ2pE; pq def“ sup
 }f}Lp : f P SL2
E
( ă 8, (4.12)
then
κ1pE; 2q def“ sup
 
1{}UFx}L1ppΓ,mq : finite sets F Ă E, x P Sl2pF q
( ď rκ2pE; pqs pp´2 .
(4.13)
I.e., for p ą 2,
L2E Ă LpppΓ,mq ñ L1E Ă L2ppΓ,mq. (4.14)
Proof. For x P Sl2pF q, finite F Ă E, write f “ UFx, and estimate (via Ho¨lder)
1 “
ż
pΓ |f |
p´2
p´1 |f | pp´1 dm ď `}f}L1˘ p´2p´1 `}f}Lp˘ pp´1 ď `}f}L1˘p´2p´1 rκ2pE; pqs pp´1 .
(4.15)

Remark 4.2 (Λppq-sets (Rudin, 1960)). For E Ă Γ, p ą q ą 0, let
sup
 }f}Lp{}f}Lq : Γ-polynomials f, f ‰ 0, pf “ 0 on ΓzE( def“ κqpE; pq. (4.16)
As in (4.15), an application of Ho¨lder implies
κqpE; pq ă 8 ñ κspE; pq ă 8, p ą q ą s ą 0. (4.17)
We refer to ’κqpE; pq ă 8’ as an pLqE ãÑ Lpq-inequality.
Definition 4.3 (Rudin (1960, Theorem 1.4, Definition 1.5)). E Ă Γ is Λppq if κqpE; pq ă
8 for some q P p0, pq.
E.g., (2.47) implies that Rademacher systems are Λppq for all p P p0,8q.
ii. Littlewood used κ ă 8 in a derivation of a mixed-norm inequality:
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for all finite sets A and B, and scalar-valued arrays paαβqαPA,βPB,›› ÿ
αPA, βPB
aαβ rα b rβ
››
8
def“ sup
ωPΩA, ω1PΩB
ˇˇ ÿ
αPA, βPB
aαβ rαpωqrβpω1
ˇˇ
ě 2
π
sup
ωPΩA
ÿ
βPB
ˇˇ ÿ
αPA
aαβ rαpωq
ˇˇ
ě 2
π
ÿ
βPB
ż
ωPΩA
ˇˇ ÿ
αPA
aαβ rαpωq
ˇˇ
PApdωq
ě 2
πκ
ÿ
βPB
ˆ ÿ
αPA
|aαβ |2
˙ 1
2
,
(4.18)
where the second line follows from (3.3), and the fourth from (4.9). Let κL be the infi-
mum ofK ą 0 such that for all finite sets A andB, and scalar-valued arrays paαβqαPA,βPB,ÿ
βPB
ˆ ÿ
αPA
|aαβ |2
˙ 1
2
ď K ›› ÿ
αPA, βPB
aαβ rα b rβ
››
8
, (4.19)
whence from (4.18),
κL ď πκ
2
. (4.20)
Littlewood’s mixed-norm inequality
κL ă 8 (4.21)
is equivalent to the assertion
f P CRAˆRB ñ pf P l1,2pA,Bq, for all sets A and B, (4.22)
and we refer to it as pCRˆR ãÑ l1,2q-inequality.
Remark 4.4 (a special case of the Grothendieck inequality). The inequality in (4.19),
restated as
sup
 ˇˇ ÿ
αPA, βPB
aαβ eα ¨ yβ
ˇˇ
: yβ P Sl2pAq, β P B
( ď K ›› ÿ
αPA, βPB
aαβ rα b rβ
››
8
,
is an instance of (3.1), whereby 1
κL ď KG. (4.23)
1 Littlewood’s result, which had appeared twenty or so years prior to Grothendieck’s, was indeed
cited in the Resume´ (Grothendieck, 1953). Whether Littlewood’s mixed-norm inequality at least partly
inspired Grothendieck’s fundamental theorem, is open to speculation.
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iii. Let κO denote the infimum of K ą 0 over all finite sets A and B, and scalar-valued
arrays paαβqαPA,βPB, such thatˆ ÿ
αPA
` ÿ
βPA
|aαβ |
˘2˙ 12 ď K ›› ÿ
αPA, βPA
aαβ rα b rβ
››
8
. (4.24)
From (4.19), via Minkowski (the ’triangle inequality’),
κO ď κL, (4.25)
and therefore, from (4.21),
κO ă 8, (4.26)
which was deduced in Orlicz (1933) independently of Littlewood (1930). We refer to
(4.26) as the Orlicz pCRˆR ãÑ l2,1q-inequality; cf. (4.22).
iv. The three inequalities are equivalent in the sense that
κ ă 8 ô κL ă 8 ô κO ă 8, (4.27)
where κ is defined in (4.9), κL via (4.19), and κO via (4.24).
Following (4.20) and (4.25) above, to prove (4.27) it suffices to verify κ ď κO. To
this end, we assume κO ă 8, and show that for a finite set A, if x P CA and›› ÿ
αPA
xpαqrα
››
L1pΩA,PAq
“ 1, (4.28)
then }x}2 ď κO. We fix ω1 P ΩA, and consider the Riesz product
RApω1q “
ź
αPA
`
1` rαpω1qrα
˘
. (4.29)
(E.g., see §5.2.) Because RApω1q ě 0,
}RApω1q}L1 “
ż
ΩA
RApω1qdPA “ 1, (4.30)
which implies ›› ÿ
αPA
xpαqrαpω1qrα
››
L1
“ }RApω1q˙
` ÿ
αPA
xpαqrα
˘››
L1
ď ››RApω1q››L1 ›› ÿ
αPA
xpαqrα
››
L1
ď 1,
(4.31)
where ˙ denotes convolution. Then, by the duality
`
L1pΩA,PAq
˘‹ “ L8pΩA,PAq, and
because ΩA is a finite set,ˇˇ ÿ
ωPΩA
ˆ ÿ
αPA
1
2#A
xpαqrαpωqrαpω1q
˙
r˜ωpuq
ˇˇ ď ›› ÿ
αPA
xpαqrαpω1qrα
››
L1
ď 1,
ω1 P ΩA, u P ΩΩA,
(4.32)
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where
tr˜ω : ω P ΩAu def“ RΩA (Rademacher system indexed by ΩA).
Applying the assumption κO ă 8 to paαωqαPA,ωPΩA P CAˆΩA, where
aαω “ 1
2#A
xpαqrαpωq, α P A, ω P ΩA, (4.33)
we obtain ˆ ÿ
αPA
` ÿ
ωPΩA
ˇˇ 1
2#A
xpαqrαpωq
ˇˇ˘2˙1{2 “ }x}2 ď κO, (4.34)
which implies (via (4.28) and the definition of κ)
κ ď κO. (4.35)
We summarize:
Proposition 4.5 (cf. Blei (2001, Ch. II §4)).
κ ď κO ď κL ď πκ
2
. (4.36)
Note: if the underlying scalar field throughout is R, then π{2 can be removed from
(4.18), i.e., in the ’real’ case,
κO “ κL “ κ. (4.37)
Remark 4.6 (generalizations). Maximizing (3.1) over yv P Sl2pAq pv P Bq implies
ÿ
vPB
ˆ ÿ
αPA
ˇˇ ÿ
uPB
auv xupαq
ˇˇ2˙1{2 ď K›› ÿ
uPB, vPB
auv ru b rv
››
8
, xu P Sl2pAq pu P Bq,
(4.38)
and then by Minkowski,
ˆ ÿ
αPA
` ÿ
vPB
ˇˇ ÿ
uPB
auv xupαq
ˇˇ˘2˙1{2 ď K›› ÿ
uPB, vPB
auv ru b rv
››
8
, xu P Sl2pAq pu P Bq.
(4.39)
Inequalities (4.38) and (4.39) were dubbed the generalized Littlewood inequality and the
generalized Orlicz inequality, respectively, in Lindenstrauss and Pelczynski (1968, pp.
280-281). The generalized Littlewood inequality is a restatement of (3.1), whereas the
generalized Orlicz inequality is the instance yv “ y in (3.1).
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4.3. Interpolants.
i (Khintchin). The Khintchin inequality κ ă 8 implies (via Parseval) that for any
set A and x P l2pAq,
h ÞÑ
ÿ
αPA
phprαqxpαq, Walsh polynomials h P L1RA , (4.40)
determines a continuous linear functional on L1RA with norm bounded by κ. Then, by
Hahn-Banach and L1pΩA,PAq‹ “ L8pΩA,PAq, there exist GApxq P L8pΩA,PAq such
that {GApxqprαq “ xpαq, α P A, (4.41)
and
}GApxq}L8 ď κ}x}2. (4.42)
That is, l2pAq and L8pΩA,PAq{L8WAzRA are isopmorphic as Banach spaces via the linear
injection
GA : l
2pAq ontoÝÑ L8pΩA,PAq{L8WAzRA, (4.43)
where
GApxq “
 
f P L8pΩA,PAq : pfprαq “ xpαq, α P A(, x P l2pAq, (4.44)
}x}2 ď |||GApxq||| ď κ}x}2, (4.45)
and |||¨||| is the quotient norm,
|||GApxq||| def“ inf
 }f}L8 : f P GApxq(. (4.46)
Invoking the axiom of choice (with a small apology for the pedantry), we select for every
x P Sl2pAq, a class representative GApxq P GApxq such that
}GApxq}L8 ď κ. (4.47)
For x P l2pAqzSl2pAq, define
GApxq “ }x}2 GApσxq, x ‰ 0,
GAp0q “ 0, (4.48)
where σ : l2pAq Ñ Sl2pAq Y t0u is given in (2.40). The result is a choice function2
GA “ URA ` pA : l2pAq Ñ L8pΩA,PAq, (4.49)
2 The axiom of choice is invoked here not as a tool, but to signal that we use the ’simplest’ and ’least
efficient’ algorithm to construct GA. Namely, for each x P Sl2pAq, we choose ’randomly’ from GApxq,
constrained only by (4.47); the resulting choice function is a pl2pAq ãÑ L8q-interpolant uniformly
bounded in A. Arguably, we could (should?) invoke here the probabilistic method (Alon and Spencer,
2016), rather than the axiom of choice, or invoke both... Subsequent algorithms – in effect ’upgrades’
of the Khintchin inequality – will be designed to be ’more efficient,’ as well as more versatile.
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where
sup
xPS
l2pAq
}GApxq}L8 “ }GA}l2ãÑL8 ď κ, (4.50)
and
pA : l
2pAq Ñ S2WAzRA, as per (4.3), (4.51)
whence
}pApxq}L2 ď
b
κ2}x}22 ´ }URAx}2L2 “
?
κ2 ´ 1}x}2 “ }x}2, x P l2pAq
pκ “
?
2q.
(4.52)
Definition 4.7. For sets A1 Ą A, an injection
GA : l
2pAq ãÑ L8pΩA1 ,PA1q (4.53)
is a pl2 ãÑ L8q-interpolant on RA if
GAp0q “ 0,
GApxq “ }x}2 GApσxq, x ‰ 0,
and {GApxqprαq “ xpαq, x P l2pAq, α P A.
(4.54)
Denote
Il2ãÑL8pRAq “
 pl2 ãÑ L8q-interpolants on RA(, (4.55)
and let
κ‹
def“ sup
A
inf
 }GA}l2ãÑL8 : GA P Il2ãÑL8pRAq(. (4.56)
Proposition 4.8.
κ‹ “ κ p “
?
2 q. (4.57)
Proof. Assuming κ ă 8, we produce the pl2 ãÑ L8q-interpolant GA in (4.49) (a choice
function) that satisfies (4.50), and thus κ ě κ‹.
To verify the reverse inequality, assume κ‹ ă 8 and A arbitrary. For x P l2pAq, let
v P Sl2pAq be such that ÿ
αPA
xpαqvpαq “ }x}2. (4.58)
Then (by Parseval and Ho¨lder), for any GA P Il2ãÑL8pRAq,
}x}2 “
ˇˇ ż
ΩA1
URAx GApvq dPA1
ˇˇ ď }URAx}L1 }GApvq}L8 ď }URAx}L1 }GA}l2ãÑL8,
(4.59)
which implies κ‹ ě κ. 
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Remark 4.9 (about A1 Ą A). To define κ˚, and then verify Proposition 4.8, it suffices
to take infimum in (4.56) over interpolants with A1 “ A. That is,
κ‹ “ sup
A
inf
 }GA}l2ãÑL8 : `l2pAq ãÑ L8pΩA,PAq˘-interpolants GA on RA(. (4.60)
Taking L8pΩA1,PA1q-valued interpolants with A1 Ą A, as per Definition 4.7, allows for
upgrades – a notion explained and illustrated in the next section. To wit, whereas the
Khintchin inequality is an instance of the Grothendieck inequality (via Remark 4.4 and
Proposition 4.5), the Grothendieck inequality can be viewed precisely as an upgrade of
the Khintchin inequality, via
`
l2pAq ãÑ L8pΩA1 ,PA1q
˘
-interpolants with A1 Ľ A (Remark
4.21).
Remark 4.10 (template for later use). Given a
`
l2pAq ãÑ L8pΩA1 ,PA1q
˘
-interpolant
GA on RA, we write GA “ URA ` pA1, where
pA1 : l
2pAq Ñ S2WA1zRA , A1 Ą A, (4.61)
and say that pA1 is an orthogonal pl2, L8q-perturbation of URA . By (4.54),
pA1pxq “ }x}2 pA1pσxq, x P l2pAq, (4.62)
and by the Khintchin pL2R ãÑ Lqq-inequalities (Remark 2.9),
}pA1}l2ÑLq “ Op?qq, q ě 2. (4.63)
We will consider in due course other types of interpolants and perturbations. To avoid
repetition – and also to highlight a recurring theme – we formalize the following template
that we use throughout. Let E Ă discrete Abelian group Γ, X “ normed linear subspace
of CE, B “ normed linear subspace of SΓ. An injection
GE : X ãÑ B (4.64)
is a pX ãÑ Bq-interpolant on E if
GEpxq “ }x}X GEpσXxq, x P X, (4.65)
and {GEpxqpγq “ xpγq, γ P E, x P X. (4.66)
We denote
IXãÑBpEq def“
 pX ãÑ Bq-interpolants on E(. (4.67)
An orthogonal pX,Bq-perturbation of UE is a map p : X Ñ SΓzE such that UE ` p is
a pX ãÑ Bq-interpolant on E. E.g., in Definition 4.7, Γ “ WA1, E “ RA, X “ l2pAq,
B “ L8pΩA1,PA1q. 3
3 L8pΩA1 ,PA1q is identified with tWA-series representing elements in L
8pΩA1 ,PA1)}.
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Remark 4.11 (also for later use). If E Ă WA is Λp2q, i.e., if
κpEq def“ κ1pE, 2q ă 8 (4.68)
(Remark 4.2), then there is a linear injection
GE : l
2pEq ontoÝÑ L8pΩA,PAq{L8WAzE, (4.69)
where
GEpxq “
 
g P L8pΩA,PAq : g ´ UEx P L2WAzE
( ‰ H, (4.70)
and
}x}2 ď |||GEpxq||| def“ inf
 }g}L8 : g P GEpx( ď κpEq}x}2, x P l2pEq. (4.71)
(Cf. (4.43) - (4.46).) Therefore, there exists a pl2 ãÑ L8q-interpolant (a choice function)
GE “ UE ` p : l2pEq ãÑ L8pΩA,PAq, (4.72)
where p : l2pEq Ñ l2pWAzEq is an orthogonal pl2, L8q-perturbation of UE,
}GE}l2ãÑL8 ď κpEq, }p}l2Ñl2 ď
a
rκpEqs2 ´ 1, (4.73)
and
κ‹pEq def“ inf  }GE}l2ãÑL8 : pl2pEq ãÑ L8q-interpolants GE( “ κpEq. (4.74)
(Cf. (4.49) - (4.52), Proposition 4.8, Remark 4.10.)
ii (Littlewood). From κL ă 8, by duality (Parseval, Riesz-Kakutani, Hahn-Banach),
for all sets A and B, and φ P l8,2pA,Bq, i.e.,
}φ}8,2 def“ sup
αPA
` ÿ
βPB
|φpα, βq|2˘ 12 ă 8, (4.75)
there exist χ PMpΩA ˆ ΩBq, such thatpχprα, rβq “ φpα, βq, α P A, β P B, (4.76)
and
}χ}M ď κL }φ}8,2. (4.77)
That is, we have an injection
χAB : l
8,2pA,Bq Ñ MpΩA ˆ ΩBq{MpRAˆRBqc
` pRA ˆRBqc “ WA ˆWB z RA ˆRB ˘,
(4.78)
given by
χABpφq “
 
χ PMpΩA ˆ ΩBq : pχprα b rβq “ φpα, βq, pα, βq P AˆB(, (4.79)
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such that
|||χABpφq||| ď κL }φ}8,2, φ P l8,2pA,Bq. (4.80)
(|||¨||| “ the quotient norm.) Therefore, there exists a `l8,2pA,Bq ãÑ MpΩA ˆ ΩBq˘-
interpolant (choice function)
χAB “ URAˆRB ` pAB : l8,2pA,Bq Ñ MpΩA ˆ ΩBq, (4.81)
where
pAB : l
8,2pA,Bq Ñ S8WAˆWBzRAˆRB (4.82)
is an orthogonal
`
l8,2pA,Bq,MpΩA ˆ ΩBq
˘
-perturbation, and
}χAB}l8,2ãÑM ď κL. (4.83)
(In Remark 4.10, take Γ “ WAˆWB, E “ RAˆRB , X “ l8,2pA,Bq, B “MpΩAˆΩBq.)
Denote
Il8,2ãÑMpA,Bq “
 pl8,2 ãÑMq-interpolants on RA ˆRB(, (4.84)
and let
κ‹L
def“ sup
A,B
inf
 }χAB}l8,2ãÑM : χAB P Il8,2ãÑMpA,Bq(. (4.85)
Proposition 4.12.
κ‹L “ κL. (4.86)
(Proof similar to that of Proposition 4.8.)
iii (Orlicz). For the dual statement of the Orlicz pCRˆR ãÑ l2,1q-inequality κO ă 8,
replace l8,2pA,Bq in ii with l2`A; l8pBq˘ “ l2,8pA,Bq, and let
κ‹O
def“ sup
A,B
inf
χAB
}χAB}l2,8ãÑM , (4.87)
with supremum over sets A and B, and infimum over pl2,8 ãÑ Mq-interpolants on
RA ˆRB.
Proposition 4.13 (cf. Propositions 4.8, 4.12).
κ‹O “ κO. (4.88)
Remark 4.14 (’real’ vs. ’complex’). Each constant considered here has two values
depending on the underlying scalar field, and the relation between the two values is not
always obvious. For example, in the case of the Grothendieck inequality,
KCG ă KRG (4.89)
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(e.g., see Pisier (2012) and Braverman et al. (2011)), whereas in the case of the Khintchin
pL1R ãÑ L2q-inequality,
the ’complex’ κ “ the ’real’ κ p “
?
2 q. (4.90)
(See Szarek (1976).) For our purposes, we will henceforth ignore distinctions between
the ’real’ and ’complex’ constants, and will assume the ’default’ scalar field always to be
C, which, modulo ’best’ constants, subsumes R in every case. That is, in every instance,
the ’complex’ constant ă 8 ô the ’real’ constant ă 8. (4.91)
4.4. Notion of an upgrade. The inequalities
KG ă 8, κ ă 8, κL ă 8, κO ă 8, (4.92)
in their equivalent dual forms
K‹ ă 8, κ‹ ă 8, κ‹L ă 8, κ‹O ă 8 (4.93)
(Propositions 3.3, 4.8, 4.12, 4.13) imply existence of uniformly bounded dual maps :
pl2 ãÑ L8q-representations (Grothendieck),
pl2 ãÑ L8q-interpolants (Khintchin),
pl8,2 ãÑ Mq-interpolants (Littlewood),
and
pl2,8 ãÑ Mq-interpolants (Orlicz).
(4.94)
Namely, starting from an inequality in (4.93), we obtain a dual map by selecting an
element from each equivalence class in a quotient space, whereby the inequality guar-
antees that elements can be chosen to be uniformly bounded, and guarantees no more.
An upgrade is the feasibility of selecting an element in each equivalence class so that the
resulting dual map is bounded by an absolute constant, and possesses also an additional
property not a priori guaranteed by the inequality proper.
Remark 4.15 (more constants...). Typically, an upgrade is characterized by a constant
greater than or equal to the inequality’s constant in (4.93). For example, existence
of uniformly bounded pl2 ãÑ L8q-interpolants that are also pl2 Ñ L2q-continuous is
conveyed by
κ‹,c
def“ sup
A
inf
 }GA}l2ãÑL8 : continuous pl2 ãÑ L8q-interpolants GA( ă 8. (4.95)
A construction based on Riesz products (§5.2.i below) verifies κ‹,c ă 8. Obviously,
κ‹ ď κ‹,c; see (4.56). But it is not known whether κ‹ ă κ‹,c.
Next we verify an upgrade of the Khintchin inequality used in the next section to
prove K‹ ă 8. To start, note that κ “ κ˚ “ ?2 implies for arbitrary set A, existence
of orthogonal pl2, L8q-perturbations
pA : l
2pAq Ñ S2WAzRA p “ L2WAzRA q, (4.96)
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with the norm estimate
}pA}l2ãÑL2 ď 1. (4.97)
(See (4.52).) Can the estimate in (4.97) be improved? In particular, can pA be chosen
arbitrarily ’small?’ To make the question precise, let
GA,δpxq “
 
g P GApxq : }g ´ URAx}L2 ď δ
(
, x P Sl2pAq, δ ě 0, (4.98)
where GApxq is defined in (4.44), and then
βpA, δq def“ sup
"
inf
 }g}L8 : g P GA,δpxq( : x P Sl2pAq
*
,
βRpδq def“ sup
A
βpA, δq, δ ě 0.
(4.99)
The function βR : r0,8q Ñ r0,8s is obviously non-increasing. At δ “ 0,
βRp0q “ 8 (because L2RA “ L8RA only if A is finite), (4.100)
and for δ ě 1,
βRpδq “
?
2, (because κ “
?
2). (4.101)
The question whether pl2, L8q-perturbations can be chosen arbitrarily ’small’ becomes:
is βRpδq ă 8 for arbitrary δ P p0, 1q? To resolve the issue, we use the Khintchin
pL2R ãÑ Lpq-inequalities (in their equivalent form, as per Remark 2.9)
sup
"ż
ΩA
e|URAx|
2
dPA : sets A, x P Sl2pAq
*
def“ K ă 8, (4.102)
and the function
epξq “ 2
?
K ξ e´
ξ2
2 , ξ P r1,8q, (4.103)
with its inverse
ξ “ e´1puq, u P p0, 2
?
eK s. (4.104)
Lemma 4.16. For set A, x P Sl2pAq, and δ P p0, 1q, there exist g P GA,δpxq, such that
}g}L8 ď e´1pδq ` δ?
2
. (4.105)
Proof. Given δ P p0, 1q, let
ξ “ e´1pδq. (4.106)
For x P Sl2pAq, let
hx,ξ
def“
$&
%
URAx, |URAx| ď ξ
0, otherwise,
(4.107)
and
φx,ξ
def“ URAx´ hx,ξ. (4.108)
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Using (4.102), we estimateż
ΩA
|φx,ξ|2 dPA “
ż 
|URAx| ą ξ
( e|URAx|2 `|URAx|2 e´|URAx|2˘ dPA
ď ξ2e´ξ2 K.
(4.109)
Splitting φx,ξ into two Walsh series spanned by RA and WAzRA, we obtain from (4.109)
›› ÿ
αPA
yφx,ξprαqrα››L2 ď ξe´ ξ22 ?K, ›› ÿ
wPWAzRA
yφx,ξpwqw››L2 ď ξe´ ξ22 ?K. (4.110)
Taking GA “ URA ` pA in (4.96), and applying it to vx P l2pAq, where
vxpαq def“ yφx,ξprαq, α P A,
we obtain
GApvxq “
ÿ
αPA
yφx,ξprαqrα ` pApvxq, (4.111)
}GApvxq}L8 ď ξe´
ξ2
2
?
2K, }pApvx}L2 ď ξe´
ξ2
2
?
K. (4.112)
Putting it all together, we have
g
def“ hx,ξ `GApvxq “ URAx `
ˆ
pApvxq ´
ÿ
wPWAzRA
yφx,ξpwqw˙
def“ URAx ` ĂpApxq,
(4.113)
whence, from (4.112), (4.110), and (4.107),
}g}L8 ď ξ ` ξe´
ξ2
2
?
2K “ e´1pδq ` δ?
2
, (4.114)
and
}g ´ URAx}L2 ď 2ξe´
ξ2
2
?
K “ δ. (4.115)

Corollary 4.17 (cf. Blei (2001, Corollary III.10)).
?
2 “ κ ď βRpδq ď e´1pδq ` δ?
2
, δ P p0, 1q. (4.116)
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Remark 4.18 (uniformizability). Corollary 4.17 implies that for every δ ą 0, there
exist β ă 8, such that for each set A, there are orthogonal pl2, L8q-perturbations pA
(of URA) satisfying
}URA ` pA}l2ãÑL8 ď β and }pA}l2ãÑL2 ď δ. (4.117)
Succinctly put,
βRpδq ă 8, δ ą 0, (4.118)
where βR is defined in (4.99). We refer to the property expressed by (4.118) as Λp2q-
uniformizability (Blei, 1977), and to βR as the Λp2q-modulus of Rademacher systems.
Little is known about βR beyond the estimate in (4.116). (Is the estimate sharp? Is βR
everywhere continuous?)
Remark 4.19 (open questions). Suppose E Ă WA is Λp2q, i.e., κpEq def“ κ1pE, 2q ă 8
(Remark 4.11). Let
GE,δpxq def“
 
g P GEpxq : }g ´ UEx}L2 ď δ
(
, x P Sl2pEq, δ ě 0, (4.119)
where GEpxq is given by (4.70), and define the Λp2q-modulus of E
βEpδq def“ sup
"
inf
 }g}L8 : g P GE,δpxq( : x P Sl2pEq
*
, δ ě 0. (4.120)
(Cf. (4.98) and (4.99).) If βEpδq ă 8 for all δ ą 0, then E is Λp2q-uniformizable.
Whether every Λp2q-set is Λp2q-uniformizable is an open problem. The best known
result in this direction is Lemma 4.20 below (derived by modifying the proof of Lemma
4.16), which implies that if E Ă WA is Λppq for some p ą 2, i.e.,
κ2pE, pq ă 8, (4.121)
then E is Λp2q-uniformizable. Notably, whether every Λp2q-set is Λppq for some p ą 2
is an open problem of long standing, known as the Λp2q-set problem. (See §6.1.)
Lemma 4.20. If E Ă WA is Λppq for some p ą 2, then for all x P l2pEq and δ ą 0,
there exist g P GE,δpxq, such that
}g}L8 ď Cp δ
2
2´p ` δ{2, (4.122)
where
Cp “ 4
1
p´2 rκ2pE, pqs
p
p´2 rκpEqs 2p´2 . (4.123)
Proof. For ξ ą 1 (to be specified), and for arbitrary x P Sl2pEq, let
hx,ξ
def“
$&
%
UEx, |UEx| ď ξ
0, otherwise,
(4.124)
and
φx,ξ
def“ UEx´ hx,ξ. (4.125)
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Applying (4.121), we estimateż
ΩA
|φx,ξ|2 dPA “
ż 
|UEx| ą ξ
( |UEx|p |UEx|2´p dPA
ď ξ2´p rκ2pE, pqsp,
(4.126)
and thus obtain›› ÿ
wPE
yφx,ξpwqw››L2 ď ξ 2´p2 rκ2pE, pqs p2 , ›› ÿ
wPWAzE
yφx,ξpwqw››L2 ď ξ 2´p2 rκ2pE, pqs p2 .
(4.127)
Noting that E Ă WA is a fortiori Λp2q, i.e., κpEq ă 8 (Lemma 4.1), we can apply the
interpolant GE in (4.72) to vx P l2pEq, where
vxpwq def“ yφx,ξpwq, w P E,
and obtain
GEpvxq “
ÿ
wPE
yφx,ξpwq w ` pEpvxq, (4.128)
}GEpvxq}L8 ď ξ
2´p
2 rκ2pE, pqs
p
2 κpEq,
}pEpvx}L2 ď ξ
2´p
2 rκ2pE, pqs
p
2
`arκpEqs2 ´ 1q˘.
(4.129)
Let
g
def“ hx,ξ `GEpvxq “ UEx `
ˆ
pEpvxq ´
ÿ
wPWAzE
yφx,ξpwqw
˙
def“ UEx ` ĂpEpxq,
(4.130)
and deduce from (4.129), (4.127), and (4.124),
}g}L8 ď ξ ` ξ
2´p
2 rκ2pE, pqs
p
2 κpEq, (4.131)
and
}ĂpEpxq}L2 ď ξ 2´p2 rκ2pE, pqs p2
ˆa
rκpEqs2 ´ 1 ` 1
˙
ď 2ξ 2´p2 rκ2pE, pqs
p
2 κpEq.
(4.132)
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Putting
ξ “ `δ{2rκ2pE, pqs p2 κpEq˘ 2p´2 (4.133)
in (4.131) and (4.132) completes the proof. 
Remark 4.21 (ultra-interpolants). In the next section we produce A1 Ą A, and`
l2pAq ãÑ L8pΩA1 ,PA1q
˘
-interpolants ΦA (on RA) that satisfy
x ¨ y “
ż
ΩA1
ΦApxq ΦApyq dPA1, x P l2pAq, y P l2pAq, (4.134)
and
}ΦApx}L8 ď K}x}2, x P l2pAq, (4.135)
where K ą 1 does not depend on A. (See Theorem 5.4 and Corollary 5.5.) Existence
of pl2 ãÑ L8q-interpolants that are also pl2 ãÑ L8q-representations upgrades both the
Khintchin inequality and the Grothendieck inequality in the sense stated at the start of
the section. We refer to such maps as ultra-interpolants.
5. The Grothendieck inequality: upgrades and extensions
5.1. From Parseval to Grothendieck (via Khintchin). An interpolant
GA “ URA ` pA1 : l2pAq Ñ L8pΩA1 ,PA1q, A1 Ą A, (5.1)
is an ultra-interpolant if and only if for all x and y in l2pAq,
{pA1pxq ¨ {pA1pyq “ ż
ΩA1
pA1pxq pA1pyq dPA1 “ 0. (5.2)
Namely, the Parseval formulaż
ΩA1
GApxq GApyq dPA1 “
ż
ΩA1
URAx URAy dPA1 `
ż
ΩA1
pA1pxq pA1pyq dPA1,
“ x ¨ y `
ÿ
wPWA1zRA
{pA1pxqpwq {pA1pyqpwq, x P l2pAq, y P l2pAq,
(5.3)
morphs into the Parseval-like formula in (2.41) precisely when (5.2) holds for all x and
y in l2pAq. This simple observation is the motivation behind the recursive construction
of the ultra-interpolants below.
To start, given an arbitrary set A, we initialize A1 “ A, and generate from it a
sequence of disjoint sets
Aj`1
def“ WAjzpRAj Y tr0uq, j “ 1, . . . . (5.4)
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(We refer to
`
Aj
˘
j
as a set-cascade generated by A.) Fix δ P p0, 1q, and let
β “ βRpδq ă 8
(Corollary 4.17). For j “ 1, . . . , select `l2pAjq ãÑ L8pΩAj ,PAjq˘-interpolants
GAj ,δ “ URAj ` pAj ,δ, (5.5)
such that for x P l2pAjq,
}GAj ,δpxq}L8 ď β}x}2 and }pAj ,δpxq}L2 ď δ}x}2 . (5.6)
We can assume ż
ΩAj
GAj ,δpxq dPAj “ 0, x P l2pAq, j “ 1, . . . . (5.7)
Let
A1 “
8ď
j“1
Aj , (5.8)
and consider the product space (a compact abelian group)
ΩA1 “
8ą
j“1
ΩAj , (5.9)
with the uniform probability measure on it (normalized Haar measure)
PA1 “
8ą
j“1
PAj . (5.10)
We take the independent projections
πAj : ΩA1 Ñ ΩAj , j “ 1, . . . , (5.11)
given by
πAj pωq “
`
ωpαq˘
αPAj
, ω P t´1,`1uA1, (5.12)
and view the GAj ,δ as independent
`
l2pAjq ãÑ L8pΩA1,PA1q
˘
-interpolants Gj,δ, where
Gj,δpxq “ GAj ,δpxq ˝ πAj “ URAjx ` pj,δpxq, x P l2pAjq, j “ 1, . . . , (5.13)
and
pj,δpxq “ pAj ,δpxq ˝ πAj . (5.14)
For j “ 1, . . . , and x P l2pAjq,
{Gj,δpxqprαq “ xpαq, α P Aj , (5.15)
and  
w PWA1 : {Gj,δpxqpwq ‰ 0( ĂWAj . (5.16)
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In particular, for j1 ‰ j2, x1 P l2pAj1q, x2 P l2pAj2q,ż
ΩA1
Gj1,δpx1q Gj2,δpx2q dPA1 “ 0. (5.17)
Next, for arbitrary x P l2pAq, we initialize xp1q “ x, and generate a sequence of vectors
xpjq P l2pAjq, defined recursively by
xpj`1qpαq “ pj,δpxpjqq^pαq, α P Aj`1, j “ 1, . . . . (5.18)
(We refer to pxpjqqj as a vector-cascade generated by x P l2pAq.)
Lemma 5.1. For x P l2pAq,
}xpjq}2 ď δj´1 }x}2, j “ 1, . . . . (5.19)
Proof (by induction on j). The case j “ 1 is the initial assignment xp1q “ x. For j ě 1,
}xpj`1q}2 “ }pj,δpxpjqq}L2 ď δ}xpjq}2 ď δ ¨ δj´1 }x}2, (5.20)
where the equality on the left follows from (5.18), the first inequality from (5.6), and
the second from the induction hypothesis. 
Lemma 5.2. For x and y in l2pAq,
nÿ
j“1
p´1qj´1
ż
ΩA1
Gj,δpxpjqq Gj,δpypjqq dPA1
“ x ¨ y ` p´1qn´1
ż
ΩA1
pn,δpxpnqq pn,δpypnqq dPA1, n “ 1, . . . .
(5.21)
Proof (by induction on n). The case n “ 1 is (5.3). For n ą 1,
nÿ
j“1
p´1qj´1
ż
Ω1
A
Gj,δpxpjqq Gj,δpypjqq dPA1 “ x ¨ y
` p´1qn´2
ż
ΩA1
pn´1,δpxpn´1qq pn´1,δpypn´1qq dPA ` p´1qn´1
ż
ΩA1
Gn,δpxpnqq Gn,δpypnqq dPA1
(induction hypothesisq.
(5.22)
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By (5.3), (5.4), and (5.18) (via Parseval),ż
ΩA1
Gn,δpxpnqq Gn,δpypnqq dPA1 “ xpnq ¨ ypnq `
ż
ΩA1
pn,δpxpnqq pn,δpypnqq dPA
“
ż
ΩA1
pn´1,δpxpn´1qq pn´1,δpypn´1qq dPA1 `
ż
ΩA1
pn,δpxpnqq pn,δpypnqq dPA1,
(5.23)
which, put in (5.22), implies (5.21).

Lemma 5.3. For x P l2pAq and y P l2pAq,
8ÿ
j“1
ż
ΩA1
ˇˇ
Gj,δpxpjqq Gj,δpypjqq
ˇˇ
dPA1 ď β
2
1´ δ2 }x}2}y}2, (5.24)
and
8ÿ
j“1
p´1qj´1
ż
ΩA1
Gj,δpxpjqq Gj,δpypjqq dPA1 “ x ¨ y. (5.25)
Proof. By Ho¨lder, Cauchy-Schwarz, (5.6), and (5.19),
nÿ
j“1
ż
ΩA1
ˇˇ
Gj,δpxpjqq Gj,δpypjqq
ˇˇ
dPA1
ˇˇ ď nÿ
j“1
}Gj,δpxpjqq}L8 }Gj,δpypjqq}L8
ď β2 }x}2 }y}2
nÿ
j“1
δ2pj´1q,
(5.26)
and ˇˇˇ
ˇ
ż
ΩA1
pn,δpxpnqq pn,δpypnqq dPA1
ˇˇˇ
ˇ ď }pn,δpxpnqq}L2 }pn,δpypnqq}L2
ď δ2 }xpnq}2 }ypnq}2
ď δ2n }x}2 }y}2 .
(5.27)
The lemma follows by letting nÑ8 in (5.26) and (5.21). 
Putting it all together, we obtain
Theorem 5.4. For δ P p0, 1q and set A,
ΦA,δpxq def“
8ÿ
j“1
ij´1 Gj,δpxpjqq, x P l2pAq pi “
?´1q, (5.28)
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converges absolutely in L8pΩA1,PA1q and uniformly on bounded subsets of l2pAq. More-
over, ΦA,δ is a
`
l2pAq ãÑ L8pΩA1,PA1q
˘
-ultra-interpolant on RA, and
}ΦA,δ}l2ãÑL8 ď βRpδq
1´ δ . (5.29)
Proof. By (5.6) and (5.19),
8ÿ
j“1
}Gj,δpxpjqq}L8 ď
8ÿ
j“1
β }xpjq}2 ď β
8ÿ
j“1
δj´1 }x}2 “ β
1´ δ }x}2, ,
x P l2pAq, β “ βRpδq,
(5.30)
implying absolute convergence of the series in (5.28), uniformly for x in bounded subsets
of l2pAq.
By (5.30), (5.15), and (5.16), for x P l2pAq,
{ΦA,δpxqprαq “ G1,δprαq
“ xpαq, α P A1 p “ A q,
(5.31)
implying that ΦA,δ is a
`
l2pAq ãÑ L8pΩA1 ,PA1q
˘
-interpolant on RA.
By Lemma 5.3, and (5.17), for x P l2pAq, y P l2pAq,
ż
ΩA1
ΦA,δpxq ΦA,δpyq dPA1 “
ż
ΩA1
p´1qj´1
ˆ 8ÿ
j“1
Gj,δpxpjqq
8ÿ
j“1
Gj,δpypjqq
˙
dPA1
“
8ÿ
j“1
p´1qj
ż
ΩA1
Gj,δpxpjqq Gj,δpypjqq dPA1 “ x ¨ y,
(5.32)
implying that ΦA,δ is a
`
l2pAq ãÑ L8pΩA1 ,PA1q
˘
-representation. The estimate in (5.29)
follows from (5.30). 
Corollary 5.5. For all sets A and ǫ ą 0, there exist ultra-interpolants
GA “ URA ` pA1 : l2pAq ãÑ L8pΩA1,PA1q, (5.33)
such that
}GA}l2ãÑL8 ď K, }pA1}l2ãÑL2 ď ǫ, (5.34)
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where K ą 1 depends only on ǫ,
A1 “ A Y
ď
j“2
Aj ,
and
`
Aj
˘
j
is the set-cascade generated by A “ A1, as per (5.4).
Proof. For δ ą 0 (to be determined) and x P Sl2pAq, rewrite (5.28)
ΦA,δpxq “
8ÿ
j“1
ij´1 Gj,δpxpjqq
“ URAx `
ˆ
p1,δpxq `
8ÿ
j“2
ij´1 Gj,δpxpjqq
˙
,
(5.35)
where pxpjqqj is the vector-cascade given by (5.18). Let
pA1pxq def“ p1,δpxq `
8ÿ
j“2
ij´1 Gj,δpxpjqq, (5.36)
and use (5.6), (5.18), and (5.19) to deduce
}pA1pxq}L2 ď
ˆ
δ2 `
8ÿ
j“2
δ2j´2 ` δ2j
˙ 1
2
ď δ
c
2
1´ δ2 . (5.37)
For ǫ ą 0, let
δ “ δǫ “ ǫ?
2` ǫ2 , K “
βRpδǫq
1´ δǫ , (5.38)
and
GApxq “ ΦA,δǫpxq, x P l2pAq. (5.39)

Remark 5.6 (more about constants...). Consider
κ‹,u
def“ sup
A
inf
 }ΦA}l2ãÑL8 : pl2 ãÑ L8q-ultra-interpolants ΦA (on RA)(. (5.40)
(Cf. (3.16) and (4.56).) From definitions and Theorem 5.4,
K‹ ď κ‹,u ď βRpδq
1´ δ , δ P p0, 1q. (5.41)
The assertion
κ‹,u ă 8 (5.42)
is indeed an upgrade of the Grothendieck inequality as well as the Khintchin inequalty.
In particular, the Grothendieck inequality is obtained from its upgrade in (5.41) via
(3.19),
KG ď
`
K‹
˘2 ď `κ‹,u˘2 ď ˆβRpδq
1´ δ
˙2
, δ P p0, 1q. (5.43)
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We can deduce KG ă 8 directly from Lemma 5.3, bypassing its upgrade, thereby obtain-
ing an estimate of KG sharper than (5.43). Namely, from Lemma 5.3, for a set A, finite
set B, scalar array a “ pauvqpu,vqPBˆB , xu P Sl2pAq and yv P Sl2pAq, pu, vq P B ˆB,ˇˇ ÿ
pu,vqPBˆB
auvxu ¨ yv
ˇˇ
“ ˇˇ ÿ
pu,vqPBˆB
auv
8ÿ
j“1
p´1qj´1
ż
ΩA1
Gj,δpxpjqu q Gj,δpypjqv q dPA1
ˇˇ
ď
8ÿ
j“1
ż
ΩA1
ˇˇ ÿ
pu,vqPBˆB
auv Gj,δpxpjqu q Gj,δpypjqv q
ˇˇ
dPA1
ď
8ÿ
j“1
β2 δ2pj´1q }a}_
b
“
ˆ
β2
1´ δ2
˙
}a}_
b
, β “ βRpδq,
(5.44)
and hence
KG ď
`
β2Rpδq
˘2
1´ δ2 ă
ˆ
βRpδq
1´ δ
˙2
, δ P p0, 1q. (5.45)
Whether Λp2q-uniformizability – of Rademacher or other independent system, e.g.,
Steinhaus, Gaussian – could lead to a determination of KG is open to speculation. (Cf.
Lemma 4.16 and Remark 4.18.)
Remark 5.7 (continuity). To construct pl2 Ñ L2q-continuous ultra-interpolants, we
need pl2, L8q-perturbations that are ’small’ as well as pl2 Ñ L2q-continuous. For a set
A and δ ą 0, let
βcpA, δq def“ inf  }URA ` pAq}l2ãÑL8 : pl2 Ñ L2q-continuous pA : Sl2pAq Ñ Bδ,L2WAzRA(,
(5.46)
where Bδ,L2
WAzRA
is the δ-ball in L2WAzRApΩA,PAq, and then
βcRpδq def“ sup
A
βcpA, δq . (5.47)
Proposition 5.8.
κ ď βRpδq ď βcRpδq “ O
`
1{
?
δq, 0 ă δ ă 1. (5.48)
(Cf. (4.95).) A proof using Riesz products is outlined in §5.2.i below.
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5.2. Riesz products. For a set A and x P CA, define
RApxq “
ź
αPA
`
r0 ` xpαqrα
˘
(5.49)
to be the Walsh series
RApxq def“ r0 `
8ÿ
k“1
ˆ ÿ
tα1,...,αkuĂA
xpα1q ¨ ¨ ¨xpαkq rα1 ¨ ¨ ¨ rαk
˙
. (5.50)
At the very outset, RA is merely a function on C
A, whose range comprises WA-series
formally given by (5.50). If A is a finite set, then (5.49) is a bona fide product rep-
resenting a Walsh polynomial on ΩA. But if A is infinite, then the object represented
by (5.50) will depend on x P CA, as well as the mode of convergence of the series in
(5.50). The construct in (5.49), which appeared first in the circle group setting – with
lacunary exponentials in place of Rademacher characters (Riesz, 1918) – is known as a
Riesz product.
The following general properties of RA are key:
1. RA is a pCA ãÑ SWAq-interpolant on RA, i.e.,`
RApxq
˘^prαq “ xpαq, x P CA, α P A, (5.51)
with an orthogonal perturbation
pApxq “ r0 `
8ÿ
k“2
ˆ ÿ
tα1,...,αkuĂA
xpα1q ¨ ¨ ¨xpαkq rα1 ¨ ¨ ¨ rαk
˙
, x P CA. (5.52)
(But for the presence of norms and (4.65), RA satisfies requirements in Remark 4.10
with Γ “ WA, E “ RA, X “ CA, B “ SWA.)
2. Restrictions of pRA to WA,k are k-homogeneous. Namely, for scalars c and x P CA,
RApcxq “ r0 `
8ÿ
k“1
ˆ ÿ
tα1,...,αkuĂA
ck xpα1q ¨ ¨ ¨xpαkq rα1 ¨ ¨ ¨ rαk
˙
, (5.53)
and therefore,`
RApcxq
˘^pwq “ ck xpα1q ¨ ¨ ¨xpαkq “ ck`RApxq˘^pwq,
w PWA,k, w “ rα1 ¨ ¨ ¨ rαk , k “ 1, 2, . . . .
(5.54)
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3. For p P p0,8q,››pRApxq˘^››pp “ 1`
8ÿ
k“1
ÿ
tα1,...,αkuĂA
|xpα1q ¨ ¨ ¨xpαkq|p,
ď
8ÿ
k“0
1
k!
ˆ ÿ
αPA
|xpαq|p
˙k
“ e}x}pp , x P CA.
(5.55)
4. For x and y in CA, the product xy is the usual point-wise product of functions, i.e.,
pxyqpαq def“ xpαqypαq, α P A. (5.56)
For a and b in CWA, the convolution of the Walsh series
SAras “
ÿ
wPWA
apwqw, SArbs “
ÿ
wPWA
bpwqw, (5.57)
is defined by
SAras˙ SArbs def“ SArabs “
ÿ
wPWA
apwqbpwqw, (5.58)
which is consistent with usual convolution in classical spaces.4 Then, from (5.50) and
(5.58),
RApxq˙RApyq “ RApxyq, x P CA, y P CA. (5.60)
Remark 5.9 (a broader view). Let Z be a unital normed algebra Z over the complex
scalars C. Mimicking (5.50), we can take RA to be the function on Z
A, whose values
are the Z-valued WA-series
RApzq def“ z0r0 `
8ÿ
k“1
ÿ
tα1,...,αkuĂA
1
k!
ˆ ÿ
πPSk
zpαπp1qq ¨ ¨ ¨zpαπpkqq
˙
rα1 ¨ ¨ ¨ rαk , z P ZA,
where z0 “ multiplicative unit of Z, and Sk is the permutation group of t1, . . . , ku. The
interpolation property in (5.51) and the k-homogeneity property in (5.54) carry over
verbatim, and the norm estimate in (5.55) becomesÿ
wPWA
}`RApzq˘^pwq}p ď exp `ÿ
α
}zpαq}p˘, z P ZA, (5.61)
4 For µ and ν inMpΩAq, the convolution µ˙ν PMpΩAq is defined via the duality CpΩAq
‹ “MpΩAq
(Riesz-Kakutani), and satisfies
µ˙ ν “ SArpµs˙ SArpµs, (5.59)
where convolution on the right-hand side is defined by (5.58).
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where } ¨ } is the Z-norm. For commutative Z,
RApzq “ z0r0 `
8ÿ
k“1
ÿ
tα1,...,αkuĂA
zpα1q ¨ ¨ ¨ zpαkq rα1 ¨ ¨ ¨ rαk , z P ZA, (5.62)
define the products
RApzq “
ź
αPA
`
z0r0 ` zpαqrα
˘
, z P ZA, (5.63)
in which case also the relation in (5.60) carries over, where convolution is defined by
(5.58) with Z in place of C. In this work, Z will be the real and complex fields, spaces of
essentially bounded measurable functions (with point-wise multiplication), and spaces of
measures (with convolution). In the latter two cases, Z “ L8 and Z “M , we will refer
to product amalgams and convolution amalgams, respectively. A recurring task will be
to identify objects represented by these products, either in their scalar form (5.50), or
in their more general guise (5.62).
We make use of two classical scenarios that originated in Salem and Zygmund (1947)
and Riesz (1918).
i (L8-valued Riesz products). For x P l2
R
pAq (a real-valued Euclidean vector) and
ǫ ą 0, let
QA,ǫpxq def“ Im }x}2
ǫ
RApiǫσxq (i “
?´1, Im “ imaginary part)
“
ÿ
αPA
xpαqrα `
8ÿ
k“1
p´1qk
ˆ
ǫ
}x}2
˙2kˆ ÿ
tα1,...,α2k`1uĂA
xpα1q ¨ ¨ ¨xpα2k`1qrα1 ¨ ¨ ¨ rα2k`1
˙
“ URAx` gǫpxq.
(5.64)
whence {QA,ǫpxqprαq “ xpαq, α P A. (5.65)
By a computation similar to (5.55),
}gǫpxq}L2 ď
ˆ?
sinh ǫ2 ´ ǫ2
ǫ
˙
}x}2
ď ǫ2}x}2, 0 ă ǫ ă 1.
(5.66)
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If E Ă A is finite, then
max
ξPΩE
ˇˇ`
REpiǫσxq
˘pξqˇˇ “ ź
αPE
ˆ
1` ǫ2|xpαq|2{}x}22
˙1{2
ď eǫ2{2. (5.67)
Therefore (e.g., Blei (2014, Lemma 4.3)), QA,ǫpxq P L8pΩA,PAq, and
}QA,ǫpxq}L8 ď
`eǫ2{2
ǫ
˘}x}2 . (5.68)
For x “ u` iv, u P l2
R
pAq, v P l2
R
pAq, let
QA,ǫpxq def“ QA,ǫpuq ` iQA,ǫpvq, (5.69)
and
gǫpxq def“ QA,ǫpxq ´ URAx.
Then, QA,ǫ is a pl2 ãÑ L8q-interpolant with orthogonal pl2, L8q-perturbation gǫ.
Proof of Proposition 5.8. Apply (5.68), (5.66), and that
gǫ : Sl2pAq Ñ L2WAzRA (5.70)
is pl2 Ñ L2q-continuous (e.g., Blei (2014, Lemma 4.4)).

ii (M-valued Riesz products). For x P l8
R
pAq and 0 ă ǫ ď 2, let
PA,ǫpxq def“ }x}8
ǫ
ˆ
RA
`ǫσ8x
2
˘ ´ RA`´ ǫσ8x
2
˘˙
“
8ÿ
k“0
ˆ
ǫ
2}x}8
˙2kˆ ÿ
tα1,...,α2k`1uĂA
xpα1q ¨ ¨ ¨xpα2k`1qrα1 ¨ ¨ ¨ rα2k`1
˙
, x ‰ 0.
(5.71)
and write
PA,ǫpxq “ URAx` hǫpxq, (5.72)
i.e.,
hǫpxq “
8ÿ
k“1
ˆ
ǫ
2}x}8
˙2kˆ ÿ
tα1,...,α2k`1uĂA
xpα1q ¨ ¨ ¨xpα2k`1qrα1 ¨ ¨ ¨ rα2k`1
˙
, x ‰ 0.
(5.73)
Then, {PA,ǫpxqprαq “ xpαq, α P A, (5.74)
and
}zhǫpxq}8 ď `ǫ2
4
˘}x}8. (5.75)
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Moreover, if E Ă A is finite, and f “ řwPWE pfpwqw, thenˇˇˇ
ˇ ÿ
wPWA
{PA,ǫpxq pfpwq
ˇˇˇ
ˇ “
ˇˇˇ
ˇ ÿ
wPWE
{PE,ǫpxq pfpwq
ˇˇˇ
ˇ “
ˇˇˇ
ˇ
ż
ΩE
f PE,ǫpxq dPE
ˇˇˇ
ˇ ď }f}8 }PE,ǫpxq}L1
“ }f}8 }x}8
ǫ
ˆż
ΩE
RE
`ǫσ8x
2
˘
dPE `
ż
ΩE
RE
`´ ǫσ8x
2
˘
dPE
˙
“ }f}8 2}x}8
ǫ
(because RE
`˘ ǫσ8x
2
˘ ě 0q.
(5.76)
From the norm density of Walsh polynomials in CpΩAq, and the duality
CpΩAq‹ “ MpΩAq (Riesz-Kakutani),
we obtain PA,ǫpxq PMpΩAq, and››PA,ǫpxq››M ď `2ǫ ˘}x}8. (5.77)
For arbitrary x P l8pAq, define PA,ǫpxq by applying PA,ǫ in (5.71) separately to the real
and imaginary parts of x. (See (5.69).)
In summary, PA,ǫ is a pl8 ãÑ Mq-interpolant on RA, with orthogonal pl8,Mq-
perturbation hǫ of URA .
Remark 5.10 (R-homogeneity). Spectra of QA,ǫ and PA,ǫ comprise Walsh characters
of odd order, i.e.,{QA,ǫpxqpwq “ {PA,ǫpxqpwq “ 0, w PWA,even, x P l2pAq. (5.78)
(See (2.32).) In particular,
QA,ǫp´xq “ ´QA,ǫpxq, PA,ǫp´xq “ ´PA,ǫpxq, (5.79)
and therefore,
QA,ǫpcxq “ cQA,ǫpxq and PA,ǫpcxq “ cPA,ǫpxq, x P l8pAq, c P R. (5.80)
5.3. L8psq-valued and Mpsq-valued Riesz products. For s P r1,8s, consider
L
p
psqpΩA,PAq def“
 
f P LppΩA,PAq : pf P lspWAq(, 1 ď p ď 8,
and
MpsqpΩAq def“
 
µ PMpΩAq : pµ P lspWAq(,
(5.81)
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equipped with
}f}Lp
psq
def“ maxt}f}Lp, } pf}su, f P LppsqpΩA,PAq,
}µ}Mpsq def“ maxt}µ}M , }pµ}su, µ PMpsqpΩAq.
(5.82)
The aforementioned are Banach spaces normed by (5.82), where
L8p2qpΩA,PAq “ L8pΩA,PAq,
L8p1qpΩA,PAq “ Mp1qpΩAq “ ApΩAq p “ absolutely convergent Walsh seriesq,
Mp2qpΩAq “ L2pΩA,PAq, Mp8qpΩAq “ MpΩAq.
(5.83)
Also, by Hausdorff-Young,
L
p
pqqpΩA,PAq “ LppΩA,PAq, 1 ď p ď 2, q “
p
p´ 1 . (5.84)
If 1 ď s ď 2 ď s‹ def“ s
s´1
ď 8, f P L8psqpΩA,PAq, and µ P Mps‹qpΩAq, then the
convolution f ˙ µ is in ApΩAq, and (therefore)ż
ωPΩA
fpωqµpdωq “
ÿ
wPWA
pfpwqpµpwq (Parseval formula). (5.85)
In particular, the integral on the left side of (5.85) is well-defined, andˇˇˇ
ˇ
ż
ωPΩA
fpωqµpdωq
ˇˇˇ
ˇ ď }f}L8psq}µ}Mps‹q. (5.86)
For ǫ ą 0, s P r1,8s, x P ls
R
pAq, x ‰ 0, let
Q
psq
A,ǫpxq def“
}x}s
ǫ
Im RA
`
iǫσsx
˘
, (5.87)
and
P
psq
A,ǫpxq def“
}x}s
ǫ
ˆ
RA
`ǫσsx
2
˘´ RA`´ ǫσsx
2
˘˙
. (5.88)
Lemma 5.11. If ǫ P p0, 2s, s P r1,8s, and x P ls
R
pAq, then:
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For s “ 1,
Q
p1q
A,ǫpxq P ApΩAq, }Qp1qA,ǫpxq}A ď
`sinh ǫ
ǫ
˘}x}1,
P
p1q
A,ǫpxq P ApΩAq, }P p1qA,ǫpxq}A ď
`2 sinh ǫ
2
ǫ
˘}x}1.
(5.89)
For s P p1, 2s,
Q
psq
A,ǫpxq P L8psqpΩA,PAq, }QpsqA,ǫpxq}L8psq ď
1
ǫ
exp
ˆ
ǫ}x}2?
2}x}s
˙2
}x}s,
P
psq
A,ǫpxq P
č
2ďpă8
L
p
psqpΩA,PAq, }P psqA,ǫpxq}Lp ď
2
ǫ
sinh
ˆ
ǫ
?
p}x}2
2}x}s
˙
}x}s, p ě 2.
(5.90)
For s P p2,8s,
P
psq
A,ǫpxq PMpsqpΩAq, }P psqA,ǫpxq}Mpsq ď max
"ˆ
2s sinh
`
ǫ
2
˘s
ǫs
˙1{s
,
2
ǫ
*
}x}s. (5.91)
Also, `
Q
psq
A,ǫpxq
˘^prαq “ `P psqA,ǫpxq˘^prαq “ xpαq, α P A, (5.92)
››`QpsqA,ǫpxq˘^ˇˇWAzRA››s ď psinh ǫs ´ ǫsq1{sǫ }x}s, s P r1,8q,
››`P psqA,ǫpxq˘^ˇˇWAzRA››s ď
`
sinh
`
ǫ{2qs ´ pǫ{2qs˘1{s
ǫ
}x}s, s P r1,8s.
(5.93)
Moreover, the transform maps`
Q
psq
A,ǫp¨q
˘^
: lspAq Ñ lspWAq,
`
P
psq
A,ǫp¨q
˘^
: lspAq Ñ lspWAq
are ls-norm-continuous.
Sketch of proof. (5.89) and the first line in (5.90), along with (5.92), (5.93), and the
ls-norm-continuity of the Walsh transforms, follow from spectral analysis and norm
estimates applied to Riesz products; cf. (5.55), (Blei, 2014, Lemmas 4.3, 4.4, and (4.5)).
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The second line in (5.90) is proved by applying the Khintchin pL2R ãÑ Lpq-inequalities
(Remark 2.9) to each of the summands in
P
psq
A,ǫpxq “
8ÿ
k“0
ˆ
ǫ
2}x}s
˙2kˆ ÿ
tα1,...,α2k`1uĂA
xpα1q ¨ ¨ ¨xpα2k`1qrα1 ¨ ¨ ¨ rα2k`1
˙
. (5.94)
Namely, for s P p1, 2s, p ą 2, k “ 0, 1, . . . ,
›› ÿ
tα1,...,α2k`1uĂA
xpα1q ¨ ¨ ¨xpα2k`1qrα1 ¨ ¨ ¨ rα2k`1
››
Lp
ď p
?
pq2k`1
p2k ` 1q! }x}
2k`1
s , (5.95)
which we sum over k, and then apply Minkowski’s inequality.

To define Q
psq
A,ǫpxq and P psqA,ǫpxq for x P lspAq, apply (5.87) and (5.88) to the real
and imaginary parts of x separately. (See (5.69).) The norm estimates are (at most)
”doubled,” and all other properties remain intact.
In the extremal instances ǫ “ 1, s “ 2, and s “ 8, we write
Q
psq
A for Q
psq
A,1, P
psq
A for P
psq
A,1, QA,ǫ for Q
p2q
A,ǫ, PA,ǫ for P
p8q
A,ǫ ,
QA for QA,1, and PA for PA,1.
(5.96)
From (5.60), (5.87) and (5.88), for 1 ď s, t ď 8, u ě st
s`t
, x P ls
R
pAq, and y P lt
R
pAq,
Q
psq
A pxq˙ P ptqA pyq “ P psqA pxq ˙ QptqA pyq “ QpuqA,ǫ{4pxyq,
P
psq
A pxq˙ P ptqA pyq “ P puqA,ǫ{2pxyq,
Q
psq
A pxq˙ QptqA pyq “ P puqA,ǫ pxyq,
where ǫ “ ǫ`x,y; u, s, t˘ “ }xy}u}x}s}y}t ď 1.
(5.97)
We summarize, and record for future use (omitting proof):
Lemma 5.12 (Parseval formulae; cf. (5.85)). For 1 ď s ď 2 ď t ď s
s´1
, if x P lspAq
and y P ltpAq, then
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ż
ωPΩA
Q
psq
A pxqpωq P ptqA pyqpdωq “
ÿ
αPA
xpαqypαq `
ÿ
wPWAzRA
`
Q
psq
A pxq
˘^pwq`P ptqA pyq˘^pwq,
ż
ωPΩA
P
psq
A pxqpωq P ptqA pyqpdωq “
ÿ
αPA
xpαqypαq `
ÿ
wPWAzRA
`
P
psq
A pxq
˘^pwq`P ptqA pyq˘^pwq,
ż
ωPΩA
Q
psq
A pxqpωq QptqA pyqpdωq “
ÿ
αPA
xpαqypαq `
ÿ
wPWAzRA
`
Q
psq
A pxq
˘^pwq`QptqA pyq˘^pwq,
(5.98)
where all sums on the right are absolutely convergent.
Remark 5.13 (bona fide integrals?). The left sides of the first two lines of (5.98) are
well-defined Lebesgue integrals. In the case s “ t “ 2, the left side of the third line is a
bona fide integral with respect to
Q
p2q
A pyqpdωq “ Qp2qA pyqpωq PApdωq,
but otherwise, for 1 ď s ă 2 ă t ď 8, the left side is defined by the sums on the right.
Question 5.14. What can be said about Q
ptq
A pyq for y P ltRpAq and t P p2,8s? E.g., does
Q
ptq
A pyq represent a measure?
5.4. More interpolants. For A1 Ą A, let
PpsqpA1 Ą Aq def“
$&
%
 
orthogonal
`
l2pAq, L8psqpΩA1 ,PA1q
˘
-perturbations of URA
(
, s P r1, 2s,
 
orthogonal
`
l2pAq,MpsqpΩA1q
˘
-perturbations of URA
(
, s P p2,8s.
(See Remark 4.10.) We write PpsqpAq for PpsqpA Ą Aq. (See Remark 4.9.) Let
κ‹,psq
def“ sup
A
inf
 }URA ` pA}lsãÑL8psq : pA P PpsqpAq(, s P r1, 2s,
σpsq
def“ sup
A
inf
 }URA ` pA}lsãÑMpsq : pA P PpsqpAq(, s P p2,8s. (5.99)
For δ ě 0, let
βpsqpA, δq def“
$&
%
inf
 }URA ` p}lsãÑL8psq : p P PpsqpAq, }p}lsãÑls ď δ(, s P r1, 2s,
inf
 }URA ` p}lsãÑMpsq : p P PpsqpAq, }p}lsãÑls ď δ(, s P p2,8s,
and then
β
psq
R pδq def“ sup
A
βpsqpA, δq, s P r1,8s. (5.100)
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(Cf. (4.99).) Adding
`
lspAq Ñ lspWA1q
˘
-continuity, we let
Ppsq,cpA1 Ą Aq def“  ` lspAq Ñ lspWA1zRAq˘-continuous pA1 P PpsqpA1 Ą Aq(,
(5.101)
and for δ ě 0,
βpsq,cpA, δq
def“ inf  }URA ` pA1q}lsãÑL8psq : pA1 P Ppsq,cpA1 Ą Aq, }xpA}lsãÑls ď δ(, s P r1, 2s,
def“ inf  }URA ` pA1q}lsãÑMpsq : pA1 P Ppsq,cpA1 Ą Aq, }xpA}lsãÑls ď δ(, s P p2,8s,
β
psq,c
R pδq def“ sup
A
βpsq,cpA, δq, s P r1,8s.
(5.102)
Lemma 5.11 implies
Corollary 5.15 (cf. Corollary 4.17, Proposition 5.8). For every s P p1,8s, there exist
Ks ą 0 such that for δ P p0, 1q,
Ks{
?
δ ě βpsq,cR pδq ě βpsqR pδq ě
$&
%
κpsq, s P r1, 2s,
σpsq, s P p2,8s.
(5.103)
Remark 5.16 (s ě 1). The extremal case s “ 1 is trivial in the sense that
β
p1q,c
R pδq “ βp1qR pδq “ 1, δ ě 0. (5.104)
For s ą 1, the proof of (5.103) uses Riesz products. (Proposition 5.8 is the case s “ 2.)
I do not know whether the estimate is optimal, or whether β
psq,c
R pδq ě βpsqR pδq is a strict
inequality.
5.5. Parseval-type formulae: extensions of the Grothendieck inequality. The
Sidon property of Rademacher systems,››URAx››L8 “ ›› ÿ
αPA
xpαqrα
››
L8
ě 2
π
}x}1, x P l1pAq, (5.105)
with its dual equivalent, that for every y P l8pAq there exist µpyq PMpΩAq such thatzµpyqprαq “ ypαq, α P A, (5.106)
impliesÿ
αPA
xpαqypαq “
ż
ξPΩA
`
URAx
˘pξq µpyqpdξq, x P l1pAq, y P l8pAq. (5.107)
Based on extensions of the Sidon property, similar expressions of the duality of ls and
ls
‹ p1 ă s ď 2, s‹ “ s
s´1
) were derived in Blei (2014, Theorem 9.1). These formulae are
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recalled below with derivations that slightly differ from the derivations in Blei (2014),
and closely mimic the proof of Theorem 5.4. (See Remark 5.21.)
Given a set A, we initialize A1 “ A, and generate the set-cascade
Aj`1 “ WAj,oddzRAj , j ě 1. (5.108)
(Cf. (5.4).) As in (5.8), (5.9), and (5.10), let
A1 “
8ď
j“1
Aj, ΩA1 “
8ą
j“1
ΩAj , PA1 “
8ą
j“1
PAj . (5.109)
Given x P ls
R
pAq, we initialize xp1q “ x, and generate the vector-cascade xpjq P lspAjq,
j ě 1, by
xpj`1qpαq “
$’&
’%
`
Q
psq
Aj
pxpjqq˘^pαq, α P Aj`1, s P r1, 2s,
`
P
psq
Aj
pxpjqq˘^pαq, α P Aj`1, s P p2,8s, (5.110)
where Q
psq
Aj
pxpjqq and P psqAj pxpjqq are defined on ΩA1. (Cf. (5.13).) By (5.93) with ǫ “ 1,
}xpj`1q}s ď δs}xpjq}s, j “ 1, . . . , (5.111)
where
δs “
$&
%
psinh 1´ 1q1{s, s P r1, 2s,
`
sinh 1
2s
´ 1
2s
˘1{s
, s P p2,8s,
(5.112)
and therefore,
}xpjq}s ď δj´1s }x}s, j “ 1, . . . . (5.113)
(Note: 0 ă δs ă 1.)
For s P r1,8s and x P ls
R
pAq, define
Φ
psq
A pxq “
$’’’’’’’’&
’’’’’’’’%
URA1x, s “ 1,ř8
j“1 i
j´1 Q
psq
Aj
pxpjqq, s P r1, 2s,
ř8
j“1 i
j´1 P
psq
Aj
pxpjqq, s P p2,8s,
PA1pxq, s “ 8.
(5.114)
For x “ u` iv, u P ls
R
pAq, v P ls
R
pAq, let
Φ
psq
A pxq def“ ΦpsqA puq ` iΦpsqA pvq. (5.115)
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For s “ 1 and s “ 8,
2
π
}x}1 ď }Φp1qA pxq}L8 ď }x}1, x P l1pAq,
}x}8 ď }Φp8qA pxq}M ď 4}x}8, x P l8pAq,
(5.116)
Φ
p1q
A pxq˙ Φp8qA pyq “ Φp1qA pxyq P ApΩA1q, x P l1RpAq, y P l8R pAq, (5.117)
and ÿ
αPA
xpαqypαq “
ż
ωPΩA1
`
Φ
p1q
A pxq
˘pωq `Φp8qA pyq˘pdωq
“ `Φp1qA pxq˙ Φp8qA pyq˘pω0q, x P l1pAq, y P l8pAq,
(5.118)
where ω0 “ identity element of ΩA1 . In (5.116), the first line is trivial, and the second
follows from (5.77). Parseval’s formula and (5.74) imply (5.117) and (5.118), as per
(5.107). For s P p1,8q, we have
Lemma 5.17. For x P ls
R
pAq, 1 ă s ă 8,
Φ
psq
A pxq P
$&
%
L8psqpΩA1,PA1q, 1 ă s ď 2,
MpsqpΩA1q, 2 ă s ă 8,
(5.119)
and (then) for y P ls‹
R
pAq, 1 ă s ď 2 ď s‹ “ s
s´1
ă 8,
Φ
psq
A pxq˙ Φps
‹q
A pyq “
$’&
’%
ř8
j“1p´1qj´1Qp1qAj ,ǫj{4
`pxyqpjq˘, 1 ă s ă 2,
ř8
j“1p´1qj´1P p1qAj ,ǫj
`pxyqpjq˘, s “ 2, (5.120)
are elements of ApΩA1q, where ǫj “ ǫpxpjq,ypjq; 1, s, s‹q are defined by (5.97). Moreover,››ΦpsqA pxq˙ Φps‹qA pyq››ApΩA1 q ď Kpδs, δs‹q }x}s}y}s‹, (5.121)
where δs and δs‹ are given in (5.112), and Kpδs, δs‹q depends only on δs and δs‹.
Sketch of proof. The series in (5.114) converge absolutely in L8psqpΩA1,PA1q and Mps‹qpΩA1q,
respectively, via (5.111) and a geometric series argument; and hence (5.119). The con-
volutions in (5.120) are computed by applying (5.97) and independence of Rademacher
systems RAj . The norm estimate in (5.121) follows from (5.111).

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Lemma 5.18. For x P ls
R
pAq, y P ls‹
R
pAq, 1 ă s ď 2 ď s‹ “ s
s´1
ă 8,ÿ
αPA
xpαqypαq “ `ΦpsqA pxq˙ Φps‹qA pyq˘pω0q
“
ż
ωPΩA1
`
Φ
psq
A pxq
˘pωq `Φps‹qA pyq˘pdωq. (5.122)
(For s “ 2, `Φp2qA pyq˘pdωq “ `Φp2qA pyq˘pωq PA1pdωq.)
Sketch of proof. For 1 ă s ă 2, by iterating (5.110) and Lemma 5.12, we obtain (by
induction)ˆ nÿ
j“1
ij´1Q
psq
Aj
pxpjqq˙
nÿ
j“1
ij´1P
ps‹q
Aj
pypjqq
˙
pω0q
“
nÿ
j“1
p´1qj´1
ż
ΩA1
Q
psq
Aj
pxpjqqP ps‹qAj pypjqqpdωq
“
ÿ
αPA
xpαqypαq ` p´1qn´1
ÿ
wPWAnzRAn
Q
p1q
An,ǫn{4
`pxyqpnq˘^pwq, n “ 1, . . . .
(5.123)
(See (5.97).) Then,ˆ nÿ
j“1
ij´1Q
psq
Aj
pxpjqq ˙
nÿ
j“1
ij´1P
ps‹q
Aj
pypjqq
˙
pω0q ÝÑ
nÑ8
`
Φ
psq
A pxq˙ Φps
‹q
A pyq
˘pω0q
and ÿ
wPWAnzRAn
Q
p1q
An,ǫn{4
`pxyqpnq˘^pwq ÝÑ
nÑ8
0
converges uniformly on bounded subsets of lspAq and ls‹pAq, and hence (5.122). For
s “ 2, in the preceding argument replace P p2qAj pypjqq with Q
p2q
Aj
pypjqq. 
We summarize:
Theorem 5.19. The mappings in (5.115) are injections
Φ
psq
A : l
spAq Ñ
$&
%
L8psqpΩA1,PA1q, s P r1, 2s
MpsqpΩA1q, s P p2,8s,
(5.124)
with the following properties:
i. For x P lspAq, s P r1,8s,`
Φ
psq
A pxq
˘^prαq “ xpαq, α P A. (5.125)
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ii. For x P lspAq, s P r1,8s,
2
π
}x}1 ď }Φp1qA pxq}L8 ď }x}1, s “ 1,
}x}s ď }ΦpsqA pxq}L8psq ď
2
?
e
1´ δs }x}s, s P p1, 2s,
}x}s ď }ΦpsqA pxq}Mpsq ď
4
1´ δs }x}s, s P p2,8s,
}x}8 ď }Φp8qA pxq}M ď 4}x}8, s “ 8,
(5.126)
where δs is given in (5.112).
iii. For x P lspAq, y P ls‹pAq, 1 ď s ď 2 ď s‹ “ s
s´1
ď 8,
ÿ
αPA
xpαqypαq “
ż
ωPΩA1
`
Φ
psq
A pxq
˘pωq `Φps‹qA pyq˘pdωq. (5.127)
iv. For x P lspAq, s P r1,8s, c P R,
Φ
psq
A pcxq “ c ΦpsqA pcxq. (5.128)
v. The transform maps
y
Φ
psq
A : l
spAq Ñ lspWA1q, s P r1,8s, (5.129)
are pls ãÑ lsq-continuous.
Sketch of proof. The interpolation property in (5.125) follows from
`
Φ
psq
A pxq
˘^prαq “
$&
%
`
Q
psq
A1
pxp1qq˘^pαq, α P A1, s P r1, 2s
`
P
psq
A1
pxp1qq˘^pαq, α P A1, s P p2,8s. (5.130)
The first line in (5.126) is the Sidon property in (5.105), and the fourth follows from
(5.77). In (5.127), the instance s “ 1 is a restatement of (5.118), and the case 1 ă s ď 2
is a restatement of (5.122) in Lemma 5.18. The second and third lines in (5.126) follow
from (5.111). The homogeneity property in (5.128) follows from the homogeneity of Q
psq
Aj
and P
psq
Aj
. (See Remark 5.10.) The continuity of the transform map in (5.129) follows
from the last assertion in Lemma 5.11. 
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Remark 5.20 (representations of ls). For s “ 2 in Theorem 5.19, the map Φp2qA is the`
l2pAq ãÑ L8q-ultra-interpolant of Theorem 5.4
ΦA,δpxq “
8ÿ
j“1
ij´1 Gj,δpxpjqq, x P l2pAq, (5.131)
with Gj,δ “ QAj and δ “
?
sinh 1´ 1. We refer to the maps in (5.124) that sat-
isfy (5.125), (5.126) (with general constants on the right side), and (5.127), as rep-
resentations of lspAq; specifically, plspAq ãÑ L8psqq-representations for s P r1, 2s, and
plspAq ãÑMpsqq-representations for s P p2,8s. The gist of Theorem 5.19 is that the con-
structs in (5.115) are uniformly bounded R-homogeneous representations of lspAq with
norm-continuous transforms.
Remark 5.21 (idea deconstructed). The case #A “ 2, which we excluded, is trivial.
For, if #A “ #A1 “ 2, then Aj “ H for j ą 2.
In Blei (2014, Theorem 9.1) we took A to be infinite, without loss of generality. We
fixed a countably infinite partition tAj : j P Nu of A with the property that each Aj had
the same cardinality as A, and chose bijections
τ0 : AÑ A1, τj : WAjzRAj Ñ Aj`1, j P N. (5.132)
For x P ls
R
pAq p1 ď s ď 8q, we defined xp1q P ls
R
pA1q by
xp1qpτ0αq “ xpαq, α P A, (5.133)
and xpj`1q P ls
R
pAj`1q, j “ 1, 2, . . . , by
xpj`1qpτjwq “
$’&
’%
`
Q
psq
Aj
pxpjq˘^pwq, w PWAjzRAj , s P r1, 2s,
`
P
psq
Aj
pxpjq˘^pwq, w PWAjzRAj , s P p2,8s.
(5.134)
(Cf. (5.108) and (5.110).) Representations of ls with respect to pΩA,PAq were then
derived via recursions nearly identical to those above based on (5.108) and (5.110).
I prefer cascades leading to the countably infinite product pΩA1 ,PA1q in (5.109), wherein
pΩA,PAq is the first factor. Specifically, the ”cascade” approach vacates the ’infinite A’
assumption, and also leads to the pl2 ãÑ L8q-ultra-interpolant ΦA,δ in Theorem 5.4, or
Φ
p2q
A in Theorem 5.19; and thus a view of the Grothendieck inequality as an upgrade of
Khintchin’s. (Cf. Remark 4.21.)
6. Interpolation sets (brief overview)
The proof of Theorem 5.19 relied on upgrades of interpolation properties of Rademacher
systems,
lspRAq Ă
`
L8psqpΩA,PAq
˘^ˇˇ
RA
, s P r1, 2s,
lspRAq Ă
`
MpsqpΩAq
˘^ˇˇ
RA
, s P p2,8s, (6.1)
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where the instance s “ 2 is the dual equivalent of the Khintchin inequality, and the
instance s “ 8 is the dual equivalent of
f P CRApΩAq ñ pf P l1pRAq. (6.2)
The properties in (6.1), formally tagged in §6.3, naturally fit in a broader context of
interpolation phenomena, which we briefly survey below.
6.1. Λppq-sets. E Ă Γ (= discrete abelian group) is Λppq, p P p0,8q, if κqpE, pq ă 8
for some q P p0, pq. (See Remark 4.2.) The Λppq property had been formalized and
studied first in the circle group setting pΓ “ r0, 2πq (Rudin, 1960), but soon was cast
in other settings as well (e.g., Bonami (1968), Bonami (1970), Zygmund (1974)). In
dyadic settings, Rademacher systems RA via the Khintchin inequalities (Khintchin,
1923), and more generally, Walsh systems WA,k via Bonami’s inequalities (Bonami,
1968), are prototypical Λppq-sets for all p ą 0.5 The question (Rudin, 1960), which
became known as the Λppq-set problem, whether for a given p ą 0 there exist Λppq-sets
that are not Λpsq for any s ą p ą 0, had been resolved affirmatively first for even integers
p ě 4 in Rudin (1960); negatively in Bachelis and Ebenstein (1974) for p P p0, 2q (see
also Hare (1988)), and affirmatively in Bourgain (1989) for p P p2,8q (see also Talagrand
(1995)). At p “ 2, the Λp2q-set problem remains open.
A general notion of Λp2q-uniformizability, and, specifically, the Λp2q-modulus of E Ă Γ
are verbatim transcriptions from the dyadic setting (Remark 4.18). We have already
noted the open question, whether every Λp2q-set is Λp2q-uniformizable, and its connec-
tion to the Λp2q-set problem; that a negative answer to the uniformizability question
would imply the existence of a Λp2q-set that is not Λpsq for any s ą 2 (Lemma 4.20).
The uniformizability question is related also to the Λp2q union problem, hitherto open,
whether a finite union of Λp2q-sets is Λp2q; an affirmative answer to the former would
imply an affirmative answer to the latter. (Cf. Blei (2001, Ch. III §6).)
6.2. p-Sidon sets.
Definition 6.1. E Ă Γ is p-Sidon, p P r1, 2q, if 
fˆ : f P CppΓq, pf “ 0 on Ec( def“ xCE Ă lppEq, (6.3)
or, equivalently (by duality), if
lp
˚pEq Ă `MppΓq˘^ˇˇ
E
, p˚ “ p
p´ 1 . (6.4)
5 Bonami’s inequalities became known as hypercontractive inequalities, variants of which had previ-
ously appeared in a theoretical physics context (Nelson, 1966). (See Davies et al. (1992) for a detailed
survey of hypecontractivity in a mathematical physics context, where the term hypercontractivity origi-
nated.) Bonami’s inequalities were applied also in a theoretical computer science framework, with their
first use in Kahn et al. (1988), in the proof of the KKL theorem; e.g., see O’Donnell (2008).
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The case p “ 1 was considered first in Rudin (1960), wherein E Ă Z satisfying
(6.3) with p “ 1 were dubbed Sidon sets – homage to the result in Sidon (1927) that
lacunary E Ă Z` satisfy (6.3) with p “ 1. The notion of p-Sidonicity was formalized
later in Edwards and Ross (1974). Over the years, studies of Sidonicity have indeed
branched out in different directions and various settings. (For a detailed survey, see
Graham and Hare (2013). Beware: in additive number theory, a Sidon set has altogether
a different meaning, which originated in Sidon (1932); see O’Bryant (2004).)
The Rademacher system RA p“ WA,1q, an analogue of a lacunary subset of Z`, is
an archetypal 1-Sidon set. Littlewood’s 4{3-inequality (Littlewood, 1930) (in part a
corollary to the pCRˆR ãÑ l1,2q-inequality) asserts that if A is infinite, then WA,2 Ă WA
is an exact 4{3-Sidon set, i.e., WA,2 is p-Sidon ô p ě 4{3. Exact p-Sidon sets for
arbitrary p P p1, 2q were produced in Blei (1979). We know more about 1-Sidonicity
(the extremal case) than about p-Sidonicity (the full scale). For example, the union of
finitely many 1-Sidon sets is known to be 1-Sidon (Drury, 1972), but whether the same
holds for p-Sidon sets, p P p1, 2q, is open.
Remark 6.2 (p-Sidon constant). E Ă Γ is p-Sidon, p P r1, 2q, if and only if
σppEq def“ sup
 } pf}p{}f}L8 : E-polynomials, f ‰ 0( ă 8. (6.5)
By duality, in the ’language’ of interpolants (Remark 4.10),
σppEq “ inf
 }G}lp˚ ãÑM : `lp˚pEq ãÑ MppΓq˘-interpolants G(. (6.6)
6.3. The Lppq and Sppq properties. The Λp2q and 1-Sidon properties have extensions,
which are exemplified by (6.1), and are ostensibly distinct from Λppq and p-Sidonicity.
Let
L8ppqppΓ,mq def“  f P L8ppΓ,mq : fˆ P lppΓq(, p P r1, 2s,
MppqppΓq def“  λ P MppΓq : λˆ P lppΓq(, p P p2,8s. (6.7)
(Cf. (5.81) and (5.82).)
Definition 6.3. E Ă Γ is an Lppq-set for p P r1, 2s, if for every φ P lppEq there exist
f P L8ppqppΓ,mq such that pf ˇˇ
E
“ φ, (6.8)
and an Sppq-set for p P p2,8s, if for every φ P lppEq there exist µ P MppqppΓq such that
pµˇˇ
E
“ φ. (6.9)
By duality, as in §5.4, E Ă Γ an Lppq-set, p P r1, 2s, if and only if
κppqpEq def“ inf  }G}lpãÑL8
ppq
:
`
lppEq ãÑ L8ppqppΓ,mq˘-interpolants G( ă 8, (6.10)
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and an Sppq-set, p P p2,8s, if and only if
σppqpEq def“ inf  }G}lpãÑMppq : `lppEq ãÑMppqppΓq˘-interpolants G( ă 8. (6.11)
Gauging the ’size’ of perturbations, we compute βppqpE, δq, δ ě 0, as in (5.100). We
say E Ă Γ is Lppq-uniformizable (1 ď p ď 2), or Sppq-uniformizable (2 ă p ď 8), if
βppqpE, δq ă 8 for δ ą 0 in the corresponding ranges of p.
To mark
`
lppEq Ñ lppΓq˘-continuity of transforms, we define βppq,cpE, δq as in (5.102),
and dub E Ă Γ continuous-Lppq-uniformizable (1 ď p ď 2), or continuous-Sppq-
uniformizable (2 ă p ď 8), if βppq,cpE, δq ă 8 (δ ą 0) in the respective ranges of
p.
I know scant little about the Lppq and Sppq properties, beyond their roles in the proof
of Theorem 5.19. Two questions I thought about and could not answer are stated in
the remarks below; and there are others that will almost surely occur to the reader...
Remark 6.4 (Sppq-sets). For p P p2,8s, every Sppq-set is a fortiori q-Sidon for every
q P rp‹, 2q, p‹ “ p
p´1
. That is, for E Ă Γ and p P p2,8s,
σqpEq ď σppqpEq, p˚ ď q ă 2. (6.12)
In particular, p˚-Sidonicity is upgraded by the Sppq property, which asserts that inter-
polants can be chosen to be Mppq-valued, and not merely M-valued; see §4.4 (”notion of
an upgrade”).
The MppqpΩAq-valued Riesz products (Lemma 5.11) imply that Rademacher systems
are continuous Sppq-uniformizable for every p P p2,8s. It can be similarly shown with a
bit more work, specifically by modifying arguments in Drury (1972) (also based on Riesz
products), that 1-Sidon sets are continuous-Sppq-uniformizable for every p P p2,8s.
In Part II of the monograph, we will deduce that F Ă WA,n is an Sppq-set for all
p P p2, 2 dimF
dimF´1
s, n “ 2, . . ., where dimF is the combinatorial dimension of F (Blei,
1984).
Question 6.5. Does q-Sidon ñ Spq˚q-set, q P p1, 2q?
Remark 6.6 (Lppq-sets). For every E Ă Γ,
UEx P L8p1qppΓ,mq for all x P l1pEq, (6.13)
i.e., every E Ă Γ is Lp1q (trivially!). For 1 ă p ď 2,
UEx P L8ppqppΓ,mq for all x P lppEq (6.14)
only for finite E Ă Γ, and otherwise there exist an orthogonal plp, L8ppqq-perturbations
pE : l
ppEq Ñ SΓzE, i.e.,
UEx` pEpxq P L8ppqppΓ,mq for all x P lppEq, (6.15)
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if and only if E Ă Γ is Lppq.
We will note in Part II that for every n “ 1, . . . , WA,n is Lppq for all p P r1, 2s.
Question 6.7. Does Λp2q ñ Lppq, p P p1, 2q?
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