we transform the problem (2) to the canonical form:
The coefficients of the objective function, the coefficients of the constraints and the right-hand sides of constraints become positive as a result of equivalent transformations:
Further, the constants and the variables are replaced with some new ones as follows: divide the coefficients, the constraints, and their right-hand sides by j c  and
m n   After this, the coefficients of the objective function and the constraints are:
We replace the coefficients of the objective function with
and obtain:
Finally, the problem (4) can be written in the following form:
The corresponding dual problem is
The linear programming problem (5) is replaced with the exponential type approximating function with the positive parameter  :
The exponential transformation of linear programming problems (1) with proofs and examples are described in details in the publications [1] [2] . In this paper, the exponential transformation is applied to the dual problem with respect to the problem (1). As 0   the optimal value of the approximating function ( , )
  and j x  converges to the optimal solutions of the primal (5) and the dual (6) linear problems:
 are the optimal solutions of the primal (5) and dual (6) linear problems. Since ( , ) x    is strictly concave, the first order necessary and sufficient conditions for x  to be a maximum can be written as follows:
Here the variables
  are the exponential functions of the variables j x  . The system of the necessary and sufficient conditions can be simplified. Substituting the first order power series expansion of
  we get an approximating system of linear equations to calculate the approximate variables j x  :
The variables (4) and (3). These variables determine the active constraints of the problem (3). The active constraints in turn determine the optimal basis variables of the problem (1).
The description of the algorithm
The algorithm consists the following steps: 1) Convert the original problem (1) to special form (5); 2) Solve the approximating system of linear equations (7) to determine the variables j x  ; 3) Calculate the approximating values of constraints i y  ; 4) Identify the active constraints and the optimal basis variables of the original problem (1); 5) Calculate the values of the optimal basis variables of the problem (1).
A numerical example
Application of the algorithm is illustrated by the following numerical example: i   to transform the problem to the canonical form:
Next, using equivalent transformations, we transform the problem to the form:
Finally, replacing of constants and variables, we transform the problem to the form: 
The approximating system (7) has the form: The optimal basis variables of the problems (10), (11), (12) x is derived from the basis variables. Now we divide the elements of the key row for the key element The solution is 
