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1. I n t roduct ion  
Let B be the open unit ball in the Euclidean space N "~ of dimension m _> 2, let 
S be its boundary and H be the convex set of all positive harmonic functions on 
B equal to 1 at the origin. This note concerns the extreme points of H. 
The usual approach goes via the Riesz-Herglotz theorem stating that if h ¢ H, 
then there exists a (unique) probability measure # on S such that 
h(x) = f P~d#, x E B,  
ds 
where P~ is for x C B given by 
p (y) _ 1 - tx l  
i x_y lm,  yES .  
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Of course, P : (x, y) ~-~ Px(Y), (x, y) E B × S is the familiar Poisson kernel of 
B. Having such a representation theorem, it is quite easy to conclude that the 
set ext H of extreme points of H coincides with {PY : y E S}, where we write PY 
for the function 
PY : x ~ P(x,  y) , x E B ; 
one can simply use the characterization f extreme points of the convex set of all 
probability measures on S; see Proposition 3.5 below. 
However, the Riesz-Herglotz heorem itself can be viewed as a nice illustration 
of Choquet's representation theorem or, in fact, the Krein-Milman theorem; for 
a discussion of these aspects ee [17], 2nd ed., pp. 102-103 and [8], Vol. III, p. 78. 
So the question arises how to determine the set ext H without recourse to the 
Riesz-Herglotz theorem. R.R. Phelps asks for a simple and elementary proof of 
the inclusion extH C {PY : y E S} in [17], 1st ed., p. 118 and 2nd ed., p. 103. 
In this paper we give a proof of the equality ext H = {PY : y E S} based on 
a few well-known facts from abstract analysis (which are summarized in Sec. 3) 
and a minimum of very basic results about harmonic functions. To demonstrate 
the elementary nature of our approach, we include proofs of the latter results 
which presuppose only a rudimentary knowledge of calculus (see Sec. 2). In 
Sec. 4 we give a description of ext H, and in Sec. 5 show how the Riesz-Herglotz 
theorem may be viewed as a special case of the Krein-Milman theorem. Finally, 
in Sec. 6, we collect ogether some historical and bibliographical notes, as well as 
comments on alternative approaches. 
2. Harmonic  functions 
For r > 0, let Br denote the open ball in ]R m with center 0 and radius r and let 
Sr be its boundary. We shall write B and S instead of B1 and $1, respectively. 
Let a~ stand for the normalized surface measure on S~ and a = al. 
Recall that a function h defined on an open set U C ]~m is said to be harmonic 
on U, if h E C2(U) and 
02 h 02 h 
Ah := ox~ + . . . + ~x2 = 0 onU.  
The space of all harmonic functions on U will be denoted by "It(U) while 7-/+(U) 
denotes the set of all positive functions of 7-/(U) (we use positive for _> 0). 
A straightforward calculation shows that PY E N+(B) whenever y E S. 
Lemma 2.1 (mean value property). Let R > 1 and h E ?-I(BR). Then 
h(O) = j s  h da. 
Proof. For 0 < r < R define 
a(r) = [ h(ry) da(y) . 
3s 
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Then 
a'(r) = (gradh)(ry).yda(y) = r -~n dar 
for every 0 < r < R. Here Oh denotes the normal derivative of h with respect 
to the exterior normal to Br. By the Gauss-Green theorem, the last integral is 
equal to the volume integral of Ah over the ball Br divided by the surface area of 
St. Since Ah = 0 on Br, we conclude that a' vanishes on (0, R). By continuity 
of h at the origin, a(r) = h(0) for every r • (0, R). In particular, h(0) = ~(1), 
which finishes the proof. [] 
Using a suitable conformal mapping of IR TM, we transform the mean value 
equality for h into an expression for h(x) with an arbitrary x • B. 
Propos i t ion  2.2 (Poisson integral). Let p > 1, h • 7-l(Bp) and x • B. Then 
h(x) = ~ h Px da. 
Proof. The idea is based on two facts: that there is a MSbius transform leaving B 
invariant and sending x to 0, and that the Kelvin transform preserves harmonicity. 
For details of computations, ee [2], [21]; cf. also [4], p. 21 and [1], p. 18. 
Put 
Z - -  
an~i for t • R m \ {z} define 
r - 
I t  - z l  
x 
I zP  ' r = - 1 
and I(t) = z + ~2(t) (z - t) . 
Then I maps ]~m \ {z} homeomorphically onto itself, I(B) = B, I(S) = S and 
I(x) = O. Fix R > 1 such that I(BR) C Bp and set 
h*(t) = ~m-2(t) h(I(t)) ,  t • BR. 
(The function h* is the so-called Kelvin transform of h.) Then h* is harmonic 
on BR and 
h = ~m-2 (h* o I) 
on a neighborhood of B. The Jacobian matrix of I is orthogonal and its dilation 
factor at t • ~'~ \ {z} is ~2(t); cf. [1], [2] or [21]. Change of variables in the 
surface integral yields 
~ h* da = ~(h* o I)(~2)m-l da = / ~2-m h~2m-2 da 
J S  
= / ~m h da. 
Js 
Since 
h(x) =~m-2(x)h*(O) 
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and 
h* (0) = f h* da 
JS  
by Lemma 2.1, we arrive at 
r2(m-1) f s  1 h(x) - ix~lm_2 lY - zl TM h(y) da(y). 
It is easy to verify that 
ly - z[ = IXl-lYl 
and 
This yields 
i x  - -  Z] - -  - -  
whenever y • S 
1 -Ixl ~ 
lxl 
f l - i x i  2 h(x) = ~x- yl m h(y)da(y), 
which finishes the proof. [] 
Coro l la ry  2.3. A locally uniform limit of a sequence of harmonic functions on 
B is harmonic on B. 
Proof. Let {hn} be a sequence of functions from ?-/(B) converging on B locally 
uniformly to a function h0. We fix p > 1 and show that h0 is harmonic on B1/p. 
Define 
gn(t)=h~(t/p), teBp ,  neNt . J{0} .  
Then g~ • 7-/(Bp) for n • N and the sequence {g~} converges on S uniformly to 
go. Using Proposition 2.2 we get for every x • B 
go(x) = limg~(x) = lim ~ g~Pxda = ~ goP~da. 
Differentiation under the integral sign shows that go • 7-/(B), and therefore 
ho • 7t(B1/p). [] 
Lemma 2.4. Let 0 < r < 1, x • Br and y,z • S. Then 
I PY (x )  - P~(x) l  _< m(1  - r ) -2m(1  -I- r )m- l l y  -- Z I • 
Proof. We have 
1 -Ixi 2 
]P~(x)- PZ(x)] = ix_~i-ml;: zimlix zi ~ - ix -  y l~l  
Since 
lix - z l -  i x -  yll -- ly -  zi 
and tx - Yl, Ix - zl E [1 - r, 1 -t- r], the estimate follows immediately. [] 
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3. Abstract analysis 
Let E be a real (Hausdorff) locally convex space. For a convex set C C E, ext C 
denotes the set of all extreme points of C. For M C E we write coM and -C6M for 
the convex hull of M and the closed convex hull of M, respectively. It is easy to 
see that ~6M = coM. Moreover, if M is precompact (-- totally bounded), then 
coM is precompact, see [19], p. 72. If the topology of E is induced by a complete 
translation-invariant metric and if M is compact, then -C-6M is compact by [19], 
p. 72. In other words, coM is then relatively compact. 
In what follows, it is assumed that the reader is familiar with the following 
results. Details are given in the books of Choquet, Phelps or Rudin. 
Theorem 3.1 (Krein-Milman). Let C C E be a compact convex set. Then 
C = ~ (ext C). In particular, ext C ~ 0 provided C is nonempty.. 
Proof. The proof can be found e.g. in the book by W. Rudin [19], pp. 70 and 59. 
[] 
Theorem 3.2 (Milman). Suppose that C C E is a compact convex set, that 
M C C and C = -C6M. Then ext C C M. 
Proof. For the proof we refer to R.R. Phelps [17], 2nd ed., p. 6. [] 
Theorem 3.3 (Krein-Milman: integral representation version). Let C c E be 
a compact convex set and c E C. Then there exists a Radon probability measure 
v on C supported by ext C such that 
F(c) = ./~ F d, 
for every continuous linear functional F on E. 
Proof. See e.g.R.R. Phelps [17], 2nd ed., p. 5. [] 
Proposition 3.4. Let K be a Hausdorff compact topological space and let ~ de- 
note the Dirac measure concentrated atx C K. Then the space A41(K) consisting 
of all probability measures on K is a convex w*-compact subset of the dual space 
of the space of all continuous functions on K and 
ext J~41(K) = {c~ :x C K} . 
Proof. See G. Choquet [8], Vol. III, p. 225. [] 
4. Ext reme points 
In what follows, E will be the vector space 7/(B) of harmonic functions on B 
endowed with the topology of locally uniform convergence on B. Then ~/(B) is 
a (Hausdorff) locally convex space and its topology is metrizable by a transla- 
tion-invariant metric (cf. [19], pp. 31 and 27) which is complete by Corollary 2.3. 
In particular, if M C 7-/(B) is compact, then coM is relatively compact; see the 
beginning of Sec. 3. 
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Lemma 4.1. Let D = {PY : y E S}. Then D is a compact subset of 74(B) home- 
omorphic with S. 
Proof. Define the mapping 
¢ :y~PY,  yES.  
Obviously, ¢ is injective and ¢(S) = D. It follows from Lemma 2.4 that ¢ 
is continuous. Consequently, D is compact and ¢ maps S homeomorphically 
onto D. [] 
Proposi t ion 4.2. The sets H and -C6D coincide and H is a compact convex 
subset of 74(B). 
Proof. For p > 1 denote by/Cp the set of all restrictions to B of functions from 
74 + (Bp) having the value 1 at the origin. Defining 
H0 = U{]Cp : p > 1}, 
we have H0 C H and every function from H is a locally uniform limit of a sequence 
of functions from H0. Indeed, given h E H, one may choose 0 < r~ < 1, r~/~ 1, 
and consider the functions 
h~ : x ~ h(r~x) , x E B , n E N. 
Recall that -C-6D = coD, that coD is relatively compact and H -- H by Corollary 
2.3. We already know that H0 = H, since H C H0 C H = H. 
In order to complete the proof, it is sufficient to prove the following assertion: 
I f  p > 1 and g is a function from ICp, then there exist g~ E coD converging to 
g locally uniformly on B. Indeed, then H0 C coD and the obvious inclusion 
coD C H yields 
W6D = coD C H = H = H0 C coD = ~-6D. 
So consider g E ]Cp and notice that 
sgda  = g(O) = 1. 
Thus, ga is a probability measure on S. By Proposition 3.5 and Theorem 3.2, 
there exist probability measures ~-~ on S converging to ga in the w*-topology 
such that every ~-~ is a convex combination ofDirac measures concentrated onS. 
For x E B, the function Px is continuous on S, hence using Proposition 2.2 
g(x)= f P, gdo= lim/Pxd - . 
ds  J s  
Denoting 
g~:x~ fsP~dvn,  xEB,  nEN,  
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we get g~ E coD and g~ --+ g pointwise on B. Since cod  is relatively compact, 
the set {g~ : n E N} is equicontinuous at all points of B by Ascoli's theorem; 
cf. [8], Vol. I, p. 29. Therefore, g~ converge to g locally uniformly on B. [] 
Theorem 4.3. The equality ext H = {PY : y E S} holds. 
Proof. Proposition 4.2, Theorem 3.3 and Lemma 4.1 imply that 
ext H C D = D = {PY : y E S} . 
We know from Proposition 4.2 that H is a convex compact set, and therefore 
ext H ~ 0 by Theorem 3.2. Hence, pz E ext H for a point z E S. Given y E S, 
there is a linear isometry T : ]R m --+ ]R m with PZ = PY o T. Since T preserves 
harmonicity, PY necessarily belongs to ext H, and hence 
{PY :y  E S} C extH ,  
finishing the proof. [] 
5. R iesz -Herg lo tz  theorem 
Now we point out that one can recapture the Riesz-Herglotz theorem from the 
Krein-Milman theorem. 
Theorem 5.1 (Riesz-Herglotz). Let h E H. Then there exists a Radon proba- 
bility measure # on S such that 
h(x) = f sPxd# , x E B.  
Proof. By Proposition 4.2, Theorems 3.4, 4.3 and Lemma 4.1, there exists a Ra- 
don probability measure v supported by the compact set D such that 
F(h) = ]~ F d~ 
for every continuous linear functional F on 7-/(B). 
Fix x E B and define 
F:  f ~ f(x) , f E n (B) .  
Obviously, F is a continuous linear functional on 7/(B). Let us recall that, by 
Lemma 4.1, 
¢ :y~PY,  yES,  
is a homeomorphism of S onto D and clearly F o ¢ = Px. Defining the Radon 
measure # on S as the image of , under ¢-1 (i.e., #(A) = ~(¢(A)) for every 
Borel set A C S), we obtain that # E .~41(S) and 
finishing the proof. [] 
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6. H is tor ica l  notes  and comments  
The so-called Riesz-Herglotz theorem (for a justification of this nomenclature, 
see [10], pp. 28 and 794) goes back to [18] and [13] where the two dimensional 
situation is dealt with. For the plane case, using function theory, ext H was 
directly identified e.g. in [9], [11], [12], [14] and [20]. For m > 2, the equal- 
ity ext H = {PY : y E S} is established, without recourse to the Riesz-Herglotz 
theorem, in [3]. D. Armitage takes the statement from Proposition 2.2 as well 
as the compactness of H for granted. The main step of his proof was to show 
that if h E ext H, then there exists z E S such that h(x) ~ 0 for x -~ y when- 
ever y E S \ {z}. Then Bouligand's result [6] on minimal harmonic functions on 
a half-space in combination with the Kelvin transform is used in order to show 
that ext H C D. 
In our approach, only the most basic potential theory is required, and prefer- 
ence is deliberately given to the application of basic tools of functional analysis. 
Of course, the usual way to the Riesz-Herglotz theorem (including uniqueness) 
adopted systematically in potential theory goes via weak compactness ofmeasures 
(see [5], p. 105, [4], p. 9, [10], p. 28, [15], p. 123). In the abstract setting, the 
uniqueness part of the theorem follows by Choquet's uniqueness theorem (cf. [17], 
2nd ed., pp. 102, 52 and 60) provided that one can show that the cone of positive 
harmonic functions on B induces a lattice ordering on 7-/+(B) - 7-/+(B). This 
can be done without reference to the Riesz-Herglotz theorem, using some further 
results of potential theory; see [7], p. 29. 
Lemma 2.1 is proved in the most classical way, whereas the conformal mapping 
proof of Proposition 2.2 is non-traditional for rn > 2 and follows reasonings 
from [2], where a more general Weinstein equation is considered. A detailed 
computation for the Laplace equation is presented in [21]. It is not surprising 
that the method is frequently applied in complex analysis. For a nice exposition, 
including physical motivation as well as hyperbolic geometry interpretation, the 
reader is referred to [16]. 
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