Abstract
Introduction.
Classifier performance evaluation is a crucial stage in developing machine learning techniques. It typically gives rise to a multitude of results that are difficult to interpret. On the one hand, a variety of different performance metrics can be applied, each adding a little bit more information about the classifiers than the others; and on the other hand, evaluation must be conducted on multiple domains to get a clear view of the classifier's general behaviour.
Caruana et al.
[2] studied the issue of selecting appropriate metrics through a visualization method. In their work, the evaluation metrics are classified into three categories and a new metric, SAR, is constructed, that combines the properties found in each of these categories.
In addition to their performance being judged with respect to various metrics, classifiers are often evaluated on several domains that present different characteristics such as dimensionality, types of features, classification difficulty. Japkowicz et al. [4] studied the issue of aggregating the results obtained by different classifiers on several domains. They too use a visualization approach to implement a component-wise aggregation method that allows for a more precise combination of results than the usual averaging or win/loss/tie approaches.
In this research, we take the view that classifier evaluation should be done on an exploratory basis. This can be done manually, though it quickly becomes difficult (if not impossible) to analyze the results manually due to the multitude of metrics and domains considered. Visualization, on the other hand, may be a great aid in this process. Here, we investigate the general issues of visualization and how to adapt existing methods to suit our purpose. This work extends a short paper [1] by illustrating the insights we gain when adopting this approach.
More specifically, we assume that classifier evaluation requires two stages. In the first stage, the researcher computes the results obtained by the various classifiers with respect to several representative metrics on several domains, in order to make the comparison as general as possible. This, of course, will create a considerable amount of data, which will, in turn, need to be analyzed, in a second stage, in order to draw valid and useful conclusions about the algorithms under study. We can say that this second stage is a data mining process in and of itself.
The aim of this paper is to illustrate and motivate the use of graphical methods as a simple alternative approach for the comparison of classifiers. We present a visualization technique (in two dimensions) based on the combination of the above two techniques [2, 4] that allows for analyses with respect to both a variety of metrics and domains. Note that single scalar metrics can be seen as projections to one dimension. Such projections, however, only allow to show where a classifier stands in relation to one other classifier, which usually is the ideal classifier. We will show that our system, based on a projection to two dimensions, allows to study a number of questions that can not be answered with traditional evaluation techniques. Moreover, it provides a way to select candidates for an ensemble of classifiers and enables an analysis from either a classifier point of view or a domain point of view. We illustrate our approach on a study of 15 domains over three representative metrics as per Caruana et al. [2] .
The remainder of this article is organized as follows. Sect. 2 discusses the visual approach to analyzing classifier performance, Sect. 3 describes a typical empirical study. Sect. 4 illustrates the benefits of visual data mining in classifier evaluation and Sect. 5 concludes with a summary and suggestions for future work.
Visualizing the Classifier Performance
In general terms, classifier performance evaluation involves generating large amounts of performance data and trying to reduce this data to meaningful descriptors of performance. Thus, classifier performance evaluation implies discarding information and data reduction. In this sense, performance evaluation can be approached as a problem of how to project the large amounts of data to a lower dimensional space. Note that in this process, it is desirable to retain as much of the information as possible, discarding only what may be regarded as irrelevant.
In the extreme case, all the performance data gets turned into a single number (projection to one dimension) and the classifiers get compared on the basis of a single quantity, i.e., a scalar metric. However, this involves the maximum amount of information loss and single value indicators of classifier performance are most likely to be unsatisfactory in conveying information about classifier performance. This may be the reason why several single metrics are required to describe different aspects of performance.
In general, the volume of data we need to retain is such that listing numerical values in tables is inadequate and presenting the remaining data in visual form is desirable. Scientific Visualization is a great aid: (a) to carry out data reduction and therefore, communicate what we believe is significant about the performance results and (b) to allow a human observer to easily discover meaningful patterns in the performance results.
In order to compare classifiers on an exploratory basis rather than through standard evaluation, different tools may be useful depending of the amount of data available. They vary from simple approaches to plotting the results in a convenient way (such as histograms, spider graphs, scatter graphs) to dimensionality reduction techniques such as Multidimensional Dimensional Scaling (MDS) [3] or Self Organizing Maps [5] . Although simple graphs are helpful for the analysis, they have limitations as the number of dimensions increases. In this case, a dimensionality reduction technique that preserves the original data structure as much as possible, seems more convenient. Next, we illustrate our approach with a typical empirical study.
Typical Experimental Study
Consider a standard empirical study where L classifiers are evaluated on D domains. Consider also that a set of K representative metrics are recorded for each pair of domainclassifier, so that the results can be organized in K tables with elements m (k) ij where k is the metric evaluated, i = 1, . . . , L and j = 1, . . . , D.
In this section a typical experiment is conducted in order to assess nine classifiers (k-Nearest neighbor with k=1 and k=10 (Ib1, Ib10), Naive Bayes, C4.5 Decision Tree, Bagged Decision Trees, Boosted Decision Trees, Random Forest, SVM and JRip) on several domains based on three metrics of interest. Evaluation was carried out by 10-fold cross-validation in the WEKA environment [6] with parameters set as default. Fifteen binary classification problems from the UCI repository were assessed in this work (Sonar, Heart-v, Heart-c, Breast-y, Voting, Breast-w, Credits-g, Heart-s, Sick, Hepatitis, Credits-a, Horse-colic, Heart-h, Labor and Krkp). In the following, D1 will refer to Sonar, D2 to Heart-v, and so on.
Different metrics reflect different properties that may be desirable for a classifier. From the three categories established in [2], we chose the most representative ones: RMSE that reflects the classifier's ability to estimate posterior probabilities, AUC with information about its ranking capabilities and the Error Rate metric as a threshold metric. Tables 1, 2 and 3 show the Error rate, RMSE and AUC, respectively for the 15 UCI domains evaluated here.
Performance Analysis
Typical questions we would like to answer after the classifier performance analysis is performed are related to similarities/dissimilarities between classifiers: (a) Which classifiers perform similarly so that they can be considered equivalent? (b) Which classifiers could be worth selecting for a classifier ensemble? (c) Does the relative performance of the classifiers change as a function of data dimensionality? (d) Does it change for different domain difficulties?
A first attempt at answering these questions could be to analyze directly the data gathered in Tables 1, 2 and 3. However, such an analysis does not seem straightforward given Table 3 . AUC* (1-AUC) for different classifiers on several domains the quantity of results recorded (and there could be worse instances of this).
As an alternative, metrics like SAR try to summarize all the gathered information with a point estimation. Thus, SAR carries out the projection
where AUC * = 1 − AUC. The closer to zero the SAR 1 values (and all its components) are, the better the classifier performs. Tables 4 shows the classifiers' performance values according to the SAR metric and the individual metrics involved in its definition computed as the average over all the domains. Based on these metrics, a ranking can be established among classifiers (see Table 5 ). This ranking suggests, for instance, that two classifiers that are close enough to each other may be considered equivalent or related by similar performance properties. However, such 1 Note that this metric lies in the interval [0,1]. conclusions are sometimes misleading and it is more beneficial to extract more information by exploring the results visually.
Visualization and exploration based on a MDS projection
In this section, we demonstrate the use of MDS (MultiDimensional Scaling) [3] , to visualize either the classifiers or the domains in a graph, so that interpoint distances in the high dimensional space are preserved as much as possible in the 2D space.
Let us now study what information may be extracted from a graph in which the information provided in Tables  1, 2 and 3 is not simply averaged (over domains and over different metrics) but is projected using MDS. The distance between two points is calculated as the Euclidean distance and the stress criterion is normalized by the sum of squares of the interpoint distances. Before starting to explore the graphical representation, it is interesting to assess the stress criterion. In other words, it is important to know how much of the original data structure is preserved after projecting the data to two dimensions. We can then have an idea of the information gained when moving from one dimensional representation to two dimensions. In our example the stress becomes 0.08 for two dimensions (not much loss of information), but it increases to 0.22 when considering only one dimension.
Each classifier-i is originally described by a vector with components m (D = 15 and K = 3, which leads to a 45 dimensional space). After projecting to 2 dimensions with MDS, each classifier-i is described by a point (x i , y i ) and the similarities/dissimilarities among classifiers can be analyzed in Fig.1 , which gives a clearer view of the relative performance between classifiers. The ideal classifier is also included, which allows us to compare classifiers by their projected distance to the ideal classifier as well as their relative position to other classifiers.
Next, we will show that our system allows us to study a number of other questions that cannot normally be answered with traditional evaluation tools. These may refer to an analysis from a classifier point of view or from a domain point of view. In the former, the objects are the classifiers (domains are reduced when projecting) and in the latter the objects are the domains (classifiers are the attributes projected).
• Classifier-Centric Questions: -Can the classifiers be organized into equivalence classes that perform similarly on a variety of domains?
-In what way are the classifiers similar or different from one another?
-Which classifiers would it be beneficial to combine in an ensemble of classifiers? Which combinations would not improve the results?
• Domain-Centric Questions:
-Can domains be organized into equivalence classes within which various classes of classifiers behave predictably?
-What domain characteristics influence the behaviour of different domains (e.g., domain difficulty, dimensionality, etc.)?
Classifier similarity/dissimilarity
In this section we analyze the data performance from a classifier point of view. Table 4 ), we can easily draw the conclusion that C4.5 and SVM performance are very similar. The same applies to C4.5 and JRip and also to Boosting and NB.
Classifier clustering From the point metric SAR (see
However, in the projection that SAR represents (from 45 dimensions to 1), we lose a lot of information about the similarities between classifiers. Keeping more information (projecting to 2 dimensions) allow us to identify several clusters of classifiers whose performance are very close or equivalent across the fifteen domains in terms of the three metrics considered (RMSE, AUC and Error rate). With the aid of Fig. 1 the two following classifier clusters with equivalent performance can be identified: {C4.5, JRip} and {Bagging, RF, Boosting}.
If we now go back to Tables 1, 2 and 3, we would be able to confirm the similarities among the classifiers within the cluster. Nonetheless, finding the similarities directly from the information gathered in these tables does not seem straightforward.
Recalling the similarities found by analyzing the SAR metric, we are able to conclude that: (i) C4.5 and JRip's performance are very close (this corroborates SAR-based analysis) , (ii) C4.5 and SVM's performance are divergent (although their difference to the ideal classifier seems to be approximately equal) and (iii) Boosting and NB's behaviours are not as close as the information in Table 4 suggests. While this clarifies the results, it also suggests a whole series of new questions: In which way are these classifiers different? Where do these differences among classifiers come from? Do they arise, for example, because of different capabilities to estimate posterior probabilities? Can we impute them to the domain characteristics? In that case, which characteristics of the domain make these differences appear?. Next, we analyze these in more detail.
Classifier dissimilarities
We will now explore whether the dissimilarities between various classifiers are due to differences in certain aspects of performance (ranking properties, posterior probability estimation, accuracy). Let us focus, again, on the two pairs of classifiers which the SAR-based analysis found similar but which the general MDS projection showed to be quite different: Boosting/NB, C4.5/SVM.
We consider a specific metric k = k l and a pair of classifiers. Each classifier-i is described by a vector with components m (k l ) ij , where j = 1, . . . , D. (space with 15 dimensions since D = 15). Fig. 2 shows the similarities/dissimilarities among the classifiers in terms of AUC, RMSE and Error. We can analyze whether or not they are similar in any of the properties that these metrics reflect.
• C4.5 vs. SVM. Fig.2(a) shows that the absolute difference in terms of AUC with respect to the ideal classifier is approximately equal for both classifiers. However, C4.5's performance is quite far from that of SVM. The same applies to the analysis in terms of RMSE (Fig.2(b) ) and accuracy ( Fig.2(c) ). Therefore, both classifiers are very different in all the aspects of performance analyzed here. This leads us to conclude that the domain characteristics play an important role. There may be certain domains for which C4.5 clearly outperforms SVM and viceversa.
• Boosting vs. NB. The plots as a function of the individual metrics do not show closeness between classifiers for any of them.
From this analysis we can conclude that these two pairs of classifiers are not similar in any of the relevant performance characteristics we are evaluating. They show very different behaviour across domains, although in absolute terms (with respect to the ideal classifier) they give the same overall performance. An analysis from the domain point of view will probably provide information about the origin of the differences (see Section 4.1.2).
Ensembles of classifiers
The aim of the classifier ensembles is to take advantage of the individual classifiers' capabilities by selecting or weighting their individual decisions. Here, we analyze performance across domains and therefore, the discussion about possible combinations is taken with regard to the domain the ensemble has to classify instances from. Nonetheless, this analysis can be carried out at the instance level as well and be used to evaluate possible combinations of classifiers to classify test examples of a given domain.
If, given a domain, we could predict which classifier from a set of decision machines gives the best performance, or how to combine them in order to exploit the individual decisions, we would be able to develop a general classifier with better general performance.
Our tool helps us see what possible combinations we may explore. The dotted lines in Fig.1 can be viewed as iso-absolute-performance curves. Their points, though, have very different relative performance. We consider as possibly good combinations those classifiers that are in the same iso-absolute-performance curve and are far from each other. Note that this tool allows to identify combinations like {Boosting, NB, Ib10} or {C4.5, Ib1, SVM} that could be worth exploring. Developing combination schemes, though, is beyond the scope of this work and will be considered in future research.
Classifier relative performance across domains
When using performance metrics to look at how classifiers A and B perform on different domains, we can treat each domain as a point in a higher dimensional space. For each performance metric, we evaluate the metric with respect to classifier A and with respect to classifier B and then, take the difference. Thus, each domain-j is represented by a vector with components (m
Bj ) where k = 1, . . . , K. For instance, if we are using 3 performance metrics, AUC, RMSE and Error, we get 3 attribute values for each domain. We can then use MDS to project this to 2 dimensions. This way, we will be able to observe the domains distributed according to how close/different they are with regard to the relative performance between the classifiers. Two domains will be plotted close to one another, if the relative performance between the classifiers is close in these domains.
We illustrate this study in Fig.3 with the classifiers C4.5/SVM that were previously found to have similar absolute performance but turned out to be quite different from one another. For example, we can observe that in Domains D9 and D14 the relative performance of these two classifiers is very different (in D9, C4.5 clearly outperforms SVM whereas SVM outperforms C4.5 in D14). In the group {D4, D15}, C4.5 is also preferred to SVM, but the relative difference changes in domain D9. In other groups, however, the differences may be blurred, but there are still domains where the classifiers have the same relative performance. Thus, in {D3, D10, D7, D13}, SVM is better in terms of Error and AUC but it is worse when assessed for RMSE.
Identifying to which group a domain belongs to, could allows us to predict which classifier of the two would be preferred for that problem.
Domain similarity/dissimilarity
Apart from a general study about classifiers, our tool provides a simple way to analyze classifier performance according to the domain characteristics.
As previously mentioned, we can regard each domain as an object with attributes representing a measure of how several classifiers have performed on that domain. Note that the attributes are classifier performance measures and 
Domain clustering based on task difficulty
It is possible to identify groups of domains according to how the classifiers behave on these. In this analysis, each objectj is a domain defined by a vector with components m (k l ) ij with metric k = k l and classifiers i = 1, . . . , L.
For instance, let us focus on the classifier ranking properties (measured by the AUC metric). Our original space has 16 objects (15 domains plus an ideal one, D0, for which all classifiers get the maximum AUC) and has 9 dimensions (as many as classifiers; L=9). There are domains for which ranking becomes easier and others for which it is a more difficult task. We argue that the classifier performance may differ according to the domain difficulty.
In Fig.4(a) where the domains are represented, we can see that for domains such as D6, D5, D15 the ranking is easier than in others like D7, D4 and D2. Fig.4(b) , Fig.4 (c) and Fig.4(d) show the classifier relation based on AUC for simple, medium and high difficulty domains, respectively. These graphs may allow us to extract information with regard to domain difficulty and draw conclusions such as the following: "As domain difficulty increases, classifier A becomes less competitive than classifier B..."
For example, from Fig.4 we can reach the following conclusions in terms of classifier ranking capabilities:
1. NB tends to improve as difficulty increases. In fact, it appears as the best alternative for scenarios where ranking is difficult.
2. Differences between Bagging and Boosting seem to widen as difficulty increases. As a result, in difficult domains Boosting performance is much worse than Bagging.
3. The classifier with best general performance across difficulty is RF.
While the ranking established in Table 5 identifies NB as the the best paradigm for ranking purposes, this tool allows us to see that great improvements can be achieved choosing the decision system depending on the domain difficulty.
Domain clustering based on the Input Space Dimensionality
Another important aspect in classification is the dimensionality of the input space. Next, we explore the classifier ranking properties according to the dimensionality of the input space. We focus on a set of domains that fulfill certain restrictions and describe them by the components m (k l ) ij with metric k = k l and classifiers i = 1, . . . , L (each object is described in a L = 9 dimensional space). 5 shows the classifier proximity in terms of AUC for domains with low dimension (lower than 20) and higher dimensionality. It is straightforward to see that the relative distances between the classifiers change as well as their distance to the ideal solution.
We can see that for low dimension domains, RF, Bagging and Boosting are relatively close to one another, but that they are outperformed by the NB classifier. However, as dimensionality increases, RF outperforms the remaining classifiers. In this case, the analysis reveals the optimality of the classifier depending on the size of the input feature space.
Conclusions and further research
In this work, we take the view that classifier comparison should be done on an exploratory basis rather than through standard evaluation. This means that as long as the performance analysis progresses, we will discover tendencies, similarities, dissimilarities or outliers. There is no need to know what we want to find in advance.
We provide a technique based on visualization that takes this very general view and transforms it into a practical endeavour. We show that visual data mining is a powerful tool for discovering data patterns, a task that is quite difficult when simply looking at the results organized in tables, and inaccurate when summarized by a SAR-like measure. Moreover, it allows us to analyze the performance data not only from a classifier point of view, but also from a domain point of view.
In this work we began by illustrating how to combine several metrics that are recorded for several scenarios. We found out that the conclusions drawn based on point metrics are sometimes misleading and too simplistic. A deeper analysis allowed us to understand the underlying relation between classifiers and domains.
There are many more avenues to explore in model selection and combination tasks. Assessing the benefits of this tool to select classifiers in an ensemble is our immediate future research.
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