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Soit la diffusion sur R” solution de I’equation de Stratonovitch 
k, = x X,(.x,) dw,. Si I’algebre de Lie engendrte par les champs de vecteurs X, est 
&gale en tout point a Iw” , I, issu de s possede une densite p,(.\. j,) (thtortme de 
Hormander), et on peut associer une metrique semi-riemannienne au generateur de 
la diffusion. On montre dans cet article que 
A cette fin, on relic s a x par une courbe d’action trts proche de ti’(.v. ~‘1, 
construite a I’aide dune methode stochastique; ensuite on utihse une transformation 
de Girsanov associee a la courbe et le calcul de Malliavin. ( I%7 Academy Pre\\. Inc 
Considtrons m + 1 champs de vecteurs sur R”, X,. i = 0, ..,, m, dont 
toutes les dtrivtes a tout ordre sont bornies. 
Considtrons le semi-groupe de Markov sur KY’ associe a l’opirateur: 
2%; f X’+X,,. (0.1 1 
,=I 
Dans le cas oti les champs de vecteurs X,, i # 0, engendrent R”, on peut 
munir lRd d’une structure de variett riemannienne de sorte que la partie du 
second ordre de 2 soit la partie du second ordre de l’operateur de 
Laplace-Beltrami associee a la metrique riemannienne. 
Dans ce cas, le semi-groupe posdde une densite p,(x. y), qui verifie: 
lim 2t Log p,(x, y) = -d2(-y, J). (0.2) 
r-0 
La preuve de (0.2) [V] est basee sur la methode de la parametrix, qui est 
une methode analytique. 
11 y a toutefois un autre cas oti la diffusion possede une densite C’ : il 
s’agit du cas oti l’algebre de Lie engendree par les champs Xi, i # 0, est 
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tgale a Iw” (hypothbse de Hormander). Dans ce cas, on peut etendre la 
notion de metrique [Gl, G2, Bl, Sa] et on espbre obtenir une 
gtneralisation de (0.2). 
Adapter la methode de la parametrix ntcessite l’utilisation de semi- 
groupes invariants a gauche sur les groupes de Lie nilpotents [R-S]. 
Par cette methode, Sanchez [Sal peut montrer que: 
d2(x, Y) iI 1 -N P,k VI G C(N) y--- (0.3) 
pour tout entier N. 
Or on peut rep&enter le semi-groupe par l’intermediaire de l’equation 
de Stratonovitch: 
dX, = f xi(X,) dWj + X0(X,) dt (0.4) 
i= I 
(M’ I 9 .*., NJ,,,) etant un mouvement brownien m-dimensionnel. Dans le cas 
des groupes nilpotents d’ordre 2 Gaveau [Gl] a montrt le resultat (0.2), et 
[G2], [IL1 J obtiennent dans le cas general 
F. 2t Log p,(x, y) d -d2(X, y). (0.5) 
L’objet de cet article est de montrer l’inegalite: 
!inJ 2t Log p,(x, y) 2 4(x, y). (0.6) 
r-0 
La methode est basie sur deux renormalisations et le calcul de Malliavin: 
La premiere du a [G2] permet de mettre en evidence le terme exponen- 
tie1 au moyen dune transformation de Girsanov. On construit cette 
derniere au moyen d’une courbe horizontale y reliant x a y, dont l’action 
est proche de l’action minimale. 
Cette renormalisation faite, on doit etudier une mesure dependant de 
t: f- I+ E[f(z,) $,I. $ Ctant parfaitement controlable, il ne reste plus qu’a 
remarquer que la seule singularite dans p, provient de z, qui s’annule 
quand t + 0. On espere la supprimer en considerant la forme 
f -+ PI E[f(z,/t) I,$,], et on espere qu’elle possbde une limite PO bien 
reguliere, quand t tend vers 0. 
Or ceci ntcessite que la matrice de Malliavin de y soit inversible, ce qui 
en general n’est pas veritie. Toutefois, on peut montrer, par une mtthode 
probabiliste, que l’on peut choisir une courbe horizontale 7 dont la matrice 
de Malliavin est inversible, d’action proche de d2(x, v) et reliant x a y. 
Le calcul de Malliavin permet de montrer que p, possede une densite 
C”, dependant de fagon C” de t, et rend rigoureux les calculs formels. 
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Notre methode permet d’obtenir des rtsultats plus precis dans d’autres 
situations [L3]. 
Ces rtsultats ont CtC annonces dans [LZ]. 
Nous remercions J. M. Bismut pour l’aide qu’il a bien voulu nous 
accorder. 
I. RAPPELS ET NOTATIONS 
( 1) GtomPtrie semi-riemannienne 
Considerons m champs de vecteurs Xi, i = 1, . . . . m, sur II?‘, dont toutes les 
d&iv&es a tout ordre sont borntes. Introduisons l’espace de Hilbert H, des 
applications h de [0, l] dans IR” telles que: 
1 ,>1 
SC h;,, ds< cc O i=l (1.1) 
si h, = (h,, F, h, .,F, . . . . h,,, ,). On peut alors considerer le flot associe a 
l’equation differentielle: 
1>1 
dy,(x, h) = c X,(y,(.u, h)) h,. , cf.s 
!=I 
yo(x, h) =x. 
(1.2) 
L’action de y,(x, h) notee S(y(x, h)) est par definition Cgale ri j,!, C:;, hf ,, cf.s. 
Posons 8yl(x, h)/ax = Q,(h). Q,(h) est solution de l’equation differentielle 
deterministe: 
d@,,(h) = f 2 (Y.,(.u, h)) @y(h) h;, , d.s 
i=l 
Q,(h) = Id.<,. 
(1.3) 
La fonction qui a (x, h) associe la fonction 
s + {Y.\(x, h) @Ah), C@.,(h))- ’ ) (1.4) 
est C” de H, x IWd dans l’espace des fonctions de [0, 1 ] dans UT?’ x GI( IW’) x 
GI(W’) munie de la topologie uniforme. 
Utilisons la notation suivante: si p,(x) est un flot de differentielle $,, 
alors 
(q-’ Y(x)= !z$ -’ 
( > 
Y(Yl(X))f (1.5) 
db que Y est un champ sur ET’. 
Rappelons [Bl, th. 1.31. 
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TH~ORZME 1.1. La fonction de H, duns 03” 
h-,Y,(X,h) 
est une submersion si et seulement si la forme quadratique 
C(x,h)=~’ f (@,(h)*-‘Xi(x),)2ds (1.7) 
0 is, 
(1.6) 
est inversible. 
On dit que C(x, h) est la forme quadratique de Malliavin associte a la 
courbe horizontale y(x, h). 
Considerons l’ensemble des crochets de Lie d’ordrel <n construits a 
partir des champs Xi, i= 1, . . . . m, ces crochets Ctant pris en x. Appelons 
cette famille &(n, x). 
Nous dirons que la famille Xi, i#O, vcrifie la condition forte de 
Hiirmander si en tout x, on peut trouver un entier n., tel que d(n,, x) 
engendre P’. 
Dans ce cas, on peut relier tout couple de points par une courbe 
horizontale [Bl, chap. 11. 
On peut alors gentraliser la notion de distance riemannienne en posant: 
d2(x, Y) = y ho&fa,e S(Y). 
Y(o)=.% Y(l)=.” 
(1.8) 
Rappelons que la fonction qui a (x, y) associe d2(x, y), est continue [Bl, 
chap. 11. 
THBOR~ME 1.2. Soit E un Gel strictement posit$ On peut trouver une 
courbe horizonta/e d’action inf&ieure ci E et de matrice de Malliavin inver- 
sible. 
Preuve. Nous suivons une idte de J. M. Bismut, et donnons une preuve 
stochastique. Considtrons une fonction C”g de [w dans [0, 11, telle que 
g’(x) > 0 pour tout x. Introduisons m mouvements browniens indtpendants 
zi(s), i= 1, . . . . m, dont la differentielle d’Ito est notte 6~;. Construisons alors 
la courbe horizontale aleatoire y,(g) d’action inferieure a c* solution de 
l’equation differentielle: 
&s(g)=& f xi(Ys(g)) g(zi(s)) ds 
i= 1 (1.9) 
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et dont la forme quadratique de Malliavin C(g) verifie: 
c(g)=&* f 1’ (Q,(g)* h7,(x),)*ds. 
j-1 0 
(1.10) 
Soit un vecteur non nulfde Rd. I1 ne peut y avoir de temps d’arret T, > 0 
presque sfirement, tel que sur [0, T1], (Q,(g)* -’ X,(.x), ,f) =0 pour 
i= 1 , . . . . m. En effet, ceci impiiquerait que sur 10, T,], 
,r, (@,Ag)* -’ [Xi, qw~ .f> .dr,b)) = 0. (1.11) 
Done la partie martingale de ce dernier processus devrait etre nulle. Or le 
crochet de cette partie martingale est tgale a: 
2 J’ C@,(g)* ’ cx,, XjI(.Y), f‘)? (g’(z,(.Y)))2 ds. 
;=, 0 
Comme g’>O, (Q,,(g)*-’ [X,, X,](x),J‘) devrait etre nulle sur 10, T,]. 
Par recurrence, on verrait que si Y est un crochet d’ordre p. 
(@,%(g)* ’ Y(x), ,f) devrait &tre nulle sur [O, T,]. 
(2) Calcul des variations stochastiques 
Supposons qu’un parametre E. d&rive un ouvert 0 de 132” et que F: d&rive 
[0, 11. Le temps s decrit [0, 11. 
Considerons m + 1 champs de vecteurs X,(x, s, 1, E), i = 0, . . . . m, sur I&‘” 
uniformtment lipschitzien en la variable x, lorsque i dicrit un ouvert 0 de 
!I%‘, E dtcrit [0, l] et s decrit [0, 11. 
Supposons que pour tout multi-indice (N), (/3), (1’) 
x (1x1 
NC(z). (8). (v)) + 1 ) (1.12) 
pour un certain entier N((cr), (/I), (y)) bien choisi. 
Considerons la diffusion issue de x, notee x0(x, 2, E) solution de 
l’equation differentielle de Stratonovitch: 
dx,(x, A, E) = 2 Xi(x,(x, A, e), s, I,, E) dw, 
i= I 
+X0(x,(x, E., E), s, I., E) ds, (1.13) 
les wi constituant m mouvements browniens independants. 
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Prenons des champs de vecteurs X,!(x, s, I, E) vtrifiant les m&mes 
conditions que Xi et associons leur la diffusion inhomogene: 
dxi(x, 1, E) = f xi’(x:(x, 1, E), s, 1, E) dWi 
i= I 
+ iYo(x:(x, 1, E), s, A, E) ds. (1.14) 
Les calculs de [D] et de [B3, chap. 11 montrent alors que pour tout 
multi-indice (cI), tout multi-indice (/?) et tout multi-indice (y), 
existe. Si K est un compact de W’, si p’ > 1, on a de plus: 
sup E .rtK. i.EO.CE[O. I] [I 
(y(z) +CD)+ (7) 
~,CqJ~‘B’&‘?J’ xl(x, 4 &) p I ‘I < C(p’). (1.15) 
Entin, il en est de m&me pour x:(x, A, E). 
Soit @ une fonction C” de W” dans R, dont toutes les derivees a tout 
ordre sont bornees. Considerons la mesure sur R”: 
P(X, 2, ~1: f -+ EC f(x,b-, 4 E)) @(4(x, 2, &))I. (1.16) 
TH~OR~ME 1.3. Si la forme quadratique de Malliavin C,(x, A, E) associke 
ci x,(x, 2, c) v&l>e: 
sup EClC,(x, 1, ~)-‘I”1 < C(P, K) 
(.Y, i.. E)E K 
(1.17) 
pour un compact arbitraire K et un rPe1 p’ > 0 arbitraire, la mesure ,u(x, I, E) 
possede une densitk p(x, ,I, E)(Z) C” en x, 1, E, z. 
Preuve. C’est la m&me que celle de [K-S1 1, sauf que dans [K-S1 1, on 
considhe le cas particulier de @ = 1. 
Ceci peut Ctre aussi deduit par la mtthode de [B2]. 
(3) Reprksentation stochastique du semi-groupe 
Pour faire les calculs, considerons le temps comme un parametre. En 
effet, introduisons la solution x,(x, E) de l’equation de Stratonovitch 
dx,(x, E) = E f Xi(x,(x, E)) dw, + ~~X~(x,(x, E)) ds 
i= 1 
x,(x, E) = x 
(1.18) 
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X0 Ctant un autre champ de vecteurs sur Iw” dont toutes les derivtes sont 
born&es. x,(x, E) posstde une densite C” db que l’on suppose que les 
champs Xi, i#O, verilient l’hypothese forte de Hormander. Notons 
p(x, y, E) cette densite. On a p(x, y, E) = pE2(x, y). 
II. MINORATION DE LA DENSITY 
Considtrons un parametre A dtcrivant un compact K de 5%“. Considerons 
m applications C” en I E K, s E [0, l] notee hi, ,s(A), i = 1, . . . . m. 
Considerons les courbes horizontales y,(x, A.) issues de x assocites a 
hi. ,(A). 
PROPOSITION 11.1. Soient un rPe1 yl et un compact K’ de UT’ tel yue si .Y 
appartient 2 K et LE K 
(i) S(y(x, i) d d*(x, 7,(x, i)) + r]. 
(ii) La forme quadratique de Malliavin C,(x, 2) associt;e ci y(x, 2) 
posstide un inverse un$ormPment horn6 en x E K’, 1. E K. 
Alors, unijormPment sur K x K 
b2c2 Log p(x, yl(x, n), E) p(x, y,(x, 2). E) 
I: + 0 
3 -d2(x, y,(x, 2)) - rj. (2.1) 
Preuue. Notons ~.~(x, E., E) la solution de l’equation differentielle de 
Stratonovitch: 
dy,s(x, 2, E) = E f Xi(y,Jx, 2, c)) dw, +--- h, 42) ds 
i= 1 C 
+ E2XO( L’JX, lb, E)). (2.2) 
Remarquons qu’il existe une version C” en X, i, E de y,(x, j., E). De 
plus y,(x, 40) = yJ(x, A) et D,ys(x, A, 0) verilie I’Cquation diffkrentielle 
stochastique 
D, yotx, 2, &I= 0 
dD, JJ,(X, 190) = f Xi(y,(X, A)) dW, + $ CE! ()‘,(X, 1”)) 
i=l ,=, ax 
x D, y.sb, 4 0) h,.,.(J.) ds. (2.3) 
11 s’agit d’une equation linkaire avec second membre, que l’on peut 
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resoudre par la methode de la variation de la constante. De plus la solution 
de I’equation saris second membre co’incide avec la solution de (1.2). Done 
D, Y&G LO) = @,(A) j,: E (@,(;l)* -I Xi(x) dw,. (2.4) 
r-1 
Comme @i(A) est un isomorphisme lineaire deterministe, D, y,(x, i, 0) 
est une gaussienne non degtnerte si et seulement si la matrice de 
covariance associte a la gaussienne JA xy=, (@,(A))*-’ X,(x) &vi est 
inversible. La remarque essentielle est alors que cette matrice de covariance 
coincide avec la matrice de Malliavin associt!e ci la courbe horizontale 
Y.AX>~)O<&<I~ 
De plus la loi de yS(x, A, E) est absolument continue par rapport a la loi 
de .x7(x, a). La formule de Girsanov permet de prouver que: 
avec 
J 
=exp - 
[ 
S(Y(-G n)) 
2E2 I 
f(~~(x,k&))ex~ (2.5) 
x, 2, E)=& SC ’ m hi,.y(n) dwi, O isI (2.6) 
6~; designant la differentielle d’Ito. 
Introduisons une fonction C”?j, de [w dans [O, 11, dont toutes dtrivees 
sont bornees et telle que I/ = 0 si (~(3 q et Ic/ = 1 si 1x1 d q/2. 
Considtrons une suite f., de fonction C” de [w” dans R + a support 
compact tendant au sens des distributions vers la masse de Dirac en 0. 
Pk Y,(X> A), El 
= ,,‘\m= WJxAx~ 4 - Y,(x, 4)l 
(2.7) 
Compte tenu de (2.1) et du fait que $ est nulle si IJ,(x, II, &)I > V, (2.7) 
implique que: 
P(X, Y,(X, A), E) 2 exp 
d2(x, Y~(x, A)) + 2~ 
- 2E2 I 
,“t”, ECL,(ul(x, 4 E) - yl(x, A)) II/(Jlk 4 &))I. (2.8) 
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Considerons la mesure sur iRd ~(x, A, E) d&tie par: 
f- ECf(Y,(X, A E) - Yl(X, A)) II/(J,(x, 4 &))I. (2.9) 
On est ramene a etudier un equivalent quand t: + 0 de la densite en 0 de 
p(?c, IV, F). On ne peut directement appliquer le theoreme 1.3. 
En effet, quand E + 0, y,(x, A, E) - y,(x, L) tend vers 0, et pour l’appliquer, 
nous devons effectuer la renormalisation suivante: posons si i: > 0, 
2(x, 1, c)= y,(x, I,, E)--y,(x, A)/& et si t:=O, 2(x, A, O)= D,y,(x, A, 0). 
On a, si E>O 
P(x, y,(x, i), -5) >exp 
i 
d2(x, yl(x, j-))+2q 
- 
I 
x t: d 
2.5' 
x lim E[.f;,(z(.~, j., c)) $(J,(s, i., i:))] (2.10) 
,I - 7 
et cette fois, nous pouvons appliquer le thcoreme 1.3 A la mesure sur W’. 
u’(x, A, E), E 3 0 
En effet, on remarque d’une part que z,( X, A, E) est solution de l’iquation 
differentielle stochastique 
dz,(x, i, E) = f  X,(z,(x, i., t:), s, k, x, c) dw, 
i= I 
+ X,(z,,(x, I, E), s, i, x, c) ds (2.12) 
avec si c > 0 
X,(x’, s, 4 x, E) = x,(y.s(x, 2) + EX’), if0 
et si E = 0 
+ EXrJ(yv(X, 2) +.5x’) (2.13) 
X,(x’, & 2, x, 0) = X,(Y.JX, )-I) 
X0(x’, s, A, x, 0) = i!l 2 (Y,,k I*)). x’h,, ,(A). 
(2.14) 
On remarque done qu’il est possibte de prendre x,(x, 1, e) = 2,(x, i, E) et 
J,(x, A, E) = x;(x, A, E) dans le thtoreme 1.3. 
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D’autre part, on remarque que la forme quadratique de Malliavin 
C,(x, 1, E) associee a z,(x, 1, E) verilie (1.17) si (x, I)EKxK’, EE [O, 11. En 
effet d’apres (ii), C,(x, R, 0) est deterministe et est uniformement inversible 
lorsque (x, A.) dtcrit K x K’. 
De plus, posons: 
FAX, 1, E) = {4IC,(x, 4 0) - C,(x, 4 611 > r>. 
Soit p un reel > 1. 11 existe une constante C(p) telle que: 
(2.15) 
SUP (X.i.)EKXK’ p(mG 1, E)) < C(p) EP. 
(2.16) 
De plus, il resulte des calculs de [K-S23 qu’il existe un entier N(p) et 
une constante C(p) telle que pour E > 0: 
(-~ i~~EuKpxx. alc;‘(x, 1, &)I”1 d C(p) &CN(P). (2.17) 
Or 
NIC;‘k 4 &)I”1 =mC;Yx7 19 ENP 1~(,,;.,&41 
+ ECICF’(xY 4 &)I’ lF,;(.x,j.,e)(a)l. (2.18) 
Puisque C,(x, I, 0) est deterministe et est uniformement inversible en 
(x, A) E K x K’, on peut trouver un r assez petit pour que le premier terme 
du second membre de (2.18) reste born6 quand (x, A, E) decrit 
Kx K’ x [0, 11. Le second terme reste alors borne grace a (2.16) et (2.17). 
Done $(x, A, E) posdde une densitt C” en (x, A, E, z) notte q(x, 1, E)(Z). 
De plus q(x, R, O)(z) est la densite de la gaussienne non degeneree z(x, 1,0), 
car $(J,(x, 1,O)) = 1. 
L’tquation (2.10) implique alors que: 
pk Y,(x, A), E)>exp C 
d2(x, Y,(X, 1)) + 21 
- 2E2 1 x PX q(x, 1, E)(O). (2.19) 
Or q(x, 1,0)(z) est la densite dune gaussienne dependant de facon C” 
de II et x. Done q(x, L, O)(O) > 0. 
Remarque. Ce thtoreme permet de montrer que: 
lim 2&= Log p(x, y, E) > -8(x, y). (2.20) 
&“O 
En effet, il resulte du theoreme I.2 que l’on peut relier x a y par une courbe 
horizontale de matrice de Malliavin inversible et d’action inferieure a 
d*(x, y) + 4. I1 suflit de partir de x par une courbe horizontale parametrte 
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par [0, ~‘1 de matrice inversible et d’action petite. On arrive ainsi en un 
point z tres proche de x, et il suffit d’emprunter entre q’ et 1 une courbe 
horizontale reliant z a y d’action proche de d*(x, y). 
Cet argument montre d’ailleurs que l’ensemble des courbes horizontales 
de matrice de Malliavin inversible est dense dans H, pour sa topologie 
d’espace de Hilbert. 
Toutefois, pour montrer que (2.20) est uniforme sur tout compact, il 
faudrait mettre en evidence une courbe horizontale reliant x a y, qui 
dtpende de facon C” de x et y, d’action a peu prb egale a d2(x, y) et de 
matrice de Malliavin inversible. 
Pour kiter cette difliculte, nous recourons a une autre methode. 
LEMMA 11.2. Considhwzs un klPment (x,, y,,) de Rdx ET’ et un rkel q 
strictement positif. I1 existe un voisinage V(x,) de x0, un voisinage V( yO) de 
y, et un ouvert V, tels que pour tout y de V(yO), tout x de V(x,,) 
et tels que 
-FL, d2(x, z) d d*(x, ,,I + q, (2.21 
lim, j 0 2E2 Log { Inf p(z, ?‘, 6)) 2 --)?. 
:E Y,. I’E V(\u) 
(2.22) 
Preuve. Soit q’> 0. Par le thtoreme 1.2, on peut trouver une courbe 
horizontale 7, issue de y, d’action inferieure a ~‘/2 dont la matrice de 
Malliavin est inversible. D’aprts le theoreme 1.1, on peut trouver une 
application C” d’un voisinage de yl bien choisi dans l’espace de Hilbert H, 
notee z -+ k”(z) verifiant la properitte suivante: si y,y( y,, Z) est la courbe 
horizontale associee a z(z) issue de y,, jj,( ,I’,,, Z) = 2. 
De plus Y”AJG,, Pr) = 9,. 
Regularisons z(z) en introduisant une application u + g(r, u), C” en u 
element de Iw, a support compact et qui tend vers la masse de Dirac au sens 
des distributions quand r --) 0. Posons: 
h,(r, z) = 1 h”Jz) g(r, s - u) du. (2.23) 
Comme z -+ z(z) est une application C” pour la topologie d’espace de 
Hilbert de H,, on peut deriver sous le signe j dans (2.23) et en deduire que 
l’application, qui a (s, z) associe h,(r, z), est indefiniment differentiable 
(s E [0, 11, z decrit un voisinage de 7,). 
Considerons la courbe horizontale y( y, z, r) issue de y associee a hs(r, 2). 
Elle depend de facon C” de s, y et z. 
On peut trouver un r assez petit pour que l’application z --* y ,( y,, Z, r) 
soit un diffeomorphisme local dun voisinage de j7, sur son image. Et done 
5x0 74 Z-14 
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il existe un voisinage P, de y”i et un voisinage @(y,,) tel que l’application 
z + y,(y, z, r) soit un diffeomorphisme local de 8, sur son image si 
YE QYO). 
Quitte a diminuer v((y,), on peut supposer que cette image contient un 
ouvert lixe V,, et quitte a prendre r petit, on peut supposer que l’action de 
y i (y, z, r) est inferieure a 3~‘. L’intgalite de Schwarz implique alors que: 
Sup )‘E BOJO), ZE v, 
Iz-ylQCJ;;;. 
D’od la deuxieme partie du lemme grace a la continuite de l’application 
(x, y) -+ d2(x, y), aprb avoir choisi un q’ assez petit, V(yO) = r((y,). 
L’equation (2.21) resulte alors du theoreme 11.1. 
THBOR~ME 11.3. Un&ormt+ment sur tout compact de Rd x If@ 
b 2~~ Log p(x, y, E) B -d*(x, y). 
&A0 
(2.24) 
Preuve. I1 s&it de montrer que si l’on choisit un x0 et un yo, on peut 
trouver un voisinage V(x,) de x0, et un voisinage V(y,) de y, tel que, pour 
un certain so, on ait pour s 6 so 
2c2 Log p(x, y, E) z -d2(x, y) - 41 (2.25) 
si x est dans V(xo) et si y est dans V(yo). Considerons les voisinages V(xo) 
et V(y,,) du lemme 11.2, et introduisons le voisinage V, associt. Choisissons 
deux reels positifs E, et s2 tels que E: + E$ = E’, et appliquons la propritte de 
Markov: 
P(X? Y> E) = JRA P( x, z, ~1) P(Z, Y, ~2) dz 
B s ~(x, z, ~1) P(Z, Y, ~2) dz. VI 
Grace au lemme 11.2, on peut trouver un reel a0 tel que pour tout E < so, 
tout y de V(y,), tout z de V, , on ait: 
p(x, Y, E) B i,, p(x, z, cl) exp [ -31 dz. (2.27) 
2 
Ou d’aprbs [Al], et d’apres (2.22), on peut trouver un .sb tel que pour 
tout &<EO, tout x de V(x,), on ait: 
s p(x, z, el) dz 2 exp d2(x, Y)+ v VI 2E2 1 1 (2.28) 
DIFFUSION DkGkNkRtiE EN TEMPS PETIT 411 
Prenons 
d2(X> Y) + ? 
&: = &* dZ(X, y) + 311 
et h 
E2 =E2 d2(x, y) + 311' 
Les equations (2.27) et (2.28) permettent de conclure. 
Remarque. Dans ce qui precede, nous n’avons considtre que le cas de la 
condition forte de Hormander. En fait la loi de x,(x, E) possede une densite 
sous une hypothese plus faible: il suffit en effet que l’ensemble des crochets 
de Lie d’ordre > 2, construits a partir des X,, i = 0, . . . . m, et l’ensemble des 
xi, i = 1, ‘..) m, engendre Rd pour que x,(x, E) possede une densite [H]. 
Si l’on considere le cas de (w,, IS, g(w,) du), le support de la densite est 
une bande autour de l’axe des abscisses dont la largeur tend vers 0 quand 
s -+ 0, db que la fonction de IR dans Iw est bornte. Done, il est impossible 
d’obtenir des resultats fins sur p(x, y, E) si l’on suppose X0 horde. 
L’objet de cette remarque est de montrer que c’est le “taux de croissance” 
de X0 qui semble jouer un role dans ce cadre (on peut regarder [A2, 
chap. 151 pour un autre example). 
Nous allons ttudier le cas le plus simple. On se place dans R2: X, = (A ), 
X, = ( $,) si l’eltment gtnerique de R2 est ( :). La diffusion .u,(O, c) est 
tgale a 
( p2;~;~ du . > 
Nous n’allons considtrer que la densitt p(x, E) de la seconde coordonnee. 
H, est l’espace de Hilbert des fonctions h de [0, l] dans R tel que 
1: h’(s) ds < a3 munie de la norme L2. Soit F l’application de H2 dans R. 
(2.29) 
Jo \Jo .. ,' 
Posons si x>O 
j”(x)= Inf [’ ht du. 
hEI-' 0 
(2.30 1 
Si t > 0, un argument d’homogtneite montre que: 
A( tx) = t*‘nn(x). (2.31 
Done l’application qui a x > 0 associe n(x) est strictement croissante. 
PROPOSITION 11.4. Si x > 0 
lim 2~~~~~ + 2)‘“) Log p(x, E) = -a(x). (2.32) 
E'O 
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Preuve. Soit h un Clement de F-‘( 1) tel que: 
Posons 
I 
y,(x,E)=E”+* 
I( 
ws+$& sh,du ds. 
1 ) 
n 
0 0 
(2.33) 
(2.34) 
E” + ‘j: w: ds a une loi qui est absolument continue par rapport a celle de 
y,(x, E). L’analogue de (2.5) est ici: 
[ ,%2;:,]] (2-W 
avec 
J,(& ) =xl/q” + *j/n s ’ h, dw,. (2.36) 0 
Minoration de la Den&P 
Choisissons une fonction $ comme en (2.7). On obtient par une methode 
similaire: 
Jex, E) 2 exp [ 
x”“(A( 1) + q) 
- &*((?I + 2)/n) 
1 
x lim EL~,(.Y~(x, ~1 -x) W,(G x)11. (2.37) n-m 
Or, compte tenu du fait que h E F-‘( 1) 
n-1 
y,(x, E)-x= C ~f:~(~+*)(~--kln)~k/~ 
k=O 
Quand ~--,O,y,(~,~)-x~~~~+~~~~~~~~~~~“~~w~(~~h,du)”-’du. 
De ceci, il resulte qu’il faut considtrer la variable renormaliste 
(2.38) 
z(x, E) = Y,k &l--X EC” + *j/n 
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et done remplacer (2.37) par (2.37)‘: 
(2.37)’ 
11 ne reste plus qu’a montrer que la forme lineaire (s) 
f -+ mfW? &)I Wl(E? XIII (2.39) 
posdde une densite C” en (E(“+ *)j”, z) notee q(e, z) et qu’a remarquer que 
~(0) est une Gaussienne non digeneree. Done q(0, 0) > 0. Ceci se mon- 
trerait par le calcul de Malliavin [KS2]. 
Majoration de la Den& 
La forme quadratique de Malliavin K, associte a .s”+ * j: w: ds verifie 
clairement: 
E[(K,) -q < c&-pcn + 2). (2.40) 
La fonctionnelle w, -+ 1: w; ds est continue pour la norme uniforme sur 
l’espace de Banach des fonctions continues de [0, 1 ] dans R. On dtduit du 
theoreme (2.6) et du theoreme (3.6) de [Al] que: 
lim E402E *((n + 2)/n) Log p E@ + *)‘“W,)” ds > x (2.41) 
On peut, grace a la formule d’intbgration par partie de Malliavin [KSl], 
montrer que: 
E[f+?‘+*~; w:ds)]=E[f(c”+‘{; wy ds) Y’(E)], (2.42) 
$(E) etant une fonctionnelle “universelle” ne dependant que des derivees de 
Malliavin de en+ 2 l; w: ds et des inverses de K,. 
De (2.40), (2.41) et (2.42), on dtduit alors que pour un certain entier N 
ne d&pendant que de p > 1 et de l’entier r 
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si f est une fonction a support compact inclus dans [x, co [. Done, on a 
iiiii,,, 2&z((“+2)‘n) Log(sup p(y, E)} < -A(x). 
Y 3 x 
Remargue: (0.3) est amtliort: dans [JS], ce qui permettrait de retrouver 
(0.5) et (0.6) A partir de la thkorie des grandes dtviations. 
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