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ABSTRACT 
We study simple graphs G of order n for which eveu n by n skew-symmetric 
matrix A with support in the edge set of G can be expressed as the sum of (rank 
A)/2, rank two skew-symmetric matrices with supports 'also in the edge set of G. We 
say that such graphs support skew rank decompositions ( .r.d.'s). These graphs 
generalize tile bipartite graphs of order m by n that support rank decompositions of 
m by n matrices. The latter have recently been shown to be the chordal bipartite 
graphs, a class of bipartite graphs that arises when Gaussian elimination is to be 
performed with restricted fill-in. We also introduce a generalization of chordal 
bipartite graphs that arise in Gaussian elimination of skew-symmetric matrices. 
Finally, we examine s.r.d.'s that conform with a given sign pattern and obtain a 
graphic'a] characterization f the sign patterns that support such signed s,r.d.'s. 
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1. INTRODUCTION 
It is an elementary fact that an m by n matrix M always has a rank 
decomposition, that is, M can always be expressed as the sum of r (M) rank 
one matrices, where r(M) is the rank of M. It is an interesting exercise to 
show that if M is lower triangular, then M has a rank decomposition i
which each of the r(M) rank one summands i also lower triangular [8]. 
Recently, all patterns that support rank decompositions in this way have been 
characterized asedge sets of certain bipartite graphs [9, 16]. 
To be more specific, define the bipartite graph of an m by n matrix 
M = [m,]  to be the ~raoh H with vertices 1 2 ... m and 1' 2', . . . .  n' such 
that there is an edge {i, j'} joining i and j '  if and only if mij ~ O. Thus, the 
edge set of H is the support {{i, j '} I m~j ~ 0} of M. If G is a bipartite graph 
with vertices 1, 2 . . . . .  m and 1', 2', . . . .  n', let ~/(G) denote the set of all m 
by n matrices whose bipartite graphs are subgraphs of G. Thus, an m by n 
matrix is in Jt'(G) if and only if its support is a subset of the edge set of G. 
We say that a matrix M has a rank decomposition on G if M is the sum of 
r (M)  rank one matrices in -¢t'(G). We say the bipartite graph G supports 
rank decompositions if and only if each matrix M in ~¢t'(G) has a rank 
decomposition on G. Clearly, the complete bipartite graph K ..... supports 
rank decompositions. Also, the comment above on lower triangular matrices 
asserts that the bipartite graph with edge set {{i,j'}li >~j} supports rank 
decompositions. These examples are special cases of the following characteri- 
zation [9, 16]. 
THEOREM 1.1. A bipartite graph supports rank decompositions if and 
only if it does not contain a chordless cycle of length 6 or more. 
A graph that contains no chordless cycles of length 4 or more is called a 
chordal graph. A bipartite graph that contains no chordless cycles of length 6 
or more is known as a chordal bipartite graph. Thus, the chordal bipartite 
graphs are precisely the graphs that support rank decompositions. It has also 
been recently shown [1] that the chordal bipartite graphs are precisely the 
graphs G for which it is always possible to perform Gaussian elimination on 
the matrices in Jt'(G) so that the fill-in is restricted to G, that is, so that the 
matrices that arise after each pivot are in ~g(G) as well. In this paper, we 
introduce notions of decomposition and Gaussian elimination for (real) 
skew-symmetric matrices with (symmetric) support in a given graph. These 
notions generalize those for bipartite graphs and lead to two classes of graphs 
that equal the chordal bipartite graphs in the bipartite case. We shall be 
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mainly concerned with the first (and larger) class of graphs, those that arise in 
connection with decompositions of skew-symmetric matrices. 
A (real) skew-symmetric matrix A of order n has even rank and always 
has a skew rank decomposition (s.r.d.), that is, A can always be expressed as 
the sum of rank two skew-symmetric matrices, u i A v, = uiv]" - v~u~, i = 
1, 2 . . . . .  s, where each u i and v i is an n by 1 column vector and s = s (A)  = 
r (A ) /2  is the semirank of A. 
We associate to a skew-symmetric matrix A of order n a graph H with 
vertices 1,2 . . . . .  n such that { i , j}  is an edge of H if and only if aij 4; O. 
Thus, the edge set of H is the (symmetric) support {{i, j} [ ai j 4= 0} of A. We 
call H the graph of the skew-symmetric matrix A. If  G is a graph with 
vertices 1,2 . . . . .  n, we let d~(G) denote the set of all skew-symmetric 
matrices of order n whose graphs are subgraphs of G. Thus, a skew-symmet- 
ric matrix of order n is in alP(G) if and only if its support is a subset of the 
edge set of G. We say that a matrix A in ~(G)  has a skew rank decomposi- 
tion on G if A is the sum of s(A)  rank two matrices in ~(G) .  We say that G 
supports skew rank decompositions provided evew matrix in ~.~(G) has a 
s.r.d, on G. Clearly, the complete graph K,, on n vertices supports s.r.d.'s. 
For an example of a graph that does not support s.r.d.'s, let C,, be the 
cycle 1 - 2 - 3 . . . . .  n - 1, where n /> 5. It is easy to verify that a rank 
two matrix in 2.~(C~) has at most four nonzero entries. Since the circulant 
matrix A with first row [0, 1, 0 . . . . .  0, - 1] is a singular matGx in 5'~(C,,) with 
2n nonzero entries, A cannot be expressed as the sum of s (A)  < n /2  or 
fewer rank two matrices in ~(C , ) .  Thus, a cycle of length 5 or more does not 
support s.r.d.'s. 
Skew rank decompositions can be regarded as generalizations of rank 
decompositions as follows. Suppose G is a bipartite graph with vertices 
1, 2 . . . . .  m and 1', 2', . . . .  n'.  Associating a matrix M in ~"(G)  with the 
matrix 
-M  r (1) 
establishes a bijection between ~I (G)  and alP(G) such that r (M)  = s()~). In 
particular, the rank one matrices in ~ ' (G)  are associated with the rank two 
matrices in ~G) .  Therefore, an m by n matrix M in .,~'(G) will be the sum 
of r (M)  rank one mat~ees in ~(G)  if and only if the corresponding 
skew-symmetric matrix M of order m + n in ~(G)  is the sum of s (M)  rank 
two matrices in dffG).  In the special ease that G = K ...... we see that rank 
decompositions can be regarded as a special ease of skew rank decomposi- 
tions, those in which the skew-symmetric matrices involved are all of the 
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form in Equation (1). More generally, we see that a bipartite graph G 
supports rank decompositions if and only if it supports .r.d.'s. Consequently, 
the class of graphs that support skew rank decompositions generalizes the 
class of bipartite graphs that support rank decompositions (the chordal 
bipartite graphs). 
In Section 2, we examine the effect of a skew-symmetric perturbation on 
the rank of a skew-symmetric matrix. As a consequence, we obtain a theorem 
which asserts that G supports .r.d.'s if and only if for each matrix A ~ SZ(G) 
there exist vectors x i, Yi, i = 1 . . . . .  s(A), such that Ax i A Ay i ~Sa(G)  for 
all i, and xr~Axj = O, yrAyj = O, x~Ayj = 6~j for all i and j. It has often 
been observed that the bipartite graphs of rank one matrices are the 
bicliques, that is, complete bipartite graphs together with some isolated 
vertices. We show that the graphs of the rank two skew-symmetric matrices 
are precisely the multicliques, that is, complete multipartite graphs [4, p. 6] 
together with some isolated vertices. 
A subgraph H of a graph G is an induced subgraph if two vertices of H 
are adjacent if and only if they are adjacent in G. For example, if H is a cycle 
in G, then H is an induced subgraph of G if and only if it has no chords in 
G. In Section 3, several results on induced subgraphs of graphs that support 
skew rank decompositions are established. For example, we show that if G 
supports s.r.d.'s, then so does each induced subgraph of G. Thus, if G 
supports .r.d.'s, then G has no induced (i.e. chordless) cycles of length 5 or 
more. We also show that, in studying graphs that support s.r.d.'s, it is 
sufficient to consider graphs that are 2-connected, that is, graphs that not 
only are connected but also yield a connected graph whenever a single vertex 
is removed. 
In Section 4, we examine the problem of performing Gaussian elimination 
on skew-symmetric matrices o that the fill-in is restricted to a given pattern. 
We introduce the class of complete edge elimination graphs and the larger 
class of perfect edge elimination graphs. In the bipartite case, the former are 
the chordal bipartite graphs [1], while the latter are known as perfect 
elimination bipartite graphs [13]. If G is a complete dge elimination graph, 
then it is always possible to perform Gaussian elimination on matrices in 
SZ(G) so that the fill-in is restricted to G, that is, so that the matrices that 
arise at each stage are in 2;a(G) as well. If G is a perfect edge elimination 
graph, it is again possible to perform Gaussian elimination within the class 
~(G) ,  but only on those matrices for which no "'accidental cancellation" 
occurs at the locations where pivots are to be performed. We give examples 
of classes of graphs that are complete dge elimination graphs and show that 
every complete dge elimination graph supports .r.d.'s. Unlike the bipartite 
case, the class of complete edge elimination graphs is not the same as the 
class of graphs that support s.r.d.'s. 
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In Section 5, we observe that if a graph G of a skew-symmetric matrix A 
supports .r.d.'s, then G can be covered by s(A) or fewer multicliques in G. 
We then obtain a characterization of the graphs of singular skew-symmetric 
matrices and use the characterization to generate some families of graphs that 
do not support s.r.d.'s. We also show that if G supports .r.d.'s, then neither 
G nor its complement can contain any induced cycles of length 5 or more. 
(This implies that the graphs that support s.r.d.'s must all be perfect graphs 
[14].) However, there does not appear to be a simple characterization of the 
graphs that support s.r.d.'s that is similar to Theorem 1.1. For example, even 
if a graph and its complement are both chordal, the graph need not support 
s.r.d.'s. 
It appears that skew rank decompositions are more complex than rank 
decompositions. This difference in complexity even shows up in a difference 
between bipartite graphs of rank one matrices and graphs of rank two 
skew-symmetric matrices: bicliques always support rank decompositions, but 
in Section 6 we show that multicliques do not always support s.r.d.'s. 
In Section 7, we determine the 19 graphs of order at most 6 that fail to 
support s.r.d.'s. Of these, only one has order less than 6, the 5-cycle. 
Although there does not appear to be a simple forbidden subgraph 
characterization f the patterns that support s.r.d.'s, in Section 8 we show that 
there is a characterization of the signed patterns that support s.r.d.'s. We 
specify the sign constraint by a signed directed graph G with vertices 
1, 2 . . . . .  n. We assume that ( i , j )  is an arc of d if and only if( j ,  i) is and that 
the arcs in each such pair are oppositely s ignedWe prove that determining 
whether or not such a signed double digraph G supports signed skew rank 
decompositions reduces to the case where the underlying simple graph G is 
bipartite. This case is solved in [11]. We are then able to characterize the 
signed double digraphs G that support signed s.r.d.'s as those for which there 
are no odd cycles and for which the product of the signs on every even 
dicycle is negative. 
In Section 9, we pose some open problems raised by this work. 
2. SKEW RANK DECOMPOSITIONS 
Let A be a (real) skew-symmetric matrix of order n. Suppose that 
aij ~ O, To perform a skew pivot on {i, j}, first add multiples of row i (row j )  
to each of the remaining rows k for which akj ~ 0 (aki ~ 0) SO that the 
resulting matrix has 0 entries in columns i and j except at (i, j )  and (j, i). 
Then perform the corresponding elementary column operations. Finally, 
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divide rows i and j and columns i and j by ~ to change the entries at 
( i , j )  and ( j ,  i) to + 1. For example, suppose that 
I A"A"  ..A"lJ [0 a,.]0 and A = , , ,  where A11 -- ale 
--a12 
I f  P is the product of the matrices of the elementary row operations used, 
then the matrix A' = [a'i, j] that results by performing a skew pivot on {1, 2} 
in A is 
A'  = PAP ~ = - 1 
where A'zz = A~2 - Az~ A~IA~2 is the Schur complement [15, p. 22] of All 
in A. More specifically, if {i, j}  4= {1, 2}, then 
a l ia2 j  - -  a l ja2 i  
a;j = % - (3 )  
a12 
Performing a sequence of skew pivots, we see that there is a nonsingular 
matrix Q such that, up to simultaneous row and column permutations, QAQ T 
is a direct sum of 2 by 2 matrices 
together with a zero matrix of order n - r(A). Thus r (A)  is even, and the 
number of 2 by 2 matrices in the direct sum equals the semirank s(A) = 
r (A ) /2 .  I f  A is a rank two skew-symmetric matrix, then s(A) = 1 and so A 
is a matrix of the form u Av  :=uv T-vu  T where u and v are linearly 
independent n by 1 column vectors. More generally, if s(A) >~ 1 there are n 
by s = s (A)  matrices U = [u 1 . . . . .  u~], V = [v 1 . . . . .  v~] such that 
A = UV T -VU r =u I Av  l+u  2 Av  2 +. . .  +u~ Av~.  (5) 
We call (5) a skew rank decomposition of the skew-symmetric matrix A. 
If G is a graph with vertices 1, 2 . . . . .  n, recall that SP(G) denotes the set 
of all skew-symmetric matrices A of order n such that a i j  = 0 whenever 
{i, j} is not an edge of G. Since S'~(G) is a vector space, we have the following 
lemma. 
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LEMMA "2.1. A graph G supports skew rank decompositions i f  and only 
i f  t im each nonzero matrix A in 5a(G) there is a rank two matrix S in ~(G)  
such that r( A - S) < r( A ). 
We actually have r (A  - S) = r (A)  - 2 in the statement of Lemma 2.1. 
For, if A and B are any m by n matrices, then 
r(  A)  <~ r(  A - B)  + r(  B ) .  (G) 
The following lemma gives necessaw and sufficient conditions for equality to 
hold in (6) when A and B are skew-symmetric. The conditions can also be 
derived from known results on the rank of a difference of matrices [6, p. 199]. 
We include a direct proof 2 
LEMMA 2.2. Let A and B be skew-symmetric matrices of  order n. Then 
the following are equivalent: 
(i) r (A)  = r (A  - B)  + r (B) .  
(ii) B = A(XY  r - YXT)A  T fo r  some n by s (B)  matrices X and Y such 
that XTAX = O, yTAy  = O, and x~AY = L 
(iii) I fB  = UV T - VU T is a s.r.d, o f  B, then U = AX, V = AYfor  some 
n by s (B)  matrices Xand Ysueh that XTAX = O, YTAY = O, andXTAY = I. 
Proof. We will show that (iii) ~ (ii) ~ (i) ~ (iii). 
If (iii) holds, choose any s.r.d, of B to obtain (ii). 
Suppose (ii) holds. Let Col(M) denote the column space of a matrix M. 
Then Col(B) G Col(A[X Y]) and so 
r(B) < r(a[x Y]) <r([X Y]) <r(X)  +r (Y )  <2s(B)  =r (B) .  
(7) 
Since equality holds throughout, he n by 2s(B) matrix [X Y] has full rank 
2s(B) = r (B) ,  and its column space intersects the nullspace of A trivially, 
Since (ii) holds, the nullspace of A - B contains the nullspace of A = -A  r. 
Also, 
( A - B )X  = AX - A( XYT _ yX T )ATX 
= AX( I - At(X AX). (S) 
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Hence (A  - B )X  = AXO - AYO = O, and similarly (A  - B )Y  = O. Thus 
the nullspace of A - B also contains the column space of [ X Y ]. We 
conclude that n - r( A - B)  >~ n - r( A ) + r( B ). Therefore, the equality in 
(i) holds. 
Assume now that (i) holds and that U and V are n by s (B)  matrices uch 
that B = UV r - VU T. Clearly, Col(B) c CoI[U V], and equality holds, 
since the latter matrix has 2s(B) = r (B )co lumns .  Since A = (A - B) + B, 
we have Col(A) c Col(A - B) + Col(B). Because equality holds in (6), we 
conclude that 
Col(A) = Col( A - B) • Col (B) .  (9) 
In particular, Col[U V] = Col(B) c Col(A). Thus there exist n by s (B)  
matrices X and Y such that U=AX and V=AY and so B =A(XyT-  
yXT)A  v. By (9), each vector in Col(A) can be expressed in only one way as a 
vector in Col(A - B) plus a vector in Col(B). Since AX = (A  - B )X  + BX 
and the columns of AX = U are in Col(B), we have AX = BX. Using this 
and B = A(XY  T _ YX T )A  T, we get as in (8) that 
AX( Z - XTAY)T = AY( X AX). (10) 
Since B =A(XY T-YXT)A  T is a s.r.d, of B, as in (7) we see that the 
columns of [ AX AY ] are linearly independent. It now follows from (10) that 
X TAy = 1 and X TAX = O. A similar argument gives AY = BY  and Y rAy = 
O. • 
As a special case of Lemma 2.2, we obtain the following necessary and 
sufficient condition for S to be a summand in a skew rank decomposition 
of A. 
LEMMA 2.3. Let A and S be skew-symmetr ic  matrices o f  order n, and let 
r (S )  = 2. Then r( A - S) = r(  A)  - 2 i f  and only i f  S = Ax A Ay fo r  some 
n by 1 column vectors x and y such that xTAy = 1. 
Lemma 2.2 also implies the following necessary and sufficient conditions 
for a particular skew-symmetric matrix A to have a s.r.d, on a given graph G. 
THEOREM 2.4. Let G be a graph with vertices 1, 2 . . . . .  n, and let A be a 
skew-symmetr ic  matrix o f  order n. Then A is the sum of  s = s (A)  rank two 
matrices in Sa(G)  i f  and only i f  there exists vectors x 1 . . . . .  xs, Yl . . . . .  Ys 
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rA xriAyj ~,j such that Ax i A Ay i ~ ~9~(G) for  all i, and xriAxi = O, Yi Yj = O, = 
for all i and j. 
A subgraph of a graph G is a spanning subgraph of G if it has the same 
vertex set as G. A graph is nonempty if it has at least one edge. A complete 
multipartite graph is a graph whose vertex set can be partitioned so that two 
vertices are adjacent if and only if they are in different parts of the partition. 
A multiclique of a graph G is a spanning subgraph of G that consists of a 
nonempty complete multipartite subgraph together with some isolated ver- 
tices. It has often been observed that the bipartite graphs of rank one 
matrices are precisely the bicliques, that is, the multicliques with two parts. 
The next theorem shows that the graphs of the rank two skew-symmetric 
matrices are precisely the multicliques. Note that if G is a graph with vertices 
1,2 . . . . .  n and u and v are n by 1 column vectors, then u A v ~5'~(G) if 
and only uiv j - ujv i = 0 whenever {i, j} is not an edge of G. 
THEOI~EM 2.5. Let G be a graph with vertices 1, 2 . . . . .  n, and let H be a 
subgraph of G. Then H is the graph of a rank two matrix in ~' (G)  if and only 
if H is a multiclique of G. 
Proof. Suppose u A v is a rank two matrix in 5V(G) and H is its graph. 
Then H is a spanning subgraph of G, and {i, j} is an edge of H if and only if 
uiv j - ujv i 4= O. To vertex i of H we associate the vector (u i, v i) in R 2. We 
say that i is a zero vertex if (u¢, v i) = (0, 0). Note that if i is a zero vertex, 
then i is an isolated vertex of H. Note also that nonzero vertices i and j are 
adjacent if and only if (u i, v e) and (u j, vj) are nonparallel vectors. Thus, the 
nonzero vertices form a complete multipartite graph with the parts corre- 
sponding to sets of parallel nonzero vectors. 
Let H be a multiclique of G, and suppose the parts of H are labeled 
1, 2 , . . . ,  k. Let u and v be column vectors with u i = v i = 0 if i is an isolated 
vertex and u i = 1, v i = j  if vertex i is in part j .  Then H is the graph of the 
matrix u A v. This skew-symmetric rank two matrix is in ~a(G), since H is a 
subgraph of G. • 
3. SUBGRAPHS AND S.R.D.'S 
The theorems in this section often allow us to determine whether or not a 
graph G supports skew rank decompositions by examining some of its 
induced subgraphs. 
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Let U be a subset of the vertex set of G. For nonempty subsets U, we let 
G[U] be the induced subgraph whose vertex set is U. For proper subsets U, 
we let G \ U denote the induced subgraph of G obtained by deleting the 
vertices in U. If  G is the graph of a skew-symmetric matrix A of order n and 
U c {1, 2 . . . . .  n}, then G[U] is the graph of A[U], the principal submatrix of 
A obtained by selecting the rows and columns with indices in U. On the other 
hand, G \ U is the graph of A(U), the principal submatrix of A obtained by 
deleting the rows and columns with indices in U. 
We observed in the introduction that a cycle of length 5 or more does not 
support s.r.d.'s. The following theorem implies that if a graph supports .r.d.'s, 
then it contains no chordless cycles of length 5 or more. 
THEOREM 3.1. Let G be a graph that supports skew rank decomposi- 
tions. Then every induced subgraph of G supports kew rank decompositions. 
Proof. Suppose G' is an induced subgraph of G. If G has vertices 
1, 2 . . . . .  n, we may assume without loss of generality that G' = G[1, 2 . . . . .  m] 
for some m < n. Suppose A' ~ JC°(G'). Let A = A' • O be the direct sum 
of A' and a zero matrix of order n - m. Then A ES¢(G) and s (A)  = s(A') .  
Since G supports .r.d.'s, there are s = s(A) rank two matrices S 1, S 2 . . . . .  S s 
in S~(G) such that A = S l + ." + S s. Then A' = S' 1 -~ ." + S' s, where S'~ = 
Si[1, 2 . . . . .  m], i = 1, 2 . . . . .  s. Each S I has rank at most two and is in SP(G'). 
Since s(A')  = s(A), it follows that each S I has rank exactly two. Hence G'  
supports .r.d.'s. • 
The next two theorems follow immediately from Lemma 3.2. They imply 
that, in studying graphs that support s.r.d.'s, there is no loss of generality in 
restricting to 2-connected graphs [4, p. 42]. By the union G 1 U G 2 of two 
graphs G 1 and G 2, we mean the graph with vertex set equal to the union of 
the vertex sets of G 1 and G 2 and with edge set equal to the union of the edge 
sets of G 1 and G z. 
LEMMA 3.2. Let G = G 1 • G 2 where G 1 and G 2 are graphs that have 
at most one vertex in common. Then G supports skew rank decompositions if 
and only if G 1 and G 2 both do. 
Proof. I f  the graphs G i have at most one vertex in common, then each 
G i is an induced subgraph of G. By Theorem 3.1, each G i supports .r.d.'s if 
G does. 
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Suppose the graphs G i have no vertex in common. Then there is a 
bijection between matrices A in 5~'(G) and direct sums A = A~ • A 2 of 
matrices A~ in ~(G i ) .  Also, A will have rank two if and only if one of the A i 
has rank two and the other is a zero matrix. In this case, it follows that G 
supports .r.d.'s if and only if each Gi does. 
Suppose now that the graphs G~ have one vertex in common and that 
each Gi supports s.r.d.'s. We may assume that the vertices of G I are 
1, 2 . . . . .  m while those of G 2 are m, m + 1 . . . . .  n. By Theorem 3.1, the 
induced subgraphs G I = G i \ {m} also support s.r.d.'s. Let G '  be the graph 
obtained from G by deleting the edges incident to vertex m. Then G '  = G' I 
tO {m} U G~ is a subgraph of G with all n vertices, and so ~(G ' )  c5~'(G).  
Also, G '  supports .r.d.'s by the case in the first paragraph. 
Let A be a nonzero matrix in ~W(G). Imt A' 1 = A[1 . . . . .  rn - 1], A'e = 
A = m + I . . . . .  n], and let S be the matrix of order n that equals A on row 
m and on column m and is 0 elsewhere. Then S is a matrix in ~9°(G) of rank 
at most two, and A - S = A' 1 ~ [0] • A' 2 is in Sa(G') .  
First suppose s(A) = s(A - S) + 1. Then S has rank two. Since G '  
supports .r.d.'s, A - S is a sum of s( A - S) rank two matrices in ~9°(G') c 
S~'(G), and so A is the sum of s(A) rank two matrices in ~cP(G). 
Suppose now that s(A) = s(A - S). Then the nonzero row x r of S is in 
the row space of A - S. Thus [x 1 . . . . .  x,,_~] is in the row space of A' I and 
Ix,,,+ j . . . . .  x~] is in the row space of A'. 2. Since the matrices are skew-sym- 
mettle, it follows that s(A L) =s(A'  l) and s (A  e) = s(A'2) where A I = 
A[1 . . . . .  m] is in ~.9~(G1) and A 2 = A[m . . . . .  n] is in 5'~(G2). Now A = (A  I 
• O,,_,,,) + (O,,~_ 1 ~9 A 2) and s(A) = s(A -S )  = s(A' j )  + s(A'  e) = s (A  l) + 
s(A2). Since A i is in S<(G i) and each graph G, supports s.r.d.'s, it follows 
that A is the sum of s (A)  = s(A~) + s (Aa)  rank two matrices in ~9~(G). • 
THEOREM 3.3. A graph supports kew rank decompositions if and only 
if each of its connected components' does. 
A block of a graph is a connected subgraph that has no cut vertex and is 
maximal with respect to this property [4, p. 44]. Every block with at least 
three vertices is 2-connected. Since two blocks of a graph have at most one 
vertex in common, we have the following consequence of Lemma 3.2. 
THEOREM 3.4. A graph supports kew rank decompositions if and only 
if each of its' blocks does. 
I f  v is a vertex of a graph G, we let N[v] = N(v) U {v}, where N(v) 
denotes the set of all neighbors of v (i.e. all vertices adjacent o v) in G. We 
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say that a vertex v dominates a vertex w in G if N[v] ~ N[w]. Thus, a 
vertex v dominates a vertex w ~ v if and only if v is adjacent o w and to 
each vertex x # v that is adjacent to w. Using this definition and the 
following lemma, we can give some additional ways of constructing raphs 
that support skew rank decompositions. 
LEMMA 3.5. Suppose that a graph G has an edge e = {i, j} and a vertex 
k ¢: i , j  that dominates i and j. Let A ~S:(G) with a~j ~s O. If G \ {k} 
supports s.r.d.'s, then there is a rank two matrix S ~S: (G)  such that 
r (A  - S) -- r (A)  - 2.  
Proof. We may assume that the vertices of G are 1, 2 . . . . .  n and that 
k = n. Suppose that G \ {n} supports .r.d.'s. Let A' = A({n}) and G'  = G \ 
{n}. Since G'  supports .r.d.'s and A' ~S~(G' )  is nonzero at ( i , j ) ,  there is a 
rank two matrix S' ~(G ' )  that is nonzero at ( i , j )  and is such that 
r(A'  - S') = r(A')  - 2. By Lemma 2.3, S' = A'x' A A'y'  for some n - 1 
by 1 column vectors x' and y'  such that x'VA 'y '=  1. Let S =Ax AAy 
where 
Then xTAy = x'TA'y ' = 1, and so r (A - S) = r (A)  - 2 by Lemma 2.3. It 
remains to show that S ~ S:(G). Let H be the graph of S. We wish to show 
that H is a subgraph of G. Since S({n}) = S' ~S:(G'),  it follows that 
H \ {n} is a subgraph of G that contains the edge {i, j}. It is enough to show 
that if {n, t} is an edge of H, then it is also an edge of G. If  {n, t} is an edge 
of H, then t is not an isolated vertex of H. Because H is a multiclique that 
contains the edge {i, j}, it follows that t must be adjacent to i or j in H \ {n} 
and so in G. But n dominates i and j in G, so n must be adjacent to t in G. 
Thus {n, t} is an edge of G. • 
If e is an edg~ of a graph G, let G \ [el be the induced subgraph of G 
obtained by deleting the end vertices of e, and let G \ (e) denote the 
subgraph of G obtained by deleting the edge e, but not its end vertices. 
THEOREM 3.6. Suppose that a graph G has an edge e = {i, j} and a 
vertex k ~ i, j that dominates i and j. If G \ {k} and G \ (e) support skew 
rank decompositions, then G supports kew rank decompositions. 
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Proof. We will use Lemma 2.1 to prove that G supports s.r.d.'s. Let 
A be a nonzero matrix in d'~(G). If aij ~ O, we're done by Lemma 3.5. 
If aij =0 ,  then A ~da(G\ (e ) )  and A has a s.r.d, on G\ (e )  and hence 
on G. • 
The following corollary can be used to construct 2-connected graphs that 
support s,r.d.'s. It is an immediate consequence of Theorems 3.4 and 3.6. 
COROLLARY 3.7. Let G 1 and G z be graphs that support s.r.d.'s and that 
have exactly one common vertex, k. Suppose that k dominates ome other 
vertex i in G i and another vertex j in G 2. Then the graph obtained front 
G 1 U G, 2 by inserting the edge {i, j} also supports" skew rank decompositions. 
We also have the following consequence of Lemma 3.5. 
THEOREM 3.8. Suppose that a graph G has a vertex k that dominates a 
vertex i and each of the vertices adjacent o i. Then G supports kew rank 
decompositions if and only if G \ {k} does. 
Proof. The necessity follows from Theorem 3.1. 
Let G' = G \ {k}, and suppose G' supports .r.d.'s. We will use Lemma 
2.1 to prove that G supports .r.d.'s. Let A be a nonzero matrix in 5"(G). 
If aij g= 0 for some vertex j va k, then we are done by Lemma 3.5. 
If a i = 0 for each vertex j --/= k, then A ~ ~,(G), where G is the graph 
obtaine~by attaching the single edge {i, k} to G .  Since G' supports .r.d.'s, 
so does G by Theorem 3.4. Thus, A has a s.r.d, on G and hence on G. • 
The following corollary is an immediate consequence of Theorem 3.8. It 
implies that, in deciding whether or not a graph supports s.r.d.'s, we may 
successively delete vertices that are adjacent to all others. 
COROLLARY 3.9. Let G be a graph with vertices 1, 2 . . . . .  n, and let i be 
a vertex of degree n - l. Then G supports .r.d.'s if and only i fG \ {i} does. 
A vertex v of a graph G is called simple if the neighbors of v may be 
indexed vl, v 2 . . . . .  v k so that N[v i] g N[vj] whenever 1 <~ i <~j <~ k. A 
graph is called strongly chordal if each of its induced subgraphs has a simple 
vertex [10]. Since the last neighbor v k of a simple vertex v dominates v and 
its neighbors, induction on the number of vertices gives the following 
corollary to Theorem 3.8. 
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COROLLARY 3.10. If G is a strongly chordal graph, then G supports 
skew rank decompositions. 
EXAMPLE 3.1. As an illustration of the theorems obtained in this section, 
we show that all but perhaps three of the graphs with five or fewer vertices 
support skew rank decompositions. Graphs G with three or fewer vertices 
clearly support s.r.d.'s, since nonzero matrices in 5~(G) all have rank two. 
Also, by Theorem 1.1, all bipartite graphs with five or fewer vertices must 
support s.r.d.'s. By the results above, in considering the remaining raphs, we 
may restrict our attention to nonbipartite 2-connected graphs of order n = 4 
or 5 with no vertices of degree n - 1. Examining a list of connected graphs 
of order at most 5, we find only three candidates: a 5-cycle, a 5-cycle with 
one chord, and a 5-cycle with two nonadjacent chords. In the next section, we 
shall see that the 5-cycle is the only graph on five or fewer vertices that does 
not support s.r.d.'s. 
4. SIMPLICIAL EDGES AND GAUSSIAN ELIMINATION 
We say an edge e = {i, j} of a graph G is simplieial if whenever {i, k} and 
{j, l} are edges of G, then either k = l or {k, l} is an edge of G. Simplicial 
edges of bipartite graphs are usually called bisimplicial [13, p. 256]. Bisimpli- 
eial edges correspond to matrix entries on which pivots are allowed if the 
resulting matrices are to have fill-in restricted to a prescribed pattern (edge 
set). 
More generally, it is straightforward to check that simplicial edges in 
arbitrary graphs correspond to pairs at which skew pivots (Section 2) may be 
performed so that the fill-in is restricted to the edge set of the graph. We 
state this observation more precisely as a lemma. 
LEMMA 4.1. An edge {i, j} of a graph G is simplicial if and only for each 
A ~S'~(G) with aij ~ O, the matrix that results from A by performing a skew 
pivot at {i,j} is also in ~(G). 
We say that a graph G is a perfect edge elimination graph if it has a 
perfect edge elimination scheme, that is, if it has a sequence of pairwise 
nonadjacent edges el, e 2 . . . . .  e k such that e i is a simplieial edge in G i for 
each i = 1,2 . . . . .  k, where G 1 = G, Gi+ 1 = Gi \ [e  i] for i=  1,2 . . . . .  k, 
and Gk+ 1 has no edges. (We include the word "edge" because the term 
"perfect elimination graph" is already used for graphs that have a perfect 
SKEW RANK DECOMPOSITIONS 137 
vertex elimination scheme; they arc the chordal graphs [13, p. 82].) Thus, in 
perfect edge elimination, we successively delete the vertices of the edges of a 
matching. The edges of such matchings are easy to construct because a slight 
modification of the proof given in [1,3, p. 259] (for the bipartite case) shows 
that if G is a perfect edge elimination graph and e is any simplicial edge of 
G, then G \ [e] is also a perfect edge elimination graph. 
When a perfect edge elimination graph is bipartite, it is called a perfect 
elimination bipartite graph [13, p. 259]. If G is such a bipartite graph, it is 
possible to perform Gaussian elimination, with fill-in restricted to G, on those 
matrices in ,g/(G) for which no "accidental cancellation" occurs (i.e. for 
which the current matrix is always nonzero at the pivot prescribed by the 
elimination scheme). This generalizes. As in the bipartite case, if G is a 
perfect edge elimination graph, then it is possible to perform Gaussian 
elimination, w4th fill-in restricted to G,  on those lnatrices A in J"(G) for 
which no accidental cancellation occurs (i.e. for which the current matrix is 
always nonzero at the skew pivot pair prescribed by the elimination scheme). 
We say, that a graph G is a complete dge elimination graph if it has a 
complete edge elimination scheme, that is, if its entire edge set may be 
sequenced el,e 2 . . . . .  e,,, so that e~ is a siiuplicial edge in G~ for each 
i=  1,2 . . . . .  m, where G 1 =G,  (7,i+ 1 =Cii\(e i) for i=  1,2 . . . . .  m, and 
G,,,+~ has no edges. Thus, in complete edge elimination, we successively 
delete all the edges, but not their endpoints. 
Clearly, if G is a complete dge elimination graph with complete dge 
elimination scheme e 1, e, 2 . . . . .  e .... then G~ is a complete dge elimination 
graph with complete dge elimination scheme e~ . . . . .  e,,,. Also, since simpli- 
cial edges of G remain simplicial in each of the induced subgraphs that 
contain them, we see that an induced subgraph of a complete dge elimina- 
tion graph is also a complete edge elimination graph (with the inherited 
complete edge elimination scheme). It follows that every complete edge 
elimination graph (and every induced subgraph of it) is a pertbct edge 
elimination graph. 
The bipartite complete dge elimination graphs are precisely the chordal 
bipartite graphs. For, if G is a complete edge elimination graph, then G 
cannot have any induced k-cycles, k >~ 5, since each indnced subgraph must 
have a simplieial edge. Also, it is well known that if G is chordal bipartite, 
then it has a simplicial edge e; and it is easy to check that G \ (e) must also 
be chordal bipartite [1]. 
The chordal bipartite graphs are precisely the bipartite graphs G for 
which it is possible to perform Gaussian elimination, with fill-in restricted to 
G, on every matrix in ~/(G) (even if accidental cancellation should occur [1]). 
This generalizes. If G is a complete edge elimination graph, then it is 
possible to perform Gaussian elimination, with fill-in restricted to G, on every 
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matrix in S~(G). (The converse of this statement may also hold, but we have 
been unable to prove it.) For, to perform Gaussian elimination on a matrix in 
S'~(G), delete the edges in the complete edge elimination scheme one after 
the other and update the matrix, as follows. Suppose the current edge is {i, j}. 
If the current entries at (i, j )  and (j, i) are zero, just delete the edge. If they 
are nonzero, perform a skew pivot on {i, j}, update the matrix, and delete the 
edge. Continue until the last edge in the scheme has been used. Note that 
once a skew pivot has been performed on a simplicial edge, then the matrix 
entries on all succeeding adjacent edges will be zero. Consequently, we have 
the option of deleting the end vertices of a simplicial edge once a skew pivot 
has been performed there. When the last edge has been used then, up to 
simultaneous row and column permutations, we have generated a direct sum 
of 2 by 2 skew-symmetric matrices as in Equation (4). 
We noted above that the bipartite complete dge elimination graphs are 
precisely the bipartite graphs that support rank decompositions (the chordal 
bipartite graphs). Unfortunately, the class of complete edge elimination 
graphs is not the same as the class of graphs that support skew rank 
decompositions. For example, the complete tripartite graph Kz.2. 2 has no 
simplicial edges, and yet, as we shall see in Section 6, it supports skew 
rank-decompositions. However, we can show that if G is a complete edge 
elimination graph, then G supports .r.d.'s. We require the following lemma 
and theorem. 
LEMMA 4.2. Let G be a graph with vertices 1, 2 . . . . .  n, and let e = {i, j} 
be a simplicial edge of G. I f  G \ [e] supports s.r.d.'s, then each A ~S~(G)  
with aij ~ 0 has a s.r.d, on G. 
Proof. Let A ~Sa(G) be such that aij vs 0, and let G' = G\[e] .  We 
may assume that i = 1, j = 2, and al2 > 0. Performing a skew pivot at {1, 2}, 
as in Equation (2), we obtain a matrix P such that 
0 1] .A,2z. PAPr = - 1 0 
As already stated in Lemma 4.1, because e is simplicial, when the row 
operations that specify P and the corresponding column operations that 
specify pT are performed on A, then the resulting matrix PAP r remains in 
Sa(G). Thus A'zz ~SP(G ') and so is a sum of s(A '2z)= s(PAP T) - 1 = 
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s(A) - 1 rank two matrices S'~ ~S~(G' ) .  Let S, = 0 2 (9 Si, i = 1 . . . . .  s - 1, 
where s = s(A), and let 
0 1] ~O~ 
S~ = - 1 0 2" 
Then each S i is in ~ga(G) and PAP r= S 1 +"" +S,, and so A = 
P IS l (p ' r ) - I  + "" +P-IS~(pr)- I .  The rank two matrices P IS~(pr) - l ,  
i = 1 . . . . .  s - 1, are in ~ ' (G)  because the elementary row operations that 
specify P i subtract multiples of the first two rows from the same "adjacent" 
rows as before. The rank two matrix P-1S,(pr) 1 is in S~'(G) because e is 
simplicial. Thus A has a s.r.d, on G. • 
TIlEOREM 4.3. Let e be a simplicial edge of a graph G. If  G \ (e) 
supports .r.d.'s, then G supports' s.r.d.'s. 
Proof. Suppose e = {i, j}, and let A c ~(G) .  
I f  aq = 0, then A ~S°(G \ (e)), where G \ (e) also has n vertices. Thus 
A has a s.r.d, on G \ (e) and hence on G. 
Suppose then that a~j ¢ 0. By Theorem 3.1, G \ [e] supports s.r.d.'s, 
since it is an induced subgraph of G \ (e). Thus by Lemma 4.2, A has a s.r.d. 
on G. • 
If  G is a complete dge elimination graph with complete dge elimination 
scheme el, e 2 . . . . .  e .... then G \ (e l )  is a complete edge elimination graph 
(with scheme e 2 . . . . .  e,,). Thus, by induction on the number  of edges, we 
obtain the following corollary. 
COROLLARY 4.4. I f  G is a complete edge elimination graph, then G 
supports' .skew rank decompositions. 
By Theorem 1.1, the converse of Theorem 4.3 holds for bipartite graphs, 
since (as we observed earlier) if G is chordal bipartite and e is a simplieial 
edge of G, then G \ (e) is chordal bipartite. We do not believe that the 
converse of Theorem 4.3 holds in general, but we have no counterexample. 
EXAMPt.E 4.1. A 5-cycle with one chord or with two nonadjacent chords 
has a simplicial edge. It follows from Theorem 4.3 and Example 3.1 that the 
5-cycle is the only graph on five or fewer vertices that does not support 
s.r.d.'s. 
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Since not all graphs that support s.r.d.'s are complete dge elimination 
graphs, it would be interesting to find some subclasses that are. We have 
already observed in Corollary 3.10 that the strongly chordal graphs support 
s.r.d.'s. The following theorem implies that, like the chordal bipartite graphs, 
they are also complete dge elimination graphs. 
THEOREM 4.5. Every strongly chordal graph is a complete dge elimina- 
tion graph. 
Proof. Let G be a strongly chordal graph. We will use induction on the 
number of vertices to prove that G has a complete dge elimination scheme. 
Suppose that v is a simple vertex of G. Then we may index the neighbors of 
v as v 1,v 2 . . . . .  v k so that N[v i] c N[vj] whenever 1 ~ i ~<j ~ k. Let G 1 = 
G, and let Gi+ 1 = Gi\ (e i ) ,  where e i = {v, vi}, for i = 1,2 . . . . .  k. If u 
N(v i) and vj ~ N(v), with u 4: vj, then u and vj must be adjacent if j > i, 
since then u ~ N(v i) c N[vj]. This implies that e~ is simplicial in G i for each 
i = 1, 2 . . . . .  k. By the definition of strongly chordal graph, G \ {v} is strongly 
chordal and so, by the inductive assumption, has a complete dge elimination 
scheme. Beginning with the edges e l, e z . . . . .  e k and continuing with a 
complete edge elimination scheme of G \ {v}, we get a complete edge 
elimination scheme for G. M 
The intersection graph of an indexed family of sets 9 -= {F x x ~ V} is 
the graph with vertex set V where vertices x and y are adjacent if and only if 
F x f3 Fy 4= ~. Some examples of intersection graphs and their defining fami- 
lies are interval graphs (from a finite family of intervals on the real line), 
subtree graphs (from a family of subtrees of a tree), neighborhood subtree 
graphs (from a family of subtrees each of which is maximal with respect o its 
diameter), and path graphs (from a family of paths in a tree). The subtree 
graphs are precisely the chordal graphs. For recent results and references on 
these classes of graphs, see [3]. 
Every neighborhood subtree graph is strongly chordal [3, p. 23]. Thus 
neighborhood subtree graphs, in particular interval graphs, have complete 
edge elimination schemes and so support s.r.d.'s. However, path graphs do 
not always upport s.r.d.'s: the graph T 6 in Figure 1 (Section 5) is an example. 
Also, interval tolerance graphs (graphs whose vertices are intervals with 
adjacency specified by lower bounds on the intersection sizes) do not always 
support s.r.d.'s: the graph L 6 in Figure 1 is an interval containment graph 
(intervals are adjacent if one contains the other) and so is an interval 
tolerance graph. 
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We noted earlier that if G is a bipartite complete dge eliminati{m graph 
(i.e. a chordal bipartite graph) and e is a simplicial edge in G, then C \ (e) 
must be a complete dge elimination graph. Consequently, one can crmstruc{ 
complete edge elimination schemes freely in this case. W(~ were ur~abl{~ t  
extend this result to arbitrary complete dge elimination graphs. In tact. if (; 
is an interval graph and e is a simplieial edge in G, then w{~ do r,}t kr~}w it 
G \ (e) must always be a complete edge elimination ~raph. 
5. S.R.D.'S AND MULTICL IQUE COVERS 
Let H be a subgraph of a graph G. We sa\ t}Jut u c~,llocti¢,r, ¢,f 
multicliques of G covers H if the union of their edg{: s~:ts c~mtaiJJs t},, ~.{tz~, 
set of H. 
Sums of rank two skew-symmetric matrices eng{m¢h:r , ,~lticli¢t~{: c {~x,:rs. 
For whenever a collection of rank two skew-swmm:tric matric{,s i~ .7~(C) 
sum to a matrix A, then their corresponding graphs fbrm a multicliq~e c()\¢Jv 
of the graph H of A. This implies the following ,{:c¢~ssarv crmditi()r, (m 
s.r.d.'s. 
LEMMA 5.1. Let A ~CP(G), and let H be th, ~raph of A. If A /,as n 
s.r.d, on G, then H can be covered by s( A) or fetter  multicliques (~f (;. 
The least number of multicliques in G that are needed t{} e(}\{~v C i~, 
called the nmltielique covering number of C. We denoW this n~m~ber t,x. 
me(G). Thus, Lemma 5.1 implies that if G is the ~raph {}f a sm~lalar 
skew-symmetric matrix of order n and me(G) >/ n/2. then C do(~s n{}t 
support s.r.d.'s. Consequently, we observe as a c{)rollar~ t~) the fbll{}x~]t~ 
theorem that if a graph G has either no perfect matchin~s or m(}re thml c}l~ 
perfect matching, then G does not support s.r.d.'s if me(C) >1 ~/2. 
THEOREM 5.2. A graph G has precisely one perfect matchi~l~ if and onl!/ 
if ever~j skew,symmetric matrix with graph G is nonsin~ular. 
Pro@ If G has precisely one perfect matching and A is an\ skew-s\m- 
metric matrix with graph G, then the Pfaffian [5, p. :31S] ()f A t;las oHl\ ore, 
term and is nonzero. Thus, A is nonsingular. 
If G has no perfect matchings, then everx skew-svnunetric matrix with 
graph G has zero Pfaffian and so is singular. Suppose G has at least tar{} 
perfect matchings. Then we may label the vertices of G h) integers 1.2 . . . . .  n 
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so that, for some even integer k >/4, G contains a cycle 1 - 2 - 3 . . . . .  k 
- I, and edges {k + 1, k + 2}, {k + 3, k + 4} . . . . .  {n - 1, n}. Let A(A) be 
tile skew-symmetric matrix with ones in positions (1,2) , (2,3)  . . . . .  (k -  
1, k) ,(k + I, k + 2) . . . . .  (n - 1, n), - l ' s  in the symmetric positions, -A  in 
position (1, k), A in position (k, 1), + e in the other positions corresponding 
to edges of G, and O's elsewhere. In the Pfaffian of A(A), the term 
corresponding to the identity permutation contributes 1, while the term 
corr¢~,sponding to the permutation (1, k, 2, 3 . . . . .  k - 2, k - 1, k + 1 . . . . .  n) 
contributes -A .  I f  I A] ~< 2, then the sum of the remaining terms of the 
1 Pf~d'fian will have absolute value less than ~ for some sufficiently small 
nonzero value of e. For such a value of e, A(A) will have a positive Pfaffian 
1 when A = ~ and a negative Pfaffian when A = 2. Thus there is a A s > 0 
such that A(),~) has zero Pfaffian. Since e and A~ are nonzero, A(A~) is a 
singular matrix with graph G. [] 
COROLLARY 5.3. Let G be a graph that either has no perfect matching or 
more than one perfect matching. If mc(G) >/n /2 ,  then G does not support 
s.r.d.'s. 
The following lower bound on mc(G) is often helpful. Let i(G) be the 
maximum number  of edges in G no two of which are adjacent or on a 4-cycle 
of G. Since nonadjacent edges of a multiclique must be on a 4-cycle, we have 
mc(G) ~> i(G). 
EXAMPLE 5.1. Suppose n >/ 5. Then each multiclique in C,, has at most 
two of the n edges of C n, and so me(C n) ~> n/2. By Corollary 5.3, we see 
again that a cycle of length 5 or more does not support s.r.d.'s. 
I f  n is even, we can say more. Suppose G is a graph of even order n /> 6 
that contains a spanning (or Hamilton) cycle C n such that one of the two 
perfect matchings of C, has no two of its edges in a 4-cycle in G. For 
example, each subgraph of the graphs L,, 7",, n = 6, 8, 10 . . . . .  in Figure 1 
that contains the outer cycle C n has this property. (In fact, except for T 6, 
additional edges may be carefully added to the graphs in Figure 1 so that this 
property is retained.) Then mc(G) >~ i(G) >~ n/2, and so Corollary 5.3 
implies that each such graph G does not support s.r.d.'s. 
The graphs T, in Figure 1 are called trampolines; they are constructed 
from the even n-cycles, n >/6, by forming a complete subgraph on one of 
the two sets of alternate vertices. Since a graph is strongly chordal if and only 
if it is chordal and has no induced trampolines [10], we have the following 
consequence of Corollary 3.10 and Example 5.1. 
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T10  ? ...... 
\ /  
FIG. 1. The subgraphs that contain the outer cycles do not support s.r.d.'s. 
THEOREM 5.4. A chordal graph supports skew rank decompositions if 
and only if it is strongly chordal. 
The complement of a (simple) graph G is the graph G that has the same 
vertex set as G but with two vertices adjacent if and only if they are not 
adjacent in G. Note that H is an induced subgraph of G if and only if H is 
an induced subgraph of G. In particular, if U is a subset of the vertex set of" 
G, then G[U] = G[U]. Let P,, denote the path 1 - 2 . . . . .  n. 
EXaMeLE 5.2. The complement of the 6-path and of the 6-cycle are the 
graphs fi6 and C--- 6 in Figure 3 (Section 7). A case by case analysis hows that 
each of these graphs has multiclique cover number 3. Because they both have_ 
two or more perfect matehings, it follows from Corollary 5.3 that P~ and C~ 
do not support s.r.d.'s. 
THEOREM 5.5. I f  G is a graph that supports .r.d.'s, then neither G nor 
G has any induced cycles of length 5 or more. 
Proof. By Theorem 3.1, it is sufficient to observe that neither C,, nor C,, 
supports .r.d.'s if n >~ 5. We have already noted the former in Example 5.1. 
Because P~ is an induced subgraph of C n when n >~ 7, if6 is an induced 
subgraph of C-,~ when n >~ 7. Thus, by Example 5.2, C-,, does_ not support 
s.r.d.'s when n/> 6 (and, consequently, when n >~ 5, since C 5 is isomorphic 
to C5). • 
A graph G is said to be perfect if for each induced subgraph H of G, the 
maximum number of pairwise nonadjacent vertices in H is equal to the 
minimum number of complete subgraphs of H needed to cover all of the 
vertices of H. It is known that a graph is perfect if and only if its complement 
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is. It is evident that if a graph is perfect, then neither the graph nor its 
complement contains any induced cycles of odd length 5 or more. The 
converse of the previous tatement is an open problem. A graph is said to be 
weakly triangulated if neither the graph nor its complement contains any 
induced cycles of length 5 or more (odd or even). Hayward [14] has proved 
that weakly triangulated graphs are perfect. Thus, we have the following 
corollary to Theorem 5.5. 
COROLtaRV 5.6. Every graph that supports' s.r.d.'s is a perfect graph. 
It is tempting to speculate that there is a simple characterization f the 
graphs that support skew rank decompositions that is similar to Theorem 1.1. 
The trampoline graphs T n in Figure 1 show that even if a graph and its 
complement have no induced cycles of length 4 or more (i.e. if both are 
chordal), the graph need not support s.r.d.'s. The graphs L n are striking 
because, like the cycles of length 5 or more, all of their proper induced 
subgraphs upport s.r.d.'s and yet they themselves do not. These examples 
suggest that there may be no simple forbidden subgraph characterization f 
the graphs that support s.r.d.'s. 
The biclique covering number, bc(G), of a graph G is the least number of 
bicliques in G the union of whose edges is the edge set of G. We have 
defined the multiclique covering number, mc(G), analogously. Biclique cov- 
eting numbers of graphs have been studied and are intimately related to the 
Boolean rank of matrices (see [17]). Multiclique covering numbers, while less 
understood, have also been studied in [12]. In [16] it is shown that if a 
bipartite graph G supports rank decompositions, then bc(G) must be equal to 
the minimum of the ranks of the matrices with bipartite graph G. The lemma 
below extends this result to graphs and skew rank decompositions. 
We first note that, from a cover of a graph G by multicliques in G, we 
can always construct a collection of rank two matrices in S~(G) that sum to a 
matrix whose graph is G. For suppose that S1, S 2 . . . . .  S k are rank two 
matrices in ~(G)  whose graphs form a multielique cover of G. Choose 
positive constants c 1,c 2 . . . .  ,c k so that for each i=  1,2 . . . . .  k -1 ,  the 
largest positive entry of clS 1 + c2S 2 + "" +ciS i is less than the smallest 
positive entry of ci+lSi+l. Then G is the graph of A =ClS 1 +c2S 2 + 
• " +ckS k. In partienlar, taking k = me(G), we see that there is always a 
skew-symmetric matrix A with graph G for which s(A) ~< me(G). With this 
observation, we obtain the following necessary condition from Lemma 5.1. 
LEMMa 5.7. I f  a graph G supports s.r.d.'s, then mc(G) is the minimum 
of the semiranks of  the skew-symmetric matrices with graph G. 
SKEW RANK DECOMPOSITIONS 145 
The converse of Lemma 5.7 need not hold, even if we assume that all 
proper induced subgraphs of G support s.r.d.'s. For, if G is the complete 
4-partite graph K2 ,~ 2,2 then me(G) = 1 and G is the graph of a skew-sym- 
metric matrix with semirank one by Theorem "2.5. Also, we shall see in the 
next section that all proper induced subgraphs of K,~ 2, ~,, 2 support s.r.d.'s, yet 
K2, e.2, 2 does not. 
6. COMPLETE MULTIPARTITE GRAPHS 
In this section we determine which complete multipartite graphs support 
skew rank decompositions. Recall that if G is a graph with vertices 1, 2 . . . . .  n 
and u = [ui] and v = [v i] are n by 1 column vectors, then u A v ~ SP(G) if 
and only u,vj - ujv~ = 0 whenever {i, j} is not an edge of G. This condition 
is particularly simple when G is a complete multipartite graph. For example, 
if G is the complete t-partite graph with vertices 1, 2 . . . . .  n and vertex parts 
I 1, 12 . . . . .  I t, then u A v ~(G)  if and only if the vectors u[//] and v[I j]  
are linearly dependent for j = 1, 2 . . . . .  t. 
LEMMA 6.1. Evemj complete tr ipart ite graph supports s.r.d. 's.  
P ro@ Let G be the complete tripartite graph with parts of size hi, no, 
and n 3, respectively. We show that G supports s.r.d.'s by induction on 
n t + n 2 + n3. By Lemma 2.1, it suffices to show that for each nonzero matrix 
M in ~9~(G), there is a rank two matrix S in ~CP(G) such that r (M - S) < 
r(M). 
Let M be a nonzero matrix in ~(G) .  Without loss of generally, we let 
M = 
O A B] 
-A  r O C 
- -B  r -C  T 0 
where A is  n 1 by n 2, B is n t by n3, andC is n 2 by n 3. 
First suppose that the rows of [ A B ] are linearly dependent. Then there 
exists an invertible matrix Pnj of order n~ such that the first row of Pn,[A B] 
is a row of all zeros. Let P = Pnj ¢~ I,,,, ¢~ In~, and let M'  = PMP r. Then M'  
belongs to S'~(G), has only zeros in its first row, and has the same rank as M. 
The matrix M~ = M({1}), obtained by deleting the first row and column of 
M' ,  belongs to S°(K,,~ 1 ...... ) and is nonzero. By induction, there exists a 
• ' '  ' ' < ' L tS '  rank two matnx S l m SP(K,~ 1 .... ,~) such that r (M I - S~) r (M ). e • 
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be the matrix of order n 1 + n 2 + n 3 obtained from S' l by appending a new 
row of zeros on top, and a new column of zeros on the left. Let S = 
P-1S'(PT)- I .  Since G is complete tripartite and P has the form P,t • I n 
In, it follows that S ~Sf fG) .  We now have r (M-  S )= r (M ' -S '~ = 
r(~M~ - S' 1) < r(M~) = r (M' )  = r(M). 
Thus we may now assume that the rows of [A B] are linearly indepen- 
dent. Suppose that there exists an n 1 by 1 column vector u such that 
urA---O and uTB ~0.  Let v be an n 3 by 1 column vector such that 
urBv = 1, and let 
x = and y = 
be n 1 + n 2 + n 3 by 1 column vectors. Then 
[Bv] 
Mx = Cv and My = Cv . 
-2B~u -B~u 
Let S = Mx A My. Then S ~ Sa(G), since corresponding entries of Mx and 
My are linearly dependent. Also, xTMy = 2uTBv -- vTBTu = 1, so it follows 
from Lemma 2.3 that S is a rank two matrix in Sa(G) such that r (M - S) < 
r(M).  Hence we may now assume that uTB = 0 whenever uTA = 0. Conse- 
quently, if the rows of A are linearly dependent, hen so are the rows of [ A 
B ], contrary to our assumptions. Hence, the rows of A are linearly indepen- 
dent. Similarly, we may assume that the rows of each of the other five 
nonzero block matrices in M are linearly independent. This implies that 
n 1 = n 2 = n 3, and that A, B, and C are invertible matrices. 
Let w be an arbitrary n 1 by i column vector, and let 
x = A w and y = A w 
be n 1 + n 2 + n 3 by 1 vectors. Then 
Mx= [2 w] i3 w] Cw and My = 2Cw , 
_C~A-1Bw _C~A-1Bw 
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and hence Mx A My ~ Sa(G). It follows from Lemma 2.3 that if 
xrMy = wrCTA-1Bw ~ O, 
then there is a constant c such that S = cMx A My is a rank two matrix in 
~(G)  with r(M -S )  < r(M). Thus, we may assume that wrCrA-1Bw = 0 
for all w. It is easy to verify that this implies that CrA- lB is a skew-symmet- 
ric matrix. The Schur complement of the subrnatrix 
Ion] 
-A  r 0 
in M is CrA-1B-  Br (A- l ) rC .  Since C~A-lB is skew-symmetric, the 
Schur complement is the invertible matrix 2C~'A-~B. Thus M is an invertible 
matrix. Let S be the skew-symmetric matrix that agrees with M on its first 
row and column and is zero elsewhere. Then S is a rank two matrix in S~(G), 
and r(M - S) < r(M), since M - S is singular. 
Therefore, for each nonzero matrix M ~ ~a(G), there is a rank two matrix 
S ~S~(G)  such that r (M)  > r(M - S). • 
The next lemma shows that the complete tripartite graphs in Lemma 6.1 
are an exception: not all complete multipartite graphs support s.r.d.'s. 
LEMMA 6.2. The complete multipartite graph K2, 2, 2.~ does not support 
skew rank decompositions. 
Proof. We assume the parts of K2, 2,2,2 are {1, 2}, {3, 4}, {5, 6}, and {7, 8}. 
Let 
A = 
-0 0 -1  0 0 -1  0 0 
0 0 0 -1  -1  0 0 -1  
1 0 0 0 -1  0 1 0 
0 1 0 0 0 -1  0 0 
0 1 1 0 0 0 0 0 
1 0 0 1 0 0 1 1 
0 0 -1  0 0 -1  0 0 
0 1 0 0 0 -1  0 0 
Then A is a skew-s)nnmetric matrix in S,Q(K2,2,2,2). 
148 DAVID A. GREGORY ET AL. 
Let Ax and Ay be vectors in the column space such that Ax /X Ay 
belongs to ~(K2,2,2,2). By Lemmas 2.1 and 2.3, to prove that K2,z,2, 2 does 
not support s.r.d.'s, it is sufficient to show that xTAy must always equal 0. It is 
easy to verify that the first four columns of A are a basis for its column space. 
This implies that y = y' + w for some y' whose last four entries are 0 and 
some w in the nullspace of A. Since Ay = Ay' and xrAy = xTAy ', we may 
assume without loss of generality that y = y'. Similarly, we may assume that 
the last four entries of x are zero. Thus, 
x=[x , ,x2 ,  7 , y = [y , ,  y2, y , ,0 ,0 ,0 ,0 ]  7 
and so 
Ax = [ -x3 ,  -x4,  Xl, x2, x2 + x3, Xl + x4, -x3,  x2] T, 
Ay = [ -Y3,  -Y4, Yl, Y2, Y2 -4- Y3, YI -4- Y4, -Y3, Y2] T, 
and 
IX X 1 X 2 3C 4 
xT"AY = -x ly3 -x2y4  +xzy l  + x4y2 = Y3 Yl - Y2 Y4 " 
Since Ax A Ay ~S'~(Kz,2,2,2), 
= x4 = -x3 =0,  (11) 
Yz Y4 Yl Y2 Y2 + Y3 Yl + -Y3 
and so, by the multilinearity of the determinant, 
Y3 xa Yl x l + x2 Yz X41 = 0" Y  (12) 
If either of the determinants in (12) equals zero, then xrAff = 0. We may 
assume, therefore, that none of the vectors (xl, Yl), (x2, Y2), (x3, Y3), (x4, Y4) 
is equal to (0, 0). But then (11) implies that these vectors are all parallel. Thus 
x and y are parallel, and so  xTAy = O. • 
The following lemma is useful in constructing "intervals of subgraphs" 
that do not support skew rank decompositions. 
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LEMMA 6.3. Suppose H is the graph of a matrix A ~ ZP(G) that does not 
have a skew rank decomposition on G. Then each subgraph of G that has H 
as a subgraph is a graph that does not support skew rank decompositions. 
Proof. Let G' be a subgraph of G that contains H as a subgraph. Then 
A ~SP(H)  G~9"(G') GS°(G). If G' supported s.r.d.'s, then A would have a 
skew rank decomposition i  G' and therefore in G. • 
EXAMPLE 6.1. It follows from Lemma 6.3 that every subgraph of G = 
K2,2~. 2 that contains the graph H of the matrix A in the proof of Lemma 
6.2 is a graph that does not support s.r,d.'s. 
The following theorem is an immediate consequence of" Theorem 3.1, 
Corolla D, :3,9, and Lemmas 6.1 and 6.'2. 
THEOREM 6.4. A complete multipartite graph supports skew rank de- 
compositions if and only if it has at nu~st hree parts with two or nu~re 
vertices each. 
7. GRAPHS OF ORDER SIX OR LESS 
In this section, we conclude our search for graphs on six or fewer vertices 
that do not support skew-rank decompositions. 
As already noted in Examples 3.1 and 4.1, the 5-cycle is the only graph on 
five or fewer vertices that does not support s.r.d.'s. Thus by Theorem 3.3, the 
only disconnected graph on six vertices that does not support s.r.d.'s is the 
5-cycle together with an isolated vertex. By Theorem 3.1, joining a sixth 
vertex to 1, 2, 3, 4, or 5 of the vertices of the 5-cycle gives seven other 
nonisomorphic graphs on six vertices that do not support s.r.d.'s (Fig. "2). 
Fl(;. 2. The graphs on six or fewer vertices with induced 5-cycles. 
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By inspecting a list of connected graphs on six vertices (see, for example, 
[7]), we find that the only remaining examples that cannot be shown to 
support s.r.d.'s by an application of Theorems 3.1, 3.4, 3.8, 4.3 and Lemma 
6.1 are the ten graphs shown in Figure 3. Of  these graphs, the first eight each 
have multiclique covering number  3, and so do not support s.r.d.'s by 
Corollary 5.3. After the following lemma, we shall observe that none of the 
graphs in Figure 3 supports s.r.d.'s. 
LEMMA 7.1. Let G be the graph obtained by deleting an edge of the 
complete tripartite graph K2. 2.2. Then G does not support skew rank decom- 
positions. 
Proof. We assume the parts of K2.2, 2 are {1,4}, {2,5}, {3,6}, and the 
deleted edge is {2, 6} as in Figure 4. (The last graph in Figure 3 is also 
isomorphic to G.) Let A be the circulant matrix with first row [0 1 0 0 0 
-1 ] .  Then A is skew-symmetric, and the graph H of A is the 6-cycle 
1 - 2 - 3 - 4 - 5 - 6 - 1. Thus A ~Sa(G) .  Suppose that A has a s.r.d. 
on G. Since r(A) = 4, there are rank two matrices S 1 and S 2 in Sa(G) such 
that A =S 1 + S 2. Let G 1 and G 2 be the multicliques in G that are the 
graphs of S 1 and S 2. Since A = S 1 + S 2, each edge of H is in at least one of 
G 1 or G 2. Also, each edge of G not in H is either in both of G 1 and G 2 or in 
neither of G 1 and G 2. Note that no multiclique of G contains both of the 
edges {2, 3} and {4, 6}. Since {2, 3} is in H and {4, 6} is not, it follows that 
{4, 6} is not in G 1 or G 2. Similarly, {2, 4} is not in G 1 or G 2. Let G '  be the 
union of the graphs G 1 and G 2. Then i(G') >~ 3, since no two of the edges 
{1, 2}, {3, 4}, {5, 6} is in a 4-cycle of G ' .  Thus mc(G ' ) />  3, contradicting the 
fact that G 1 and G 2 are multicliques in G '  that cover G' .  • 
FIG. 3. The remaining raphs on six vertices that do not support s.r.d.'s. 
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Like the graph-subgraph airs in Examples 5.1 and 6.1, the pair G, H in 
the proof of Lemma 7.1 is a rich source of graphs that do not support s.r.d.'s. 
Except for C-6, all of the graphs in Figure 3 are isomorphic to subgraphs of 
the graph G in Figure 4 that contain the outer 6-cycle H. By Lemma 6.3, 
none of these graphs supports .r.d.'s. 
8. SIGNED SKEW RANK DECOMPOSITIONS 
We associate to each square matrix M of order n a signed directed graph 
(signed digraph) with vertices 1, 2 . . . . .  n and arcs {(i,j) lm~j 4= 0} where 
each are (i, j )  is given the sign ( _+ 1) of its corresponding matrix entry, mij. If 
A is a skew-symmetric matrix of order n and a~j 4= O, then its signed digraph 
has two oppositely signed and oppositely directed arcs between vertices i and 
j. We say that such a signed digraph is a signed double digraph. 
If G is a signed double digraph with vertices 1, 2 . . . . .  n, we let Sa(C) 
denote the set of all skew2symmetric matrices A of order n such that a~j ¢ 0 
only i f ( i , j )  is an are of G with the same sign as air We say that a matrix A 
in Sa(G) has a signed skew rank decomposition (signed s.r~d.) on G if A is 
the sum of s(A) rank two matrices in S:(G). We say that G supports igned 
s.r.d.'s provided every matrix in ~w(~) has a signed s.r.d, on G. 
The set S:(G) contains only those matrices A ~ S°(G) that conform to 
the sign pattern provided by G. Consequently, if G supports igned s.r.d.'s, it 
does not follow that its underlying simple graph G must support (unsigned) 
s.r.d.'s. Also, if G supports .r.d.'s, there need not be any signing G of G that 
supports igned s.r.d.'s. 
The property that a signed double digraph G on vertices 1, 2 . . . . .  n 
supports signed s.r.d.'s is a very strong one. For example, because no 
cancellation can occur when matrices in S"(G) are added, it is easy to see 
that the property is inherited by all signed double s@digraphs, not just 
the induced ones. (Each arc in a signed subdigraph of G must be in G and 
have the same sign.) In fact, we see after the next lemma that the property 
is completely characterized by the dicycles in G. A dieycle of length 
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k or k-dicycle is a digraph with vertices Vl, V 2 . . . . .  v k and arcs 
(v 1, v2), (v, 2, v 3) . . . . .  (%, Vl). If the arcs of a dicycle are signed, then the sign 
of the dicycle is the product of the signs on its arcs. 
LEMMA 8.1. I f  a signed double digraph G supports igned s.r.d.'s, then 
G has no cycles of odd length greater than 3 and every dicycle in G of even 
length 6 or more is negative. 
Proof. Suppose that hg is a signed double subdigraph of d whose 
underlying simple graph H is a k-cycle in G where k >/5. We may assume 
that H is the cycle 1 - 2 - 3 . . . . .  k - 1. Let A be the matrix of order k 
with aij equal to the sign o f ( / ,  j )  if (i, j )  is an arc of /~ and aij = 0 
otherwise. Then A is in ~9"(H). Since the property of supporting signed 
s.r.d.'s is inherited by all signed double subdigraphs, A has a signed s.r.d, on 
/~. Consequently, A has a s.r.d, on the (undirected) k-cycle H. Since k >/5, 
me(H) >~ k/2.  Thus by Lemma 5.1, s(A) >~ k/2.  Therefore k is even and A 
is nonsingnlara Let t be the number of negative ares on one of the two 
k-dicyeles in H. Then the other k-dicyele will have k - t negative arcs. The 
determinant of A will have four elementary products, one for each subdi- 
graph o f /~ whose components are dicyeles that include all the vertices. Thus 
[5, p. 291], det(A) = def t -A )  = ( -1 )k - l ( -1 )  t + ( -1 )k - l ( -1 )  k t + 
( -1)k /2(  - 1) k/2 + (-1)k/'2( - 1) k/2 = 2( -1 )  t+l q- 2. Since A is nonsingu- 
lar, t (and k - t) must be odd. Thus, the sign of each of the two k-dicycles is 
negative. • 
just as for s.r.d.'s, a signed double digraph supports igned s.r.d.'s if and 
only if each of the signed double digraphs on the blocks of its underlying 
simple graph does. A. Berman has observed [2] that an (undirected) graph G 
has no odd cycles of length greater than 3 if and only if each of its blocks is 
one of the following three types: a bipartite graph, or a complete graph K4, 
or a collection of triangles that all share one edge. Suppose G is a signed 
double digraph with underlying simple graph G. If G is one of the last two 
types of block, then G will support signed s.r.d.'s, no matter how the signs 
are specified. For, each matrix in ~(G)  will have rank at most 4, and a 
corresponding row and column can be deleted to leave a matrix of rank at 
most 2 (a matrix of order 3 in the K 4 case). If G is a bipartite graph, it is 
shown in a separate p_aper [11] that the cycle condition in Lemma 8.1 is 
actually sufficient for G to support signed s.r.d.'s. Thus, given that result, we 
have the following theorem. 
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THEOREM 8.2. A signed double digraph G supports ,signed s.r.d.'s if and 
only if G has no odd cycles of length greater than 3 and every even 
dicycle in G of length 6 or more is negative. 
9. OPEN PROBLEMS 
A large class of weakly triangulated graphs is the class of neighborhood 
subtree tolerance graphs. They are the graphs whose vertices are neighbor- 
hood subtrees with adjacency specified by lower bounds on the intersection 
sizes [3]. Must every graph that supports .r.d.'s actually be a neighborhood 
subtree tolerance graph? 
We have observed that if G is a complete dge elimination graph, then 
every induced subgraph of G is a perfect edge elimination graph. The 
converse is known to be true if G is bipartite [13, p. 263]. Is the converse tree 
in general? Equivalently, if every induced subgraph of a graph G has a 
simplieial edge, must G be a complete dge elimination graph? 
Suppose that e is a simplicial edge of a graph G. If G supports .r.d.'s, 
must G \ (e)? If G is a complete dge elimination graph, must G \ (e) be a 
complete dge elimination graph? The answer to both questions is no if there 
exists an interval graph G with a simplieial edge e such that G \ (e) does not 
support s.r.d.'s. 
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