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Abstract—Ultra-low-power design has been a challenging area
for design of the sensor front-ends especially in the area of
Wireless Body Sensor Nodes (WBSN), where a limited amount
of power budget and hardware resources are available. Since
introduction of Compressed Sensing, there has been a challenge
to design CS-based low-power readout devices for different appli-
cations and among all for biomedical signals. Till now, different
proposed realizations of the digital CS prove the suitability of
using CS as an efﬁcient low-power compression technique for
compressible biomedical signals. However, these works mainly
take advantages of only one aspect of the beneﬁts of the CS. In
this type of works, CS is usually used as a very low cost and easy
to implement compression technique. This means that we should
acquire the signal with traditional limitations on the bandwidth
(BW) and later compresses it. However, the main power of the CS,
which lies on the efﬁcient data acquisition, remains untouched.
Building on our previous work [1], where the suitability of the
CS is proven for the compression of the ECG signals, and our
investigation on ultra-low-power CS-based A2I devices [2] , here
in this paper we propose a fully redesigned complete CS-based
“Analog-to-information” (A/I) front-end for ECG signals.
Our results show that proposed hybrid design easily outper-
forms the traditional implementation of CS with more than
11 times fold reduction in power consumption compared to
standard implementation of CS. Moreover our design shows a
very promising performance specially in high compression ratio.
I. INTRODUCTION
Since early days of the introduction of Compressed Sensing
(CS) [3], [4], it has been a focus of the new generation of ultra-
low power Analog to information (A2I) readout device design.
However, realization of energy-efﬁcient CS-based analog A2I
readout devices still face technical problems and the main
focus is on using the CS as a low power digital compression
technique. One of the main bottlenecks which is preventing the
true realization of CS-based readout devices lies on relatively
large number of measurements m = s log(ns ), required for
decoding (for a given vector of x ∈ Rn with sparsity level
s). This bound is even worse in case of the compressible
signals like ECG. In a real standard analog realization like
Random modulator pre-Integrator (RMPI) [5], [6], this directly
translated to the number of required parallel channels. The
power consumption of such a realization of CS is far away
from being close even to digital implementation of CS or
even the traditional Nyquist sampling [7]. The main reason
lies in the fact that such a design requires the same number of
ampliﬁers for each channel and it is the most dominant part in
power consumption with very large margin. Moreover, having
very large number of channels face implementation difﬁculties
for miniaturized WBSNs with existing technologies. Then to
have a true analog CS-based readout device, the main focus
should be on the minimizing the number of required measure-
ments and as a result less number of channels. This ﬁgure
could partially be enhanced by more advanced and signal
speciﬁc recovery algorithms to exploit additional information
for underlying signal of interest. This includes all model-
based and similar structural sparse recovery techniques [8], [9].
However, the best performance one can ideally achieve is to
minimize the required number of measurements to m = O (s)
for exact s-sparse signals.
Here in this paper, we propose a fully redesigned complete
CS-based “Analog-to-information” (A/I) front-end for ECG
signals. The new design uses an additional ultra-low-power
low-resolution channel in parallel to further improve and
ease the CS recovery. Such a parallel channel enables us
to dramatically reduce the number of required measurements
for recovery. This will directly translated to reduction in
number of the required parallel channels in a normal CS
implementation like RMPI. In this design, CS channel is used
as a super resolution path to improve the ultra-low-power, low-
resolution samples captured from the parallel path.
II. CS-BASED ECG FRONT-END
Figure 1 shows the schematic of the proposed ultra-low
power front-end for ECG signals. The design includes two
parallel paths. The ﬁrst one is a regular analog CS path that
senses the original ECG signal. This is the original CS path
and is working at a rate much lower than traditional Nyquist
limit. Then, the parallel path is used to assist the CS recovery
of our proposed design. This path includes a low-power, low-
resolution ADC that in parallel takes samples at Nyquist rate.
This channel could give a rough bound of the signal, which
later could be used to enhance the performance of the signal
reconstruction. As it is shown in the schematic depicted in
Figure 1 collected data from both paths are transmitted at
a ﬁxed time window. At the receiver side, this additional
information from both paths is used to reconstruct the original
signal. The power consumption of parallel low-resolution path
in this design is extremely low compared to CS path. We
will further discuss the power consumption breakdown on
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the design but, the overall power consumption from this path
should be negligible compared to CS path.
1 - Channel ECG
 Compressed Sensing 
C
S
d
a
ta

Low Resolution ADC

L
ow
R
es
.


Transmit

Fig. 1. Schematic diagram of an ultra-low power front-end for ECG signals.
In a ﬁxed size processing window, the output of the original
CS channel could be represented as: y = Φx which are
simply linear analog measurement vector from the original
ECG signal x.
The output of low-resolution channel is labelled as x˙, which
referes to low-resolution quantized version of the original
signal x. The output of this channel for an example processing
window is shown in Figure 2(a).
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Fig. 2. a) Output of an example ﬁxed sized window for low-resolution path
(7-bit), b) Blue area shows the bounds for the reconstruction results.
This information could be applied in our reconstruction
algorithm (Equation 1) as a strong bound on the solution. The
modiﬁed convex optimization problem now can be written as:
min
α˜∈RN
||α˜||1 subject to
⎧⎨
⎩
||ΦΨα˜− y||2 ≤ σ,
x˙ ≤ Ψα˜ ≤ x˙+ d
(1)
where d is the resolution depth step. The new constraint on
the solution is really strong since it deﬁnes an upper and
lower bound for each sample in α˜. This problem is convex
and here we use semideﬁnite-quadratic-linear programming
toolbox SDPT3 [10], [11] which is a MATLAB toolbox for
solving conic optimization problems.
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
 × h(t)  
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Fig. 3. Block diagram of random modulator pre-Integrator.
III. METHODS
A. CS Channel implementation
Figure 3 shows the analog representation of CS, called
Random Modulator Pre-Integrator (RMPI). This architecture is
a variant of the Random Demodulator (RD) [12] architecture,
and is composed of parallel channels of RD. Each block on
Figure 3 represents a RD channel. The input signal x(t) is
fed into channels in parallel and it is demodulated with a
unique sequence of pseudo random numbers. Then, as in a
normal RD structure, it is low pass ﬁltered and sampled. Here
again the continuous time pseudo random signals Pc(t) are
chipping signals that take values ±1 and simply just invert
the input signal polarity. If number of channels C is equal to
number of measurements m, then such an architecture could
be used as an exact analog implementation of CS compression.
Here, we don’t describe the details of the RMPI architecture
and we only use the analytical models to calculate the power
consumption of such architecture. Interested reader could refer
to reference [5], [6], [13], [14].
The proposed design introduces a trade-off between the
number of measurements captured from CS high-resolution
channel and low-resolution channels. Since the data from low-
resolution channel are quantized at a lower resolution, it is
clear that they should have very repeated samples. Figure 2(a)
shows an example window of the data from this channel. Blue
and red curves indicate the original ECG signal at a ﬁxed size
window and the corresponding low-resolution samples taken
at 7-bit, respectively. This ﬁgure shows that as expected, these
data are repeated and highly redundant. This means that these
data could be efﬁciently coded and compressed by lossless
entropy coding techniques. Apart from the overall compression
ratio, implementation complexity and the dictionary size of
the encoder, play a very important roles in deﬁning the trade-
off between the resolution of parallel channel and required
measurements from CS channel.
B. The Entropy Coding of Low-Resolution Channel
Quantized data from low-resolution channel x˙ have a very
repetitive nature, since they are sampled at much lower res-
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olution. This means that there is a huge redundancy between
neighboring samples. Thus, instead of coding directly the
quantized samples, we ﬁnd the difference between consecutive
samples in vector x˙ and compress them by lossless entropy
coding.
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Fig. 4. Pdf of difference between quantized samples from low-resolution
channel
Figure 4 shows the probability density function of the
difference between quantized samples for different resolution
bit depth (i.e., 10, 8, 6 and 4). As expected, the distributions of
the difference signal at the output of the low-resolution channel
are far from uniform. Consequently, Huffman encoding can be
used for further compression. For different ranges of resolution
depth, the length of codebook are different. Since this ofﬂine-
generated codebook should be stored on the node, then the size
of required storage is also very important. Figure 5 shows the
required memory space in byte for storing the ofﬂine-generated
codebook for different numbers of bit resolutions.
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Fig. 5. Storage required in Byte for storing the ofﬂine-generated codebook
for different values of quantization depth.
Compression ratios for the low-resolution channel are de-
ﬁned as before, and the results are shown in Figure 6. It shows
the averaged expected compression ratio for different quanti-
zation bit depth. As the resolution increases the compression
decreases, since the distribution of the samples is getting closer
to the uniform distribution. Finally, because the compressed
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Fig. 6. Average compression ratio for low-resolution path for different bit-
resolutions
TABLE I
AVERAGE OVERHEAD FROM LOW-RESOLUTION CHANNEL FOR DIFFERENT
BIT RESOLUTIONS
Bit Resolution 10 9 8 7 6 5 4 3
Overhead (Di %) 26.3 17.6 11.4 7.8 5.6 4.2 3.1 2.3
data from this channel are sent along with compressed sensing
data, we calculate the amount of overhead for each resolution.
Let us assume that CRi, i ∈ {3, 4, . . . , 10} corresponds to the
compression ratio obtained by applying Huffman coding and
original ECG samples are considered to be at 12-bit resolution.
Then the total overhead from low-resolution channel could be
described as:
Di = CRi ∗ i/12, (2)
where Di is corresponding percentage of overhead. Table I
represents the values of this overhead for corresponding bit
resolutions. This number should be added on the ﬁnal com-
pression ratio obtained from CS channel.
IV. EXPERIMENTAL RESULTS
To validate the performance of the considered compression
schemes, we use the MIT-BIH Arrhythmia Database [15], [16]
that is the most commonly used database for the comparative
study of ECG compression algorithms. This database contains
48 half-hour excerpts of two-channel ambulatory ECG record-
ings, obtained from 47 subjects studied by the BIH Arrhythmia
Laboratory. The recordings were digitized at 360 samples per
second per channel with 11-bit resolution over a 10 mV range.
Moreover, to quantify the compression performance while
assessing the diagnostic quality of the compressed ECG
records, we employ the two most widely used performance
metrics, namely the compression ratio (CR) and percentage
root-mean-square difference (PRD). CR is deﬁned as:
CR =
borig − bcomp
borig
× 100, (3)
where borig and bcomp represent the number of bits required
for the original and compressed signals, respectively. The
PRD, and associated signal-to-noise ratio (SNR), quantiﬁes
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the percent error between the original signal vector x and the
reconstructed x˜:
PRD =
||x− x˜||2
||x||2
×100; SNR = −20 log10 (0.01PRD) .
The trade-off of resolution bit depth for low-resolution
channel is considered as 7-bit. This indicates the 7.86% of
overhead from low-resolution channel for each processing
window. The on-node storage required for storing the ofﬂine-
generated Huffman codebook is also equal to 68 Bytes.
V. PERFORMANCE QUALITY
Figure 7 shows the averaged SNR and PRD values for
different compression ratios for both Normal single-lead CS
and Hybrid CS, respectively. The ﬁgures only show the
compression ratios higher than 50%, which is the main region
of interest. Results show that, Hybrid CS easily outperforms
the normal reconstruction. This superior performance is more
outstanding for high compression ratios, where normal CS fails
to converge or has very poor reconstruction quality. Moreover,
the results also show that “good” reconstruction quality is
achieved at 81% of compression compared to 53% for normal
CS. Considering the overhead from parallel channel, net
compression ratio for Hybrid CS is about 73.14%. Similarly,
Figure 8 also shows the box plot for all the records. On each
box, the central mark is the median, the edges of the box are
the 25th and 75th percentiles, and the whiskers extend to the
most extreme data points not considered outliers.
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Fig. 7. Averaged top) SNR and bottom) PRD for different compression ratios
for both Hybrid and normal CS
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Fig. 8. Box plots for all the records of database for top) normal and bottom)
Hybrid CS reconstruction
It is also noteworthy that even with a very high net compres-
sion ratio like 85.14% (97% from CS channel minus 7.86%
overhead from low-resolution channel), it is still possible to
have a reasonable signal to noise ratio higher than 17dB.
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Fig. 9. Example original ECG window and reconstructed signal over different
number of δ = m
n
(ranges: 6%, 12%, 25%)
Additionally, Figure 9 shows a sample window of the
reconstructed and original signal for different percentage of
δ = mn . In each plot the corresponding values for δ and SNR
are presented in the title. Results show that even with a very
high compression ratio of 6%, the output SNR is 18.7 dB,
which is very promising.
VI. POWER CONSUMPTION MODEL
Within this subsection, we use analytical models for power
consumption of our design to evaluate the overall power efﬁ-
674 2015 Design, Automation & Test in Europe Conference & Exhibition (DATE)
ciency of our design. Here we use power model for each block
diagram of that design to estimate total power consumption.
Power consumption of such a design could be categorized
into 3 parts: 1) Analog to digital convertors (ADCs), 2) Ac-
cumulator, 3) Ampliﬁers. We have used the power models for
these blocks from [7], where they have quantiﬁed analytically
power consumption of each block for 90nm technology. The
schematic block diagram of the example circuitry for an RMPI
implementation of CS is depicted in Figure 10.
Fig. 10. Schematic block diagram of example circuitry for an RMPI
implementation of CS [7]
a) Analog-to-Digital Converter: Power consumptions of
the ADCs are directly related to the number of acquired
samples, and their resolution bit (B). If the true Nyquist
sampling frequency is denoted by fs, then total number of
samples in a second is
(
m
n
) × fs, where n is the number of
samples in a block and m is the number of required number
of channels. Then the resulting power consumptions of array
of m ADC are
PADC =
(m
n
)
FOM× 2B × fs (4)
where the FOM is ﬁgure-of-merit of the ADC that is design
speciﬁc. The number is about 100 fj/conversion for modern
ADCs.
b) Integrator and Sample/Hold: In reference [7], a sim-
pliﬁed design is proposed for Operational Transconductance
Ampliﬁer (OTA), mixer and integrator, and the equivalent
power models are estimated. The corresponding power con-
sumption for the integrator and an ideal Sample/Hold are
modeled as:
PInt = 2BWf × m× V
2
DD × 10π × n× Cp
16
(5)
where BWf is the bandwidth of the signal and Cp corresponds
to the capacitance for dominant pole of the unloaded OTA
1/2πR0Cp .
c) Ampliﬁers: For the ampliﬁer, the lower bound of
the power consumption is typically set by the input referred
noise (vni,rms) requirements. For the ampliﬁers, the ﬁgure of
merit, which relates the total ampliﬁer current consumption
(Iamp) to the input referred noise, is the noise efﬁciency factor
(NEF) [17]. The NEF is deﬁned as:
NEF = vni,rms
√
2Iamp
π.VT .4kT.BW
(6)
where VT is thermal voltage (kT/q) and BW is the bandwidth
of the ampliﬁer. This number falls in the range between 2 and
3 for many state-of-the-art ampliﬁers [7]. For the total power
consumption of the ampliﬁers in RMPI architecture we have:
Pamp = m× VDD.Iamp (7)
≥ m× VDD. NEF
2
v2ni,rms
× π × VT × 4kT ×BW
2
(8)
and considering the output noise constraint in terms of
v2ni,rms, the power model for ampliﬁers could be simpliﬁed
as:
Pamp = 2BW × 3mn× 22By × G
2
ANEF
2
VDD
× π(kT )
2
q
(9)
where GA is the total voltage gain from the input of the
ampliﬁer to the input of the ADC. For a detailed descriptions
of the power model, we refer the interested readers to ref-
erence [7] and reference therin, where the detailed steps are
provided.
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Fig. 11. Power consumption breakdown for both RMPI and Hybrid CS
architectures.
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To compare the power consumption of the proposed design
with normal CS implementation (RMPI), for both architec-
tures, we have calculated power consumption for number of
required measurements (and then required parallel channels in
CS implementation) for ﬁxed SNR = 20dB. The required
number of measurements equal to 96 and 240 for Hybrid
CS and normal CS respectively. The GA is considered 40dB,
which is proper number for a ECG front-end. These numbers
may not seem realistic, specially for normal CS implemen-
tation. Having this much number of channels (240) may face
other technological problem, but for the sake of comparison, it
is still valid. Figure 11 shows the results of power consumption
breakdown for both architectures. First, it is worth to mention
that in such a design with higher number of channels, the
dominant part of power consumption-with a large margin- is
for ampliﬁer, and the power consumption from the other two
parts are just negligible. However, If we want to compare these
both architectures, overall power consumption of Hybrid CS
is roughly 2.5 times lower than its normal counterpart, which
is a huge gain. Since power consumption of the module is
directly proportional to the number of measurements.
If we go for much lower number of measurements where
still Hybrid CS has acceptable performance quality, this ﬁgure
gets even better. For only m = 16 sample, Hybrid CS reaches
the SNR quality of 17dB where for its RMPI counter need
m = 176 sample. This corresponds to the 11 times reduction
in total power consumption.
VII. CONCLUSION
Even though CS has been very promising to be the so-
lution for the next generation of the ultra-low-power sens-
ing/compression readout devices, but a practical realization
still suffers from few important limitations to really validate
its low-power consumption claim. Up to now, all analog real-
izations of the CS have been designed for highly exact sparse
signals (few signiﬁcant base or tone). Some of these limitations
lie in the theoretical bound for the number of sufﬁcient
measurements for recovery of sparse and compressible signals.
This is very critical in case of an analog implementation of
the CS, which dictates higher number of parallel channels and
as a result many technical problems occurs in implementation.
Moreover, such design became highly inefﬁcient considering
the overall power consumption. These limitations prevent
any practical realization of truly CS-based front-end design
especially for signal with medium bandwidth. Here for the ﬁrst
time, a new design is presented for a real analog realization of
the CS-based front-end for ECG signals. Our design exploits
additional information from an ultra-low-power low-resolution
path. This additional information is exploited in recovery
algorithm to reduce the number of required measurements.
Our results show that this hybrid design easily outperforms
the traditional implementation of CS with more than 11X
compared to traditional analog implemenattion of CS. More-
over, the performance quality is signiﬁcantly better in high
compression ratios where normal CS even fails to converge.
One of the main potential applications for analog imple-
mentation of CS is in High frequency (HF) applications where
the sampling frequency is so large. For such a huge sampling
rates the equivalent number of bits (ENOB) on a real ADC is
very poor. For example, for ﬂash-based ADCs, which are the
fastest ADCs, this number is not more than 8-bits for 1GHz
sampling frequency. This is the main motivation for designing
the new generation of A2I readout devices, like RMPI. Our
design has the potential to be used in such a conﬁguration as
a super resolution path.
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