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design.  In  particular,  crash‐landings  on water,  commonly  known  as  ‘ditching’,  are  a  complex 
event  to  understand  and  account  for  in  structural  design  for  crashworthiness.  Structural 





particular  meshfree  numerical  method  has  shown  great  potential  to  model  water  impact 
problems, namely the Smoothed Particle Hydrodynamics (SPH) method. This thesis investigates 
the  SPH  capability  available  in  the  commercial  Finite Element  (FE)  code  LS‐DYNA®,  for water 
impact problems. Experiments have been  conducted on  rigid wedges  impacting water, which 
were then simulated with the SPH method. Although certain limitations were experienced with 
the  experimental  results,  a  positive  correlation was  observed with  the  numerical  technique, 
thus  establishing  SPH  as  a  promising  method  for  crashworthiness  design.  The  direction  of 































Modern  aerospace  vehicle design has placed  significant emphasis on passenger  safety under 
dynamic crash  loading.  Increasing occupant survivability  is a challenge to engineers due to the 





Structural  crashworthiness design aims  to  improve  the energy absorbing  capability of aircraft 
structures  whilst  maintaining  structural  integrity  of  the  passenger  cabin.  Through  energy‐
absorbing  damage  sequences  within  the  aircraft  structure,  the  loads  transferred  to  the 
passengers can be minimised during such high energy events. 
 
Crashworthiness design  for  impact onto  rigid  surfaces such as hard ground  is different  to  the 
structural  design  required  to  absorb  the  loading  on  highly  deformable  surfaces,  particularly 
water. When crashing onto rigid surfaces,  the  impact  loads are transferred  to  the  frames and 
beams which  absorb  significant  energy  through  controlled  deformation.  This  is  illustrated  in 
Figure 1a.  
 
Loads transferred to structural 
beams of fuselage subfloor
 
(a) Hard ground (rigid surface) 
Loads transferred to skin panels as 







designs  are  inefficient  in  their  energy‐absorbing mechanisms.  The  frames  and  beams which 












deformations  occurring  during  an  impact  are  also  an  important  qualitative  and  quantitative 




In  recent  years,  various  crashworthy  structural  designs  that  improve  the  impact  response  in 
ditching events have been developed. All developed concepts are ultimately tested in controlled 
experiments  to observe  the complex structural  response due  to  the highly dynamic nature of 
the  fluid  in  the  impact  zone.  The  high  cost  and  lack  of  repeatability  of  full‐scale  testing  has 
prompted the use of numerical modelling techniques to assist in crashworthiness design.  
 
Numerical  modelling  provides  a  platform  to  evaluate  new  crashworthy  concepts  prior  to 
expensive testing programs, and the global research focus is on developing efficient simulation 
tools,  particularly  using  explicit  Finite  Element  (FE)  modelling  methods.  The  challenge  with 
simulating the ditching case is the high deformability of the water, which needs to be modelled 
effectively  to  predict  the  structural  response.  Conventional  FE  techniques  have  considerable 
instabilities associated with the modelling of highly deformable materials. Despite this, over the 
previous decade, the Arbitrary Lagrangian‐Eulerian (ALE) and Smoothed Particle Hydrodynamics 
(SPH)  techniques  are being utilised  increasingly  to  represent  the  fluid phase  in water  impact 
simulations.  These  techniques  have  shown  great  potential  for  application  in  water 
crashworthiness  design,  by  enabling  a  better  understanding  of  the  FSI  behaviour  through 





method,  for water  impact analysis. The SPH modelling  capability within an FE  code has been 
applied to the water impact problem of rigid symmetrical wedges impacting water. This impact 




impacted  into a  trough of water. Through a photographic  technique using a high‐speed video 
camera,  the  kinematic  characteristics of  the wedge were obtained and  images of  the  impact 
event were recorded. SPH models of the experimental test configurations were then simulated 
in the non‐linear FE code LS‐DYNA® and qualitative and quantitative comparisons with the test 





technique  is  then provided. Methodologies and outcomes of  the experimental and numerical 
modelling are discussed,  from which conclusions on this  investigation have been drawn to  lay 
the foundation for future work. 
 
The  investigations  carried  out  through  this  thesis  illustrate  that  numerical modelling  shows 
great  potential  to  study  water  impact  problems  pertaining  to  ditching  events.  The  SPH 
modelling  capability  available  to  an  end  user  of  a  commercial  FE  code  has  been  evaluated. 































This  research  undertaking  investigated  the water  impact  problem  for  applicability  to  aircraft 
crashworthiness design. The  focus of  the work was within  the  realm of experimentation and 
numerical modelling, with  the  intent  of  evaluating  potential  approaches  that would  assist  is 
structural design improvements to increase crash survivability in ditching incidents. 
 





and  qualitative  evaluation  of  a  numerical  modelling  technique  through  a  comparison  with 
experimental  data  from water  impact  tests. As  a  preliminary  investigation,  the  experimental 
study  involved the dropping of rigid  impactors  into a tank of water to generate a 2D fluid flow 













































the  wedge  impact  as  the  fundamental  case  of  water  entry  problem  investigations.  The 






for the  foreseeable  future. Water  impact testing programs have been discussed  followed by a 
discussion  of  several  crashworthy  structural  concepts  that  have  been  proposed  through 
advancing simulation tools and materials technology. 
 
The  recent  popularity  of  numerical  modelling  can  be  attributed  to  its  low  cost,  increased 
flexibility,  relatively  accurate  representations  of  physical  systems  and  their  broader  scope  of 
applications.  An  overview  of  the  FE  modelling  techniques  commonly  used  for  water 






The work  in the area of water entry and  impact of objects was  initiated by von Karman (1929) 
who studied the  interaction of seaplane  floats with the water. Through his work, von Karman 
developed an analytical approximation to the impact forces generated during the normal impact 










Von  Karman’s  theory  states  that  the momentum  associated with  the  impact was  conserved 














y=αtan . Therefore,  αcot22 yx =  is the corresponding breadth of the part of 





y –   vertical distance through which the body travels in time,  t , from the calm free‐surface 
 
At  time  t,  the  original  momentum  of  the  body  is  distributed  between  the  water  and  the 
impacting  body.  The  amount  of  momentum  already  transferred  from  the  body  at  time  t 
depends on x. This can be approximated by the increase in inertia of the body/water system. It 
is known that for a long plate of width  x2  which is accelerated in a fluid, its inertia is increased 
















































































































































































0vρ  represents the dynamic pressure corresponding to the initial impact velocity, and  απ cot  
is the theoretical factor of increase of the pressure plotted in Figure 3. 






















maxP   as  the deadrise  angle  increases.  For deadrise  angles  less  than  about 10°,  maxP   tends  to 











Wagner’s  (1932)  approach  accounts  for  the  free‐surface  elevation  by  assuming  the  vertical 
distance between the highest wetted point on the side of the wedge and the wedge apex to be 
a  factor of  2
π  of  the vertical penetration depth  y  as per  the von Karman  theory  shown  in 






















































































Water rise up along the 









In  the  2D  water  impact  case  of  the  straight‐edged  wedge,  the  assumption  was  that  the 
momentum  of  the  impactor was  transferred  into  the momentum  of  an  ‘associated’ mass  of 
water,  as  per  the  Von  Karman  theory.  Viscosity,  buoyancy  and  gravitational  effects  were 
neglected as they are small when compared to the  inertia forces. Nevertheless, buoyancy and 
skin  friction  effects  prevent  the  momentum  from  being  completely  conserved.  Of  more 







Monaghan  outlined  the modification  to  the  theories  by Mayo  (1945),  Benscoter  (1947)  and 
Crewe  (1946), who made allowances  for both  the growth of  the associated mass of water as 
well as the momentum left behind in the wake. These formulae were developed to approximate 
the  forces  generated  during  the  impact.  Monaghan  then  proposed  approximate  design 











One of  the  first  applications of numerical methods  to describe  the water‐entry problem was 
done by Buyukozturk et al. (1974), who applied the finite element method to the space‐shuttle 
solid‐rocket boosters. Developments  to  the analytical  solutions  to  the water entry of  various 















Zhang  et  al.  (1993)  formulated  a  theoretical model  by  using  three  sets  of  coupled  dynamic 
















Investigations  into  the  water  impact  problem  became  more  extensive  when  the  space 
programmes began  in the 1960s. Guidelines on the safe re‐entry of space capsules  into water 
were  developed  and  significant  experimental  testing  was  carried  out  with  various  vehicles. 
These included experimental tests carried out for the Mercury capsule (McGehee 1959) and the 






for  the validation of analytical  theories. Furthermore, due  to  the complex nature of  the  fluid‐




More  recently,  several  European  research  programs  have  been  undertaken  to  derive 
methodologies for the design of crashworthy aerospace structures. These have included: 
- Commercial  Aircraft  Design  for  Crash  Survivability  (CRASURV  1996‐1999)  –  This  program 
evaluated  several designs of  composite airframes  for  crashworthiness on hard ground 
and water. 
- Crashworthiness of Helicopter on Water: Design of  Structures using Advanced  Simulation 




- Crashworthiness  of  Aircraft  for  High  Velocity  Impact  (CRAHVI  2000‐2004)  ‐  A  research 
program aimed at developing a design methodology and simulation tools to predict the 










The  main  parameters  of  the  water  impact  tests  included  measurements  of  the  pressure 
variations and accelerations experienced at various  locations on  the airframes. However, one 
particular  difficulty  with  the  experimental  testing  is  the  problem  of  obtaining  consistent 
pressure‐time histories between tests of similar setup. This is due to the difficulties in ensuring 
precise  motion  during  impact  of  the  large  airframe  sections  being  impacted  since  these 
airframes are lifted to predefined heights from which they are dropped, usually without guides 
to ensure controlled motion. This could result in slight differences in the pre‐impact conditions 
which when  coupled with  the  complex  deformability  of  the  structures,  result  in  the  lack  of 
repeatability  within  the  tests.  Pentecote  and  Kindervater  (1999)  also  claim  that  pressures 
obtained through the use of pressure transducers could be different to the actual pressures in a 
structure absent of the transducers. This  is because the experimentally obtained pressures are 
highly  dependent  on  the  local  factors,  often  making  it  difficult  for  intricate  validation  of 






The  early  investigations  into  water  entry  were  aimed  at  understanding  the  pressure 
distributions on  the underside of  seaplanes,  in order  to  facilitate better  structural design. As 





water  have  been  proposed  and  tested  in  the  last  decade.  These  structural  concepts  aim  to 
improve  survivability  in  ditching  events,  and  are  based  on  the  concept  of  energy  absorption 
through  the deformation of  the structures.  In so doing,  the objective  is  to preserve structural 
integrity of the passenger cabin while reducing the impact loads experienced by the passengers. 
 
Through  the  CAST,  CRASURV  and  CRAHVI  research  programs,  various  energy  absorbing 
structural designs, particularly of  the subfloor structures  in helicopters, have been developed. 
These  are  largely  based  on modern  advanced  composite materials,  by  exploiting  their  high 
energy‐absorbing  capability under  crush  loading.  Some of  the  crashworthy  structural designs 
are: 
 
1. Redesign of beam  intersection – Typically,  in helicopter subfloor sections, the  intersections 
of two beams are stiff points within the structure. During crash‐landings on hard ground, 
these points absorb significant energy. However, they are too stiff to buckle and absorb 
impact  energy  during  ditching.  Figure  5  shows  a  new  design  of  this  intersection 
incorporating planar and circular webs which allow  for deformation of the  intersection 




Bottom of intersection element 
designed to crush
Upper section of subfloor designed 








2. Sine‐wave  beams  –  In  aircraft  fuselage  sections,  longitudinal  beams made  of  composite 
construction have been designed consisting of sine‐wave webs (Wiggenraad et al. 2001) 
(see  Figure 6).  These have  shown high  energy‐absorption  properties under  controlled 










skin  concept  (Ubels  &  Wiggenraad  2002)  was  developed  which  unfolds  under  the 
pressure of the water upon impact, and then transfers the load to the beams within the 
structure  for  further energy absorption  (see Figure 7). These  tensor  skin panels are of 


















5. Deployable  Energy  Absorber  (DEA)  –  This  concept  was  developed  for  helicopter  water 
crashworthiness  (Jackson  &  Fuchs  2008).  The  DEA  is  based  on  an  expandable 









6. Composite  energy‐absorbing  fuselage  sections  –  This  design  incorporates  the  uniform 
crushing of a composite energy‐absorbing fuselage subfloor made of crushable Rohacell® 
31‐IG  foam  (Evonik‐Industries  2009)  overlaid  with  fibre‐glass  sheets  (Fasanella  et  al. 
2003) (see Figure 10). 
Stiff structural floor









The mechanics  of  the  structural  and  fluid  domains  have  been well  understood  and  defined 
theoretically. With advances in computational processing capabilities, numerical modelling with 
Computational  Structural Dynamics  (CSD)  and Computational  Fluid Dynamics  (CFD)  has  been 







mathematically  in the form of differential equations or  in  integral form. In order to model this 
physical  problem,  the  continuum  that  is  being  investigated  is  first  discretised  into  finite 
components,  followed by a numerical discretisation of  the mathematical model. This changes 
the  derivative  and  integral  forms  of  the  governing  equations  which  are  continuous,  into  a 
discrete  form.  Numerical  discretisation  is  therefore  based  on  the  theory  of  function 
approximations. 
 
In  general,  domain  and  numerical  discretisation  results  in  a  set  of  algebraic  equations  or 






the  Finite Element  (FE) method. The  latter  is  the more  common  technique used  for efficient 
water  impact  analyses and  there  are  several  FE  approaches  that have been developed, each 







- Combined  Lagrangian  and  Eulerian –  this  involves  a  combination of  the  characteristics of 
both  the  Lagrangian  and  Eulerian  formulations  to  exploit  the  advantages  of  each 
individual method, for example with the Arbitrary Lagrangian‐Eulerian (ALE) method. 
  21
The  dominant  numerical  techniques  employed  today  are  generally  mesh  based  schemes. 
However,  there  is an  increase  in  the  interest and development of meshfree methods, due  to 
their advantages over certain limitations of the conventional grid‐based techniques. The general 
idea  of meshless methods  is  to  provide  stable,  accurate  and  reliable  solutions  to  integral  or 
partial differential equations representing a particular physical system without the requirement 
of  mesh  connectivity  within  the  domain,  and  its  associated  limitations.  Meshfree  particle 











particle  is  assigned  a  mass  and  moves  in  accordance  to  the  general  conservation  of  mass, 
momentum and energy equations. Therefore, as per the conventional Lagrangian formulation, 
SPH  is  considered  to  be  a  meshless  Lagrangian  method.  Within  the  meshless  simulation 




- The main advantage of SPH  is  the absence of physical  connectivity between  the particles 
representing  the  material  domain,  whilst  still  retaining  the  advantage  of  a  Lagrangian 
formulation. Hence, large deformations can be simulated and captured without the inherent 
problems of  the  standard  FE method  such  as  severe mesh distortion  and  tangling.  These 
problems  lead  to a drastic  reduction  in  the simulation  time step, and often an  increase  in 
hourglassing energy  (energy associated with  the excessive shearing of reduced‐integration 




- When  compared  to  the  Eulerian  approach,  SPH  is  much  more  efficient  since  only  the 





largely  determined  by  the  mesh  distribution  and  typically  compromises  have  to  be  made 
between model accuracy and problem solution times. 
 
Recent  investigations have employed  three common methodologies within  the realm of FE  to 
model  the  highly‐deformable  water  in  ditching  investigations.  These  are  the  Lagrangian, 
Arbitrary Lagrangian‐Eulerian (ALE) and meshless methods, particularly the SPH method. These 
modelling  capabilities  are  available  in  commercial  software  packages  such  as  LS‐DYNA®  and 
PAM‐CRASH™. 
 
Each  of  the  afore  mentioned  modelling  approaches  have  their  own  advantages.  Several 














































































onset  of  excessive mesh  distortion. With  these  large mesh  distortions,  the  capture  of  the 
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intricate FSI behaviour would be questionable  since  in  the  standard Lagrangian method,  the 
model results and behaviour are dependent on the mesh and its quality. 
 
With  the  Eulerian description of  the water,  the deformation of  the water was well  captured 
(Randhawa  &  Lankarani  2003,  Candy  et  al.  2000).  Better  stability  was  observed  than  the 
Lagrangian  approach  above  and  very  good  correlation  with  experimental  test  results  was 
observed  (Randhawa &  Lankarani  2003). However,  the  very  long  computational  times when 
using an entirely Eulerian approach which would prove impractical for full‐scale ditching models 







The  ALE  representation  of  the water  domain  generally  resulted  in  very  good  experimental‐
simulation  correlation  (Ortiz  et al. 2002)  although  Jackson  and  Fuchs  (2008) highlight  that  in 
certain instances poor experimental‐numerical correlation is observed. This can be attributed to 
inaccurate  experimental  data  capture,  an  issue  that  is  common  for  all  numerical  validation 













not  necessarily  result  in  a  convergence  of  the  results,  and  further  investigation  into  this 
behaviour  was  required.  On  the  other  hand,  investigations  by  Jackson  and  Fuchs  (2008) 
concluded  that SPH predictions of accelerations and pressures provided  the  closest match  to 
experimental results, when compared to the ALE method. Despite the positive results obtained 
thus  far with  the SPH approach,  there  is  limited  information available  in  the  literature on  the 
qualitative capture of the large deformations of the fluid domain associated with water impact 
problems.  This  is  an  important  aspect  that  needs  to  be  adequately  captured  by  numerical 




researchers  as  promising  numerical  modelling  approaches  for  water  impact  problems.  The 
conventional  Lagrangian  approach  is  restricted  only  to  simulating  the  initial  milliseconds  of 
impact  before  instabilities  are  encountered with  the model, whereas  the  Eulerian  approach 






The  literature  review  revealed  the  following  key  points  pertaining  to  water  impact 
investigations: 
- Although  theoretical  solutions  to  the  fundamental wedge water  impact problem  are well 
developed, they are generally case specific and unsuitable to describe the aircraft ditching 
case involving highly deformable structures. 
- Obtaining  accurate  pressure‐time  histories  is  often  difficult  during  experimentation.  The 
pressure  is  an  important  parameter  that  plays  a  central  role  in  understanding  the  flow 
behaviour and structural response during the impact. 
- It  is difficult to obtain repeatability within tests, particularly when  large scale drop tests of 




capture  the  high  deformation  that  occurs.  If  this  can  be  accurately  captured,  then more 
confidence  can  be  gained  in  the  evolution  of  the  pressure  and  fluid  flow  fields  during 
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interaction  with  a  deforming  structure.  This  prompts  that  meshfree  methods  would  be 
better suited to modelling water than mesh based methods due to the absence of physical 
mesh connectivity in the latter technique. 




literature,  and  the  focus  is  often  only  on  validation  with  experimentally  determined 
pressures  and  accelerations.  This  may  suffice  for  the  immediate  moments  of  impact. 
However,  in  order  to  capture  the  FSI  behaviour  in  deformable  structures,  an  accurate 
evolution  of  the  fluid  flow  should  be  captured  by  the  numerical  models  which  would 
represent the actual physics of the ditching event. 
 
Of  the various FE  techniques applied  for efficient water  impact modelling, ALE and SPH have 
shown  the  greatest  potential,  especially  from  the  numerical  stability  standpoint  that  allows 
stable coupling between the fluid and structural domains for FSI investigations. 
 
As  opposed  to  SPH,  ALE  is  better  established  and  typically  more  widely  applied  to  high‐
deformity  problems.  However,  the  simulation  predictions  with  ALE  are  still  highly  mesh 
dependent and numerical stability due to mesh consistency is not necessarily guaranteed. SPH, 





of  these  SPH  capabilities  for  interaction  between  a  simplistic  rigid  body  and  water  is  not 






- Rigid symmetric wedges  impacting water were selected as the experimental  test case  in a 
2D configuration. This  impact case has been accepted as the benchmark problem  in water 




suited  to  high  deformation  problems.  As  mentioned  earlier,  very  little  information  is 
available  in  the  general  literature  on  applying  the  SPH  method  to  simple  impact  cases, 
particularly  concerning  the qualitative behaviour of  the water domain. A basic qualitative 












field  of  water  impact.  This  preliminary  work  has  been  evaluated  and  improved  by  other 
researchers  in  the  field until  today.  Inclusions have been made  in  the analytical  solutions  for 
impactors with forward velocity, arbitrary shapes and also deformability within the structures.  
 
During  the  space  programs,  work  began  on  investigating  the  water  entry  behaviour  of 
spacecraft, such as Orbiter modules and also rocket boosters. Several small and full‐scale tests 
were  conducted  of  the water  impact  of  space  structures,  and  this was  the  primary  basis  of 
investigating  the  crashworthiness  of  space  structures.  As  energy‐absorbing  elastic  structures 
became  more  common  in  aerospace  design,  the  importance  of  modelling  for  structural 
response was recognised in addition to the peak loads and accelerations of the impact. 
 
The more  recent work  in  this  field  is mainly  focussed within  the  numerical modelling  realm 
rather than on analytical developments. This is due to the promising results thus far obtained in 
experimental‐numerical model  correlation  studies. However,  it  is  important  to  note  that  the 
validation of numerical models  is only as good as  the experimentally obtained data, which  is 
generally difficult to obtain and generate due to the expensive nature of the tests. Moreover, 
the results from experimental tests are usually confidential. Nevertheless, numerical modelling 




To address design  for  crashworthiness,  several  structural  concepts have been developed and 
evaluated for ditching scenarios in aircraft and rotorcraft. These are based on energy‐absorbing 
structures that damage and crush upon impact, and a large proportion of the evaluations have 









The  fundamental  and  simplistic  case  of  rigid  symmetric  wedges  entering  calm  water  was 
selected for validation with the SPH methodology for the following reasons: 
- It  allowed  for  a  relatively  simple  impact  case  for evaluation of  the  SPH  code  from which 
quantitative and qualitative deductions of the SPH methodology can be made.  





- Although  the problem  is analytically well defined,  the data/knowledge generated  through 























Particle  Approximation  ‐  Integration  in  the  kernel  approximation  is  replaced  with  weighted 
summations of the values at the neighbouring particles within the support domain of the 
particle of interest. 











approximation whereby  the  field  function  is  approximated  using  the  integral  representation 
method.  This  is  followed by  the particle approximation  in which  the  kernel  approximation  is 
further approximated with the particles.  
 




( ) ( ) ( ) x'x'xx'x dff ∫
Ω
−= δ   (10) 
 
where,   x  is the 3D position vector 
  Ω  is the volume integral that contains  x  
 










In  the  SPH  formulation,  the  Dirac  delta  function  is  replaced  by  a  smoothing  function 





( ) ( ) ( ) x'x'xx'x dhWff ∫
Ω




















In  SPH  convention,  the  kernel  approximation  operator  is marked  by  the  angle  brackets  < >. 
Equation (11) can therefore be written as: 
 
( ) ( ) ( ) x'x'xx'x dhWff ∫
Ω
−>=< ,   (12) . 
 
The  integral  representation of  the gradient of a  function  ( )xf⋅∇   is obtained by  substituting 
( )xf  with  ( )xf⋅∇  in equation (12), which gives: 
 
( ) ( )[ ] ( )














Using  the divergence  theorem,  the  first  term on  the  right hand  side of equation  (13)  can be 
converted into an integral over the surface, S, of the domain of integration Ω: 
 













( ) ( ) ( ) x'x'xx'x dhWff ∫
Ω
−∇⋅−>=⋅∇< ,   (15) . 
 

























Various  smoothing  functions  W  are  used  in  the  SPH method.  The most  common  smoothing 
function  used  within  the  SPH  community,  and  that  which  is  applicable  to  most  problems 
modelled with SPH, is the cubic B‐spline shown in Figure 15. This is the smoothing function used 
for  the  kernel  approximation  in  LS‐DYNA®.  Smoothing  functions  should  satisfy  the  following 
properties: 
 
- The  integral  of  the  smoothing  function  should  be  unity.  This  is  also  known  as  the 
normalisation condition, or Unity condition. 
 






( ) ( )x'xx'x −=−→ δhWh ,lim0  
 
- The  smoothing  function  should  be  compactly  supported  i.e.  ( ) 0, =− hW x'x   when 
hκ>− x'x  
 
- The Positivity condition must be satisfied i.e.  ( ) 0, ≥− hW x'x  for any point at  x' within the 
support domain of the particle at point x . 
 









Support domain of W
j
Relative influence 
particle at j has on the 











































where  jρ   is  the density of  the particle  Nj ...,,2,1=   in which  N   is  the number of particles 




The continuous integral representation of a function  ( )xf  can therefore be written in following 
discretised form: 
 
( ) ( ) ( )
( ) ( )
( ) ( )




























































ji xx ρ   (17) 
 











ji xx ρ   (18) 
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∂−=∇ ji xx  
  ijr  is the distance between particle i and j.  
  ijiW∇  is taken with respect to particle i. 
 
Equations  (17)  and  (18)  state  that  the  value  of  a  function  and  its  derivative  at  particle  i   is 
approximated using  the weighted average of  those particular values of  the  function at all  the 
particles within the support domain of particle  i . 
 






the  latter, there  is only one parameter  for spatial discretisation. However,  in the SPH method 
there are  two  spatial discretisation parameters, namely  the characteristic  length of  the mesh 
xΔ and the smoothing length h. 
 
The  kernel  and  particle  approximations  are  applied  to  the  conservation  equations  of mass, 
momentum and energy  to define a physical domain. The  implementation  is  standard  in most 
SPH  algorithms,  although  slight  variations  are  possible with  the  conservation  of momentum 


















































































iσ  and  jσ  are components of the stress tensor in particle i and j respectively. 
ijv  is the component of the relative velocity vector between particle i and j. 
Various  particle  approximation  theories  are  available  within  LS‐DYNA®.  They  differ  in  their 
particle approximation theory for the conservation of momentum equation. Other formulations 
available in LS‐DYNA® are the symmetric formulation and ‘fluid’ formulation, whose discretised 













































Through an  investigation described  in section 6.2.7,  it was observed that differences between 
the  particle  approximation  theories were minor,  although  the  fluid‐formulation  for  the  SPH 









An  important consideration when modelling with SPH  in LS‐DYNA®  is  the particle distribution, 
which  should  be  as  regular  as  possible  to  maintain  the  same  mass  associated  between  all 
particles. With  reference  to  Figure  16, Mesh  2  is  irregular  and depending on  the method of 
particle creation within the pre‐processor, could result in unequal particle masses. This coupled 
with  inconsistencies  that  would  be  invoked  through  the  automatic  initial  smoothing  length 
calculation by the SPH solver would result in non‐physical model behaviour. On the other hand, 
Mesh 1 illustrates the recommended particle distribution at the initiation of a model with equal 
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fewer  particles  in  the  influence  domain which  results  in  low  accuracy  and  leads  to  stability 
issues (Vignjevic 2004). A variable smoothing length is therefore used. 
 









1=   (24) 
 
where  ( )vdiv  is the divergence of the flow.  
 
The  smoothing  length  increases when  the  particles  separate  from  each  other.  The  opposite 
happens when the particles condense together, whereby the smoothing length decreases. This 
variation  in  h  keeps  approximately  the  same mass  of  particles  interacting with  each  other. 
Additionally,  a  minimum  and  maximum  value  of  the  smoothing  length  is  also  defined  for 
numerical stability and computational efficiency reasons. 
 





0min HMIN hh ×=  






plane, and have  the  same particle mass, pressure and absolute  velocity as  the  real particles. 
These  ghost  particles  are  included  in  the  particle  approximation  of  the  real  particles,  and 



























































wedge being  impacted was attached  to a  sliding assembly and  raised  to  the predefined drop 
height. Once  the  camera was  filming  the  impact  region,  the wedge was  released  from  this 








freefall  acceleration  is  provided  in  section  5.5.1. Using  the  displacement‐time  history  of  the 
water droplet under  freefall,  a quadratic polynomial  approximation of  the displacement was 
obtained. This was differentiated twice with respect to time to give a constant acceleration of 
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Discrete approximation of kinematic 






5°, were  dropped  into  the water  trough.  All  the wedges were  of  the  same mass  and were 
released from different drop heights. Additional parameters varied during the experiment were 







Angle (°)  1.639 kg  1.852 kg  2.072 kg 
20  ?  ?  ? 
25  ?  ?  ? 
30  ?  ?  ? 
35  ?  ?  ? 
50 mm 
40  ?  ?  ? 
20  ?  ?  ? 
25  ?  ?  ? 
30  ?  ?  ? 
35  ?  ?  ? 
100 mm 
40  ?  ?  ? 
20  ?     
25  ?     
30  ?     
35  ?     
150 mm 













trough was  too  small  to  contain  the  splash  that would  be  caused  by  the  heavier  impactors 
dropped from this height. 
 
All  the  light wedges were dropped  into  the water  trough at  the  three differing  trough depths 
mentioned.  Upon  investigation  of  the  results  obtained  until  this  stage  in  the  experimental 
testing,  it was observed that the depth of the water trough has no effect on the kinematics of 





certain  tests and additionally, provides an extended data set  that can be averaged during  the 
processing of the results. 
 
The  above  test  configurations were  selected  for  the experimental  analysis  as  they  covered  a 
wide range of deadrise angles and impactor energies. Therefore, a larger pool of data would be 
available  for  validation  of  the  SPH  approach.  Although  the  experiment was  performed  on  a 
small‐scale due  to  limited  financial  resources,  these  tests would provide valuable  insight  into 





Several  ideas were  considered  in  developing  a mechanism  to  ensure  vertical motion  of  the 
wedge.  Considering  the  scope  and  budget  of  the  experiment,  drawer  slides  (from  here  on 
referred to as  ‘guiding track’) were used which were aligned vertically to provide the required 
range of motion  for  the wedges. Although  the drawer  slides have  an  appreciable  amount of 




















pinewood.  All  the  faces  were  smoothed  down  and  coated  with  a  varnish  to  prevent  the 
absorption of water  into  the wood which could distort  the physical dimensions of  the wedge 














standardise  the mass  between  all wedges,  sheet metal was  attached  proportionately  to  the 
wedges  as  shown  in  Figure  23.  Figure  24  shows  the  additional  mass  arrangements  for  the 
intermediate and heavy impactors.  
 

















The  impact  event was  filmed  using  a  high‐speed  video  camera,  identified  in  Figure  21,  at  a 
frequency  of  500  frames/second.  This  translated  to  an  image  captured  every  0.002  s.  The 
camera was  the  X‐Stream™  XS‐4 model manufactured  by  Integrated Design  Tools  (IDT),  Inc. 
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Checks were conducted and any necessary adjustments required were made to ensure that the 
refraction of  the  light  from  the  impact window did not  influence  the photographic  technique 
employed  to  obtain  the  kinematics  of  the wedge.  Due  to  the  high‐frame  rate  of  the  video 
capture, 600 W of lighting was used in addition to the ambient room lighting. These videos were 




The base of  the experimental  rig was clamped down  to  the  table using G‐clamps  to ensure a 











Figure  25  shows  the  progressive  images  captured  for  the  water  entry  of  all  light  wedges 
dropped from a height of 150 mm. The  images are presented at  intervals of 0.01 s after  initial 
impact with water. 
 
From  the  images captured,  the 2D behaviour of  the water  is well defined. The  rise up of  the 





















































































data  from  the  discrete  measurements  of  the  progressive  displacements  of  the  wedge,  and 

























tdisplacmenv   (25) 
 


















Vertical motion of wedge
Range of data points used to 
















+−−−= ++−−   (27) 
 
 





In  Tracker©,  specifying  coordinate  axes  and  an  appropriate  scale  provides  a  reference  from 
which point  locations  can be  specified.  The user places  the  axes  anywhere within  the  image 

























From  Figure  27(b),  it  can  be  seen  that  the  exact  specification  of  the  centre  of  a  point  is 
dependent  on  the  judgement  of  the  user.  As  demonstrated  in  section  5.6,  the  acceleration 
profiles  obtained  through  this  discrete  method  are  sensitive  to  minute  variations  in  the 


































































































































































the wedge becomes vertical along  the side of  the wedge away  from  the centreline. The peak 
acceleration identified above corresponds to the highest force i.e. the impact force experienced 





































































































































































































































From the acceleration profiles  in Figure 31, the region of  interest of the  impact can be clearly 
identified where  the highest acceleration  is experienced. As can be clearly  seen, as  the  time‐
step between each displacement measurement  is reduced, the fluctuations  in the acceleration 
increase,  especially  since  the  acceleration  is  obtained  from  the  second  derivative  of  the 




As  the  time‐step  is  reduced,  the  influence of minor differences  in  the displacement  selection 
increasingly  affects  the  profiles  of  the  velocity  and  acceleration‐time  histories.  Section  5.6.1 








In  the  actual  impact  event,  the  wedges  should  have  a  rather  smooth  transition  in  their 
acceleration profiles. To get a smoother approximation of the acceleration profile, a polynomial 




















to  and  after  the  prescribed  impact  zone  are  included  in  the  data  set  for  the  polynomial 
approximation of the displacement function. This was done to get a good representation of the 
acceleration profile  throughout  the  impact  zone. To  reduce  the operator error  in  the manual 
point tracking, the data set for the polynomial approximation of the displacement‐time history 












































2 Discrete Approximation Polynomial Approximation
























y = -162941x5 – 1393.9x4 + 755.95x3 - 23.309x2 - 1.0088x + 0.0205 
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To  further  capture  the  post‐impact  trough  observed  in  the  acceleration  profiles,  a  6th‐order 
polynomial  approximation  of  the  displacement‐time  history was  also  investigated.  Figure  34 
suggests that the resulting 4th‐order polynomial predicted almost identical accelerations as that 











From  Figure  31,  as  the  size  of  the  time  step  is  reduced,  the  variation  in  the  acceleration 
increases  although  the  displacement‐time  histories  are  similar.  Since  polynomial 
approximations  were  to  represent  the  acceleration  profiles  through  the  impact  zone, 
polynomial  approximations were  obtained  using  the  discrete  displacement  data  sets  at  time 
steps  of  0.002  s  and  0.004  s,  again  for  the  test  configuration  with  the  highest  impact 
accelerations. An example of polynomial approximations from two sets of displacement data at 



























5 h - order polynomial 
6th - order polynomial 
  63
20° Deadrise Angle – Light Impactor – 150 mm Drop 











































































to  that presented  in section 5.6. Polynomial approximations  for each of  these data sets were 
plotted  on  the  same  scale,  and  a  range  of  variation  of  the  predicted  kinematic  profiles  are 
shown  in  Figure  36.  From  a  comparison  of  the  plots  in  Figure  35  and  Figure  36,  it  can  be 











for which  the 5th‐order polynomial can be obtained. Considering  there were 35 different  test 
configurations with  three  test  runs  each,  specifying  a  displacement measurement  every  two 
frames  is  significantly more efficient  than manually  tracking  the point on  the wedge at every 
single frame. 
Common range of variation for 
both dt=0.002 s and dt=0.004 s 
Range of variation for 
dt = 0.002 s 
Range of variation for 
dt = 0.004 s 
Time (s) 































the videos. Therefore,  the only difference between  the  six  separate  sets of data was entirely 
due to variation in the point selection. The displacement, velocities and accelerations obtained 
between  all  six  sets  were  then  compared.  Each  discrete  displacement  data  set  was  also 
approximated with  a polynomial  to  see how much  the  subjective  factor  in  the displacement 
specification could  influence  the analytical prediction of  the accelerations experienced by  the 
wedge. 
20° Deadrise Angle – Light Impactor – 150 mm Drop 





















































































m Acquisition 1 Acquisition 2 Acquisition 3




are  inherent differences  in  the derived  velocity  and  acceleration profiles. Although  a distinct 
peak acceleration was observed for all the data sets, the peak value predicted using the discrete 
method  varied  by  6.55 ms‐2  within  the  six  data  sets, which  corresponds  to  an  approximate 
variation of 19% of the largest acceleration prediction. 
  
The same analysis was conducted  for two more test configurations: the  light  impactors of 20° 




































































































m Acquisition 1 Acquisition 2 Acquisition 3

















6.55 ms‐2  19 %  6.91 ms‐2  19% 
20° – Light Impactor 
50 mm drop 
3.84 ms‐2  25 %  4.02 ms‐2  25% 
40° – Light Impactor 
50 mm drop 
2.92 ms‐2  50%  1.55 ms‐2  35% 
Table 4: Variation in peak accelerations due to operator error 
 
The  above  test  configurations were  selected  for  this  analysis  as  the  first  case  involved  the 
highest  impact energy and  should experience  the highest deceleration upon  impact, whereas 






hence  forces, experienced by  the wedge. Similar ranges of disparities were observed  for both 
the discrete and polynomial approaches. The extent of  fluctuation  in  the acceleration profiles 
became more  evident  as  the  changes  in  the  velocity  through  the  impact  phase became  less 
drastic and severe decelerations were not experienced.  
 
The  trend demonstrated  through  this analysis  casts doubt on  the accuracy of  the peak  force 
predictions  that were used  for  correlation  studies of  the  SPH models.  It  is  clear  that precise 
predictions of the impact forces could not be obtained with the demonstrated data‐processing 





approximate  quantitative  comparison  for  the  numerical  models.  Further  deductions  on  the 





As  highlighted  earlier,  the  manual  specification  of  displacement  points  greatly  affected  the 
acceleration estimations.  In  theory, accurate  specification of  the  location of  the points would 
tend to give more consistent approximations for the acceleration. 
 
The reason for the  large fluctuation  in the acceleration predictions was due to the difficulty  in 
determining the exact centre of tracking point that was consistent  in progressive  frames. One 
explanation for this variation was the variability in the shadows cast as the wedge dropped with 
reference  to a  fixed  source of  light. This  is depicted  in  the  image  sequence  in Table 5 of  the 
same point. 
 






From Table 5,  it  is clear  that  the darkest spot within  the  image of  the  tracking point was not 
necessarily what would be perceived as the centre of the image. Furthermore, once the wedge 
impacted the water and a thin film of water was present between the wedge‐face and trough 






An  analysis  was  conducted,  which  demonstrated  how  small  variations  in  the  manual  point 
specification  could  result  in  measurable  fluctuations  in  the  wedge’s  acceleration  profile.  A 


































































































Discrete Approximation of 



















Polynomial Approximations of the 



















Discrete Approximation of 























Polynomial Approximations of the 





































































































Polynomial Approximations of the 








































Polynomial Approximations of the 


























































The same  investigation as described above was conducted for the cases of the  light  impactors 
with 20° and 40° deadrise angle  from a drop height of 50 mm. The variations observed  in the 
peak accelerations can be compared  in Figure 41 and Figure 42. For  the case of  the  light 40° 
wedge dropped  from 50 mm, even though the acceleration profile changed significantly using 
the  discrete  approach,  the  polynomial  predictions  of  the  peak  acceleration  varied  within  a 
smaller range. 
 
This  analysis  indicated  the  high  sensitivity  of  the  derived  accelerations  to  the manual  point 
specification  process.  However,  when  considering  the  polynomial  approximations,  slight 




event,  the  polynomial  approximations  provided  a  more  consistent  prediction  of  the 
acceleration‐time history than a discrete approach with different data sets. That said, however, 


































Polynomial Approximations of the 


















































Polynomial Approximations of the 








































n  Discrete Approximations of



















Polynomial Approximations of the 



















































Polynomial Approximations of the 












































tracked,  sup‐pixel  enhancement  was  performed  with  Video  Enhancer©  (Dee  Mon  2009),  a 
software  in  which  the  resolution  of  the  images  obtained  is  increased  using  mathematical 









Figure 43  illustrates the effect of sub‐pixel enhancement using the raw  image data. The  image 
file from the camera was of 512 pixels × 512 pixels resolution which was enhanced two‐fold to a 
resolution of 1024 pixels × 1024 pixels. Despite the increased resolution, the centre of the point 
was not necessarily clarified, and  in many  instances the darker regions tended to be  identified 
away from what was the true centre of the point.  
 
This  particularly  becomes  a  problem  if  image  processing  algorithms,  for  example within  the 
MATLAB® Image Processing Toolbox (MathWorks 2009), are used to automate the specification 
of  the centre of  the point.  In  this case,  the algorithms would select  the darkest spot within a 



















marked on  the wedge  face were  solid  and  large  enough  to be  captured by  the  camera.  If  a 
higher resolution camera was available, then the points marked would have a better definition 
of  the  contour  of  the  points  as  compared  to  the  current  512  pixel  ×  512  pixel  images.  The 
resulting  images  of  the  points  would  have  been  more  consistent  in  their  definition,  and 












The  photographic  technique  was  employed  to  track  the  wedges’  freefall  motion  and 
consequently  determine  their  freefall  acceleration,  af.  As  can  be  seen  from  Figure  45,  the 































































































As per  the hypothesis, as  the mass of  the  impactor  increased,  so did  its  freefall acceleration. 
Constant  acceleration was  observed  in  the  case  of  all  three masses,  and  hence  the  average 
freefall  acceleration  of  all  drop  heights was  adopted  for  each  of  the mass  categories. With 
































The  impact  force  was  obtained  from  the  equation  of  motion  of  the  wedge.  The  impact 
force, impactF , consisted of the following components: 
 







Within  the  impact  zone,  it  was  assumed  that  bF   and  sfF   are  negligible  compared  to  the 
impulsive nature of the force  wF . The free‐body diagram of the wedge during  interaction with 
the water is presented in Figure 46. 
 




































Due  to  the  sensitivity  of  the  acceleration  profiles  to  subjective  displacement  specification, 
accurate  force‐time  histories  of  the  impact  could  not  be  interpreted  and  ascertained  with 
absolute  confidence.  Recommendations  and  improvements  highlighted  in  section  Chapter  8 
need to be incorporated in further tests, with the aim of obtaining more consistency within the 
results. Despite  this  limitation,  general  trends  in  the  impact  forces were  observed  from  the 
wedge drop tests. The force‐time histories presented in this section have been normalised with 
the wedge depth  (by dividing  the  calculated  force by  the wedge depth of 333 mm)  so  as  to 




































































































































































sensitivity  of  the  derived  accelerations  and  peak  forces with  the  adopted  experimental  data 
processing technique were demonstrated in section 5.6. The indication from the trends plotted 
in  Figure  47,  Figure  48  and  Figure  49  is  that  to  capture  the  severe  and  smaller  peak 
accelerations, a higher resolution and more sensitive data capture and processing technique  is 
required. This is discussed in more detail in section Chapter 8. 
20º 25º 30º 35º 40º° 25° ° ° ° 




water  surface  over  the  same  time  period.  This  was  seen  through  the  gentle  slope  of  the 





The  variation  in  drop  height  has  only  been  shown  for  the  light  impactors  in  Figure  50.  As 
expected,  the higher energy  impacts corresponding  to a higher drop height  resulted  in  larger 





















































































































































































































































































































































































































































































































































































































The  peak  accelerations  generally  fluctuated  about  a  certain  value  for  varying masses  of  the 
same deadrise angle. This indicated similar accelerations for impactors of varying mass but with 
the same deadrise angles. However, the impact force was larger for the higher masses according 
to Newton’s 2nd  law of motion. This  is depicted  in the acceleration and  force‐time histories  in 









select  as  the  peak  acceleration.  Despite  the  improved  consistency  introduced  to  the  peak 
acceleration  predictions  by  the  polynomial  approximations,  there was  still  the  possibility  of 
relatively large inherent variations as demonstrated in section 5.6. This made the experimental‐







With higher  impact  velocities,  changes  in  the  impactor  velocity  immediately after  impact are 
much  larger, hence making  it clearer to  identify peak accelerations experienced by the wedge. 







- For 20° and 25° wedges of  light and  intermediate mass, reasonably clear and distinct peak 
accelerations were observed for all three drop heights. These wedge profiles with reduced 










In  summary,  application  of  the  video  analysis  approach  to  this  scale of  experiment with  the 
given video resolution resulted in reasonably consistent discrete predictions for an appreciable 
range of  accelerations  that  are not  too  large or  small. Nevertheless,  through  the polynomial 
approximations of the displacement data sets, general trends have been observed which align 




















analysis was  conducted  as  part  of  the  correlation  study.  From  this  investigation,  deductions 
were made on the applicability of the SPH technique for water impact, including a discussion of 
further  complexities  that  could  be  introduced  in  further  research work.  Table  9  provides  a 













50 mm  5.474  0.740  0.4489 
100 mm  5.474  1.046  0.8968 
Light 
Impactor 
150 mm  5.474  1.281  1.3451 
50 mm  5.757  0.757  0.5306 Intermediate 
Impactor  100 mm  5.757  1.073  1.0661 













































A  preliminary  model  was  created  with  a  relatively  coarse  mesh  of  a  full‐size  water  trough 
modelled entirely with SPH particles. Symmetry planes were used on the front and rear cross‐






















this  was  therefore  incorporated  into  the  model  as  shown  in  Figure  53(b).  Figure  54 
demonstrates that the half‐width model correctly simulated the impact event as represented by 
the full‐size model, both qualitatively and quantitatively. The half‐width model resulted in a 55% 
reduction  in  computational  time  of  the  2  hours  and  37 minutes  taken  to  solve  the  full‐size 






































However,  in  the  far  field  region  away  from  the wedge,  the water  domain  did  not  undergo 
significant  deformation.  To make  the model more  efficient,  a  Lagrangian mesh was  used  to 
model  the  fluid  away  from  the wedge where  there would  not  be  a  significant  deformation 









































A  saving  of  approximately  70% was  achieved  in  computational  time  by  using  the  SPH+LAG 
approach without  a  reduction  in  the  accuracy of  the  result, which  can  be  observed  through 
Figure 57 which compares the force predictions of the complete SPH and SPH+LAG models. This 









































































) width_120 mm, depth_60 mm
width_168 mm, depth_60 mm




















) width_120 mm, depth_84 mm
width_168 mm, depth_84 mm




















) width_120 mm, depth_108 mm
width_168 mm, depth_108 mm



























width_168 mm, depth_60 mm
width_168 mm, depth_84 mm
width_168 mm, depth_108 mm
width_168 mm, depth_132 mm
width_168 mm, depth_156 mm




Increasing  the  depth  of  the  SPH  section  of  the water  trough  only  slightly  affected  the  peak 
acceleration. The objective was to maintain the SPH trough dimensions as small as possible to 
minimise  computational  time  which  significantly  increased  with  an  increasing  number  of 
particles. The above  trend was observed  for a  relatively coarse distribution of particles. With 
particle  refinement,  variations  in  the  trough  depth  did  not  influence  the  results  as much  as 
displayed in Figure 59. Through further analyses, it was concluded that an SPH section of 60 mm 
depth and 120 mm width was suitable for simulating the initial impact moments of the various 










































































4  510388.6 −×   0.0048  61039.4 −×   22 min 
2  610986.7 −×   0.0024  61019.2 −×   1 hr 34 min 





















) 4 mm particle spacing
2 mm particle spacing




By  increasing  the  number  of  particles  within  the  SPH  domain,  there  was  a  significant 
improvement in both the qualitative and quantitative results. The abrupt peak observed prior to 
the maximum acceleration was no longer present. This must be due to the improved continuity 
of  the  particles  within  the  fluid  domain  minimizing  sudden  changes  along  the  fluid‐wedge 
contact interface. 
 
Figure  63  shows  that  with  additional  particles,  a  higher  resolution  of  the  free‐surface 
deformation  of  the  water  was  observed  which  compared  well  with  the  experimental 
observations. A particle spacing of 1 mm between particles was selected as the specification for 

















The  smoothing  length  of  the  particles  was  automatically  calculated  by  LS‐DYNA®,  although 
certain controlling parameters could be set manually as discussed in 4.3.2. Each particle had its 










Default Model  1.2 (default)  0.2 (default)  2.0 (default) 
Var 1  1.05  0.2 (default)  2.0 (default) 
Var 2  1.3  0.2 (default)  2.0 (default) 
Var 3  1.2 (default)  0.2 (default)  2.4 
Var 4  1.2 (default)  0.5  2.0 (default) 

















































The Lagrangian section of  the model was not crucial  to  the  impact kinematics and qualitative 
capture of the highly‐deformable region of the water. However, depending on the formulation 
of the solid elements used to represent the Lagrangian section of the water trough, hourglassing 






For  all  the  above  investigated  formulations  of  the  solid  elements,  Figure  65  shows  that  the 
results obtained were very similar. However, with fully‐integrated elements no hourglassing was 




















) Constant stress solid element
Fully-integrated S/R solid





















For  water  impact  modelling,  the  ideal  particle  approximation  to  use  is  the  fluid  particle 




































Default formulation Renormalisation 
approximation











with  the  images of  the  impact. The  fluid particle approximation without  renormalisation was 
selected  due  to  its  appreciably  lower  solution  time,  whereby  the  approximation  with 
renormalisation  required 23% more  time  to  solve  than  that without  renormalisation. For  the 
water  impact  models  that  required  approximately  22  hours  to  solve,  this  translated  to 
significant savings  in computational time. For  investigations outside the scope of this research 















































































gave the wedge  its  inertial properties and contributed to the  impact force experienced by the 




















































The  computational  time  required  to  solve  the model  increased  from approximately 11 hours 
and 30 minutes  for gravitational acceleration applied only  to  the wedge,  to 12 hours and 15 
minutes  for  gravitational  loads  applied  to  the  entire  system.  Considering  that  35  different 
models were to be simulated, in the final models gravity was only applied to the wedge and not 
to  both  the wedge  and water  together  so  as  to minimise  the  computational  time.  For  the 
immediate moments after impact during the water splash‐up, the inertial characteristics of the 
water  to which  the wedge momentum was  transferred were much more  significant  than  the 
gravitational loads acting on the individual particles.  
 
If  there  is  interest  in  capturing  the  post‐impact  flow  of  the  water,  an  efficient  proposed 





















The  displayed  trend was  observed  for  all  the  test  configurations  (see  Figure  72), where  the 



















































total  energy  lost  in  a  model  and  the  impact  accelerations  associated  with  the  test 
configurations.  It was established  that as  the  impact energy  increases and  the deadrise angle 
reduces, there is an increase in the magnitudes of the peak accelerations and the rates at which 
0
Heavy Impactor_100 mm drop
Light Impactor_50 mm drop Light Impactor_100 mm drop
30
Light Impactor_150 mm drop
Intermediate Impactor_50 mm drop 15Intermediate Impactor_100 mm drop
Heavy Impactor_50 mm drop
  104

















































The energy drop over 0.08 s after  impact  for  the  two extreme cases consisting of  the highest 
energy  and  impact  force,  and  the  lowest  energy  and  impact  force  was  quantified  and  is 




























Figure  74(a)  shows  the  difference  in  energy  conservation  when  the  water  trough  was 
represented entirely by SPH and using the SPH+LAG modelling approach. Slightly better energy 
conservation was observed using  the SPH+LAG approach  rather  than a complete SPH  trough. 
However, the SPH regions of both the modelling approaches  in Figure 74(a) underwent similar 
deformations,  and  therefore  resulted  in  a  similar  energy  loss.  Further  results  are  shown  in 
Figure  74(b),  whereby  the  energy  conservation  tended  to  improve,  if  only  slightly,  with  a 
reduction  in  the  size of  the SPH domain. These  trends  shown  in Figure 74  indicated  that  the 





















































water are plotted  in Figure 75.  It was observed  that  the overall energy  loss decreased as  the 



































by  Schwer  (2009, pers.  comm.  24th  June)  and Kennedy  (2009, pers.  comm.  25th  June). Areas 
where  the energy  loss was occurring  could not be  identified  through  the energy  control and 
monitoring  outputs  available  in  LS‐DYNA®.  From  discussions  (Schwer  2009,  pers.  comm.  24th 
June; Matthew 2009)  it appears as  though  the  loss of energy when using SPH  is an  inherent 
problem within  the  solver,  although  the  results  obtained  from  the  simulations  suggested  an 
adequate capture of the physics of the impact event.  
 









































SPH section  
(highly deformable region 
of water domain) 
Solid Lagrangian elements (LAG) 
(severe deformation of the mesh 
does not occur in this region) 










































































































































































impactors  respectively.  For  all  the masses,  as  the deadrise  angles  increased,  the peak  forces 




20º 25º 30º 35º 40º° 25° ° ° ° 













































































































80. As  expected,  the  impact  forces  increased with  an  increasing  drop  height  represented  by 
higher  impacting  energies.  This  same  trend  was  observed  for  the  intermediate  and  heavy 
impactors. 
20rc










that  the  impact  velocity  of  the  wedge,  and  not  the  mass  of  the  impactor,  was  the  more 
influential  parameter  of  the  two  on  the  predicted  acceleration.  However,  for  the  range  of 
impact velocities and masses  simulated,  the most  crucial parameter  that affected  the  impact 
forces  was  the  deadrise  angle  of  the  impactor.  This  trend  was  also  observed  through  the 
experimental tests. 
 































































































































































































































































































































































































































































































































The  experimental  test  configurations were  successfully  simulated  using  a  combined  SPH  and 
Lagrangian formulation to model the water trough. Despite the high‐deformations occurring in 




for  modelling  the  particular  water  impact  tests.  A  similar  approach  is  recommended  to 




identified  from  the  models  for  variations  in  the  wedge  deadrise  angle  and  impact  energy 
suggest a close representation of the physical problem. Further discussion on the predictions of 












In  this  section,  the  physical  behaviour  of  the  water  impact  is  compared  to  that  observed 




From  the  screenshots  presented  in  Figure  83,  it  was  observed  that  the  qualitative 









The water  in  the  jet‐flow  has  a  higher  velocity  than  the water  rising  up  the wedge.  If  the 
momentum  characteristics  of  the  water  within  the  jet  and  water  rise‐up  region  in  the 
experiment could be quantified, this would result  in a  larger value than the momentum of the 




















































excellent  qualitative  representation  of  the  water  behaviour  was  obtained  with  the  SPH 
approach. Both  the  rise up of  the  free‐surface and splash up on  the sides of  the wedge were 





based on  the  trends shown  in Table 12  this will  involve significant  increases  in computational 







Considering  the  uncertainty  associated  with  the  experimentally  derived  accelerations  and 
impact  forces,  the  SPH  simulation  results  were  used  as  the  basis  for  the  quantitative 





of  the peak  force predicted by  the SPH models  for  that particular configuration, according  to 
equation  (31). A negative percentage difference  indicates  that  the experimental derivation of 
the peak force was lower compared to the numerical prediction of the same, whereas a positive 









SPHexperiment ×−=   (32) 
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Larger differences between  the experiment and numerical  results are observed  for  the  lower 
deadrise  angles.  In  most  cases,  the  experimentally  obtained  forces  were  lower  than  their 









the  very  large  accelerations  demonstrated  by  the  high  energy  impacts  of  lower  deadrise 
wedges.  Appendix  III  and  Figure  84  show  that  this  trend  was  observed  throughout  the 
predictions for wedges with lower deadrise angles. 
 
Nevertheless,  although  there  were  often  significant  differences  in  the  force‐time  histories 
between the experiment and simulations, there was a good basic correlation which suggested 
that  the  SPH  methodology  adequately  captured  the  physics  of  the  impact  event  whilst  an 
improved accuracy of acceleration approximations is required from the experiments. 
0
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for  the  impact  velocity of  the wedge  increased as  the deadrise angle  increased. This general 




deceleration.  This  translated  into  larger  velocity  approximations  at  the  point  of  impact  for 
wedges with progressively increasing deadrise angles.  
 
Experiment (Polynomial Approximation) SPH 
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Theoretically,  the  impact velocity  should have been  the  same  for all  the wedges of  the  same 
mass  and  drop  height.  The  effect  of  variations  of  the  impact  velocity  on  the  peak  forces 
predicted by the simulations was  investigated. An analysis was conducted for two extremes of 
the all the test configurations, namely the light impactor of 20° deadrise angle dropped from a 
height of 150 mm, and  the  light  impactor of 40° deadrise angle dropped  from a height of 50 
mm. The former case theoretically had the highest  impact energy and experienced the  largest 
impact  force, while the  latter had the  lowest  impact energy and experienced the  least  impact 
force of all the test configurations. Additionally, velocity variations were also simulated for the 

















Base model  0  0.7400  1.281 
Variant 1  ‐2  0.7252  1.255 
Variant 2  ‐4  0.7104  1.230 
Variant 3  ‐6  0.6956  1.204 
Variant 4  ‐8  0.6808  1.179 











Base model  0  0.7400  1.281 
Variant 1  +2  0.7548  1.307 
Variant 2  +4  0.7696  1.332 
Variant 3  +6  0.7844  1.358 
Variant 4  +8  0.7992  1.383 











acceleration  of  15%  and  19%  for  the  50 mm  and  150 mm  drops  respectively.  An  improved 
correlation was achieved between the experiment and SPH models in the case of the lower drop 
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systems with  reduced  friction  should  be  sought  for  future  experiments  to  eliminate  the 
force’s  effect on  the  kinematic  response of  the  impacting wedges.  Examples of potential 
guiding systems are  the  linear motion rail guides shown  in Figure 88, or even air bearings 
which utilise a thin film of air between the two sliding surfaces. Although substantially more 
expensive than the mechanism adopted  for this research, these advanced guiding systems 




















time  histories  may  have  occurred  for  a  given  test  configuration.  These  variations  were 
observed  throughout  the  test  results  and  were  sensitive  to  small  inconsistencies  in  the 
displacement  specification  of  tracking  points.  As  a  result,  operator  judgement  had  an 
appreciable  influence  on  the  experimentally  derived  results  through  the  photographic 
approach used in this work. 
 
The  key  problem  with  specifying  the  centre  of  the  tracking  point’s  image  was  the 
inconsistency of the  image  in sequential frames of the video capture due to a combination 
of  lighting and  shadow effects. A higher  resolution  camera  could potentially alleviate  this 
problem  by  capturing  a  sharper  image  of  the  point  boundary  that  should  result  in more 
accurate definitions of the point images between frames. 
 
Through  a more  consistent  image of  the point  in progressive  frames,  the  centroid of  the 
area of  the point  can be obtained.  In  the 8 bit  images  captured, each pixel  is assigned a 
particular  greyscale  value  ranging  from  0  to  255,  with  0  representing  white  and  255 
representing black. A threshold can be set such that greyscale values above this particular 
threshold would  correspond  to  pixels  associated with  the  point.  This  image  can  then  be 
converted  into black and white format, with the black area spanning the area of the point. 





video  resolution,  coupling  the  larger  point  area with  the  centroid  specification  approach 





These  recommendations  to  improve  point  tracking  should  reduce  the  effect  of  operator 
judgement on the displacement specification and hence the experimentally derived results 





achieved by  implementing  the  technique  in  a  computational  algorithm,  for  example with 































of  the  impact  increased  causing  larger  accelerations  within  the  SPH  domain.  As  with  all 
numerical  modelling  approaches,  conservation  of  mass,  momentum  and  energy  form  the 
cornerstone of the physical discretisation process, and this is the case with SPH.  
 
For this reason, the  loss  in energy noticed  in the models  is unexpected and the source of this 
loss  cannot be discerned  through  the  available energy‐monitoring  controls  in  LS‐DYNA®. This 






Through  this  research,  the  following  suggestions  have  been  proposed  for  adoption  in  future 
numerical analysis with SPH: 
- For computational efficiency, SPH should be limited to regions of high deformation. The 
low‐deformation  regions  of  the  water  domain  can  be  modelled  using  the  standard 
Lagrangian formulation. 
- A  particle  density  analysis  should  always  be  carried  out  to  observe  its  effect  on  the 
representation of the physics of the system. This is particularly important as the scale of 
the experiment  increases, where a  lower particle density to that selected  in this thesis 
may be sufficient to maintain the efficiency and accuracy of the modelling approach. 
- Gravitational  loads  applied  to  the  water  domain  do  not  affect  the  qualitative  and 




for  further  ditching  simulations.  The  standard  approximation  and  that  with 
renormalisation  should  be  continually  evaluated  and  the  differences  between  them 
would  become  more  evident  as  complexities  are  introduced  in  the  problem  being 
















peak  impact  forces  between  the  SPH  model  predictions  and  experimental  derivations. 
Preferably,  the  experiment  should  be  conducted  on  a  larger  scale  which  would  make  the 
experiment  less  sensitive  to minor  variations  in  the  setup  and  data  capture  techniques.  The 
experimentally  derived  results  in  this  research  cannot  be  deemed  entirely  accurate,  and 
therefore  intricate  behaviours  and  patterns  occurring  within  the  experiment  cannot  be 




comparisons  with  the  test  results  and  strongly  favourable  quantitative  predictions.  The 
characteristic  behaviour  of  the  water  was  represented  well  with  this  numerical  modelling 
technique.  This  aligns  with  the  objective  of  applying  the  SPH  technique  to  develop  water‐
crashworthy structures where an accurate evolution of the water domain over time is important 








the  experimentally derived  results,  it  is  suggested  that  further  experiments be  conducted  to 
generate accurate quantitative data  in  terms of  local pressures and accelerations. These  tests 
should incorporate the improved data acquisition techniques outlined in section 8.1.  
 









wedges  impacting water  on  a  larger  scale.  Important  considerations  in  the  development  of 
these tests pertain to minimizing the friction effects of any implemented guiding systems, whilst 






In  addition  to  experimentally  determining  the  overall  force  experienced  by  the wedge  upon 
impact, a similar testing program to that presented and discussed by Yettou et al. (2006) should 
be  followed  to  capture  the  localised  pressure  variation  along  the  sides  of  the wedge  as  the 
wedge  penetrates  the  free  surface  (see  Figure  89).  The  SPH method  can  then  be  applied  to 
model this problem and evaluated on its predictions of localised pressures.  
 
The  range  of  testing  parameters  can  be  extended  from  those  investigated  in  this  thesis  to 
smaller  deadrise  angles  and  impactors  with  higher  impact  velocities,  introducing  possible 
compressibility  effects  into  the  modelling  equation.  Other  rigid  impactors  such  as  non‐
symmetrical wedges, cylinders and spheres can be  investigated  in experimental tests and SPH 
models  through  quantitative  and  qualitative  comparisons.  This  would  provide  for  further 
evaluations  of  the  numerical  method  through  studying  a  wider  range  of  water  impact 
configurations.  Fundamentally,  this would  establish  the  confidence with  SPH modelling  and 




for rigid body‐fluid  interaction whereby the  impactor  is still constrained to move vertically but 
can rotate freely  in the 2D plane. Attention should be paid to the qualitative behaviour of the 
Pressures can be measured 
at these locations along the 
side of the wedge 
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entire  system,  as  this  would  give  an  insight  and  set  the  foundation  for  the  subsequent 
investigations into fluid‐structure interaction (FSI) problems.  
 
As more confidence  is gained with  the SPH method’s applicability  for accurate capture of  the 
physics of fluid‐body  interaction, deformity can progressively be  introduced  into the  impacting 
structures.  The  fluid‐structure  interaction  can  therefore  be  investigated  both  at  the 
experimental level and numerical modelling platform through an evaluation of the SPH method 










developed  and  rigorously  evaluated  for  simulating  high  deformation  problems  pertaining  to 
impacts onto water. Additionally, on the global scale, it is also important to ensure that accurate 
numerical models of structures that can adequately predict the material response are coupled 






























The fundamental wedge water  impact problem has been  investigated  in this research through 
experimentation  and numerical modelling.  Impact  tests of  rigid wedges  into  a  tank of water 




sensitive  to  slight  inconsistencies  in  the data processing methods.  This was due  to  the  small 
scale of the experiment coupled with the sensitivity of the acceleration predictions through the 
photographic  technique employed. A discussion of  the associated  issues with  this preliminary 
investigation  into water  impact  is presented  in this thesis and  improvements to be adopted  in 
further experimentation have been identified. 
 
Numerical models of  the experimental  tests were  successfully  simulated using  the Smoothed 
Particle  Hydrodynamics  capability  in  LS‐DYNA®.  Difficulties  were  associated  with  the 
quantitative validation of the models due to the variability encountered within the experimental 
results. Furthermore, poor model energy conservation was identified with the SPH solver. This is 
an  important  issue  that  needs  to  be  investigated.  Despite  this,  excellent  qualitative  and 




the  future direction of applying  the SPH  technique  for water  crashworthiness problems have 
been  presented.  Through  this  pragmatic  approach,  it  is  envisaged  that  an  SPH  modelling 
methodology  will  be  developed  to  provide  the  capability  of  accurately  representing  and 





































































































































































































































































































Curve Shifting for Experimental Analysis 
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The  raw  displacement  data  obtained  from  point  specification  in  Tracker© was  often  out‐of‐
phase  in time due to varied  lengths of video strips which all begin with t set to 0 s. Therefore, 
appropriate adjustments were made to shift the displacement‐time histories such that they all 
























































the  heavy  impactor with  a  35°  deadrise  angle  and  dropped  from  a  height  of  50 mm.  It  can 
clearly be seen that the Test 1 curve does not follow the trend shown by the other two tests. 
 
Displacement - Time Histories 
































Appendix II  
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