Abstract. Semidefinite programming has been an interesting and active area of research for several years.
Introduction
Semidefinite Programming is one of the most interesting and challenging areas in operations research to emerge in the last decade. Semidefinite programming problems arise in a variety of applications e.g., in engineering, statistics and combinatorial optimization ( [3] , [10] . A semidefinite programming problem is an extension of a linear programming problem where the linear constraints are replaced by linear matrix inequality (LMI) constraints. Semidefinite programming also generalizes quadratically constrained quadratic programming QCQP ( [24] ). We consider semidefinite programming program (SDP) of the following form: Nestrov and Nemirovsky in 1988 [21] showed that interior-point methods for linear programs can, in principle, be generalized to convex optimization problems such as SDP's.
Many polynomial time interior point methods have been developed for solving SDP's including ( [3] , [8] , [25] , [23] ). A lot is known on both the classes of problems that SDP formulation can handle, and the best SDP algorithms to solve each class. In addition, a great deal has been learned about the limits of the current algorithms to solving SDP's.
One limitation to current SDP algorithms is that they are restricted to problems where the number of constraints are moderate [5] . This is due to the fact that the number of computations required becomes too high for large problems. In practice, the number of iterations required to solve SDP problems grows very slowly with the size of the problem [24] .
The most important factor in the time complexity is the cost per iteration. For example, each iteration of the primal-dual algorithm described in [24] requires O(n 2 (m + q) 2 ) time.
Significant savings in computation time can be gained if the number of constraints can be effectively reduced before the problems are solved. Furthermore, storage requirements are at least as important as the computational time complexity [9] . The second most important issue in creating a fast implementation of an interior point method is preprocessing to reduce problem size [20] .
A redundant constraint is one that can be removed without changing the feasible region defined by the original system of constraints, otherwise it is called necessary. Larger SDP problems can be solved if we can identify and eliminate the redundant constraints before the problems are solved. There is always a positive result from identifying redundancy [18] .
Apart from computational and storage difficulties caused by redundancy, the knowledge that a constraint is redundant might offer additional insight into the problem model or might lead to different decisions about the problem. So, it is of interest to study how to identify redundant constraints. An interesting question that naturally arises is: Can we extend all redundancy methods from linear programming to semidefinite programming?
The answer is no. It has been shown that the problem of determining whether or not an LMI constraint is redundant in semidefinite programming is NP complete [17] , in general.
We are concerned with identifying all redundant linear constraints from the SDP (1.1).
A naive approach would be to identify all the redundant linear constraints with respect to the system of the linear constraints only. Such approach would only guarantee a partial identification of all the redundant linear constraints in SDP 1.1. We assume that there is a large number of linear constraints in the problem, that is, q is large.
There is abundant literature on redundancy techniques in the case of linear program-
ming. An excellent survey of these is given in ( [11] , [18] ). One class of the methods is called hit-and-run. These methods are probabilistic and they work by detecting the necessary constraints. There is a small chance that a constraint declared redundant by a hit-and-run method, is actually necessary. In ( [17] , [16] ), hit-and-run redundancy detection methods were extended from linear programming to semidefinite programming.
A different and relatively more expensive class of redundancy methods in linear programming are the deterministic methods. An early paper on these methods is that of [11] and [12] ). Deterministic methods have the advantage that they identify both necessary and redundant linear constraints with probability 1. The study of deterministic methods for identifying redundant constraints in semidefinite programming seems to be somewhat absent from the literature. A study of presolving for SDP is given in [14] .
In this paper, we develop deterministic methods for the identification of all redundant linear constraints from (1.1). We use SDP duality and a characterization of the normal cone at a boundary point. Our methods generalize some of the redundancy techniques in linear programming to semidefinite programming. This work gives practical methods for identifying all redundant linear constraints in semidefinite programming.
Identifying Redundant Linear Constraints
In this section, we present our main result for identifying all redundant linear constraints from the system of inequalities that defines the feasible region of SDP (1.1). We consider the system:
The kth linear constraint is said to be redundant with respect to R if R = R k . Otherwise, it is said to be necessary. It is called weakly redundant if it is redundant and its An excellent discussion on these concepts is given in [7] .
Consider the kth linear constraint in (2.2) and the following associated semidefinite programming problem:
The dual of SDP k is
where the variables are m × m symmetric matrix Z and y j ∈ IR. We assume that:
Observe that if R is strictly feasible, so is each SDP k .
The following theorem gives the main foundation of our methods for identifying redundant linear constraints from the system (2.1) and (2.2). 
is redundant with respect to R if and only if the infimum p * k of the objective function values of SDP k exists that satisfies
It is informative to note that in the above theorem, the optimal solution of SDP k may not be attained in R k . Consider the following example from [24] :
Clearly, x 1 ≥ 0 is implied by the linear matrix inequality constraint and thus redundant.
But, SDP 1 has no optimal solution (x * 1 , x * 2 ) in the feasible region with x * 1 ≥ 0. Here, the dual of SDP 1 is not strictly feasible. If the dual DSDP k is strictly feasible, then SDP k attains its optimal solution in R k [15] . We assume:
We remark that if DSDP k is not strictly feasible, but it has a nonempty relative interior, then an equivalent problem that is strictly feasible can be constructed by projecting the minimal face as described in [15] . We state the following corollary to Theorem 2.1:
is redundant with respect to R if and only if SDP
Proof By Assumption 2, SDP k attains its optimal solution in R k . The rest follows from 
PROPOSITION 2.1. Let rank(A(x * )) = r and consider an orthogonal decomposition of
where 
Proof: By the assumptions, Lemma 2.1 holds. It suffices to show that
n).
We have:
Hence, we obtain
We will use the following example to illustrate some of the concepts and methods. We now assume throughout this section that x * is a boundary point of the LMI A(x) 0. Let rank(A(x * )) = r and consider an orthogonal decomposition of A(x * )
where λ 1 , . . . , λ r are the positive eigenvalues of A(x * ). Let
Note that since x * is a boundary point of R A , then r < m because A(x * ) must have at least one zero eigenvalue. The region R A is nonsmooth at x * if and only if the zero eigenvalue of A(x * ) has multiplicity greater than one [13] . We add the following assumption Let S r the set of all r × r real symmetric matrices. By [2] the tangent space to M r at A(x * ) is given by:
is also the tangent space to Φ at A(x * ). Since the matrices A i are the linearly independent, for each Z ∈ Φ, there is a unique point x in IR n for which Z = A(x).
The mapping f : Φ → R A defined by f (A(x)) = x, gives a one-to-one correspondence between the sets Φ and R A .
LEMMA 3.1. The tangent space to R A at x * is given by
We already know that the mapping f : A(x) → x is one-to-one. It suffices to show 
Proof: By Lemma 3.1, tan(x * , R A ) is the set of points x that satisfy
T for some V ∈ IR (m−r)×r , W ∈ S r . This is equivalent to the system
then the gradient (inward normal vector) y to
R A at x * is given by 
n).
The tangent cone to R A at x * is defined by
The normal cone to R A at x * is defined by
If R A is smooth at x * , then ncone(x * , R A ) is a singleton set containing the normal vector at x * .
PROPOSITION 3.1. Let X ∈ S m−r and let d be the vector defined by
By [22] , ncone(x * , R A ) is the negative dual of tcone(x * , R A ). This and [19] give the following result.
LEMMA 3.2.
It follows from Lemma 3.2 that if the set {d ∈ IR n :
Example 1: Consider the point D = (4.75, −2) T on the boundary of LMI (8) . We have that
Identification at Smooth Boundary Point of R A
We present short-cuts for identifying certain redundant linear constraints that are binding at a smooth boundary point of R A .
Suppose constraint k is redundant and let x * k be an optimal solution of SDP k . The following propositions provide a quick method for determining redundancy of some of the other linear constraints binding at x * k after the solution of SDP k is found. We assume that SDP k is strictly feasible. (1) is redundant. Consider constraints (2) and (8) that are binding at x * 1 . The gradient of (2) at x * 1 is (3, −8) T . To find the gradient to (8) 
Since the two gradients are linearly independent, then by Proposition 4.1, constraints (2) and (8) 
Then t is redundant if and only if the following system is feasible:
where we take α = 1 for the case when A(x) 0 is binding and R A is smooth at x * k , and α = 0 for the second case.
Proof: We proof the case when A(x)
0 is binding and R A is smooth at x * k and take α = 1. The proof of the other case is similar (also see [18] ). Recall by Corollary 3.2 and
Lemma 3.2 that if A(x)
0 is binding and R A is smooth at x * k , then the gradient y of A(x) 0 at x * k is given by:
Suppose the system (4.4)-(4.5) is feasible and consider a feasible point u j for j ∈ I k \ {t}. 
gives the gradient of gradient of A(x) 0 at x * k . Also, by (4.3), y * j = 0 for j ∈ I k \ {t}. It follows that the system (4.4)-(4.5) is feasible. 2
If the system (4.4)-(4.5) is feasible, then the vector a t is a nonnegative linear combination of the gradients of the other constraints binding at x * k . Note that this system is a simple linear feasibility problem that uses only those constraints binding at x * k . It is easier to solve than solving SDP t itself to determine the redundancy of t.
Identification at Nonsmooth Boundary Point of R A
In this section, we consider the case when A(x) 0 is binding at x * k such that the region R A is nonsmooth at x * k . As in the previous section, we develop a short-cut for determining the redundancy of other linear constraints binding at x * k after SDP k is solved. Suppose A(x) 0 is binding at x * k and R A is nonsmooth at x * k . Let I k be the index set of all linear constraints binding at x * k .
THEOREM 5.1. Constraint t is redundant if and only if the following system is feasible:
The proof is similar to that of Theorem 4.1. 2
Note that system (5.1)-(5.3) is an SDP feasibility problem that is easier to solve than SDP k . The system only uses those constraints that are binding at x * k . Recall from Lemma 3.2 that the normal cone to R A at x * k is given by
Hence, if the system (5.1)-(5.3) is feasible, then the vector −a t is a nonnegative linear combination of a vector in ncone(x * k , R A ) and the negative gradients of the other linear constraints binding at x * k . To illustrate Theorem 5.1, we give the following simple example:
Example 3: Consider SDP 6 . The optimal solution is at x * 6 = E = (−1, −2) T . Since x * 6 satisfies b 6 + a T 6 x * 6 ≥ 0, then (6) is redundant. Consider the linear constraint (4) and LMI (8) that are binding at x * 6 . To determine the redundancy of (4), we consider the corresponding system (5.1)-(5.3). Note that The results presented in this section and in the previous sections describe our methods for finding all redundant linear constraints from the system (2.1)-(2.2). These can be used to give an algorithm for finding all redundant linear constraints from the system.
Conclusion
We have studied the problem of identifying all redundant linear constraints from a system of linear matrix inequality constraints. The problem is of great interest in semidefinite programming with regards to computational and decision issues. We presented deterministic methods for finding all redundant linear constraints based on solving certain semidefinite programming problems (SDP). We also gave short-cuts for determining redundancy of linear constraints that are binding at an optimal point. These short-cuts each requires solving a simple SDP feasibility problem.
Our methods extend some of those from linear programming to semidefinite programming. While the cost of identifying all redundant linear constraints can sometimes be expensive, there are possible benefits to the knowledge obtained. This topic is of interest in its own right. We hope this work will add interest to the problem of redundancy in semidefinite programming. This research is preliminary and we hope in the future to investigate how our methods would actually work in practice. Finally, we note that the LMI considered in the problem formulation can have redundant linear constraints of its own. It would be useful to know how to identify all such redundancy. This would require further research.
