The filtered backprojection (FBP) algorithm is a popular choice for complicated trajectory synthetic aperture radar (SAR) image formation processing due to its inherent nonlinear motion compensation capability. However, how to efficiently refocus the defocused FBP imagery when the motion measurement is not accurate enough is still a challenging problem. In this paper, a new interpretation of the FBP derivation is presented from the Fourier transform point of view. Based on this new viewpoint, the property of the residual 2-D phase error in FBP imagery is analyzed in detail. Then, by incorporating the derived a priori knowledge on the 2-D phase error, an accurate and efficient 2-D autofocus approach is proposed. This new approach performs the parameter estimation in a dimensionreduced parameter subspace by exploiting the a priori analytical structure of the 2-D phase error, therefore it possesses much higher accuracy and efficiency than the conventional blind methods. Finally, experimental results clearly demonstrate the effectiveness and robustness of the proposed method.
I. INTRODUCTION
A SYNTHETIC aperture radar (SAR) obtains high azimuth resolution by exploiting the motion of a small real antenna to synthesize an equivalent larger aperture antenna. This aperture synthesis is implemented by processing coherently the raw data collected by a moving radar during the synthetic aperture time [1] , [2] . When the radar platform flies along a linear trajectory and the radar collects data at a constant pulse repeat frequency (PRF), the coherent processing can be performed efficiently by a batch processing using a frequency domain image formation algorithm, such as the range-Doppler algorithm, the chirp scaling algorithm, and the range migration algorithm (RMA). This linear flight-path assumption is often valid when the synthetic aperture time is not very long. However, as the resolution becomes finer and finer, the required synthetic aperture length becomes very long [3] - [5] , or when the radar is mounted on a high maneuverable platform, such as multi-rotors mini UAV [6] , [7] , a nonlinear radar flight path will become commonplace. If a frequency domain algorithm is still used in these cases, complicated motion compensation processes are required to correct for the phase error caused by the nonideal radar motion. As an alternative, time domain correlation-based algorithms, e.g., the filtered backprojection (FBP) algorithm, become more and more popular in these cases because of their inherent nonlinear motion compensation capability [8] - [10] .
Nevertheless, an accurate image formation processing in FBP also requires an accurate measurement of the geometric relationship between the radar's flight path and the scene being imaged. Modern SAR sensors accomplish the measurement of radar motion using a motion sensing system consisting of some combination of an inertial measurement unit (IMU) and a global positional system (GPS) navigator [11] . These sensors, however, may be too expensive or cannot provide satisfactory measurement accuracy for very high-resolution SAR imaging. Consequently, signal based motion compensation, i.e., autofocus, is often an indispensable process in high-resolution SAR processing [12] - [14] .
In the literature, the most efficient autofocus approaches are image postprocessing techniques. They refocus the defocused imagery produced by the image formation algorithm by estimating and correcting for the residual phase error in the image spectrum domain. For frequency domain image formation algorithms, the spectral characteristics of the produced imagery are explicit and have been thoroughly examined in the literature. Therefore, there are many well-developed autofocus algorithms, e.g., Mapdrift [15] , phase difference [16] , MCA [17] , and phase gradient autofocus (PGA) [18] , to refocus the defocused imagery produced by a frequency domain algorithm. However, for time domain image formation algorithms, due to their unclear spectral characteristics of the produced imagery, it is still a challenging problem to use efficient postprocessing based autofocus approaches, e.g., the most popular autofocus method PGA, to refocus the defocused imagery. Due to this reason, most efforts in the literature are focused on the optimum-theory-based approaches which constantly adjust the radar's motion parameters during the 0196-2892 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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image formation processing to maximize the image quality index, such as sharpness, contrast, or entropy [19] - [23] . In these approaches, the autofocus is incorporated into the image formation process. Therefore, to search for the optimum motion parameters, the image formation process has to be repeated again and again. This exhaustive search makes these optimization based algorithms possess poor computational efficiency.
To use the highly efficient and widely used PGA algorithm on FBP imagery, Jakowatz and Wahl [24] first showed that there exists an approximate Fourier transform relationship between the FBP image domain and the range-compressed phase history domain when the image is formed on a rangebearing grid. Recently, Doerry et al. [10] presented a detailed analysis on the basics of the backprojection algorithm. In their report, the spectral characteristics of the FBP imagery are discussed and some preprocessing steps on the FBP imagery are suggested to facilitate the autofocus processing.
Nevertheless, all these approaches can only deal with the 1-D defocus problem. They all assume that the residual range cell migration (RCM) after image formation algorithm processing can be neglected, and the autofocus only needs to estimate and correct for the 1-D azimuth phase error (APE). This assumption becomes invalid as the resolution increases, especially when high accuracy motion sensors cannot be available [3] , [6] , [25] . In these situations, 2-D autofocus becomes a necessary procedure to obtain refocused images. In the literature, the existing 2-D autofocus approaches can be generally divided into two categories. One is to estimate the 2-D phase error in a blind manner. They assume that the 2-D phase error is completely unknown and estimate all the 2-D phase error parameters directly [26] - [31] . Because of the large number of unknown phase parameters, these strategies often suffer from inferior computational efficiency and parameter estimate accuracy. In contrast to the blind estimation approaches, in the second strategy, the 2-D phase error is estimated in a semi-blind manner [3] , [34] - [36] . By incorporating the a priori knowledge on the phase error structures, these approaches estimate the 2-D phase error in a dimensionreduced parameter space. Compared with the blind methods, these approaches possess significantly improved parameter estimation performance in both computational efficiency and estimation accuracy due to the reduced dimension of phase parameters.
For these dimension-reduced autofocus strategies, the a priori structural information on the phase error is a prerequisite condition. For frequency domain image formation algorithms, the spectral characteristics of the 2-D phase error have been investigated well in recent years [3] , [37] , [38] . However, for the time domain algorithm, only a very small amount of work has been done to discuss the 2-D spectrum problems. Yang et al. [39] presented the analytical relationship between the APE and the residual RCM in the spectrum domain and proposed an APE-dependent RCM correction approach. Doerry et al.'s report [10] gave a good start on the spectral analysis for the FBP imagery. However, more details about the 2-D phase error after FBP processing, e.g., the ambiguity and the structural property of the residual 2-D phase error, are still unknown in the literature. Therefore, how to efficiently refocus the 2-D defocused FBP imagery is still a challenging problem.
In this paper, a new interpretation of the FBP formulation is presented from the Fourier transform point of view. Based on this new viewpoint, the properties of the residual 2-D phase error in FBP imagery, including spectrum ambiguity, spacevariant spectrum support, and analytical structure of the 2-D phase error, are analyzed in detail. Then, by incorporating the a priori knowledge on the 2-D phase error, an accurate and efficient 2-D autofocus approach is proposed. The new approach performs the phase error parameter estimation in a dimension-reduced subspace by exploiting the a priori analytical structure of the 2-D phase error, therefore it possesses much higher accuracy and efficiency than conventional blind methods.
The rest of this paper is organized as follows. In Section II, a new formulation of FBP is presented from the Fourier viewpoint. By using this new interpretation, the spectral characteristics of the FBP imagery are detailed in Section III. By exploiting the derived a priori information on the spectral characteristics, an efficient 1-D estimation/2-D correction autofocus approach is proposed in Section IV. Finally, in Sections V and VI, experimental results are presented to demonstrate the effectiveness of the proposed autofocus approach. Section VII presents concluding remarks.
II. NEW FORMULATION OF FILTERED BACKPROJECTION ALGORITHM
In this section, we present a new formulation of the FBP algorithm, which shows a clear Fourier transform relationship between the phase history domain and the FBP image domain. This new interpretation is very beneficial when investigating the property of residual 2-D phase error in FBP imagery in Section III.
A. Signal Model
The imaging geometry of a spotlight-mode SAR system is shown in Fig. 1 . A generic point target located at (x p , y p ) in the illuminated scene is assumed, which means that the scene reflection function can be denoted as f 0 (x, y) = δ(x − x p , y − y p ). Let t and τ represent the slow time and fast time, respectively. Without loss of generality, we assume that the radar flies at a nonlinear trajectory. The instantaneous position of the antenna phase center (APC) of the radar is denoted as [x a (t), y a (t)]. During the synthetic aperture time, the radar transmits a train of coherent wideband pulses to illuminate an imaging scene.
From the geometry, the instantaneous range from the point target to the APC can be expressed as
If we assume that the transmitted signal is a linear frequency modulation (LFM) signal modulated at a carrier frequency f c , then the echo signal after demodulation can be expressed as
where c is the propagation speed of the electromagnetic wave, k and T r are the chirp rate and the chirp width of the transmitted LFM signal, respectively. After pulse compression in the range direction, the 2-D echo signal can be simplified as
where B = kT r is the bandwidth of the transmitted signal.
It should be noted that in (3), we ignore the nonessential amplitude effect to simplify the notation.
B. Filtered Backprojection Algorithm
Backprojection algorithm processing can be viewed as a beamforming process. First, an imaging grid which covers the scene of interest is defined, as shown in Fig. 2 . Then, for each pixel in the imaging grid, compute its contribution in each range-compressed pulse (by a range computation and interpolation), and then coherently accumulate them.
Specifically, if the coordinate of the pixel in an imaging grid is assumed as (x, y), then the instantaneous range from this pixel to the APC can be computed as
With this range, the contribution of this pixel (if there are scatterers in this pixel) on the range-compressed pulse can be found with s(t, 2r (t)/c). To coherently accumulate the contributions from all the pulses, a Doppler phase alignment should be performed first. Therefore, the produced backprojection imagery can be expressed as
where T is the synthetic aperture time. By inserting (3) into (5), we obtain
Using the Fourier transform relationship, the sinc function term in (6) can be expressed as follows:
where f τ is the range frequency. Therefore, inserting (7) into (6), (6) can be rewritten as
In (8), both k r and t are denoted as continuous variables. In the actual situation, we only get discrete samples in both k r and t domains. These samples are often uniformly spaced in both domains. However, after mapping into the wavenumber domain, the sampling density is different for different areas in the wavenumber domain. To compensate for these density variations effect, a ramp filter is included. Therefore, the resultant FBP imagery can be expressed as
C. New Formulation of Filtered Backprojection Algorithm
From the geometry shown in Fig. 2 , the differential range in (9) can be approximated as
where
By substituting (10) into (9) , the FBP imagery can be approximated as
From the definition of θ in (11) and the geometry in Fig. 2 , it is clear that there is a one-to-one corresponding relationship between the angle θ and the azimuth time t. Therefore, we can get an inverse function relationship t = g(θ ) (a specific expression can be derived from (11) , but is not required in the following derivation). From this relationship, we can obtain the relationship between dt and dθ as follows:
Inserting (13) into (12), (12) can be rewritten as (14) where θ start and θ end are the instantaneous azimuth angle at the start and the end of the synthetic aperture time, respectively. The slow-variant amplitude factor g (θ ) can be approximated as a constant and eliminated for notation simplification. By converting the polar coordinate (k r , θ) into the Cartesian coordinate (k x , k y ) using the relationship k x = k r sin θ and k y = k r cos θ , (14) can be rewritten as
From (15) , we can get the spectrum of the FBP imagery as
This is exactly the spectrum of the target function f 0 (x, y). Now, it is clear in our new formulation that the FBP has an underlying polar-to-Cartesian reformatting and an underlying Fourier transform from the frequency domain to the image domain, which is very similar to the PFA formulation.
For completeness, we will also discuss the spectrum support area problem. From the previous analysis, we have known that the two frequency variables in the spectrum domain are expressed as
where From (18) , it is clear that the spectrum support area can be completely determined by the parameters of the transmitted signal and the relative geometry relationship between the radar and the target.
If the far-field assumption is satisfied, i.e., the radar wavefront can be approximated as planar, then the target position dependence of the angle θ can be ignored, i.e., (18) can be approximated as
In this case, all the scatterers in the illuminated scene approximately share the same spectrum support areas, just as Fig. 3(a) shows.
If the far-field assumption is not satisfied, to show the spacevariant property of the spectrum support, we can perform a Taylor expansion approximation on θ in (18) with respect to x p and y p
In most cases, (20) can also be approximated as
From (21), it is clear that the position of the spectrum support region is target-position dependent. Specifically, the bias of the polar angle is linearly related to the target's azimuth coordinate. Therefore, different point scatterers in the illuminated scene will possess different spectrum supports, as shown in Fig. 3(b) . These skewed spectrum supports will complicate the subsequent autofocus processing.
D. Similarities and Differences Between FBP and PFA
From the above analysis, we know that the underlying mechanics of the FBP is very similar to the polar format algorithm (PFA). FBP also includes an underlying polar-to-Cartesian coordinate transformation in the spatial frequency domain and an underlying Fourier transform which transforms the data from the spatial frequency domain to the image domain. But they also have some apparent differences.
First, both algorithms have the first-order approximation of Taylor series expansion for the differential range, but the differential range in FBP is different from the one in PFA. In PFA, the differential range is the difference between the distance from the radar to the target and the distance from the radar to the scene center. When the point scatterer is far from the scene center, the differential range will become large enough. In this case, the first-order Taylor expansion approximation will result in nonnegligible errors. However, in the formulation of FBP, the differential range is the difference between the distance from the radar to the target and the distance from the radar to the image pixel. Since the energy of point target response is mainly concentrated near the point scatterer in the image domain, we only need to care about the differential range in the vicinity of the point scatterer. Because the differential range is small enough near the point scatterer, the first-order Taylor expansion approximation will always provide acceptable accuracy.
Second, in PFA, the sample coordinates in the spatial frequency domain for all point scatterers are identical. They are all determined by the relative geometric relationship between the radar platform and the scene center, and therefore the polar-to-Cartesian transformation is space-invariant. However, in FBP, the sample coordinates in the spatial frequency domain for each point scatterer are determined by the relative geometric relationship between the radar platform and the point target itself. Therefore, the polar-to-Cartesian transformations in FBP are different for different point scatterers. This spacevariant modification of the SAR phase history storage format is desirable for the SAR image formation algorithm. However, this space-variant polar reformatting will complicate the subsequent autofocus process.
Finally, the implementations of the Fourier transform from the spatial frequency domain to the image domain are different for the two different SAR algorithms. In PFA, the Fourier transform is often implemented by the fast Fourier transform (FFT). However, in FBP, it is implemented by a phase alignment followed by a summation. When the processed data are baseband signals, these two implementations are equivalent. However, when the data are offset in the frequency domain and the sample rate is lower than the offset, which is just the case for SAR, these two implementations are not completely equivalent because FFT does not consider the frequency offset, but the phase adjust and summation approach does.
The above comparison between the two algorithms can give us some inspiration on the subsequent autofocus processing. For example, the similarity between the two algorithms can guide us to use a similar autofocus approach for both algorithms. On the other hand, some of the differences will complicate the application of the autofocus, e.g., for FBP, some additional preprocessing processes may be required before autofocus processing. We will give a detailed discussion in Section III.
III. PRIOR KNOWLEDGE ON PHASE ERROR IN FBP IMAGERY
Using the above new interpretation of FBP derivation, we will investigate the characteristics of the 2-D phase error in FBP imagery in this section. The derived prior information on the 2-D phase error will provide a prerequisite for the proposed 2-D autofocus approach in Section IV.
A. 2-D Phase Error in Image Spectrum Domain
In the above analysis, we assumed that the radar's positions during the synthetic aperture time are perfectly known. However, for an actual SAR system, the motion measurement subsystem, such as IMU and/or GPS, often cannot measure the radar's motion accurately. Therefore, some residual motion error remains. For an arbitrary pixel in the imaging grid, we assume that the actual range and the measured range from the APC to this pixel are r (t) and r (t) + r e (t), respectively. Here, r e (t) represents the range measurement error. During the image formation processing, the measured range, instead of the actual range, is exploited. Therefore, the resultant backprojection imagery becomes
Compared with (9), we can see that the 2-D phase error in the phase history domain can be expressed as e (t, k r ) = k r r e (t).
By inserting (10) into (22) , (22) can also be expressed as
After a change-of-variable t = g(θ ), (24) can be rewritten as
)]]}k r dk r dθ. (25) As before, the slow-variant amplitude factor g (θ ) is eliminated for notation simplification.
If we define a composite function ξ(θ) = r e (g(θ )), then (25) can also be expressed as
Converting the polar coordinate (k r , θ) into the Cartesian coordinate (k x , k y ) using the relationship:
From (27), we can get the spectrum of the actual FBP imagery as
Comparing (28) with (16), we can get the 2-D phase error in the spectrum domain for the actual FBP imagery as
B. Ambiguity Property of 2-D Phase Error
From Section III-A, we know that the 2-D phase error in the spatial frequency domain is e (k x , k y ), whose expression is presented in (29) . To correct for this 2-D phase error, we have to return to the spatial frequency domain from the FBP image domain. This transformation is often implemented by FFT.
From the previous analysis, we have known that the inverse Fourier transform from the spatial frequency domain to the image domain is implemented by phase adjustment and summation in FBP formulation. When the image spectrum has no offset, the phase adjustment and sum operation are completely equivalent to the inverse fast Fourier transform (IFFT). Therefore, an FFT on the FBP imagery can correctly reconstruct the image spectrum.
However, it should be noted that the range spatial frequency k y in SAR has a constant offset k yc , i.e., k y = k yc +k y , where k yc is the offset andk y is the baseband range frequency. The inverse Fourier transform implementation using the phase adjustment and sum approach has taken this range frequency offset into account, i.e., it is formulated as
However, when the data are returned to the spectrum domain from the image domain by an FFT, the reconstructed image spectrum will not be equal to the true image spectrum. This is because the FFT inherently does not account for the frequency offset, i.e., the reconstructed image spectrum is
That is to say, the actual spectrum has an offset in the range frequency domain, but the observed spectrum domain by FFT is limited to the baseband. Therefore, an ambiguity will exist because the offset frequency k yc often far exceeds the sample rate k ys . This ambiguity effect is clearly illustrated in Fig. 4 .
Why does this ambiguity effect not happen in PFA and RMA? In PFA and RMA, the transformation from the spatial frequency domain to the image domain is implemented by IFFT. Therefore, an FFT on image data can reconstruct the spatial spectrum unambiguously because FFT is an inverse operation of IFFT. However, in FBP, we know in the previous section that the transformation from the spatial frequency domain to the image domain is implemented by a phase alignment and summation. It is also an inverse Fourier transform, but different from the IFFT; the spectral range in this implementation includes the actual spectrum support. So, in this situation, an FFT on the FBP imagery cannot reconstruct the spatial spectrum unambiguously because FFT is not the accurate inverse operation of this inverse Fourier transform. The difference between the two algorithms is clearly illustrated in Fig. 5 .
C. Space-Variant Property of 2-D Phase Error
In literature, most efficient autofocus algorithms assume that the phase errors are space-invariant, i.e., the phase errors are assumed common for all scatterers. However, this assumption is hard to meet for the FBP imagery. In the phase history domain, the 2-D phase error is linearly related to the range error between the radar and the scatterers, i.e.,
Strictly speaking, this phase error is space-variant, that is, the phase errors are different for different scatterers. Fortunately, this space-variant effect is usually small and generally not of consequence for most actual applications. This is also an underlying assumption for almost all the existing autofocus algorithms.
However, for autofocus algorithms which operated as a postprocessing process, such as PGA, we are often more concerned with the phase error in the image spectrum domain instead of the phase history domain. From the previous section, we have known that the mapping from the phase history domain to the spatial frequency domain in FBP can be divided into two processes, i.e.,
It first maps the data from the phase history domain (t, k r ) to the polar format spatial frequency domain (θ, k r ) by a targetposition-dependent transformation θ ≈ atan(x a (t)/y a (t)) − x p /y a (0), then it maps the data from polar coordinates to Cartesian coordinates by a target-position-independent transformation:k x = k r sin θ ; k y = k r cos θ .
We assume that there are two point targets (A and B) located in the scene; target A is located in the scene center whose coordinate is (0, 0) and target B is located at (x p , y p ). Their 2-D phase error in the phase history domain is denoted as A e (t, k r ) and B e (t, k r ), respectively. We also assume that the 2-D phase errors in the phase history domain are approximately space-invariant. Therefore, the relationship of the 2-D phase error in the phase history domain between the two targets are B e (t, k r ) = A e (t, k r ). That is, the 2-D phase errors for different targets are the same in the phase history domain. However, after mapping from the phase history domain to the spatial frequency domain as shown in (34) , it is easy to get that the analytical relationship of the 2-D phase error between the two targets will become B e (k x , k y ) = A e (k x cos θ + k y sin θ, −k x sin θ + k y cos θ) (35) where θ = x p /y a (0). This mapping process is graphically illustrated in Fig. 6 .
In many actual imaging situations, the illuminated scene size is often much smaller than the standoff range, then θ = x p /y a (0) is very small; therefore, cos θ ≈ 1, sin θ ≈ θ . Using these approximations, (35) can be rewritten as
This result shows that the 2-D phase error will be skewed after mapping into the frequency domain. Different point scatterers will have different spectrum displacements whose size is linearly related to the azimuth position of the point scatterer. This means that the 2-D phase error will become space-variant in the frequency domain although they are approximately space-invariant in the phase history domain.
D. Structure Property of 2-D Phase Error
From (29), we can see that the residual phase error in FBP imagery is essentially 2-D. In most cases, this 2-D phase error can be approximated as a 1-D APE. That is to say, the effect of range-frequency variation on the 2-D phase error can be ignored. However, when the resolution becomes very fine, and/or the motion sensor has poor measurement accuracy, this approximation may become invalid. To get an accurately refocused imagery, it is necessary to estimate and correct for the whole 2-D phase error. To show clearly the effect of the 2-D phase error on the focus property of the target, we can perform a Taylor series expansion on (29) with respect to the range frequency evaluated at the center of the range frequency
where φ 0 (k x ) = k yc ζ(k x /k yc ) represents the APE, and it causes target defocus in the azimuth direction;
and other high-order terms are related to the range defocus.
If we have no prior knowledge on the 2-D phase error, we have to estimate the whole 2-D phase error directly, or equivalently estimate the APE, residual RCM, and the range defocus terms as an approximation. Due to the high parameter dimensions, these approaches often suffer from high computational complexity and poor parameter estimation accuracy in actual applications. Fortunately, from (29), we can see that the 2-D phase error is not absolutely unknown. In fact, in (29) , only the 1-D function ζ(u) is unknown. This unknown function is linearly related to the APE as φ 0 (k x ) = k yc ζ(k x /k yc ). Therefore, we can also express the 2-D phase error as a function of the APE
This equation shows that to estimate the 2-D phase error we need to estimate only the 1-D APE directly.
IV. KNOWLEDGE-AIDED 2-D AUTOFOCUS
FOR FBP IMAGERY To get an accurately focused image by postprocessing the defocused FBP imagery, it is necessary to estimate and correct for the 2-D phase error e (k x , k y ) in the image spectrum domain. When the 2-D phase error is not very large, it may be approximated as a 1-D APE. In this case, a traditional 1-D autofocus processing on the defocused imagery will be accurate enough to get well-focused imagery. In this paper, however, we will take into account the general case, that is, the 2-D phase error must be all corrected for.
To estimate the 2-D phase error, one possible approach is to estimate all the 2-D phase error parameters directly. However, this kind of blind estimation approach often suffers from low estimate accuracy and high computational complexity due to the high dimensionality of the unknown parameters. Fortunately, from the previous section, we have learned some specific property about the 2-D phase error. If we can exploit this a priori knowledge, the estimation process can be simplified greatly. For example, if we exploit the structural property of the 2-D phase error and eliminate the spectrum ambiguity, the 2-D phase error estimation can be reduced into a 1-D phase error estimation. This will greatly reduce the computational complexity and improve estimate accuracy. Also, if we exploit the a priori knowledge on the space-variant property of the 2-D phase error and perform a preprocessing to eliminate this space-variation, the phase error estimate and correction can be implemented by a highly efficient batch processing. Due to these reasons, we propose an efficient semi-blind 2-D autofocus approach. The new approach includes four main processes. First, two preprocessing operations including spectrum ambiguity elimination and spectral alignment are performed to facilitate the following phase error estimate and correction. Then, by incorporating the a priori phase structure information, the 2-D phase error estimation is implemented efficiently in a low-dimensional subspace. That is, only 1-D APE is estimated directly from the image data and the 2-D phase error is then computed from this estimated APE by exploiting the phase structure information. The whole flowchart of the new approach is shown in Fig. 7 .
A. Spectrum Ambiguity Elimination
For a 2-D autofocus approach whose input is an FBP imagery, it is necessary to return the image to the spectrum domain because the 2-D phase error estimation and correction are all performed in this domain. This transformation is often implemented by FFT due to its high computational efficiency.
From Section III-C, we have known that the FBP image spectrum has an offset in the K y domain and the transformation from the spectrum domain to the image domain in the FBP derivation has considered this offset effect. So, if we return to the spectrum domain from the FBP image domain by an FFT, the spectrum will be aliased into the baseband because FFT does not take into account the spectrum offset.
This spectrum ambiguity can be disregarded in 1-D azimuthal autofocus because a constant ambiguity in the range dimension will not affect the estimation and correction for the APE. However, in our proposed 2-D autofocus approach, this ambiguity must be addressed because a range frequency dependent mapping is included in the 2-D autofocus process.
To eliminate the spectrum ambiguity, a phase correction should be performed in the image domain to down-convert the data into a baseband. Because the image spectrum is only offset in the range frequency by K yc , then the phase correction function is given by
B. Spectrum Alignment
To estimate and correct for the phase error, a basic assumption in most autofocus approaches is that the phase errors for different point scatterers are space-invariant. The reason is twofold. First, if the phase error is space-invariant, the data will have much more redundancy, therefore can provide a higher estimate accuracy for the phase error. Second, the space-invariant phase error can be corrected by a batch processing, which makes the correction process much more efficient.
However, the phase error spectra for different scatterers in the FBP image have the same shape but different support areas. Therefore, the phase errors are space-variant. To facilitate the estimation and correction of the 2-D phase error, some preprocessing operations to align the phase error spectra are required.
From (36), we have known that different scatterers have different spectral displacements. Approximately, this spectral displacement lies only in the azimuth dimension, and its size is linearly related to the azimuth position of the point scatterer in the spatial domain, i.e., k x = k y y a (0)
x.
To make the phase error spectra coincide, alignment of the signal support in the spectrum domain can be achieved by a proper phase adjustment in the image domain. To take into account the k y dependence of the k x domain displacement, the phase correction should be performed in the (x, k y ) domain. If we assume that the phase correction function is ϕ cor2 (x, k y ), then it should satisfy the following condition:
Inserting (40) into (41), it is easy to get the phase correction function as
C. Azimuth Phase Error Estimate
After the above two preprocessing operations, the spectra of all scatterers in the illuminated scene are unambiguous and coincident. Therefore, the residual 2-D phase error can be estimated and corrected by batch processing. In this approach, we incorporate the derived prior information on the phase error structure, so only a 1-D phase error is required to estimate directly. The 1-D phase error can be either an APE or a residual RCM. However, it is natural to choose the APE because a variety of autofocus techniques to estimate the APE are available in the literature.
The APE estimation can be typically implemented using a conventional 1-D autofocus algorithm. But some necessary modifications will be required. First, the APE estimate may be affected by the residual RCM. The APE estimate is implemented in the range compressed data, and a customary presumption for most 1-D autofocus algorithms is that the scatterer's energy remains in a single range resolution cell. This requirement cannot be met in the 2-D defocus case. To solve this problem, a straightforward way is to perform a preprocessing on the data to reduce the range resolution, thereby keeping the residual RCM smaller than a coarse range resolution cell. After this preprocessing, the APE can be estimated directly by conventional autofocus techniques such as PGA. Second, an accurate APE estimate from a severe defocused image is still a challenging problem. When the APE across the whole aperture is very large or of high frequency, the imagery will be severely defocused. Therefore, it is very difficult to extract some strong scatterers to estimate the APE. To solve this problem, we can use a divide and conquer strategy. First, the whole aperture is divided into several small subapertures [41] . As long as the length of each subaperture is small enough, the APE in each subaperture will become small enough and then traditional autofocus methods can be used to extract the subaperture phase error. Finally, phase errors from all subapertures are then coherently combined to estimate the overall APE.
D. 2-D Phase Error Computation and Correction
Once the APE is estimated, instead of directly estimating the 2-D phase error, the proposed approach maps the estimated 1-D APE into the 2-D phase error by exploiting the analytical relationship between the 2-D phase error and the APE shown in (38) .
Without loss of generality, we assume that the estimated APE is denoted asφ 0 (k x ), then the 2-D phase error can be directly calculated from the estimatedφ 0 (k x ) bŷ
This mapping includes two steps. First, a range-frequencydependent scaling transform is performed on the APE estimate. This scaling transform can be implemented by either interpolation, or chirp scaling techniques [42] . Then, the scaled APE estimate is multiplied by a range-frequency-dependent phase factor to obtain a 2-D phase error estimate.
Finally, the 2-D phase error is corrected for in the image spectrum domain using its estimate from (43) . Then, the corrected spectral data are returned to the image domain to get refocused imagery.
E. Iteration
In the proposed approach, the 2-D phase error estimate is computed from the estimated APE, therefore the accuracy of 2-D autofocus correction is completely determined by the accuracy of the APE estimate. However, an accurate measurement of APE is limited by the residual RCM, because the error energy is spread across several range resolution cells. Although some schemes, e.g., reduction of range resolution, or subaperture-based APE estimate, can be used to attenuate this effect, there still exist cases where residual interaction cannot be ignored. In this situation, it may be necessary to execute the estimation and correction processes in an iterative manner. For example, after the image is corrected using the initial estimation of the 2-D phase error, the entire process is repeated on this refocused image. Our experience has shown that 1-2 iterations will provide satisfactory results.
F. Performance Analysis
In this section, we will discuss several important problems that must be considered in practical applications, such as 2-D phase accuracy, computational complexity, and scene size limit.
The first issue we are concerned is the 2-D phase estimation accuracy of the proposed method. Because the residual 2-D phase error in our method is computed directly from the estimated APE, then the estimation accuracy of the 2-D phase error will completely depend on the estimation accuracy of the APE. For APE estimation, three types of error sources, including constant phase error, linear phase error, and random phase error, are often unavoidable. Among them, constant and linear phase errors are inherent in traditional autofocus approaches because they are aimed to correct for only the high-order phase errors. Random phase errors are caused by data noise; they are often relatively small and incur a negligible sidelobe effect in 1-D autofocus. Although these phase error terms have no apparent adverse effect on the focus quality in the 1-D autofocus, we have to consider whether these phase errors will introduce additional high-order phase errors when mapping into the 2-D phase error in our approach.
To analyze the effect of constant and linear phase errors in APE estimate on the computed 2-D phase error, without loss of generality, we assume that the constant and linear phase terms are denoted as φ e1 (k x ) = a 0 + a 1 k x , where a 0 and a 1 are arbitrary constants. According to (43) , these phase error biases will cause an additional 2-D phase error, which can be expressed as
This result shows that no additional high-order phase error will be introduced into the computed 2-D phase error even when the APE has a constant and linear phase bias.
To analyze the effect of random phase error in APE on the computed 2-D phase error, we assume that the APE estimate has a white-noise error φ e2 (k x ), whose magnitude is identified by its variance, i.e., σ 2 1-D = var (φ e2 (k x )). From (43), it is easy to obtain the variance of the computed 2-D random phase error as
For most actual SAR systems, the relative bandwidth of the transmitted signal is often less than 50%, i.e., 0.75 < k y /k yc < 1.25. Then, we can get the upper and lower bounds of the variance as
This means that the computed 2-D phase error has almost the same level of accuracy as the APE estimation.
The second issue to be addressed is the computational complexity. For most autofocus approaches, they often include two basic processes, i.e., phase error estimation and phase error correction. Different autofocus methods often share the same phase correction process. The main difference lies in different phase error estimation processes. Therefore, to compare the computational complexity between different approaches, we only concern the phase error estimation process.
For a 2-D defocused imagery of size N * N, if no prior knowledge is exploited, just as in the 2-D PGA, we have to estimate all the N 2 unknown phase error parameters. Therefore, the computational complexity is nearly several orders of magnitude higher than that of 1-D autofocus, since only N unknown parameters need to be estimated in the 1-D autofocus.
Fortunately, in our approach, only a 1-D APE estimate is required, and the 2-D phase error is computed directly from the estimated APE by exploiting the analytical relationship shown in (43) . Compared with the 1-D autofocus approach, the new approach only needs an additional function mapping operation, which maps the 1-D APE estimate to a 2-D phase error estimate. This mapping operation can be implemented by a highly efficient interpolation and multiplication since it is performed in a real number field. Therefore, the computational burden of the proposed approach can be greatly reduced when compared with the traditional blind 2-D autofocus approaches.
The third issue to be addressed is the space-variant characteristics of the phase error. Although a spectrum alignment operation is included in the proposed approach, the spacevariant spectrum support in FBP imagery is caused by the image formation algorithm itself. Just like most typical autofocus approaches, such as PGA, MD, a basic assumption that the phase error is space-invariant in the phase history domain is also adopted in the proposed approach. However, with the continuous improvement of imaging requirements, e.g., finer resolution and larger imaging scene, the spaceinvariant phase error assumption may become invalid. In this case, a common approach to space-variant autofocus is to partition the large scene into multiple smaller subscenes such that the error in each subscene can be considered spaceinvariant [43] . The subimage of each subscene is then focused independently using space-invariant autofocus algorithms, and all the refocused subimages are mosaicked together to yield a focused full-scene image. This strategy can also be adopted in our 2-D autofocus method.
V. SIMULATION RESULTS AND ANALYSIS
First, simulation experiments are performed to show the spectral properties of FBP imagery and evaluate the accuracy of the proposed 2-D autofocus approach. The simulated SAR system operates in a spotlight mode. Its system and imaging geometrical parameters are shown in Table I .
The geometrical relationship between the radar and the illuminated scene is shown in Fig. 8 . In the illuminated scene, a ship constituted by many point scatterers is assumed. The length and the width of the simulated ship are 230 and 30 m, respectively. Without loss of generality, we assume that the radar undergoes a nonlinear flight trajectory during the data collection process. However, in the FBP image formation processing, a nominal linear flight path is assumed. The deviations of the actual flight path from the nominal one are shown in Fig. 9 .
The simulated raw data are processed by the FBP. During the image formation processing, the nominal linear flight trajectory is assumed. Fig. 10(a) shows the produced FBP imagery and Fig. 10(b) presents its corresponding range compressed imagery (returning the FBP imagery to the azimuth frequency domain by an azimuth FFT). To see more clearly the point target response, enlarged imagery of a selected point target is also presented.
From Fig. 10(a) and (b) , it is obvious that the FBP imagery still suffers from severe 2-D defocus due to the uncompensated phase error resulting from the motion deviations. Especially, from the range compressed imagery, we can clearly see the residual RCM and the range defocus effect.
A. Spectral Property Analysis
To analyze the 2-D imagery spectrum property, a 2-D FFT is performed on the above formed FBP imagery. Fig. 11(a) shows the resultant 2-D amplitude spectrum. To show more clearly the space-variant property of the imagery spectrum, the imagery spectra of two extracted targets [targets A and B in Fig. 10(a) ] are also presented in Fig. 12(a) .
As we all know, for PFA, there is no ambiguity in the spectrum domain, and the imagery spectra of different targets possess the same spectrum support; for RMA, there is also no ambiguity in the spectrum domain, but the spectrum supports are different for different targets. However, for FBP, the imagery spectrum is observed in Fig. 11(a) as aliased into the baseband in the range wavenumber direction. Also, the spectrum supports are different for scatterers with different locations. This misalignment effect can be more clearly seen in Fig. 12(a) and (b). To eliminate the spectrum ambiguity and align the spectrum supports for different scatterers, a preprocessing proposed in our 2-D autofocus approach is performed on the FBP imagery. The preprocessing in the proposed approach includes spectrum ambiguity elimination and spectral alignment. After this preprocessing, the FBP imagery spectrum is shown in Fig. 11(b) and (c) for the whole target and in Fig. 12(b) and (c) for the two extracted point scatterers. It is obvious that the spectrum ambiguity is eliminated and the spectrum supports of different scatterers are all aligned after the preprocessing. Now, the FBP imagery spectrum is almost the same as the PFA imagery spectrum. Therefore, efficient autofocus can now be applied to this preprocessed FBP imagery to estimate and correct for the residual 2-D phase error by a batch processing.
To show the structural property of the residual 2-D phase error, the 2-D phase spectrum of point scatterer A is also presented. Fig. 13(a) shows the measured 2-D phase spectrum (the linear phase terms related to the scatterer's position is removed). To verify whether this measured 2-D phase spectrum satisfies the theoretical prediction shown in (38) , we extract the azimuth profile of the measured 2-D phase spectrum in the center range frequency, i.e., the APE, and then map it to a 2-D phase spectrum by exploiting the analytical relationship shown in (38) . The computed 2-D phase spectrum is shown in Fig. 13(b) . Meanwhile, the difference between this theoretical prediction and the measured value is shown in Fig. 13(c) . It is clear that the measured 2-D phase spectrum satisfies the analytical relationship shown in (38) within the range of measurement error.
B. Focusing Performance Comparison
To refocus the FBP imagery, several existing autofocus approaches and the proposed 2-D autofocus approach are applied to the defocused FBP imagery.
First, the BP-PGA [10] autofocus approach is applied to refocus the FBP imagery. BP-PGA is an improved PGA, which is designed specifically for refocusing FBP imagery. Fig. 14 shows the processing result.
From Fig. 14, we can see that the focus quality is greatly improved when compared with the original FBP imagery in Fig. 10(a) . Nevertheless, the target still suffers from severe 2-D defocus. This is because BP-PGA is a 1-D autofocus approach. It only estimates and corrects for the 1-D APE and ignores the residual RCM and the range defocus effect.
The second applied autofocus approach is the 2-D PGA [26] , which is a 2-D extension of the PGA algorithm. Fig. 15 presents the refocused imagery. Compared with Fig. 14, the focus quality is further improved. However, the enlarged local view of the point scatterer response shows that point scatterers with different locations cannot be refocused uniformly. The reason is that the 2-D PGA does not take into account the space-variant spectrum support in FBP imagery. Another drawback of the 2-D PGA is its high computational complexity. We will give a running time comparison for different algorithms in Section VI.
The third autofocus approach is the APE-NsRCM autocalibration approach [39] . This algorithm approximates the 2-D phase error as a combination of APE and NsRCM, and the NsRCM is directly computed from the estimated APE by exploiting the analytical relationship between NsRCM and APE. After this approximate 2-D autofocus processing, the refocused imagery is shown in Fig. 16 . It is obvious that the target is also not perfectly refocused. The reason is twofold. First, this algorithm is an approximate 2-D autofocus approach; it ignores the high order range defocus terms in the 2-D phase error. Second, it also does not take into account the influence of the spectrum misalignment in FBP imagery.
Finally, the proposed knowledge-aided 1-D estimation/2-D correction autofocus approach is applied to the FBP imagery, and the refocused imagery is shown in Fig. 17 . To show more clearly the focus quality, the magnified point target responses of two selected point scatterers are shown in Fig. 18 . From Figs. 17 and 18, we can see that all the point scatterers are well focused after the proposed 2-D autofocus processing.
VI. REAL DATA RESULTS AND ANALYSIS
To verify the effectiveness of the proposed 2-D autofocus approach, data analysis and processing on a real SAR raw data are also performed. The used raw data are collected by an ultrahigh resolution airborne SAR operated in spotlight mode. The main parameters of this experimental radar are shown in Table II .
A. FBP Imagery
This radar has an extreme-high spatial resolution in both range and azimuth direction. Therefore, to produce accurately focused imagery, a motion sensor with ultra-high accuracy is required to provide the geometric information which is necessary for the image formation processing. Although a luxury GPS/IMU sensor is equipped on the radar platform, its recorded position data are still not accurate enough to produce completely focused imagery. Fig. 19 shows the image produced by FBP processing on the raw data using the motion sensor information. It is clear that the imagery still suffers from severe 2-D defocus.
To show more clearly the 2-D defocus effect, a local area in Fig. 19 and its corresponding range compressed image (return the FBP imagery to the azimuth spatial frequency by an azimuth FFT) are enlarged and shown in Fig. 20 . From Figs. 19 and 20 , it is clear that the residual range migration exceeds several range resolution cells, therefore it cannot be ignored in the subsequent autofocus processing.
B. Autofocus Results
To refocus the severely defocused FBP imagery, the residual 2-D phase error resulting from the inaccurate motion measurements in the FBP imagery has to be estimated and compensated. To efficiently estimate and correct for the phase error by a batch processing, in our approach, a preprocessing on the FBP imagery is performed first to eliminate the spectrum ambiguity and align the spectrum support. Fig. 21(a) shows the 2-D amplitude spectrum of the FBP imagery. From Fig. 21(a) , we can see that the spectrum is observed as aliased into the baseband in the range frequency domain and skewed in the azimuth frequency domain. After the first step preprocessing, as shown in Fig. 21(b) , the observed spectrum is shifted to the center of the spectrum support in the range direction, therefore the ambiguity is eliminated. Then, after the deskew preprocessing, the signal support areas for all scatterers are aligned, as shown in Fig. 21(c) . The common phase error can then be extracted and corrected by using autofocus algorithms.
First, a 1-D autofocus processing (MD-PGA [41] is used in this experiment) is applied on the preprocessed FBP imagery (the processing is equivalent to Doerry's BP-PGA approach) and the result is shown in Fig. 22 . To show more clearly the focus quality, a local image of Fig. 22 is enlarged and shown in Fig. 23 . Compared with the original FBP imagery, we can see that the focus quality of the refocused imagery after 1-D autofocus processing has been greatly improved. Nevertheless, a close look at the enlarged local imagery shows that the produced imagery after 1-D autofocus processing still suffers from defocus.
Finally, the knowledge-aided 2-D autofocus method proposed in this work is applied to the preprocessed FBP imagery. In our approach, the APE is first estimated by the MD-PGA. Then, the residual 2-D phase error is directly computed from the estimated APE by using the analytical relationship shown in (43) . Finally, the estimated 2-D phase error is eliminated from the defocused imagery. Fig. 24 shows the produced refocused imagery. To see more clearly the improvement on the focus quality, a magnified local scene and its corresponding range compressed imagery are also shown in Fig. 25 . From Figs. 24 and 25, we can clearly see that the 2-D degradation effects caused by the residual RCM are completely eliminated, and the produced imagery is refocused well.
C. Performance Comparison
In order to show a performance comparison between the proposed approach and the existing 2-D autofocus approaches, two typical 2-D autofocus approaches, i.e., 2-D PGA and APE-NsRCM, are also applied on the defocused FBP imagery. Table III . The results show that the imagery produced by the proposed approach has the biggest contrast value and the smallest entropy value. Therefore, the comparison results also show that the imagery produced by the proposed scheme has the best focus quality. On the other hand, to compare the computational complexity of different algorithms, the running time of each algorithm is measured. The algorithms were run on a mobile workstation Dell 5510. The measured running time is shown in Table III . The measurement results show that the computational complexity of the proposed algorithm is only a little more than that of the 1-D autofocus approach and the APE-NsRCM approach, but much less than that of the 2-D PGA. This conclusion supports our theoretical analysis in the previous section.
D. Noise Influence
To evaluate the effect of noise on the performance of the proposed algorithm, the white Gaussian noise of different variances is artificially added to the defocused FBP imagery. The resulted images are shown in Fig. 30 . These modified FBP images are processed by the proposed autofocus approach. Fig. 31 presents the refocused images under different signal-to-noise ratio (SNR) conditions. Here, SNR is defined as the ratio of the average image energy to the variance of the added noise. The processing results show that the proposed approach can provide an acceptable focus quality even when the SNR is as low as 5 dB. The reasons are manifold. First, from our theoretical analysis, the estimation accuracy of the 2-D phase error in the proposed approach is completely determined by the estimation accuracy of the 1-D APE. In our approach, the 1-D APE is estimated by MD-PGA, whose phase estimation accuracy depends on the SNR of the selected bright points in the scene rather than the average SNR. Second, in this experiment, there are many isolated bright points whose SNR is very high even when the image SNR is very low.
For comparison, the 2-D PGA and APE-NsRCM approaches are also applied to the FBP images corrupted by noise with different power. The processing results are presented in Figs. 32 and 33 , respectively. From Figs. 32 and 33 , we can see that the performance of the 2-D PGA is much more sensitive to the noise. This is because all the 2-D phase parameters are required to estimate directly in the 2-D PGA. Instead, the proposed approach and the APE-NsRCM approach only need to estimate the APE directly. The reduction of parameter dimensions makes the estimation accuracy of both algorithms less sensitive to the noise.
To assess the effect of noise on phase estimation accuracy quantitatively, the mean-square error (MSE) of the 2-D phase error estimate at different noise levels is also computed. Because the FBP imagery is perfectly refocused by the proposed approach when no noise is added, the estimated 2-D phase error, in this case, is assumed as the expected phase error 0 ( p, q). Then, the MSE of the 2-D phase error estimate is computed as follows:
whereˆ ( p, q) is the 2-D phase error estimate, p, q are the sequence numbers of the range and the azimuth sample in the frequency domain, and P, Q are the numbers of the range and the azimuth sample. The numerical results are presented in Fig. 34 , which further confirm that the proposed algorithm has a high tolerance to low SNR. For comparison, the MSE of the 2-D phase error estimation for the 2-D PGA and APE-NsRCM approach is also shown in Fig. 34 . These numerical results further verify the conclusion reached from the imaging results shown in Figs. 32 and 33 .
VII. CONCLUSION
In this paper, a new formulation of the FBP algorithm for spotlight SAR imaging was presented from the viewpoint of Fourier transform. This new interpretation shows clearly the analytical Fourier transform relationship between the phase history domain and the FBP imagery domain. By using this new formulation, the spectral characteristics of the FBP imagery, including the spectrum ambiguity, spatial-variant, and structural property of the 2-D phase error in the spectrum domain, are analyzed in detail. Then, by incorporating the a priori information on the property of the residual 2-D phase error, an accurate and efficient 1-D estimation/2-D correction 2-D autofocus approach is proposed. Because the phase error estimation is implemented in the dimension-reduced parameter space by a batch processing, the proposed strategy can significantly improve the autofocus performance in both focus accuracy and computational efficiency. Both simulation and real data processing results have verified the correctness of the theoretical analysis and the effectiveness of the proposed 2-D autofocus approach.
