


























The Dissertation Committee for Hui Wu Certifies that this is the 




A FRAMEWORK FOR DEVELOPING ROAD RISK INDICES 









Zhanmin Zhang, Supervisor 
Michael Murphy 
Randy B. Machemehl  








A FRAMEWORK FOR DEVELOPING ROAD RISK INDICES 









Presented to the Faculty of the Graduate School of  
The University of Texas at Austin 
in Partial Fulfillment  
of the Requirements 
for the Degree of  
 
Doctor of Philosophy 
 
 
The University of Texas at Austin 








To my parents and husband for their unconditional love and support, to my daughter for 







My graduate studies have been benefitted greatly from the assistance and 
guidance of a number of people. First and foremost, I must express my sincere 
appreciation to my supervisor Dr. Zhanmin Zhang his invaluable guidance, illuminating 
ideas and suggestions, understanding and endless encouragement through my Ph.D. 
studies. His technical and editorial advice was essential for this research. It has been a 
very fulfilling and rewarding experience.   
My sincere thanks also go to the members of my dissertation committee, namely 
Dr. Michael Murphy from the Center of Transportation Research at UT, Dr. Randy B.  
Machemehl and Dr. Steven T. Waller from the Civil, Architectural and Environmental 
Engineering Department, and Dr. Elmira Popova from the Department of Mechanical 
Engineering. Your help and support was very significant and your feedback indispensable 
to the development of my dissertation and its successful completion.  
I want to express my gratitude towards my parents for all the love and support 
during my graduate studies and throughout my life. Thank you for supporting both 
emotionally and financially my academic adventures and for being there for me in times 
of hardship and doubt. I would also like to express my deep gratitude to my husband, Qi 
Li, for his patience, understanding, love and encouragement. Last but not least,, I am 
grateful to the all the friends and current and former colleagues at UT Aristeidis 
Pantelias, Lu Gao, Sunny Jaipuria, Sruthi Sree Sravya Peddibhotla, Wenxing Liu, Liang 
Liang, Abdus Qazi, Jea Won Hwang, Weiyuan Yuwen, Epi Gonzalez, Jin Liu, Rou Luo, 
Runhua Guo, Jianming Ma, and Brenda B. Zhou, for their friendship and kind help. I 
would also like to show my special gratitude to Mandy D. Weyant for her never failing 






A FRAMEWORK FOR DEVELOPING ROAD RISK INDICES 






Hui Wu, Ph.D. 
The University of Texas at Austin, 2011 
 
Supervisor:  Zhanmin Zhang 
 
Safety reviews of existing roads are becoming a popular practice of many 
agencies nationally and internationally. Knowing road safety information is of great 
importance to both policymakers in addressing safety concerns and travelers in managing 
their trips. There have been various efforts in developing methodologies to measure and 
assess road safety in an effective manner. However, the existing research and practices 
are still constrained by their subjective and reactive nature. 
The goal of this research is to develop a framework of Road Risk Indices (RRIs) 
to assess road risks of existing highway infrastructure for both road users and agencies 
based on road geometrics, traffic conditions, and historical crash data. The proposed 
RRIs are intended to give a comprehensive and objective view of road safety, so that 






accidents. A methodological framework of formulating RRIs that integrates results from 
crash prediction models and historical crash data is proposed, and Linear Referencing 
tools in the ArcGIS software are used to develop digital maps to publish estimated RRIs. 
These maps provide basic Geographic Information System (GIS) functions, including 
viewing and querying RRIs, and performing spatial analysis tasks. A semi-parameter 
count model and quantile regression based estimation are proposed to capture the specific 
characteristics of crash data and provide more robust and accurate predictions on crash 
counts. Crash data collected on Interstate Highways in Washington State for the year 
2002 was extracted from the Highway Safety Information System (HSIS) and used for 
the case study. The results from the case study show that the proposed framework is 
capable of capturing statistical correlations between traffic crashes and influencing 
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CHAPTER 1 INTRODUCTION 
1.1 Background and Motivation  
Despite notable improvements in roadway design, vehicle safety, and operational 
decisions, traffic crashes still remain at a relatively high level, posing a major public 
health and injury prevention problem. According to the World Health Organization, more 
than a million people are killed on the world’s roads each year (WHO, 2010). In the U.S., 
more than 37,000 people died in road traffic crashes every year within the past 10 years, 
and the property damage caused by traffic crashes were estimated at more than 200 
billion each year (NHTSA, 2009).  
In practice, measures derived from historical traffic crash counts (i.e., crash 
frequency, crash rate, Equivalent Property Damage Only average crash frequency, etc.) 
are widely used to assess safety performance of existing highway infrastructures 
(ASSHTO, 2011). These types of measures are simple, but they are imperfect indicators 
for several reasons: 1) these measures assess road safety in a reactive manner by using 
historical data, and thus they cannot proactively prevent the occurrence of crashes; 2) 
historical traffic crash counts are not always available, and obtaining crash data is 
unlikely for newly built highways; 3) the number of traffic crashes is subject to random 
fluctuations, particularly in the sense that short-term patterns do not necessarily reflect 
long-term trends (Hakkert et al, 2007); 4) these measures do not provide enough 
information for researchers to understand the processes that contribute to crashes and 






For the selected high crash locations, road safety assessment program is carried 
out. Road safety assessment aims to identify potential hazards by measuring risk in 
relation to road features, so that remedial treatments may be implemented to reduce the 
probability of or prevent future crashes. Current road safety assessment in the U.S. is 
implemented through the Road Safety Audits (RSAs) program under the Federal 
Highway Administration (FHWA). The program intent is to reduce high crash occurrence 
locations on the road by making possible modifications to existing roads or improving the 
design of similar new roads. RSAs have been used widely in the United States since 1997 
and are also commonly used in the United Kingdom and Australia. In the program, an 
independent multidisciplinary team of professionals with varied expertise is usually 
formed to qualitatively estimate and report potential road safety issues and seek ways to 
improve safety for all road users (FWHA, 2009). Typical forms of the reports include 
three components: identified problems, potential causes, and engineer suggestions. 
Serving as a valuable tool that gives a view of safety issues with support from 
safety experts, the process is subjective, heavily depending on the individuals’ experience 
and judgment. Also, because the assessment is case-by-case based, applying the results to 
decision-making about safety improvement activities at the network level is difficult. A 
well-defined methodology for systematically quantifying safety performance of existing 
roads is therefore needed. Such a methodology should provide transportation 
professionals with tools that help them clearly consider safety when making decisions 
related to the management of transportation facilities, notably highways, in an objective 






comprehensive information about the safety conditions of the highway facilities and in 
turn help them in the route selection process. 
In order to address the issues discussed above, this research is focused on a 
methodology of developing composite Road Risk Indices (RRIs) to quantify the potential 
road risks. While an indicator is a quantitative or a qualitative measure derived from a 
series of observed facts that can reveal relative positions in an area (Nardo et al., 2005), 
composite indices aggregate various kinds of information in the indicators.  
It should be emphasized that these indices are intended to show statistical 
correlations between roadway characteristics, traffic conditions, and crashes, but not 
necessarily to represent cause-and-effect relationships. Thus, RRIs should be applied to 
reflect relative safety levels of the facilities for the purpose of safety management, rather 
than serve as explanations for a particular accident. 
As in other risk evaluation methodologies, RRIs focus on crash frequencies and 
their related loss. Statistical models that describe the relation between crash frequencies 
and their influencing factors have been widely studied for the last few decades. Results 
from crash prediction models contain a significant amount of useful information and are 
mainly used in the design phase. In this research, a quantile regression based crash 
prediction model is proposed to develop RRIs and assess safety for the existing roads. 
The number of traffic crashes is a random variable with its distinct characteristics: 
discrete and non-negative integer with a large proportion of zeros, and the remaining 
values being skewed toward the right. Because of these characteristics, techniques for 






factors such as geometrics, traffic conditions, climate, road user attributes, and vehicular-
related characteristics. To describe the conditional distribution of a count outcome, two 
categories of count models can be used: fully parametric probabilistic models and non-or 
semiparametric probabilistic models. 
Fully parametric probabilistic models, including Poisson, negative binomial (NB) 
regression models and their variants, have been extensively used in the studies of crash 
frequency over past decades. Despite all the advantages of fully parametric probabilistic 
count data models in terms of modeling, estimation, and inference, there are certain 
drawbacks preventing reliance on these models as the predictive analysis device. Fully 
parametric probabilistic models impose restrictive parametric assumptions in the way that 
the covariates affect the response variable. As a consequence, those models usually lack 
robustness, even when flexible models like mixed models are applied. Moreover, fully 
parametric models could result in inconsistent or very poor estimation and inference 
under inappropriate distribution assumptions. The limitation of their ability to handle 
heterogeneity is another big concern. Given these limitations, it is attractive to study how 
non or semiparametric models which freely approximate the conditional distribution 
perform for crash modeling. 
Quantile regression (QR) for counts is one of the semiparametric models that can 
be used as a methodological alternative in analyzing crash frequency. Compared with 
existing models, the proposed model provides a more complete and robust analysis of 
crash data for at least two reasons. First, crash data usually follows typical count 






toward the right. Quantile regression becomes appealing in terms of providing a more 
complete picture of effects of covariates on crash frequency rather than just the mean 
because it estimates various quantiles of a population. Second, as a semiparametric 
model, quantile regression for counts allows researchers to relax restrictions in the form 
of the distribution function of the response variable, resulting in more robust estimation. 
 
1.2 Research Goal and Objectives  
The goal of this research is to develop a framework of RRIs to assess road risks of 
existing highway infrastructure for both road users and agencies based on road 
geometrics, traffic conditions, and historical crash data. The proposed framework should 
be capable of identifying statistical correlations between traffic crashes and influencing 
factors and integrating useful information in composite indices. To achieve this goal, the 
following objectives are expected to be accomplished: 
1. Formulate a framework to develop RRIs that provide a basis for assessing 
road risks of existing highway infrastructure for both road users and agencies. 
The proposed RRIs should be able to identify the nature of road risk and 
reflect relative safety levels of the facilities for the purpose of safety 
management in an objective and proactive manner. Also, the framework 
should be easy to adopt state-of-the-art crash prediction models and flexible to 






2. Develop crash models for predicting traffic crash frequency using quantile 
regression for count data. Such models should be able to investigate the 
“complete picture” rather than just the mean of the relation between 
explanatory variables and crash frequency, and further give reliable and robust 
predictions. In addition, the proposed crash prediction model should be 
compatible with the proposed RRIs so that the results can be easily integrated 
with the development of RRIs.  
3. Develop a geographic information system (GIS) based platform to visualize 
the developed RRIs. Such a system should be able to offer tools for viewing 
and querying the spatial and attribute data. 
 
1.3 Research Scope 
The scope of this research is to develop a framework that is capable of assessing 
road risks of existing highway infrastructure for both road users and agencies based on 
road geometrics, traffic conditions, and historical crash data. To demonstrate the 
methodology, a dataset containing crash data and corresponding road inventory data 
extracted from Highway Safety Information System (HSIS) is employed to conduct 
numerical analysis for model calibration and validation. The proposed research focuses 
on developing RRIs for highway segments, but the framework including the techniques 
in building the QR based crash prediction model can be directly adopted in developing 







1.4 Contributions  
This research will benefit both road users and decision makers through the 
provision of indices that assess road safety performance in an objective and proactive 
manner. Contributions of this research include: 
1. The development of a methodological framework that can be used to assess 
road safety of existing roads through composite indices, taking into account 
the roadway characteristics, traffic conditions and historical crash data, 
2. The development of a detailed formulation of RRIs that is capable for 
integrating the results of crash prediction models and historical crash data, and 
providing road safety information to both road users and decision makers in 
an effective way, 
3. The application of quantile regression techniques in traffic crash modeling, 
which provides a more robust and fuller analyses for crash data, and 
4. The development of GIS maps as a user-friendly interface for publishing RRIs. 
 
1.5 Dissertation Outline 
This chapter briefly introduces the concepts of using indicators as a proactive and 
objective tool to assess road risk, as well as the goals and contributions of the 






Chapter 2 presents a comprehensive literature review of the various topics that 
form the background of this research. These topics include state of the art and the practice 
in road safety management, research on traffic crash occurrence modeling, and Quantile 
Regression and its application to count data. 
Chapter 3 describes the research methodology, including a framework used for 
outlining the development of the methodological framework and detailed discussions on 
the design and implementation of each parts of the proposed methodological framework. 
The discussion covers but not limited to the following topics: the formulation of the Road 
Risk Indices (RRIs), the application of quantile regression (QR) on counts techniques to 
the crash occurrence modeling, prediction methods using estimated conditional 
distribution from the QR based crash prediction model, the selection of the dataset for the 
empirical study, GIS techniques and tools to present the results. 
In Chapter 4 and Chapter 5, a case study is presented to illustrate the 
implementation of the proposed methodology. 
In order to demonstrate the application of the proposed QR based crash prediction 
model with real data, Chapter 4 presents a case study by applying the proposed model to 
the Interstate Highway (IH) system in Washington State. More specifically, crash data 
collected on Interstate Highways in Washington State for 2002 were extracted from 
Highway Safety Information System (HSIS) and used for model calibration and 
validation.  
Chapter 5 discusses the process of developing RRIs using the estimated results 






features, traffic characteristics, and historical crash data. Both the Probability Method and 
the Location Method are applied to calculate RRIs. The estimated RRIs are then 
visualized on digital maps using the linear referencing tools in ArcGIS. The developed 
maps support all the basic view and query functions of a typical Geographic Information 
System (GIS).  
Chapter 6 summarizes the research effort and presents the conclusions, and 






CHAPTER 2 LITERATURE REVIEW  
This chapter presents an overview of the background literature in three major 
areas pertaining to this research: research and practice of developing road risk indices, 
traffic crash occurrence modeling methodologies, and quantile regression and its 
application to count data. In the first section, state-of-the-art studies on formulating Road 
Risk Indices (RRIs) for the purpose of assessing safety performance on existing roads are 
reviewed. In the second section, a thorough review of probabilistic traffic crash 
prediction models is presented. In the third section, a general background on quantile 
regression (QR) and the recent emerging techniques for QR on counts are introduced. 
 
2.1 Road Risk Indices  
Several studies have been carried out to develop indices for highway safety 
management purposes. De Leur and Sayed (2002) presented a methodology where a 
Road Safety Risk Index (RSRI) was developed as a driver-based subjective assessment of 
road risks of existing roads. Using data collected on the Trans Canada Highway (TCH) in 
British Columbia, the RSRI was compared with objectively derived road safety measures, 
and the results showed that they were statistically compatible. One of the limitations of 
the RSRI pointed out by the authors was the subjective nature of the process which might 
lead to doubts on accuracy, reliability and repeatability of the results. 
Montella (2005) developed a Potential For safety Improvement (PFI) index to 





the review process. The PFI is formulated by a factoring approach based on known crash 
relationships, and weights of each safety issues in the formulation are derived from 
existing literature. Crash data on rural two-lane highways at non-intersections in Italy 
was used for the model validation. Because cited studies can have different and 
sometimes conflicting assumptions, and the calibration processes are usually carried out 
using a different dataset, directly combining the contributions of road features to the road 
safety using a factoring method such as PFI may lead to inconsistent and unreliable 
estimates.  
In practice, assessing safety performance of existing roads by composite 
indicators is becoming an accepted practice at the international level, especially in 
European countries, Canada, and New Zealand.  
Launched by the Automobile Association (AA) Foundation for Road Safety 
Research in 2002, the European Road Assessment Programme (EuroRAP) aims to 
provide independent, consistent safety ratings of roads across borders. The program has 
grown from a 4-country pilot to a major force for change in over 20 members over the 
past few years (EuroRAP, 2006a). 
One of the important contributions of this program is the development of a 
procedure for a driver to inspect routes and assess the Road Protection Score (RPS) 
(EuroRAP, 2006b). The RPS which ranges from 1 to 4, rates the safety of a road based on 
how well its design would protect a car user from being severely injured or killed if a 
head-on, run-off, or intersection crash occurs. The higher the scores, the better the 





evaluated based on field survey, in which a direct visual inspection of the road quality is 
performed and risk tables are developed based on speed limits and road design features 
by engineers. Compared with other road safety reviews, the RPS assesses the safety 
performance of a route rather than the homogeneous section or individual site of concern. 
Although being one of the best road safety performance indices available, the RPS has its 
weak side. The evaluation process totally relies on inspectors’ judgment and thus is 
subjective and not reliable in all cases. Large data has been collected but further analysis 
is needed. 
Risk mapping is another tool developed by EuroRAP to show the risk a driver 
faces on a certain road derived from the crash history of the road (EuroRAP, 2006c). On 
the map, traffic crash rates derived from historical crash data are displayed in risk rate 
bandings (low, low-medium, medium, medium-high, high). Compared to RPS, risk 
mapping provides an objective rating of the safety performance of existing roads, but it 
has all the shortcomings as other ratings simply based on crash data. First, the number of 
road crashes is subject to random fluctuations, where “short term change in the recorded 
numbers does not necessarily reflect a change in the underlying, long-term expected 
numbers.”(Hakkert et al, 2007) Also, this rating system depends largely on the 
availability, integrity and quality of the historical crash records. Last but not least, it 
evaluates road safety in reactive manner rather than proactive manner.  
In New Zealand, Transfund (now Land Transport New Zealand) started Road 
Infrastructure Safety Assessment (RISA) program in 2002, as an evidential based system 





2003). A two-stage based rating methodology was developed to measure road safety 
performance of several sample networks. In the first stage, a team of professional 
assessors and a driver is sent out to collect all the necessary data and estimate relative 
risks for selected features, comparing the safety performance of a road section against a 
reference road section. In the second stage, an overall measure of road infrastructure 
safety provision is developed through adjusting the results from the first stage by 
factoring for road type, terrain type and traffic volume. In the RISA program, two 
independent teams are formed to assess the same sections to carry out the repeatability 
trial, and the results showed that the variation in assessing the Risk Level Ratings raised 
concerns about lack of repeatability (Transfund, 2003).  
 
2.2 Traffic Crash Modeling  
Statistical modeling of traffic crashes forms the basis for investigating and 
analyzing accidents, preventing future ones, and reducing losses in terms of personal 
injury and property damage. These models describe the relation between crash frequency 
and their influencing factors such as roadway geometrics, traffic conditions, highway 
user attributes, and vehicular- and crash-related characteristics. They can be used to 
improve road safety by identifying black spots, predicting motor vehicle crashes and 
developing road risk indices.  
Extensive research on road crash prediction models has been performed for the 
last few decades. Considering the nature of the number of traffic accidents, which is 





remaining values being skewed toward the right, techniques for modeling count data are 
commonly employed in modeling process. More specifically, two categories of count 
models can be used to describe the conditional distribution of a count outcome: fully 
parametric probabilistic models and non-or semiparametric probabilistic models.  
Fully parametric probabilistic models, including Poisson, negative binomial (NB) 
regression models and their variants, are extensively used in the studies of crash 
frequency over past decades.  
2.2.1   Poisson Regression Models 
The Poisson regression models are basic models used to analyze count data. Prior 
to using Poisson regression models, normal linear regression models with log transform 
of crash count data have been used in crash data analysis. However, Miaou and Lum 
(1993) pointed out underlying distributional assumption (i.e., normal distribution) of log-
transformed regression models cannot adequately describe the discreteness and non-
negativity of crash occurrence. In Poisson regression models, it is assumed that the 
response variable Y has a Poisson distribution, and the logarithm of its expected value can 
be modeled by a linear combination of unknown parameters. If  is the number of 
crashes per year for a particular site or roadway section i with corresponding vector  
of the predictor variables, a basic Poisson regression model assumes the probability 








The expected number of crashes  is conditioned to the explanatory variables  
through a log link function:   
′                                              (2.2) 
where  is the vector of parameters that can be estimated by maximum likelihood 
method.  
The Poisson distribution has one parameter that simultaneously determines the 
conditional mean and variance. Therefore, the Poisson regression model as described 
above implies that the conditional mean function and variance function to be equal.  
Miaou et al. (1992) explored the effects of roadway geometric design on truck 
crashes by a Poisson regression model with data from the Highway Safety Information 
System (HSIS). Kumara and Chin (2005) adopted a Poisson model to represent the 
reported crash counts and a probit model to describe the reporting mechanism of the 
crash happened at three-legged signalized intersections. 
Other researchers also used Poisson regression models in their studies to capture 
discrete and non-negative traits of crash data (e.g., Abdel-Aty and Pemmanaboina, 2005; 
Kumara and Chin, 2005; Daniel and Chien, 2004; Ivan et al., 2000; Miaou and Lum, 
1993). 
The Poisson regression models are simple and robust. They preserve the original 





into another scale. Despite of these advantages, a shortcoming of these models is that the 
variance is assumed to be equal to the mean – equi-dispersion, which is commonly not 
the case for crash count data.  
2.2.2   Negative Binomial Regression Models 
To relax the equi-dispersion constraints of the Poisson regression models, NB 
regression models are widely adopted. In the basic form of a NB regression model, if 
 is the number of crashes per year for a particular site or roadway section i with 
corresponding value  of the predictor variables, the negative binomial probability 




where Γ is the gamma function, and r is the dispersion parameter. The mean and variance 
of  are: 
                             (2.4) 
                                                          (2.5) 
where  is the vector of parameters that can be estimated by maximum likelihood 
method. As the dispersion parameter r decreases, the variance of the negative binomial 





negative binomial converges to a Poisson distribution: this means that the negative 
binomial model is a more general model than the Poisson and it can be motivated as a 
mixture of Poisson distributions. 
Shankar et al (1995) compared the Poisson model with the NB regression model 
in examining the effects of roadway geometric and environmental factors on the 
occurrence of freeway accidents. Miaou (2001) employed the NB regression model to 
estimate vehicle roadside encroachment rates for rural two-lane highways, considering 
AADT, lane width, horizontal curvature, and vertical grade as covariates. The Highway 
Safety Manual (HSM) 1st edition, which intends to “provide practitioners with the best 
factual information and tools to facilitate roadway design and operational decisions based 
on explicit consideration on their safety consequences” (ASSHTO, 2010), was published 
in summer 2010. In HSM, the base model for Rural Two-Lane Highways was developed 
with negative binomial regression analysis for data from 619 rural two-lane highway 
segments in Minnesota and 712 roadway segments in Washington State which was 
obtained from the FHWA HSIS (FHWA 2000). Other studies addressing application of 
NB regression models in crash analysis include Zegeer et al. (2001), Vogt and Bared 
(1998), etc. 
One of the limitations of NB regression models is that their simple but strict 
variance assumptions, which are often violated by the crash data. In NB regression 
models, it is assumed that each individual has the same probability distribution 
(homogeneity assumption) and that they are independent (independence assumption). 





heterogeneity or lack of independence among individuals. This is because that entities 
with the same represented traits have different means since the unrepresented traits 
(measured or unmeasured) are not included in the model (Hauer, 2001).  
2.2.3   Zero-inflated Regression Models 
Many empirical crash count data exhibit extra zero observations more that could 
be handled by the Poisson or NB regression models. Several studies have employed the 
zero-inflated regression models (i.e., zero-inflated Poisson (ZIP) models, zero-inflated 
negative binomial (ZINB) models) to describe this type of situation (Shankar et al., 1997; 
Shankar et al., 2003; Lee and Mannering, 2002; Chin, 2003). For example, Chin (2003) 
adopted a zero-inflated negative binomial (ZINB) regression model to address the 
problem of excess zero crash counts, which is an obvious manifestation of over-
dispersion in crash data.  
Zero-inflated regression models assume that the data is a mixture of two data 
generating processes: one generates zeros, and the other generates non-negative values 
through either a Poisson or a negative binomial data-generating process. The result of a 
Bernoulli trial can be used to determine which of the two processes generates an 
observation. In general the process can be described as shown below: 
~
0                                          
|                           1
                (2.6) 





 is a vector of the covariates 
 is the probobility that process one is chosen.   
.  generates counts from either a Poisson or a negative binomial model. 




             (2.7) 
where    is the vector of zero-inflated covariates.  
  is the vector of zero-inflated coefficients. 
ZINB and other Zero-inflated counts regression models can fit the data well when 
the underlying assumption that the excess zeros solely explain the heterogeneity of data is 
valid; however, such an assumption might not always be true. 
2.2.4   Other Models 
In addition to the models reviewed in the previous sections, several other techniques in 
count data modeling have been applied to crash data analysis (Miaou and Lord, 2003; 
Hilbe, 2007; Mitra and Washington, 2007; Park and Lord, 2009). Hilbe (2007) introduced 
the varying dispersion parameter models, with which users can determine sources 
influencing over-dispersion. However, finding appropriate covariates that impact the 
over-dispersion can be problematic if the over-dispersion is partly due to unobserved 





regression models of Poisson or NB, to capture heterogeneity and handle over-dispersion, 
especially when the crash data is suspected to belong to different groups.  
Lord et al. (2005) reviewed most commonly applied count data models in crash 
modeling, including Poisson, binomial, NB, Zero-Inflated Poisson and Negative 
Binomial regression Models (ZIP and ZINB), and Multinomial probability models, and 
also provided some guidance on how to select appropriate models for different 
conditions. 
Despite all the advantages of fully parametric probabilistic count data models in 
terms of modeling, estimation and inference, there are certain drawbacks preventing 
reliance on these models as the predictive analysis tools. Fully parametric probabilistic 
models impose restrictive parametric assumptions regarding how covariates affect the 
response variable. As a consequence, those models usually lack of robustness, even when 
flexible models like mix models are applied. Moreover, those models could result in 
inconsistent or very poor estimation and inference under inappropriate distribution 
assumptions. The limitation of their ability to handle heterogeneity is another big 
concern. Given these limitations, it is attractive to study how non-or semiparametric 
models which freely approximate the conditional distribution perform for crash 
modeling. 
 
2.3 Quantile Regression and Quantile Regression on Counts  
Quantile regression (QR), as introduced in Koenker and Bassett (1978), extends 





range of models for conditional quantile functions. By complementing the exclusive 
focus of the conditional mean, QR offers a systematic strategy for examining how 
covariates influence the location, scale, and shape of the response distribution, and thus 
offers the opportunity for “a more complete view of the statistical landscape and the 
relationships among stochastic variables.” (Koenker 2005) The mathematical forms of 
quantile regression are distinct from the method of least squares, where the squared errors 
are minimized. Instead, QR leads to problems in linear programming that can be solved 
by the simplex method. In recent years, research and applications of quantile regression 
can be found in various areas, including medical reference, survival analysis, financial 
economics, environmental modeling, ecology analysis and the detection of 
heteroscedasticity (Yu et al, 2003; Cade and Noon, 2003). 
QR has been used in the context of linear regression models and other continuous 
regressions as an alternative to least squares for a long time, but its application to count 
data was not developed until very recently, because of the difficulty in obtaining valid 
asymptotic results for a non-differentiable objective function combined with a discrete 
response variable. Machado and Santos-Silva (2005) succeeded in extending QR to count 
data models through a "jittering" process that artificially imposes some degree of 
smoothness to overcome this problem. Implementation and applications of such a method 
can be found in Winkelmann, 2005; Miranda, 2008; Moreira and Barros, 2009. Their 
research shows the potential benefits of applying QR for counts to crash modeling. 
QR for counts can provide crash modeling semiparametric technologies. It allows 





robust estimation (Miranda, 2008). Moreover, QR for counts does not restrict the way 
covariates affect different regions of the outcome distribution, and thus provides a more 
complete picture of the relation between explanatory variables and crash frequency. It is 
more appealing to investigate the “complete picture” rather than just the mean, 
considering conditional distributions of crash data usually skew to right. For example, it 
is possible to determine whether features such as speed limit and shoulder type have 
different effects for high risk segments towards those with low risk. Moreira and Barros 
(2009) pointed out “In the count world it is common that features other than location 
depend on the covariates, making the estimation of the conditional expectation poorer in 
the sense that provides very little information about the impact of the regressors on the 
outcome of interests”, and it is “potentially interesting to study the effect of regressors 
not only on the mean but also on single outcomes and in the full distribution”.   
In this research, QR for counts is adopted as a methodological alternative to 
provide a fuller analysis on the relation between crash frequency and relevant factors, 
such as road geometry and traffic characteristics. 
 
2.4 Summary  
This chapter presented the literature review that forms the background of this 
research. The literature review started with a review on state of the art and practice in the 
area of developing road risk indices to evaluate the road safety performance in both U.S. 
and other countries around the world. The review shows that assessing safety 





advance and is becoming an accepted practice at the international level. In the U.S., 
research in this area is very limited, and no applications have been found in practice. 
Since crash prediction models serve as a key for assessing road safety performance, a 
thorough review of different methods for traffic crash occurrence modeling as well as 
discussions on their advantages and disadvantages was presented in the second section. 
Although numerous performance models are available for describing the relation 
between crash frequency and their explanatory factors, they suffer from various 
limitations. In the third part, quantile regression and its application to count data were 
reviewed. The review reveals that the technique of QR on counts has demonstrate its 
power for modeling count data in many fields and it has the potential to provide a fuller 







CHAPTER 3 METHODOLOGY 
In order to achieve the objectives of the research, a comprehensive framework for 
developing RRIs of existing roads for both road users and agencies is proposed. The 
conceptual framework of the methodology along with the various modules is shown in 
Figure 3.1. First, the Highway Safety Information System (HSIS) dataset which provides 
both roadway characteristics and crash data is identified for this research. Second, a 
framework of formulating Road Risk Indices (RRIs) to capture the nature of road risks 
and reflect relative safety levels of the facilities in an objective and proactive manner is 
introduced. The formulation is able to incorporate the results from traffic crash prediction 
models the development of the RRIs. Third, a semi-parametric count model is discussed 
and quantile regression is employed for estimation to provide a fuller and more robust 
analysis on the relation between crash frequency and relevant factors. Compared to 
classical methods where only one set of point estimates and one prediction for each input 
vector are obtained, quantile regression based models give set of estimates and then a 
predicted conditional distribution for the response variable. Fourth, two general methods 
are provided to utilize the distributional information for point estimate of crash rates. The 
predicted crash rates are employed as the key part for developing RRIs. Fifth, a 
Geographic Information System (GIS) is proposed to provide a platform to store, 
manage, and present RRIs and related data with reference to geographic location data. 
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3.1 HSIS Program 
The Highway Safety Information System (HSIS) operated by the University of 
North Carolina’s Highway Safety Research Center (HSRC) and LENDIS Corporation 
under contract with the Federal Highway Administration (FHWA), is a multistate 
database containing crash, roadway inventory, and traffic volume data. The HSIS is used 
in support of the FHWA safety research program. Currently, there are nine selected 
States participating in the program, including California, Illinois, Maine, Michigan, North 
Carolina, Ohio, and Washington, as shown in Figure 3.2. “The participating States were 
selected based on the quality and quantity of data available, and their ability to merge 
data from various files.”( HSIS, 2010)  
 
 




While all of the selected States maintain basic crash files, roadway inventory files, 
and traffic files, individual States also collect other types of data. Among those States, all 
of them collect data for roadway segments, and two of them provide data for 
intersections. Within the HSIS, roads are divided into segments with homogenous 
characteristics (segments begin and end when certain geometric characteristics change). 
Detailed roadway segment information, such as horizontal curvature and grade attributes, 
surface width, lane width and type, shoulder width and type, median information and 
other variables, is available in the database. In addition, the HSIS contains only police-
reported crash data on the State-maintained highway system, where all types of vehicle 
crashes occurring on each segment, including fatalities, injuries, property-damage-only, 
and other relevant information, are recorded in the database.  As one of the most 
comprehensive databases of crash data, the HSIS database is selected for this research. 
 
3.2 Formulation of RRIs 
Although most of the current research and practices mainly focus on developing 
Road Risk Indices to serve as an aid tool for safety management agencies, ideally the 
interest of road users should also be considered when developing such indices. Wu and 
Zhang (2010) demonstrated that providing travelers with information on RRIs can 
significantly improve traffic safety with a small increase in travel time at the aggregated 





Generally, road crashes and injuries are the results of a complex process, and the 
risk can be modeled by a three dimensional space of influencing factors, namely 
exposure, crash rate, and crash severity (Elvik and Vaa, 2004), as shown below: 
Road risk = function (exposure, crash rate, severity)           (3.1) 
Exposure denotes the amount of activity in which the crash may occur (Elvik and 
Vaa, 2004). The amount of activity is usually represented by the amount of travel which 
can be defined and measured in various ways. For instance, the number of vehicle miles 
traveled (VMT) and traffic volume are commonly used as the measurements for 
exposure.  
Crash rate is the number of crashes per unit of exposure. It is proportional to the 
probability of crash occurrence and always regarded as the key for evaluating road risk.  
Crash severity refers to the consequence of crashes in terms of injuries to people 
and damage to property. Although it should be a continuous variable, crash severity is 
always classified into several categories for practical use. For example, the official road 
crash statistics in the U.S. classify crashes by their severity into three categories: fatality, 
injury, and property damage crash. 
In this research, two RRIs are proposed: 1) the index providing safety information 
for individual drivers (   ) and 2) the index reflecting safety performance of roadway 
sections and intersections (   ) for use by highway agencies. More specifically, the 
   is developed to measure an individual driver’s risk of each exposure on a 




represent the accumulated risk potential of a link or a node in terms of its influence on the 
reliability of service a roadway segment or an intersection is supposed to provide..  
3.2.1  Road Risk Index for Individual Exposure 
Because    is intended to describe road risk per unit exposure, it is 
formulated as a function of two factors: crash rate and crash severity. The factor exposure 
is considered implicitly in the evaluation of crash rate.  
     ∑ ∗                                         (3.2) 
where  = roadway segment or intersection ; 
 = 1 to 3, indicating three types of crashes:  t fatality, injury, and property 
damage only; 
 = predicted number of type  crash on roadway segment  (per million 
vehicle-mile), or predicted number of type  crash at intersection  (per 
million vehicle); 
 = relative level of costs in corresponding to crash type ; and 
  ∙  = transformation function which maps the input to a desired range.   
More specifically, to calculate , both the crash rates on roadway segment and 
the crash severity distributions are needed. While a quantile regression based crash model 
is developed for the prediction of crash rates, typical estimates are adopted as the crash 




the distribution of crashes by severity categories for different types of highways (HSM, 
2010). 
 is derived from the estimated average crash cost by crash type. Based on a 
report from the Bureau of Transportation Statistics (BTS), the averaged costs of a fatality, 
injury, and property damage crashes are $4,113,956, $144,291, and $6,783, respectively. 
For this study, these values are normalized using the cost of a property damage crash as 
the basis, resulting in cost factors of 607, 21, and 1 respectively. These values are used as 
the  in correspondence with each type of accidents. 
   is defined on a scale of 0-10, with 0 representing the lowest road risk and 
10 the highest. Various transformation functions can be applied to convert an input value 
to the desired range. In this research, a sigmoid function is proposed to perform this 
conversion. Stephens (1990) used the term risk to describe the situation when an 
individual has an awareness of the probability distribution of an event, and a utility 
function was usually used to describe the risk sensitivity of users of the information. 
Typical forms of utility functions include linear, concave, or possibly even convex 
functions. A sigmoid, or S-shaped, utility curve can model both risk taking and risk 
aversion because it has both convex and concave curves (Friedman & Savage, 1948). In 
the study conducted by Friedman and Savage, it is argued that an individual’s sensitivity 
to risk would vary according to their wealth; at some levels an individual might take 
risks, and at other levels an individual might avoid them. Considering the modeling 
flexibility, sigmoid functions are used as the utility function in economics and human 




involves individual’s differences (Golias et al., 1997; Kanellaidis et al., 1999). Yannis et 
al. (2005) developed a model to quantitatively describe driver reactions towards crash in 
Greece with the use of stated preference techniques. A logistic regression model was 
applied to identify the driver sensitivity parameters that influence his choices in order to 
reduce the crash risk. Results showed a sigmoid function performed well in that research. 
In this research, the sensitivity function of road users and transportation agencies towards 
road crashes is assumed to exhibit a sigmoid shape.  
Commonly used sigmoid functions include standard logistic function, Gompertz 
function, Weibull function, Richards model, etc., where the logistic function is typically 
used for risk analysis. In this research, the generalized logistic function (Richards model) 
is adopted for two advantages it has in terms of its flexibility in modeling process: 1) 
allow a non-symmetrical model format, and 2) allow inflection point to vary. 
Therefore,   ∙  is defined as a generalized logistic function:  
A
  ∗ ∗   /
                       (3.3) 
where A = the lower asymptote (e.g.,0), 
C  = the upper asymptote (e.g.,10), 
M = the time of maximum growth, 
B  = the growth rate, and 




The assumption and the form of the transformation function are made based on 
the state-of-the-art on this topic. Other forms of sensitivity functions that can describe the 
risk sensitivity function in a better way might exist, and deserve further research. 
3.2.2  Road Risk Index for Roadway Sections 
For a homogenous road segment, all of the three factors are considered in 
developing the    which is defined as 
      ∗           (3.4)   
where    = exposure in million vehicle-miles of travel per year on 
roadway section i: ∗ ∗ 10 ∗ 365, or exposure in million vehicle-miles of travel 
per year in intersection i:   , , ∗ 10 ∗ 365 
 = average daily traffic (ADT) for homogenous segment i, 
,  = average daily traffic on the major road at intersection i, 
,  = average daily traffic on the minor road at intersection i, and  
 = length of homogenous segment i.           
  ∙  = transformation function which maps the input to a desired range.  
 
3.3 Quantile Regression  
Quantile regression (QR), originally developed by Koenker and Bassett (1978),  




estimation of models for conditional quantile functions. To briefly recall the ordinary 
quantile, consider a random variable Y with probability distribution function 
              (3.5) 
Then for any ∈ 0,1 , the th quantile of Y is defined as 
inf  ∶               (3.6) 
Quantile regression estimates the value of the parameter vector  from the set 
of allowable vectors that minimize the loss function  
  ∈  
  ,                                       3.7  
where     0 , 0   1, and ∙  is the indicator function 
which is one when the argument is true and zero otherwise. The general th sample 
quantile ,  is the analogue of . When ,  is formulated as a linear 
function of parameters, the above minimization problem can be solved very efficiently by 
linear programming methods (Koenker, 2004). If the model fits well, a plot of fitted 
versus actual values will show that τ percentage of observed values are less than the fitted 





3.4 Quantile Regression for Counts 
To analyze crash data using quantile regression models, the methodology of 
employing QR on counts through a "jittering" process developed by Machado and 
Santos-Silva (2005) was adopted in this research. In this section, a general review of such 
a methodology and its implementation is presented. 
As briefly discussed earlier, the main problem for QR on counts is its non-
differentiable objective function combined with a discrete response variable. The 
problem regarding non-differential objective functions, which is always the case for any 
QR model, has been well solved by introducing linear programming and the simplex 
method.  In order to overcome the other difficulties, Machado and Santos-Silva (2005) 
introduced a “jittering” procedure to smooth the dependent variables.  
Let Y be a count random variable, X be the vector of the covariates. Then the th 
quantile of Y can be defined as 
min    |                     where            0      1  (3.8) 
Since Y has a discrete distribution, | , which denote the th quantile of the 
conditional distribution of Y given X = x, cannot be a continuous function of the 
parameters of interest. To overcome this limitation, Machado and Santos Silva (2005) 
constructed a continuous random variable Z as the sum of Y and a uniform random 
variable U, which is independent of Y and X. 




For general count data, let  |  , and the conditional probability 
density function of Z can be written as 
  |                 for            1                               (3.10) 
The conditional cumulative distribution function of   can be written as  
  |  
                                              0 1
∑ 1                    1    
    (3.11) 






This transformation ensures that the quantiles of  are non-negative and 
continuous in . In addition, such a transformation is linear in the parameters of the 
covariates (Moreira and Prato, 2009). Machado and Santos-Silva (2005) also indicated 
that “using the uniform noise to jitter the data is by no means a necessity”, and other 
smoothing noise may be generated by any “continuous distribution with support on [0, 1) 
and a density bounded away from 0”. 
After constructing the continuous random variable , Machado and Santos-Silva 





|     exp                               (3.13) 
The reason of adding  on the right side of equation (3.13) is to impose a lower 
bound of  to | , which is bounded from below by  due to the way it is 
constructed. The exponential form is included to keep in line with traditional forms in 
count data models. Next, transform  as follows: 




    (3.14) 
with  a suitably small positive number (0   . Then, the parameters of 
covariates  can be estimated by minimizing an asymmetrically weighted sum of 
absolute errors  
min
∈
; ′                                                 3.15   
    where            0            
Although the quantile function is not differentiable everywhere, the set of those 
corner points will have measure zero if there is at least one continuous covariate and the 
general valid asymptotic inference still holds. More specifically, Machado and Santos-
Silva (2005) proved that the estimator is consistent and asymptotically normal 




results. Also, since a uniform “noise” has been artificially added, a Monte Carlo based 
“average-jittering” procedure was suggested to average it out and make the estimator 
more efficient and robust.  
 The final question is how to interpret the parameters. For users, the interest lies 
in how the covariates affect | , not |  in many cases. According to equation 
(3.9),   |  can be recovered from |  by using | | , 
where  ∙   donates floor function. The impact of a change of explanatory variable    
from  to  on the conditional quantile of y, given all the other covariates remain 
the same, can be calculated by 
∆ |x , |x ,         (3.16) 
Since one can obtain |  from | , but not vice versa, special caution 
should be taken when one interprets the meaning of the coefficients. If a null hypothesis 
 = 0 is not rejected, it means that the coefficient of  at th quantile is not 
significantly different from zero and that the impacts of  on |  and consequently 
|  are not significant. On the other hand, if the null hypothesis is rejected, it means 
the impact of x  on |  is significant, but the changes in x  may or may not affect 
| . In fact, a change of x   will only affect |  only if the change is able to 
change the integer part of | . Machado and Santos-Silva called it “magnifying 
glass effect” on | , and pointed out that it is “easier to detect dependence of the 




3.5 Crash Prediction Using Conditional Distribution 
As discussed earlier, there are advantages of QR on counts over the traditional 
models especially with the presence of heterogeneity, and the method can provide a fuller 
picture and more robust estimate of crash numbers. However, since the results from 
quantile regression are a set of estimates of parameters rather than one, how to take 
advantage of such distribution information to yield better point prediction raises a 
challenging issue. Actually, the more the information, the more challenging it is to 
combine everything in a single index.  
On the other hand, due to data availability and limitations of knowledge and 
understandings about the process of traffic accidents, crash prediction models certainly 
cannot take all the influencing factors of road safety into consideration. Therefore, 
roadway features are not the only clue to estimating the safety of an entity, because 
historical crash records can also help. Thus, it would be wise to build a theoretical 
framework that can combine the information contained in historical crash records with 
that obtained from the crash prediction models, if the historical crash data is available. 
Although limited literature has been found addressing the above issues, Ma and 
Pohlman (2008) gave thorough discussions on the topic. The paper applied quantile 
regression to return forecasting and portfolio construction of securities in the context of 
financial markets. Two general methods, namely quantile regression alpha distribution 
(QRAD) and quantile regression portfolio distribution (QRPD), where the former used 
conditional distributional information at the forecasting stage and the latter at the 




also presented in the paper. The results showed that their proposed methods provide more 
accurate forecasts and potentially higher value-added portfolios. In this research, 
methodology of QRAD is adopted and revised to accommodate the needs of constructing 
RRIs.  
From the QR on counts model, predictions on the distribution of the number of 
crashes F(Y) given X (e.g., roadway geometrics, road side features, and traffic conditions) 
can be obtained. To utilize the estimated conditional distribution to predict the number of 
accidents, two methods namely the Location Method and the Probability Method, are 
proposed in this section. While the location method deals with the situation where 
historical crash data of an entity is available, the probability method is used to predict the 
number of crashes entirely based on roadway features X.  
3.5.1  Location Method 
The Location Method assumes that the safety conditions of the entities remain in 
the same quantiles from one period to another. The method is based upon the assumption 
that for the most part of the time, the rank of safety does not change dramatically. By the 
Location Method, the prediction for individual roadway entity is determined in two steps: 
1) determine the quantile of this entity by its historical crash data and the predicted 
conditional distribution, and 2) estimate the number of crashes for the selected quantile 





More specifically, let τ = (0.25, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95), and the 
corresponding 0.25| , 0.5| , 0.6| , 0.7| , 0.8| , 0.9| , 
and 0.95|  can be obtained from the QR model. In this case, the predicted 
conditional distribution is divided into four intervals and the prediction of the number of 
crashes given x can be obtained as follows: 
 
0.25| ,                                   0.5|             
           
0.6| ,                        0.5|   0.7|
    
0.8| ,                        0.7|   0.9|
       
0.95| ,                                    0.9|            
                    (3.17) 
where  is the average of historical crash counts. 
3.5.2  Probability Method 
 When there is no historical crash data available, the Probability Model should be 
used. Using the Probability Model, the estimated number of crashes given x can be 
calculated as follows: 
  |                                                              (3.18) 
where  is the number of divided intervals, and  is the probability of the occurrence 
of | . For instance, using the same division as that of the Location Method, the 




0.5 0.25| 0.2 0.6|  0.2  0.8|  0.1 0.95| . 
Ma and Pohlman (2008) proved that under mild conditions, both the Location 
Method and the Probability Method provide better goodness of fit than the conditional 
mean prediction. The relative accuracy of the predictions can be described by the 
following proposition: Let , |  be the composite quantile prediction for entity  
from either the Location Method or the Probability Method, ∙ |  be the mean 
prediction, respectively, then  
|
,
| | |  .                                            (3.19)  
Although the above proposition stands for situations with different number of 
divisions, there is a trade-off between the number of divisions, the accuracy of forecast, 
and the likelihood that an entity remains in the same quantile from period to period.   
Since crash rate, rather than crash counts, is used in formulating RRIs, a further 
step is needed to convert the estimated number of crashes for a particular road entity to 
the predicted crash rate. The conversion is straightforward and can be described as 
follows: 
∗   ∗ 365 
∗ 10                                 (3.20) 
where  is crash rate of entity ; 
 is number of crash counts for entity ; 




3.6 GIS Publishing System 
GIS is a popular and powerful tool to visualize data, provide the capability to 
analyze data in relation to its location, and thus increase the value and utility of the 
information. In order to provide road users and highway agencies a user friendly interface 
to access the information, a Geographic Information System (GIS) platform is proposed 
to store, manage, and present RRIs and related data with reference to geographic location 
data. ESRI GIS packages including ArcGIS and its Linear Referencing tools can be used 
to develop the system. This publishing system should be able to provide basic GIS 
functions, including viewing and querying RRIs on the highway network, performing 
spatial analysis tasks such as selecting and buffering features, and manipulating 
information. 
A Linear Referencing System (LRS) is a reference system in which the locations 
of features (points or segments) are identified by a relative measure along a linear feature. 
A location referencing method (LRM) is a way to identify a specific location with respect 
to a known point (Baker and Blessing, 1974). In a Linear Referencing System, each 
feature is located by either a point event (i.e., an intersection, or a crash site) or a linear 
event (a road segment). LRS is widely used for two primary reasons: 1) many locations 
are recorded as events along linear features; and 2) it can be used to associate multiple 
sets of attributes to portions of linear features without requiring that underlying lines are 
split each time attribute values change (ESRI, 2009).  
Multidimensional Linear Referencing System (MDLRS), which was proposed in 




commonly used conceptual framework in developing a Linear Referencing System in 
current practice. Figure 3.3 shows the conceptual model of the data in the MDLRS data 
model. The idea is to separate location referencing methods (LRMs) and geometric 
representations of the road network into separate tables, and link them through a 
temporally linear datum. This approach would provide a cohesive LRS that has 
capabilities to combine multiple location referencing methods, multiple cartographic 
representations, and multiple topological representations in an integrated system (Adams 












Figure 3.3: Conceptual Framework of the MDLRS Data Model (Adams et al, 1997) 
For highway safety analysis, Linear Referencing is a viable method to aggregate 





































































LRM = Location Referencing Method 
N = Total Number of LRMs per SRM 
SRM = Spatial Referencing Method 




and related information are usually recorded as a point event along a highway, roadway 
inventory are commonly stored as a segment event. In the HSIS dataset, crash data and 
roadway related data have been already aggregated using Linear Referencing techniques. 
The integrated data serves as the basic database for estimating crash prediction model and 
RRIs. Linear Referencing is the key technique for presenting the estimation results on 
maps as well.   
 
3.7 Summary  
This chapter discussed the fundamental methodology for developing RRIs to 
assess the safety performance of existing roads for both road users and agencies. The 
details of the main components for formulating and publishing RRIs, including the 
dataset for this research, the formulation of RRIs, the crash prediction model and its 
estimation method, techniques and tools to present the estimated RRIs with reference to 
geographic location data , were presented and explained. The next two chapters give 






CHAPTER 4 NUMERICAL ANALYSIS OF CRASH PREDICTION 
MODEL  
In this chapter, a comprehensive case study was undertaken to demonstrate the 
application of the proposed methodology and models. The Highway Safety Information 
System (HSIS) dataset which provides both roadway characteristics and crash data was 
identified for this research. More specifically, yearly collected data from the Interstate 
Highway system in Washington State in the year 2002 were used to develop the crash 
prediction models. The highways were first divided into two groups considering the 
quality of crash data collected on them: one group of Interstate Highways in urban areas 
and the other group of those in rural areas. For each group, the abstracted dataset were 
further divided into two parts: one for developing the crash prediction model and the 
other for model validation and RRIs evaluation. 
 
4.1 Dataset for Empirical Analysis 
Data collected on the Interstate Highway system in Washington State in the year 
2002 were used for the empirical study in this dissertation. 
4.1.1 Washington State HSIS Database and Data Quality 
The Washington State data in the HSIS database is derived from the Washington 




by the Transportation Data Office (TDO) of the Washington DOT. The Washington TDO 
provides the data to the HSIS program in the form of nine different data files, including:  
 crash data,  
 vehicle related data,  
 occupant data,  
 basic roadway inventory data,  
 curve/grade/features data,  
 roadway crossings and roadside facilities ("left/right") data,  
 special-use lane information,  
 railroad grade crossing index, and  
 traffic data. 
Crash related files include the Crash Subfile, the Vehicle Subfile, and the 
Occupant Subfile. The Crash Subfile contains over 75 variables which cover all basic 
variables that would be expected on standard police forms.  
The basic Roadlog file contains information on such road features as surface 
width, lane width and type, shoulder width and type, median information, rural/urban 
codes, terrain codes, and various roadway type descriptors. The curve/grade/features file 
includes supplemental files on horizontal and vertical alignments, as well as roadway 
features such as bridges, tunnels, and underpasses. The Left/Right file contains 
information on crossing roadways, milepost markers, and roadside features such as rest 




climbing lanes, etc. The Railroad Grade Crossing Index file contains information for each 
milepost where a railroad crosses a state route.  
The Traffic Data file contains information for traffic count data, including AADT, 
single-trailer truck percentage, and double-trailer truck percentage. While features in the 
Roadlog, Curve, Grade and Ramp Files are section based, features in other files are point 
based, describing characteristics at a given milepost. Most of those files have been 
converted to section based files for ease of use in the HSIS system and crash analysis 
(Council and Mohamedshah, 2009). 
The HSIS database for Washington State contains crash data for 1993 to 1996 and 
1999 onwards. The 1997 and 1998 crash data were not included by WSDOT in the 
TRIPS system due to budget constraint problems encountered. Crash data was collected 
statewide by all police departments with a standard form. The preset crash reporting 
threshold is $750 for property-damage-only or personal injury. This criterion is generally 
used for crashes that occur on state highways in the rural areas. The completed standard 
forms are sent to Washington State Patrol (WSP) Crash Reports Division and the 
Washington TDO for location coding and other coding procedures. According to the 
TDO’s analysis, the location coding for these state-route crashes is probably as accurate 
as it could be found in any state in the U.S., “with over 95% of the rural crashes being 
located to at least the nearest 1/10 of a mile, and over 95% of the urban crashes being 
located within 100 feet” (Council and Mohamedshah, 2009). While the physical 
reference markers for rural state systems are generally intact, some reference markers 




crashes happened in rural areas is higher than that for crashes happened in urban areas on 
average.   
In the HSIS database for Washington State, roadway-related data containing 
current characteristics of the state road system is derived from a series of roadway 
inventory files from their TRIPS system. In the database, there is information on 
approximately 7,000 center-line miles of mainline roadway and approximately 1,000 
additional miles of ramp, frontage road, and other non-mainline roadway. All functional 
classes of roads within the state system (i.e., Interstate, U.S. and state routes) are 
included. Currently, road inventory data is available for 1993 to 1996 and from 2002 
onwards. The 1997 to 2001 road inventory data were not included by WSDOT in the 
TRIPS system due to budget restriction problems they encountered. 
4.1.2 Interstate (IS) Highway System in Washington  
In Washington State, the Interstate Highway system consists of three primary 
routes ( I-5, I-90, and I-82) and four auxiliary routes ( I-182, I-205, I-405, and I-705), 
with total length of 764.27 center-line miles (WSDOT, 2009). I-90 is the longest primary 
Interstate Highway in Washington State measuring 297.52 miles, while I-5 is the second 
longest at 276.62 miles and I-82 is the shortest at 132.57 mi. The longest auxiliary 
Interstate Highway in Washington State is I-405 at 30.30 miles, and the shortest is I-705 





In this research, yearly collected data for the Washington Interstate Highway 
system was extracted from the HSIS database and used for model development and 
validation. Considering the quality of crash data collection process, the highways were 
first divided into two groups: one group of Interstate Highways in urban areas and the 
other group of those in rural areas. For each group, the abstracted dataset were further 
divided into two parts: one for developing crash prediction model, including data 
collected on I-5, I-90, I-182, I-205, I-405, and I-705; the other for model validation 
including data collected on I-82. Data collected on I-82 was also used for model 
validation and RRIs evaluation discussed in both this and next chapters. Variables 
serving for the research interests and objectives were included; others were dropped from 
the original HSIS dataset. Also, segments with missing or inconsistent information were 
filtered out.  
 
4.2  Estimation of Crash Prediction Model for Urban IS Highways 
4.2.1 Data Description 
The dataset used in developing the crash prediction model for Interstate Highways 
in urban areas contains 3934 highway segments with an average length of 0.064 miles. 
The total number of reported crashes of all types is 8,539 and for each individual segment 
the crash rate ranges from 0 to 49. The full descriptive statistics of the response variable 




Table 4.1: Summary Statistics of Variables for Interstate Highways in Urban Areas in 
Washington State (3934 road segments) 
Variable Mean Std. Dev. Min Max
Dependent variable 
Number of motor vehicle crashes (in 2002) 2.171 3.887 0 49 
Covariates 
Geometric characteristics 
Road segment length (miles) 0.064 0.073 0.000114 0.76 
Horizontal curve length (feet) 474.366 820.768 0 4631 
Degree of horizontal curvature (°/100ft) 0.625 1.510 0 38.2 
Vertical curve length (feet) 700.958 734.503 0 6000 
Vertical grade (%) 1.518 1.315 0 6.03 
Median barrier width (feet) 47.069 46.123 1 450 
Number of lanes 5.614 1.429 3 9 
Average lane width (feet) 12.721 2.515 11 39 
Average shoulder width (feet) 8.866 3.335 0 17 
Indicator for shoulder type curb (1 if yes, 0 
otherwise) 
0.039 0.193 0 1 
Indicator for shoulder type wall (1 if yes, 0 
otherwise) 
0.079 0.270 0 1 
          
Traffic characteristics 
Average annual daily traffic (AADT) per lane 18588 8130 2926 55677
Speed limit (mile/h) 61.843 4.324 30 70
 
In the dataset, since all the segments are homogenous in terms of main geometric 
characteristics, each segment should fall in the category of either straight sections or 
horizontal/vertical curves. On the other hand, a straight road or a curve can be divided 
into several segments based on other changes in road geometry. Thus, the covariate road 
segment length in the model stands for the length of a homogenous segment, a stretch of 




“vertical curve length” represent the length of the whole horizontal/vertical curve in 
which an individual segment is located. Two dummy variables are included as indicators 
of the shoulder type. The default shoulder type, where indicators for shoulder type as 
curb or wall are both 0, is leveled shoulder. 
4.2.2 Model Estimation and Results Analysis  
The estimation was implemented using the qcount package of STATA (Miranda, 
2006), which estimates quantile regression models for count data using the “jittering” 
method suggested by Machando and Santos Silva (2005). To select which quantiles to 
analyze, both the crash data at hand and practical interests were taken into consideration. 
The marginal distribution of crash data shows that about 40 percent of the segments had 
zero crashes in the year 2002. Therefore, it would be more convincing to analyze the 
conditional quantiles on the upper tail of the distribution, noting that the variation in the 
lower tail might be just due to random noise added in the jittering procedures. In practice, 
it is more interesting to look at segments with relatively large numbers of crashes, which 
are usually identified as black spots in road safety management. Thus, the remaining 
discussion mainly focuses on larger quantiles, even though the estimates of the first 
quantile in the results for the purposes of integral presentation are included. In addition, 
regarding the question of how to determine the number of jittering procedures, 
preliminary experiments have been carried out for each selected quantile. The results 




the selected quantiles when the number of repetitions is increased, and thus 900 
repetitions was selected for the jittering procedures. 
A negative binomial regression model was also selected as the benchmark of 
comparison in this research. A preliminary study was carried out to compare the Poisson 
and negative binomial models, and the results confirm the superiority of the latter. The 
estimate dispersion parameter is about 0.74 and the likelihood-ratio chi-square test 
returns 2914.28 with an associated p-value of 0.000, suggesting that the independent 
variable is over-dispersed and is not sufficiently described by the Poisson regression.  
Estimation results are summarized in both Table 4.2 and Figure 4.1. Table 4.2 
shows the parameter estimates and the related z-statistics (in the brackets) of the QRs on 
counts. Results for the first quantile, the median, each decile after the median, and the 
0.95 percentile are included in the table. The coefficients and z-statistics in the last 
column are estimates from the NB regression model. Instead of t-statistics, STATA 
reports z-statistics and p-value to test the null hypothesis that the coefficient is equal to 
zero for count models. The test statistic z is the ratio of the coefficient to the standard 
error of the covariate, which follows a standard normal distribution.  
Figure 4.1 presents a summary of quantile regression and NB regression results 
for urban Interstate Highway segments. The dashed line in each figure shows the NB 
regression estimate of the coefficients. The two dotted lines represent conventional 95 
percent confidence intervals for NB regression estimate. The solid black line represents 
the quantile regression estimates of the coefficients. The shaded gray area depicts a 95 




 As shown in Table 4.2 and Figure 4.1, most of the covariates which are 
significant in the negative binomial regression model also tend to be significant in the 
proposed models. Among the geometric characteristics covariates, segment length, length 
of the horizontal curve, grade of vertical curve, median barrier width, number of lanes, 
shoulder width, and shoulder type are significant for most of the QRs and the NB model. 
For regressors that control traffic characteristics, the average annual daily traffic (AADT) 
per lane is significant under all the models, while the speed limit does not show any 
significant effect on crash frequency for this dataset at 1%. Moreover, the signs of the 
effects of the covariates that are significant do not switch at different quantiles in this 





Table 4.2: Parameter Estimates for QRs and NB Model for Urban Interstate Highway 
Segments (z-statistics in brackets) 
Variable 
QR Negative 
Binomial(0.25|x)* (0.5|x) (0.6|x) (0.7|x) (0.8|x) (0.9|x) (0.95|x) 
Road segment 
length (miles) 
10.349 10.981 11.071 11.028 10.279 9.943 9.217 9.257 




-8.88E-05 -1.02E-04 -1.31E-04 -1.55E-04 -1.77E-04 -1.60E-04 -1.55E-04 -1.45E-04 




-0.006 0.015 0.033 0.048 0.034 0.028 0.029 0.014 
[-0.23] [0.38] [0.71] [3.18]a [2.14]b [1.55] [1.48] [0.90] 
Vertical curve 
length  (feet) 
-9.95E-05 -7.43E-05 -5.88E-05 -4.89E-05 -5.07E-05 -5.98E-05 -8.97E-05 -5.73E-05 
[-1.67] [-1.51] [-1.41] [-1.19] [-1.38] [-1.75] [-2.07]b [-1.74] 
Vertical grade  
(%) 
0.076 0.095 0.092 0.095 0.082 0.085 0.133 0.09 




-1.63E-03 -2.13E-03 -2.38E-03 -2.47E-03 -2.20E-03 -2.07E-03 -1.83E-03 -2.24E-03 
[-2.00]b [-3.27]a [-3.71]a [-3.39]a [-4.96]a [-4.14]a [-3.37]a [-5.16]a 
Number of 
lanes 
0.266 0.245 0.251 0.241 0.225 0.216 0.196 0.226 




0.003 0.008 0.005 0.002 -0.014 -0.004 -0.013 -0.001 




-0.088 -0.106 -0.098 -0.092 -0.102 -0.117 -0.123 -0.123 




-0.819 -0.97 -0.834 -0.724 -0.838 -1.088 -1.098 -1.154 




-1.002 -1.216 -1.148 -1.105 -1.046 -1.133 -1.119 -1.313 
[-1.79] [-3.38]a [-2.68]a [-2.65]a [-2.75]a [-3.07]a [-2.23]b [-5.08]a 
AADT per 
lane 
7.51E-05 8.05E-05 8.10E-05 8.14E-05 7.72E-05 7.15E-05 6.98E-05 7.09E-05 
[13.22]a [21.39]a [18.51]a [19.38]a [18.32]a [20.78]a [14.89]a [23.73]a 
Speed limit 
(mile per hour) 
-0.023 -0.011 -0.014 -0.015 -0.018 -0.006 3.75E-04 -0.019 
[-2.25]b [-1.28] [-1.43] [-1.50] [-2.39]b [-0.77] [0.06] [-2.82]b 
Constant 
-2.105 -2.066 -1.747 -1.39 -0.333 -0.413 -0.276 -0.442 
[-2.12]b [-2.63]a [-2.11]a [-1.63] [-.50] [-0.60] [-0.37] [-0.77] 
*A randomizing procedure was added to the qcount package to make the estimation for lower quantiles 
independent of sequence of original data and the pseudo randomizing procedure of jittering sampling.  
a Significant at 1% 





Figure 4.1: Parameter Estimates for QRs and NB Model for Urban Interstate Highway 













































































































































































Estimates in Table 4.2 clearly show the statistical significance of the covariates 
and can be used directly for the purpose of prediction. However, the direct interpretation 
of coefficients in Table 4.2 may suggest some misleading conclusions, since  are 
the linear partial effects on ; |   but not on |   or τ| . To fully 
understand the effects of covariates on the crash number, marginal effects of covariates 
on |  at the mean are presented in Table 4.3 and further illustrated in Figure 4.3.  
Similar as defined in Figure 4.1, the dashed line in each figure in Figure 4.2 
represents the NB regression estimate of the marginal effects. The two dotted lines show 
conventional 95 percent confidence intervals for NB regression estimate. The solid black 
line represents the quantile regression estimates of the marginal effects. The shaded gray 
area depicts a 95 percent confidence band for the quantile regression estimates. 
 All the marginal effects are calculated by setting the continuous variables to their 
mean and the dummy variables to zero. A few interesting findings from the estimation 











(0.25|x)* (0.5|x) (0.6|x) (0.7|x) (0.8|x) (0.9|x) (0.95|x) 
Road segment 
length (miles) 
4.171a 9.092a 11.710a 15.355a 20.238a 30.422a 42.897a 12.160a 
Horizontal curve 
length (feet) 




-0.003 0.012 0.035 0.067a 0.067b 0.085 0.120 0.018 
Vertical curve 
length  (feet) 
-4.30E-05 -6.49E-05 -6.48E-05 -7.05E-05 -1.03E-04 -1.91E-04 -3.98E-04 -7.52E-05 
Vertical grade    
(%) 




-0.001b -0.002a -0.003a -0.003a -0.004a -0.006a -0.008a -0.003a 




0.001 0.007 0.006 0.003 -0.027 -0.013 -0.054 -0.002 
Average shoulder 
width (feet) 








-0.278 -0.647a -0.797a -1.024a -1.397a -2.286a -3.089b -1.065a 
AADT per lane 
3.03E-05 6.66E-05 8.57E-05 1.13E-04 1.52E-04 2.19E-04 2.91E-04 9.31E-05 
Speed limit 
(mile per hour) 
-0.009b -0.009 -0.015 -0.021 -0.035b -0.018 0.002 -0.024b 
Constant 4.171a 9.092a 11.710a 15.355a 20.238a 30.422a 42.897a 12.160a 
*Marginal effects are calculated by setting the continuous variables to their mean and the dummy variables 
to 0. 
a Significant at 1% 
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As shown in Table 4.3, it is apparent that QRs provides more information than the 
NB model. As expected, the road segment length has a large positive effect on the crash 
frequency. Holding all the covariates at their mean, the marginal effects on  are much 
larger in the upper quantiles than those in the lower tail of the distribution. The size of the 
impacts at sixth decile is consistent with results obtained from the NB regression model. 
Moreover, the elasticities at each selected   are calculated to be 0.38 (  = 0.25), 0.41 
(  = 0.5), 0.42 (  = 0.6), 0.44 (  = 0.7), 0.44 (  = 0.8), 0.46 (  = 0.9) and 0.49 (  = 0.95) 
respectively. It is interesting to notice that the elasticities are not equal to 1, indicating 
that if roadway segments are cut to smaller segments, different crash frequencies will be 
obtained. Similar results are found in related literatures (Anastasopoulos and Mannering, 
2009) where it is explained as a “segment-boundary effects” on crash frequency in that 
changing geometrics may be associated with “crash clustering”. This finding is one of the 
reasons that the crash number rather than crash rate is used as the response variable in 
this research. 
For horizontal curves, their lengths have significant negative effects on  
across most part of the conditional distribution, which indicates that short curves and 
suddenly changes in curvature can increase the road risk. But the degree of curvature for 
horizontal curves is not found to be an important explanatory factor. This can be 
explained by the fact that most of the Interstate Highways are well designed and 
constructed so that the degree of the curvature should be qualified to offer a smooth and 
safe drive. For vertical curves, the length is insignificant at 1 percent across the 




road safety. Larger grades result in more dangerous sites and the marginal effects are 
higher in the upper tail of the distribution than those at other quantiles. This implies that 
with the same countermeasures, more crash reductions are expected for segments with 
more historical crashes given the same geometrical and traffic characteristics. 
The number of lanes has a highly significant effect on  at all selected quantiles, 
and the effects differ across the conditional distribution of crash data. This suggests that 
adding a lane to more dangerous sites will have more benefit in terms of road safety 
compared with those segments with equivalent characteristics. The marginal effect 
estimated by NB regression model is consistent with that of the QR model at about sixth 
decile. It is interesting to note that the marginal effects of average lane width on  are 
surprisingly insignificant at all selected percentiles in QRs as well as in NB regression 
models. One possible explanation for this finding is that the dataset used in this study 
does not provide enough variation on average lane width, which has a mean of 12.721 ft 
and standard deviation of 2.515 ft. This is a reasonable case for Interstate Highways, 
where 12 ft to 14 ft is a typical design range. 
 A median barrier is presented for every segment in our dataset, and the width of 
a median barrier shows a significant negative effect on crash frequency, implying that 
wider median barriers reduce the crash frequency on average. Also, marginal effects 
differ across the conditional distribution, and NB regression model cannot reveal such 
detailed information.                   
Regarding roadway shoulder, both the type and average width have significant 




crash frequency more significantly. QRs show that risks derived from narrow shoulders 
are higher in those segments at the top of the conditional distribution than others. 
Shoulder type dummies have negative effects on . Presence of a wall or curb shoulder 
results in less traffic risks than presence of a level shoulder. As indicated in the 
methodology part, a covariate that affects  does not guarantee to produce a marginal 
effect strong enough to change the conditional quantiles of the original crash counts, and 
one needs to be cautious with the interpretation of marginal effects on . The case for 
shoulder type gives a good example. Recall that | | , marginal effects 
of the dummy indicating whether shoulder type is curb or not were calculated, and they 
are 0 (  = 0.25), -2 (  = 0.5), 0 (  = 0.6), -1(  = 0.7), -1 (  = 0.8), -2 (  = 0.9), and -3 
(  = 0.95). At sixth decile, the marginal effect of the presence of a curb shoulder on the 
yearly crash counts is zero, although it has a significant effect on . At 95 percentile, 
the change from a level shoulder to a curb is enough to induce a marginal effect of +3 on 
the yearly crash counts.  
In the group of covariates describing traffic characteristics, the effect of traffic 
volume is found to be highly significant. Similar to the findings for other covariates, it is 
found that the marginal effects are higher for segments in the higher tail than other parts 
of the distribution. The NB regression model only captures the mean effect of traffic 
volume on crash count which is around sixth decile. The elasticities at selected quantiles, 
0.877 ( 0.25 , 0.949 ( 0.5 , 0.978 ( 0.6 , 1.025 ( 0.7 , 1.038 ( 0.8 , 
1.045 ( 0.9 , and 1.075 ( 0.95 , are all around 1. Unlike road segment length, 




percentage change in  caused by a percent change in traffic volume is equal to one 
and thus the crash rate is independent of traffic volume. Speed limit is found to be 
insignificant in this study; one possible reason is that the filtered dataset does not provide 
significant variations for the variable of speed limit. 
 
4.3  Estimation of Crash Prediction Model for Rural IS Highways 
In this section, a detailed discussion on crash prediction model for rural Interstate 
Highways is presented in the similar way as the discussion on urban Interstate Highways 
in section 4.2.  
4.3.1 Data Description 
The dataset used in developing the crash prediction model for Interstate Highway 
in rural areas contains 3,142 highway segments with an average length of 0.118 miles. 
The total number of reported crashes of all types is 2,042 and for each individual segment 
the crash rate ranges from 0 to 12. Compared to crash data for Interstate Highway 
segments in urban areas, the average number of crashes happened on Interstate Highway 
segments in rural areas in Washington State in 2002 were smaller. The average traffic 
volume on Interstate Highway in rural areas is 6,974, about one third of the average 
traffic volume on those in urban areas. The full descriptive statistics of the response 




Table 4.4: Summary Statistics of Variables for Interstate Highways in Rural Areas in 
Washington State (3142 road segments) 
Variable Mean Std. Dev. Min Max
Dependent variable 
Number of motor vehicle crashes (in 2002) 0.650 1.161 0 12
Covariates 
Geometric characteristics 
Road segment length (miles) 0.118 0.141 0.000227 1.73
Horizontal curve length (feet) 496.873 1034.163 0 6648
Degree of horizontal curvature (°/100ft) 0.448 0.911 0 6
Vertical curve length (feet) 766.899 680.993 0 4200
Vertical grade (%) 1.301 1.257 0 5.55
Median barrier width (feet) 98.565 142.012 4 999
Number of lanes 4.763 1.086 2 8
Average lane width (feet) 12.222 1.148 12 24.75
Average shoulder width (feet) 9.681 2.086 0 16
Indicator for shoulder type curb (1 if yes, 0 
otherwise) 
0.029 0.167 0 1
Indicator for shoulder type wall (1 if yes, 0 
otherwise) 
0.012 0.108 0 1
          
Traffic characteristics 
Average annual daily traffic (AADT) per lane 6974 3729 932 18475
Speed limit (mile/h) 68.919 3.567 35 70
 
4.3.2 Model Estimation and Results Analysis  
The estimation was implemented using the qcount package of STATA on the 
same selected quantiles as discussed in section 4.2. Estimation results of the coefficients 
are presented in Table 4.5 and Figure 4.3. Estimation results of the marginal effects are 
presented in Table 4.6 and Figure 4.4. Because the marginal distribution of crash data for 
rural Interstate Highway segments shows that more than 50 percent of the segments have 




errors for the quantiles below medium. It shows that extra zero observations in the 
distribution of dependent variable have an impact on the estimation accuracy and 
applicability of the proposed method.  
Negative binomial regression model was also included and presented as the 
benchmark of comparison in this research. As shown in Table 4.6 and Figure 4.4, most of 
the covariates which are significant in the negative binomial regression model also tend 
to be significant in the quantile regression models. Among the geometric characteristics 
covariates, segment length, length and curvature of the horizontal curve, length and grade 
of vertical curve, number of lanes, and shoulder width are significant for most of the QRs 
and the NB model. For regressors that control traffic characteristics, the average annual 
daily traffic (AADT) per lane is significant under all the models, while the speed limit 
does not show any significant effect on crash frequency for this dataset. Moreover, the 
signs of the effects of the covariates that are significant do not switch at different 
quantiles in the study.  
Compared to estimation results for Interstate Highway segments in urban areas, 
the significance for some covariates differs. The degree of curvature for horizontal 
curves, whose effect is highly insignificant for urban Interstate Highway segments, is 
significant in the NB and quantile regression models for rural Interstate Highway 
segments at 1 percent. Median barrier width for rural Interstate Highway segments is not 
significant, while its effect is highly significant for urban Interstate Highway segments. 
The effect of the shoulder type (curb/wall/ leveled shoulder) is insignificant for rural 




Table 4.5: Parameter Estimates for QRs and NB Model for Rural Interstate Highway 
Segments (z-statistics in brackets) 
Variable 
QR Negative 
Binomial(0.25|x)* (0.5|x) (0.6|x) (0.7|x) (0.8|x) (0.9|x) (0.95|x) 
Road segment 
length (miles) 
4.219 4.996 5.491 5.747 5.641 4.768 4.652 3.965 




-9.32E-05 -7.71E-05 -7.06E-05 -8.71E-05 -1.28E-04 -8.66E-05 -7.76E-05 -9.53E-05 




0.150 0.170 0.184 0.212 0.247 0.154 0.121 0.170 
[2.54]b [3.45]a [3.93]a [4.09]a [4.34]a [3.37]a [3.27]a [5.19]a 
Vertical curve 
length  (feet) 
-1.53E-04 -1.54E-04 -1.61E-04 -1.26E-04 -8.79E-05 -4.90E-05 -7.22E-05 -1.05E-04 
[-2.04]b [-2.34]b [-2.46]b [-1.82] [-1.29] [-0.8] [-1.29] [-2.33]b 
Vertical grade  
(%) 
0.167 0.160 0.152 0.137 0.104 0.070 0.087 0.117 




6.44E-04 4.96E-04 4.33E-04 3.24E-04 2.91E-04 7.28E-05 -1.54E-04 2.79E-04 
[2.09]b [1.91] [1.92] [1.49] [1.19] [0.43] [-0.73] [1.6] 
Number of 
lanes 
0.201 0.211 0.233 0.246 0.230 0.156 0.143 0.192 




-0.446 -0.369 -0.325 -0.323 -0.353 -0.242 -0.175 -0.250 




-3.52E-03 -1.12E-04 -9.00E-03 -2.35E-02 -1.14E-02 9.22E-02 8.07E-02 2.81E-02 




0.805 1.590 1.478 1.335 1.532 1.949 1.475 1.300 




-0.974 -0.114 0.180 -0.016 1.078 1.877 1.864 1.323 
[0] [0] [0] [0] [0] [1.4] [1.47] [1.84]b 
AADT per 
lane 
1.02E-04 1.08E-04 1.08E-04 1.09E-04 1.14E-04 7.64E-05 6.27E-05 8.24E-05 
[8.53]a [10.16]a [10.62]a [10.14]a [10.02]a [7.52]a [6.49]a [10.47]a 
Speed limit 
(mile per hour) 
2.13E-02 1.19E-02 8.23E-03 6.84E-03 3.70E-03 -8.83E-03 -7.22E-03 5.52E-04 
[1.01] [0.91] [0.67] [0.54] [0.3] [-0.88] [-0.74] [0.06] 
Constant 
-0.303 -0.160 -0.286 0.082 1.001 0.836 0.589 -0.078 
[0] [0] [-0.04] [0.04] [0.46] [0.45] [0.38] [-0.06] 
*A randomizing procedure was added to the qcount package to make the estimation for lower quantiles 
independent of sequence of original data and the pseudo randomizing procedure of jittering sampling.  
a Significant at 1% 





Figure 4.3: Parameter Estimates for QRs and NB Model for Urban Interstate Highway 

















































































































































































(0.25|x)* (0.5|x)  (0.6|x) (0.7|x) (0.8|x) (0.9|x) (0.95|x) 
Road segment 
length (miles) 
0.503a 1.180a 1.613a 2.173a 3.146a 5.003a 7.102a 1.993a 
Horizontal curve 
length (feet) 




0.018b 0.040a 0.054a 0.080a 0.138a 0.162a 0.184a 0.086a 
Vertical curve 
length  (feet) 
-1.83E-05b -3.63E-05b -4.74E-05b -4.76E-05 -4.90E-05 -5.14E-05 -1.10E-04 -5.26E-05b 
Vertical grade    
(%) 




7.19E-05b 1.11E-04 1.27E-04 1.23E-04 1.57E-04 7.58E-05 -2.35E-04 1.40E-04 
















-0.076 -0.025 0.058 -0.006 1.061 5.615 8.049 1.364b 
AADT per lane 1.22E-05a 2.55E-05a 3.16E-05a 4.13E-05a 6.34E-05a 8.02E-05a 9.57E-05a 4.14E-05a 
Speed limit 
(mile per hour) 
2.54E-03 2.81E-03 2.42E-03 2.59E-03 2.07E-03 -9.27E-03 -1.10E-02 2.77E-04 
Constant 0.503 1.180 1.613 2.173 3.146 5.003 7.102 1.993 
Marginal effects are calculated by setting the continuous variables to their mean and the dummy variables 
to 0. 
a Significant at 1% 







































































































































































As shown in the above tables and figures, QRs provides more information than 
the NB model. While some of the findings are consistent with those in Section 4.2, the 
others are different. 
For horizontal curves, their lengths tend to have significant effects on the upper 
tail of the conditional distribution of , which indicates that short curves and suddenly 
changes in curvature can increase the road risk for risky highway sites. The degree of 
curvature has significant effects on  across most part of the conditional distribution. 
For highway segments in the lower tail of the conditional distribution of , the 
estimated marginal effect is smaller than that estimated by NB model, while for those in 
the upper tail, the estimated marginal effect is larger than that estimated by NB model.  
 For vertical curves, the length is insignificant at 1 percent across the conditional 
distribution, but the vertical grade plays a significant role in affecting road safety. The 
size of the impacts at the seventh decile is consistent with results obtained from the NB 
regression model. Larger grades result in sites with larger risk and the marginal effects 
are higher in the upper tail of the distribution than those at other quantiles. This implies 
that with the same countermeasures, more crash reductions can be expected for segments 
with more historical crashes given the same geometrical and traffic characteristics. 
 Regarding roadway shoulder, the effects of both the type and average width are 
insignificant in the QR and NB models at 1 percent level for the rural segments, while 
both of them have significant effects for urban segments. It is noticed that highway 
segments in rural segments have wider and more leveled shoulders on average and 




4.4 Model Validation and Comparison 
After obtaining the parameter estimates for quantile regression models and NB 
model, data collected on I-82 was also used for model validation. For I-82, there are 
1,213 homogeneous roadway segments with 1,014 segments in rural areas and 199 in 
urban areas. Both the Location method and the Probability method were applied to 
predict the number of crash for segments on I-82. For the Location method which 
requires the historical crash data as an input for the prediction, the average crash counts 
for the period of 1999 to 2001 were used as the historical crash data. The prediction 
results from the Location method, the Probability method, and the NB regression models 
were compared with the observed crash counts on I-82 in 2002; and the comparison 
results are summarized in Table 4.7.  
There are various error measures in the estimation period, such as mean squared 
error, mean absolute error, mean absolute percentage error, and mean percentage error. 
The root of mean square error (RMSE) is a frequently-used simple measure of the 
differences between values predicted by a model or an estimator and the values actually 
observed from the variable being modeled or estimated. In this section, RMSE was 
adopted to measure the errors of prediction by different models for the following 





where RMSE is the root of mean square error; 




N is the number of observations (road segments) 
Y  is the measured value of the ith observation ( the observed number of crashes in 
on segment I in the year 2002);   
Y  is the estimated value of the ith observation ( the predicted number of crashes 
in on segment I in the year 2002).   
Table 4.7: Comparison of RMSEs for QRs and NB Regression Models 
 
RSME of Prediction 
QR models 
NB 
Probability Method Location Method 
Overall 0.679 0.627 0.757 
Rural IS Highway 0.688 0.621 0.771 
Urban IS Highway 0.638 0.701 0.720 
 
All RMSEs are showed in Table 4.7. The value indicates that on average the 
proposed QR based models have a better ability to predict crash occurrence than the NB 
regression model in this case study. Also, the RSMEs for Interstate Highway segments in 
urban areas are smaller than those in rural areas for the prediction by both the Probability 
Method and NB regression model. Such results are anticipated because there are 
significantly more segments with zero recorded crashes on the roadway segments in rural 
areas than those in urban areas, resulting in poor estimation. Furthermore, this table also 
shows that while the Location Method can generally produce better predictions than the 




Highways in urban areas. This finding indicates that although the historical crash data can 
improve the prediction accuracy on average, it might not be the case under every 
situation. A traffic crash is a rare event which is largely subject to random fluctuations. 
The historical data used in this case study was collected over 3 years,  implying that 
short-term recorded numbers and do not necessarily reflect the long-term expected 
numbers. Especially, since the number of roadway segments of I-82 in urban areas is 
relatively small, the impact of such fluctuation might become more obvious.   
To compare the results in details, the histograms of the residuals which are the 
difference between the observed crash data on I-82 in 2002 and estimated values from 
either the proposed model or the NB regression model are present in Figure 4.5 and 
Figure 4.6. These histograms were normalized to showy relative frequencies. By using 
histograms, a visual impression of the distribution of the residuals by different models is 
clearly seen.  
For predictions by the Probability Method and the NB regression model, historical 
crash data is not used. The distributions of the residuals by both methods are non-
symmetrical and skewed to right. Compared to the NB regression model, the residuals 
from the Probability Method have smaller fractions distributed in the right tail.  
The location method takes the historical data into consideration, and provides 
discrete prediction values by its definition. In the histograms, it also shows that the 
Location Method precedes the NB regression model in the sense that is generates less 





(a) Probability Method 
 
(b) Location Method 
 
(c) NB Regression Model 



















































(a) Probability Method 
 
(b) Location Method 
 
(c) NB Regression Model 


















































This chapter presented a case study for the purpose of demonstrating the 
application of the proposed crash prediction model, where the relation between crash 
occurrence and road inventory and traffic characteristics is investigated. The case study 
pertained to crash records and relevant HSIS data collected from Interstate Highways in 
both urban and rural areas in Washington State from 1999 to 2002. The results obtained 
by QRs were compared with those from the negative binomial regression. The results 
show that the conclusion on significance and signs of the effects derived from both the 
NB models the proposed QR models are generally consistent. Compared with the NB 
models, the proposed QR models reveal more detailed information on how the marginal 
effects of regressors on the crash rate change across the conditional distribution. Also, 
both the Probability Method and the Location Method as proposed prediction tools for 
the QR model provide better predictions compared to the prediction of NB regression 
models. Results from this chapter serve as the basis for developing the RRIs which are 





CHAPTER 5 EMPIRICAL ANALYSIS ON DEVELOPMENT AND 
VISUALIZATON OF RRIS  
As shown in Chapter 4, both the Location Method and the Probability Method can 
produce good prediction results in the selected dataset. In this chapter, the discussions are 
focused on using the results from the proposed prediction models to develop both the 
  and the    for the Interstate Highway 82 ( I-82 ) based on the road geometry 
and traffic features observed in the year 2002. A Geographic Information System (GIS) 
platform is used to store, manage, and present the RRIs along with other related data 
using the linear referencing tools in ArcGIS. This delivery system supports all of the 
basic GIS functions, including viewing and querying the RRIs on the highway network, 
performing spatial analysis tasks such as selecting and buffering features, and 
manipulating information.  
 
5.1 Data Description  
The road geometry and traffic data collected on I-82 in Washington in the year 
2002 was used to demonstrate the development of RRIs. For the Location methodwhich 
requires historical crash data as an input for the prediction, the average crash counts for 
the year 1999 to 2001 were used as the historical crash data. For I-82, there are 1,213 
homogeneous road segments with 199 in urban areas and 1,014 segments in rural areas. 




areas respectively. Vertical curves in rural areas have larger grade compare to those in 
urban areas on average. The average median barrier width for segments in rural areas is 
approximately 116 ft, which is about twice as much as that for segments in urban areas. 
The average traffic volume in rural areas (3,963 veh/day/lane) is significantly smaller 
compared to that in urban areas (8,346 veh/day/lane). The full descriptive statistics of the 
covariates are presented in Table 5.1 and Table 5.2.  
Table 5.1: Summary Statistics of Variables for I-82 in Urban Areas in Washington State 







Road segment length (miles) 0.053 0.055 0.000871 0.28
Horizontal curve length (feet) 259.292 516.502 0 1837
Degree of horizontal curvature (°/100ft) 0.405 0.932 0 5
Vertical curve length (feet) 834.673 995.319 0 3600
Vertical grade (%) 0.982 0.978 0 3
Median barrier width (feet) 58.613 26.659 40 200
Number of lanes 4.005 0.071 4 5
Average lane width (feet) 12.755 2.316 12 24.5
Average shoulder width (feet) 8.814 2.855 0 11
Indicator for shoulder type curb (1 if yes, 0 
otherwise) 
0.065 0.248 0 1
Indicator for shoulder type wall (1 if yes, 0 
otherwise) 
0.050 0.219 0 1
          
Traffic characteristics 
Average annual daily traffic (AADT) per lane 8346 2513 3506 10831





Table 5.2: Summary Statistics of Variables for I-82 in Rural Areas in Washington State 
(1014 road segments) 
Variable Mean Std. Dev. Min Max
Covariates 
Geometric characteristics 
Road segment length (miles) 0.120 0.138 0.0001 1.14
Horizontal curve length (feet) 1209.973 1962.471 0 12683
Degree of horizontal curvature (°/100ft) 0.643 1.021 0 5.46
Vertical curve length (feet) 1515.301 1138.819 0 6700
Vertical grade (%) 1.775 1.622 0 5.01
Median barrier width (feet) 115.933 138.857 16 999
Number of lanes 3.982 0.132 3 4
Average lane width (feet) 12.452 1.622 12 23.5
Average shoulder width (feet) 9.418 2.156 0 11
Indicator for shoulder type curb (1 if yes, 0 
otherwise) 
0.035 0.183 0 1
Indicator for shoulder type wall (1 if yes, 0 
otherwise) 
0.024 0.152 0 1
          
Traffic characteristics 
Average annual daily traffic (AADT) per lane 3963 955 1663 6895
Speed limit (mile/h) 69.882 1.082 60 70
 
5.2 Estimation of RRIs  
In Chapter 4, crash frequencies have been estimated by both the Location method 
and the Probability method, and the results were summarized in Table 4.7. In this section, 
the estimated crash frequencies by both methods were employed to develop both the 
  and the    for the Interstate highway 82 based on the road geometry, traffic 




To estimate the RRIs, the predicted number of each type crash on each roadway 
segment was first calculated according to the distribution of the crash types for the 
highway group to which the segment belongs. The   and    were computed 
according to equation (3.2) and equation (3.4) discussed in Chapter 3. As discussed 
earlier, the estimated RRIs are sensitive to the selection of parameters for the risk 
sensitivity functions. The values of those parameters differ due to the different attitudes 
towards road risk among driver groups. In such a flexible formulation of the RRIs, the 
transportation agencies can adjust these parameters to accommodate the proposed RRIs 
to their local conditions. In this case study, the default value for these parameters was 
taken from Wu and Zhang (2008), where the parameters were determined by using a 
simulation dataset.  
Table 5.3 summarizes the basic statistics of the estimated RRIs for the road 
segments in both rural and urban areas. As shown in the table, the average RRIs in rural 
areas are smaller than those in urban areas, which indicates that on average road 
segments of I-82 in rural areas are less risky compared to those in urban areas according 
to the definition of the RRIs. 
Table 5.3: Summary Statistics of RRIs for Interstate Highway 82 in Washington 
  
 I-82 in Urban Areas 
(199 Segments) 
 I-82 in Rural Areas 
(1,014 Segments) 
Mean Std. Dev. Mean Std. Dev. 
     
Probability Method 4.0 3.3 2.9 3.2 
Location Method 4.0 4.5 3.0 3.9 
     
Probability Method 4.6 3.8 2.3 3.1 





While statistics in Table 5.3 give a general description of developed RRIs, maps 
can delivery such information in a more effective way. In the following section, ArcGIS, 
which is a popular and powerful tool to visualize data, was used to analyze data in 
relation to its location, leading to an increase in the value and utility of that information. 
 
5.3 Visualizing RRIs using ArcGIS   
The data source for the maps is the WSDOT GeoData Distribution Catalog 
(WSDOT, 2011), a centralized distribution site for geographic information system (GIS) 
data produced at the Washington State Department of Transportation. The GIS data 
includes: lane information, Global Positioning System (GPS) route data, road log, etc. 
The State Route GPS Routes file is a collection of datasets representing Washington's 
State Routes created from “a combination of Global Positioning System data and inertial 
data are depicted as polylines with measures and State Route identifiers” (WSDOT, 
2011). In this study, the State Route GPS Routes file was used to develop the base map 
for visualizing the estimated RRIs.  
The Linear Referencing technique was applied to link the table containing the 
estimated RRIs, road geometry feature, and traffic features with the base map. There are 
quite a few software packages currently available to facilitate the implementation of 
Linear Referencing System, including the Linear Referencing tools in ArcGIS. Two 




classes which are a line feature class with a defined measurement system, and event 
tables which contain information about assets, conditions, and events located along route 
features. 
At WSDOT, there are two basic types of the Distance Measuring Instrument 
(DMI) LRS (tabular) and Spatial LRS (graphical). The DMI LRS is created by driving 
the state highways with a vehicle mounted the Distance Measuring Instrument (DMI), a 
high accuracy odometer. The accuracy of DMI is about +/- 52.8 ft (WSDOT , 2009). A 
spatial LRS is based on the linear elements by X/Y coordinates in relationship to the 
earth’s surface. WSDOT has three different spatial LRSs to increase the horizontal 
accuracy and level of details: the 500k LRS with accuracy of +/- 200 ft, the 24k LRS with 
accuracy of +/- 40 ft), and the GPS/LRS with accuracy of +/- 5 ft. In this research, the 
State Route GPS Routes datasets which implemented GPS/LRS were used as the source 
for the route feature classes for Linear Referencing. A state route in the State of 
Washington is identified by a three digit number (e.g., 082). 
Distances along the linear feature are called measures and can be displayed in 
various units such as feet, miles, kilometers, or percentages. At WSDOT, road segment 
features are located along highways from their beginning to ending by Accumulated 
Route Mileage (ARM) and State Route MilePost (SRMP) values (WSDOT, 2009). Both 
ARM and SRMP values are carried to the hundredth of a mile. The SRMP is identified 
reference points and is usually used for the purpose of locating. The ARM is an accrual 






The event table was developed based on the RRIs derived from the previous 
section and road segment data abstracted from the HSIS dataset. For every road segment, 
its location on the base map is determined by three fields: the route identifier, beginning 
MilePost and ending MilePost. Roadway geometry features, traffic data and RRIs were 
included as the attributes for highway segment features in the table. 
The geographical information of the seven interstate routes in Washington State is 
shown in Figure 5.1. I-82 was selected to demonstrate the development of the Road Risk 
Indices. 
 




The risk maps developed according to the    and      by both the 
Probability Method and the Location Method are displayed in Figure 5.2 to Figure 5.5. 
Such maps enable comparison of the safety performance of interested sites, and make it 
easy for both road users and highway agencies to assess and grasp the safety information.  
 
















Figure 5.5: Map of   Estimated by the Location Method 
 
5.5 Summary 
This chapter presents a case study on developing both the    and the 
    using the calibrated crash prediction models from the previous chapter. A 




present RRIs and related data with reference to geographic location data using the linear 
referencing tools in ArcGIS. The results of the case study show that the proposed 
methodology framework is capable of assessing and effectively delivering information on 
road risks of existing highway infrastructure for both road users and highway agencies 
based on road geometrics, traffic conditions, and historical crash data. In the final chapter 











CHAPTER 6 SUMMARY AND RECOMMENDATIONS 
 
This dissertation research addressed an important highway safety issue with the 
development of a methodological framework for assessing road safety performance of 
existing highway infrastructures through composite indices. This chapter highlights the 
main findings from this research and provides recommendations for using the proposed 
methodology in highway safety research and practice. The chapter ends with a discussion 
on possible topics with which the research can be extended in the future.  
 
6.1 Summary of Research Findings 
In keeping with the original goals and objectives established for the dissertation 
research, key findings from this research work include: 
1.  In order to assess road safety and further facilitate the safety management of 
the existing highway networks in a proactive and objective manner, a set of 
composite indices that can quantify the potential road risks is needed. These 
indicators are appealing for at least three reasons. First, the indices can 
evaluate the potential road risk according to road geometry features, traffic 
features, and historical crash data provided that such data is available. 
Considering the fact that traffic crashes are complex and rare events, such 




compared to an evaluation which is purely based on historical crash data. 
Second, these indices rely less on safety engineer’s subjective experience and 
judgment and more on objective data and information. Finally, such 
composite indices aggregate various kinds of information into composite 
indicators. Compared to the current case-by-case assessment process in the 
U.S., the proposed indices can aid the safety management activities such as 
optimization and project prioritization at a network level, making it possible 
for safety management to be integrated in the process of highway 
infrastructure management. 
2.  A comprehensive framework for developing the Road Risk Indices (RRIs) is 
proposed in this dissertation. These RRIs are capable of assessing the road 
risks of existing highway infrastructure from the perspective of both the road 
users and the highway agencies. The proposed framework is easy to adopt 
state-of-the-art crash prediction models and provides the flexibility to 
accommodate any available historical data. Results from the case study show 
that the proposed RRIs are capable of integrating the results from the crash 
prediction models and the historical crash data in forming more general 
indices for road risk assessment.  
3. A model using quantile regression for counts techniques is proposed as a 
methodological alternative to modeling traffic crash occurrences. Over-
dispersion caused by unobserved heterogeneity is common in traffic crash 




can lead to undermine the validity of the models. The Negative Binomial 
(NB) regression models have been adopted widely for accommodating over-
dispersion in highway safety study. However, previous studies conducted by 
other researchers indicate that empirical crash data do not follow the 
underlying distribution assumptions of NB regression models. In this 
dissertation, a crash prediction model based on quantile regression for counts 
techniques is proposed to overcome some of the major limitations (including 
over-dispersion) of the traditional count models. The proposed model is 
designed as a semiparametric model which allows researchers to relax 
restrictions in the form of the distribution function of the response variable, 
resulting in more robust estimation. Also, the quantile regression based 
estimation technique estimates various quantiles of the conditional distribution 
of parameters rather than just the mean of a population, and thus provides a 
more complete picture of effects of covariates on crash frequency compared to 
traditional models. In addition, the proposed model can provide better 
predictions by effectively addressing the heterogeneity of crash data. A case 
study was carried out to demonstrate how to apply the proposed model to the 
crash records and relevant HSIS data collected on Interstate Highways in both 
urban and rural areas in Washington State in the year 2002. The results from 
the numerical case study show that the proposed model can provide a more 
complete analysis of crash data and yield more accurate predictions compared 




4.  Extra zero observations in crash counts are found to be a major influencing 
factor for prediction accuracy. In the numerical case study, separate analyses 
were carried out for the Interstate Highway segments in urban and rural areas 
considering the difference in the data collection process and the quality of 
crash data. The comparison of the results indicates that both the proposed 
model and the NB regression model behave better on the dataset for urban 
Interstate Highway segments where less zeros are observed. While the extra 
zeros have an impact on all the estimates of the NB regression model, they 
only influence the estimates in lower quantiles of the proposed model. For the 
estimates of the conditional quantiles on the upper tail of the distribution, 
which are also the focus of highway safety study, extra zeros do not affect the 
estimation accuracy.  
5.  The Geographic Information System (GIS) and linear referencing techniques 
can be applied to developing an effective and user friendly publishing system 
for the Road Risk Indices and related data with reference to their geographic 
locations. Safety data usually are collected from various procedures and stored 
in different formats, most of which are described as either point or linear 
features. The current GIS and linear referencing techniques enable researchers 
and users to combine the information from different resources, and store, 
manage, and present them in an integrated system. The numerical case study 
shows that ArcGIS and its Linear Referencing tool package provide an easy 




6.2 Topics for Future Research 
This dissertation undertook a significant amount of work in establishing a 
methodological framework for developing the Road Risk Indices to assess road safety of 
existing highway networks. While the objectives of this research have been achieved, 
there are some valuable extensions that merit future research. 
1. In this research, while the discussions and the numerical case study are 
focused on Interstate Highway segments, the proposed methodological 
framework can be customized for the safety study of other function classes of 
highways as well as intersections to form a more comprehensive evaluation of 
a highway network. For intersections, both the modeling procedure and the 
covariates of the crash prediction models may differ from the model 
developed in this dissertation, but the concepts and techniques proposed in 
this dissertation can be easily extended for such cases. 
2. In the case study, simulated data is used for the parameters in the risk 
sensitivity functions. While research on determining those parameters for road 
safety study is not currently available, studies on similar topics in other areas 
have been found and techniques are available for fulfilling this task.  A 
valuable contribution can be made by using such data to calibrate those 
parameters. 
3. Estimating the models and developing the GIS mapping systems requires 




environments. To make estimating and updating models easier, it is 
recommended that a software package be developed to consolidate all 
components of the proposed methodological framework into a single platform. 
4. This study is based on cross section data; future work should be undertaken to 
extend the methodology for panel data. In addition, independent variables that 
change over time and have a potential impact on road risk levels should be 
considered. For example, pavements experience wear and deterioration from 
vehicle loading, resulting in lower coefficient of friction over time. Because 
the friction developed between a vehicle’s tires and the pavement surface 
plays a key role in allowing drivers to exercise more control of their vehicles, 
deteriorated surface skid resistance could result in an increasing in crash rate 
and road risk levels. It would be interesting to consider such a variable in the 
model and explore its impacts on road safety. A model based on panel data 
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