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We show that under general assumptions, the lilter TC,/ is infinitely diNerentiable 
in the sense of stochastic calculus of variations. for all/in C”’ which are bounded 
as well as their derivatives. ‘i” IY86 Academic Press. Inc. 
Etant donne I’espace de Wiener 52, i.e., %‘( [0, 13, I%“‘) muni de la mesure 
de Wiener, P. Malliavin [ 10, 111, a delini une notion de differentiabiliti 
pour les fonctionnelles de $2 dans [w qui consiste a les dtriver le long de 
If’( [0, I]. IT), l’espace des chemins dtrivables presque partout, a derivte 
dans L*. Ceci peut constituer une definition de robustesse pour les fonc- 
tionnelles sur Q. 
Dans le cadre du tiltrage, une notion de robustesse a tte proposte par 
J. M. Clark [3] comme la continuite sur Sz muni de sa norme d’espace de 
Banach. L’idte en est la suivante: soit n,(o), o EQ, le filtre et soit g une 
fonction continue a valeurs dans [w”; on desire trouver une fonctionnelle 
I,(g) detinie pour tout g telle que I,(g) soit une version de I7, et que I’appli- 
cation g -+ I,(g) soit continue pour la norme uniforme. Cette notion est tres 
forte et d’ailleurs elle ne permet de montrer la robustesse du filtre que dans 
des cas particuliers (cf. M. H. A. Davis [4], R. J. Elliot et M. Kohlmann 
[S], M. Kohlmann [7]). 
La robustesse au sens de P. Malhavin est plus faible mais nous allons 
montrer que sous des hypotheses tres gedrales, le filtre est robuste en ce 
sens. Ce theortme implique dans tous les cas d’unicitt des solutions de 
I’equation de Zakai, la proprittt ci-dessous: 
Etant don& une equation aux d&iv&es partielles stochastique a coeffi- 
cients C”, born& ainsi que toutes leurs d&iv&es, la solution est indefini- 
ment differentiable au sens du calcul des variations stochastique. Ceci gene- 
ralise au cas des EDPS la propritte maintenant classique des solutions des 
EDS. 
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L’article est organise comme suit: dans une premiere partie nous rappe- 
Ions les mattriaux necessaires du calcul de Malliavin; nous demontrons 
ensuite le thtortme dans la seconde partie. 
1. CALCUL DIFFERENTIEL SUR L'ESPACE DE WIENER 
Depuis le travail originel de P. Malliavin [ 10, 111, il y a eu trois refor- 
mulations du calcul de Malliavin: celle de D. W. Stroock [ 15, 163, en ter- 
mes d’analyse fonctionnelle, celle de J. M. Bismut [I ] lite aux techniques 
de controle et entin de I. Shigekawa [6] plus geometrique (cf. [12]). 
Nous utilisons ici essentiellement les approches de D. W. Stroock et 
I. Shigekawa. Nous commencons par detinir l’operateur d’ornstein et 
Uhlenbeck sur les chaos de Wiener; puis nous introduisons le gradient 
pour les fonctionnelles dtlinies sur l’espace de Wiener en suivant la prben- 
tation de S. Kusuoka et D. W. Stroock [8] oti ils ont inttgre les idees de 
I. Shigekawa. Nous detinissons alors l’espace des fonctionnelles C’ au sens 
du calcul des variations stochastique, puis nous donnons les espaces de dif- 
ferentiabilitt successifs pour les processus. 
1.1. L’opf!rateur % 
Nous suivons de pres l’exposition de D. W. Stroock [IS] en conservant 
la plupart de ses notations. 
Soit 0 l’espace %$( [0, co), Wd) muni de sa tribu borelienne; on note 0 un 
point de 8. Soit A?, = a(&~), u < t) et soit W la mesure de Wiener sur 8. 
On dttinit les chaos homogenes comme suit: soit n 2 I et A, = {SE R”: 
0 < s, < . . . 6 s, }; on note 9; I’ensemble des arrangements avec repetitions 
des d entiers ( I, 2,..., d} pris n a n et soit N(n) le cardinal de 9’;. 
Sifest dans L’(A,,, RBN”r’), on definit: 
Le nlbme chaos homogene est alors: 
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et si on pose X0= {constantes}, N. Wiener et K. It6 on montre la decom- 
position suivante: 
L2(S) = & .X”. 
0 
II est facile de voir que les chaos sont mutuellement orthogonaux et que 
chacun est isometrique a L’(d,, RN(“)). 
Notons f7, la projection orthogonale dans L’(S) sur 3”“” et soit D(Y) 
I’ensemble des 4 E L’(O) telles que: 
ou E est I’esperance correspondant a W. 
On definit l’operateur 9’ sur L*(S) avec son domaine D(V) tel que: si 
dED(Y). Y(4)= -$ c,‘=. ran(~). 
L’operateur 9’ est appele I’operateur d’ornstein--Uhlenbeck et if verilie 
les proprietes suivantes: 
l .Y est auto adjoint sur D(Y). 
l 9’ admet une unique extension (9, D(P)) a L’(8) telle que: 
n(~)={~ED(~)nLZ(Q):~~EL2(8)}. 
Comme dans [ 161 on introduit les domaines de 9 dans L”(B). 
Etendons maintenant l’action de Y aux fonctionnelles sur 0 A valeurs 
dans un espace de Hilbert quelconque E; ceci nous permettra (cf. [ 1233 
d’avoir une presentation unitiee des espaces de differentiabilite, en effet le 
gradient des fonctionnelles reelles (que nous dttinissons dans le paragraphe 
suivant) est a valeurs dans l’espace de Hilbert H’. 
Soit E un espace de Hilbert reel separable; on note (., .)L’ son produit 
scalaire et 11.1) L:sa normc. 
VP > 0, Lp(Q, E) est l’espacc des fonctionnelles mesurables 4: 8 + E 
telles que 11411 E soit dans Lp(8). 
Si 4~ L’(O, E), on dit que 4 appartient au domaine D(V, E) si (4, e)E 
est dans le domaine D(Y) pour tout L’ de E et s’il existe 1+9 E L’(S) tel que: 
Y((4, e)t) = ($9 e),, CE E. 
1.2. Le gradient 
Detinissons la classe des fonctionnelles posstdant un gradient; ce sont 
celles que I’on peut dtriver le long des chemins H’. 
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On note O(E) I’espace de Hilbert des opkateurs de Hilbert et Schmidt 
de H’ dans E; avec: H’ I’espace des fonctions h E W( [0, m)), W’) telles que 
h(O)=O, h soit absolument continue et 50” Ih’(u)l’du < +a~. 
d(E) est alors l’espace des fonctionnelles ~5 mesurables de 8 dans E tel- 
les que: 
(i) pour tout h E Hr. t E R, t + &0+ th) est strictement absolument 
continue t/8; 
(ii) il existe une application mesurable Vd: 8 -+ O(E) veritiant: 
lim W 8: 
1 ’ 
I~(e+‘h)-d(e)-v~(e).hII >t -0 vhEffl ?>o 
III IO II t I”- “. IE 1 
Soulignons que D( Y, E) c .u’( E). 
1.3. La classe .X 
Definissons une classe de fonctionnelles intermtdiaire: X(-Y, E) qui est 
en un sens la plus petite sur laquelle operent V et 9. 
Si q E [2, co), on dttinit .X,(9, E) comme l’espace des 4 E D(Y, E) n 
Ly(8, E) telles que 94 E Ly(8, E) et V#E L”(Q, O(E)). 
Sur &(U, E) on met la norme suivante qui en fait un espace de Banach: 
11~11 ;y,,,p.E) = {Et Ml f: + 11~411 id”;’ ) “‘. 
On pose alors .X( Y, E) = (I,“= 2 .X,(2?, E). 
X(9’, E) muni des normes II il;yu,y.E,, q Z 2, devient un espace de 
Frechet analogue a l’espace des foncttons continument differentiables. 
1.4. Les espaces de dl&ZrentiuhilitP des processus 
Tout d’abord dttinissons la classe des processus sur laquelle opkent une 
fois V et 9. 
Soit 9(U, E) l’espace des applications progressivement mesurables 
5: [0, co) x 8 -+ E telles quc: 
(i) 5(1)EX(Y, E) VtC CO, 77, 
(ii) V<: [0, CC) x 8 + O(E) et ~75: [0, co) x Q + E sont progressive- 
ment mesurables et: 
E 
[I 
“(115Wll~+ IW’~(~)llh)d~ < +a Vp2 1 et T>O. 
(I 1 
E(U, E) designera l’espace des I; E 9(Y, E) telles que Vg(., U), <(., 0) et 
Yt(., 0) sont p.s. continues et: 
sup (111;(1)II:;+ ll~wl12,)1’2~ LP(@) Vp> I et T>O. 
IO. I.1 
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Rappelons le lemme qui now sera utile dans la suite et qui indique com- 
ment operent V et 3’ sur les integrales stochastiques. 
LEMME 1 (S. Kusuoka et D. W. Stroock [8, lemme 2.21). Soient 
UE.F(L?,O([W~, E)) et /?E.F(P’, E). Si ((T)=Jg a(t) dO(r)+[~‘/?(r) dt, 
T>, 0, alors c E ,F.(P’, E) avec: 
V<(T)-h={7’Vx(r).hdfI(,)+ [7’(z(t)h’(,)+V/.I(~)4r)dl 
0 ‘0 
(he H’([O, 3c), w 
9((T)= j7’(ul(r,-tl(t))d~(l)+il’YB(t)dr. 
0 0 
Et de plus on a des controles des normes de U< et VY par les normes des 
Ya, 90, Vu, VP. 
Introduisons enfin les classes de processus n fois et indefiniment deriva- 
bles. Soit Q’(Y, E) la classe des applications continues, progressivement 
mesurables r: [0, z) x 8 + E telles que: 
sup 115(~)llE~ ii L’(@, 0, VT>O. 
I 0.7‘1 I 
Soit a’(~?, E) la classe des C: E R’(Y, E) telles que 5(T) E d(E) VT> 0 et 
V< E &“( Y, O(E)). 
Si n 3 1, on deiinit par recurrence I” + ‘(9, E) comme la classe des 
5 E J”( P’, E) n .e.( 6p, E) telles que Vc E R”( P’, O(E)) et U< E 67” - ‘(9, E). 
Finalement on pose: 
&‘(U, E) = fi P(2’, E). 
n=n 
Ces espaces deviennent des espaces de Frechet lorsqu’on les munit de 
normes detinies de la facon suivante: 
Soit .+?= {@} U; ((0, I})“; si v~..,t~, on pose: 
Id= f: 
i 
si v=@ 
si v= (0, 1)” 
et 
i 
0 
“‘= (k:l<kd(~pIetv,=l 
si v=f21 
si Ivl>l. 
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On pose entin: I[v]I =card([v]) et llvll =2/vJ -[[VI/. Soit ~ED(LZ’, E), 
on difmit: 
(p) = 4 si v=@ 
v’lgl-vl... V’“Yl ““4 si Jv( =n> I. 
Notons que @“’ prend ses valeurs dans O’t’“(E) identitie a E x ~‘@lt”ll. 
Soit qE [0, co), na0, Tao, on deftnit III.III~+.~ par: 
lllrlll~::, = 1 II sup II Po)IlOIr’l~(E)ll ,.9(e). 
‘(\.,‘G,! (0.u 
(b”(.ly, E) 1(1.l)l(“.l ; y ,-L, q E [2, ZJ)} est alors un espace de Frechet ainsi que 
fF(Y, E) a;lec ( [ll‘.lil (n). 4 TL, n B 0, q E [2, co)}. Dans la suite, lorsque E = Iw, on 
omet la lettre E. 
Remarque. P. A. Meyer [ 133 a montrt que l’on peut dttinir les espaces 
precedents seulement a l’aide de 9. En effet, il a obtenu des estimations 
d’integrales singulieres qui impliquent que les normes Lp de Vd et 94 sont 
equivalentes. Nous avons tenu compte de ces resultats dans les definitions 
des normes sur les espaces de differentiabilite. Nous avons cependant garde 
les deux objets V et Y car nous les utilisons dans notre theoreme. 
11. LE THf?ORhiE DE ROBUSTESSE 
1 I. 1. Notations et position du problkme 
Soit w  (resp. 9) I’espace %?(R ’ , KY) (resp. %(R + , Rp); on note w  
(resp. 15) un point de w  (resp #) et soit P (resp. P) la mesure de Wiener 
sur ^w’ (resp. 9) avec P( tvO = 0) = 1 (resp. P( i& = 0) = 1). 
Si x est un processus stochastique sur W x @, on note W; la tribu 
o-(x,, s d I). 
Soient X0, X, ,..., X, W, , W, ,..., ,!?,,, m + p + I champs de vecteurs definis 
sur R” x Rp tels que: 
X,(x, 2) = f Xj(x, z) $,, O<ibm. 
i- I J 
WJx,z)= i: s:(x,z)&. I <i<p. 
,=I .I 
Soient f,(x, 2) ,..., I,(x, z) un systtme de p fonctions sur R” x Rp; on note I le 
vecteur (/, ,..., I,). 
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On suppose tous les Xj, T;, I,, C’, et a d&i&es de tous ordres born&. Le 
couple (x,, z,) du signal et de I’observation est don& par le systeme: 
1 
dx, = X0(x,, z,) dr + X,(x,, z,) dw; + Ri(x,, z,)(dG; + li(x,, z,) dr) 
I dz, = d6, + 1(x,, z,) df 
x0, zo fix&. 
Remarques sur le systeme: 
(i) d disigne la differentielle de It& 
(ii) La presence de I dans l’equation de x, sert a faciliter la transfor- 
mation de Girsanov mais n’entame en rien la gentralite du systeme (cf. 
D. Michel [ 143). 
La meilleure approximation du signal connaissant I’observation est le fil- 
tre I7, defini par: 
n,l‘= Ufb,)lW 
ou f est une fonction mesurable bornte et IE I’esperance associee a P x P. 
Le liltre est done une fonctionnelle de z; sous P x P, l’observation n’est 
pas un mouvement brownien mais la transformation de Girsanov va nous 
permettre de rtaliser le filtre sur un espace de Wiener et de montrer sa 
rtgularite. On dtlinit une nouvelle mesure de probabilite P, sur 9V” x % 
telle que: 
06 L, = exp { jb I,( x,, z,) dk: + ;j;, X:=, If(x,, z,) dv}. 
Le thtoreme de Girsanov entraine alors que z est un mouvement brow- 
nien sous PO et que, sous P,, w et z sont independants. 
Soit s2 = %O(W +, IwP) muni de la mesure de Wiener Q, loi de z sous P,; 
on considere tous les objets du calcul de Malliavin pour I’espace de Wiener 
(52, Q) que nous avons d&is dans le paragraphe I, et on les indexe en 
“2”; par exemple soit ,.Tz l’operateur d’ornstein et Uhlenbeck sur L2(Q) et 
soit R2(W;) I’espace des processus indeliniment differentiables au sens de 
Malliavin associe (cf. paragraphe 1.4). Le resultat de regularite est le 
suivant: 
TH~OR~ME. Pour toutfappartenant ri Cc(W), 17.f Et&(Y2). 
11.2. Dkmonsrration du thkorPme 
11.2.1. On dtfinit grace a la nouvelle probabilitt PO le filtre non 
normalist: 
p,f= E”(f(X,) we) (1) 
62 MIREILLE CHALEYAT-MAUREL 
ou IE,, dtsigne I’esperance relative a P,. p, est relii au liltre ff, par la for- 
mule de Kallianpur, Striebel, et Kushner: 
n,.l‘ = P,f . 
Pt 1 
(2) 
f(x,) L, est une fonctionnelle de w  et de z qui sont independants sous P,; le 
theoreme de Fubini entraine que dans la formule (I ) on peut fixer Z, id- 
grer en C(‘E w  et done supprimer l’esptrance conditionnelle; il vient: 
Prf= El? (.f(x,) L,) 
ou E,W designe la trace sur Sz de P,. 
La formule (2) implique que le thiortme sera demontre si on prouve que 
VfE C$w7, &f-E 42(-I%;). 
Les arguments vont Ctre alors les suivants: il s’agit d’integrer en w  une 
fonctionnelle de us’ et de z; il y a done un “gros” espace de Wiener 
(YT x Sz, PO) et un “petit” (a, Q) ou Q est la loi de 17 sous P,; le triplet 
(x ,, z,, L,) etant une diffusion, il sera facile de montrer que f(x,) L, est 
dans l’espace des processus indefiniment differentiables associe a 
(Y+‘” x 52, P,); on dtmontrera ensuite que P,,fest dans &(Ip2) grace aux lem- 
mes ci-dessous. 
Remarquons que nous faisons du calcul de Malliavin partiel sans pour 
cela introduire les objets partiels de S. Kusuoka et D. W. Stroock [9] car 
nous integrons en w  E ^w‘. 
Soit 9 l’operateur d’ornstein et Uhlenbeck associe a (YT x 0, PO) et 
D(Y) son domaine; soient V le gradient (cf. paragraphe 1.2) et B(Y) la 
classe des processus indefiniment differentiables. On indice en “2” tous les 
objets du calcul des variations stochastique relatifs a (n, Q). 
Indiquons comment sont introduits les chaos de Wiener homogenes 
relatifs a YT x s2 ainsi que quelques proprietes qui nous seront utiles dans 
la suite Le mouvement brownien sur w  xSZ est m + p dimensionnel: 
(M’ , ,..., H’,, I, ,..., z,,) pour plus de commodite on le note (0, ,..., 8,,, 
n * + I,.... e ). m+F 
Un Clement quelconque du n ldmc chaos de Wiener relatif a w‘x 52: 2” 
s’ecrit: 
avec h, . . . . . tn E L’(A,, R) oti A,, et Y’;+P sont dtlinis dans le paragraphe I. 1. 
De m&me, un element quelconque du n Idme chaos relatif a IR: .?P; s’icrit: 
avec f,,, ,,” E L’(A,, W). 
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Remarque 11.2.1. I1 est alors clair que si dans un terme de 2”: 
A= 
il existe i, (1 <k < n) appartenant a { 1, 2,..., m}, [E:‘(A) = 0. Tandis que si 
tous les i, (1 d k <n) appartiennent a {m + I,..., m + p}, A est dans 3t?‘; et 
E,” A=A. 
11.2.2. Demontrons maintenant un lemme qui prouve que si on a 
une fonctionnelle 4 sur W x 52, les proprittes d’appartenance au domaine 
de Y et a la classe X(Y) (cf. paragraphe 1.3) se transmettent a ET(d). 
LEMME 2. (i) suit 4 une fonctionneile sur w x 8 ci valeurs reel/es 
appartenant ti D(Y); alors Et (4) E D(JY2) et 
=%(G’(4)) = 67 (U(4)). (3) 
(ii) Si depfus, #6X(Y), E: (~)E.X~(Y~) er 
V,(C (4)) = c (V4(0, .)I. (4) 
Preuve. Donnons un mot d’explication sur la formule (4): le gradient 
V# agit sur H’( [0, cc), Rm+“) tandis que V,(lE,I’ 4) agit sur 
H’( [0, cc), RP); si on note pour h E H’( [0, ,X), Rm+p), h = (fi,, h2) avec 
ti, = (h, )...) h,,) et h, = (/I,~+ ,,..., h,, ,,), V#(O, .) veut dire que l’on prend 
h, = 0. 
(i) Si #E D(Y), I,“=, n21E[L’,(#)]2 < +x8 ou I7, est la projection 
dans L2(W x Sz) sur ,W. Ceci entraine facilement que C,“=, 
rr’E,[fl~(~E,Y’(#))]~< +3c et done que Et-(#) est dans le domaine de Y2. 
(II, designe l’esperance associee a Q et III: la projection dans L*(a) sur 
.WY.) 
En effet, L$(lEz (4)) = fE,“-(n,(d)) ce qui avec la remarque 11.2.1 entraine 
quc 
~,CwG (4))12 Q Mnn(4))*. 
Ensuite, il suflit de verifier l’egalitt (3) sur les chaos. Soit done 
4 =i,:‘de,&,) j-;“df-tn ,(.c, ,)...ld2de,,(s,)f(s,..... .s,,) 
avec j‘~ L’(A,,, R). Alors, d’aprts la definition de l’operateur d’ornstein et 
Uhlenbeck: 
u4= -54. 
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Comme on I’a vu dans la remarque 11.2.1, ou bien ET(#) = 0 et dans ce 
cas (3) est vtritiee; ou bien IE,“(+) = 4 = n:(4) et done Yzq5 = -(n/2)4 ce 
qui entraine tgalement (3). 
(ii) Si #E.X(Y), Vqe [2, co), dEXq(Y), i.e., VqE [2, co), 4 et Uf$ 
sont dans L’(W’ x 52) pour la probabilite P,, ce qui entraine que ET (4) et 
Yf([EOy(#)) sont dans tous les L9(s2) pour la probabilite Q grace aux 
inegalitb evidentes suivantes (inegalitts de Jensen): 
(d’aprb (3) qui s’etend a L,, p > 2 par densitt). 
Etablissons tout d’abord la relation (4) ce qui servira a montrer que 
V,(tE,W(d)) est dans tous les Ly(sZ, Q) pour la probabilite Q. 
Montrons le par recurrence sur le degre du chaos; il sufit de considerer 
les elements de chaque chaos: W’. 
. Si n = 1, un element quelconque de A?’ s’ecrit: 
qd = “2” j”f#) doi avec f = (h)E L*(R+, Rm+p). 
,=, 0 
Le lemme 1 entraine que si h f5 H’( [0, co), [w” + p, 
V&h=mip 
r-l 
Remarquons que V4. h E .%” et que (4) est vtritiee; en effet si h = (0, liz) 
~,“(V~.(O,r;))=V~.(O,F;,)= “i” jTf#)h,W)dt 
r=m+l 0 
ce qui est clairement egal a V,( IE,W (4)) car 
lE(y (4)= mip I”fi(t) d;(t) =f j7’fmtj(l) h,(t). 
r=m+l lJ ,=I 0 
Supposons que si 4 E .P- ‘, 
II/ E .&, Ic/ peut s’ecrire: 
V,(lEr(4)) = IE,W’(V&O, .)). Soit alors 
et soit A le terme generique A = 50’4 ,,.,,,.,. (s,) dtlin(s,,) 03 4 ,,,. .in E’X”- ‘. 
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Le lemme 1 implique alors que si h E H’( [0, co ), R” +p) 
VA . h = j%4,,, .,n. 
0 
h(s,) dJ.7,) + 1’ 4, “..... i.(u) &n(u) AL 
0 
Si i, E { l,..., m}, et h = (0, fiI) le terme a variation linie est nul dans VA . h 
et quand on calcule [Eow(VA . h) I’autre terme s’annule; done dans ce cas 
IEz (VA . (0, fiI)) = 0 ainsi que lE,( A); (4) est done verifiee. 
Si i,,~{m+l,..., m+p}, et h=(0,h2), 
D’aprts I’hypothese de recurrence, ceci est Cgal a 
qui vaut V,(E,” A). k2; done (4) est vtriliee. 
Montrons enlin que si V4 est dans tous les L”, q E [2, co), V,(IE,” 4) aussi. 
Soit h E H’( [0, CD), KY’+“); on a 
ce qui donne lc resultat ainsi que la majoration des normes -X, respectives a 
.Y et Y, 
Ill,” (4)II,,~,Y*,~ II4IIW,(U) vqe CL co). 
11.2.3. Etablissons des proprietes analogues pour les processus. 
Soit e.( 9’) (resp. .F,‘( &)) l’espace des applications progressivement 
mesurables dttini dans le paragraphe I.4 relatif a W x Q (resp. 52); et soient 
cY( 9) (resp. 8:;(.&)) les espaces de differentiabilite correspondant. Mon- 
trons pour les processus I’analogue du lemme 2. 
LEMME 3. Soit 5: W x Q x R + -+ R une application progressivement 
mesurahle appurtenant ri .Fc(y); alors Ef (5) appartient d Fz(L&). 
Preuve. Si t(t) E X(9’) Vt 20, ceci entraine d’aprts le lemme 2 que 
G’ (5(t)) E x2(Y2); de plus, V,E,“(t) = E,“s(VO. (0, -) et %(&Y’(O) = 
tEt (Y(c)) sont progressivement mesurables, p.s. continues et telles que: 
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II whit pour cela de voir par exemple que: 
E,C SUP thy (U~))l’G w SUP 5(1)‘1, y 2 2. 
ro.T‘1 r0.u 
Terminons par le lemme de differentiabilitt suivant: 
LEMME 4. Soit <: W x 52 x R + + R appurtenant (j R”(Y); alors 
IE; ((.) E R;(g). Doti si (. E b(Y), lE,“.((.) E R*(L$). 
Preuve. Pro&dons par recurrence. Les memes arguments que 
precedemment montrent facilement que si < E S”(U), IET (0 E R:(Yz); de 
m&me, si < E J”(Y), < posstde un gradient et le lemme 2 montre que ET ([) 
en possede un aussi et done que IEz (5) E Si(Y*). 
On suppose que si 5ER” ‘(Y), 1 ce a entraine que lE,“(t ) E 5; ‘(Yz). Si 
tl E B”(Y), par definition, ceci veut dire que: 
(i) (~8” ‘(U)ne.(Y), 
(ii) VCER” ‘(9, 0), 
(iii) Yt ER” 2(Y). 
La partie (i) jointe i la propritte de recurrence ainsi qu’au lemme 3 
entrainent que ET< E R;-2(Y2)n9:(Y2). 
Les parties (ii) et (iii) impliquent alors par recurrence la propriete 
analogue pour lEt (0. 
Un coup d’o$l aux normes delinies dans le paragraphe I.4 montre que 
IIIG cr,lll:?~~‘d lllrll~j/y: 
si q E [0, 3~: ), n b 0, T 2 0. 
11.2.4. Fin de la dkmonstration du th&orGme. On a p,f = 
Er [f(x,) L,]. Si on montre que c: w  x Q x R’+ + R delini par <(HI, z, t) = 
(x ,I z,, L,) est dans 8(Y), comme l’image par une fonction C” , a crois- 
sance sous-lineaire ainsi que toutes ses d&i&es, d’un element de 6(Y) est 
dans E(Y) (cf. D. W. Stroock [4, theortme 1.9]), on aura termine grace au 
lemme 4. 
II est maintenant classique que (x,, z,, L,) est une diffusion; le seul pro- 
bltme est que L, est regi par une equation differentielle stochastique a coef- 
ficients non born&: 
dL, = L,li(x,, z,) dz:, (5) 
mais, en tronquant comme dans D. Michel [ 143 on montre que (x,, z,, L,) 
est dans b(Y) grace au resultat de D. W. Stroock sur les solutions d’equa- 
tions differentielles stochastiques a coefficients dans Cp ; f(x,) L, est alors 
dans 8(Y) et done Et’(J(x,) L,) est dans R2(Y2). 
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11.25 Montrons que les normes de Kfdans R,(J&) dtfinies dans le 
paragraphe I.4 sont controlies par les bornes de f et de toutes ses d&i&es 
ainsi que par les bornes des coefficients du signal, de 1 et de toutes leurs 
dtrivtes. 11 suflit pour cela d’avoir des bonnes majorations pour Vz17,f et 
L$I7,j et d’iterer le resultat. Ceci va decouler de formules explicites don- 
nant tout d’abord VZpJet ~Z’~p,f en fonction de Vx, et 9x,, puis on en 
dtduira des formules pour V,I7,f et Yz17,J 
a. C’alcul de V,II,j 
Donnons tout d’abord deux notations: soit Q l’espace des applications 
lineaires de H’([O, co)) dans W” +JJ et Y le triplet R” x@ x %. 
LEMME 5. II exisle un syskme de filtrage (y,, z,) oti y (ci valeurs 
dans ,V) ne dkpend que de x et oli z est la mEme observation que prPcPdem- 
merit tel que: pour tout f dans C,T (R”), il exisle deux fonctions g et u de V 
dans -t2 vir$anl: 
VAP,f)(~)=o,m .I (6) 
V,(fl,f)(.)= MO9 .)-- wn4w (7) 
oli n (resp. 0) est le filtre (resp. k filtre non normal&?) asock! au systGme de 
fifrrage (y,, z,). 
Preuve. (i) Demontrons tout d’abord la formule (6): 
V2PJ‘(~)=V*(~,* (f(.r,) L,))= by'(V(f(.~,) &NO, .)) 
mais 
V(f(x,) L,) = L,f'(.u,)Vx,+/(.r,)VL,, 
L, &ant donnt par la relation (S), il vient: 
VL, = L,VU,, 
Oli 
On obticnt done: 
wl.~,) L,) = (f'(.~,)V.~,+f(x,)V(I,) L,. 
Considerons le triplet y, = (x,, Vx,, VU,); il est clair que y est une diffusion 
d valeurs dans Y, et si on ttudie le probleme de tiltrage (y,, z,) ou y est le 
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signal et z I’observation, on voit qu’il correspond d la m&me transformation 
de Girsanov que le systeme de filtrage initial (x,, 2,). En effet, le change- 
ment de probabihte ne fait intervenir que I’equation de z qui reste inchan- 
gee. Notons p, le Iiltre non normalise associe a (y, z) et posons: 
g(x,,V~~,,V~,)=g(Y,)=f’(x,)Vx,+f(x,)VU, 
il vient alors: 
V,(P,f)(.) = h?(h(Y,)(O* .I) = Pm4 .I 
(ii) Calculons maintenant V,I7,J D’aprts la formule de Kallianpur, 
Striebel, et Kushner (la formule (2)), 
v*(n,f)=v, 5 =-+p,f)-& 
( > 
V,(P, 1). 
I I I 
Remarquons tout d’abord que p, 1 = 6, I car ces deux quantites sont Cgales 
a IEr (L,). De plus, si on reprend le calcul de V,(p,f) pour f = 1, on voit 
que si on pose: 
on a: 
P,f p,u(O, .) 
v,(Kf)=~p,g(o, .)--- 
I Prl PII 
= RR(O, .I - K.ffb40, .I 
ou if, est le Iiltre associe au systeme de liltrage (y, z) 
b. Culcul de Y217,j 
LEYME 6. II existe un systPme de.filtrage (A,, 7,) tel que pour tout f darts 
C,7 (R”), il existe deux fonctions v, et v2 telles que: 
=%(p,f) = ?rv,(O, .) (8) 
%(n,f) = -(lf,g(O* .), h(O, .)> 
+ fl,f @,u(o~ .), %u(O, .)) + fi,u,(O, *) - n,f&v2(0, .) (9) 
oti if, (resp. 6) est le filtre (resp. le jiltre non normalisP) associb au pro/&me 
de filtruge (A,, z,); et oti p’, fi, g, u sont d&Xs dans I’knonck du lemme 5. 
Preuve. (i) Evaluons d’abord Yzp,j 
%P,f = -%(G’(f(x,) L,)) = V(=wf(x,) b)). 
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Mais ~(f(x,) L,) = L,.W./lx,)) +./lx,) =WL,) + (VL V.(x)) ou ( > 
designe le produit scalaire d’operateurs de Hilbert et Schmidt. Nous ne 
poussons pas le calcul tres loin mais nous remarquons que de nouveau L, 
peut se mettre en facteur car 
Ip(L,)=;(vu,,vu,) L,+Y(U,)L, 
et 
Done 
“we,) L,) = L,(YWx,)) +f(x,){t<VU,, vu,> + au,)} 
+.f’(x,KV~,, vx, > ). 
Ceci entraine que l’on peut exprimer LY2(~)f) et Y&J, 1) a l’aide d’un lil- 
trc non normalise ;, avec des fonctions o, et c2 appropriees que nous ne 
dttaillons pas, ce filtre etant associe a un probleme de tiltrage (A,, z,) qui 
conduit tgalement a la meme transformation de Girsanov que (x, z). 
Remarque. Si on voulait preciser i,, il faudrait developper 2’(.f(x,)) 
grace a la formule de It6 (cf. D. W. Stroock [ 151 ce qui fait intervenirf,J’, 
,f” ainsi que Vx, et Y(x,). On verrait alors qu’on peut prendre pour i.,: 
(s,, Vs,, V(x,), VU,, U( U,)) et que l’on peut alors calculer les fonctions L’, 
et ~1~. 
(ii) Pour Y2(17,j’), nous developpons un calcul comme plus haut 
grace a la formule: 
valable pour les fonctionnelles 4, Ic/ dans D(p) telles que I+!I ne s’annule pas. 
Cc qui mene a 
%(fl,f)= -uhm .)> fhu(Ot .)) + w<if,40, .), mo, .I) 
+ E,v, - nrfK,vz 
oti i3 est le tiltre associe a (j.,, - L,). Ces deux lemmes entrainent la proposi- 
tion suivante: 
PROPOSITION 1. Pour four T > 0 et q E [2, ED)), il exisle: 
(a) C(q, T) ne dkpendant que des hornes des d&iv&es itme’ (i = 0, 1) de 
f ef des coefficienfs du syskme I tel que: 
IlVz(~,f)ll$- G C(q, 73, 
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(b) C’(q, T) ne dkpendant que des hornes des d&-i&es I’~” (i = 0, 1, 2) 
de .f et des coefficients du syst&ne I tel que 
Il=%mf)ll~% C’(q, 7-J. 
Preuve. NOUS ne donnons les arguments que pour la majoration du 
gradient, le cas de I’o@rateur d’ornstein et Uhlenbeck se traitant de la 
mCme faGon. En utilisant la formule (7) on obtient, si 6z E H’( [0, XI)), Rp), 
On utilise alors pour terminer les majorations des normes de Vx. et VU. 
donntes par le thtorkme 2.1.9 de S. Kusuoka et D. Stroock [S]. 
Remarque. 11 est clair que les majorations obtenues par S. Kusuoka et 
D. Stroock pour les normes des espaces &“’ donneraient des majorations 
convenables pour ]lV,( Z7,f‘)ll p+ et II L$( f7,f) I( g+. 
11.2.6. II existe une autre proprittt de “robustesse” du filtre, en 
tous cas lorsque les coefficients de I sont a support compact. Elle decoule 
facilement d’un thiortme de J. M. Bismut [ 1, thtortme 1.31. 
PROPOSITION 2. Si les champs de vecteurs A’,, X, ,..., X,, 2, ,..., zp et le 
vecteur I sent ci support compact, il existe un ensemble nPgligeahle N dans Q 
tel que pour tout z 4 N, si 1; est duns H’( [0, T], Iwp), Iapplication: 
v-I7.f(z+V)E%([O, T], R) 
est indbfiniment d~fjf~rentiahle au sens de la norme de H’ 
Preuve. ConsidCrons le systeme perturb6 suivant: 
dx; = X0(x:‘, z:‘) dt + X,(x;, z,“) dw’; + R,(x;, z;)(dz, + d dt) 
dz:’ = dz, + d dt 
dL:‘= L;(dz, + d dt). 
Puisque les coefficients sont a support compact, le thtoreme 1.3 de [ 1 ] 
(ou l’on ne fait pas varier w) entraine que l’application 
v -+ (x”, z.c, L.“) 
est indbfiniment diffbrentiable pour la norme de H’; il est alors clair que 
v-+/(x;) L; est igalement C” et le theortme de derivation sous le signe 
somme donne le rtsultat chercht. 
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