With huge amounts of molecular data produced from ever-increasing numbers of genomic and proteomic studies, predicting the secondary structure of proteins from amino acid sequences has become a common expectation among scientists. Several studies in the literature have demonstrated that the accuracy of such predictions can be drastically improved by incorporating additional types of protein data into the prediction process; however, no work has studied the effect of incorporating multiple types of protein data simultaneously. In this work, we report our findings from an extensive experimental study that uses neural networks designed to study the effect of using different combinations of protein data on the accuracy of predicting secondary protein structures. Overall, our experimental results indicate that accuracy improves the most when incorporating contact number, relative surface accessibility or any combination that includes at least one of the two into the prediction process.
Introduction
In the field of bioinformatics, prediction of protein structure is a very important topic especially in light of the growing amounts of available amino acid sequence data which makes it technically infeasible to carry out proper protein data analysis and annotation in a wet-lab setting. It is the hope that, with computer models, protein structure can be accurately generated directly from the amino acid sequence data which defines the primary structure of a protein.
As amino acid residues connect together to form long sequences, the protein starts to fold due to the hydrogen bonds that form between the residues in the sequences. Several different local folding configurations exist but two of the most common are α-helixes and β-sheets. These configurations define the secondary structure of the protein.
Interactions among secondary structures of a protein form its tertiary structure which is the ultimate goal of most prediction algorithms. However, almost all of these algorithms use secondary structure to function properly. As such, determining ways to predict secondary structure from amino acid sequences is key to accurate tertiary structure prediction (Ding et al., 2009) .
Different types of additional protein data have been used to increase the accuracy of predicting secondary protein structure. One type of protein data that has been shown to be effective in this context is the protein's structural class (Deleage and Roux, 1987) . Protein structural classes are based on the make-up of the protein's secondary structure and are generally split into five different categories. An α-helical class where the protein is made of mostly α-helices, a β-sheet class where the protein is made of mostly β-sheets, an α/β class is made up of both α-helices and β-sheets but the β-sheets are mostly in a parallel configuration, an α + β class is also made up of both α-helices and β-sheets but the β-sheets are instead in an anti-parallel configuration, and an irregular class made up of proteins that do not fit in the other classes.
Contact number is another type of protein data utilised for the same purpose (Lakizadeh and Marashi, 2009) . It is defined as the number of residues that are within a certain radius of a given residue; in other words, it shows how many residues a single residue is in contact with as can be seen in Figure 1 .
A third type of protein data is relative surface accessibility which is determined by the amount of surface area on a residue that is accessible to a molecule of water (Kabsch and Sander, 1983) . Relative surface accessibility can be calculated by simulating rolling a water molecule around a protein to see where it comes into contact with each residue as can be seen in Figure 2 . Several studies have shown that this information helps increase accuracy in secondary structure prediction (Faraggi et al., 2012; Naghizadeh et al., 2012) . Furthermore, Adamczak et al. (2005) and Momen-Roknabadi et al. (2009) show that even using predicted relative surface accessibility values (as opposed to measuring them experimentally) may improve accuracy.
Figure 1
The centre residue has contact number defined based on a radius around it. In this case there are 10 residues (excluding itself) within the specified radius so the contact number is 10 (see online version for colours)
Source: Paluszewski et al. (2006, p.20 ) Figure 2 The amount of surface area that is accessible to a water molecule can be calculated by simulating rolling a water molecule along the surface and determining which residues it gets in contact with (see online version for colours)
Source: Callenberg (2010) Other works have used different types of protein data for the same purpose. This includes Shen and Bax (2013) which uses nuclear magnetic resonance (NMR) chemical shifts. It also includes Costantini et al. (2006) which shows that statistical measures obtained from proteins such as protein propensities also improve the accuracy of the predictions. The main contributions of our work consist of highlighting which additional popular protein data (or combination(s)) can be incorporated into the prediction process to improve prediction results. In general, unlike other prediction methods which tend to fail to produce expected results due to the complexities of the interactions at the molecular level, neural networks have been shown to work well for secondary structure prediction (Mount, 2013) . Thus, owing to their popularity and success in this context, we opt to use neural networks in our study.
The remainder of this paper is organised as follows: In Section 2, we provide a brief review of other related works, and in Section 3, we describe the data used in this study along with data preprocessing work conducted. Section 4 describes the proposed neural network design and training. Experimental results are reported in Section 5 and discussed in Section 6. Finally, we conclude the paper in Section 7.
Other related works
Various computational techniques have been used to predict protein secondary structure from protein sequence data. One of the earliest studies used a set of empirical rules that produced 77% accuracy on the dataset used (Chou and Fasman, 1974) . However, it was later established that this system is actually only about 49% accurate and then manipulated to produce 57% accuracy (Williams et al., 1987) .
Since then, many different methods have been employed to improve accuracy. This includes (but not limited to) neural networks (Faraggi et al., 2012; Qian and Sejnowski, 1988; Riis and Krogh, 1996; Rost and Sander, 1993; Shen and Bax, 2013) , information theory and Bayesian statistics (Kloczkowski et al., 2002) , support vector machines (Ward et al., 2003) , maximum entropy models (Ding et al., 2009) , hidden Markov models (Long et al., 2014) and evolutionary algorithms (Olson et al., 2013) .
While not directly related to the prediction of secondary structure, Deng and Cheng (2011) shows how the addition of contact number and relative surface accessibility information can improve the process of multiple sequence alignment. An important finding from this study is that alignment results may be improved with the use of predicted values for contact and relative surface accessibility information. Yaseen and Li (2014) describes an approach for encoding statistically derived contextual information to assist in structure prediction. These are akin to the amino acid propensities used in Chou and Fasman (1974) and Costantini et al. (2006) . Such statistical measures give probabilities for residues to exhibit certain secondary structures based on observations from whole proteins. These probabilities are then fed into the prediction algorithm to increase accuracy. In general, incorporating these statistics (or similar statistics such as ones shown in Costantini et al. (2006) ) with the additional contextual information discussed in Yaseen and Li (2014) allows for better protein structure prediction.
While studies in the literature have shown how prediction accuracy can be improved through the addition of different types of protein data, to the best of our knowledge, no work has studied the effect of using more than one type of protein data simultaneously which is the focus of this paper.
Data and preprocessing
The Protein Data Bank (PDB) is a repository of 3D protein structures, nucleic acids, and complex assemblies determined through X-ray crystallography, NMR, and electron microscopy. This data is obtained from various sources but is verified before being added to the data bank. The data is made available freely to the public; as of September 2014, the data bank contained more than 103,000 entries (RCSB Protein Data Bank Annual Report, 2013) .
PDB was used to obtain sequences and secondary structure for each protein, along with contact numbers and relative surface accessibility. However, as the PDB data source primarily contains the atomic coordinates of the sequence residues, additional processing of the data was needed to obtain the final dataset of secondary structure, contact number, and relative surface accessibility-protein structural class is obtained from a different database described later on. Secondary structure and relative surface accessibility were calculated using DSSP (Kabsch and Sander, 1983) and contact number was calculated using Biopython (2015) . No additional processing was needed for protein sequences as they were available for download from the PDB as a single FASTA file. Kabsch and Sander (1983) published a dictionary of protein secondary structures which defines the secondary structure for a residue based on the hydrogen bonds of the protein. The acronym comes from the original implementation of the algorithm called Define Secondary Structure of Proteins (DSSP). DSSP recognises eight different types of secondary structure each represented by a single character as shown in Table 1 . However, these are usually collapsed into only three different classes: helix (G, H, and I), strand (E and B), or loop (everything else) which are represented by an H, E, and C, respectively. Additionally, DSSP is able to calculate the relative surface accessibility of each residue (Kloczkowski et al., 2002) . Table 1 DSSP output
Output Definition
The Structural Classification of Proteins (SCOP) database (Murzin et al., 1995) classifies proteins into a hierarchy based on evolutionary data and 3D structure. Protein structure is first retrieved from the PDB and classification is then done through human visual inspection and structural comparisons assisted with various automatic tools. Classifications are split into the overall protein class which is then split further into folds, then super-families, then families. SCOP is conservative in its evolution groupings of proteins so it tends to create more divisions than other classification databases which makes it more suitable for prediction problems. The latest release was June 2009 which can be found at Murzin et al. (2015) . There is a total of 11 different classes at the top of the hierarchy only seven of which are true classes; the remaining four are not part of the SCOP classification (Murzin et al., 1995; Nakashima et al., 1986) . Many of the structures in PDB are not suitable for use as data; some structures simply are not proteins, some have ambiguous data and some are not classified in SCOP.
To deal with this, we selected protein chains from SCOP that had a valid class based on the protein structural classes discussed earlier (i.e., α, β, α/β, α + β, irregular). We then removed chains within this set that did not have a complete, unambiguous residue sequence, secondary structure, contact numbers, and relative surface accessibilities.
After that we culled the complete, useful, valid set of chains using PISCES (Wang and Dunbrack Jr., 2005) . PISCES is an online server that culls sets of PDB chains based on resolution of the data and similarities across the set. This culling was done to ensure that all protein chains in the dataset were not too similar as this would bias the neural network. Additionally, the server culls to make sure that the chains have an acceptable resolution. In this case the chains were culled to have less than 25% identity and a resolution less than 3°A. The final set of 670 chains is made up of 146,914 residues, combined.
We then ran the chains through DSSP to get secondary structure and relative surface accessibility information. After that, we fed the DSSP output through a Biopython module (Biopython, 2015) to obtain contact numbers. Finally, we combined the data with data from SCOP to obtain a record for each chain similar to that shown in Figure 3 . The way these records are represented in the network is explained in more details in Section 4. class, residue sequence, contact numbers (one per residue, comma separated), relative surface accessibilities (one per residue, comma separated), and secondary structure
Prediction using neural networks
The inspiration for an artificial neural network model can be seen in the way the brain is structured. The brain consists of many (about 10 11 ) individual neurons that work together to perform complex tasks. Typical neurons consist of a cell body, dendrites, and an axon (but as is typical in biology there are many exceptions) (Brookner et al., 2008) . The cell body contains the nucleus and other organelles required for cell functioning and typically has one or more dendrites extending from it. These dendrites generally branch out and tend to end near an axon. Also extending from the cell body is usually a singular axon. The axon is the signalling element of the neuron while the dendrites receive signals from the axon. The connection points between the two are called synapses (refer to Figure 4 ). These signals are integrated together in the cell body and can be excitatory or inhibitory. Once the cell body reaches a certain threshold it causes its axon to fire. A single fire from a neuron tends to be meaningless, but rather it is the rate of fire that determines the state of the network (Bar-Yam, 2003; Brookner et al., 2008) .
A biological neural network can be loosely modelled in a feed-forward network, a commonly used type of artificial neural network. The feed-forward network model greatly simplifies the neural network seen in nature by making several assumptions and simplifications. First, no cycles may form in this network type. Second, the network is designed in a layered fashion where each layer has a certain number of neurons and feeds into the next layer. Third, rather than using pulses to convey information between neurons, a bounded real number is passed from one neuron to another. An artificial neuron has an activation value that is fed through an activation function. The activation a j of a neuron j is the sum of the outputs from the previous layer multiplied by a weight specific for that connection. This is shown in formula (1) where w jk is the weight of the connection between neuron j and neuron k and x k is the output from neuron k (Barlow, 1995) . 
The activation function determines the output of the neuron based on the activation value. There are many different commonly used activation functions but the most common ones are based on the sigmoid function such as the one shown in formula (2) where s is a steepness factor and t modifies the centre of the curve away from zero (Nissen, 2003) . The function shown in equation (2) is generally simplified by removing t and adding a bias neuron to each layer except the output layer as can be seen in Figure 5 . This neuron has no inputs and always outputs a 1 so that the weight of the connection mimics t.
In order for the network to actually be useful it needs to be trained. The network is trained by taking a training dataset with known correct output values and adjusting the weights between neurons to get correct output from the output layer. Just as there are many different network designs and activation functions, there are many different ways to train a network. One of the most common ways is the back-propagation algorithm. This algorithm requires that the activation function be differentiable in order to calculate the change to weights (Nissen, 2003) . The algorithm starts by assigning random weights to all connections. Input is then fed through the network and outputs are calculated. The algorithm calculates the error for each neuron and, using the derivative of the activation function, calculates a value δ that is used for adjusting the weight. This is shown in formula (3) where d k is the correct output for neuron k, y k is the calculated output, and e k is the error value for neuron k.
The error calculation in equation (3) only works for the output layer since it requires knowing the expiated output of the neuron (i.e., d k in equation (3)). However δ 0…k can be used to calculate δ 0…j for previous layers as in equation (4). The n parameter in the training algorithm is called the learning rate. This determines how fast the network learns. If the value is too large the network may never be able to settle on a minimum but the training will be faster. If this value is too small, the network may get stuck at a local minimum and training is much slower. This is then used to calculate the ∆w for each connection between neurons (refer to formula (5)). Weights are then adjusted by adding the delta value, w jk = w jk + ∆w jk (Nissen, 2003) .
The algorithm is repeated, without the random weight step, until a stopping condition is met. There are many different ways to determine when the network has been trained enough. A very common technique is to calculate the mean square error (MSE) of the training data and stop once it has reached a low enough value. The stopping condition must be chosen carefully so that the network is sufficiently trained that it can provide good output, but not so trained that it becomes over-fit which occurs when the resulting network configuration only works well with the training dataset (Nissen, 2003) .
Neural network design
Using a network design similar to the one used by Lakizadeh and Marashi (2009), we created a total of 28 different neural networks (refer to Table 4 ) to test improvements given by each additional type of protein data. Each of the networks consisted of an input layer, a hidden layer with 100 neurons, another hidden layer with 50 neurons, 5 neurons in the final hidden layer, and 3 output neurons each representing one of the possible secondary structures (H, E and C; refer to Section 3). We designed the networks to recognise the structure of a residue based on the six residues on either side of it. Each residue was represented by 21 to 23 input neurons. Table 2 Possible values for all input and output neurons
Of these inputs, the first 20 represented the next amino acid in the chain (in binary) where only one of the inputs was set to 1 to indicate amino acid being coded for; the 21st input neuron represented a blank for the end of a protein as can be seen in Table 2 (a).
The two additional possible inputs were used for the contact number and relative surface accessibility as can be seen in Table 2 (c).
Protein class was encoded in two different ways. We designed one set of neural networks that took the classification as a group of five additional input neurons and encoded each similar to the amino acid encoding using one neuron to represent each of the possible protein classes (α, β, α/β, α + β, and irregular) as can be seen in Table 2 (b). The second way of encoding protein class used a separate neural network for each of the five different protein classes; in other words, for each protein class a neural network was trained and tested using just proteins that fit that class.
Output was coded in a binary fashion similar to amino acid coding; output is H if first neuron outputs a one, E if second neuron outputs a one, and C if third outputs a one. Since the actual network is unlikely to output a one for any specific input the actual class is based on which neuron is outputting the highest value as can be seen in Table 2 
Each chain is entered into the network via a sliding window 13 residues long where the current secondary structure prediction is aimed for the residue in the centre (i.e., the 7th residue with six residues on each side). This starts at the end of the chain and moves down one residue at a time until the last residue in the chain is predicted. Please refer to Figure 6 for an example and Figure 7 for a diagrammatic view of the networks.
Figure 6
Each letter represents some residue and each column is an input to a network. For the leftmost column, the A's are being sent to the network as additional data to perform the prediction for the centre residue, B. The C's at the top and bottom are not being used as the sliding window size has been set to 13 residues (6 above and below the residue for which the network is currently performing the prediction)
Neural network training
To train the designed networks, we used a modified back-propagation algorithm called RPROP (Riedmiller and Braun, 1993) Nissen, 2003) which was utilised in this study. FANN was used due to its speed and popularity in hopes of making our results easily reproducible by others. We used the default MSE value provided in FANN as a stopping condition.
The RPROP algorithm has the advantage that it doesn't use a learning rate which is common in standard back-propagation algorithms and instead modifies the learning rate for each neuron as the algorithm trains. The modification value is determined by the effect of the previous training; if the neuron over-corrects, the next update will be smaller and the opposite when it under-corrects.
We split the input data randomly into 10 equal sets for cross-validation. Nine were used for training and the remaining one for testing. This was repeated with each set being used once for testing and nine times for training. 
Results
In the remainder of this paper, the acronyms shown in Table 3 will be used to describe the different network configurations shown in Table 4 . We calculated confusion matrices for each network configuration to show the network's prediction results for all 146,914 residues which are part of our data. These values were calculated by adding the values from each individual cross-validation result. For space reasons, confusion matrices have been omitted. We report our accuracy results using the F 1 score measure which is based on two other measures called precision and recall. Precision defines the percentage of predictions that are correct for a given class whereas recall defines the percentage of a class that is predicted correctly. Since these two measures produce different values, they are typically combined together via a harmonic mean to calculate an F 1 score which is defined as precision recall 2 . precision recall
These values are calculated by class so an overall F 1 score was calculated by averaging the values for each class. The average overall F 1 scores (as well as for each of the three classes separately) over the cross-validation from each network are shown in Table 5 . They are ranked based on overall F 1 scores. For the case of PC, results are also averaged across all individual protein class networks. We computed the statistical significance of change in F 1 scores by using paired sample t-tests for all pairs of networks to determine networks that had significant differences in accuracies. The resulting p-values are shown in Table 6 . We then used the statistical significances to create a table that shows the change in F 1 scores between each network when significant. This can be seen in Table 7 .
The groups that have no statistically significant differences based on the paired t-tests are grouped within solid lines in Table 5 ; this is generated from Table 6 where p-values >= 0.05 indicate no significant difference. The dashed lines contain the group that is not significantly different than CN and also not significantly different than RSA + CN + PCC even though these two are significantly different. When comparing the results of CN, RSA + CN, CN + PCC, and RSA + PCC no combination of results showed a significant difference. Additionally, when comparing the results of RSA + CN, CN + PCC, RSA + PCC, and RSA + CN + PCC no combination of results showed a significant difference. However, when comparing RSA + CN + PCC with CN there was a significant different. 
Discussion
The F 1 score improvements from adding protein class (PC and PCC from Table 3 ) are rather limited compared to the improvements that can be seen from adding relative surface accessibility and contact number data. This suggests that while the protein class is useful in the prediction of secondary structure, such a high level view does not provide enough information to produce a large enough increase in accuracy. Furthermore, the addition of protein class data in the separate network design (PC from Table 3 ) seems to hamper the accuracy of the network. The F 1 scores from the networks that were designed with a separate network for each protein class (PC from Table 3) performed the worst overall compared to having a single network for the prediction (PCC from Table 3 ). As can be seen easily in Table 5 , whenever additional information was added to a given network, the network either performed just as well or better compared to a network without that additional information. The only exception is the separated protein class design which hurt overall performance whenever added to existing information. This helps to further suggest that the protein class data is less important than the other data points. The separated protein class networks had fewer data points to learn from and the limitation of the data being to a specific protein class is clearly not as important as the other factors.
If the separated protein class networks are ignored, we can see statistically significant improvements from protein class, to relative surface accessibility, to contact number. Interestingly, after two additional inputs are combined there is no significant change detected between the networks. It is only through the addition of relative surface accessibility and protein class that a significant improvement over adding just the contact number is shown. This implies that the information that is contained in the protein class and within relative surface accessibility is also included in contact number data. Table 6 p-values for each pair of neural networks comparing F 1 scores Both contact number and relative surface accessibility provide somewhat similar types of information to the network; specifically, they provide a small amount of global perspective for a given residue. Additionally, the two values can be thought to be closely tied together. This is owing to the fact that the surface accessibility of a residue will be at least partially defined by the number of other residues in contact with it. This global perspective can be seen to help the F 1 scores (refer to Table 5 ) but it also shows that contact number helps to improve accuracy significantly more than relative surface accessibility. This would seem to imply that contact number provides better data for the prediction of secondary structure which can be justified by the fact that, in essence, relative surface accessibility and contact number values provide similar types of information to the prediction process; however, unlike relative surface accessibility, contact number is absolute across all proteins which provides the network with a stronger influence compared to relative values specific to each protein.
Conclusion
It is very clear that accurate algorithms for predicting protein structure are in high demand. However, in order to create better prediction algorithms, it is important to recognise protein properties that strongly influence its structure. Overall, we have shown that the information provided by contact number, protein structural class, and relative surface accessibility has different effects on secondary structure prediction and that, at times, there seems to be overlap in this information. More specifically, we have shown in this work that the different types of protein data may contribute significantly more than others-or, contain within them the same information, along with possibly other information. The contact number has been shown to increase performance of the network the most by itself followed closely by relative surface accessibility while protein class information showed the least improvement in prediction accuracy. In terms of using multiple additional protein data simultaneously, we found that using one additional protein data in addition to either contact number or relative surface accessibility shows some improvement but not by a statistically significant margin compared to contact number alone. The only exception to this was when using all three protein data simultaneously even though, statistically speaking, this didn't seem to improve the results much compared to using two protein data simultaneously provided one of them is either the contact number or the relative surface accessibility. In general, whenever additional information was added to a given network, the network either performed just as well or better compared to a network without that additional information; the only exception is the separated protein class design which hurt overall performance whenever added to existing information.
We hope the results of our work will help create new prediction algorithms that properly utilise additional pieces of information to improve the status quo in protein secondary structure prediction.
