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The solution to the problem of expressing a solenoidal, differentiable vector field 
as the curl of another vector field is given for any region deformable to star-shape 
external to a sphere. The given solenoidal vector field is not required to vanish at 
infinity. The method is then extended to a more general case of regions deformable 
to a star-shape region with spherical cuts, which is equivalent to that given by 
A. F. Stevenson (Quart. Appl. Math., 12 (1954) 194198) but without the require- 
ment that the given solenoidal vector must vanish at infinity. The technique is then 
compared to another technique using Monge’s potentials. % 1990 Academic Press, Inc. 
1. INTRODUCTION 
The method of expressing a solenoidal, differentiable vector field a(x), 
whose flux over every closed surface vanishes, as the curl of another vector 
field b(x), i.e., 
Vxb=a(x), (1.1) 
is a central device in the solutions of many problems in different branches 
of mathematical physics such as electromagnetism, elasticity, and fluid 
mechanics. Such an expression is an old problem, which appeared to have 
been exhaustively investigated by many authors. However, this author has 
come across another type of solution to the problem, which may be 
regarded as an extension of the classical integration method for differential 
forms in star-shaped regions to cover regions deformable to a star-shaped 
region with spherical cuts, each of which is external to every other and is 
wholly within the star-shaped region. The solution here does not require 
that a(x) vanishes at infinity as do those in current literature. 
The well-known solutions to the problem can be found in classical 
textbooks by Goursat [l], Picard [2], Weatherburn [3], Courant [4], 
and Lass [S]. However, it is pointed out by Stevenson [6] that the region 
under consideration in these texts is either the whole space or is not men- 
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tioned at all (Lichtenstein’s book [7] was not included in the survey by 
Stevenson, and is an exception to Stevenson’s comment as it is similar to 
Stevenson’s work). Stevenson hence provided a method which is applicable 
to any simply connected, finite region between a smooth external boundary 
surface and a number of smooth internal boundary surfaces, each of the 
later being external to every other. His method is based on the solutions of 
Neumann boundary value problems for the boundary surfaces. Stevenson 
then claimed that the method can be extended to an infinite region even if 
the given vector function a(x) does not vanish at infinity. Despite claims to 
the contrary by its author, the method is inconclusive when applied to an 
infinite region if the vector function a(x) does not vanish at infinity to the 
order 0( 1x1 p2pc), where E is a positive number. This inconclusiveness is 
caused by the lack of a proof that the sequence of vector functions {b(x)) 
constructed by the method converges pointwise to a vector function b,(x) 
which is independent of the external boundary of the region as this 
boundary grows larger (The limitation is not peculiar only to Stevenson’s 
method but is inherent in any method which is based on a volume integral 
of some function to satisfy a Poisson equation involving that same 
function; Lichtenstein [7] had pointed out this limitation in his work). 
Although Stevenson’s proof is less restrictive than simple proofs, such as 
those found in Courant’s text [4], the requirement hat a(x) must vanish 
at infinity to the order of at least 0( 1x1 -’ -’ ) does exclude its application 
in some practical problems where such a requirement on the property of 
a(x) cannot be satisfied. 
Quite another line of proof of this theorem, which is apparently 
unrelated to those mentioned above, is known as the Converse of 
Poincartt’s Lemma to differential forms, and can be found in textbooks; for 
example, see Flanders’s book [8]. This line of proof originates from the 
study of differential forms, which was first investigated in its general form 
by Pfaff [9] and later perfected by Mayer [lo], Morera [ 111, Severi [ 121, 
etc. In this method, the only requirement for the application of the theorem 
is that the region under consideration must be star-shaped, centered on a 
point, or deformable to star shape, with the application of a more general 
system of coordinates (these terms are defined in Section 2). The method 
does not require that the vector a(x) vanish at infinity as in Stevenson’s 
method, but it is applicable only to star-shaped regions and is therefore 
excluded from periphractic regions. (A region is defined to be periphractic 
if it has internal boundaries. A region is non-periphractic if every closed sur- 
face in it can be continuously shrunk to a single point without leaving the 
region.) This line of proof relies heavily on formal devices and hence the 
physical meaning is obscured and the proof does not allow easy extension 
to regions other than those deformable to star-shape. 
In this paper, a new approach to the problem is presented. This 
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approach gives a unifying view of the established ones. The method will be 
essentially the simple method given in Courant’s text, subjected to a few 
tensorial transformations. The result turns out to be an extension of the 
method of Mayer, and it reduces to the well-known formula used in the 
proof of the Converse of Poincare’s Lemma when the region under con- 
sideration is star-shaped. The proof is applicable to a region deformable to 
star-shape external to a sphere or to a region deformable to a star-shaped 
one with spherical cuts (these terms are defined in Section 2), and it 
does not require the given vector field a(x) to vanish at infinity as does 
Stevenson’s proof. 
The result is then compared to the representation of an arbitrarily given 
solenoidal, differentiable vector field as the vector product of the gradients 
of two potential functions, which are called the Monge potentials. This 
method has been used in an early work be Clebsch [ 13, 141 now known 
as Clebsch’ transformation (see Lamb’s book [ 151). The limitation of such 
a decomposition, which is a crucial point in Clebsch’ transformation, is 
then pointed out. 
Finally, the result is used to derive a less restrictive version of the 
Stokes-Helmholtz decomposition theorem for a simply connected, infinite 
region deformable to star-shape with spherical cuts than the conventional 
version. Some interesting examples of the application to practical problems 
of the line integration technique used here are also mentioned. 
2. SOLUTION IN A REGION DEFORMABLE TO 
STAR-SHAPE EXTERNAL TO A SPHERE 
2.1. Mathematical Preliminaries 
As the nature of this problem is basically a tensorial one, the method 
employed in this paper will be that of tensor calculus. The common nota- 
tions of tensor calculus are advantageous here as they allow one to change 
from one coordinate system to another without having to redefine various 
quantities and they give more comprehensible formulations. The conven- 
tion used in Lass’ book [S] is adopted here and is summarised as: A bold 
roman letter denotes a tensor or a vector and its corresponding non-bold 
letter with attached indices denotes its components in a coordinate system. 
The Cartesian coordinates of the Euclidean space are denoted by 
(x1, x2, x’). A bar on top of a scalar quantity denotes that same quantity 
as a function of the coordinate system (Xl, X2, X3), e.g., 
f&f’, x2, 2’) = qq x ‘( - XI, x2, X3), 2(X’, x2, X3), x3(X’, x2, 2’)). 
A bar on top of a tensorial component denotes a particular component, in 
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the coordinate system (X’, X2, X3), of that same tensor as a function of the 
coordinate system (X’, z?‘, X3). Summation convention is used so that 
repeated indices in the same term denote a sum over all allowed values of 
indices. Superscripts and subscripts are used for contravariant and 
covariant variables, respectively. For example, xi is the component of the 
contravariant vector x. 
Let T be an absolute tensor with components T;$;;,$ then its covariant 
derivative with respect o the contravariant coordinate xm is given by 
(2.1) 
which is an absolute tensor of covariant order one greater than T;:zy,;$. 
Due to the symmetry of the Christoffel symbols rz, with respect o their 
two lower indices, we have the curl of an absolute covariant vector b as 
abi ab, 
(curl b)ii = b, j - b,i i = 7 - 1, 3 ax-l ax (2.2) 
which is a twice covariant antisymmetric tensor. 
Similarly, the symmetry of the Christoffel symbols rz, with respect to 
their two lower indices also gives the relation 
ah h3 ac3, 
c12.3 + c23,1 + c31,2 = 3 + 1 + 2. ax ax ax 
This allows a definition of the “exterior derivative” of a twice covariant 
antisymmetric tensor so that the exterior derivative is free from the 
Christoffel symbols. Let cij be the components of a twice covariant antisym- 
metric tensor c(x). Its exterior derivative dc is a thrice covariant, antisym- 
metric tensor defined by 
where (e’, e2, e’) denotes the natural contravariant basis of the coordinate 
system (xi, x2, x3) and A denotes the exterior product (Bowen and Wang 
[ 16, p. 3031). The above expression can be rewritten as 
(2.3) 
where Shf is a permutation symbol having the value of + 1, - 1, 0 
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depending on whether (ijk) is an even, an odd, or not a permutation of 
(123). It then gives 
which shows that dc is a thrice covariant, antisymmetric tensor with only 
one single component. 
For any given twice covariant antisymmetric tensor with components 
cjk, we can always form a contravariant vector with components ui, using 
the formula 
with g, being the components of the twice covariant metric tensor g for the 
coordinate system. Conversely, for every given contravariant vector ai, we 
can always form a twice covariant antisymmetric tensor cjk, using 
cjk = i(det(g))‘j2 62~‘. (2.4b) 
The tensors a and c so related are called the dual of each other in three- 
dimensional coordinates (It is worth mentioning that the tensorial problem 
considered here can also be rewritten wholly in vectorial notations at the 
risk of losing the insight into the methodology. The reader who wants to 
follow such an approach can use Eq. (2.4b) to replace terms such as 
C12(X’, X2, X3) by 
1 W’, x2, x3) _ - - - 
5 a(?, 2, X3) a3(x1, x2, x3), 
where a(~‘, x2, x3)/8(.?, X2, X3) denotes the Jacobian of the coordinate 
transformation, every time it occurs). 
We next have a number of definitions. 
DEFINITION 1. A domain is an open set, any two of whose points can be 
joined by a polygonal line, of a finite number of segments, all of whose 
points belong to the set (Kellogg [ 17, p. 933). 
DEFINITION 2. A region is either a domain or a domain together with 
some or all of its boundary points (Kellogg [ 17, p. 931). 
DEFINITION 3. A function f(x) is of class Cn(D) if it is delined, 
continuous together with all of its partial derivatives of order up to and 
including n (n 2 0) in the region D. 
We writef(x) E C”(D) to denote that f(x) is of class C”(D). 
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DEFINITION 4. A coordinate system (.?I, ,?, k3) is non-singular in a 
region E with respect o a coordinate system (x’, x2, x3) if the Jacobian 
J(i’, 2*, 23) 
J(x’ ) x2, x3) 
is neither infinite nor zero in the region E. 
DEFINITION 5. A region E is deformable to a particular geometry with 
respect to the coordinates (x1, x2, x3) if we can draw a coordinate system 
(Z’, i*, i3) which is of class C’(E) and is non-singular in E with respect o 
(x1, x2, x3), such that when E is drawn with (Z’, R2, Z3) serving as the 
Cartesian coordinate system, E assumes that geometry. 
The operation of drawing E with (k’, .?2, 2’) serving as the Cartesian 
coordinates is called a deformation of the old geometry into the new 
geometry. 
For example, define r = ((xl)’ + (x2)’ + (x3)2)1/2 and R = ((?)* + 
(2’)’ + (g3)*)l’* and let 
((21 _ ;1)2 + (22 _ ,2)2 + (23 _ 63)2)1/2 
X’--b’ 
= ((x1 -b’)‘+ (x2 - b2)* + (x3 - b3)2)1’2 
and 
R = R(r), 
where R(r) is a strictly monotonic, twice differentiable function defined on 
the interval (rO, r,); then we have the spherical shell between the two radii 
r,,, r1 deformable to the spherical shell between the two radii R(r,) and 
Wl). 
If we choose R(r) to be 
R=mr for r<r3, R=r for r>,r,, 
R=mr+ 
(1-m)r 
si: expC - l/(r2 - t)(t - r3)1 dt 
-1 
X 
(r2-t)(t-r3) dt 1 for r3<r<r2, 
where m is a positive constant less than unity, 0 <m < 1, and r2, r3 are two 
positive constants with 0 < r3 < r2, then we have the regions exterior and 
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interior to the spherical surface of radius r4 deformable respectively to the 
regions exterior and interior to the spherical surface of radius R(r4) < r4, 
where r4 is an arbitrary positive constant less than r2, 0 < r4 < r2. This 
deformation transformation does not alter the geometry of any region 
exterior to the spherical surface of radius r2. It is worth noting that the 
above relationship between r and R is based on a function f(t) defined by 
if ItI< and f(t)=0 if ItJ 2 1, 
which is differentiable to any order for all t. This function and its indefinite 
integral [L,f(s) ds are quite useful in forming from a given system of 
coordinates (x1, x2, x3) a new system (Z’, 22, 23) which is non-singular and 
differentiable to any order with respect to the given system of coordinates 
(x’, x2, x3). 
DEFINITION 6. A region D in the Cartesian coordinate system 
(xi, x2, x3) is called star-shaped centered on the point W and with respect 
to the coordinate system (x1, x2, x3) if W is not on the boundary aD of D 
and if every point of D can be joined to the point W by a line segment 
which lies wholly in D. When the point W is not mentioned, the star- 
shapeness is understood to be centered on the origin 0. The region D can 
be bounded or unbounded. 
The above definition requires that W must be an interior point of the 
region D. 
DEFINITION 7. A region E is called deformable to star-shaped centered 
on a point W, and with respect to the coordinates (xi, x2, x3) if we can 
draw a coordinate system (Z’, T2, J?~), which is of class C2(E) and non- 
singular in E with respect to (xi, x2, x3), such that when E is drawn with 
(Z’, 22, T3) serving as the Cartesian coordinate system, it is star-shaped 
centered on the point W and with respect to this new coordinate system 
(?I, .?2, 2”). When W is not mentioned, the star-shapeness i understood to 
be centered on the origin 0. 
DEFINITION 8. A region D is called star-shaped external to a sphere S 
with respect to the coordinate system (xl, x2, x3) if it is the difference 
G-H between a region G and a region H. G is star-shaped centered on W 
and, with respect to the coordinate system (x’, x2, x3), W is the center of 
the sphere S which lies wholly in G, and H is the interior of the sphere S. 
Such a region D is illustrated in Fig. 1. 
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FIG. 1. A region D star-shaped external to a sphere S 
DEFINITION 9. A region E is deformable to star-shape external to a 
sphere S with respect to the coordinate system (x’, x2, x3) if we can draw 
a coordinate system (?I, Z2, T3), which is of class C*(E) and non-singular 
in E with respect to (x1, x2, .x3), such that, when E is drawn with 
(El, k2, Z3) serving as the Cartesian coordinate system, it is star-shaped 
external to the sphere S with respect to this new coordinate system 
(T’, k2, Z3). Such a region E is illustrated in Fig. 2. 
DEFINITION 10. A vector function a(x) is divergence-free in a region D 
if aa’/ax’ + da2/ax2 + i3a3/ax3 = 0 at every point of D. 
DEFINITION 11. A vector function a(x) is solenoidal in a region D if 
Is a(x) .n(x) dS(x) = 0 f or every closed surface S in D, where n(x) is the 
normal vector of the surface S. 
--y ----_ --\ 
2 < 
\ -23 I----- 
~ 
tX’ 
FIG. 2. A region E deformable to star-shape external to a sphere. 
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We note that every solenoidal, differential vector function in a region D 
is divergence-free in D, but the converse is not true if D has an internal 
surface. In this latter case, every divergence-free vector function in D is also 
solenoidal in D if its flux over the internal surface is zero. 
DEFINITION 12. Let S be a parametric two-dimensional surface defined 
by S:(~,G&)EQ~R*-@, x2, x3). The surface integral of a twice 
covariant tensor c on S (the flux @ of c on S) is defined to be 
(2.5) 
We apply the Binet-Cauchy product formula to the above equation to 
obtain 
1 - 
@=i J‘ 
a(w) atXb,xc) 
Q ‘ii atxb, xc) a(d,, 42) d#l d4*’ 
Hence 
1 a=- 
I 
zii sz;c “$ a(w) a(Xb,X~) 
2x6 Q a(xb,~c)a(~,,~,)~~'~~2 
1 =- 
s 2x6 Q 
E,,6vk axaa(.2,.?,i3) a(xb,~c) 
’ a%? a(x*,~*,~3) a(d,,b,) d4,& 
6qk ax/axm axa 
obc -@@s 
a(,fl,?,?) a(Xb,Xr) 
'a( ~1, ~2, ~3) w,, b2) 
444% 
Therefore the flux @ is defined independent of the coordinates in use, and 
(2.5) is a tensorial equation. 
If we replace c in Eq. (2.5) by its dual vector a, we obtain 
(2.6) 
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which means that the flux of a with (x’, x2, x3) serving as Cartesian coor- 
dinates is equal to the flux of a[a(x’, x2, ~‘)/a(.?‘, ?, .C3)] with (Z’, ,72, 2’) 
serving as Cartesian coordinates. Therefore, the following definition which 
is independent of the coordinate system is preferred. 
DEFINITION 13. A twice covariant tensor c(x) is of zero-period in a 
region D if Js c~(x) dx’ dx* = 0 for every closed surface S in D. (This ter- 
minology is adapted from the term “period” used in Flanders’ book [S].) 
We are now ready to embark on the problem. We will first solve the 
problem for the simple case of a region D which is star-shape external to 
a sphere. The methodology so developed will then be applied to the more 
complicated case of a region E deformable to star-shape external to a 
sphere. 
2.2. A Star-Shaped Region External to a Sphere 
We now prove the existence of the vector b(x) satisfying Eq. (1.1) for 
any given solenoidal, differential vector function a(x) in a region D 
star-shaped external to a sphere with respect to the coordinate system 
(xl, x2, x3). 
Let a(x) be an arbitrarily given solenoidal, differentiable vector field in 
Cartesian coordinates. We then have this vector field divergence-free, i.e., 
(2.7) 
Form the twice covariant antisymmetric tensor c(x), which is the dual to 
a(x). We also have its exterior derivative vanishing in Cartesian coor- 
dinates, i.e., 
c12,3 + c23,1 + c31,2 = O. 
Since this equation is a tensorial one as is Eq. (2.3), it holds in all coor- 
dinate systems. Thus 
c,2,3 + ?,,,I + F31,2 = O, (2.8) 
which facilitates the solution quite a lot as we can choose any coordinate 
system convenient to the task. 
We now find the solution to the tensorial equation 
ab- ab. 2 --&c, 
axj a.3 (2.9) 
given the condition (2.8). We can choose (X’, X2, X3) such that X3 is along 
the radial direction of the (xl, x2, x3) coordinates and X’, X2 are the 
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longitude and latitude angles of the (xl, x2, x3) coordinates. In the new 
coordinates (x’, X2, X3), the region under consideration can be joined by a 
line along the direction X3 to a surface of X3 = r,,. Therefore we use the 
method as given in Courant’s book to construct the covariant vector b as 
in the following. 
We are only looking for a particular solution to, and not all solutions of, 
Eq. (2.9). Therefore, we are at liberty to use any convenient method to 
obtain a solution. Here, we choose 6, = 0, to obtain 
C,,(X’, X2, <) d[ + X,(X’, X2), (2.10a) 
C23(X’, X2, () d[ +X2(x1, if2), (2.10b) 
6, = 0, (2.1Oc) 
and solve for the solution to (2.9) by letting x,(X’, X2) and X2(X1, X2) satisfy 
the equation 
aX,(x’, X2) a/l,(P, X2) _ 
a,? - ax2 = c,,(X’, x2, ro). (2.11) 
The problem has thus been simplified to the solution of a two-dimensional 
vector function of two variables with its curl given. The existence of the 
solution to this equation on a spherical surface is postponed until after the 
derivation of the following equation (2.13). 
Application of a tensorial transformation to the components 
solution vector b so found gives 
bi of the 
6, =gjl rtcJtx) dt + X1(X1, X2) 
‘O/’ 
(2.12a) 
rtc,(tx) dt + X,(X’, X2), (2.12b) 
where r denotes [(x’)~ + (x2)2 + (x3)211/2 and r0 is the radius of the sphere 
S centered at the origin of the (x1, x2, x3) coordinates. The contravariant 
vector b(x) is given in the final form as I i 
6, =x3 s tc,,( tx) dt - x2 s tc,,(tx) dt ro/r v/r 
+ g Xl(X1, X2) + g X,(X’, X2), (2.13a) 
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b,=x’ jl 
s 
I 
tc,,(tx) dt - x3 tc,,( tx) dt 
‘01’ 4). I +$x,(x1, 2’) +g ,(X’, X2), 
1 1 
b3=x2 s tc,,(tx) dt-x’ I tc,,( tx) dt t-0 Jr n/r 
I 
+ 5 X,(X’, X2) + g ;z2(X’, X2), 
(2.13b) 
which is the required solution to the problem in a star-shaped region exter- 
nal to a sphere if we can satisfy Eq. (2.11) on the surface of this sphere. For 
the special case where y0 = 0 and X,, 1, are both identically zero, Eq. (2.13) 
becomes the familiar integration formula, which is attributed to Mayer, 
used in the proof of the Converse of Poincare’s Lemma for a star-shaped 
region (for example, see Flanders’ book [S]); this proof for the basic case 
of star-shaped regions does not rely on any relation of the form (2.11). 
We now proceed to prove that there exist the functions f, and ,I, 
satisfying Eq. (2.11) if the integral Js a(x). n(x) dS(x) over the surface S of 
the vector a(x) dual to c vanishes with n being the normal unit vector of 
the spherical surface S. For this given vector a on the surface of the sphere, 
the solution to the internal Neumann problem gives a harmonic function 
4(x), which has its normal component on the surface S equal to the normal 
component of a. Consider now the vector function 
defined on the interior of S. This function is differentiable and divergence- 
free in a star-shaped region, therefore it is equal to the curl of another 
vector w(x). This is the result of the theorem for the basic case of a 
star-shaped region. (Alternatively, we can use Lichtenstein’s or Stevenson’s 
method to determine the vector w(x) in this finite region bounded by S.) 
The components of V x w are equal to v and therefore satisfy 
$$ - s= (det(g))‘/2 uk ~52, 
in Cartesian coordinates, inside the sphere and on its surface. Hence there 
is a solution to (2.11) on the surface of the sphere, which is 
A,(X’, X2) = t $ wi(x’ro/r, x2r,/r, x3ro/r) (2.14a) 
and 
i 
X,(X’, X2) = 3 f$ wi(xlro/r, x2r,/r, x3ro/r). (2.14b) 
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Thus for any solenoidal, differentiable vector a(x) in a star-shaped region 
external to a sphere, there is a vector function b(x), the curl of which is 
equal to a(x). 
The derivation from Eqs. (2.12) to (2.13) of this subsection can also be 
carried out using spherical coordinates rather than the general tensor 
machinery. However, the latter approach was employed in order to provide 
a methodical framework for the derivation of the more general result in the 
following subsection 2.3. The tensorial approach also provides a unifying 
view of the different methods of Courant’s and Flanders’ books. 
2.3. A Region Deformable to Star-Shape External to a Sphere 
The result is now expanded to cover a more general case of a region E 
deformable to star-shape external to a sphere S. Since E is deformable to 
D of the previous subsection 2.2, any point Q of E here with coordinates 
(T’(Q), Z’(Q), i3(Q)) corresponds to a point P of D of the last subsection 
with coordinates (x’(P) = g’(Q), x2(P) = Z2( Q), x’(P) = k3( Q)). Hence, we 
can form a coordinate system (X’, X2, X3), based on (.?I, ;12, Z3), so that 
every point in E with coordinates (X’, X2, X3) can be joined by a line of 
constant (X’, X2) to its projection point (X’, X2, R), R being a constant, on 
the internal surface S,. It is noted that the coordinates (X’, x2, x’) are 
spherical coordinates with respect to the coordinates (<‘, Z2, ?3) but are 
not spherical with respect o the coordinates (x’, x2, x3). 
We note that the twice covariant tensor c is of zero-period and differen- 
tiable in any coordinate system. Let (k’, K2, 2’) serve as the Cartesian coor- 
dinates; then F, is of zero-period and differentiable in a star-shaped region 
external to the sphere of radius rO in this coordinates. Using exactly the 
same argument as in the previous subsection 2.2, we obtain the solution to 
the internal Neumann problem for this sphere and have two functions X, 
and ;i, on the surface of the sphere such that 
ax,(x’, X2) a&(x’, X2) _ _ _ 
ax1 - ai? = c,,(x’, x2, rO). 
Therefore we have constructed a solution to Eq. (2.11) for this general case 
of a region deformable to star-shape xternal to a sphere. (The reader who 
thinks in terms of vectors arrives at the same results by first proving 
that a[a(x’, x2, x3)/d(Z’, Z2, Z3)] is solenoidal and differentiable with 
(?, k*, 2’) serving as Cartesian coordinates, and then obtaining a solution 
to 
arr, aGj 
ski - z = (det(g))‘/’ P SF 
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on the surface of the sphere in the (.?I, ,?2, k3) coordinates. He then trans- 
forms the results into the required form.) 
Hence, for this general case, we still can use the same method to derive 
all equations up to Eq. (2.11) with only trivial changes to allow for the 
general (non-spherical) nature of the coordinates (X’, X2, X3). The proof for 
the existence of a solution to Eq. (2.11) on the internal boundary of the 
region E has just been given above. Hence the whole method of proof also 
holds for any solenoidal, differentiable vector field in a region deformable 
to a star-shaped one external to a sphere. The calculations in the proof 
from Eqs. (2.12) to (2.14) are slightly modified to take into a account the 
general (non-spherical) nature of the coordinates (X’, X2, X’), and 
Eqs. (2.10) do not reduce to the simple form of Eqs. (2.13) but rather take 
the full tensorial transformation to give 
ax2 
I 
.f3 f3x’(X’, x2[) W(X’, x2, [) 
dxk R ax* ax3 c&‘, X2, [) d[ 
1 2 
+ gp 1,(X’, 2) +$A,(?, X’), where k = 1, 2, 3. (2.15) 
It is worth noting that the (non-spherical) internal boundary of the 
region E is a smooth surface with finite curvature in the Cartesian coor- 
dinates (x1, x2, x3), therefore it possesses a solution to the internal 
Neumann boundary value problem (Kellogg [ 17, p. 3 141) involving a(x). 
This, in conjunction with Lichtenstein’s or Stevenson’s method, gives an 
alternative approach to establish the existence of the solution (A,, X2) to 
Eq. (2.11) on the non-spherical, internal surface of the region E. However, 
this method is not as elementary as the one adopted. 
3. SOLUTION IN A REGION DEFORMABLE TO A 
STAR-SHAPED REGION WITH A FINITE NUMBER OF 
NON-INTERSECTING SPHERICAL CUTS 
3.1. A Star-Shaped Region with a Conical Cut 
Let H, be the truncated semi-infinite cone defined by 
3 
rl < [(xl)‘+ (x2)’ + (x3)*]“* and c(~‘)* + tx:,* + (x3)*,li:>cos ” 
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Let H, be the truncated semi-infinite cone defined by 
l-2 < [(xy2+ (x2)2+ (x3)2]“2 and 
X3 
~(~72 + tx2)2 + (x3)2, l/2 ‘c’s ‘. 
Let G be a doubly truncated cone defined by 
r1 < [(xl)‘+ (x2)’ + (x3)21112 < r2 and 
X3 
~(~1)’ + (x’)’ + (x’)‘] l/2 “OS Or’ 
We note that G = H, - H,. Let D be a star-shaped region centered on the 
origin 0 and let us assume that D contains the sphere bounded by the 
spherical surface S, of radius r2 and is centered on 0. Therefore G lies 
wholly in D. We define F = D - G to be the difference between the star- 
shaped region D and the doubly truncated cone G. The situation is 
illustrated in Fig. 3. 
Let a(x) be a given vector field, which is defined, differentiable and is 
solenoidal in F. We will prove that a continuously differentiable vector field 
b(x) can be constructed in F such that its curl is equal to a(x). 
By the proof in the preceeding section, a vector function b(x) such that 
FIG. 3. A star-shaped region D with a conical cut G. 
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its curl is equal to a(x) can be constructed for the region F- H, . Our task 
here is to prove that the function b(x) so constructed can be extended into 
the semi-infinite cone H,. 
Since the flux of a(x) over the spherical surface S, is zero, we can 
construct a vector function (A,, A,) such that we obtain 
a&(x’, X2) i%,(i’, 2’) _ _ _ 
a.? - dX2 = C’,(X’, x2, r2) 
over the whole surface S,. The proof for this has been given in the 
preceeding section, with the choice that X3 is along the radial direction of 
the (xi, x2, x3) coordinates. Therefore, on the part S,, outside the cone H, 
of the spherical surface S2, we end up with the function (bi, j&) defined by 
and 
,ii,(X’, X2) =6,(X’, X2, r2) - A,(%‘, X2) 
ji2(X1, X2) =6,(X’, x2, r2) - 2,(X’, X2), 
(3.1) 
which satisfies 
qii,(i’, X2) 
ai? - 
&i,(X’, X2) = o, 
ax2 (3.2) 
If this vector function (PI, p2) can be extended such that it has continuous 
derivatives of first order over the whole surface S,, as is proved later, then 
the function (A, + ,Li, X, + ,i&), which is defined and continuous over the 
whole surface SZ, can be considered to be the required extension of b(x) 
over the whole surface S,. Hence the function d(x) defined by 
d,=x3 j-:,r tc,‘(tx) ‘i-x2 j’ tc’2(tx) dr 
r*:‘r 
+ $ [X,(X’, X2) + ji’(X’, X2)] 
+ g [X,(X’, X2) + pz(x’, X2)], 
d,=x’ jT;,~tc’,(ti)dt-x3/’ tc,,( tx) dt 
‘21’ 
+ g [X,(X’, X2) + /&(.f’, X2)] 
+ g [X,(X’, X2) + ji2(X’, X2)-J, 
(3.3a) 
(3.3b) 
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1 
d3=x2 
s 
tc,,( tx) dz - x’ 
r2lr 
s 
1 
tc,,(tx) dr 
r2lr 
+g [X,(X’, x2)+,&(x’, X2)] 
+ g [X,(X’, 2’) + ,ii2(X1, X2)], (3.3c) 
is identical to the function b(x) in the region F- H,. This function d(x) is 
also continuous and differentiable in the whole part of the region F outside 
the surface S, and is thus the required extension of the function b(x) into 
the whole region F. 
We now proceed to prove that the vector function (,Gr, &) can be 
extended such that it has continuous derivatives of first order over the whole 
surface S2. The circle Con S2 defined by x~/[(x’)~ + (x2)’ + (x3)21112 = cos a 
divides this surface into two spherical caps Szl and S22, which lie outside 
and inside H,, respectively. Both of them are simply connected. On the 
surface S,, , we can construct a potential function $(X1, X2) from the two- 
dimensional, irrotational vector (fir, fi2) as 
$(x1, x2) = 
I 
(j, d.? + ji2 dZ2). (3.4) 
This function is defined and has continuous derivatives of second order 
on S21. 
On the spherical cap S,,, with its pole P at position (x1 = 0, x2 = 0, 
- -1 x3 = r2), we define a function 0(x , X2) by drawing great circles through P, 
which intersect the circle C at a right angle. The value of the function 5 at 
a point on S22 at a polar angle /? from P is given by 
W’(P~ WY f’(B, 0)) = CL(e)1 B5 + CM(Q)1 8” + CN@l P3, (3.5) 
where 8 is the longitudinal angle of the great circular arc originating from 
the pole P and the coefficients t(e), M(8), and N(B) are chosen such that 
- -1 the function a(x (/I, 8), X’(B, 0)) and its first and second derivatives with 
respect to p are equal to those respective values of $ for fi = a. Its second 
derivatives on the spherical cap S22 are given by 
a*6 
aa’ = 2OLB3 + 12iVfp2 + 6NB, 
which are defined and continuous on all of S,,, including at the pole P. 
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On the spherical cap S,,, we define 6 = I+&. The function 5 is thus defined 
on the whole of S, and is twice differentiable on S,, including at the pole 
P. Therefore, we have an extension of the function I+& onto the whole of Sz. 
Hence the vector function (p, , ,i&) has been extended into a vector function 
(V,, Y*) given by 
c (2’ yq,$l I ) axI and 
V,(X’, f’) Eda 
a2 ’ (3.6) 
which is defined and differentiable over the whole surface S, and is identi- 
cal to (pi, p2) on S,,. 
Thus we have proved that Eq. (2.1) has a solution in the region F. 
If the whole of S cannot be drawn inside D, we only need to modify S,, 
into a smooth surface which lies wholly inside D and which joins smoothly 
into S,,. We then construct the functions A,, A2 on the closed, smooth 
surface formed by the union of S,, and the above smooth surface, and 
follow the same argument of the previous case. The final result remains 
the same. 
3.2. A Star-Shaped Region with Spherical Cuts 
Let the region A4 = D - H be the difference between a star shaped region 
D centered on the origin 0 of the coordinate system (x1, x2, x3) and the 
interior H of a spherical surface T centered on W, with 0 outside T. Let 
h be the distance from the origin 0 to the center W of the sphere T and 
let R be the radius of this sphere. We put 
r,=h-R, r2 = h + R, and 
R 
c1 =arcsin - 0 h 
and we suppose, for the time being, that we can enclose the sphere T here 
by the doubly truncated cone G delined as in the last subsection. We can 
apply the same technique as used previously to derive the result for the 
region M. The proof proceeds as in the last subsection by noting that the 
vector function d(x) can be defined into the region interior to G but 
exterior to T by allowing the magnitude (xl of x of formulae (3.3) to have 
values less than r2. 
If we cannot draw a doubly truncated cone G around T then the 
following procedure is used: Enclose T by another concentric spherical 
surface U of slightly larger radius than T (This is possible as T is disjointed 
from the external boundary of D.) Apply the deformation described 
immediately after Definition 5, so that the part of D outside U is unaltered, 
but the region between T and U is deformed into the region between V and 
U, where V is another concentric spherical surface of radius one-half that 
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of U. Finally enclose V in a doubly truncated cone G, which lies wholly 
inside U, therefore also wholly in D, and apply the reasoning in the 
previous paragraph (with some trivial change of coordinates) to the 
deformed region. 
The result is: For any solenoidal, differentiable vector a(x) in such a 
region M, there is a vector function b(x), the curl of which is equal to a(x). 
The result here is the same as that of the last section. However, this section 
has shown that the result need not be the consequence of the center of the 
spherical internal boundary being the center of the coordinate system 
(xl, x2, x3). The implication is that we can use the technique given here for 
a region that is the difference between a star-shaped region D and a finite 
number of non-intersecting spheres, all of which lie wholly in D. 
We can then repeat the whole argument, with some trivial change of 
coordinates, for any region deformable to a star-shaped one with spherical 
cuts, each of which is external to every other and is wholly within the 
star-shaped region. 
As this proof constructs the vector function b(x) from the origin out- 
wards, it can even be extended to cover some cases where a region is the 
difference between a star-shaped region D and an infinite but countable 
number of non-intersecting spheres, all of which lie wholly in D. The 
method is to insert one internal boundary after another, in order of 
increasing X3, into the region under consideration. 
4. COMPARISON WITH MONGE'S POTENTIALS 
The solution to Eq. (2.1) has also been obtained alternatively by 
expressing the vector a(x) as the vector product of two gradients, i.e., 
a=VA, XV&. (4.1) 
If such an expression is successful1 then the required vector b(x) is given 
simply by 
b=I,VE,,. (4.2) 
This method was used by Clebsch [13, 141 in a work now known as 
Clebsch’ transformation (see also Lamb’s book [15]). It has been adopted 
by Phillips [ 181, and has also been adopted in a recent book by Aris [ 191. 
Aris called the quantities 1, and A2 “Monge’s potential” (after Gaspard 
Monge, 1746-1810). The method is summarised as follows: 
The physical meaning of this method is that a(x) forms a system of never 
ending tubes in the three-dimensional space (xl, x2, x3). A system of sur- 
faces X’(x) = constant and X2(x) = constant is constructed along these a(x) 
576 TON TRAN-CONG 
tubes so that a is along the intersections of these two families of surfaces, 
i.e., 
a = @X1 x VX2, (4.3) 
where 4 is a scalar variable. Let X’(x) be a third function of (x’, x2, x3) 
which together with X’ and X2 forms a system of curvilinear coordinates in 
(x1, x2, x3). The condition that a(x) must be differentiable and divergence- 
free then gives 8$/8X3 = 0; i.e., 4=&X’, X2, X3) is a function of only X1 
and X2. We then proceed to find a two-dimensional function (X,(X’, X2), 
X2(X1, X2)) such that 
ax,(.f’, X2) ax,(i’, X2) 
a2 - a.2 = f+qx', X2). (4.4) 
Substituting the value of 4 from Eq. (4.4) into Eq. (4.3) then gives 
or 
as required by (4.1). 
a=V1, xVA,, 
The derivation of this method up to Eq. (4.3) follows the method of 
Phillips [lS] and Aris [ 191. (Clebsch’ work [13, 143 used a more com- 
plicated method to prove that 4 is a function of only X1 and X2.) The 
substitution of the solution to Eq. (4.4) into Eq. (4.3) is a re-expression of 
Clebsch’ [13,14] argument (as given by Lamb [15]) in modern notation. 
(The proofs in Phillips and Aris’ books gave some explicit simple solutions 
to Eq. (4.4) for only some non-general cases.) In the present author’s 
opinion, such a combination of arguments from the above two sources 
appears to offer simplicity while retaining the generality of the method. 
This method appears superficially to be simpler than those given in the 
previous two sections. However, careful examination reveals that the 
method requires first that there exists a system of integration surfaces X’ 
and Z2 such that every integration line of a(x) has a unique value of 
(X1, X2) and second that Eq. (4.4) has a solution. The proof for the former 
is not a trivial matter. This important point appears to have been over- 
looked in the works using this method [14, 15, 18, 193. It is also noted that 
the use of the solution to Eq. (4.4) in this method is similar to the use of 
the solution to Eq. (2.11) in the methods in Sections 2 and 3. 
5. APPLICATIONS 
It might be expected that a line integration method exists for the related 
problem of the Stokes-Helmholtz decomposition theorem. However, we 
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can show here that such an expectation is unjustified. Indeed, for an 
arbitrarily given function $(x), we can form a vector function 
a(x) = 
( 
O,O, j:j Ii/(x’, x2, 0 4), 
provided that the region under consideration is x3-convex. If there were a 
line integral method, in a manner similar to that of section 2, for the 
determination of the potential d(x) and b(x) such that a(x) has its 
Stokes-Helmholtz decomposition 
a=VqS+Vxb 
then we would have found a solution to the Poisson Eq. V’q5 = II/ by a line 
integral method. This is absurd as 4(x) depends on all values of e(x). 
Thus we must settle for a more restricted result: In a simply connected 
region F deformable to a star-shaped one with a finite number of spherical 
cuts, any arbitrarily given continuous and differentiable vector field a(x) 
can be expressed as the sum of the gradient of a scalar function d(x) and 
the curl of another vector function b(x), i.e., 
a=Vd+Vxb (5.1) 
provided that the volume integral 
4(x)=$ j 
H 
@.a) (A - &) W) (5.2) 
over the intersection H of F and the interior of a sphere S of radius r3 
converges as r3 tends to infinity. 
The theorem is proved by showing that $(x) is a solution to the equation 
V’qh =V. a and then by applying the result of Section 3 to the solenoidal, 
differentiable vector function (a - Vq5). The scalar function d(x) may need 
to be added with a finite number of terms of the form l/lx - b(, where each 
h is a constant position vector of some point inside each internal boundary, 
to make the function (a -V#) solenoidal. 
Since 
-4x&x)= -jHa~[V($----&)]W) 
j ( 
1 1 
+ SmdH Ix-yl-jyy > a.nda(y) 
it is easily seen that the integral b(x) converges when a(x) vanishes at 
infinity to the order of 0( /xl-“), where E is a positive number. The result 
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here is consistent with a result previously given by Gurtin [20] for a more 
general region which can be multiply connected. 
The condition on the vanishment of a(x) at infinity can be partially 
relaxed. This is done by imposing some requirement on the behavior of the 
derivatives of the components of a at infinity. We use the result by 
Blumenthal [21] that the vector function c(x) given by 
is defined when la(x)1 = 0( 1x1 l;‘*-‘) and &z,/axj= O(Jxl l’*-‘), i,j= 1, 2, 3, 
and satisfies V. (a -c) = 0 and V x c = 0. Incorporating such a result, we 
can state that any arbitrarily given function a(x) which is continuous and 
differentiable in a simply connected region F, which is deformable to a star- 
shaped one with a finite number of spherical cuts, can be expressed in the 
form (5.1) provided that the components ai, i= 1,2, 3, of a(x) and their 
derivatives dai/dxj, i,j= 1, 2, 3, are of order O([X[“~-~) when 1x1 tends to 
infinity. These results give another kind of sufficient condition for the 
application of the Helmholtz decomposition theorem besides the well- 
known one, as given in Phillips’ book [lg], which requires that a(x) 
vanish to the order of 0( 1x1 p2pE) as Ix/ tends to infinity. 
A practical application of the results from this paper is the extension of 
the proof for the gauge transformation of dynamic electricity, such as that 
given in Lass’ book (pp. 175-177), to cover any arbitrary simply connected 
region of the three-dimensional space (x, y, z) with a finite number of inte- 
rior surfaces. The existing proof given in that book was written on the basis 
of a result (p. 117) for only simply connected regions of the three-dimen- 
sional space (x, y, z) which are convex in the x and z directions. 
A problem related to the results derived in Section 2 and 3 is the 
application of the same line integration technique used in those sections to 
the proof of some decomposition theorems for a second order tensor in a 
region G deformable to star-shape: We use bold lower case roman letters 
to denote vector functions, bold upper case romans letters to denote ten- 
sors of second order and higher, and the contraction C = A . . . B to give the 
components of C as Ci, = A,,B,j,,p. The tensors E and I are third and 
second order tensors with components E, = 6; and I,j= S;i, where S/ is 
a Kronecker 6 function. S denotes a given second-order tensor. The nota- 
tion SE C2(G) means that the tensor S has continuous second derivatives 
in G. We then have the following four results: 
(a) If VxSxV=O and ST=S~C2(G) then VxS=tV. There- 
fore V.t = I..(tV) = I..(VxS) = -I..(E..VS) = -E...VS = 
-$...VS - + E...VST = t(-E+E)...VS = 0. HenceVxS=VxvV. 
Finally, S = VV + VW = Vu + uV, where u E C3( G). 
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(b) If V-S.V=O and ST=SeC2(G) then V.S=-uxV= 
uV..E = -V-E.u, so that S.V = V.ST = V.S = u.E.V. Thus 
V.(S+E.u)=(S-u.E).V=O, so that S= -E.u+VxW=u.E+ 
TxV. Finally, S=$(VxW+TxV)=VxA-A’xV, where AEC~(G). 
(c) If S is solenoidal and ST=S~C1(G) then S=VxU, so that 
O=S.V=Vx(U.V). Then U.V=(fI).V, U=fI+VxV. Hence S= 
VxVxV+Vx(fI) and ST=VxVTxV+(fI)TxV=VxVTxV-Vx 
(f I). Finally, S = V x B x V, where B E C’(G). 
(d) IfVxS=O and ST=S~C’(G) then S=Va, so that O=SxV= 
V(a XV). Thus a xV=2m= (x .E .m) XV, where m is a constant 
vector. Hence a = (x . E . m) + f V. Finally, S = Vf V + E . m = Vf V, where 
foci as S’=VfV-E.m. 
Results (a) and (b) are the duals to each other from the view of calculus 
of differential forms. So are (c) and (d). Their interesting feature is the con- 
ciseness of their derivations. Result (a) is readily recognized as the Saint- 
Venant’s compatibility of a strain tensor in elasticity. An early proof to the 
same effect was given by Cesaro [22] (see Sokolnikoff [23]); his proof is 
more general but is also much more complicated than this one and is 
usually left out of textbooks on that subject. Result (c) is the justification 
for Maxwell’s and Morera’s stress functions. 
6. CONCLUSIONS 
The solution to the problem of expressing a solenoidal, differentiable 
vector as the curl of another vector has been given for regions deformable 
to star-shape with a finite number of spherical cuts. The method of solution 
here is shown to be more rigorous than the method using Monge’s poten- 
tials. 
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