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Notation
Sets of numbers and general notation
N: The set of natural numbers.
R: The set of real numbers.
C: The set of complex numbers.
RN : N -dimensional Euclidean space (N ∈ N).
B(x, r): The open ball of radius r > 0 centered at x ∈ RN (N ∈ N).
ωN : The volume of B(0, 1) ⊂ RN (N ∈ N).
L N : The Lebesgue measure on RN (N ∈ N).
Differential operators on RN
Let N ≥ 1.



















γ=(γ1,··· ,γN )∈(N∪{0})N ,
|γ|=l
|∂γxf(x)|
if there is no fear of confusion. We use the same manner for | · | replaced by norms.


























where m ∈ N and γ! := γ1! · · · γN !.
Function spaces
Let Ω ⊂ RN be a smooth domain, I ⊂ R be an interval, (X, ‖ · ‖X) be a Banach space,
l ∈ N ∪ {0} and q ∈ [1,∞].
Cb(RN): The set of bounded continuous functions f : RN → R.
C lb(RN): The set of l-times continuously differentiable functions f : RN → R such that Dkxf
belongs to Cb(RN) for k ∈ {0, · · · , l}.
C∞(RN ;C): The set of smooth functions from RN to C.
C∞c (RN): The set of smooth functions from RN to R such that the support of u is a compact
subset of RN .
S : The set of functions f ∈ C∞(RN ;C) such that
sup
z∈RN
(1 + |z|2)k/2|Dk̃xf(z)| <∞ for k, k̃ ∈ N ∪ {0}.
S ′: The set of tempered distributions (see Section 2.2).
Lq(Ω): The set of Lebesgue measurable functions f : Ω → R such that ‖f‖Lq(Ω) < ∞ (see
below for the definition of ‖ · ‖Lq(Ω)).
Lqloc(Ω): The set of Lebesgue measurable functions f : Ω → R such that f ∈ Lq(Ω′) for
compactly embedded domains Ω′ ⊂ Ω.
W l,q(Ω): The set of functions f ∈ Lq(Ω) such that f has k-th weak derivative which belongs
to Lq(Ω) for k ∈ {1, · · · , l}.
Lq,∞(Ω): The weak Lebesgue space on Ω (see Section 2.4).
Lq,∞uloc(RN): The uniformly local weak Lebesgue space on RN (see Section 2.4).
C(I;X): The set of continuous functions f : I → X.




Cw(I;X): The set of weak continuous functions f : I → X (see Section 2.7).
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Lq(I;X): The set of strongly measurable functions f : I → X such that the function I 3 τ 7→
‖f(τ)‖X belongs to Lq(I) (see Section 2.7).
H1(I;X): The set of functions f ∈ L2(I;X) such that f has the weak derivative which belongs








if q ∈ [1,∞),
ess sup
z∈Ω











∣∣∣∣∣ω ⊂ Ω: measurable,0 < L N(ω) <∞
}
if q ∈ [1,∞),
‖f‖L∞(Ω) if q = ∞.
‖f‖q,ρ = ‖f‖Lq,∞uloc,ρ(RN ) := sup
x∈RN
‖f‖Lq,∞(B(x,ρ)) (ρ > 0).
‖f‖Dl(RN ) :=
{
‖∇∆kf‖L2(RN ) if l = 2k + 1 for some k ∈ N,





For f = (f1, · · · , fk) ∈ Xk, we use the same notation ‖f‖X = ‖|f |‖X if there is no fear of







Physical phenomena with diffusion are generally modeled by second order parabolic equa-
tions. On the other hand, in the thin film growth, the motion of atoms along the boundary
between crystals and gas are called surface diffusion, and physical phenomena with surface
diffusion are modeled by higher order parabolic equations. For example, a mathematical
model describing the epitaxial growth of thin film was proposed by Zangwill [52], and the
model was mathematically studied by King–Stein–Winkler [36] (see also Subsection 1.2.2).
The purpose of this thesis is to study asymptotic behavior of solutions of higher order
parabolic equations such as linear and semilinear polyharmonic heat equations.
Higher order parabolic equations are extremely different from second order parabolic
equations in the methodological point of view. Indeed, although the maximum principle
is a useful method to analyze second order parabolic equations, the maximum principle
generally does not hold for higher order parabolic equations. Moreover, the other effective
methods such as the comparison principle and the theory of viscosity solutions are also
not applicable to higher order parabolic equations. One of motivations to study higher
order parabolic equations is to construct a new mathematical strategy being independent
of the maximum principle. Indeed, it is expected that the accumulation of studies on
higher order parabolic equations leads to construct such new mathematical strategy.
Higher order parabolic equations are also different from second order parabolic equa-
tions in the view point of qualitative analysis. For example, in Cauchy problems for
second order parabolic equations, the following property so called the positivity preserv-
ing property (ppp in the sequel) holds: Non-negative and non-trivial initial data always
yield solutions which are positive in the whole space and for any positive time. This prop-
erty can be easily verified by the maximum principle or the positivity of the heat kernel,
and can be the source of various methods of analysis and indepth studies for second order
parabolic equations. On the other hand, the ppp does not hold for higher order parabolic
problems. The lack of the ppp can be regarded as one of difficulties in the study for higher
order parabolic problems. One of the purpose of this thesis is to study the mechanism for
collapse of the ppp of linear and semilinear polyharmonic heat equations (for the detail,
see Subsection 1.2.1 and Chapter 3).
Another purpose of this thesis is to study the asymptotic behavior of solutions to
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higher order parabolic problems with a gradient nonlinearity, which appear in mathemat-
ical models describing the epitaxial growth of thin film as we mentioned above. In the
problems we consider the nonlinear term of the form ∇ · (|∇u|p−2∇u). The higher order
parabolic problems with the gradient nonlinear term have a steepest descent structure
for an energy functional and the mass conservation structure. It is expected that the
study on the problems gives a mathematical strategy for higher order gradient flow with
conservation low, such as Cahn–Hilliard equations (e.g., Cahn–Hilliard [6]) and surface
diffusion flows (e.g., Mullins [46]). In this thesis, we consider the Cauchy problem and
the initial boundary value problem for a higher order parabolic equation with the gra-
dient nonlinearity in Chapters 4 and 5 respectively, and give two methods to study the
asymptotic behavior of solutions for these problems (see also Subsection 1.2.2).
1.2 Main theorems
In this section, we introduce main results in this thesis.
1.2.1 Positivity of solutions of Cauchy problems for linear and
semilinear polyharmonic heat equations
In Chapter 3, we are concerned with the positivity of solutions to Cauchy problems for
higher order parabolic equations. It is well known that Cauchy problems for second order
parabolic equations enjoy a ppp. On the other hand, it follows from Coffman–Grover [9,
Theorems 7.1 and 9.2] that the elliptic operator being of second order is not only sufficient
but also necessary for the corresponding Cauchy problem to enjoy a ppp. This means that
this property does not hold for the Cauchy problem for the polyharmonic heat equation:
(P1)
{
∂tu+ (−∆)mu = 0 in RN × (0,∞),
u(·, 0) = u0(·) in RN ,
where N ≥ 1, m ∈ N with m ≥ 2, and u0 is a suitable measurable function (see also
Bernis [4], Gazzola–Grunau [24], Ferrero–Gazzola–Grunau [18], for the case m = 2, and
Ferreira–Ferreira [16] for the case m ∈ N with m ≥ 2). Here, “suitable” means locally
integrable and less than exponential growth at infinity. One should keep in mind that
small times are particularly sensitive for change of sign. For large times, at least in
bounded domains, the behavior is more and more dominated by the elliptic principal part
(and a strictly positive first eigenfunction would yield eventually positive solutions to the
initial boundary value problem).
The loss of ppp for problem (P1) is reflected by the sign change of the fundamental
solution Gm(·, t) of the operator ∂t + (−∆)m in RN × (0,∞) for all t > 0 (see Sec-
tion 2.3). Moreover, it was even shown in Gazzola–Grunau [24, Theorem 1-(ii)] and
Ferreira–Ferreira [16, Theorem 1.3] that for any non-negative and non-trivial function





for t ≥ T , where [Sm(t)u0](x) is the convolution of Gm(·, t) and u0 (see Section 2.3).
On the other hand, thinking of (P1) with m = 2 as a kind of linearized surface diffusion
equation, one would expect solutions to problem (P1) for positive initial data to be on the
whole positive. Indeed, in Gazzola–Grunau [24, Theorem 1-(i)] and Ferreira–Ferreira [16,
Theorem 1.1], it was proved that solutions to problem (P1) with non-negative non-trivial
initial data u0 ∈ C∞c (RN) are eventually locally positive, that is, for any compact set
V ⊂ RN there exists T = T (V ) > 0 such that
[Sm(t)u0](x) > 0 for (x, t) ∈ V × [T,∞).
The issue of eventual local positivity for problem (P1) with m = 2 was studied further in
Ferrero–Gazzola–Grunau [18] for initial data with specific polynomial decay at infinity:







∣∣∣∣∣ g(x) > 0 for x ∈ RN ,g(x) = o(|x|β) as |x| → ∞
}
were considered. It was proved in Ferrero–Gazzola–Grunau [18, Theorem 1.1] that the
eventual local positivity holds locally uniformly and at an explicit asymptotic decay rate.
At the same time this eventual positivity cannot be expected to be global, see Ferrero–
Gazzola–Grunau [18, Theorem 1.2]: For each β ∈ (0, N) and t > 1 there exists a radially
symmetric initial datum u0, given by (1.2.2), such that (1.2.1) holds for u0.
In order to understand the underlying reason for this change of sign even for large
times and how initial data could look like to avoid this, a first step was made also in
Ferrero–Gazzola–Grunau [18, Proposition A.6]:
Proposition (Ferrero–Gazzola–Grunau [18, Proposition A.6]). Let N = 1 and u0(x) :=
|x|−β. For β > 0 small enough, it holds that
[S2(t)u0](x) > 0 for (x, t) ∈ R× (0,∞).
So, it is natural to ask the following general question like Barbatis–Gazzola [2, Prob-
lem 13]:
Problem A. For N ≥ 1 and m ∈ N with m ≥ 2, can one find suitable classes of initial
data u0 such that solutions to problem (P1) are globally positive?
To the best of our knowledge, the existence of globally (in space) positive solutions
to problem (P1) has received only little attention, even for the case of m = 2. Beside
the above proposition, we mention Berchio [3, Theorem 11]. In the paper she considered
m = 2 and the initial datum u0(x) := |x|−β for β ∈ (0, N) and introduced a right hand side
with a strictly positiveimpact. (The reader should notice that the actual formulation of
Berchio [3, Theorem 11] is not correct. A vanishing right hand side e.g. is not admissible.)
In this situation she obtained eventual global positivity.
The first aim of Chapter 3 is to give an affirmative answer to Problem A as follows:
Theorem A. Let N ≥ 3, m ∈ N with m ≥ 2, and u0 ∈ S ′. Assume that all of the
following conditions hold :
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(a) exp [−| · |2mt]F [u0](·) ∈ L1(RN) for t ∈ (0,∞).
(b) F [u0] is real valued, radially symmetric and positive.
(c) ũ0(r) := r
(N−1)/2F [u0](r) belongs to C1(0,∞) and ũ′0(r) ≤ 0 for r > 0.
Then [Sm(t)u0](x) is positive for (x, t) ∈ RN × (0,∞).
For definitions of S ′ and the Fourier transform F on S ′, see Section 2.2. Theorem A
gives a general sufficient condition for the existence of positive solutions to problem (P1)
when N ≥ 3 and m ∈ N with m ≥ 2. We remark that for sufficiently small β > 0
the function u0(x) := |x|−β satisfies the assumptions on Theorem A (for details, see
Subsection 3.1.2 and in particular (3.1.15)). Taking advantage of recurrence relations we
can prove for this initial datum even in any dimension N ≥ 1:
Theorem B. Let N ≥ 1, m ∈ N with m ≥ 2, and u0(x) := |x|−β with β ∈ (0, N).
(i) There exist β1, β2 ∈ (0, N) with β1 ≤ β2 such that
[Sm(t)u0](x) > 0 for (x, t) ∈ RN × (0,∞) if β ∈ (0, β1),(1.2.3)
inf
(x,t)∈RN×(0,∞)






if N ≥ 3 and m ≥ 2,
1
2
if N = 2 and m ≥ 2,
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16
if N = 1 and m = 2.
(ii) Assume that [Sm(t)u0](x) > 0 for (x, t) ∈ RN × (0,∞). Then there exists K∗ =




for (x, t) ∈ RN × (0,∞).




for (x, t) ∈ RN × (0,∞).
In particular, Theorem B (i) gives an extension of the result in Ferrero–Gazzola–
Grunau [18, Proposition A.6]. Moreover, we deduce from (1.2.4) that the condition β ∈
(0, β1) cannot be extended to β ∈ (0, N).
Moreover, Theorem B is applied to show the existence of global-in-time positive solu-
tions to the Cauchy problem for the following higher order semilinear parabolic equation:
(P2)
{
∂tu+ (−∆)mu = |u|p−1u in RN × (0,∞),
u(·, 0) = εu0(·) in RN ,
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where N ≥ 1, m ∈ N with m ≥ 2, u0 ≥ 0 is a “suitable” measurable function, ε > 0 is a
parameter and




In this thesis, we define the solution to (P2) as follows:
Definition 1.2.1. Let u0 ∈ L1,∞uloc(RN) and ε > 0. We say that u ∈ C((0,∞);Cb(RN)) is
a global-in-time solution to problem (P2) if u satisfies
(1.2.8)




for (x, t) ∈ RN × (0,∞).
For the precise definition of uniformly local weak Lebesgue space Lq,∞uloc(RN), see Sec-
tion 2.4.
“Super-Fujita” condition (1.2.7) is necessary in order to have global positive solutions.
Indeed, Egorov–Galaktionov–Kondratiev–Pohozaev [11, Theorem 1] proved the following:
Proposition (Egorov–Galaktionov–Kondratiev–Pohozaev [11, Theorem 1]). Let 1 < p ≤
1 + 2m/N and u0 ∈ L1loc(RN). Assume that there exists R > 0 such that∫
|z|≤R
u0(z) dz ≥ 0 and u0(z) ≥ 0 for almost all z ∈ RN \B(0, R).




(−u∂tϕ+ u(−∆)mϕ) dz dτ ≥
∫
RN






for ϕ ∈ C∞c (RN × [0,∞)) with ϕ ≥ 0.
This proposition implies that (P2) has no global-in-time positive solution if 1 < p ≤
1 + 2m/N . See the ground breaking work Fujita [21] for second order analogues.
Global existence of presumably sign changing solutions for similar problems was stud-
ied by Galaktionov–Pohozaev [22, Theorem 1.1] and Caristi–Mitidieri [7, Theorem 2.1]. As
for the eventual local positivity the following was proved in Ferrero–Gazzola–Grunau [18,
Theorem 1.4]: For u0 given by (1.2.2) with β ∈ (4/(p − 1), N), and ε > 0 small enough,
there exists a global-in-time solution u to problem (P2) with m = 2, which is eventually
locally positive. Similarly to Problem A, it is also natural to ask the following question:
Problem B. For any m ≥ 2, are there initial data u0 such that there exists a global-in-
time positive solution to problem (P2)?
As an application of Theorem B-(ii), we have:
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Theorem C. Let N ≥ 1, m ∈ N with m ≥ 2, and p > 1 + 2m/N . Set β := 2m/(p− 1)
and u0(x) := |x|−β. Assume that
(1.2.9) [Sm(t)u0](x) > 0 for (x, t) ∈ RN × (0,∞).
Then for sufficiently small ε > 0, there exists a global-in-time solution u to problem (P2)
such that
(1.2.10) u(x, t) ≥ εM∗
|x|β + tβ/2m
for (x, t) ∈ RN × (0,∞),
where M∗ > 0 depends only on N , m and p.
Theorem B (i) implies that, for each




condition (1.2.9) holds true. Thus Theorem C gives an affirmative answer to Problem B,
even though under the restriction (1.2.11).
Let u0 be as in Theorem C. Then u0 belongs to the weak Lebesgue space L
qc,∞(RN)





The existence of a global-in-time solution to problem (P2) with sufficiently small ε > 0 and
u0 ∈ Lqc,∞(RN) is obtained in Ferreira–Villamizar-Roa [17, Theorem 3.4 and Remark 3.7]
(see also Ishige–Kawakami–Kobayashi [31, Theorem 1.1]). However, in order to prove
Theorem C, we need to study the decay of global-in-time solution to problem (P2) (which
are not necessarily positive).
Theorem D. Let N ≥ 1, m ∈ N with m ≥ 2, and p > 1 + 2m/N . Set β := 2m/(p− 1)
and u0(x) := |x|−β. Then for sufficiently small ε > 0, there exists a global-in-time solution
u to problem (P2) satisfying the following : There exists M∗ =M∗(N,m, p) > 0 such that
|u(x, t)| ≤ εM
∗
|x|β + tβ/2m
for (x, t) ∈ RN × (0,∞).
Chapter 3 is organized as follows. In Section 3.1 we consider problem (P1). By using
the representation formula for the Fourier transform of radially symmetric functions we
introduce the representation of [Sm(t)u0](x). Combining this representation with a mono-
tonicity formula of Bessel functions (see Proposition 2.1.3), we prove Theorem A. Fur-
thermore, we study more precise asymptotic behavior of the representation of [Sm(t)u0](x)
with u0(x) = |x|−β and prove Theorem B. In Section 3.2 we consider problem (P2). In
Subsection 3.2.1 we introduce some technical estimates which are extension results of
Gazzola–Grunau [23, Lemmas 1–5] and Ferrero–Gazzola–Grunau [18, Lemmas 7.1 and
7.2]. In Subsection 3.2.2 we prove Theorems C and D.
Remark 1.2.2. Theorems A–D can be regarded as an extension of the results given in
Grunau–Miyake–Okabe [26, Theorems 1.1–1.4].
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1.2.2 A higher order semilinear parabolic equation with a gra-
dient nonlinearity
In Chapters 4 and 5, we consider semilinear higher order parabolic equations with a
gradient nonlinearity, which is arising from a model of thin film growth. King–Stein–
Winkler [36] studied the following continuum model for an epitaxial thin film growth,
proposed by Ortiz–Repetto–Si [47], based on phenomenological considerations by Zang-
will [52], on smooth domains with a boundary condition:
(1.2.12) ∂tu+ (−∆)2u = ∇ · f(∇u) + g.
In King–Stein–Winkler [36], they assumed that (1.2.12) has a gradient structure and the
corresponding energy is bounded from below (for example, f(z) = |z|p−2z− z and g ≡ 0).
In contract to the paper, our problem, which appears below, can be regarded as the L2-
gradient flow of the energy functional which is unbounded from below. For the related
studies under the similar condition for our problem, see Melcher [43] and Sandjo–Moutari–
Gningue [49] on the whole space RN and smooth bounded domains, respectively.
In Chapter 4, we consider the following Cauchy problem in the whole space:
(P3)
{
∂tu+ (−∆)mu = −∇ · (|∇u|p−2∇u) in RN × (0, T ),
u(·, 0) = u0(·) in RN ,
where N ≥ 1, m ∈ N with m ≥ 2, p > 2 and T > 0. Equation in (P3) can be regarded as
the L2-gradient flow for the energy functional










E(λf) = −∞ for f ∈ (Wm,2(RN) ∩W 1,p(RN)) \ {0}.
In Chapter 4, taking advantage of the energy structure, we give a sufficient condition for
the maximal existence time TM(u) of the solution u to be finite. Furthermore, we show
that, if TM(u) < ∞, then the gradient of the solution u blows up at t = TM(u) and we
obtain lower estimates of the blow up rate of ∇u. We also give a sufficient condition for
the existence of global-in-time solutions to problem (P3). Generally, one of the difficulties
of higher order parabolic equations is caused by the change of the sign of Gm(·, t). Due to
this property, some standard arguments for second order parabolic equations such as the
comparison principle and the parabolic Harnack inequality are not applicable to higher
order parabolic equations.
Before stating our results, we define the solution to problem (P3) and the maximal
existence time.
Definition 1.2.3. Let u0 ∈ L1,∞uloc(RN).
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(i) Let T > 0 and u ∈ C((0, T ];C1b(RN)). We say that u is a solution to problem (P3)
in RN × [0, T ] if u satisfies
(1.2.15) u(x, t) = [Sm(t)u0](x)−
∫ t
0
∇ · [Sm(t− τ)(|∇u(τ)|p−2∇u(τ))](x) dτ
for (x, t) ∈ RN × (0, T ], where








(x− z, t− τ)|∇u(z, τ)|p−2 ∂u
∂xj
(z, τ) dz.
(ii) Let u be a solution to problem (P3) in RN × [0, T ] for some T > 0. Define the
maximal existence time of u as follows:
TM = TM(u) := sup
{
τ > T
∣∣∣∣∣ there exists a solution Uτ to problem (P3)in [0, τ ] such that Uτ = u in RN × (0, T ]
}
.
(iii) Let u ∈ C((0,∞);C1b(RN)). We say that u is a global-in-time solution to prob-
lem (P3) if u is a solution to problem (P3) in RN × [0, T ] for all T > 0.
Remark 1.2.4. (i) The maximal existence time TM(u) is well-defined. See the com-
ment below the proof of Theorem 4.2.2 in Subsection 4.2.1. We use the maximal
existence time TM(u) after the proof of Theorem 4.2.2. Moreover, after Subsec-
tion 4.2.1, we consider that solutions to problem (P3) are uniquely extended until
the maximal existence time.
(ii) Let u be a solution to problem (P3) in RN × [0, T ] for some T > 0. Applying regu-
larity theorems for parabolic equations (e.g., see Friedman [20, Chapter 1, Section 3]
and Ladyženskaja–Solonnikov–Ural’ceva [38, Chapter IV, Section 2]), we see that u
satisfies the equation in problem (P3) in RN × (0, T ) in the classical sense.
(iii) Let u be a solution to problem (P3) in RN × [0, T ] for some T > 0. For λ > 0, set
(1.2.16) uλ(x, t) := λ
(2m−p)/(p−2)u(λx, λ2mt), (u0)λ(x) := λ
(2m−p)(p−2)u0(λx).
Then uλ is a solution to problem (P3) in RN × [0, λ−2mT ] with u0 replaced by (u0)λ.
Now we are ready to state our main results in Chapter 4. Theorem E assures the
existence of the solution to problem (P3) such that TM <∞.
Theorem E. Let u0 ∈ Wm,2(RN) be such that ∇u0 ∈ (L∞(RN))N and E(u0) < 0. Then
there exists a solution u to problem (P3) such that TM(u) <∞.
In Theorem F we show that, if TM <∞, then the gradient of the solution blows up at








if 2 < p < 2m,
∞ if p = 2m.
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Theorem F. Let N ≥ 1, m ∈ N with m ≥ 2, p > 2 and u0 ∈ L1,∞uloc(RN). Let u be a
solution to problem (P3) such that TM(u) <∞.













m(p−2)‖∇u(t)‖L∞(RN ) > 0.













2m(p−2)‖u(t)‖L∞(RN ) > 0.
For the definition of the norm ‖·‖q,ρ, see Section 2.4. Theorem F is a direct consequence
of Theorem 4.2.3-(ii) and (iii).
Remark 1.2.5. (i) Let u be a solution to problem (P3) such that TM(u) < ∞. As-
sertion (ii) of Theorem F implies that ‖u(t)‖L∞(RN ) blows up at t = TM(u) in the
case 2 < p < 2m. In the case p ≥ 2m, it is open whether ‖u(t)‖L∞(RN ) blows up at
t = TM(u) or not.
(ii) Let 2 < p < 2m and u0 ∈ (Wm,2(RN) ∩W 1,∞(RN)) \ {0}. By Theorem E there
exists a solution u to problem (P3) with λu0 such that TM(u) < ∞ if λ > 0 is suf-
ficiently large. Moreover, as mentioned in (i), ‖u(t)‖L∞(RN ) blows up at t = TM(u).
Since any constant function satisfies the equation in problem (P3), it means that the
comparison principle does not hold for problem (P3). In other words, the breaking
of the comparison principle to the higher order parabolic equation in problem (P3)
plays an important role of the blow up of ‖u(t)‖L∞(RN ).
In Theorem G we give sufficient conditions for the existence of global-in-time solutions
to problem (P3).
Theorem G. Let N ≥ 1, m ∈ N with m ≥ 2, p > 2 and u0 ∈ L1,∞uloc(RN). Then there
exists δ∗ > 0 with the following property: If either
(1) p ≥ 2 + 2(m− 1)/N and ‖∇u0‖Lq1,∞(RN ) ≤ δ∗; or
(2) 2 + 2(m− 1)/(N + 1) ≤ p ≤ 2m and ‖u0‖Lq2,∞(RN ) ≤ δ∗,







By Theorem G we see that, for any p ≥ 2+2(m− 1)/(N +1), problem (P3) possesses
(non-trivial) global-in-time solutions for some initial function u0. Theorem G follows from
Corollaries 4.1.6 and 4.1.8. In these corollaries, we give more precise estimates for u (for
the detail, see Section 4.1).
We explain the ideas of proving our theorems in Chapter 4. Let u be a solution to



















(x− z, t− τ)|∇u(z, τ)|p−2 ∂u
∂xj

















(x− z, t− τ)|∇u(z, τ)|p−2 ∂u
∂xj
(z, τ) dz dτ,
for i = 1, . . . , N , that is,




Set v := ∇u and v0 := ∇u0. Then v satisfies the integral equation








∂tv + (−∆)mv = −∇2(|v|p−2v) in RN × (0, T ),
v(·, 0) = v0(·) in RN .
In Section 4.1 we obtain sufficient conditions for the existence of solutions to problems (P4)
and (P3) by use of uniformly local weak Lebesgue spaces. Then Theorem G follows. In
Section 4.2, taking advantage of the scaling parameter ρ in the norms ‖ · ‖q,ρ of uniformly
local weak Lebesgue spaces, we obtain lower estimates of solutions to problems (P4)
and (P3) near the maximal existence time. These lower estimates enable us to prove
Theorem F. In Section 4.3, using the structure of E(·) (see (1.2.13) and (1.2.14)), we
apply the concavity argument in Levine [39] and Escudero–Gazzola–Peral [13] (see also
Payne–Sattinger [48] and Tsutsumi [51]) to prove Theorem E. We justify the concavity
argument by constructing approximate solutions.
Remark 1.2.6. Theorems E–G can be regarded as an extension of the results given in
Ishige–Miyake–Okabe [33, Theorems 1.1–1.3].
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In Chapter 5, we consider the following initial boundary value problem:
(P5)

∂tu+ (−∆)2u = −∇ · (|∇u|p−2∇u) in Ω× (0, T ),
∂νu = ∂ν∆u = 0 on ∂Ω× (0, T ),
u(·, 0) = u0(·) in Ω,
where N ≥ 2, Ω ⊂ RN is a smooth bounded domain, p > 2, T > 0 and ∂ν denotes the
outer normal derivative. In Chapter 5 we show the existence and uniqueness of local-in-
time solutions to (P5) and consider the asymptotic behavior of global-in-time solutions
to (P5) via the Galerkin method.
As we mentioned, King–Stein–Winkler [36] studied the problem (P5) with −∇ ·
(|∇u|p−2∇u) replaced by ∇ · (|∇u|p−2∇u − ∇u). Under the similar condition to the
paper, such problem is studied in the mathematical literature recently (e.g., see Duan–
Zhao [10], Zhao–Liu [54] and Zheng [55]). However, the approaches which were used in
these papers cannot be applied directly to (P5). Indeed, problem (P5) is regarded as the








and the functional E is unbounded from below due to p > 2.
On the other hand, (P5) was studied by Sandjo–Moutari–Gningue [49] via the semi-
group approach. They showed the existence of local-in-time solutions to (P5) under the
condition 3 < p < 4. The assumption for p was required for the locally Lipschitz continu-
ity of the nonlinear term and hence this approach cannot be adapted for the case 2 < p < 3
in (P5). However, as in the results in Ishige–Miyake–Okabe [33] and Chapter 4, which
are the whole space case for (P5), the restriction p > 3 should be eliminated.
In Chapter 5, we first prove the existence of local-in-time solutions to (P5) under the
either of the following conditions:
(A-1) u0 ∈ W 2,2N (Ω) and 2 < p < pS,







f(z) dz = 0
}
⊂ L2(Ω),
W 2,2N (Ω) :=
{






if N ≥ 3,
∞ if N = 2,




Note that the functional W 2,2N (Ω) 3 f 7→ ‖∆f‖L2(Ω) ∈ [0,∞) can be regarded as an




as the Hilbert space with the inner product (∆f,∆g)L2(Ω) (f, g ∈ W 2,2N (Ω)). Moreover,
L2N (Ω) is continuously embedded in the dual space W
2,2
N (Ω)
′ in the following sense:
W 2,2N (Ω)
′ 〈f, g〉W 2,2N (Ω) := (f, g)L2(Ω)
for f ∈ L2N (Ω) and g ∈ W
2,2
N (Ω).
We remark that it is suffices to consider the case where the initial datum u0 satisfies∫
Ω
u0(z) dz = 0,
see Remark 1.2.8. Moreover, we study the asymptotic behavior of global-in-time solutions




f ∈ H1(0, T ;L2N (Ω)) ∩ L2(0, T ;W
2,2
N (Ω))
∣∣∇f ∈ (Lp(0, T ;Lp(Ω)))N} .
For the precise definition of H1(0, T ;L2N (Ω)), see Section 2.7.
Definition 1.2.7. Let u0 ∈ L2N (Ω).
(i) Let T > 0 and
u ∈ C([0, T ];L2N (Ω)) ∩ L2(0, T ;W
2,2
N (Ω)) with ∇u ∈ (L
p(0, T ;Lp(Ω)))N .
















∆u∆ϕ− |∇u|p−2∇u · ∇ϕ
]
dz dτ = 0
for ϕ ∈ V .
(ii) Let u ∈ C([0,∞);L2N (Ω)) satisfy
u ∈ L2(0, τ ;W 2,2N (Ω)) and ∇u ∈ (L
p(0, τ ;Lp(Ω)))N for τ > 0.
We say that u is a global-in-time solution to (P5) if u is a solution to (P5) in
Ω× [0, τ ] for τ > 0.
Remark 1.2.8. Let u0 ∈ L2(Ω). In this case, we define the solution u to problem (P5)
as













We remark that ũ0 ∈ L2N (Ω). Moreover, we see that u satisfies (1.2.19) for
ϕ ∈
{
f ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;W 2,2(Ω))




The first main result of Chapter 5 is the existence and the uniqueness of local-in-time
solutions to (P5) with the case (A-1):
Theorem H. Let u0 ∈ W 2,2N (Ω) and assume that 2 < p < pS. Then the following hold:
(i) There exist T > 0 and a solution u to (P5) in Ω× [0, T ]. Moreover, the solution u
satisfies
u ∈ H1(0, T ;L2N (Ω)) ∩ Cw([0, T ];W
2,2
N (Ω)) with ∇u ∈ (C([0, T ];L
p(Ω)))N .
(ii) If u1 and u2 are solutions to (P5) in Ω× [0, T ] for some T > 0 and satisfy
∇u1,∇u2 ∈ (L∞(0, T ;Lp(Ω)))N ,
then it holds that u1 = u2 almost everywhere in Ω× (0, T ).
For the precise definition of Cw([0, T ];W
2,2
N (Ω)), see Section 2.7. The second main
result of Chapter 5 is a result on the existence and uniqueness of local-in-time solution to
problem (P5) with the case (A-2):
Theorem I. Let u0 ∈ L2N (Ω) and assume that 2 < p < p∗. Then there exist T > 0 and a
unique solution u to (P5) in Ω× [0, T ]. Moreover, u satisfies
(1.2.20) ∂tu ∈ Lp/(p−1)(0, T ;W 2,2N (Ω)
′).
The other purpose of Chapter 5 is to study the asymptotic behavior of global-in-time
solutions to (P5) with the case (A-1). In order to state our main result on this topic, we
introduce several notations.
Definition 1.2.9. Consider the following eigenvalue problem:
(1.2.21)

−∆ψ = λψ in Ω,
∂νψ = 0 on ∂Ω,∫
Ω
ψ(z) dz = 0.
(i) Define {(λk, ψk)}∞k=1 as the family of pairs with the following properties:
(1.2.22)

For each k ∈ N, (λ, ψ) = (λk, ψk) satisfies (1.2.21),
0 < λ1 ≤ λ2 ≤ · · · ,
{ψk}∞k=1 : orthonormal basis of L2N (Ω),
{λ−1k ψk}
∞
k=1 : orthonormal basis of W
2,2
N (Ω).
Define {µk}∞k=1 ⊂ (0,∞) inductively by
µ1 := λ1,
µk+1 := min {λj | j ∈ N, λj > µk} for k ∈ N.
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(ii) Let P0 be the zero map. For each k ∈ N, we define Pk as the projection from
L2N (Ω) to the subspace spanned by {ψj | j ∈ N, 0 < λj < µk+1} .
(iii) Let kp ∈ N be the number such that µ2kp < (p− 1)µ
2
1 ≤ µ2kp+1.
Define I as the Nehari functional given by
I (f) := ‖∆f‖2L2(Ω) − ‖∇f‖
p






f ∈ W 2,2N (Ω)
∣∣∣∣E (f) < (12 − 1p
)




(1.2.23) Sp := inf




Then the third main result of Chapter 5 is stated as follows:
Theorem J. Let 2 < p < pS and u0 ∈ W . Then problem (P5) possesses the unique
global-in-time solution u such that
(1.2.24) ‖∆u(t)‖L2(Ω) = O(e−µ
2
1t) as t→ ∞.
Moreover, it holds that
‖u(t)− Pk−1u(t)‖L2(Ω) = O(e−µ
2
kt) as t→ ∞, 1 ≤ k ≤ kp,(1.2.25)
‖u(t)− Pkpu(t)‖L2(Ω) = O(e−(1−ε)(p−1)µ
2
1t) as t→ ∞, 0 < ε < 1.(1.2.26)
One of the ingredients of the strategy in the proof of Theorem J is the potential
well method introduced by Sattinger [50] and Payne-Sattinger [48]. The assumption on
u0 implies that E is bounded from below along the orbit of the solution to problem (P5)
starting from u0. Then, combining the Galerkin method, one can prove that problem (P5)
has a global-in-time solution. Indeed, Han [27] proved the existence of global-in-time
solutions to a related problem by the same strategy. However, the strategy does not
show the existence of local-in-time solutions to problem (P5) with more general initial
data. Moreover, it is not clear how to derive the asymptotic behavior of global-in-time
solutions to problem (P5), because useful mathematical tools such as the comparison
principle do not hold for fourth order parabolic problems. In Theorems H and I, making
use of the Galerkin method and the Aubin–Lions–Simon compactness theorem, we prove
the existence of local-in-time solutions to problem (P5) without using the potential well
method (see Section 5.1). Moreover, our argument based on the Galerkin method and
the potential well method enables us to derive the precise asymptotic behavior of the
global-in-time solutions as in Theorem J. For the detail, see Section 5.2.
Remark 1.2.10. Theorems H–J are given in Miyake–Okabe [45, Theorems 1.1–1.3]. To
the best of our knowledge, Miyake–Okabe [45] is the first paper to prove the solvability of
problem (P5) for u0 ∈ L2(Ω) and 2 < p < 3. Moreover, comparing with Miyake–Okabe [45,
Theorem 1.2], we obtain the additional regularity (1.2.20).
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General remark
Throughout this thesis, the letter C denotes generic positive constants and they may have





We collect some properties of Bessel functions from Andrew–Askey–Roy [1, Chapter 4].









for r > 0,





for r > 0. Note that the series in (2.1.1) absolutely converges for r > 0. Hence Jµ is a










Jµ = 0 in (0,∞)
















for µ > −1.(2.1.4)










sin r for r > 0.(2.1.6)
Moreover, if µ > −1/2, Jµ has the following integral representation:
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cos(r cos θ) sin2µ θ dθ
for r > 0.
In particular, it follows from Proposition 2.1.1 and (2.1.5) that
(2.1.7) sup
0<r<∞




We recall the asymptotic expansion of the Bessel function as follows:















as r → ∞.
In particular, it follows from Proposition 2.1.2 that
(2.1.8) sup
0<r<∞
r1/2|Jµ(r)| <∞ for µ > −1.
We recall a monotonicity property of Bessel functions (Lorch–Muldoon–Szego [42,
Theorem 5.2 and Section (ii)]). It follows from Proposition 2.1.2 and (2.1.1) that Jµ has
infinitely many zero points which are discrete. Let {jµ,k}∞k=1 ⊂ (0,∞) be all zero points
of Jµ satisfying
0 < jµ,1 < jµ,2 < · · · < jµ,k < jµ,k+1 < · · ·





for k ∈ N ∪ {0}. Then Jµ satisfies the following:
Proposition 2.1.3 (Lorch–Muldoon–Szego [42, Theorem 5.2 and Section (ii)]). Let µ ≥
1/2. Let f ∈ C1(0,∞) satisfy
f(r) > 0,

f ′(r) ≤ 0 if µ > 1
2
,







τ 1/2f(τ)|Jµ(τ)| dτ <∞,
for r > 0. Then Mµ,k > Mµ,k+1 for k ∈ N ∪ {0}. In particular, if τ 7→ τ 1/2f(τ)|Jµ(τ)| is
integrable on (0,∞), then ∫ ∞
0
τ 1/2f(τ)Jµ(τ) dτ > 0.
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2.2 Fourier transform
We first recall properties of the Fourier transform on L1(RN)













for f ∈ L1(RN). By a direct calculation we obtain the following relations between the
Fourier transform and the translation:
F [f(·+ h)](x) = eix·hF [f ](x) for x ∈ RN , h ∈ RN and f ∈ L1(RN),






(x) = F−1 [F [f ]] (x) for x ∈ RN and f ∈ S .(2.2.2)
If f ∈ L1(RN) is a radially symmetric function, then
(2.2.3) F [f ](x) = F−1[f ](x) for x ∈ RN
and F [f ] satisfies the following:
Proposition 2.2.1 (cf. Andrew–Askey–Roy [1, Theorem 9.10.5]). Let f(x) = f(|x|) be
a radially symmetric function which belongs to L1(RN). Then F [f ] is also a radially
symmetric function and satisfies




for x ∈ RN .
Next, we recall the Fourier transform on S ′, the dual space of S . We remark that S
and S ′ are locally convex topological vector space with some suitable topologies (e.g., see
Mitrea [44, Section 14.1.0.6 and 14.1.0.7]). We define the Fourier transform of g ∈ S ′,
denoted by F [g] ∈ S ′, as follows:
(2.2.4) S ′ 〈F [g], f〉S := S ′ 〈g,F [f ]〉S for f ∈ S .
We give an example of the Fourier transform on S ′. Let β ∈ (0, N). Consider the
function | · |−β which belongs to S ′ (e.g., see Mitrea [44, Example 4.4]). It is known that
the Fourier transform of | · |−β is given by the following:
Proposition 2.2.2 (cf. Mitrea [44, Proposition 4.64]). Let N ≥ 1 and β ∈ (0, N). Then













We use the Fourier transform of | · |−β in Chapter 3.
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2.3 Fundamental solutions for higher order parabolic
equations
Let N ≥ 1 and m ∈ N. We define the function Gm : RN × (0,∞) → RN as follows:
















−|z|2mt+ ix · z
]
dz
for (x, t) ∈ RN×(0,∞). Since e−|·|2mt belongs to S , Gm(·, t) also belongs to S . Moreover,
Gm is the fundamental solution of the operator ∂t + (−∆)m in RN × (0,∞) and satisfies
(2.3.1) Gm(x, t) =
∫
RN
Gm(x− z, t− s)Gm(z, s) dz for x ∈ RN and t > s > 0.












































for r > 0. Then Gm can be rewritten as
(2.3.3) Gm(x, t) =
1
(2πt1/m)N/2
fN,m(|x|t−1/2m) for (x, t) ∈ RN × (0,∞).






















































(−1)kΓ((N + 2 + 2k)/2m)






(2.3.4) f ′N,m(r) = −rfN+2,m(r) for r > 0.
It is known that fN,m exponentially decays as r → ∞. More precisely, fN,m satisfies
the following:
Proposition 2.3.1 (Evgrafov–Postnikov [15, Theorem 4.1], Li–Wong [40, (1.10)]). Let






































In particular, there exists constants c1 = c1(N,m), c2 = c2(N,m) > 0 such that




for r ≥ 0.
Proposition 2.3.1 is proved by the method of steepest descent. For the estimate (2.3.6),
see also Eidel’man [12, p.46] and Galaktionov–Pohozaev [22, Proposition 2.1]. By (2.3.3)
and (2.3.5) we see that Gm changes its sign infinitely many times if m ≥ 2.











(2.3.3) implies that fN,1(r) = 2
−N/2e−r
2/4. On the other hand, the right hand side of






as r → ∞,
and hence (2.3.5) does not hold for the case m = 1. This difference is derived from the
number of maximizers of
{Re f(ζ) | ζ ∈ C is a critical point of f(ζ) such that Im ζ > 0} ,
where f(ζ) := −ζ2m + iζ. For the detail, see Li–Wong [40, Section 3].
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2.4 Weak Lebesgue spaces and uniformly local weak
Lebesgue spaces
In this section, we define weak and uniformly local weak Lebesgue spaces. For more
properties of weak Lebesgue spaces, see e.g. Grafakos [25, Sections 1.1 and 1.4]. Let











∣∣∣∣∣ω ⊂ Ω: measurable,0 < L N(ω) <∞
}
if q ∈ [1,∞),
‖f‖L∞(Ω) if q = ∞.
We define the weak Lebesgue space Lq,∞(Ω) as follows:
Lq,∞(Ω) :=
{
f : Ω → R
∣∣ f : Lebesgue measurable, ‖f‖Lq,∞(Ω) <∞} .
Let f : Ω → R be a Lebesgue measurable function. Setting f ≡ 0 on RN \Ω, we define
the radially non-increasing rearrangement f ∗ as
f ∗(r) := inf
{
τ > 0
∣∣L N ({x ∈ RN | |f(x)| > τ}) ≤ r}
for r ≥ 0. We enumerate some properties of Lq,∞(Ω).
Proposition 2.4.1 (cf. Grafakos [25, Sections 1.1 and 1.4]). Let N ≥ 1 and Ω ⊂ RN be
a smooth domain.
(i) For q ∈ [1,∞], it holds that
‖f‖Lq,∞(Ω) ≤ ‖f‖Lq(Ω)
for f ∈ Lq(Ω). Moreover,
Lq(Ω) = Lq,∞(Ω) if q ∈ {1,∞},
Lq(Ω) ⊊ Lq,∞(Ω) if q ∈ (1,∞).
(ii) For q ∈ [1,∞], Lq,∞(Ω) is a Banach space equipped with the norm ‖ · ‖Lq,∞(Ω).
(iii) Let q ∈ (1,∞) and f : Ω → R be measurable function. Then f ∈ Lq,∞(Ω) if and
only if there exists C = C(f) > 0 such that
0 ≤ f ∗(r) ≤ Cr−1/q
holds for r > 0.














for f ∈ Lq̂,∞(Ω) ∩ Lq̃,∞(Ω).
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Proposition 2.4.1-(ii) and (iv) immediately follows from the definition of ‖·‖Lq,∞(Ω)
and the completeness of L1(Ω). For the proof of Proposition 2.4.1-(i) and (iii), see Ap-
pendix A.1.
Remark 2.4.2. (i) In Grafakos [25, Sections 1.1 and 1.4], weak Lebesgue spaces are
defined by using distribution functions or radially non-increasing rearrangements.
For example, the definition using radially non-increasing rearrangements is as fol-






q f ∗(r) <∞.
This definition is equivalent to that in this thesis if q 6= 1 (see Proposition 2.4.1-(iii)).
(ii) The definition of ‖·‖Lq,∞(Ω) is based on Grafakos [25, Problem 1.1.12]. This definition
is convenient because the following properties hold:
• Lq,∞(Ω) is a Banach space. We remark that ‖ · ‖weak,q does not satisfy the
triangle inequality.
• Scaling property holds for uniformly local weak Lebesgue spaces (see Proposi-
tion 2.4.3-(iii)).









for ρ > 0. We enumerate some properties of Lq,∞uloc(RN).
Proposition 2.4.3. Let N ≥ 1 and q ∈ [1,∞].
(i) Lq,∞uloc(RN) is a Banach space equipped with the norm ‖ · ‖q,1.
(ii) Let ρ, ρ̃ > 0. Then
C−1‖f‖q,ρ̃ ≤ ‖f‖q,ρ ≤ C‖f‖q,ρ̃
for f ∈ Lq,∞uloc(RN). In particular, ‖ · ‖q,ρ (ρ > 0) is equivalent to ‖ · ‖q,1.
(iii) Let ρ > 0. Then
‖f‖q,ρ = ρN/q‖g‖q,1
for f ∈ Lq,∞uloc(RN), where g(x) := f(ρx).
Proposition 2.4.3-(i) immediately follows from the definition of ‖·‖q,1 and Proposi-
tion 2.4.1-(ii). Proposition 2.4.3-(ii) follows from Ishige–Sato [34, Lemma 2.1]. For the
proof of Proposition 2.4.3-(iii), see Appendix A.1.
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2.5 Estimates related to Sm(t)
In this section, we enumerate estimates associated with Sm(t). We first recall pointwise
estimates of Gm.
Proposition 2.5.1. Let N ≥ 1, m ∈ N and k, l ∈ N ∪ {0}.
(i) It holds that







for (x, t) ∈ RN × (0,∞). Here, the constant C > 0 depends only on N , m, k and l.
(ii) Let ν ∈ (0, 1). Then∣∣∂ktDlxGm(x, t)− ∂ktDlxGm(y, t)∣∣ ≤ C (G(x, t) + G(y, t)) |x− y|ν ,∣∣∂ktDlxGm(x, t)− ∂ktDlxGm(x, s)∣∣ ≤ C (G(x, t) + G(x, s)) |t− s|ν/2m,
for (x, t), (y, s) ∈ RN × (0,∞), where








for (x, t) ∈ RN × (0,∞). Here, the constant C > 0 depends only on N , m, k, l and
ν.
Proposition 2.5.1-(i) immediately follows from (2.3.3), (2.3.4) and (2.3.6). For the
proof of Proposition 2.5.1-(ii), see Appendix A.2.
We enumerate Lp–Lq type estimates for Sm(t)f .
Proposition 2.5.2. Let N ≥ 1, m ∈ N and l ∈ N ∪ {0}.
(i) Let q, q̃ ∈ [1,∞] with q ≤ q̃. Then









for f ∈ Lq(RN) and t > 0. Here, the constant C > 0 depends only on N , m, l and
q.
(ii) Let q ∈ [1,∞). Then
lim
t↘0
‖[Sm(t)f ]− f‖Lq(RN ) = 0
for f ∈ Lq(RN).
Proposition 2.5.3. Let N ≥ 1, m ∈ N, l ∈ N ∪ {0} and q ∈ [1,∞]. Then









for t ∈ (0, 1], q̃ ∈ [q,∞] and f ∈ Lq,∞uloc(RN), where c∗l,q > 0 depends only on N , m, l and
q.
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Proposition 2.5.2 follows from the similar argument to Evans [14, Appendix C.5]. For
the proof of Proposition 2.5.3, see Appendix A.2.
Finally, we recall Hölder type estimates and a decay estimate for [Sm(t)f ](x).
Proposition 2.5.4. Let N ≥ 1, m ∈ N, q ∈ [1,∞] and ν ∈ (0, 1).
(i) Let k, l ∈ N ∪ {0}. If f ∈ Lq,∞uloc(RN), then





2mq (|x− y|ν + |t− s|ν/2m)‖f‖q,1
for (x, t), (y, s) ∈ RN × (0, 1]. Here, the constant C > 0 depends only on N , m, k,
l and ν.
(ii) Let l ∈ {0, · · · , 2m− 1}. Assume that f ∈ C((0, 1];Cb(RN)) satisfies
‖f(t)‖L∞(RN ) ≤ At−α1 and ‖f(t)‖q,1 ≤ At−α2 for t ∈ (0, 1],





for (x, t) ∈ RN × (0, 1]. Then H satisfies
|DlxH(x, t)−DlxH(y, s)| ≤ CAmin{t, s}
−max{α1,α2+ N2mq}(|x− y|ν + |t− s|ν/2m)
for (x, t), (y, s) ∈ RN × (0, 1]. Here, the constant C > 0 depends only on N , m, l,
ν, α1 and α2.



















for (x, t) ∈ RN × (0,∞), where c∗l depends only on N , m and l.
Proposition 2.5.4-(i) immediately follows from Propositions 2.5.1-(ii), 2.5.3 and (2.3.1).
For the proof of Propositions 2.5.4-(ii) and 2.5.5, see Appendix A.2.
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2.6 Properties of W 2,2N (Ω)
Let N ≥ 1 and Ω ⊂ RN be a smooth bounded domain. In this section, we collect the
properties of the function space
W 2,2N (Ω) :=
{
f ∈ W 2,2(Ω)
∣∣∣∣ ∫
Ω
f(z) dz = 0, ∂νf = 0 on ∂Ω
}
,
which appeared in Subsection 1.2.2. We use this space in Chapter 5.





‖Dlxf‖2L2(Ω) ≤ ‖∆f‖2L2(Ω) for f ∈ W
2,2
N (Ω).
This estimate follows from the elliptic regularity theory and the Poincaré–Wirtinger in-
equality. Moreover, it follows from (1.2.23) that
(2.6.2) Sp‖∇f‖2Lp(Ω) ≤ ‖∆f‖22 for f ∈ W
2,2
N (Ω) and p ∈ [1, pS).
Combining (2.6.1) with the Gagliard–Nirenberg inequality, we obtain:
Proposition 2.6.1. Let N ≥ 1, 2 < p < pS and Ω ⊂ RN be a smooth domain. Then
there exists a constant c4 = c4(N,Ω, p) > 0 such that
‖∇f‖Lp(Ω) ≤ c4‖∆f‖θL2(Ω)‖f‖1−θL2(Ω)














2.7 Properties of Banach space valued functions
We collect some properties of Banach space valued functions from Boyer–Fabrie [5],
Hytönen–van Neerven–Veraar–Weis [29] and Zeidler [53]. Let T > 0 and (X, ‖·‖X) be
a Banach space. Define Lq(0, T ;X) (q ∈ [1,∞]) as follows:
Lq(0, T ;X) :=
{
f : (0, T ) → X
∣∣∣∣∣ f : strongly measurable function,t 7→ ‖f(t)‖X belongs to Lq(0, T )
}
.
For the definition of strong measurability, see e.g. Hytönen–van Neerven–Veraar–Weis [29,
Section 1.1].
Define Cw([0, T ];X) as the set of functions f : I → X which is weakly continuous,
that is,
[0, T ] 3 t 7→ X′ 〈g, f(t)〉X ∈ R
is continuous for g ∈ X ′. We first recall the relation between L∞(0, T : X) and spaces of
weakly continuous functions.
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Proposition 2.7.1 (cf. Boyer–Fabrie [5, Lemma II.5.9]). Let T > 0, X be a separable
and reflexive real Banach space and Y be a real Banach space such that the embedding
X ⊂ Y is continuous. Then
L∞(0, T ;X) ∩ Cw([0, T ];Y ) = Cw([0, T ];X).
We next consider the weak derivative of Banach space valued functions. Let T > 0,
q, q̃ ∈ [1,∞] and X, Y be Banach spaces such that X ⊂ Y . We say that a function
f ∈ Lq(0, T ;X) has a weak derivative in Lq̃(0, T ;Y ) such that∫ T
0




for ϕ ∈ C∞c (0, T ). Then we denote ∂tf = g.
In particular, we denote
H1(0, T ;X) :=
{
f ∈ L2(0, T ;X)
∣∣ ∂tf ∈ L2(0, T ;X)} .
We enumerate some properties related to spaces including weak derivatives.
Proposition 2.7.2 (cf. Boyer–Fabrie [5, Theorem II.5.16]). Let q, q̃ ∈ [1,∞], T > 0 and
X, Y , Z be Banach spaces with the following properties:
• The embedding X ⊂ Y is compact.




f ∈ Lq(0, T ;X)
∣∣ ∂tf ∈ Lq̃(0, T ;Z)} .
Then it holds the following:
(i) If q <∞, then Eq,q̃ is compactly embedded in Lq(0, T ;Y ).
(ii) If q = ∞ and q̃ > 1, then Eq,q̃ is compactly embedded in C([0, T ];Y ).
Proposition 2.7.3 (cf. Zeidler [53, Proposition 23.23-(iii)]). Let T > 0, X be a separable
and reflexive real Banach space and H be a separable real Hilbert space such that the
embedding X ⊂ H is continuous and X is dense in H. Then the set of polynomials
w : [0, T ] → X is a dense set of H1(0, T ;H) and Lq(0, T ;X) for q ∈ (1,∞).
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Chapter 3
Positivity of solutions to Cauchy
problems for linear and semilinear
polyharmonic heat equations
In this chapter, we consider the positivity of solutions of Cauchy problems for the following
linear and semilinear polyharmonic heat equations:
(P1)
{
∂tu+ (−∆)mu = 0 in RN × (0,∞),
u(·, 0) = u0(·) in RN ,
(P2)
{
∂tu+ (−∆)mu = |u|p−1u in RN × (0,∞),
u(·, 0) = εu0(·) in RN ,
where N ≥ 1, m ∈ N with m ≥ 2, p > 1 and ε > 0. More precisely, we prove main results
stated in Subsection 1.2.1, that is, Theorems A–D.
3.1 Positive solutions to problem (P1)
3.1.1 General initial data
This subsection is devoted to the proof of Theorem A.
Proof of Theorem A. Since by (2.2.1), (2.2.2) and (2.2.3)





−|ξ|2mt− ix · ξ
]
for (x, t) ∈ RN × (0,∞) and ξ ∈ RN , we deduce from (2.2.4), Proposition 2.2.1 and the
assumption in Theorem A that





































































for (x, t) ∈ RN × (0,∞). By Proposition 2.1.3 and the assumption in Theorem A it holds
that [Sm(t)u0](x) is positive for (x, t) ∈ RN × (0,∞) if N ≥ 3.
3.1.2 Special initial data u0(x) = |x|−β
In this subsection, we prove Theorem B. To this end we consider another representation
of [Sm(t)u0](x). Let β ∈ (0, N). By an argument similar to the proof of Theorem A it
























for (x, t) ∈ RN × (0,∞). Setting Em(r) := exp [−r2m] and



















t−β/2mr−βF (r) for (x, t) ∈ RN × (0,∞),
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where r := |x|t−1/2m. Thus, in order to prove Theorem B, it suffices to consider F .
The positivity statement will then be a direct consequence of Proposition 2.1.3 pro-
vided that N ≥ 3. In order to cover also the small dimensions N = 1, 2, we need some
preparations.
We remark that F can be also defined for β ≥ N . In the following, we consider
F = F (·;N, β,m) with N ≥ 1, β > 0 and m ∈ N.
In the following two lemmas we study the asymptotic behavior of F at 0 and at ∞.




τβ−N/2JN/2(rτ) = 0 for r > 0,

































































for r > 0, N ≥ 1, β > 0 and m ∈ N.






τβ+2m−N/2−1Em(τ)JN/2(rτ) dτ = 0.
Proof. We prove this lemma by means of an inductive argument. Let N ≥ 1, β > 0 and
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It is clear that (3.1.7) holds for k = 0.
Assume that (3.1.7) holds for some k∗ ∈ N ∪ {0}. Similarly to the argument before














































































































for r > 0. Thus (3.1.7) holds for k = k∗ + 1. Therefore, (3.1.7) holds for k ∈ N ∪ {0}.
We now turn to prove (3.1.6). We first consider the case β ∈ (0, (N +1)/2). It follows
from (2.1.7) and (2.1.8) that
sup
0<r<∞



















for r > 0 and ν ∈ [−1/2, N/2]. Here, the right hand side of (3.1.8) is finite and goes to 0
as r → ∞ if
ν + β + 2m− N
2





− β − 2m < ν < N
2
− β.
















(3.1.8) implies that (3.1.6) holds for β ∈ (0, (N + 1)/2).
Next we consider the case β ≥ (N + 1)/2. Fix k̃ ∈ N such that
(3.1.9) β − N + 1
2
< k̃ < β − N + 1
2
+ 2m.





















for r > 0. By (3.1.9) the right hand side of (3.1.10) goes to 0 as r → ∞. Thus (3.1.6)
follows also for β ≥ (N + 1)/2.
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Lemma 3.1.2. Let N ≥ 1, β ∈ (0, N) and m ∈ N. Then there exist constants A =
A(N, β,m), Ã = Ã(N, β,m) > 0 such that
lim
r→∞
F (r;N, β,m) = A,(3.1.11)
lim
r↘0
r−βF (r;N, β,m) = Ã.(3.1.12)
Proof. We first show (3.1.11). We claim that
(3.1.13) lim
r→∞






and m ∈ N.
Since by (2.1.7) and (2.1.8)
|τβ−N/2Em(r−1τ)J(N−2)/2(τ)| ≤
{
Cτβ−1 if 0 < τ ≤ 1,
Cτβ−(N+1)/2 if τ > 1,








Recalling that N ≥ 3 and β ∈ (0, (N − 1)/2), we deduce from Proposition 2.1.3 that the
constant A is positive.




F (r;N, β,m) exists and is positive









and m ∈ N.
By (3.1.5), (3.1.13) and Lemma 3.1.1 we see that (3.1.14) holds for k = 1. If (3.1.14)
holds for some k∗ ∈ N, then (3.1.14) with k = k∗ + 1 follows from (3.1.5), (3.1.14) with
k = k∗ and Lemma 3.1.1. Hence (3.1.11) holds for N ≥ 1, β ∈ (0, N) and m ∈ N.
We prove (3.1.12). Let N ≥ 1, β ∈ (0, N) and m ∈ N. By (2.1.7) we have∣∣r−(N−2)/2τβ−N/2Em(τ)J(N−2)/2(rτ)∣∣ ≤ Cτβ−1Em(τ)
for r > 0 and τ > 0. Then by (2.1.4) the Lebesgue dominated convergence theorem is
applicable for the product of r−β and the right hand side of (3.1.1), and we obtain
lim
r↘0





τβ−1Em(τ) dτ > 0.
Thus we complete the proof of Lemma 3.1.2.
We now turn to the proof of Theorem B.
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Proof of Theorem B. We first prove assertion (i). By Proposition 2.1.3 we have
(3.1.15) F (r;N, β,m) > 0 for r > 0 if N ≥ 3, m ≥ 2 and β ∈ (0, β0],
where β0 := (N + 1)/2 for N ≥ 3.






















τβEm(τ)J1(rτ) dτ = −r−β−1F (r; 4, β + 2,m)
for η > 0 and β > 0. Since we have already proved in (3.1.15) that F (r; 4, β + 2,m)
is positive for r > 0 if 0 < β ≤ 1/2, the map r 7→ r−βF (r; 2, β,m) is decreasing on
(0,∞). Hence it follows from Lemma 3.1.2 that F (r; 2, β,m) is positive if β ∈ (0, β0],
where β0 := 1/2 if N = 2.
We turn to the case N = 1 and m = 2. By (2.1.5) and (3.1.2) we have




















−1τ) sin τ dτ
for r > 0. By a direct calculation, we see that the map s 7→ (1 − β + 4s4)E2(s)sβ−2 is
non-increasing if 0 < β ≤ 7/16. Thus F (r; 1, β, 2) is positive for r > 0 if β ∈ (0, β0],
where β0 := 7/16 if N = 1 and m = 2.
We prove that we can extend the positivity result to β > β0 if N ≥ 2 and m ≥ 2, or
N = 1 and m = 2. Assume that there exist {γk}∞k=1 ⊂ (β0,∞), {rk}∞k=1 ⊂ (0,∞) which
satisfy
γk ↘ β0 as k → ∞, F (rk;N, γk,m) ≤ 0 for k ∈ N.
After passing to a subsequence, we may assume that rk tends to some r0 ∈ [0,∞] as k →
∞. In what follows it is important that a careful inspection of the proofs of Lemmas 3.1.1
and 3.1.2 shows that the arguments are uniform with respect to β in a neighbourhood of
β0. By an argument similar to that of the proof of Lemma 3.1.2, if r0 6= 0,
lim
k→∞
F (rk;N, γk,m) =
{
F (r0;N, β0,m) if r0 ∈ (0,∞),
A(N, β0,m) if r0 = ∞.
This contradicts the positivity of F (r0;N, β0,m) or A(N, β0,m), respectively. In the case
r0 = 0, it follows with the same arguments as in Lemma 3.1.2 that
0 ≥ lim
k→∞
r−γkk F (rk;N, γk,m) = Ã(N, β0,m) > 0,
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again a contradiction. Therefore, we can find β1 > β0 which satisfies (1.2.3). One may
observe that this argument even proves that the set
{β ∈ (0, N) | (1.2.3) is satisfied}
is open in (0, N).
We show that there exists β1 > 0 which satisfies (1.2.3) with N = 1 and m ≥ 3.
Assume that there exist {γk}∞k=1 ⊂ (0, 1/2), {rk}∞k=1 ⊂ (0,∞) which satisfy the following:
(3.1.16) γk ↘ 0 as k → ∞, F (rk; 1, γk,m) ≤ 0 for k ∈ N.
After passing to a subsequence, we may assume that rk tends to some r0 ∈ [0,∞] as
k → ∞. If r0 ∈ [0,∞), then by (2.1.5) and (3.1.1) we have
γkr





























for k ∈ N. Applying the Lebesgue dominated convergence theorem for the right hand side






























This contradicts (3.1.16). Next we consider the case r0 = ∞. By (2.1.6) and (3.1.5) we
have














τ γk+2m−2Em(τ) sin(rkτ) dτ = 0.
On the other hand, we deduce from (2.1.6) and (3.1.2) that


























































for k ∈ N. Applying the Lebesgue dominated convergence theorem for the right hand side
of the above equation, we obtain
(3.1.19) lim
k→∞





Combining (3.1.17), (3.1.18) and (3.1.19), we see that
lim
k→∞





and this contradicts (3.1.16). Hence there exists β1 > 0 which satisfies (1.2.3).





−1τ)J(N−2)/2(τ) dτ = r
NfN,m(r) for r > 0,
where fN,m is as in (2.3.2), Proposition 2.3.1 implies that F (·;N,N,m) has a non-trivial
negative part. Since F (r;N, β,m) is continuous with respect to β, F (·;N, β,m) has also
a non-trivial negative part if β < N is sufficiently closed to N . Therefore, we obtain
β2 ≥ β1 which satisfies (1.2.4).
We prove the assertion (ii). It follows from the assumption in (ii) that F (·;N, β,m)
is positive on (0,∞). By (3.1.11) in Lemma 3.1.2 we find r∗ > 0 such that
F (r) ≥ 1
2
A for r ≥ r∗.
Since F is continuous on (0,∞), we find K1 > 0 such that
(3.1.20) F (r) ≥ K1 for r ≥ 1.






for (x, t) ∈ RN × (0,∞) with |x| ≥ t1/2m.
On the other hand, by (3.1.12) in Lemma 3.1.2 we find r̃∗ > 0 such that
r−βF (r) ≥ 1
2
Ã for 0 < r ≤ r̃∗.
Since F is continuous on (0,∞) again, we find K2 > 0 such that
(3.1.22) r−βF (r) ≥ K2 for 0 < r ≤ 1.
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min{K1, K2} > 0.
It follows from (3.1.21) and (3.1.23) that
[Sm(t)u0](x) ≥
{
K∗|x|−β if |x| ≥ t1/2m,
K∗t
−β/2m if |x| ≤ t1/2m,
≥ K∗
|x|β + tβ/2m
and hence we obtain (1.2.5).
By Lemma 3.1.2, (3.1.3) and (3.1.4) we also obtain (1.2.6) in assertion (iii). Here,
K∗ in (1.2.6) is a constant depending only on N , β and m ∈ N. We remark that the
upper bound holds irrespective of whether [Sm(t)u0](x) is positive or not. This proves
(iii). Thus we complete the proof of Theorem B.
As a direct consequence of Theorem B-(i) we have:
Corollary 3.1.3. Let N ≥ 1, β ∈ (0, N), m ∈ N and 1 < q < N/(N − β). For







If β ∈ (0, β1), where β1 is as in Theorem B-(i), then [Sm(t)ũ0](x) is positive for (x, t) ∈
RN × (0,∞) and satisfies







−1)‖f‖Lq(RN ) for (x, t) ∈ RN × (0,∞).






Gm(x− z, t)u0(z − w)f(w) dw dz for (x, t) ∈ RN × (0,∞),








|Gm(x− z, t)|u0(z − w)|f(w)| dw dz
≤ C‖Gm(·, t)‖Lq̃(RN )‖f‖Lq(RN )
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for (x, t) ∈ RN × (0,∞). Hence by (3.1.25) and (3.1.26) we obtain (3.1.24). Moreover, we



















for (x, t) ∈ RN × (0,∞). This together with Theorem B-(i) implies that
[Sm(t)ũ0](x) > 0 for (x, t) ∈ RN × (0,∞).
Thus Corollary 3.1.3 follows.
3.2 Global-in-time positive solutions to the semilin-
ear problem (P2)
In this section, we consider the Cauchy problem (P2) and prove Theorems C and D.
3.2.1 Technical lemmas
We first provide two technical estimates.



























dη dρ dι <∞,
where c2 is given in Proposition 2.3.1.
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Proof. Set




















































I(ι, ρ, η; r) dη dρ dι.
In the following, we prove that
(3.2.1) sup
r>0
Ik(r) <∞ for k ∈ {1, 2, 3, 4}.






























for r > 0. This implies that (3.2.1) holds for k = 1.








I(ι, ρ, η; r) dη +
∫ rρ
2



































































for r > 0. This implies that (3.2.1) holds for k = 2.




































for r > 0. This implies that (3.2.1) holds for k = 3.









































































(τσ − 1)2m + 1
22m(ι2 + 1)m



















|τσ − 1|+ 1
2(ι2 + 1)1/2
+ r (1− τ)1/2m
)−2m−2m/(p−1)
dσ dτ dι





|τσ − 1|+ 1
2(ι2 + 1)1/2










1− τσ + 1
2(ι2 + 1)1/2









τσ − 1 + 1
2(ι2 + 1)1/2






































































































































(1− τ)1/2m−1/(p−1)−1 dτ dι ≤ Cr−2m−2m/(p−1)+1

















if 1/2m− 1/(p− 1) = 0,
r−2m/(p−1)+1 if 1/2m− 1/(p− 1) > 0,
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and hence (3.2.1) holds for k = 4. Therefore, we complete the proof of Lemma 3.2.1.



















η2m−1 dη dw <∞,
where c2 is given in Proposition 2.3.1.
Proof. Set





































Ĩ(w, η; r) dη dw.
In the following, we prove that
(3.2.3) sup
r>0
Ĩk(r) <∞ for k ∈ {1, 2, 3, 4}.


























for r > 0. This implies that (3.2.3) holds for k = 1.






Ĩ(w, η; r) dη +
∫ rw
2































































for r > 0. This implies that (3.2.3) holds for k = 2.






























for r > 0. This implies that (3.2.3) holds for k = 3.





































































|τσ − 1|+ r (1− τ)1/2m
)−2m−2m/(p−1)
dσ dτ






































for r > 0. This implies that (3.2.3) holds for k = 4. Therefore, we complete the proof of
Lemma 3.2.2.
Remark 3.2.3. In the case m = 2, Lemmas 3.2.1 and 3.2.2 were proved in Gazzola–
Grunau [23, Lemmas 1–5] and Ferrero–Gazzola–Grunau [18, Lemmas 7.1 and 7.2]. We















τN/2m(|x− z|β + (t− τ)β/2m)p
dz dτ
for (x, t) ∈ RN × (0,∞), where c2 is given in Proposition 2.3.1. We remark that the
function Hm,p appears when we estimate the second term of the right hand side of (1.2.8)
by (2.3.6) and
|u(x, t)| ≤ C
|x|β + tβ/2m
for RN × (0,∞).
We consider the decay estimate for Hm,p.




































(|η1/2mt−1/2mx− w|β + (η − 1)β/2m)p
dw dη
for (x, t) ∈ RN × (0,∞). Setting





(|η1/2mζ − w|β + (η − 1)β/2m)p
for ζ ∈ RN , w ∈ RN and η > 1,







H(1)m,p(w, η; ζ) dw dη <∞.


















H(1)m,p(w, η; ζ) dw dη.




























(2−β + (η − 1)β/2m)p
dη <∞.(3.2.8)
We consider A3. Since by (3.2.5)
− βp
2m
+ 1 = − β
2m
< 0,

































Combining (3.2.7), (3.2.8) and (3.2.9) with (3.2.6), we obtain (3.2.4). Hence we complete
the proof of Lemma 3.2.4.




Proof. The proof of Lemma 3.2.5 is based on Gazzola–Grunau [23, Lemma 10] and
Ferrero–Gazzola–Grunau [18, Proposition 6.2]. Using the change of variables w = τ−1/2mz





































(∣∣∣∣ x|x| − η w|w|
∣∣∣∣β + ( t|x|2m − η2m|w|2m
)β/2m)−p
η2m−1 dη dw.
Without loss of generality, we may take x/|x| = e1 := (1, 0, . . . , 0). Since∣∣∣∣e1 − η w|w|
















H(2)m,p (w1, |w|, η; r) dη dw,
where r := t1/2m/|x| and





























H(2)m,p (w1, |w|, η; r) dη dw <∞.
We first consider the case N ≥ 2. Putting w = (w1, w′) and changing the variables




H(2)m,p (w1, |w|, η; r) dη dw
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ι2 + 1, η; r
)
dη dι dσ











ι2 + 1, η; r
)
dη dσ dι
for r > 0. Moreover, changing the variables ρ =
√






H(2)m,p (w1, |w|, η; r) dη dw















































for r, ι, ρ > 0 and η ∈ (0, rσ
√




H(2)m,p (w1, |w|, η; r) dη dw
































































Hence Lemma 3.2.1 implies that (3.2.11) holds for the case N ≥ 2.




























































for r > 0. Here, we used the relation (3.2.13) This together with Lemma 3.2.2 implies
that (3.2.11) holds for N = 1. Hence we complete the proof of Lemma 3.2.5.
3.2.2 Proof of Theorems C and D
We now prove Theorems C and D.
Proof of Theorem D. Let ε > 0. We define a closed subset (X , ‖ · ‖X ) of the corre-
sponding Banach space as follows:
X :=
{
v ∈ C(RN × (0,∞)) | ‖v‖X ≤ 2εK∗} ,
‖v‖X := sup
(x,t)∈RN×(0,∞)
(|x|β + tβ/2m)|v(x, t)|.
Here, K∗ is given in (1.2.6). Set
Φ[v](x, t) := ε[Sm(t)u0](x) +
∫ t
0
[Sm(t− s)(|v(τ)|p−1v(τ))](x) dτ for v ∈ X .
We find a fixed point of Φ on X by the contraction mapping theorem. By (1.2.6), (2.3.6),
Lemmas 3.2.4 and 3.2.5 we have




≤ K∗ε+ Cεp(|x|β + tβ/2m)Hm,p(x, t)
≤ K∗ε(1 + Cεp−1)
for v ∈ X and (x, t) ∈ RN × (0,∞). Choosing ε > 0 sufficiently small, we see that
(3.2.14) ‖Φ[v]‖X = sup
(x,t)∈RN×(0,∞)
(|x|β + tβ/2m)|Φ[v](x, t)| ≤ 2εK∗
for v ∈ X . By an argument similar to that in (3.2.14), choosing ε > 0 small enough, we
have
(3.2.15) ‖Φ[v]− Φ[w]‖X ≤
1
2
‖v − w‖X for v, w ∈ X .
Thanks to (3.2.14) and (3.2.15) we obtain a unique fixed point u ∈ X of Φ by the
contraction mapping theorem. Since u ∈ X , we obtain Theorem D.
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Proof of Theorem C. Let u be a solution to (P2) obtained in Theorem D. It follows
from the same argument as in (3.2.14) that u satisfies∣∣∣∣∫ t
0
Sm(t− τ)(|u(τ)|p−1u(τ))](x) ds
∣∣∣∣ ≤ Cεp|x|β + tβ/2m
for (x, t) ∈ RN × (0,∞). This together with Theorem B-(ii) implies that
u(x, t) ≥ ε(K∗ − Cε
p−1)
|x|β + tβ/2m
for (x, t) ∈ RN × (0,∞). Taking ε > 0 small enough, we obtain (1.2.10). Thus, we
complete the proof of Theorem C.
Remark 3.2.6. (i) The solution u obtained in Theorem D is a self-similar solution to
problem (P2), that is,
(3.2.16) u(x, t) = t−1/(p−1)f(|x|/t1/2m)
for some f ∈ C([0,∞)). Indeed, the set
X̃ :=
{
v ∈ C(RN × (0,∞))
∣∣∣∣∣ ‖v‖X ≤ 2εK
∗,
∃f ∈ C([0,∞)) s.t. v(x, t) = t−1/(p−1)f(|x|/t1/2m)
}
is a closed subset of X and Φ defined in the proof of Theorem D satisfies Φ(v) ∈ X̃
for v ∈ X̃ . Therefore, the solution u obtained in Theorem D satisfies (3.2.16).








where β2 is given in Theorem B-(i). It follows from (3.1.3) and the argument in the
proof of Theorem D that the solution u obtained in Theorem D satisfies









where r := |x|/t1/2m, β := 2m/(p− 1) and F is as in (3.1.1). Since by Theorem B-
(i) there exists r0 > 0 such that F (r0) < 0, u is not positive function if ε > 0 is
small enough. On the other hand, in the case m = 1, that is,
(3.2.17)
{
∂tu−∆u = |u|p−1u in RN × (0,∞),
u(·, 0) = ε| · |−2/(p−1) in RN ,
p = 1+2/N is the threshold for the existence of positive self-similar solutions (e.g.,
see Haraux–Weissler [28]). In particular, if p > 1+2/N and ε > 0 is small enough,
there exists a positive self-similar solution to problem (3.2.17). Hence problem (P2)




Asymptotic behavior of solutions to
Cauchy problems for higher order
semilinear parabolic equations with
gradient nonlinearity




∂tu+ (−∆)mu = −∇ · (|∇u|p−2∇u) in RN × (0, T ),
u(·, 0) = u0(·) in RN ,
where N ≥ 1, m ∈ N with m ≥ 2, p > 2 and T > 0. More precisely, we prove main results
stated in the former part of Subsection 1.2.2, that is, Theorems E–G. As we mentioned
in Subsection 1.2.2, in order to prove these theorems, we consider the following problem:
(P4)
{
∂tv + (−∆)mv = −∇2(|v|p−2v) in RN × (0, T ),
v(·, 0) = v0(·) in RN .
4.1 Existence of solutions to problems (P3) and (P4)
In this section we obtain sufficient conditions for the existence of solutions to prob-
lems (P3) and (P4) by use of uniformly local weak Lebesgue spaces. Furthermore, we
prove Theorem G.
4.1.1 Part I
We formulate a definition of the solution to problem (P4) in the same manner as in one
to problem (P3).
Definition 4.1.1. Let v0 ∈ (L1,∞uloc(RN))N .
52
(i) Let T > 0 and v ∈ (C((0, T ];Cb(RN)))N . We say that v is a solution to problem (P4)
in RN × [0, T ] if v satisfies (1.2.18) for (x, t) ∈ RN × (0, T ].
(ii) Let v be a solution to problem (P4) in RN × [0, T ] for some T > 0. Define the
maximal existence time of v as follows:
TM = TM(v) := sup
{
τ > T
∣∣∣∣∣ there exists a solution Vτ to problem (P4)in [0, τ ] such that Vτ = v in RN × (0, T ]
}
.
(iii) Let v ∈ (C((0,∞);Cb(RN)))N . We say that v is a global-in-time solution to prob-
lem (P4) if v is a solution to problem (P4) in RN × [0, T ] for all T > 0.
Remark 4.1.2. (i) The maximal existence time TM(v) is well-defined. See the com-
ment below the proof of Theorem 4.2.1. We use the maximal existence time TM(v)
after the proof of Theorem 4.2.1. Moreover, after Subsection 4.2.1, we consider that
solutions to problem (P4) are uniquely extended until the maximal existence time.
(ii) Similarly to Remark 1.2.4-(ii), solutions to problem (P4) is (2m− 1)-times contin-
uously differentiable with respect to x.
(iii) Let v be a solution to problem (P4) in RN × [0, T ] for some T > 0. For λ > 0, set
(4.1.1) vλ(x, t) := λ
2(m−1)/(p−2)v(λx, λ2mt), (v0)λ(x) := λ
2(m−1)/(p−2)v0(λx).
Then vλ is a solution to problem (P4) in RN × [0, λ−2mT ] with v0 replaced by (v0)λ.
We obtain sufficient conditions for the existence of solutions to problem (P4).
Theorem 4.1.3. Let N ≥ 1, m ∈ N with m ≥ 2 and p > 2. Let q ∈ [1,∞] satisfy
q ≥ q1, where q1 is as in (1.2.17). Then there exists δ1 > 0 with the following property: If





q ‖v0‖q,ρ ≤ δ
for some δ ∈ (0, δ1] and ρ > 0, then there exists a solution v to problem (P4) in RN ×









for t ∈ (0, ρ2m] and l ∈ {0, · · · , 2m− 3},
where M1 is a positive constant depending only on N , m, p and q.
Proof. We first show that it suffices to consider ρ = 1. Assume that there exists δ1 > 0
with the following property: If v0 ∈ (Lq,∞uloc(RN))N satisfies
(4.1.4) ‖v0‖q,1 ≤ δ
for some δ ∈ (0, δ1], then there exists a solution v to problem (P4) in RN × [0, 1] such that




2m for t ∈ (0, 1] and l ∈ {0, · · · , 2m− 3},
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where M1 is a positive constant depending only on N , m, p and q.
Let v0 ∈ (Lq,∞uloc(RN))N satisfy (4.1.2) for some δ ∈ (0, δ1] and ρ > 0. By Proposi-





q ‖v0‖q,ρ = ‖(v0)ρ‖q,1,
where (v0)ρ is as in (4.1.1). Since (v0)ρ satisfies (4.1.4) for δ ∈ (0, δ1], there exists a
solution ṽ to problem (P4) with v0 replaced by (v0)ρ in RN × [0, 1], which satisfies (4.1.5).
Setting v(x, t) := ρ−2(m−1)/(p−2)ṽ(ρ−1x, ρ−2mt), we deduce from Remark 4.1.2-(iii) that v
is a solution to problem (P4) with v0 in RN × [0, ρ2m] and satisfies (4.1.3). Therefore, it
suffices to consider ρ = 1.
Let δ1 > 0 be small enough. We construct a solution to problem (P4) with v0 in
RN × [0, 1] if v0 satisfies (4.1.4) for some δ ∈ (0, δ1]. Define {vk}∞k=1 inductively by
(4.1.6)
v1(x, t) := [Sm(t)v0](x),
vk+1(x, t) := [Sm(t)v0](x)−
∫ t
0
∇2[Sm(t− τ)Vk(τ)](x) dτ for k ∈ N,
where Vk(x, t) := |vk(x, t)|p−2vk(x, t). We prove that vk converges to a solution to prob-
lem (P4) in RN × [0, 1]. We divide the proof into 3 steps.











2m‖Dlxvk(t)‖q̃,1 ≤M1δ for l ∈ {0, · · · , 2m− 3} and q̃ ∈ [q,∞],
for k ∈ N. Here, M1 is given by M1 := 2N max{c∗0,q, · · · , c∗2m−3,q}, where c∗l,q is as in
Proposition 2.5.3. We prove this estimate by means of an inductive argument. By (4.1.4)
and Proposition 2.5.3 we see that (4.1.7) holds for k = 1. Assume that (4.1.7) holds for





















































































































































2m‖Dlxvk∗+1(t)‖q̃,1 ≤ Nc∗l,qδ(1 + Cδ
p−2
1 )
for l ∈ {0, · · · , 2m − 3} and q̃ ∈ [q,∞]. Taking δ1 > 0 small enough, we obtain (4.1.7)
with k = k∗ + 1. Therefore, (4.1.7) holds for k ∈ N.
We consider the continuity of vk. Fix ν ∈ (0, 1). Since by (4.1.7)




















2m }(|x− y|ν + |t− s|ν/2m)
for l ∈ {0, · · · , 2m− 3}, (x, t), (y, s) ∈ RN × (0, 1] and k ∈ N.
Here, the constant C depends only on N , m, p and ν.
Step 2: We find the limit of vk. It follows from (4.1.7) and (4.1.10) that
vk ∈ Cb((0, 1];Lq,∞uloc(R
N))
for k ∈ N. We prove that {vk}∞k=1 is a Cauchy sequence in this space. By (4.1.7), (4.1.8)












































for k, k̃ ∈ N with k > k̃ ≥ 2. This implies that {vk}∞k=1 is a Cauchy sequence in
Cb((0, 1];L
q,∞







‖vk(τ)− v(τ)‖q,1 = 0.
Furthermore, combining the Arzelà–Ascoli theorem with (4.1.10) and (4.1.11), we see
that, up to subsequence, vk converges to v in the following sense:
(4.1.12) Dlxvk → Dlxv as k → ∞ uniformly on any compact set K ⊂ RN × (0, 1]
for l ∈ {0, · · · , 2m− 3}. This together with (4.1.7) implies that v satisfies (4.1.5).
Step 3: We prove that v satisfies (1.2.18) in RN×(0, 1]. Fix (x, t) ∈ RN×(0, 1] arbitrarily.
We consider the limit of ∫ t
0
∇2[Sm(t− τ)Vk(τ)](x) dτ.
Set V (x, t) := |v(x, t)|p−2v(x, t). By (4.1.5), (4.1.7), (4.1.11) and Proposition 2.5.3 we
have
(4.1.13)












2mq ‖vk(τ)− v(τ)‖q,1 → 0 as k → ∞
for τ ∈ (0, t). Moreover, it follows from Proposition 2.5.3 and (4.1.9) that











|∇2[Sm(t− τ)Vk(τ)](x)| ≤ C(t− τ)−
1


















2mq for τ ∈ (t/2, t).
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Since by (4.1.8) f is integrable on (0, t), we deduce from (4.1.13) and the Lebesgue dom-





∇2[Sm(t− τ)Vk(τ)](x) dτ =
∫ t
0
∇2[Sm(t− τ)V (τ)](x) dτ.
By (4.1.6), (4.1.12) and (4.1.14) we see that v satisfies (1.2.18) in RN × (0, 1]. Hence we
complete the proof of Theorem 4.1.3.
As a corollary of Theorem 4.1.3, we have:
Corollary 4.1.4. Let N ≥ 1, m ∈ N with m ≥ 2 and p ≥ 2 + 2(m− 1)/N . Let q1 be as
in (1.2.17). Then, if v0 ∈ (Lq,∞uloc(RN))N satisfies
(4.1.15) ‖v0‖Lq1,∞(RN ) ≤ δ1,







2m‖Dlxv(t)‖L∞(RN ) <∞ for l ∈ {0, · · · , 2m− 3}.
Here, δ1 > 0 is the constant obtained in Theorem 4.1.3 with q = q1.
Proof. We note that the assumption p ≥ 2+2(m−1)/N is equivalent to q1 ≥ 1. Assume





q1 ‖v0‖q1,ρ = ‖v0‖q1,ρ ≤ ‖v0‖Lq1,∞(RN ) ≤ δ1,









for t ∈ (0, ρ2m] and l ∈ {0, · · · , 2m− 3}.
Furthermore, we see that
(4.1.18) v(ρ) ≡ v(ρ̃) on RN × (0, ρ̃2m] for ρ, ρ̃ > 0 with ρ ≥ ρ̃.
Indeed, it follows from the scaling argument in the proof of Theorem 4.1.3 that v(ρ) is
constructed as
v(ρ)(x, t) = ρ−2(m−1)/(p−2)ṽ(ρ)(ρ−1x, ρ−2mt),
where ṽ(ρ) is the limit of v
(ρ)
k which is defined as in (4.1.6) with v0 replaced by (v0)ρ. By








for ρ, ρ̃ > 0 with ρ ≥ ρ̃ and (x, t) ∈ RN × (0, ρ̃−2m]. Letting k → ∞, we obtain (4.1.18).
Let {ρk}∞k=0 be a monotone increasing sequence with ρ0 = 0 and ρk → ∞ as k → ∞.
Define
v(x, t) := v(ρk)(x, t) for (x, t) ∈ RN × (ρ2mk−1, ρ2mk ] and k ∈ N.
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Then it follows from (4.1.18) that v is a global-in-time solution to problem (P4) such that
v ≡ v(ρ) on RN × (0, ρ2m]
for ρ > 0. Furthermore, by (4.1.17) we see that






for t > 0, which implies (4.1.16). Therefore, we complete the proof of Corollary 4.1.4.
As an application of Theorem 4.1.3, we obtain a result on the existence of solutions
to problem (P3).
Theorem 4.1.5. Let N ≥ 1, m ∈ N with m ≥ 2 and p > 2. Let q ∈ [1,∞] satisfy q ≥ q1,
where q1 is as in (1.2.17). Then the constant δ1 > 0 obtained in Theorem 4.1.3 satisfies





q ‖∇u0‖q,ρ ≤ δ
for some δ ∈ (0, δ1] and ρ > 0, then there exists a solution u to problem (P3) in RN ×









for t ∈ (0, ρ2m] and l ∈ {1, · · · , 2m− 2},
where M1 is a positive constant depending only on N , m, p and q.
Proof. Let δ1, M1 > 0 be as in Theorem 4.1.3. By Theorem 4.1.3 there exists a solution
v to problem (P4) in RN × [0, ρ2m] with v0 replaced by ∇u0. Set
u(x, t) := [Sm(t)u0](x)−
∫ t
0
∇ · [Sm(t− τ)|v(τ)|p−2v(τ)](x) dτ
for (x, t) ∈ RN × (0, ρ2m]. Then we see that ∇u ≡ v on RN × (0, 1]. This means that u is
a solution to problem (P3) and satisfies (4.1.19). Thus Theorem 4.1.5 follows.
Applying similar arguments to those in the proof of Corollary 4.1.4 and Theorem 4.1.5,
we have:
Corollary 4.1.6. Let N ≥ 1, m ∈ N with m ≥ 2 and p ≥ 2 + 2(m− 1)/N . Let q1 be as
in (1.2.17). Then, if u0 ∈ L1,∞uloc(RN) satisfies
‖∇u0‖Lq1,∞(RN ) ≤ δ1,







2m ‖Dlxu(t)‖L∞(RN ) <∞ for l ∈ {1, · · · , 2m− 2}.
Here, δ1 > 0 is the constant obtained in Theorem 4.1.3 with q = q1.
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4.1.2 Part II
By the similar argument to that in the proof of Theorem 4.1.3 we obtain an another
sufficient condition for the existence of solutions to problem (P3) in the case 2 < p ≤ 2m.
Theorem 4.1.7. Let N ≥ 1, m ∈ N with m ≥ 2 and 2 < p ≤ 2m. Let q ∈ [1,∞] satisfy
q ≥ q2, where q2 is as in (1.2.17). Then there exists δ2 > 0 with the following property: If





q ‖u0‖q,ρ ≤ δ
for some δ ∈ (0, δ2] and ρ > 0, then there exists a solution u to problem (P3) in RN ×









for t ∈ (0, ρ2m] and l ∈ {0, · · · , 2m− 2},
where M2 is a positive constant depending only on N , m, p and q.
Proof. We first show that it suffices to consider ρ = 1. Assume that there exists δ2 > 0
with the following property: If u0 ∈ Lq,∞uloc(RN) satisfies
(4.1.22) ‖u0‖q,1 ≤ δ
for some δ ∈ (0, δ2], then there exists a solution u to problem (P3) in RN × [0, 1] such that




2m for t ∈ (0, 1] and l ∈ {0, · · · , 2m− 2},
where M2 is a positive constant depending only on N , m, p and q.
Let u0 ∈ Lq,∞uloc(RN) satisfy (4.1.20) for some δ ∈ (0, δ2] and ρ > 0. By Proposition 2.4.3-





q ‖u0‖q,ρ = ‖(u0)ρ‖q,1,
where (u0)ρ is as in (1.2.16). Since (u0)ρ satisfies (4.1.22) for δ ∈ (0, δ2], there exists a
solution ũ to problem (P3) with u0 replaced by (u0)ρ in RN×[0, 1], which satisfies (4.1.23).
Setting u(x, t) := ρ−(2m−p)/(p−2)ũ(ρ−1x, ρ−2mt), we deduce from Remark 1.2.4-(iii) that u
is a solution to problem (P3) with u0 in RN × [0, ρ2m] and satisfies (4.1.21). Therefore, it
suffices to consider ρ = 1.
Let δ2 > 0 be small enough. We construct a solution to problem (P3) with u0 in
RN × [0, 1] if u0 satisfies (4.1.22) for some δ ∈ (0, δ2]. Define {uk}∞k=1 inductively by
(4.1.24)
u1(x, t) := [Sm(t)u0](x),
uk+1(x, t) := [Sm(t)u0](x)−
∫ t
0
∇ · [Sm(t− τ)Uk(τ)](x) dτ for k ∈ N,
where Uk(x, t) := |∇uk(x, t)|p−2∇uk(x, t). We prove that uk converges to a solution to
problem (P3) in RN × [0, 1]. We divide the proof into 3 steps.
59











2m‖Dlxuk(t)‖q̃,1 ≤M2δ for l ∈ {0, · · · , 2m− 2} and q̃ ∈ [q,∞],
for k ∈ N. Here, M2 is given by M2 := 2max{c∗0,q, · · · , c∗2m−3,q}, where c∗l,q is as in
Proposition 2.5.3. We prove this estimate by means of an inductive argument. By Propo-
sition 2.5.3 we see that (4.1.25) holds for k = 1. Assume that (4.1.25) holds for some






























































































































































2m‖Dlxuk∗+1(t)‖q̃,1 ≤ c∗l,qδ(1 + Cδ
p−2
2 )
for l ∈ {0, · · · , 2m − 2} and q̃ ∈ [q,∞]. Taking δ2 > 0 small enough, we obtain (4.1.25)
with k = k∗ + 1. Therefore, (4.1.25) holds for k ∈ N.
We consider the continuity of uk. Fix ν ∈ (0, 1). Since by (4.1.25)






















2m }(|x− y|ν + |t− s|ν/2m),
for l ∈ {0, · · · , 2m− 2}, (x, t), (y, s) ∈ RN × (0, 1] and k ∈ N.
Here, the constant C depends only on N , m, p and ν.
Step 2: We find the limit of uk. It follows from (4.1.25) and (4.1.28) that
uk ∈ Cb((0, 1];Lq,∞uloc(R
N))
for k ∈ N. We prove that {uk}∞k=1 is a Cauchy sequence in this space. By (4.1.25), (4.1.26)














































≤ Cδp−22 t−1/2m sup
τ∈(0,1]
(τ 1/2m‖∇uk(τ)−∇uk−1(τ)‖q,1)

















































for k, k̃ ∈ N with k > k̃ ≥ 2. This implies that {uk}∞k=1 is a Cauchy sequence in
Cb((0, 1];L
q,∞
uloc(RN)) and {∇uk}∞k=1 is a Cauchy sequence in the Banach space{
w ∈ (C((0, 1];Lq,∞uloc(R
N)))N
∣∣∣∣∣ supt∈(0,1] t1/2m‖w(t)‖q,1 <∞
}
.











τ 1/2m‖∇uk(τ)− v(τ)‖q,1 = 0.
Furthermore, combining the Arzelà–Ascoli theorem with (4.1.28) and (4.1.29), we see
that, up to subsequence, uk converges to u in the following sense:
(4.1.30) Dlxuk → Dlxu as k → ∞ uniformly on any compact set K ⊂ RN × (0, 1]
for l ∈ {0, · · · , 2m − 2}. This together with (4.1.25) implies that ∇u=v and u satisfies
(4.1.23).
Step 3: We prove that u satisfies (1.2.15) in RN×(0, 1]. Fix (x, t) ∈ RN×(0, 1] arbitrarily.
We consider the limit of ∫ t
0
∇ · [Sm(t− τ)Uk(τ)](x) dτ.
Set V (x, t) := |v(x, t)|p−2v(x, t). By (4.1.23), (4.1.25), (4.1.29) and Proposition 2.5.3 we
have
(4.1.31)












2mq ‖∇uk(τ)− v(τ)‖q,1 → 0 as k → ∞
for τ ∈ (0, t). Moreover, it follows from Proposition 2.5.3 and (4.1.27) that













|∇ · [Sm(t− τ)Uk(τ)](x)| ≤ C(t− τ)−
1




















2mq for τ ∈ (t/2, t).
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Since by (4.1.26) f is integrable on (0, t), we deduce from (4.1.31) and the Lebesgue





∇ · [Sm(t− τ)Uk(τ)](x) dτ =
∫ t
0
∇ · [Sm(t− τ)V (τ)](x) dτ.
By (4.1.24), (4.1.30), (4.1.32) and ∇u = v we see that u satisfies (1.2.15) in RN × (0, 1].
Hence we complete the proof of Theorem 4.1.7.
Similarly to the proof of Corollary 4.1.4, we have:
Corollary 4.1.8. Let N ≥ 1, m ∈ N with m ≥ 2 and 2 + 2(m − 1)/(N + 1) ≤ p ≤ 2m.
Let q2 be as in (1.2.17). Then, if u0 ∈ Lq2,∞uloc (RN) satisfies
(4.1.33) ‖u0‖Lq2,∞(RN ) ≤ δ2,







2m ‖Dlxu(t)‖L∞(RN ) <∞ for l ∈ {0, · · · , 2m− 2}.
Here, δ2 > 0 is the constant obtained in Theorem 4.1.7 with q = q2.
Proof. We note that the assumption p ≥ 2 + 2(m− 1)/(N + 1) is equivalent to q2 ≥ 1.





q2 ‖u0‖q2,ρ = ‖u0‖q2,ρ ≤ ‖u0‖Lq2,∞(RN ) ≤ δ2,









for t ∈ (0, ρ2m] and l ∈ {0, · · · , 2m− 2}.
Furthermore, we see that
(4.1.36) u(ρ) ≡ u(ρ̃) on RN × (0, ρ̃2m] for ρ, ρ̃ > 0 with ρ ≥ ρ̃.
Indeed, it follows from the scaling argument in the proof of Theorem 4.1.7 that u(ρ) is
constructed as
u(ρ)(x, t) = ρ−(2m−p)/(p−2)ũ(ρ)(ρ−1x, ρ−2mt),
where ũ(ρ) is the limit of u
(ρ)
k which is defined as in (4.1.24) with u0 replaced by (u0)ρ. By








for ρ, ρ̃ > 0 with ρ ≥ ρ̃ and (x, t) ∈ RN × (0, ρ̃−2m]. Letting k → ∞, we obtain (4.1.36).
Let {ρk}∞k=0 be a monotone increasing sequence with ρ0 = 0 and ρk → ∞ as k → ∞.
Define
u(x, t) := u(ρk)(x, t) for (x, t) ∈ RN × (ρ2mk−1, ρ2mk ] and k ∈ N.
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Then it follows from (4.1.36) that v is a global-in-time solution to problem (P3) such that
u ≡ u(ρ) on RN × (0, ρ2m]
for ρ > 0. Furthermore, by (4.1.35) we see that






for t > 0 and l ∈ {0, · · · , 2m − 2}, which implies (4.1.34). Therefore, we complete the
proof of Corollary 4.1.8.
Theorem G follows from Corollaries 4.1.6 and 4.1.8.
4.2 Blow up of solutions to problems (P3) and (P4)
In this section we study the uniqueness of solutions to problems (P3) and (P4). Further-
more, taking advantage of the results in Section 4.1, we obtain lower estimates of the blow
up rate of solutions and prove Theorem F (see Subsection 4.2.2).
4.2.1 Uniqueness
We first prove the uniqueness of the solution to problem (P4).
Theorem 4.2.1. Let N ≥ 1, m ∈ N with m ≥ 2, p > 2 and v0 ∈ (L1,∞uloc(RN))N . Let
q ∈ [1,∞] satisfy q ≥ q1, where q1 is as in (1.2.17). Then there exists δ3 > 0 with the
following property: For any solutions v1 and v2 to problem (P4) in RN × [0, T ] for some
T > 0, if
sup
t∈(0,T ]





2mq (‖v1(t)‖L∞(RN ) + ‖v2(t)‖L∞(RN )) ≤ δ3,(4.2.2)
then v1 ≡ v2 in RN × (0, T ].
Proof. Let δ3 > 0 small enough. Let v1 and v2 be solutions to problem (P4) in RN×[0, T ]
for some T > 0 and assume (4.2.1) and (4.2.2). Set V (j)(x, t) := |vj(x, t)|p−2vj(x, t)










∥∥V (1)(τ)− V (2)(τ)∥∥
q,1
dτ
for t ∈ (0, T ]. On the other hand, since w ∈ (C((0, T ];Cb(RN)))N , we deduce from (4.2.2)
that there exists T∗ ∈ (0,min{1, T}] such that
‖v1(t)‖L∞(RN ), ‖v2(t)‖L∞(RN ) ≤ 2t−N/2mqδ3
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for t ∈ (0, T∗]. Then we have
‖V (1)(t)− V (2)(t)‖q,1 ≤ Cδp−23 t
−N(p−2)
2mq ‖w(t)‖q,1

































Hence by (4.2.1) we obtain w ≡ 0 in RN×(0, T∗], that is, v1 ≡ v2 in RN×(0, T∗]. Recalling
that v1, v2 ∈ (C((0, T ];Cb(RN)))N , we observe from an inductive argument that v1 ≡ v2
in RN × (0, T ]. Thus Theorem 4.2.1 follows.
We observe from Definition 4.1.1, Theorem 4.1.3 with q = ∞, Theorem 4.2.1 with
q 6= ∞ and the semigroup property that a local-in-time solution v to problem (P4) has a
unique extension. Then the maximal existence time TM(v) of the solution v is well-defined.
By a similar argument to that in the proof of Theorem 4.2.1 we prove the uniqueness
of the solution to problem (P3).
Theorem 4.2.2. Let N ≥ 1, m ∈ N with m ≥ 2, p > 2 and u0 ∈ L1,∞uloc(RN). Let
q ∈ [1,∞] satisfy q ≥ q1, where q1 is as in (1.2.17). Then there exists δ4 > 0 with the
following property: For any solutions u1 and u2 to problem (P3) in RN × [0, T ] for some
T > 0, if
sup
t∈(0,T ]





2mq (‖∇u1(t)‖L∞(RN ) + ‖∇u2(t)‖L∞(RN )) ≤ δ4,(4.2.5)
then u1 ≡ u2 in RN × (0, T ].
Proof. Let δ4 > 0 small enough. Let u1 and u2 be solutions to problem (P3) in RN×[0, T ]
for some T > 0 and assume (4.2.4) and (4.2.5). Set U (j)(x, t) := |∇uj(x, t)|p−2∇uj(x, t)
(j = 1, 2). It follows from Definition 1.2.3 that
∇u1(x, t)−∇u2(x, t) = −
∫ t
0
∇2[Sm(t− τ)(U (1)(τ)− U (2)(τ))](x) dτ
for (x, t) ∈ RN×(0, T ]. Applying the same argument as that in the proof of Theorem 4.2.1
with vj and V
(j) replaced by ∇uj and U (j), respectively, we see that ∇u1 ≡ ∇u2 in
RN×(0, T ]. Then we deduce from (1.2.15) that u1 ≡ u2 in RN×(0, T ]. Thus Theorem 4.2.2
follows.
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We observe from Definition 1.2.3, Theorem 4.1.5 with q = ∞, Theorem 4.2.2 with
q 6= ∞ and the semigroup property that a local-in-time solution u to problem (P3) has
a unique extension. Then the maximal existence time TM(u) of the solution u is also
well-defined.
4.2.2 Blow up rate of solutions
Employing the argument in Ishige–Sato [34] (see also Ishige–Kawakami–Sierżȩga [32] and
Ishige–Sato [35]), we apply Theorems 4.1.3, 4.1.5, 4.1.7, 4.2.1 and 4.2.2 to obtain lower
estimates of solutions to problems (P3) and (P4) such that the maximal existence time is
finite.
Theorem 4.2.3. Let N ≥ 1, m ∈ N with m ≥ 2 and p > 2.
(i) Let q ∈ [1,∞] satisfy q ≥ q1, where q1 is as in (1.2.17). Then, for any solution v to
problem (P4) with TM(v) <∞,




2mq for t ∈ (0, TM(v)),
where δ1 > 0 is the constant obtained in Theorem 4.1.3.
(ii) Let q ∈ [1,∞] satisfy q ≥ q1, where q1 is as in (1.2.17). Then, for any solution u to
problem (P3) with TM(u) <∞,




2mq for t ∈ (0, TM(u)),
where δ1 > 0 is the constant obtained in Theorem 4.1.3.
(iii) Assume 2 < p ≤ 2m. Let q ∈ [1,∞] satisfy q ≥ q2, where q2 is as in (1.2.17). Then,
for any solution u to problem (P3) with TM(u) <∞,




2mq for t ∈ (0, TM(u)),
where δ2 > 0 is the constant obtained in Theorem 4.1.7.
Proof. We prove assertion (i). Assume that there exists t∗ ∈ (0, TM(v)) such that





Consider the solution ṽ to problem (P4) with v0 replaced by v(t∗) ∈ (Cb(RN))N . By
Theorem 4.2.1 and the semigroup property we see that the maximal existence time TM(ṽ)
of ṽ satisfies TM(ṽ) = TM(v) − t∗. On the other hand, we deduce from (4.2.8) and
Theorem 4.1.3 that ṽ exists until the time TM(v) − t∗ at least, and hence TM(ṽ) >
TM(v) − t∗. This is a contradiction. Therefore (4.2.6) holds and assertion (i) follows.
Similarly, we obtain assertion (iii) by using Theorem 4.1.7 instead of Theorem 4.1.3.
We prove assertion (ii). Fix t∗ ∈ (0, TM(u)) arbitrarily. Then it follows from Def-
initions 1.2.3, 4.1.1, Theorems 4.2.1, 4.2.2 and the semigroup property that v(x, t) :=
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∇u(x, t + t∗) is a solution to problem P4 with v0 replaced by ∇u(t∗) and the maximal
existence time TM(v) of v satisfies TM(v) = TM(u)− t∗. Hence by assertion (i) we have





for t ∈ (0, TM(u) − t∗). Since t∗ ∈ (0, TM(u)) is arbitrary, u satisfies (4.2.7) and asser-
tion (ii) follows.
Theorem F follows from Theorem 4.2.3-(ii) and (iii).
4.3 Existence of solutions with TM <∞
In this section we prove Theorem E. In Subsection 4.3.1, we introduce some lemmas
related to problem (P4). In Subsection 4.3.2, we prove Theorem E by the concavity
argument in Levine [39] and Escudero–Gazzola–Peral [13] (see also Tsutsumi [51] and
Payne–Sattinger [48]).
4.3.1 Some lemmas related to problem (P4)
We first discuss the regularity of solutions to problem (P4) when initial data v0 belong to
(Wm−1,2(RN) ∩ L∞(RN))N .
Lemma 4.3.1. Let N ≥ 1, m ∈ N with m ≥ 2, p > 2 and v0 ∈ (Wm−1,2(RN)∩L∞(RN))N .
Then there exists a solution v to problem (P4) in RN × [0, TM(v)) such that
v ∈
(
Cb((0, τ ];Cb(RN)) ∩ C([0, TM(v));Wm−1,2(RN) ∩ Lp(RN))
)N
for τ ∈ (0, TM(v)).
Proof. Since v0 ∈ (L∞(RN))N , by Theorem 4.1.3 with q = ∞ we find a solution v to
problem (P4) such that
v ∈ (Cb((0, τ ];Cb(RN)))N for τ ∈ (0, TM(v)).
Hence it suffices to show that the solution v satisfies
(4.3.1) v ∈ (C([0, TM(v));Wm−1,2(RN) ∩ Lp(RN)))N .
Fix T ∈ (0, TM(v)) arbitrarily. Set
AT := sup
t∈(0,T ]






We note that Proposition 2.5.2-(i) yields AT , B < ∞. Define {vk}∞k=1 by (4.1.6), where
Vk := |vk|p−2vk. Let T∗ ∈ (0,min{1, T}) be small enough. We prove that {vk}∞k=1 satisfies
the following properties:








‖Dlxvk(t)‖L2(RN ) ≤ 2B,(4.3.3)
for k ∈ N. By Propositions 2.5.2 and 2.5.4-(i) we see that (4.3.2) and (4.3.3) hold for
k = 1. Assume that (4.3.2) and (4.3.3) hold for some k∗ ∈ N. By (4.3.3) with k = k∗ and





















for t ∈ (0, T∗], l ∈ {0, · · · ,m − 1} and q ∈ [2,∞]. Moreover, by (4.3.3) with k = k∗,











































for t ∈ (0, T∗], ν ∈ (0, 1), l ∈ {0, · · · ,m−1} and q ∈ [2,∞]. Combining Proposition 2.5.2-
(ii) with (4.3.4) and (4.3.5), we obtain (4.3.2) for k = k∗ + 1. On the other hand, taking
T∗ > 0 small enough if necessary, we deduce from (4.3.4) that
sup
t∈[0,T∗]













∗ ) ≤ 2B,
and hence (4.3.3) holds for k = k∗ + 1. Therefore, (4.3.2) and (4.3.3) hold for k ∈ N.
Here, we remark that T∗ > 0 is independent of B > 0.
































for k ∈ N with k ≥ 2. Taking T∗ > 0 small enough such that CAp−2T T
(m−1)/2m
∗ < 1 (we























































for k, k̃ ∈ N with k > k̃ ≥ 2. This implies that {vk}∞k=1 is a Cauchy sequence in
(C([0, T∗];W













‖Dlxvk(t)−Dlxṽ(t)‖L2(RN ) = 0.
Moreover, similarly to the above estimate, we see that ṽ is a solution to problem (P4) in
RN × [0, T∗]. Hence by Theorem 4.2.1 with q 6= ∞ we obtain v ≡ ṽ in RN × [0, T∗]. Thus
v ∈ (C([0, T∗];Wm−1,2(RN) ∩ Lp(RN)))N .
Recalling that T∗ > 0 is independent of B > 0, we obtain








instead of B. Repeating this argument, we have v ∈ (C([0, T ];Wm−1,2(RN)∩Lp(RN)))N .
Since T ∈ (0, TM(u)) is arbitrary, we complete the proof of Lemma 4.3.1.
Next we consider the following approximate problem to problem (P4):
(4.3.6)
{
∂tv + (−∆)mv = −∇2Kσ(v) in RN × (0, T ),
v(·, 0) = v0(·) in RN ,
where σ ∈ (0, 1) and Kσ(ξ) := (|ξ|2 + σ)(p−2)/2ξ for ξ ∈ RN . We formulate a definition
of the solution to problem (4.3.6) in the same manner as in Definition 4.1.1. Then the
solution v to problem (4.3.6) in RN × [0, T ] satisfies




for (x, t) ∈ RN × (0, T ].
Lemma 4.3.2. Let v0 ∈ (C∞c (RN))N . Assume that v0 satisfies




for x ∈ RN
for some A1, A2 > 0. Then there exists T = T (N,m, p,A1) > 0 with the following
properties:
(i) For σ ∈ (0, 1), there exists a solution vσ ∈ C∞(RN × (0, T )) to problem (4.3.6) in
RN × [0, T ] such that
(4.3.8)







for (x, t) ∈ RN × (0, T ] and σ ∈ (0, 1),
where c∗ := max{c∗0, c∗2} > 0. Here, c∗0, c∗2 > 0 are constants given in Proposi-
tion 2.5.5.
(ii) For k, l ∈ N∪{0}, σ ∈ (0, 1) and τ ∈ (0, T ), the function vσ obtained in (i) satisfies
(4.3.9)







for (x, t) ∈ RN × [τ, T ].
Proof. Let σ ∈ (0, 1). Define {vσk}∞k=1 inductively by
vσ1 (x, t) := [Sm(t)v0](x),
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vσk+1(x, t) := [Sm(t)v0](x)−
∫ t
0
∇2[Sm(t− τ)Kσ(vσk (τ))](x) dτ for k ∈ N.
Along the same line as in the proof of Lemma 4.3.1, we find T > 0 depending only on N ,
















and we obtain a solution vσ to problem (4.3.6) in RN × [0, T ] as the limit of vσk in
(C([0, T ];Wm−1,2(RN)∩Lp(RN)))N . Moreover, applying regularity theorems for parabolic
equations (e.g., see Friedman [20, Chapter 1, Section 3] and Ladyženskaja–Solonnikov–
Ural’ceva [38, Chapter IV, Section 2]), we see that vσ is smooth function and satisfies the
equation in problem (4.3.6) in the classical sense.
We prove (4.3.8). The proof of (4.3.8) is based on the argument in È̆ıdel’man [12,
Section I.1, Lemma 5.1]. Since vσk converges to v
σ pointwisely in RN × [0, T ], up to
subsequence if necessary, it suffices to show that
(4.3.11)







for (x, t) ∈ RN × (0, T ] and σ ∈ (0, 1)
for k ∈ N. By (4.3.7) and Proposition 2.5.5 we see that (4.3.11) holds for k = 1. Assume
that (4.3.11) holds for some k∗ ∈ N. By the argument in the proof of Proposition 2.5.5
(see the proof of Proposition A.2.4 in Appendix A.2) we may assume that c∗ > 0 satisfies








for (x, t) ∈ RN × (0,∞). This together with (4.3.7), (4.3.10), (4.3.11) with k = k∗ and
















































































Taking T > 0 small enough, if necessary, we obtain (4.3.11) for k = k∗ + 1. Therefore,
(4.3.11) holds for k ∈ N and we obtain (4.3.8).
Recalling that Fσ(·) is smooth, by a similar argument to that in the proof of (4.3.8)
we obtain (4.3.9) with k = 0. In the case k ∈ N, (4.3.8) immediately follows from the
equation in problem (4.3.6). Thus Lemma 4.3.2 follows.
4.3.2 Proof of Theorem E
Combining the concavity argument with lemmas stated in the previous subsection, we
prove Theorem E.
Proof of Theorem E. The proof is divided into five steps.
Step 1: We construct a solution u to problem (P3) such that
(4.3.12) u ∈ C([0, TM(u));Wm,2(RN)), ∇u ∈ (C([0, TM(u));Lp(RN)))N .
Set v0 := ∇u0. By Lemma 4.3.1 we find a solution v to problem (P4) satisfying (4.3.1).
Then, by the same arguments as in proofs of Theorems 4.1.5 and 4.2.3-(ii) we also find a
solution u to problem (P3) in RN × [0, TM(u)) such that TM(u) = TM(v) and ∇u ≡ v on
RN × (0, TM(u)). Moreover, it follows from the same argument as in (4.3.4) and (4.3.5)
that u satisfies (4.3.12).






‖Dlxu(t)‖L2(RN ) + sup
t∈[0,T∗]
‖∇u(t)‖L∞(RN ).




‖∇(u0)k‖L∞(RN ) ≤ D1,(4.3.13)
(u0)k → u0 in Wm,2(RN) as k → ∞,
∇(u0)k → ∇u0 in (Lp(RN))N as k → ∞,
(4.3.14)
for some D1 > 0. By Theorem 4.1.5 with q = ∞ we obtain a solution uk to problem (P3)
in RN × [0, T1] with u0 replaced by (u0)k and
(4.3.15) sup
t∈[0,T1]
‖∇uk(t)‖L∞(RN ) ≤ D2,
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where D2, T1 > 0 are constants depending only on N , m, p and D1. Similarly to the
proof of (4.3.12), it holds that
uk ∈ C([0, T1];Wm,2(RN)), ∇uk ∈ (C([0, T1];Lp(RN)))N ,
for k ∈ N. Moreover, setting Uk := |∇uk|p−2∇uk and U := |∇u|p−2∇u, we deduce from
Proposition 2.5.2-(i) that∥∥∥∥∫ t
0
Dlx∇ · [Sm(t− τ)Uk(τ)](·) dτ −
∫ t
0






∥∥Dlx∇ · [Sm(t− τ)(Uk(τ)− U(τ))]∥∥Lq(RN )






(t− τ)−(l+1)/2m‖∇uk(τ)−∇u(τ)‖Lq(RN ) dτ
































This together with (4.3.14) implies that
(4.3.16)
uk → u in C([0, T2];Wm,2(RN)) as k → ∞,








‖Dlxuk(t)‖L2(RN ) ≤ 2AT∗
for sufficiently large k ∈ N. Here, we note that T2 > 0 depends only on N , m, p, D1 and
AT∗ .
Let (v0)k := ∇(u0)k and σ ∈ (0, 1). By (4.3.13) and Lemma 4.3.2 we find T3 > 0
depending only on N , m, p and D1 with the following properties:
(i) Problem (4.3.6) with v0 replaced by (v0)k possesses a solution v
σ
k in RN × [0, T3];
(ii) vσk satisfies (4.3.8) and (4.3.9), where A1 is replaced by 2D1.
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Set
uσk(x, t) := [Sm(t)(u0)k](x)−
∫ t
0
∇ · [Sm(t− τ)Kσ(vσk (τ))](x) dτ.
We see that uσk satisfies the problem
(4.3.18)
{
∂tu+ (−∆)mu = −∇ · Kσ(∇u) in RN × (0, T3],
u(·, 0) = (u0)k(·) in RN ,
in the classical sense. Since ∇uσk = vσk and
|Kσ(ξ1)−K0(ξ2)| ≤ |Kσ(ξ1)−K0(ξ1)|+ |K0(ξ1)−K0(ξ2)|
≤
(
σmin{1,(p−2)/2}|ξ1|max{1,p−3} + (|ξ1|p−2 + |ξ2|p−2)|ξ1 − ξ2|
)














+ Dp−22 ‖∇uσk(τ)−∇uk(τ)‖Lq(RN )
)
dτ




for sufficiently large k ∈ N, σ ∈ (0, 1), l ∈ {0, · · · ,m}, q ∈ [2,∞] and t ∈ [0,min{T2, T3}].
Taking T4 ∈ (0,min{T2, T3}) small enough, we obtain
(4.3.19)
uσk → uk in C([0, T4];Wm,2(RN)) as σ ↘ 0,
∇uσk → ∇uk in (C([0, T4];Lp(RN)))N as σ ↘ 0.
Here, we note that T4 > 0 depends only on N , m, p, D1 and AT∗ .










(|∇w|2 + σ)p/2 − σp/2
]
dz.
Thanks to Lemma 4.3.2 (ii), all derivatives of uσk are integrable in RN . Thus, multiplying
the equation in problem (4.3.18) by ∂tu
σ









2(z, τ) dz dτ = Eσ(uσk(s))− Eσ(uσk(t)) for 0 ≤ s ≤ t ≤ T4.
On the other hand, multiplying the equation in problem (4.3.18) by uσk and integrating




‖uσk(t)‖2L2(RN ) = −2pEσ(u
σ
k(t)) +Hσ(uσk(t)) for t ∈ [0, T4],
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where
























































k(t)) +Hσ(uσk(t))) for t ∈ [0, T4].













L2(RN ) + Eσ((u0)k)‖(u0)k‖
−p
L2(RN ) for t ∈ [0, T4].





































L2(RN ) − ‖(u0)k‖
−p+2
L2(RN ) for t ∈ [0, T4].
By (4.3.19) and Lemma 4.3.2 one can verify that
Eσ(uσk(t)) → E(uk(t)) uniformly on [0, T4] as σ ↘ 0,(4.3.25)
Hσ(uσk(t)) → (p− 2)‖uk(t)‖2Dm(RN ) uniformly on [0, T4] as σ ↘ 0.(4.3.26)
Plugging (4.3.16) and (4.3.25) into (4.3.20), we have
(4.3.27) E(u(t)) ≤ E(u(s)) ≤ E(u0) for 0 ≤ s ≤ t ≤ T4.
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L2(RN ) + E(u0)‖u0‖
−p













L2(RN ) − ‖u0‖
−p+2
L2(RN ) for t ∈ [0, T4].
(4.3.29)
Since E(u0) < 0, we observe from (4.3.27) and (4.3.28) that
(4.3.30) −E(u(t))‖u(t)‖−p
L2(RN ) + E(u0)‖u0‖
−p
L2(RN ) ≥ 0 for t ∈ [0, T4].
This together with (4.3.29) implies that
(4.3.31) ‖u(t)‖−p+2
L2(RN ) − ‖u0‖
−p+2
L2(RN ) ≤ p(p− 2)E(u0)‖u0‖
−p
L2(RN )t for t ∈ [0, T4].
Step 4: We extend the interval [0, T4] in (4.3.30) and (4.3.31) to [0, T∗]. Let η be the






η(k(x− z))η(k−1z)u(z, t) dz ∈ C∞c (RN),
we see that
wk → u(·, t) in Wm,2(RN) as k → ∞,
∇wk → ∇u(·, t) in (Lp(RN))N as k → ∞,
and
|∇wk(x)| ≤ C(‖∇u(t)‖L∞(RN ) + ‖u(t)‖L2(RN )) ≤ CAT∗ .
Then we can take the constant D1 = CAT∗ and hence T4 depends only on N , m, p and
AT∗ . Therefore, repeating the argument in steps 2 and 3, we obtain
‖u(t+ T4)‖−p+2L2(RN ) − ‖u(T4)‖
−p+2
L2(RN ) ≤ p(p− 2)E(u(T4))‖u(T4)‖
−p
L2(RN )t
for t ∈ [0,min{T4, T∗−T4}]. Combing this estimate with (4.3.30) and (4.3.31) we see that
‖u(t)‖−p+2
L2(RN ) − ‖u0‖
−p+2
L2(RN ) ≤ p(p− 2)E(u0)‖u0‖
−p
L2(RN )t
for t ∈ [0,min{2T4, T∗}]. Repeating this argument, we infer that
(4.3.32) ‖u(t)‖−p+2
L2(RN ) − ‖u0‖
−p+2
L2(RN ) ≤ p(p− 2)E(u0)‖u0‖
−p
L2(RN )t for t ∈ [0, T∗].




‖u0‖2L2(RN ) + p(p− 2)E(u0)t
)1/(p−2)
for t ∈ [0, T∗]. Since T∗ ∈ (0, TM(u)) is arbitrary, the above estimate holds for t ∈





Therefore, we complete the proof of Theorem E.
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Chapter 5
Asymptotic behavior of solutions to
the initial-boundary value problem
for a fourth order semilinear
parabolic equations with gradient
nonlinearity
In this chapter, we consider the existence, uniqueness and asymptotic behavior of solutions




∂tu+ (−∆)2u = −∇ · (|∇u|p−2∇u) in Ω× (0, T ),
∂νu = ∂ν∆u = 0 on ∂Ω× (0, T ),
u(·, 0) = u0(·) in Ω,
where Ω ⊂ RN (N ≥ 2) is a smooth bounded domain, u0 ∈ L2(Ω), p > 2, T > 0 and ∂ν
denotes the outer normal derivative. More precisely, we prove main results stated in the
latter part of Subsection 1.2.2, that is, Theorems H–J.
5.1 Existence and uniqueness of solutions to prob-
lem (P5)
5.1.1 Existence
In this subsection we prove the existence in Theorems H and I. We first construct approx-
imate solutions we use in the both of proofs. Let {(λk, ψk)}∞k=1 be as in Definition 1.2.9.
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alj(t)∇ψj · ∇ψk dz
for k ∈ {1, · · · , l} and t ∈ (0, T ),
alk(0) = (u0, ψk)L2(Ω) for k ∈ {1, · · · , l}.
We remark that there exists a unique solution al ∈ C1([0, T ];Rl) to (5.1.1) for some T > 0
in the classical sense. Moreover, the solution can be uniquely extended if |alk| is bounded










alk(t)ψk(x) for (x, t) ∈ Ω× [0, TMax).








|∇ul(t)|p−2∇ul(t) · ∇ψk dz
for k ∈ {1, · · · , l} and t ∈ [0, TMax). Multiplying ∂talk by (5.1.2), summing k from 1 to l
and integrating it on (s, t), we have
(5.1.3) E (ul(t)) +
∫ t
s
‖∂tul(τ)‖2L2(Ω) dτ = E (ul(s)) for 0 ≤ s ≤ t < TMax.







I (ul(τ)) dτ =
1
2
‖ul(s)‖2L2(Ω) for 0 ≤ s ≤ t < TMax.
In particular, (5.1.3) implies that E (ul(t)) is non-increasing with respect to t.
Proof of the existence in Theorem H. We divide the proof into 3 steps.
Step 1: We derive a priori estimate of {ul}∞l=1. Since u0 ∈ W
2,2
N (Ω), (1.2.22), (2.6.2) and
(5.1.3) imply that
K = K(u0) := sup
l∈N
E (ul(0)) <∞, E (ul(0)) → E (u0) as l → ∞.
Moreover, it follows from (1.2.21), (1.2.22) and (2.6.2) that
(5.1.5)














L2(Ω) ≤ S−1p ‖∆u0‖2L2(Ω).
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Let L > S
−p/2









Since ∇ul ∈ (C([0, TMax);Lp(Ω)))N , we deduce from (5.1.5) that TL,l > 0. By (5.1.3) and
the definition of E we have
‖∆ul(t)‖2L2(Ω) = 2E (ul(t)) +
2
p



















for t ∈ [0, TL,l], where we used (5.1.7) in (5.1.8).






















for 0 ≤ s ≤ t ≤ TL,l. Moreover, we observe from (5.1.6), (5.1.9) and Proposition 2.6.1
that
(5.1.10)








for 0 ≤ s ≤ t ≤ TL,l, where c4 is obtained in Proposition 2.6.1 and θ is as in (2.6.3). Hence
by (5.1.5) and (5.1.10) we see that
















for t ∈ [0, TL,l]. Combining this estimate with the definition of TL,l, we have
















L1/p − S−1/2p ‖∆u0‖L2(Ω)
)2]1/(1−θ)
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for l ∈ N.


















⇀ u weakly-* in L∞(0, TL;W
2,2
N (Ω)) as l → ∞,(5.1.12)
ul ⇀ u weakly in H1(0, TL;L
2
N (Ω)) as l → ∞.(5.1.13)






p(Ω)) as l → ∞ for 1 ≤ j ≤ N.
By Proposition 2.7.1 we see that u belongs to Cw([0, TL];W
2,2









l∆ψkζ − |∇ul|p−2∇ul · ∇ψkζ
]
dz dτ = 0
for l ∈ N, k ∈ N with 1 ≤ k ≤ l, and ζ ∈ C∞([0, TL]), we deduce from (5.1.12) and
(5.1.13) that ∫
Ω







−uη∂tζ +∆u∆ηζ − |∇u|p−2∇u · ∇ηζ
]
dz dτ = 0
for η ∈ W 2,2N (Ω) and ζ ∈ C∞([0, TL]). By Proposition 2.7.3, we see that u satisfies (1.2.19)
for ϕ ∈ V . Hence we complete the proof the existence in Theorem H.
Proof of the existence in Theorem I. We divide the proof into 3 steps.
Step 1: We derive a priori estimate of {ul}∞l=1. Since u0 ∈ L2N (Ω), relation (1.2.22) implies






‖∇ul(τ)‖pLp(Ω) dτ ≤ L
}
∈ (0, TMax].


















for t ∈ [0, T̃L,l].





for l ∈ N, we observe from (1.2.22), (2.6.2) and (5.1.2) that
|(∂tul(t), η)L2(Ω)| = |(∂tul(t), ηl)L2(Ω)|
≤ ‖∆ul(t)‖L2(Ω)‖∆ηl‖L2(Ω) + ‖∇ul(t)‖p−1Lp(Ω)‖∇ηl‖Lp(Ω)
≤ ‖∆ul(t)‖L2(Ω) + S−1/2p ‖∇ul(t)‖
p−1
Lp(Ω)



















for l ∈ N.





























for t ∈ [0, T̃L,l], where θ is as in (2.6.3). Here, we note that the condition 2 < p < p∗ is































|(ul(τ), ψk)L2(Ω)|2 ≤ ‖u0‖2L2(Ω) + 2L.
Moreover, by (5.1.2) and (5.1.17) we have








≤ 2−1/2(‖u0‖2L2(Ω) + 2L)1/2‖∆ψk‖L2(Ω)(t− s)1/2 + L(p−1)/p‖∇ψk‖Lp(Ω)(t− s)1/p
for 1 ≤ k ≤ l and 0 ≤ s ≤ t ≤ T̃L. Then, extracting a subsequence, we find ck ∈ C([0, T̃L])
such that
alk(t) = (u
l(·), ψk)L2(Ω) → ck(·) uniformly in [0, T̃L] as l → ∞




ck(t)ψk for t ∈ [0, T̃L].
Then it follows from (1.2.22), (5.1.17) and (5.1.18) that ‖u(t)‖2L2(Ω) ≤ ‖u0‖2L2(Ω) + L and




























for η ∈ L2N (Ω) and M ∈ N. Hence we see that (ul(t), η)L2(Ω) converges to (u(t), η)L2(Ω)
uniformly in [0, T̃L] for η ∈ L2N (Ω) and then u ∈ Cw([0, T̃L];L2N (Ω)). Moreover, we deduce
from (5.1.14), (5.1.15) and Proposition 2.7.2 that
ul ⇀ u weakly in L2(0, T̃L;W
2,2
N (Ω)) as l → ∞,
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∂tu




′) as l → ∞,
ul → u in Lp/(p−1)(0, T̃L;L2N (Ω)) as l → ∞,



















→ 0 as l → ∞.
Thus, along the same argument as in step 3 in the proof of the existence in Theorem H,
we see that u satisfies (1.2.19) for ϕ ∈ V . Moreover, the strong continuity of the map
[0, T̃L] 3 t 7→ u(t) ∈ L2(Ω) follows from the similar argument to that in Ladyženskaja–
Solonnikov–Ural’ceva [38, Chapter III, Section 4]. Hence we complete the proof of the
existence in Theorem I.
5.1.2 Uniqueness
In this subsection we prove the uniqueness in Theorems H and I. The following proof is
based on the standard argument as in Ladyženskaja–Solonnikov–Ural’ceva [38].
Let u1 and u2 be solutions to problem (P5) in Ω × [0, T ] for some T > 0. We first
construct an a priori estimate for u1, u2 and v := u1 − u2 we use in the both of proofs. In
this subsection, by the letter C we denote generic positive constants (which may depend
on u1 and u2) and they may have different values also within the same line.












for (z, τ) ∈ Ω× [0, T ]. Then Ṽh belongs to V and satisfies the following properties:










1 if τ ∈ [s, t],
0 if τ ∈ R \ [s, t].
Here, we employ the idea of Steklov averagings (e.g., see Ladyženskaja–Solonnikov–
Ural’ceva [38, Chapter II, Section 4] and Cazenave–Haraux [8, Chapter 1]). Taking ϕ = Ṽh
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∂tvh(z, τ)Vh(z, τ) dz dτ
→ 1
2
(‖v(t)‖2L2(Ω) − ‖v(s)‖2L2(Ω)) as h↘ 0.
















Since s, t ∈ (0, T ) are arbitrary, (5.1.22) holds for s, t ∈ [0, T ].
Proof of the uniqueness in Theorem H. Since ∇u1, ∇u2 ∈ (L∞(0, T ;Lp(Ω)))N and






















This implies that v ≡ 0 and we complete the proof of the uniqueness in Theorem H.
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Proof of the uniqueness in Theorem I. Fix s, t ∈ [0, T ] with s ≤ t arbitrarily. It



































for j = 1, 2. This together with (5.1.22) and (5.1.23) implies that
1
2




























Since v(0) = 0, we observe from (5.1.24) and 0 < θp < 2 that v(t) = 0 for t ∈ [0, δ]
for sufficiently small δ > 0. Iterating this argument, we obtain v ≡ 0 in [0, T ] and we
complete the proof of the uniqueness in Theorem I.
5.2 Asymptotic behavior of global-in-time solutions
to problem (P5)
In this section, we prove Theorem J. We first show two lemmas.









is the unique maximum point of the function













> 0 if λ ∈ (0, λ∗),
= 0 if λ = λ∗,
< 0 if λ ∈ (λ∗,∞).







f∈W 2,2N (Ω),f ̸=0
E (λ∗f),
where Sp is defined in (1.2.23).
Lemma 5.2.1 follows from a direct calculation. Thus we omit the proof.
Lemma 5.2.2. Let u0 ∈ W and assume that 2 < p < pS. Then there exists l∗ ∈ N such
that TMax = ∞ and ul(t) ∈ W for t ∈ (0,∞) if l ≥ l∗, where {ul(t)}∞l=1 denotes the family
of functions constructed in the proof of Theorem H.
Proof. Since u0 ∈ W , we find l∗ ∈ N such that ul(0) ∈ W if l ≥ l∗. This together with
(5.1.3) implies that







Sp/(p−2)p for l ≥ l∗ and t ∈ (0, TMax).
From now on, we let l ≥ l∗. Assume that I (ul(t∗)) = 0 holds for some t∗ ∈ (0, TMax).


















and it contradicts (5.2.1). Hence ul(t) ∈ W for t ∈ (0, TMax). Moreover, this together




2 = ‖ul(t)‖2L2(Ω) = ‖ul(0)‖2L2(Ω) − 2
∫ t
0
I (ul(τ)) dτ ≤ ‖u0‖2L2(Ω)
for t ∈ (0, TMax). Thus we have TMax = ∞.
We are in a position to prove Theorem J.
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Proof of Theorem J. Let {ul(t)}∞m=1 be the family of functions constructed in the proof
of Theorem H and {µk}∞k=1, {Pk}∞k=0 be as in Definition 1.2.9. By the variational char-
acterization of eigenvalues, we have
(5.2.2) µ2k‖f − Pk−1f‖2L2(Ω) ≤ ‖∆(f − Pk−1f)‖2L2(Ω) for k ∈ N and f ∈ W
2,2
N (Ω).
Let l∗ ∈ N be the number obtained in Lemma 5.2.2. From now on, we let l ≥ l∗. By
Lemma 5.2.2 we have







Sp/(p−2)p for t > 0.
Moreover, since










I (ul(t)) for t > 0,








E (ul(t)) for t > 0.
Hence, combining (5.2.3) with (5.2.5), we have
(5.2.6) ‖∆ul(t)‖2L2(Ω) < Sp/(p−2)p for t > 0.
In the following, we consider the decay estimate for ul. We divide the proof into 5 steps.
Step 1: We show that ‖∆ul(t)‖L2(Ω) → 0 as t→ ∞. The argument in Step 1 is based on
the argument in Ikehata–Suzuki [30] (see also Komornik [37]). We observe from (2.6.2),






















for t > 0. This implies that
(5.2.7) I (ul(t)) ≥ ε∗‖∆ul(t)‖2L2(Ω) for t > 0,
where ε∗ ∈ (0, 1) is defined by










Hence by (5.2.4) and (5.2.7) we obtain














I (ul(t)) for t > 0.
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E (ul(t)) for t > 0.


















































δ∗ for t > δ∗.





E (ul(τ)) dτ ≥
∫ δ∗+t
t








‖∆ul(t+ δ∗)‖2L2(Ω) for t > 0.
This together with (5.2.11) implies that
(5.2.13) ‖∆ul(t)‖2L2(Ω) ≤ e2Sp/(p−2)p e
− t
δ∗ for t > 2δ∗.
Step 2: We derive a modified decay rate. Fix ε ∈ (0, 1) arbitrarily. We first prove the
following: there exists cε > 0 such that
(5.2.14) ‖ul(t)‖L2(Ω) ≤ cεe−(1−ε)µ
2
1t for t > 0.






‖ul(t)‖2L2(Ω) + ‖∆ul(t)‖2L2(Ω) = ‖∇ul(t)‖
p
Lp(Ω) for t > 0.






‖ul(t)‖2L2(Ω) + ‖∆ul(t)‖2L2(Ω) ≤ S−p/2p ‖∆ul(t)‖
p
L2(Ω) for t > 0.
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Thanks to (5.2.13), we find tε > 0 such that
(5.2.17) S−p/2p ‖∆ul(t)‖
p−2
L2(Ω) < ε for t > tε.
Thus we observe from (5.2.16) and (5.2.17) that
d
dt
‖ul(t)‖2L2(Ω) + 2(1− ε)‖∆ul(t)‖2L2(Ω) ≤ 0 for t > tε.














1tε‖ul(tε)‖2L2(Ω) for t > tε.
This clearly implies (5.2.14), because it follows from (2.6.1) and (5.2.6) that ‖ul(t)‖2L2(Ω) <
c3S
p/(p−2)
p for t > 0.
Moreover, it follows from (5.1.4), (5.2.8) and (5.2.14) that for ε ∈ (0, 1)∫ ∞
t


















1t for t > 0.
Along the same argument as in (5.2.12), we have∫ ∞
t







‖∆ul(t+ 1)‖2L2(Ω) for t > 0.
Thus we find that c̃ε > 0 such that
(5.2.18) ‖∆ul(t)‖L2(Ω) ≤ c̃εe−(1−ε)µ
2
1t for t > 0.
Step 3 : We derive the precise decay rate: there exist c∗, c̃∗ > 0 such that
‖ul(t)‖L2(Ω) ≤ c∗e−µ
2
1t for t > 0,(5.2.19)
‖∆ul(t)‖L2(Ω) ≤ c̃∗e−µ
2
1t for t > 0.(5.2.20)
Fix ε ∈ (0, 1) arbitrarily. By (5.2.2), (5.2.15), (5.2.18) and Proposition 2.6.1 we have
d
dt






















for t > 0,
where θ is as in (2.6.3). Since 2 < p < pS implies that






















for t > 0. Taking ε > 0 sufficiently small, we see that (5.2.19) holds for some positive
constant c∗ > 0. Similarly to (5.2.18), we obtain (5.2.20) for some positive constant
c̃∗ > 0.
Step 4: We show the asymptotic behavior of ul. Fix ε ∈ (0, 1) and 1 ≤ k ≤ kp arbitrarily,
where kp is as in Definition 1.2.9. We first prove the following: there exists cε,k > 0 such
that
(5.2.21) ‖ul(t)− Pk−1ul(t)‖L2(Ω) ≤ cε,ke−(1−ε)µ
2
kt for t > 0,










|∇ul(t)|p−2∇ul(t) · ∇(ul(t)− Pk−1ul(t)) dz for t > 0.





‖ul(t)− Pk−1ul(t)‖2L2(Ω) + ‖∆(ul(t)− Pk−1ul(t))‖2L2(Ω)
≤ ‖∇ul(t)‖p−1Lp(Ω)‖∇(u
l(t)− Pk−1ul(t))‖Lp(Ω)
≤ S−p/2p c̃p−1∗ e−(p−1)µ
2
1t‖∆(ul(t)− Pk−1ul(t))‖L2(Ω)























1−µ2k)t for t > 0
and we can find the constant cε,k > 0 satisfying (5.2.21). Along the same line as the above
argument, we find cε,kp+1 > 0 such that
(5.2.23) ‖ul(t)− Pkpul(t)‖L2(Ω) ≤ cε,kp+1e−(1−ε)(p−1)µ
2
1t for t > 0.














































‖∆(ul(τ)− Pk−1ul(τ))‖2L2(Ω) dτ ≤ c̃ε,ke−2(1−ε)µ
2
kt for t > 0.






‖ul(t)− Pk−1ul(t)‖2L2(Ω) + µ2k‖ul(t)− Pk−1ul(t)‖2L2(Ω)






























































‖∆(ul(η)− Pk−1ul(η))‖2L2(Ω) dη dτ
for t > 0. Plugging (5.2.24) into (5.2.25) and taking ε > 0 and δ > 0 small enough, we
find c̃k > 0 such that
(5.2.26) ‖ul(t)− Pk−1ul(t)‖L2(Ω) ≤ c̃ke−µ
2
kt for t > 0.
Step 5: Letting l → ∞, we obtain the conclusion. It follows from the proof of Theorem H
and Lemma 5.2.2 that ul satisfies
ul
∗
⇀ u weakly-* in L∞(0, T ;W 2,2N (Ω)) as l → ∞,(5.2.27)
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ul → u in C([0, T ];L2N (Ω)) as l → ∞,(5.2.28)
for T ∈ (0,∞). Combining (5.2.28) with (5.2.23) and (5.2.26), we obtain (1.2.25) and
(1.2.26).
We prove (1.2.24). Fix t > 0 arbitrarily. Then (5.2.20) and (5.2.27) imply that
ess sup
τ∈(t,t+1)







and hence there exists Nt ⊂ (t, t+ 1) of measure zero such that
‖∆u(τ)‖L2(Ω) ≤ c̃∗e−µ
2
1t for τ ∈ (t, t+ 1) \Nt.









Since t > 0 is arbitrary, we obtain (1.2.24). Therefore, Theorem J follows.
92
Appendix A
Proof of propositions in Chapter 2
In this chapter, we prove some facts which are stated in Chapter 2.
A.1 Weak and uniformly local weak Lebesgue spaces
In this section, we prove some properties of weak and uniformly local weak Lebesgue
spaces, which are stated in Section 2.4. More precisely, we prove:
Proposition A.1.1. Let N ≥ 1 and Ω ⊂ RN be a smooth domain.
(i) For q ∈ [1,∞], it holds that
(A.1.1) ‖f‖Lq,∞(Ω) ≤ ‖f‖Lq(Ω)
for f ∈ Lq(Ω). Moreover,
Lq(Ω) = Lq,∞(Ω) if q ∈ {1,∞},(A.1.2)
Lq(Ω) ⊊ Lq,∞(Ω) if q ∈ (1,∞).(A.1.3)
(ii) Let q ∈ (1,∞) and f : Ω → R be measurable function. Then f ∈ Lq,∞(Ω) if and
only if there exists C = C(f) > 0 such that
(A.1.4) 0 ≤ f ∗(r) ≤ Cr−1/q for r > 0.
(iii) Let q ∈ [1,∞] and ρ > 0. Then
(A.1.5) ‖f‖q,ρ = ρN/q‖g‖q,1
for f ∈ Lq,∞uloc(RN), where g(x) := f(ρx).

















)1/q ∣∣∣∣∣ω ⊂ Ω: measurable,0 < L N(ω) <∞
}
= ‖f‖Lq(Ω)












f(z) dz ≤ ‖f‖L∞,∞(Ω)
for almost all x ∈ Ω. Hence we obtain (A.1.2). We prove (A.1.3). Fix q ∈ (1,∞), x0 ∈ Ω
and r0 > 0 such that B(x0, r0) ⊂ Ω. Set
f(x) :=
{
|x− x0|−N/q if x ∈ B(x0, r0),
0 if x ∈ Ω \B(x0, r0).
By a direct calculation, we see that f ∈ Lq,∞(Ω) \ Lq(Ω) and we complete the proof of
assertion (i).
We prove assertion (ii). Assume that f ∈ Lq,∞(Ω). Then we see that





≤ τ−1L N({x ∈ Ω ∩B(0, R) | |f(x)| > τ})1−1/q‖f‖Lq,∞(Ω),
that is,
L N({x ∈ Ω ∩B(0, R) | |f(x)| > τ}) ≤ τ−q‖f‖qLq,∞(Ω),
for R > 0 and τ > 0. Letting R → ∞, we have
L N({x ∈ Ω | |f(x)| > τ}) ≤ τ−q‖f‖qLq,∞(Ω)
for τ > 0. Combining this inequality with the definition of f ∗, we obtain (A.1.4) with




























for measurable sets ω ⊂ Ω with 0 < L N(ω) < ∞. Here, we used the representation
of L1-norm by the rearrangement (e.g., see Grafakos [25, Proposition 1.4.5-(14)]). This
implies that f ∈ Lq,∞(Ω). Therefore, we complete the proof of assertion (ii).
Finally, we prove assertion (iii). For x ∈ RN and ω ⊂ B(x, 1) with L N(ω) > 0 we see
that ∫
ω
|f(ρz)| dz = ρ−N
∫
ω̃
|f(z)| dz and L N(ω) = ρ−NL N(ω̃),
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where

















and hence (A.1.5) holds. Therefore, we complete the proof of Proposition A.1.1.
A.2 Estimates related to Sm(t)
In this section, we prove some estimates related to Sm(t), which are stated in Section 2.5.
More precisely, we prove:
Proposition A.2.1. Let N ≥ 1, m ∈ N, k, l ∈ N ∪ {0} and ν ∈ (0, 1). Then∣∣∂ktDlxGm(x, t)− ∂ktDlxGm(y, t)∣∣ ≤ C (G(x, t) + G(y, t)) |x− y|ν ,(A.2.1) ∣∣∂ktDlxGm(x, t)− ∂ktDlxGm(x, s)∣∣ ≤ C (G(x, t) + G(x, s)) |t− s|ν/2m,(A.2.2)
for (x, t), (y, s) ∈ RN × (0,∞), where








for (x, t) ∈ RN × (0,∞). Here, the constant C > 0 depends only on N , m, k, l and ν.
Proposition A.2.2. Let N ≥ 1, m ∈ N, l ∈ N ∪ {0} and q ∈ [1,∞]. Then









for t ∈ (0, 1], q̃ ∈ [q,∞] and f ∈ Lq,∞uloc(RN), where c∗l,q > 0 depends only on N , m, l and
q.
Proposition A.2.3. Let N ≥ 1, m ∈ N, l ∈ {0, · · · , 2m− 1}, q ∈ [1,∞] and ν ∈ (0, 1).
Assume that f ∈ C((0, 1];Cb(RN)) satisfies
‖f(t)‖L∞(RN ) ≤ At−α1 and ‖f(t)‖q,1 ≤ At−α2 for t ∈ (0, 1],





for (x, t) ∈ RN × (0, 1]. Then H satisfies
|DlxH(x, t)−DlxH(y, s)| ≤ CAmin{t, s}
−max{α1,α2+ N2mq}(|x− y|ν + |t− s|ν/2m)
for (x, t), (y, s) ∈ RN × (0, 1]. Here, the constant C > 0 depends only on N , m, l, ν, α1
and α2.
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Proposition A.2.4. Let N ≥ 1, m ∈ N and l ∈ N ∪ {0}. Assume that f ∈ L∞(RN)
satisfies

















for (x, t) ∈ RN × (0,∞), where c∗l depends only on N , m and l.
Proof of Proposition A.2.1. The proof of this proposition is based on the argument
in Fila–Ishige–Kawakami [19, Lemma 5.1].
We first prove (A.2.1). Let x, y ∈ RN with x 6= y and t > 0. If |x − y| ≥ t1/2m, then


















≤ C(G(x, t) + G(y, t)).
We consider the case |x− y| < t1/2m. If |x− y| ≤ |x|/2, then
1
2
|x| ≤ |θx+ (1− θ)y| ≤ 3
2
|x| for θ ∈ [0, 1]
















|x− y|1−ν ≤ CG(x, t).
By the similar argument to that in the above inequality we see that∣∣∂ktDlxGm(x, t)− ∂ktDlxGm(y, t)∣∣
|x− y|ν
≤ CG(y, t)
if |x− y| ≤ |y|/2. On the other hand, if |x− y| ≥ max{|x|/2, |y|/2}, then we deduce from

























≤ C(G(x, t) + G(y, t)).
Therefore, we complete the proof of (A.2.1).
We prove (A.2.2). Let x ∈ RN and t, s > 0. Without loss of generality, we may
assume that t > s > 0. If t/2 ≥ s > 0, then
t− s ≥ t
2
and t− s ≥ s


























≤ C(G(x, t) + G(x, s)).
If t > s > t/2, then |t− s| ≤ t/2 and
1
2
t ≤ |θt+ (1− θ)s| ≤ 3
2
|t| for θ ∈ [0, 1]
















|t− s|1−ν/2m ≤ CG(x, t).
Therefore, we complete the proof of (A.2.2).
Proof of Proposition A.2.2. The proof of this proposition is based on the argument in
Ishige–Kawakami–Sierżȩga [32, Lemma 2.1] and Ishige–Miyake–Okabe [33, Lemma 2.4].
We first consider the case q̃ = ∞. By Proposition 2.5.1-(i) there exists c > 0 such that








for (x, t) ∈ RN × (0,∞). Let {wk}∞k=0 ⊂ RN be such that
w0 = 0, |wk| ≥
3
2



















































|f(t1/2mz − x)| dz
for (x, t) ∈ RN × (0, 1]. Since∫
B(wk,1)




≤ Ct−N/2mq‖f‖Lq,∞(B(x−t1/2mwk,1)) ≤ Ct
−N/2mq‖f‖q,1
for k ∈ N ∪ {0} and (x, t) ∈ RN × (0, 1], we obtain





































2m‖f‖q,1 for t ∈ (0, 1].





















































for ω ⊂ B(x, 1) with 0 < L N(ω) <∞. Hence we have
(A.2.6) ‖Dlx[Sm(t)f ]‖q,1 ≤ Ct−l/2m‖f‖q,1 for t ∈ (0, 1].
Combining Proposition 2.4.1-(iv) with (A.2.5) and (A.2.6), we obtain (A.2.3) for q̃ ∈
[q,∞]. Therefore, we complete the proof of Proposition A.2.2.
Proof of Proposition A.2.3. The proof is based on Fila–Ishige–Kawakami [19, Propo-
sition 5.2] and Ishige–Kawakami–Kobayashi [31, Lemma 2.1]. By (2.3.1) and Proposi-













|DlxGm(x− z, 2t/3− τ)−DlxGm(y − z, 2t/3− τ)|






















































|DlxGm(y − z, t− s/3− τ)−DlxGm(y − z, 2s/3− τ)|


















































for (x, t), (y, s) ∈ RN × (0, 1] with t > s. Hence Proposition A.2.3 follows.
Proof of Proposition A.2.4. The proof of this proposition is based on È̆ıdel’man [12,
Section I.1, Lemma 5.1]. By Proposition 2.5.1-(i) we see that there exists c > 0 such that














































































Hence Proposition A.2.4 follows.
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