The main aim of the paper is to prove a fountain theorem without assuming the τ-upper semicontinuity condition on the variational functional. Using this improved fountain theorem, we may deal with more general strongly indefinite elliptic problems with various sign-changing nonlinear terms. As an application, we obtain infinitely many solutions for a semilinear Schrödinger equation with strongly indefinite structure and sign-changing nonlinearity.
By the above definition, we see that ‖u‖ τ ≤ max ‖Pu‖, ‖Qu‖ ≤ ‖u‖ for u ∈ X.
(1.3)
Furthermore, it follows from [13] and the appendix of [17] Throughout the paper, for r k > and ρ k > , we always set Since X is a Hilbert space, we have that if φ ∈ C (X, ℝ), then ∇φ is given by the formula
With the above notations, for an even functional, the fountain theorem proved in [5] can be stated as follows.
Theorem 1.1 ([5, Corollary 13] ). Let φ ∈ C (X, ℝ) be an even functional satisfying the following: • ∇φ is weakly sequentially continuous, i.e., for any v ∈ X, φ ὔ (u n )v The τ-upper semi-continuity was proposed in [13] for showing a generalized linking theorem. Similar to [13] , this condition is also required in Theorem 1.1 (see also, e.g., [15] ), which is mainly used to construct a suitable vector field. Theorem 1.1 can be used to deal with some strongly indefinite elliptic problems, but the τ-upper semi-continuity assumption requires that the primitive functions of the nonlinearities of the elliptic problems should be positive, see in [5, condition (f ) ]. It is natural to ask what would happen if the nonlinear terms of an elliptic problem change sign and lose the positivity condition (f ). So, the main aim of the paper is to establish a variant fountain theorem without assuming the τ-upper semi-continuity, and then we may answer the above question, see Theorems 1.2 and 1.3. Our proofs are motivated by the papers [5, 7, 16] . We mention that if the τ-upper semi-continuity of φ is removed, then several steps in the proof of [5, Theorem 1.1] seem not working such as • We cannot construct the pseudogradient vector field as in [5] since the set φ − (−∞, c) may not be τ-open now. This difficulty is overcome in this paper by using some ideas from [7] . • To the authors' knowledge, the intersection lemma used in [5] is no longer applicable since the descending flow in our paper has different behavior from that of [5] . In this paper, we use the intersection lemma given in [16] instead. • We cannot make an explicit mini-max characterization on the critical values of φ because of the lack of τ-upper semi-continuity. So, it is hopeless to try getting infinitely many different critical points of φ by comparing their critical values as in [5] or [2] . In this paper, we get infinitely many different critical points {u n } of φ by comparing their norm ‖u n ‖ and proving ‖u n ‖ n → +∞. Now, we give our improved fountain theorem: Theorem 1.2. Let φ ∈ C (X, ℝ) be an even functional satisfying the (PS) c condition (i.e., any sequence {u n } ⊂ X with sup n φ(u n ) ≤ c and φ ὔ (u n ) n → has a convergent subsequence) and let ∇φ be weakly sequentially continuous. For any k ∈ N, if there exists ρ k > r k > such that, in addition to the above assumptions (A ) and (A ), we have
then φ has a sequence of critical points {u k m } such that lim m→∞ ‖u k m ‖ → ∞. With Theorem 1.2 we may study the existence of infinitely many solutions for the following Schrödinger equation with strongly indefinite linear part and sign-changing nonlinear term:
where < q < p p − < < p < * and * = N N − , and V(x), g(x) and h(x) are functions satisfying the following conditions: (H ) V(x) ∈ C(ℝ N , ℝ) ∩ L ∞ , and lies in a spectrum gap of the operator −∆ + V.
Since lies in a gap of the spectrum of −∆ + V, problem (1.7) may be strongly indefinite. The nonlinearity in (1.7) has a super-linear part and a sub-linear part, which is usually called concave-convex nonlinearity. Some well-known results corresponding to concave-convex nonlinearities can be found in [1, 4] and the references therein. By (H ), we see that the weight function g(x) may change sign, so, the variational functional of (1.7) does not satisfy the τ-upper semi-continuous assumption.
We mention that there are some papers on the existence of solutions for Schrödinger equations with both sign-changing potential V(x) and indefinite nonlinearities, see, e.g., [8-10, 14, 19, 20] , etc. But the problems discussed in [8-10, 19, 20] do not have strongly indefinite structure, and in [14] the potential V(x) has to be periodic and the weight functions in the nonlinear term must satisfy some additional conditions. It appears that there are no results for problem (1.7) under conditions (H )-(H ). Here we prove the following theorem.
Proof of Our Fountain Theorem
In this section, we are going to prove our fountain theorem, that is, Theorem 1.2. For doing this, some lemmas are required. Lemma 2.1. Let Y k and Z k be defined in (1.1). Let also φ ∈ C (X, ℝ) be an even functional such that ∇φ is weakly sequentially continuous. Assume that there exist k ∈ N and ρ k > r k > such that conditions (A ) and (A ὔ ) are satisfied and b k := inf
In order to prove Lemma 2.1, we need the following deformation lemma.
Lemma 2.2. Under the assumptions of Lemma 2.1, let
E = φ d k + ∩ u ∈ X : ‖u‖ τ ≥ δ , (2.2) with φ d k + := {u ∈ X : φ(u) ≤ d k + }, and δ given in (2.1). If there exists ϵ ∈ ( , ), with < ϵ < b k − max a k , sup ‖u‖ τ <δ φ(u) ,(2.
3)
such that ‖φ ὔ (u)‖ > ϵ for any u ∈ E, then there exist T > and a map η(t, u) ∈ C([ , T] × B k , X), with B k given by (1.6) , such that the following hold:
Proof. For ϵ > given in (2. 3), let
Firstly, we claim that there exists a vector field χ :
In fact, by our assumption, ‖φ ὔ (u)‖ > ϵ for any u ∈ E, and we may define
Then there exists a τ-neighborhood V u ⊂ X of u such that
By (1.4) we have v n ⇀ u weakly in X, and this leads to a contradiction, since ∇φ is weakly continuous and
Since the τ-open covering M of N is local finite, each u ∈ N belongs to finitely many sets M i . Therefore, for every u ∈ N, the sum ξ(u) is only a finite sum. It follows that, for any u ∈ N, there exists a τ-open neighborhood U u ∈ N of u such that ξ(U u ) is contained in a finite-dimensional subspace of X. Then, by the equivalence of norms in a finite-dimensional vector space, we know that there exists C > such that
On the other hand, by the τ-Lipschitz continuity of λ i and (1.3), we have that there exists a constant L u > such that
Then, from (2.6) and (2.7) we know that ξ(u) is locally Lipschitz continuous and τ-locally Lipschitz τcontinuous. Moreover, by (2.5) and the property of λ i , we also have that
Since φ is even, N is symmetric, and we defineξ (u) := ξ(u)−ξ(−u) for u ∈ N, withξ (u) being odd. For δ > given by (2.1), let θ ∈ C ∞ (ℝ, [ , ] ) be such that
Define the vector field χ : N → X by
It is easy to see that χ is an odd vector field which is well defined on 
which implies (c). Then, by the definition of χ(u), i.e., (2.8) , and the properties of ξ(u), we see that (d) holds. So, the claim is proved. Next, we turn to proving (i)-(v) of the lemma. For this purpose, we construct a map η through the following Cauchy problem:
By the standard theory of ordinary differential equations in Banach spaces, we know that the initial problem has a unique solution η(t, u) on [ , ∞). Furthermore, a similar argument as the one in the proof of [21,
Let B k and B R be given by (1.6) and (2.4) .
Indeed, from (2.12) it follows that
By the definition of d k (see condition (A )), we know that B k ⊂ W. Then, by (2.3), (2.4) and (2.10), for any u ∈ B k and t ∈ [ , T], we have
So, (i) is obvious by the oddness of χ(u). By (a), we have
Since η(t, u) is non-increasing along t, we have
Then, using (2.11), we see that
which contradicts (2.13), and thus (iv) is proved. Finally, by (d) and (iii), similar to the proof of [21, Lemma 6.8], we see that (v) also holds.
For the τ k -norm defined in (1.5), the same as in [16] , we introduce the following definition.
Definition 2.1. Let B k and N k be defined in (1.6) . For any T > , the mapping γ :
We remark that such γ does exist since the identity mapping I d (t, u) ≡ u is a τ k -admissible homotopy. Let Y k and Z k be defined in (1.1), B k and N k be defined in (1.6). The following intersection lemma is proved in [16] , where the genus of (γ(t, B k ) ∩ N k ) is also estimated (see also [11] ).
Lemma 2.3 ([16, Proposition 7]
). Let φ ∈ C (X, ℝ) be an even functional and let γ : [ , T] × B k → X be a τ kadmissible homotopy with the following properties:
where B k is given by (1.6 φ(η(T, u) 
which leads to a contradiction. So, the proof is complete.
Proof of Theorem 1.2. Taking δ > , by (A ) we know that sup ‖u‖ τ <δ φ(u) ≤ C δ for some C δ > . Then condition (A ) implies that there exists k ∈ N sufficiently large such that
By Lemma 2.1, we know that there exists a sequence {u k n } such that
Since φ satisfies the (PS) c condition, {u k n } has a subsequence which is convergent to a critical point u k of φ with ‖u k ‖ ≥ ‖u k ‖ τ ≥ δ . Now, we take δ > ‖u k ‖ and, similar to the above, there exists k > k large enough such that
and we can find the second critical point u k with ‖u k ‖ ≥ δ > ‖u k ‖. Clearly, u k ̸ = u k . Repeating the above procedures, we get a sequence of critical points {u k m } with lim m→∞ ‖u k m ‖ → ∞. So, the theorem is proved.
An Application
The aim of this section is to apply Theorem 1.2 to prove the existence of infinitely many solutions of problem (1.7). In this section, X = H (ℝ N ), N ≥ , with the norm Since L is self-adjoint and lies in a gap of its spectrum, by the standard spectral theory, we know that the space
is negative and positive definite on Yand Z respectively, and both Y and Z may be infinite-dimensional. Let X = D(|L| ) be equipped with the following inner product and norm: ⟨u, v⟩ := ⟨|L| u, |L| v⟩ L , ‖u‖ := ⟨|L| u, |L| u⟩ L , where ⟨ ⋅ , ⋅ ⟩ L is the usual inner product in L (ℝ N ). By condition (H ), similar to the appendix of [9] , we know that X = H (ℝ N ) and the norms ‖ ⋅ ‖ and ‖ ⋅ ‖ H are equivalent. Moreover, Y and Z are also orthogonal with respect to ⟨ ⋅ , ⋅ ⟩ .
Let P : X → Y and Q : X → Z be the orthogonal projections. Then (3.1) can be written as
where {f j } j≥ is an orthonormal basis of (Z, ‖ ⋅ ‖). Before proving Theorem 1.3, we give some useful lemmas. The first lemma is the following embedding result which has been used in many papers (see, e.g., [18] ). Here we give a simple proof for completeness.
Proof. For u ∈ H (ℝ n ), by the Hölder and Sobolev inequalities, we see that
≤ C‖u‖, which means that H (ℝ N ) → L q (a(x), ℝ N ). Let {u n } be a bounded sequence in H (ℝ N ). Passing to a subsequence, we may assume that, for some u ∈ H (ℝ N ),
To show that H (ℝ N ) → L q (a(x), ℝ N ) is compact, we need only to show that u n strongly converges to u in L q (a(x), ℝ N ) for q ∈ ( , * ). In fact, for any R > , We claim that {u n } is bounded in H (ℝ N ). Indeed, for n large, we have
Let u n = y n + z n , with y n ∈ Y, z n ∈ Z. For n large,
By the Hölder inequality and the Sobolev embeddings, we see that, for some C > ,
where in the third line we used (3.2) . Similarly, from ‖y n ‖ ≥ −⟨φ ὔ (u n ), y n ⟩, it follows that
Since ‖u n ‖ = ‖y n ‖ + ‖z n ‖ , the above conclusions show that ‖u n ‖ ≤ ‖u n ‖ + C‖u n ‖ q + C( + ‖u n ‖ + ‖u n ‖ q ) p− p ‖u n ‖.
Thus, by q < p p− , we know that {u n } is bounded in H (ℝ N ). By the boundedness of {u n }, we may assume, up to a subsequence, that Let u = y + z. Then we get that ⟨∇φ(u n ) − ∇φ(u), y n − y⟩ → as n → ∞, and
Using the Hölder inequality, we see that y n n → y in H (ℝ N ). Similarly, z n n → z in H (ℝ N ). Hence, u n n → u in H (ℝ N ). So, we proved that φ satisfies the (PS) c condition for any c < +∞. Since q < , − ‖y‖ + C‖y‖ q is bounded from above. By (1.2), we have ‖z‖ ≤ ‖u‖ τ ≤ δ, so, there exists C δ < ∞ such that sup ‖u‖ τ <δ φ(u) < C δ . Thus, (A ) is also proved.
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