This paper is an appendix to a previous paper: quant-ph/0101123 "Relaxation Method for Calculating Quantum Entanglement", by Robert Tucci. For certain mixtures of Bell basis states, namely the Werner States, we use the theoretical machinery of our previous paper to derive algebraic formulas for: the pure and mixed minimization entanglements (i.e., E pure and E mixed ), their optimal decompositions and their entanglement operators. This complements and corroborates some results that were obtained numerically but not algebraically in our previous paper. Some of the algebraic formulas presented here are new. Others were first derived using a different method by Bennett et al in quant-ph/9604024.
Introduction
This paper is an appendix to a previous paper [1] by the same author. We will assume that the reader has read our previous paper. Without having done so, he/she won't be able to understand this paper beyond its Introduction.
Henceforth, we will use "min." as an abbreviation for the word "minimization". In our previous paper [1] , we defined two quantum entanglement measures, the pure min. entanglement (E pure ) and the mixed min. entanglement (E mixed ). These measures apply to any bipartite density matrix (the subscripts refer to the type of minimization space used, not to whether the density matrix is pure or mixed.) We showed that E pure is equal to the entanglement of formation, a measure of entanglement first defined by Bennett et al in Ref. [2] . E mixed , on the other hand, is a new animal. It is closely related to the entanglement of distillation. We gave a numerical method for calculating E pure and E mixed , their optimal decompositions, and also their entanglement operators (operators whose expectation value gives the entanglement). We gave numerical results obtained with Causa Común, a computer program that implements the ideas of Ref. [1] . We did this for a special type of Bell mixture called a Werner State and for Horodecki States that exhibit bound entanglement.
In Ref. [2] , Bennett et al derived an explicit algebraic formula for the entanglement of formation of any Bell mixture. In Ref. [3] , Wootters went one step further and generalized the formula of Ref. [2] to encompass all density matrices of two qubits.
In this paper, we use the theoretical machinery of our previous paper to derive certain algebraic formulas for Werner States. Specifically, we give explicit algebraic formulas for E pure and E mixed , their optimal decompositions and their entanglement operators. This complements and corroborates some results that were obtained numerically but not algebraically in our previous paper. Most of our formulas for E pure were first derived, using a different method, by Bennett et al in Ref. [2] . Our formulas for E mixed are new.
Notation
We assume the reader is familiar with the notation of Ref. [1] . In this section we will introduce some additional notation that is used throughout this paper.
We will use the notation of Ref. [1] intact except for one small modification. Ref. [1] dealt with a Hilbert space H xy = H x ⊗ H y . Its two parts were represented by the random variables x and y (Xerxes and Yolanda). Here we will rename the two parts a, b (Alice and Bob). This conforms more closely with the rest of the literature. Also, it looks better in cases such as the one considered in this paper where one also uses x, y, z for indices of Pauli matrices. In conclusion, throughout this paper, we will be dealing with H ab where S a = S b = Bool.
Let Z j,k be the set of integers from j to k, including both j and k. Let Bool = {0, 1}. Let x #n be the n-tuple with x repeated n times. For example,
The Kronecker delta function δ(x, y) equals one if x = y and zero otherwise. We will often abbreviate δ(x, y) by δ For any Hilbert space H and any |ψ ∈ H, we will often represent the projection operator |ψ ψ| by π(ψ). L(H) will denote the set of linear operators acting on H.
We will often use the color summation convention [4] . By this we mean that the summation signs will not be shown; summation will instead be indicated by displaying summed indices in a different color than the unsummed ones. For example,
This is a better notation than the Einstein implicit summation convention which it is meant to replace. In the Einstein convention, we are instructed to sum over repeated indices. This becomes clumsy and requires a warning to the reader whenever we wish to use repeated indices that are not summed over.
As is common in Relativity texts, we will often use Greek letters to represent indices that range over Z 0,3 and Latin letters to represent indices that range over Z 1, 3 . Unlike Relativity texts, we will not distinguish between upper and lower indices.
For any 3-dimensional vector n = (n 1 , n 2 , n 3 )
One can likewise define F j for j ∈ Z 1,3 to be an operator that "flips" the jth component of the vector it acts on. Let
Let σ 0 = 1. Let σ be the 3 dimensional vector of Pauli matrices. The Pauli matrices are defined by
As is well known, the Pauli matrices satisfy:
for k, r, j ∈ Z 1,3 , where ǫ krj is the totally antisymmetric tensor with ǫ 123 = 1. Unfortunately, there is no formula that matches the conciseness and standardization of Eq.(3) in expressing the product σ µ σ ν for µ, ν ∈ Z 0,3 . Here is one particular attempt.
where
and
Note that the operation µ ⊕ ν defined by Eq.(5) specifies an Abelian group (the operation is commutative, associative, has an identity, and has an inverse for each of its elements). The Abelian group defined by ⊕ on Z 0,3 can be shown to be simply the product of two copies of the group of two elements.
Instead of defining f µν by the table Eq.(6), one can define it by the rather clumsy expression:
f µν has a few useful properties. For example, it is Hermitian and it satisfies:
For any x ∈ [0, 1], the binary entropy function h(x) is defined by
Occasionally, we will also need to use h(x) with the base 2 logs replaced by base e ones. So define
Bell Basis
In this section we will discuss various properties of the Bell Basis. One can define operators that act only on the 
(By taking matrix products and linear combinations with real coefficients, of the operators 1, iσ x , iσ y and iσ z , one generates what is called the Quaternion Algebra, invented by Hamilton.) The Bell basis states are an orthonormal basis of H ab so they satisfy
The Bell basis states place listeners a and b on equal footing: measurement of A µ is the same as measurement of B µ up to a sign. Indeed, the action of
The action of A µ on |B(ν) for ν = 0 may have an additional −1 factor due to the fact that the Pauli matrices anticommute. For example,
Thus we see that in general, the action of
Suppose
Then it is easy to show that
Note the right hand sides are independent of µ (although B(µ)|Ω b |B(ν) generally does depend on µ and ν.) Hence, all 4 Bell basis states harbor the same amount of information as pertains to expected values of local operators.
In future sections, we will need to find the matrix elements in the Bell basis of certain operators in L(H ab ). These operators can always be written as a linear combination x µν A µ B ν . In this linear combination, A µ will be acting on a Bell state so it can be replaced by plus or minus B µ . The product B µ B ν can itself be replaced by f µν B µ⊕ν . In this way, we can reduced the problem of calculating the matrix elements in the Bell basis of any operator in L(H ab ) to calculating the matrix elements in the Bell basis of B β . One has:
An equivalent way of writing the last equation is:
Another problem that we shall encounter in future sections is finding the partial trace with respect to either a or b of an operator X ∈ L(H ab ). If
then one finds that
These equations generalize the well known result: (H ab )-basis) . In what follows, we will use mostly the Bell L(H ab )-basis. It seems the most natural one for calculations dealing with entanglement. Thus, henceforth, whenever we represent L(H ab ) operators by 4 by 4 matrices, the matrices should be understood as representations in the Bell L(H ab )-basis.
Entanglement of Pure State
In this section we calculate the entanglement of any pure state of two qubits [2] . This is a good warm up exercise to prepare us for the following sections, where we address the harder problem of calculating entanglements of mixed states.
Below, for any complex vector z, we will use | z| = √ z · z * and z 2 = z · z. Any unit length |ψ ∈ H ab can be expressed in the Bell basis as:
then
From Eq.(31) and Appendix A, the eigenvalues of tr a ρ are simply n 0 ± | n|. Hence,
One can show using well known vector product identities that for any 4-tuple (z 0 , z) of complex numbers such that |z 0 | 2 + | z| 2 = 1, one has
Hence
C is called the concurrence [2] of |ψ . E pure is a monotonically nondecreasing function of C, and they both vanish at the same time, so C is also a good measure of entanglement. 0 ≤ C ≤ 1. The pure state |ψ has C = 1 (maximum entanglement) iff its coefficients (z 0 , z) are all real.
Entanglement of Bell Mixture
In this section we present the main calculation of this paper. For Werner states, we calculate E pure and E mixed , and their corresponding optimal decompositions and entanglement operators. Our calculation is split into 4 parts:
We will call a Bell mixture any density matrix ρ ab that can be expressed as
where µ m µ = 1. We will call a Werner state any state that can be expressed as then E pure = 0. Indeed, Ref. [2] has given a simple proof that E pure = 0 for any Bell mixture for which m µ ≤ 1 2 for all µ. The argument is that we can express ρ ab as α w α |ψ α ψ α |. Take the w α to be the same for all α. for all µ, then we can select phases φ α so that the concurrence of |ψ α is zero. Then E pure for ρ ab is also zero, since it is the average of the entanglement of pure states with zero entanglement. Since 0 ≤ E mixed ≤ E pure , E mixed is also zero for such a ρ ab .
K α ab Calculations
We begin with an "ansatz". We will assume that K α ab can be expressed in the following special form. Then we will show that this form satisfies the conditions which were shown in Ref. [1] to be necessary (and sufficient, barring other local minima) to achieve the minima which define E pure and E mixed . Define
where D v ∈ Z 1,3 was defined previously. Now assume K α ab can be expressed in the Bell representation as: 
for all α ∈ {1, 2, . . . , N α }, and
Here are some examples of possible sets of v α 's:
Note that Out of these primitive parameters, one can construct the following auxiliary parameters whose use will significantly shorten our subsequent formulas.
Next we will find the eigenvalues of K α ab . This can be done by using the following well known formula. Suppose M is a square matrix that can be partitioned into 4 blocks A, B, R 1 , R 2 :
where the submatrices A and B are square but R 1 and R 2 need not be. Then one can show that
One can use the last equation to find the eigenvalues of our ansatz K α ab . One finds:
eigenvalue degeneracy
We also need to know ln K α ab . To calculate ln K α ab , it is not enough to find the eigenvalues of K α ab ; we also need to find its eigenvectors. Our technique for finding them is inspired by Appendix A, where we found the eigensystem of any 2 by 2 Hermitian matrix.
We begin by defining, for each α, three operators called E α , Σ α and P
α :
Note that these operators satisfy the following multiplication table:
E α and Σ α can be used to define two new operators P α ± :
Note that the P (σ) α for σ ∈ Z −1,1 = {−1, 0, 1} satisfy the following multiplication table:
Thus the P (σ) α are commuting projection operators. It is easy to show using the definitions of P (σ) α and λ σ for σ ∈ Z −1,1 that
Thus, ln
Technically, we should also add a term ln (0) 
R α ab Calculations
To find R α ab , we need to calculate the partial traces of K α ab . One gets
Therefore,
We also need to know ln R α ab . Using Appendix A, one finds
for ξ ∈ Bool. At this point we have calculated ln R α ab , but we have not yet expressed it in the desired form, as a matrix in the Bell representation. To do this, we need to find the matrix elements in the Bell basis of the projectors π(|ξ n b ) and π(|ξ n b ) for ξ ∈ Bool. These matrix elements can be found using the techniques discussed in Section 3. One finds:
Putting it all together, we get
5.3 E pure and E mixed Calculations
Recall from Ref. [1] that the following Lagrangian L must be minimized to obtain both E pure and E mixed :
Using the results of previous sections, one finds
where λ ′ σ = N α λ σ for σ ∈ Z −1,1 , and the λ σ are just the eigenvalues of K α ab that we found earlier. One also finds that
Next we will use Eq.(71) to calculate entanglement E = min(L)/(2 ln(2)) for pure and mixed minimizations. 
If we define the concurrence C for this case to be:
then Eq.(72) can be rewritten as in Ref. [2] : For mixed minimization, the constraints |q| = √ m 0 m 1 and ǫ = 0 are no longer required in order to make K α ab separable. We can choose |q| and ǫ so as to minimize L given by Eq.(71). Treating L as a function of q and ǫ and setting its partials to zero, we get the following two constraints
In general, 
∆ ab Calculations
Next, let us calculate ∆ ab for the cases of mixed and pure minimizations. 
wheren = n/ √ n 2 . Define
Then
and (P ± ) 2 = P ± .
Thus, P + and P − are the projectors onto the two eigenspaces ofñ with respective eigenvalues n 0 + √ n 2 and n 0 − √ n 2 . An alternative, more tedious way of finding the eigensystem ofñ is to rotate the equations σ z |0 = |0 and σ z |1 = −|1 . Define a rotation vector θ by:
The spin up and down states along the n direction can be obtained in terms of those along theẑ by:
One can show that the projectors P ± defined by Eq.(93) satisfy:
