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behavioral pattern detection: Part I
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Abstract: In this work, we extract prosodic features from subjects while they are talking while walking using humangait-speech data. These human-gait-speech data are separated into 1D data (human-speech) and 2D data (human-gait)
using the adaptive-lifting scheme of wavelet transform. We carry out extraction of prosodic features from human-speech
data, such as speech duration, pitch, speaking rate, and speech momentum, using five diﬀerent natural languages (Hindi,
Bengali, Oriya, Chhattisgarhi, and English) for the detection of behavioral patterns. These behavioral patterns form
real-valued measured parameters, stored in a knowledge-based model called the human-gait-speech model. Extraction of
geometrical features from human-gait data, such as step length, energy or eﬀort, walking speed, and gait momentum, is
carried out for the authentication of behavioral patterns. In this paper, the data of 25 subjects of diﬀerent ages, talking
in five diﬀerent natural languages while walking, are analyzed for the detection of behavioral patterns.
Key words: Adaptive-lifting scheme of wavelet transform, out-of-corpus, blind speech signal separation, modified
adaptive vector quantization

1. Introduction
Prosodic features are the real values measured from speech patterns [1] such as pitch, energy, or duration
between utterances. In the present work, both human gait (2D data) and human speech (1D) are considered
simultaneously for analysis in two diﬀerent domains. Both these data have been mapped properly using
statistical and soft-computing techniques [2–8]. In the central and eastern parts of India, the most commonly
spoken languages are Hindi, Bengali, Oriya, and Chhattisgarhi, which contain some phrases with resemblances.
The English language has also been adopted. All of these languages have been used as a case-based study for
the successful extraction of prosodic features. The entire speech pattern of the five languages is partitioned [7]
into considerable isolated subwords with optimal boundaries [9]. A wavelet, which is considered here as any
real-valued function of time, has a certain structure and has been detected using the discrete wavelet transform
(DWT) method [10]. Hence, lossless compression is performed so that no information is lost. Another focus of
this paper is human-gait data for the extraction of geometrical features, including step length, walking speed,
and energy or eﬀort. Human-gait images have been studied in the literature, and a proposal has been made for
the detection of a set of semantic traits discernible by humans at a distance, outlining their psychological validity
[11]. Translation of human-gait biometrics has also been performed for forensic use [12], where features such
∗ Correspondence:
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as ankle, knee, and hip locations were measured to match the walking sequences. Similar work with diﬀerent
methods and mechanisms has been carried out for the detection of abnormal footprints using human-gait images
[13,14]. Further research has been carried out on tracking people considering video sequences, which is becoming
more popular in computer vision research [15]. Still, very little research has been completed on investigating
behavioral patterns using human-gait-speech [16–19] data. Consider the schematic diagram that yields a unique
detection and authentication system, as depicted in Figure 1.

V(m,n)

1D and 2D
separator which
uses adaptivelifting-scheme of
wavelet transform

S(m)

I(m,n)

1D data Analyzer
and Speech
Processing Unit
2D data Analyzer
and Image
Processing Unit

S’(m)

Mapping,
classification
and detection
system for
Behavioural
Pattern

I’(m,n)

Y(m,n)

Figure 1. Schematic diagram of detection and authentication system.

From Figure 1, V(m,n) is the video data, which are separated into two types of data: human-speech
(1D) and human-gait (2D). Let the human-speech data be S(m) and the human gait data be I(m,n). These are
passed through an analyzer separately, resulting in S’(m) and I’(m,n) data. The resultant outputs are mapped
and classified, and a decision is made.
1.1. Lifting scheme of wavelet transform and its inverse mechanism
The working principle of the 1D separator is explained through a schematic diagram, as shown in Figure 2.
x e(m)

Split

+

P

c(m)

U

x(m)
xo(m)

d(m)
-

Figure 2. The 1D separator using the adaptive-lifting scheme of wavelet transform.

With reference to Figure 2, the original 1D data, for example x(m), are separated into two disjoint subsets
of sample, such as x e (m) and x o (m). From these, we generate the detail signal d(m) and another operator
called the prediction operator, P. Additionally, the coarser signal, c(m), is generated along with an updation
operator, U, which is multiplied by the detail signal and summed up with the even components of the original
1D data [2–5]. The detail signal d(n) is generated using the prediction operator P, as depicted in Figure 2.
Thus, mathematically it yields:
d(m) = xo (m) − P (xe (m)).
(1)
Similarly, the coarser signal c(m) is generated using the updation operator U. Hence, applied to d(m) and
adding the result to x e (m), it yields:
c(m) = xe (m) + U (d(m)).

(2)
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After substituting Eq. (1) in Eq. (2), it yields:
c(m) = xe (m) + U xo (m) − U P (xe (m)).

(3)

The lifting scheme parameters, P and U, are computed initially using the simple iterative method of numerical
computation. Algorithm 1, depicted below for such computations, has been utilized in the present work.
Algorithm 1 Computation of lifting-scheme parameters U and P.
1: Generate two random numbers for U and P.
2: Calculate U’ and P’ (by rescaling U and P from –N to +N) and compute S
(scaling factor) using the following formulae:
U ′ = ((2 × U ) − 1)
P ′ = ((2 × P ) − 1)
S = (U ′ )2 + (P ′ )2
3:

4:

If the value calculated is not within the N circle,
then repeat Step 2 or do Step 4.
Compute standardized normally distributed random variables:
U = U ′ × (−2log(S)/S)
P = P ′ × (−2log(S)/S)
(scaling factor) using the formulae:
U ′ = ((2 × U ) − 1)
P ′ = ((2 × P ) − 1)
S = (U ′ )2 + (P ′ )2

Further analysis is performed for checking whether the predicted and updated coeﬃcients are computed
properly or not. This has been done using the adaptive inverse lifting scheme of wavelet transform, as shown
in Figure 3.
xe(m)

y(m)
U

P

Merge

xo(m)
+

Figure 3. The 1D merger using adaptive inverse lifting scheme of wavelet transform.

With reference to Figure 3, 1D data are merged after computing the predicted and updated coeﬃcients,
and the resultant output y(m) is obtained, which is mapped. The paper is organized as follows: Section 2
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illustrates the mathematical modeling for human-gait-speech data, Section 3 provides a brief scientific discussion
of the simulated results, and Section 4 gives the concluding remarks and further scope of the work.
2. Mathematical modeling for human-gait-speech data
Let V D be the video data, which incorporate both human-speech signal (H S ) and human-gait image (H G )
data. Hence, it yields:
VD = HS + HG .
(4)
2.1. Modeling for human speech data segment
Solving for H S , the human-speech signal is separated into two components: odd and even. This transformation
reduces the dimensions of the feature vector from ‘n’ to d = M – 1, where M is the number of components
involved. Suppose for ‘N’ known samples X i , N 1 of which belong to component w 1 and N 2 of which belong
to component w 2 . Consider Y i to be a linear combination of the features X i :
Yi = ρT Xi .

(5)

The ‘n’-dimensional vector ρ is considered as a line in ‘n’-dimensional space. Therefore, Y i is the projection
of X i on this line (scaled by ∥ρ ∥ ). Consider µi to be the mean of the N i samples of component w i in the
‘n’-dimensional space. It yields:
1 ∑
Xi .
(6)
µi =
Ni
The mean of the projected points Y i on the line ρ , µi , is the projection of µi :
µi =

1 ∑ T
1 ∑
Yi =
ρ Xi = ρT µi .
Ni
Ni

(7)

The separation of the means on ρ is given by:
µ1

− µ2

= ρT (µ1 − µ2 ) .

(8)

The separation of two components includes the variance of samples. Therefore, defining the n × n scatter
matrix,
∑
(X − µi )(X − µi )T ,
wi =
(9)
β∈wi

where w i is the covariance of the i th class in n-dimensional space. Thus, the total matrix is:
W = w1 + w2 .

(10)

Let matrix B represent the dispersion between the means of various components:
B = (µ1 − µ2 )

(

µ1

− µ2

)T

.

(11)

Then the power spectrum density is calculated and yields:

PE (f ) =

N
−1
∑

Cxx (m)W exp(−j2πf m),

(12)

m=0
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where C xx (p) is an autocovariance function, W is the total matrix, and fm is the modulated frequency. Next,
lossless compression is applied:

Sc (k) = Re[S(k)] =

N
−1
∑

(
s(n) cos

n=0

)
k2πn
, k = 0, 1, 2, . . . , N − 1.
N

(13)

For diﬀerent natural languages, let L in = {L 1 ,L 2 ,. . . ,L n } and C out = {C 1 ,C 2 ,. . . ,C m } consisting of ‘n’ and
‘m’ input language and output code words, respectively. The values of ‘n’ and ‘m’ are of maximum size. In the
mapping stage, a sequence of feature vectors, U = {U 1 , U 2 ,. . . , U u } , is compared to a sequence of feature
vectors K database = {K 1 , K 2 ,. . . , K q } . Hence, to satisfy the unidirectional associative condition, that is, K out
= K in , c-means clustering and a genetic algorithm are applied for the positive matching. The utterance with
the lowest distortion is chosen. This yields:
Cf ound = arg {S (Uu , Kq )} .

(14)

Euclidean distance measurement gives the distortion measure:

S (U, Ki ) =

Q
)
1 ∑ (
i, q
d ui , Cmin
,
Q i=1

(15)

i,q
denotes the closest uttered pattern and d(.) is the Euclidean distance. Thus, each human-speech
where Cmin

feature vector in U is compared with the code word in the corpus of the system, and the minimum average
distance is chosen as the best-fit code word. If the unknown vector is far from the other vectors, it is very
diﬃcult to find the desired pattern from the corpus, resulting in an out-of-corpus (OOC) problem. To overcome
this problem, a similarity measure is carried out with maximized data values. This yields:
(
)
1 ∑
1
i,q
(
) w Cmin
.
Q i=1 d u , C i,q
i
min
q

Sw (U,Ki ) =

(16)

Dividing Eq. (15) by Eq. (16) yields:
γ = mapping rate =

S (U,Ki ) unweighted
=
.
Sw (U,Ki )
weighted

(17)

The algorithm for computing the weight is depicted in Algorithm 2:
2.2. Modeling for human-gait data segment
Further solving for H G , let a linear combiner be a function that takes considerable inputs and results in a single
value. Let the input sequence be {X 1 , X 2 ,. . . , X N } and the relevant weight {W 1 , W 2 , W 3 ,. . . , W N } , so
that the outcome of the linear combiner Y yields:

Y =

N
∑
i=1
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Algorithm 2 Computing the weight (S).
for each V I in S do
for each V J in C I do
sum = 0
for each V K and K != I, in S do
d min = distancetonearest(V J,V K);
sum = sum + 1 / d min;
endfor;
w(V IJ) = 1 / sum;
endfor
endfor
return weights = w(V IJ)
An activation function, which in this case is treated as a sigmoid function, takes input values between negative
and positive infinity. Thus, it becomes:
1
f (Y ) =
.
(19)
1 + e−Y
The threshold, which is the set-point, interprets the internal activity of the neuron and is fixed to a negative
unity value. For firing, the sum must be higher than its threshold value. The human-gait data have been
also used for the computation of additional parameters, which are real-valued, neutral, normalized, and finally
optimized.
Consider that ‘Z’ numbers of frames are being read. Let each frame be FRM 1 , FRM 2 , FRM 3 , FRM 4 ,
. . . FRM Z−2 , FRM Z−1 , FRM Z , adhering to certain guidelines:
• Read FRM 1L when the subject is moving from left to right;
• Extract geometrical feature ‘step-length’, G 1L ;
• Similarly, read FRM 1R when the subject is moving from right to left;
• Similarly, extract geometrical feature ‘step-length’, G 1R ;
• Compute an average ‘step-length’, G 1avg = (G 1L + G 1R ) / 2.
Similar computations are carried out for the other frames, resulting in an average ‘step-length’, measured as
real-valued data as follows:
G2avg

= (G2L + G2R )/2, G3avg = (G3L + G3R )/2, G4avg
= (G4L + G4R )/2, G5avg = (G5L + G5R )/2, . . . , G(Z−1)avg

(20)

= (G(Z−1)L + G(Z−1)R )/2, GZavg = (GZL + GZR )/2.
For the computation of the neutral parameter, let ‘N odd ’ and ‘N even ’ be the number of odd and even frames,
respectively. Thus, it further yields:
GOddavg = (G1avg + G3avg + · · · + G(2Z−1)avg )/Nodd ,

(21)

GEvenavg = (G2avg + G4avg + · · · + G(2Z)avg )/Neven .

(22)
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Then the average neutral and normalized parameters for each frame are computed by taking the natural
logarithm of Eqs. (18) and (19). As per the boundary condition, the matching of the start and end of the
human-gait pattern and the tracing of the optimal route for normal gait have been analyzed. To formulize
this, let the human-gait feature vectors βi (k) and βj (k) be denoted for human-gait patterns x(t i ) and x(t j ),
respectively. The distance between the above two human-gait feature vectors is defined by:
d(c(k)) = d(i(k), j(k)) =

βi (k) − βj (k)

.

(23)

Hence, the dynamic time warping function is computed so that the resultant performance index D(x(t i ),x(t j ))
is minimized. The performance index is the normalized average weighted distance, which is related as:




k
∑

d(c(k))ρ(k) 



D(x(ti ), x(tj )) = min  k=1 k
,
w 
∑

ρ(k)

(24)

k=1

where ρ (k) is the weight that yields I + J; thus, it yields:
[ k
]
∑
1
D(x(ti ), x(tj )) =
min
d(c(k))ρ(k) .
I +J w

(25)

k=1

An optimal solution is computed with a minimum number of divergence values. Let the probability of getting
a human-gait feature vector be β , such that it belongs to a class w i, that yields p(β /w i ) . Additionally, for
class w j , it yields p( β /w j ). Thus, it becomes:
Di,j = (µi − µj )(µi − µj )T Σ−1 ,

(26)

where µ = µi = µj are the expectations and Σ is the covariance.
For the computation of step length, let the source be ‘S G ’ and the destination be ‘D G ’. Let ‘G’ steps
be the distance target to be achieved. Let the first human-gait frame have left foot (G L ) at the back and right
foot (G R ) at the front, with the coordinates with (x,y) for the first human-gait frame, such that G L (x 1 ,y 1 )
and G R (x 2 ,y 2 ). Thus, it yields:
|step − length| = |x2 − x1 | + |y2 − y1 | .

(27)

G act human-gait steps are required to achieve the target. Thus, total steps are calculated as follows:
Gcalc = G1 + G2 + G3 + · · · + Gn .

(28)

Furthermore, walking speed or walking rate is calculated as follows, and it yields:

if Gact = Gcalc
 norm,
Gact < Gcalc
if
fast,
walking-speed =
.

Gact > Gcalc
if
slow,
2826
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Voiced Pitch of Human-gait-and-Speech Signal using MAVQ
1
Voiced Pitch
Unvoiced Pitch

0.8

amplitude in dbs

0.6

0.4

0.2

0

-0.2

-0.4

0

0.5

1

1.5

2
2.5
time in seconds

3

3.5

4

4.5
x 10

5

Figure 4. Voiced and unvoiced pitch pattern of 1D data (human speech).

3. Simulated results and discussion
The determination of behavioral trait patterns is a knowledge-intensive process, which must take into account
all variable information about human-gait-speech data. In this paper, we have formed a vast corpus called the
human-gait-speech model of human-gait-speech data of subjects of varying ages. Figure 4 represents the voiced
and unvoiced pattern of human-speech data.

amplitude in dbs

amplitude in dbs

amplitude in dbs

Initially, the enhanced human-speech signal (1D data) is segmented for the detection of voiced/unvoiced
speech fragments. On employing the traditional zero-crossing measurement, the segmentation is achieved.
However, it is still observed that the performance of the detection of the voiced speech has not improved.
Hence, to overcome this problem, another method called modified adaptive vector quantization (MAVQ) is
applied. The plot is shown in Figure 5. Comparing the plots shown in Figures 4 and 5, clear and correct voiced
speech fragments are detected using the MAVQ method.
Original Human-gait-and-Speech Signal
0.5
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Segmentation of Human-gait-and-Speech Signal using MAVQ
1
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Magnitude Sum function of Segmented Human-Gait-and-Speech Signal
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Figure 5. Estimation of pitch of 1D data (human speech).
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The envelope of a speech signal is also known as the modulating speech signal. Thus, it is the outer
shape of the speech signal. Figures 6 and 7 depict the envelope of the human-speech signal with autocorrelation
and autoregression characteristics. Initially, the speech signal is divided into frames of 512 samples without
windowing or overlapping. In each frame, a simple loop has been performed to find the maximum and minimum
data within the frame. The maximum values found in each frame are linked together to form the top envelope
curve. The minimum values in each frame are also linked to produce the lower envelope curve.
Autocorrelation function of envelope of Human-Gait-and-Speech patterns of two subjects
1800
Speech pattern #1
1600
Speech pattern #2
1400

AC coefficient

1200
1000
800
600
400
200
0
-0.5

-0.4

-0.3

-0.2

-0.1
0
0.1
Time in seconds

0.2

0.3

0.4

0.5

Figure 6. Autocorrelation of the envelope of 1D data (human speech) of diﬀerent subjects and utterance of same
language.
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Auto-Regressive Model of Vocal Tract for formants detection
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Figure 7. Autoregression of the envelope of 1D data (human speech) of diﬀerent subjects and utterance of same
language.

Figure 8 shows the energy count or the eﬀort applied by the subject considering human-gait-speech data
with the utterance of the same language while walking on a flat surface. Scientifically determining the start
and end points of the speech signal is not an easy task, because the energy at the start of the speech signal is
very low. Thus, in conjunction with the energy values and zero-crossing rate, the detection of the start and
end points of the speech signal has been done in the present work. Algorithm 3, as given below, is used for
calculating the energy values of the human-gait-speech pattern.
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Algorithm 3 Computing energy values of human-gait-speech data.
1: Read the human-gait-speech signal, say, X(m,n)
2:

Find the length of the frame, say, N = length(X(m,n))

3:

Assign k = 0 as counter for the frame of samples
While k < N do
energy values ← X(k,p) × X(k,p)

4:
5:
6:
7:
8:

k ← k+1
End while
Return energy values.

Dynamic part of human-gait-speech pattern

6

x 10

-7 Computation of Energy required for human-gait-speech pattern Analysis
First Speech Pattern
Second Speech Pattern
Third Speech Pattern

4

2

0

-2

-4

-6

0

100

200

300

400

500

600

Static part of human-gait-speech pattern

Figure 8. The 2D energy data (human gait) of diﬀerent subjects and utterance of same language while walking on a
flat surface.

4. Concluding remarks and further scope of the work
The present research was carried out for the formation of a corpus that will be helpful for the detection of
behavioral patterns through human-gait-speech data after extraction of geometric and prosodic features. First,
an input human-gait image was enhanced and compressed for distortion removal with lossless information.
Second, it was segmented for contour detection. Third, the relevant geometric features were selected and, based
on the geometric features, relevant parameters were extracted. Fourth, using an artificial neural network, the
feature vectors were utilized for framing a corpus or knowledge-based model. In the second part of the research,
an unknown human-gait-speech video stream was considered. The unknown human-gait-speech video stream
was split into two components: audio and video of the subject. The gait video was converted into frames and
then enhanced and compressed for distortion removal. Then it was segmented for extracting relevant geometric
and prosodic features and parameter values.
The present work may be further applied to a human–computer interaction environment for the detection
of human brain signals and their analysis, along with the human-gait-speech pattern, which will be a trimodal
biometric security system. Future research may be carried out for the detection of various health problems
related to breathing, walking, and speaking, as well as neurological and heart problems. Finally, the present
work can be applied to promoting global multimodal biometrics-based security systems.
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