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Abstract
We establish a necessary and su-cient condition for a greedy algorithm to .nd an optimal
solution in the case of integer programs with separable concave objective functions. This extends
some well-known results for spanning trees, matroids, and greedoids. As a corollary we obtain
one new generalization of matroids and integer polymatroids preserving the optimality of greedy
solutions.
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1. Introduction
We consider the following problem. Suppose I is a .nite nonempty set and N =
{0; 1; 2; : : : ; }. For any vector X , denote by X (i) the ith coordinate of X . Let f be any
separable concave function over NI that is
f(X ) =
∑
i∈I
fi(X (i)); (1)
where all fi are concave.
As an example we have a linear function: f(X )=
∑
i∈I w(i)X (i), where w∈RI . For
boolean vectors, any separable function is some linear function plus some constant. So
in this case, optimizing a separable function is equivalent to optimizing a linear one.
 This research was supported by the Russian federal objective program “Integratsiya”, project 274, and
the Russian Foundation for Basic Research, grant 02-01-01153.
E-mail addresses: shenmaier@mail.ru (V.V. Shenmaier).
0166-218X/$ - see front matter ? 2003 Published by Elsevier B.V.
doi:10.1016/S0166-218X(03)00435-9
94 V.V. Shenmaier /Discrete Applied Mathematics 133 (2004) 93–101
Suppose I ⊂ NI is any .nite family of integer nonnegative vectors and B(I) is the
set of maximal vectors of I. The problem considered here is
maximize f(X )
subject to X ∈B(I):
(2)
We can say that this is a metaproblem since a lot of problems in combinatorial
optimization can be represented in this way. An equivalent problem is
to minimize a separable convex function over B(I):
Notation. Suppose i∈ I , X ∈NI and A ⊆ I . Then, ei is the vector with 1 at the ith
position and 0 at other ones; 0 is the zero vector; |X | is the component sum of X ;
X (A) =
∑
i∈A X (i); I(X ) = {i∈ I |X (i)¿ 0}; J (X ) = {i∈ I |X + ei ∈ I}.
1.1. A greedy algorithm
For solving problems (1), (2) we use a greedy algorithm. The algorithm works as
follows:
at the beginning X = 0;
until J (X ) = ∅, the algorithm replaces X by X + ei, where i is such that f(X +
ei) = maxj∈J (X ) f(X + ej);
if J (X ) = ∅, the algorithm stops and X is a greedy solution.
Remark. An element i such that f(X + ei) =maxj∈J (X ) f(X + ej) can be not unique.
So we can have more than one greedy solutions.
1.2. Our interests
The greedy algorithm seems to be very simple and fast. However, a greedy solution
is often not optimal. We say that the greedy algorithm 2nds an optimal solution if
for a given family I and for any separable concave objective function f, the integer
program (1), (2) is solvable by the greedy algorithm.
Our interests are in .nding families I such that the greedy algorithm .nds an optimal
solution.
2. Known results
Let us give some de.nitions. A family I ⊂ NI is called down-monotone if I is
nonempty and X 6Y ∈ I implies X ∈ I whenever X ∈NI . A family I is called an
integer polymatroid if I is .nite, down-monotone, and the following property holds:
if X; Y ∈ I and |X |¡ |Y |; then J (X ) ∩ I(Y − X ) = ∅: (3)
An equivalent de.nition of integer polymatroids is the following. Any .nite down-
monotone family I ⊂ NI is an integer polymatroid if, for any vector X ∈NI , all
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maximal vectors of the family {Y ∈ I |Y 6X } have the same component sum. Boolean
integer polymatroids are called matroids (in this paper we identify families of sets and
families of boolean vectors). Rado and Edmonds established the following theorem.
Theorem 1 (Edmonds [3], Rado [9]). Suppose a family I ⊂ NI is boolean and down-
monotone. Then the greedy algorithm 2nds an optimal solution if and only if I is a
matroid.
Proof. Rado–Edmonds’s theorem concerns linear objective functions. But as we noted
above, in the boolean case, optimizing linear functions and optimizing separable ones
is the same.
Glebov extended Rado–Edmonds’s result to the case of optimizing separable concave
functions over any down-monotone family I.
Theorem 2 (Glebov [5]). Suppose a family I ⊂ NI is down-monotone. Then the
greedy algorithm 2nds an optimal solution if and only if I is an integer
polymatroid.
Similar results for the case of linear programs were obtained by Edmonds [2].
Example. The spanning tree problem. Suppose G is any connected undirected graph,
E is the edge set of G, and the family I ⊂ NE consists of boolean vectors X such that
I(X ) is some acyclic subgraph of G. Then I is a matroid and the greedy algorithm is
essentially the famous Kruskal’s algorithm for .nding a spanning tree of the maximum
weight.
If I is not down-monotone, conditions for the greedy algorithm to .nd an optimal
solution are more complicated. We say that a family I ⊂ NI is an accessible family
if I is .nite, nonempty, and the following conditions hold:
if X ∈ I \ {0}; then X − ei ∈ I for some i∈ I ; (4)
if X ∈ I \B(I); then X + ej ∈ I for some j∈ I: (5)
Goecke, Korte, and Lovasz established the following theorem.
Theorem 3 (Goecke et al. [6]). Suppose I ⊂ NI is any boolean accessible family.
Then the greedy algorithm 2nds an optimal solution if and only if the strong exchange
property holds
if X 6Y; X ∈ I; Y ∈B(I); and i∈ J (X ) \ I(Y );
then Y + ei − ej ∈ I for some j∈ J (X ) ∩ I(Y ) \ I(X ): (6)
The strong exchange property was introduced by Goetchel [7]. He proved the previ-
ous theorem for the case of greedoids, boolean accessible families satisfying condition (3).
More recent results on greedily optimizable integer programs were obtained in [1,4,8].
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3. A new result
De.ne the accessible kernel of a family I ⊆ NI as A(I)={ei(1) + · · ·+ei(k) | ei(1) +
· · ·+ ei(s) ∈ I; 16 s6 k} ∪ {0}.
Theorem 4. Suppose I ⊂ NI is any 2nite nonempty family of vectors. Then the
greedy algorithm 2nds an optimal solution if and only if the following conditions
hold:
if X ∈A(I) \B(I); then J (X ) = ∅; (7)
if X 6Y; X ∈A(I); Y ∈B(I); and i∈ J (X ) \ I(Y − X );
then Y + ei − ej ∈ I for some j∈ J (X ) ∩ I(Y − X ): (8)
To prove this theorem, we need two lemmas.
Lemma 1. Suppose the greedy algorithm 2nds an optimal solution. Then the following
properties hold:
(a) B(I) ⊆A(I);
(b) all maximal vectors of I have the same component sum;
(c) if X ∈A(I) \B(I) and Y ∈B(I), then J (X ) ∩ I(Y − X ) = ∅.
Proof. (a) Let X ∈B(I). Suppose fi(n) = min{n; X (i)} (n∈N , i∈ I) and Y ∈A(I)
is a greedy solution. Then f(Y )¿f(X ), which implies Y ¿X . But X is a maximal
vector of I, hence Y = X , and so X ∈A(I).
(b) Set fi(n)=n (n∈N , i∈ I). Using statement (a), we now obtain that any vectors
X; Y ∈B(I) are greedy solutions. So f(X ) = f(Y ), which implies |X |= |Y |.
(c) Suppose X ∈A(I) \B(I) and Y ∈B(I). Let fi(n) =min{n; max{X (i); Y (i)}}
(n∈N , i∈ I). Then X can be constructed after some steps of the greedy algorithm.
Since X ∈ B(I), X is not a greedy solution. So there exists some sequence
i(1); : : : ; i(k)∈ I (k¿ 1) such that the vector X ′ = X + ei(1) + · · · + ei(k) is a greedy
solution and X +ei(1)+ · · ·+ei(s) ∈ I (s=1; : : : ; k). Then X ′ ∈B(I) and f(X ′)¿f(Y ).
On the other hand, f(X ′)6 |X ′| and f(Y ) = |Y |. So |X ′| = |Y | = f(Y ) = f(X ′) by
statement (b). This yields f(X + ei(1) + · · · + ei(s)) = |X | + s (s = 1; : : : ; k) and so
f(X + ei(1)) =f(X ) + 1. By the choice of f, we conclude that i(1)∈ I(Y − X ). Thus
J (X ) ∩ I(Y − X ) = ∅, as required.
Lemma 2. Under conditions (7), (8), all maximal vectors of I have the same com-
ponent sum.
Proof. First we prove that B(I) ⊆ A(I). Suppose Y ∈B(I) \ A(I). Let X be a
maximal vector such that X ∈A(I) and X 6Y (such a vector exists since 0∈A(I)).
Then X = Y , and X ∈ B(I). From (7) it follows that J (X ) = ∅, and so J (X )\
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I(Y −X ) = ∅ by the choice of X . From this and (8) we obtain J (X )∩ I(Y −X ) = ∅,
which contradicts the choice of X . Hence, B(I) ⊆A(I).
Let X ∈B(I). Then X ∈A(I), and so X can be represented as X = ei(1) + · · · +
ei(l), where vectors Xs = ei(1) + · · · + ei(s) belong to I (s = 1; : : : l). Suppose now that
Y ∈B(I), |Y |¿ |X |, and among all such vectors, Y de.nes the maximal number s
such that Xs6Y , Xs+1  Y . Then s¡ l and i(s+ 1)∈ J (Xs) \ I(Y − Xs). From (8) it
follows that Y + ei(s+1) − ej ∈ I for some j∈ J (Xs) ∩ I(Y − Xs). Let Y ′ ∈B(I), where
Y ′¿Y + ei(s+1) − ej. Then |Y ′|¿ |X | and Xs+16Y ′, which contradicts the choice of
Y . The lemma is proved.
Proof of Theorem 4. Necessity.
Suppose X ∈A(I)\B(I). Then J (X ) = ∅ by statement (c) of Lemma 1. Condition
(7) is proved.
Suppose X 6Y , X ∈A(I), Y ∈B(I), and i∈ J (X ) \ I(Y − X ). By statement (b)
of Lemma 1, all maximal vectors of I have the same component sum, say l. Now we
construct the following sequence of vectors: Let s= |X |+1 and Xs=X +ei. Suppose Xs
has been already de.ned (s= |X |+1; : : : ; l−1), Xs ∈A(I), |Xs|= s. Hence, Xs ∈ B(I)
and J (Xs) ∩ I(Y − Xs) = ∅ by statements (b), (c) of Lemma 1. Then we can choose
an element i(s+ 1)∈ J (Xs) such that
i(s+ 1)∈ I(Y − Xs) and
i(s+ 1) ∈ J (X ); whenever J (Xs) ∩ I(Y − Xs)* J (X ):
De.ne Xs+1 = Xs + ei(s+1). Then |Xl| = l, X + ei6Xl6Y + ei, and Xl ∈B(I). So
Xl = Y + ei − ej for some j∈ I . Since i ∈ I(Y − X ), we have Y (i) = X (i)¡Xl(i).
Hence Y (j)¿Xl(j), and then j∈ I(Y − X ). Thus, it remains to prove that j∈ J (X ).
Set
fk(n) =
{
min{n; X (k)}; n∈N; k ∈ J (X );
min{n; Y (k)}; n∈N; k ∈ I \ J (X ):
Then f(Y ) = l − (Y − X )(J (X )) and f(Xl) = l − (Y + ei − ej − X )(J (X )). Since
i∈ J (X ), we have f(Xl)=l−1−(Y−ej−X )(J (X )). By the construction, Xl is a greedy
solution. It follows that f(Y )6f(Xl), and so (Y−X )(J (X ))¿ 1+(Y−ej−X )(J (X )).
Therefore, we obtain j∈ J (X ).
Su-ciency. Suppose X is a greedy solution and Xs is constructed by the greedy
algorithm after the step s=1; : : : ; l (X=Xl). From (7) we obtain X ∈B(I). Now suppose
that Y ∈B(I), f(Y )¿f(X ), and among all such vectors, Y de.nes the maximal
number s such that Xs6Y , Xs+1  Y . Then Xs+1−Xs=ei for some i∈ J (Xs)\I(Y−Xs).
Hence, Y + ei − ej ∈ I for some j∈ J (Xs)∩ I(Y −Xs) by (8). Denote by Y ′ the vector
Y + ei − ej. Then Y ′ ∈B(I) by Lemma 2. Also, we have Xs+16Y ′.
By the rules of the greedy algorithm, f(Xs+ei)¿f(Xs+ej). Set n=Xs(i), m=Xs(j),
and m′ = Y ′(j). Then
fi(n+ 1) + fj(m)¿fi(n) + fj(m+ 1):
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On the other hand, since fj is concave and m′¿m, we have
fj(m′ + 1)− fj(m′)6fj(m+ 1)− fj(m):
It follows that fi(n+1)+fj(m′)¿fi(n) +fj(m′ +1). Since i ∈ I(Y − Xs), we obtain
n=Y (i) and n+1=Y ′(i). Also, m′=Y ′(j) and m′+1=Y (j). Hence f(Y ′)¿f(Y ),
which contradicts the choice of Y . This completes the proof.
4. A generalization of matroids
Using Theorem 4, we can get some new interesting integer programs solvable by
the greedy algorithm. One of them is shown below.
First we introduce one de.nition. Suppose I ⊂ NI and a function r over NI is
such that r(X )=max{|A| |A∈A(I); A6X }. Then we say that r is the rank function
of I.
In the case of matroids and integer polymatroids, this function has the following
properties:
(r1) r(0) = 0;
(r2) r(X + ei)− r(X )∈{0; 1};
(r3) r(X + ei)− r(X )¿ r(Y + ei)− r(Y ) whenever X 6Y .
On the other hand, any integer polymatroid can be represented as a family {X ∈NI
| r(X )¿ |X |} for some function r with properties (r1)–(r3).
Suppose a function p over NI is such that
(p1) p(0)¿ 0;
(p2) p(X + ei)− p(X )∈{"|X |; #|X |}, where "s ¡ 06 #s (s∈N );
(p3) p(X + ei)¿p(X ) whenever p(Y + ei)¿p(Y ) and X 6Y .
Suppose C ∈NI and a family I consists of vectors X ∈NI such that
p(X )¿ 0; (9)
X 6C: (10)
Note that a function r′(X ) = r(X ) − |X | satis.es (p1)–(p3) (for "s ≡ −1, #s ≡ 0)
whenever r satis.es (r1)–(r3). So any integer polymatroid can be represented in the
form (9)–(10). In the general case, I even need not be down-monotone.
Theorem 5. Suppose a family I is given by (9), (10) and p satis2es (p1)–(p3). Then
the greedy algorithm 2nds an optimal solution.
To prove this theorem, we use some auxiliary statements. De.ne
I0 = {X 6C |p(X )¿p(X − ei) for all i∈ I(X )}:
Then I0 ⊆ I since p(0)¿ 0. For any vectors X; A∈NI , we will say that A is a base
of X if A is a maximal vector such that A∈ I0 and A6X .
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Lemma 3. I0 is down-monotone.
Proof. Let X 6Y ∈ I0 and X ∈NI . Then for any i∈ I(X ), p(Y )¿p(Y − ei), and so
p(X )¿p(X − ei) by (p3). Hence, X ∈ I0.
Lemma 4. Suppose X ∈NI . Then X ∈ I0 if and only if p(X ) = p(0) +
∑|X |−1
s=0 #s.
Proof. Let X ∈ I0, X =ei(1)+ · · ·+ei(k), k= |X |, and Xs=ei(1)+ · · ·+ei(s) (s=0; : : : ; k).
By Lemma 3, Xs ∈ I0 (s6 k). From this and (p2) it follows that p(Xs+1)−p(Xs)=#s
(s¡k). Hence, p(X ) = p(0) +
∑k−1
s=0 #s.
Let X ∈ I0. Then p(X )¡p(X−ei) for some i∈ I(X ). Suppose X=ei(1)+· · ·+ei(k),
k = |X |, i(k) = i, and Xs = ei(1) + · · ·+ ei(s) (s= 0; : : : ; k). Then p(Xs+1)− p(Xs)6 #s
(s¡k) by (p2) and p(Xk)− p(Xk−1)¡ 06 #k−1. So p(X )¡p(0) +
∑k−1
s=0 #s. The
lemma is proved.
Lemma 5. Suppose X ∈NI and A is a base of X . Then,
p(X ) = p(0) +
|A|−1∑
s=0
#s +
|X |−1∑
s=|A|
"s:
Proof. Let X = ei(1) + · · ·+ ei(k), k = |X |, Xs = ei(1) + · · ·+ ei(s), and X|A|=A. Suppose
|A|6 s¡k and p(Xs+1)−p(Xs)¿ 0. Then p(A+ ei(s+1))−p(A)=#|A| by (p3), (p2).
From this and Lemma 4 we obtain A+ ei(s+1) ∈ I0, which contradicts the choice of A.
So p(Xs+1)− p(Xs) = "s by (p2). It follows that p(X ) = p(A) +
∑k−1
s=|A| "s = p(0) +∑|A|−1
s=0 #s +
∑k−1
s=|A| "s by Lemma 4, as required.
Lemma 6. I0 is an integer polymatroid.
Proof. By (10) and Lemma 3, I0 is .nite and down-monotone. Let X ∈NI and A, B
be two bases of X . From Lemma 5 it follows that
∑|A|−1
s=0 #s+
∑|X |−1
s=|A| "s=
∑|B|−1
s=0 #s+∑|X |−1
s=|B| "s. Then |A|= |B| since #s ¿"s. This completes the proof.
Lemma 7. Suppose X ∈NI , A is a base of X , and i∈ I . Then A+ ei ∈ I0 if and only
if p(X + ei)¿p(X ).
Proof. Let A + ei ∈ I0. Then A + ei is a base of X + ei. Lemma 5 now yields
p(X + ei) − p(X ) = "|X | + #|A| − "|A|¿"|X | since #s ¿"s. So p(X + ei)¿p(X )
by (p2).
Let p(X +ei)¿p(X ). Then p(A+ei)¿p(A) by (p3). From this, (p2), and Lemma
4 it follows that A+ ei ∈ I0, as required.
Lemma 8. J (X ) ∩ I(Y − X ) = ∅ whenever X; Y ∈ I and |X |¡ |Y |.
Proof. Let A be a base of X and B be a base of Y .
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Case 1: |B|¿ |A|. Since I0 is an integer polymatroid, we have A+ ei ∈ I0 for some
i∈ I(B− A). The choice of A implies A6X and A+ ei  X . Then A(i) = X (i), and
so i∈ I(Y − X ). Also, p(X + ei)¿ 0 since p(X + ei)¿p(X ) by Lemma 7.
Case 2: |B|6 |A|. Suppose i∈ I(Y − X ) and p(X + ei)¡ 0. Then, using Lemma
5 and the relations "s ¡ 06 #s, we obtain p(Y )6p(0) +
∑|A|−1
s=0 #s +
∑|Y |−1
s=|A| "s6
p(X +ei)+
∑|Y |−1
s=|X |+1 "s6p(X +ei)¡ 0. This contradicts Y ∈ I, which implies p(X +
ei)¿ 0.
In both cases, we also have X + ei6Y 6C, and so X + ei ∈ I. Hence J (X )∩
I(Y − X ) = ∅, as required.
Proof of Theorem 5. By (10), I is .nite. Relation (p1) yields 0∈ I. From this and
Lemma 8 it follows that condition (7) of Theorem 4 holds and I=A(I). It remains to
verify (8). Suppose X 6Y , X ∈ I, Y ∈B(I), and i∈ J (X )\I(Y−X ). Then X (i)=Y (i)
and X + ei ∈ I. Hence, X ∈ B(I) and |X |¡ |Y |.
Note that for any j∈ I(Y −X ), the vectors Y + ei− ej and X + ej satisfy (10) since
(Y + ei − ej)(i) = (X + ei)(i)6C(i) and (X + ej)(j)6Y (j)6C(j). Then to verify
(8), it su-ces to .nd an element j∈ I(Y −X ) such that Y + ei− ej and X + ej satisfy
(9) only.
Let A be a base of X . Since I0 is an integer polymatroid, there exists B¿A, a base
of Y .
Case 1: A + ei ∈ I0. Suppose A = B. Then from Lemma 7 it follows that
p(Y + ei)¿p(Y )¿ 0. On the other hand, (Y + ei)(i) = (X + ei)(i)6C(i) since
X + ei ∈ I. Thus Y + ei ∈ I, which contradicts the choice of Y . Then A = B, |B|¿ |A|,
and so |B|¿ |A + ei|. From this and the property (3) of integer polymatroids, we
can construct some vector B′ ∈ I0 such that A + ei6B′6B + ei and |B′| = |B|. So
B′ = B+ ei − ej for some j∈ I . By the choice of A, we have A6X and A+ ei  X .
Then A(i)=X (i)=Y (i), and so A+ ei  Y , A+ ei  B. Hence B = B′, j∈ I(B−B′),
and then j∈ I(B− A).
Since I0 is down-monotone, we have A + ej ∈ I0. The choice of A implies A6X
and A+ ej  X . Then A(j) = X (j), and so j∈ I(Y − X ).
By Lemma 7, we have p(X + ei)¿p(X )¿ 0. Since Y + ei − ej¿B′, |B′| = |B|,
and #s¿ "s, we have p(Y + ei − ej)¿p(Y )¿ 0 by Lemma 5. Thus, Y + ei − ej and
X + ej satisfy (9).
Case 2: A + ei ∈ I0. Using Lemma 8, we can construct some vector Y ′ ∈ I such
that X + ei6Y ′6Y + ei and |Y ′| = |Y |. So Y ′ = Y + ei − ej for some j∈ I . Since
X + ei  Y , we have Y ′ = Y , j∈ I(Y − Y ′), and so j∈ I(Y − X ). It remains to show
that X + ej satis.es (9).
By Lemma 7 and (p2), we have p(X + ei) = p(X ) + "|X |. From this and (p2) it
follows that p(X + ej)¿p(X + ei), which implies p(X + ej)¿ 0. This completes the
proof.
References
[1] A.W.M. Dress, W. Terhalle, Well-layered maps—a class of greedily optimizable set functions, Appl.
Math. Lett. 8 (1995) 77–80.
V.V. Shenmaier /Discrete Applied Mathematics 133 (2004) 93–101 101
[2] J. Edmonds, Submodular functions, matroids, and certain polyhedra, in: R.K. Guy, H. Hanani, N. Sauer,
J. Schonheim (Eds.), Combinatorial Structures and their Applications, Gordon and Breach, New York,
1970, pp. 69–87.
[3] J. Edmonds, Matroids and the greedy algorithm, Math. Programming 1 (1971) 127–136.
[4] S. Fujishige, Submodular functions and optimization, Ann. Discrete Math. 47, (1991).
[5] N.I. Glebov, About one class of convex integer programs, in: Upravlyaemye Sistemy, Vol. 11,
Institute of Mathematics of Siberian Branch of Academy of Sciences of the USSR, Novosibirsk, 1973,
pp. 38–42 (in Russian).
[6] O. Goecke O, B. Korte, L. Lovasz, Examples and algorithmic properties of greedoids, in: B. Simeone
(Ed.), Lecture Notes in Mathematics, Vol. 1403, Combinatorial Optimization, Springer, Berlin, 1989,
pp. 113–161.
[7] R. Goetchel, Linear objective functions on certain classes of greedoids, Discrete Appl. Math. 14 (1986)
11–16.
[8] P. Helman, B. Moret, H. Shapiro, An exact characterization of greedy structures, SIAM J. Discrete Math.
6 (1993) 274–283.
[9] R. Rado, Note on independence functions, Proc. London Math. Soc. 7 (1957) 300–320.
