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Zusammenfassung
Im Rahmen der Satellitenmission Goce (Gravity Field and Steady-State Ocean Circulation Explorer), deren
Start fu¨r das Jahr 2007/2008 geplant ist, werden erstmalig mit Hilfe eines dreiachsigen Gradiometers die zweiten
Ableitungen des Gravitationspotentials V mit nahezu globaler Abdeckung gemessen. Die zweiten Ableitungen
des Gravitationspotentials bilden den Tensor V[ij], bezogen auf das Sto¨rpotential T ergibt sich der Tensor T[ij].
Ziel der vorliegenden Arbeit ist die Berechnung von Referenzwerten T[ij] fu¨r die Kalibrierung und Evaluierung
der Gradiometermessungen. Die ho¨chste Qualita¨t der Goce-Gradiometermessungen wird in einem spektral be-
grenzten Bereich (Messband) erreicht. Die angestrebte Genauigkeit der Hauptdiagonalelemente des Tensors von
1 bis 2mE im Ortsraum stellt hohe Anforderungen an die Qualita¨t der Referenzwerte. Es werden daher globa-
le Potentialmodelle mit terrestrischen Schwereanomalien, die in einem regionalen Gebiet vorliegen, kombiniert.
Die Berechnung der Tensorkomponenten erfolgt mit dem Integrationsverfahren mit spektraler Kombination der
Daten und der Kollokation nach kleinsten Quadraten. In beiden Verfahren wird die Remove-Restore-Technik
angewendet, um den langwelligen Signalanteil auf Basis des globalen Potentialmodells und den kurzwelligen Sig-
nalanteil auf Basis der residualen Topographie (Rtm-Reduktion) getrennt vom Restsignal in der Berechnung
modellieren zu ko¨nnen.
Die Abscha¨tzung der Varianz der Referenzwerte stellt einen wesentlichen Teil der Arbeit dar, ebenso die
detaillierte Analyse der Unterschiede und Gemeinsamkeiten beider Berechnungsverfahren im Hinblick auf eine
optimale Kombination der Eingangsdaten. Die Genauigkeitsanalyse erfolgt unter Beru¨cksichtigung des Rauschens
(korreliert und unkorreliert) und der ra¨umlichen Verteilung der Beobachtungen einerseits durch Bestimmung der
Varianz auf Basis von Gradvarianzen und mit Hilfe der Kollokation, andererseits durch die empirische Berechnung
der Varianz aus verbleibendem Rauschen in den Zielgro¨ßen unter Anwendung eines synthetischen Erdmodells.
Das im Rahmen dieser Arbeit entwickelte synthetische Erdmodell beinhaltet ein hochauﬂo¨sendes globales Poten-
tialmodell und ein digitales Gela¨ndemodell zur Modellierung der physikalischen und der geometrischen Figur der
Erde. Rauschen wird sowohl fu¨r ein abgeleitetes Potentialmodell simuliert, das in der Remove-Restore-Technik
eingesetzt wird, als auch fu¨r die synthetischen terrestrischen Beobachtungen.
Die Approximationsansa¨tze beider Berechnungsmethoden werden theoretisch und nummerisch verglichen. Zur
Auswertung des Integrationsverfahrens wird die schnelle Fourier-Transformation eingesetzt. Die Kollokation
wird einerseits auf einem Parallelrechner gelo¨st, andererseits erfolgt die Berechnung seriell, wenn die Kova-
rianzmatrix eine Block-Toeplitz-Struktur aufweist. Bei gleichen Startannahmen bezu¨glich der eingehenden
Datensa¨tze verbleiben zwischen beiden Methoden zwar Unterschiede in den resultierenden Gewichtsfaktoren der
Beobachtungen, diese ko¨nnen aber bei feiner Auﬂo¨sung (5′ bis 15′) der Beobachtungen, ausreichender Gebietsgro¨-
ße und bei vergleichbarer Modellierung des Rauschens vernachla¨ssigt werden. Alle Komponenten des Tensors T[ij]
werden auf Basis realer Daten in Zentral-Europa berechnet. Die realen Schwereanomalien liegen Rtm-reduziert
vor, als globales Potentialmodell wird das kombinierte Modell Eigen-gl04c bis zum spha¨risch-harmonischen
Grad 360 verwendet.
Die Ergebnisse zeigen, dass die Komponenten des Tensors T[ij] in der Bahnho¨he von Goce aus der Kombi-
nation aktueller globaler Potentialmodelle und Rtm-reduzierter terrestrischer Schwereanomalien mit einer Stan-
dardabweichung von 1 bis 2mE berechnet werden ko¨nnen. Die Auﬂo¨sung der terrestrischen Daten sollte etwa
5′ bis 15′ betragen. Das Rauschniveau sollte im Bereich von 1mgal (korreliert oder unkorreliert) liegen. Die
Berechnungspunkte mu¨ssen einen Abstand von etwa 3.5◦ vom Rand des regionalen Datengebietes einhalten. Die
Beru¨cksichtigung der individuellen Punktho¨he ist fu¨r Hochgebirgsregionen zu empfehlen. Auf Basis des syntheti-
schen Erdmodells wird gezeigt, dass fu¨r das verbleibende Rauschen der Referenzwerte unter diesen Randbedin-
gungen das innerhalb des Messbandes des Goce-Gradiometers geforderte Genauigkeitsniveau von 11mE/
√
Hz
eingehalten werden kann.
Schlagwo¨rter:
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Abstract
The Goce (Gravity Field and Steady-State Ocean Circulation Explorer) mission, planned to be launched
2007/2008, will be the ﬁrst satellite mission applying three-dimensional gradiometry in space. Second order
derivatives of the gravitational potential V will be measured globally, except for the polar gaps. The second
order derivatives of the gravitational potential build up the tensor V[ij], related to the disturbing potential T ,
resulting in the tensor T[ij]. The main objective of this thesis is the computation of reference values T[ij] for
calibration and evaluation of the gradiometer measurements. The highest accuracy of the Goce gradiometer is
reached in a limited spectral range (measurement bandwidth). The corresponding accuracy of 1 to 2mE in the
space domain required for the calibration of the main diagonal components of the tensor is a challenge for the
quality of the reference values. In order to reach the accuracy requirement, global potential models are combined
with terrestrial gravity data of a regional area. Integration methods with spectral weighting of the input data and
least squares collocation are applied for the computation of the reference values. The remove-restore technique is
used for modelling the long-wavelength parts from the global potential model and short wavelength parts from
the residual topography (Rtm reduction) separate from the remaining signal.
The central parts of the thesis are the estimation of the variance of the reference values and the detailed
analysis of diﬀerences and correspondences of both computation methods with regard to an optimal combination
of the input data. Uncorrelated as well as correlated noise and the spatial distribution of the observations
are considered in the accuracy analysis. On the one hand, the variance of the reference values is statistically
derived from degree variances applying spectral weights and from least squares collocation. On the other hand,
the variance is computed empirically based on remaining noise in the reference values derived from data of
a synthetic Earth model. The synthetic Earth model, developed within the scope of this thesis, describes the
physical and (part of) the geometrical ﬁgure of the Earth and consists of a high-resolution global potential model
and a digital elevation model. Simulated noise is applied to a deduced synthetic global potential model, which is
used in the remove-restore technique, as well as to the synthetic terrestrial data.
The approximation properties of both computation methods are theoretically and numerically compared. The
integration method is evaluated using the fast Fourier transformation. The least-squares collocation runs on
a parallel computer and on a serial computer when the covariance matrix has a block Toeplitz structure.
Diﬀerences between the methods remain in the resulting weighting factors for the observations, even if the
starting conditions are the same. But they can be neglected when high resolution terrestrial data (5′ up to 15′)
and a suﬃciently large area are used. All components of the tensor T[ij] are computed based on real data in
central Europe. The Rtm reduction is applied on the gravity anomalies, the Eigen-gl04c is used as global
potential model up to a spherical harmonic degree of 360.
The numerical results show that the components of the tensor T[ij] can be computed with an accuracy of 1
to 2mE at Goce altitude when combining recent global potential models with Rtm reduced terrestrial gravity
data. The resolution of the terrestrial data should be 5′ to 15′ and their noise level should reach about 1mgal
(correlated or uncorrelated). The computation points have to keep a distance of about 3.5◦ from the edges of
the regional observation area. Individual point heights should be considered in high mountain regions. Based on
the synthetic Earth model it is shown that under these conditions the remaining noise of the computed reference
values fall below the accuracy level of 11mE/
√
Hz required within the measurement bandwidth of the Goce
gradiometer.
keywords:
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1 Einleitung
1.1 Motivation und Zielsetzung
Die Bestimmung der geometrischen Erdﬁgur und des Erdschwerefeldes sind zentrale Aufgaben in der Geoda¨sie.
A¨hnlich den geometrischen Bezugssystemen dient das Schwerefeld als Referenz in der Geoda¨sie und anderen
Fachdisziplinen. So ist das Schwerefeld Grundlage fu¨r ein einheitliches Referenzsystem der physikalischen Ho¨hen.
In der Ozeanographie werden Stro¨mungsmodelle aus der Meeresoberﬂa¨chentopographie abgeleitet oder evaluiert;
die Meeresoberﬂa¨chentopographie wird aus der Diﬀerenz der mittleren Meeresoberﬂa¨che und dem Geoid als
eine ausgewa¨hlte A¨quipotentialﬂa¨che des Schwerefeldes berechnet. Die Schwerefeldbeobachtungen werden auch
in der Geophysik als zusa¨tzliche Messgro¨ße verwendet, die Analyse der Variation des Schwerefeldes im Hinblick
auf Massentransporte in der Erde ist aktueller Gegenstand der Forschung. Zur Verbesserung der Kenntnis des
globalen Erdschwerefeldes tragen derzeit aktuelle Satellitenmissionen bei.
Nach den zwei erfolgreichen SchwerefeldsatellitenmissionenChamp undGrace ist der Start der MissionGoce
fu¨r das Jahr 2007/2008 geplant. Ziel der Mission ist die Bestimmung des statischen Erdgravitationsfeldes bis zu
einer - gerade fu¨r Satellitenmissionen - sehr hohen Auﬂo¨sung von etwa 100 km auf der Erdoberﬂa¨che. Der lang-
wellige Signalanteil des Gravitationsfeldes wird durch Analyse der Satellitenbahnen bestimmt. Zur Messung des
mittelwelligen Signalanteils wird erstmalig ein dreiachsiges Gradiometer im Satelliten eingesetzt. U¨ber Beschleu-
nigungsdiﬀerenzen der sechs symmetrisch um den Massenmittelpunkt des Satelliten angeordneten Akzelerometer
werden die zweiten Ableitungen des Gravitationspotentials V gemessen, die den Gravitationstensor
∂2V (x, y, z)
∂i∂j
= V[ij] =

 Vxx Vxy VxzVyx Vyy Vyz
Vzx Vzy Vzz

 (1.1)
mit neun Komponenten Vij ergeben. Der Gravitationstensor ist symmetrisch und es gilt im massefreien Raum die
Laplace-Gleichung Vxx + Vyy + Vzz = 0. Deshalb entha¨lt der Tensor nur fu¨nf unabha¨ngige Komponenten. Das
Gradiometer wird zuna¨chst am Boden und dann im Orbit intern kalibriert. Um den Bezug zum Gravitationsfeld
der Erde mit der geforderten Genauigkeit zu gewa¨hrleisten, werden die Tensorkomponenten mit Hilfe von exter-
nen Daten kalibriert und evaluiert. In verschiedenen Arbeiten (Arabelos und Tscherning, 1995; Visser et al., 2000;
Koop et al., 2001b; Pail, 2002; Bouman et al., 2004; To´th et al., 2005; Arabelos et al., 2007) werden als externe
Daten Tensorkomponenten, die aus der Kombination von regional vorliegenden terrestrischen Schweredaten mit
aktuellen globalen Potentialmodellen berechnet werden, vorgeschlagen und verwendet. Die berechneten Tensor-
elemente werden als Referenz in den Kalibrierungs- oder Evaluierungsprozess eingefu¨hrt. Aufgrund der hohen
Genauigkeitsanforderung fu¨r Goce ist eine detaillierte Genauigkeitsabscha¨tzung der Referenzwerte erforderlich.
Diese Fragestellung gab den konkreten Anlass fu¨r die vorliegende Arbeit.
Zur Berechnung der Tensorkomponenten existieren zwei konkurrierende Verfahren: das Integrationsverfahren
mit spektraler Gewichtung und die Kollokation nach kleinsten Quadraten. Beide Verfahren werden in dieser
Arbeit zur Berechnung aller Komponenten des Tensors eingesetzt. Die Berechnung erfolgt auf Basis regional vor-
liegender terrestrischer Schwereanomalien in Kombination mit aktuellen globalen Potentialmodellen. Die Unter-
schiede und Gemeinsamkeiten beider Berechnungsverfahren werden detailliert im Hinblick auf eine optimale
Kombination der Eingangsdaten analysiert, die Approximationsansa¨tze werden theoretisch und nummerisch ver-
glichen. Zur Evaluierung der Ergebnisse beider Verfahren wird ein synthetisches Erdmodell verwendet, um die
Zielgro¨ßen mit exakten Sollwerten vergleichen zu ko¨nnen, wie es in Abb. 1.1 skizziert ist. In dieser Arbeit wird fu¨r
die synthetischen Beobachtungen Rauschen im Hinblick auf eine realita¨tsnahe Simulation erzeugt. Damit erlaubt
der Soll-Ist-Vergleich auf Basis der synthetischen Daten nicht nur eine formale U¨berpru¨fung der Rechenmetho-
den, sondern auch eine Bewertung hinsichtlich unterschiedlicher Testszenarien, in denen das Rauschniveau und
der Grad der Korrelation des Rauschens variiert wird. Ebenso wird die Auswirkung der Vernachla¨ssigung der
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Abbildung 1.1. Untersuchungskonzept zur Evaluierung der Methoden fu¨r die Berechnung des Tensors V[ij] in der Bahn-
ho¨he von Goce.
individuellen Punktho¨hen der Beobachtungen in der Modellierung analysiert. Durch den Vergleich der Berech-
nungsergebnisse mit den exakten synthetischen Zielgro¨ßen kann das verbleibende Rauschen abgeleitet und damit
die Varianzen der Zielgro¨ßen empirisch ermittelt werden. Diese Ergebnisse werden den Werten aus der statisti-
schen Bestimmung der Varianzen auf Basis spektral gewichteter Gradvarianzen und auf Basis der Kollokation
gegenu¨bergestellt. In der Genauigkeitsanalyse wird der Einﬂuss des Rauschens der Eingangsdaten, aber auch
der ra¨umlichen Verteilung (Auﬂo¨sung, Gebietsgro¨ße) der terrestrischen Daten auf die Varianzen der Zielgro¨ßen
untersucht. Mit Hilfe der synthetischen Daten gelingt außerdem eine spektrale Untersuchung des verbleibenden
Rauschens in den Referenzwerten. Dies ist von besonderem Interesse, da die hohe Qualita¨t der Gradiometermes-
sungen bei Goce nur in einem begrenzten spektralen Bereich erreicht wird und u¨berpru¨ft werden muss, ob die
Referenzwerte dieser Genauigkeitsanforderung entsprechen ko¨nnen.
Schließlich werden die Methoden auf reale Daten angewendet und alle Komponenten des Tensors (1.1) in der
Bahnho¨he von Goce berechnet. Die Ergebnisse der beiden Berechnungsmethoden werden verglichen.
1.2 Gliederung der Arbeit
In Kapitel 2 werden die grundlegenden Begriﬀe und Zusammenha¨nge aus der physikalischen Geoda¨sie, der statisti-
schen Grundlagen und der Satellitengradiometrie erla¨utert. Die anzustrebende Genauigkeit fu¨r die Referenzwerte
des Tensors im Orts- und im Frequenzbereich wird am Ende des Kapitels diskutiert.
Kapitel 3 beschreibt die Grundlagen der eingesetzten Verfahren: das Integrationsverfahren mit spektraler Ge-
wichtung und die Kollokation nach kleinsten Quadraten. Dabei werden die erforderlichen Reduktionen (Gravita-
tionseﬀekt der Atmospha¨re und der Topographie) besprochen, ebenso der Einsatz der Remove-Restore-Technik,
um die lang- und kurzwelligen Signalanteile getrennt vom Restsignal, dem residualen Signal, zu behandeln. Die
Modellierung des residualen Signals mit Hilfe der genannten Verfahren wird detailliert beschrieben, ebenso die
zugeho¨rige Bestimmung der Varianzen der Zielgro¨ßen.
Ein Literaturu¨berblick zu den Kerngebieten der Arbeit, der Kombination globaler Potentialmodelle und ter-
restrischer Schweredaten fu¨r die Berechnung der Tensorkomponenten in Satellitenbahnho¨he und der Verwendung
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synthetischer Modelle zur Methodenevaluierung, wird in Kapitel 4 gegeben. Die Beschreibung der Grundlagen
der Berechnungsverfahren aus Kapitel 3 sind diesem Kapitel vorangestellt, um hier auf spezielle Aspekte der Be-
rechnungsmethoden zur Unterscheidung und Abgrenzung der verschiedenen Untersuchungen aus der Literatur
eingehen zu ko¨nnen. Die in der vorliegenden Arbeit vorgenommenen Fortfu¨hrungen und Erweiterungen werden
herausgearbeitet.
In Kapitel 5 wird die Berechnung der residualen Tensorkomponenten fu¨r beide Verfahren erla¨utert. Im Inte-
grationsverfahren wird ein stochastisch motivierter Ansatz zur Berechnung der spektralen Gewichte angewendet.
Spezielle Aspekte beider Verfahren bezu¨glich der Gewichtung der Eingangsdaten bei regionaler Auswertung
werden diskutiert. Abschließend wird auf Unterschiede in der Behandlung von Punkt- und Blockmittelwerten
eingegangen.
Ein detaillierter Vergleich der Approximationsansa¨tze der eingesetzten Berechnungsmethoden erfolgt in
Kapitel 6. Dabei wird einerseits von kontinuierlich und global vorliegenden, andererseits von diskret und regional
begrenzt gegebenen Beobachtungen ausgegangen.
Der Aufbau des synthetischen Erdmodells wird in Kapitel 7 dargestellt. Die Erzeugung des Rauschens fu¨r das
globale Potentialmodell und fu¨r die terrestrischen Beobachtungen wird erla¨utert. Detailliert wird auf den Ansatz
zur Berechnung von korreliertem Rauschen fu¨r zweidimensionale Daten auf der Kugel eingegangen. Das Kapitel
schließt mit der Beschreibung der in der Arbeit eingesetzten Testdatensa¨tze, die sich bezu¨glich der Auﬂo¨sung
und des Rauschens unterscheiden.
Aspekte zur Implementierung der Berechnungsmethoden werden in Kapitel 8 behandelt. Das Integrations-
verfahren wird mit Hilfe der schnellen Fourier-Transformation eﬃzient umgesetzt. Fu¨r die Auswertung der
Kollokation wurden zwei Implementierungen realisiert. Zur Beru¨cksichtigung der individuellen Punktho¨he der
Beobachtungen erfolgt die Auswertung auf einem Parallelrechner. Wird die Punktho¨he vernachla¨ssigt, ist eine
serielle Berechnung durch Ausnutzung besonderer Matrixstrukturen (Block-Toeplitz) mo¨glich.
Die nummerischen Ergebnisse der Genauigkeitsanalyse werden in Kapitel 9 diskutiert. Es wird auf die Scha¨t-
zung der Parameter lokaler Kovarianzfunktionen zur Anwendung in der Kollokation und auf die spektralen
Gewichte des Integrationsverfahrens eingegangen. Es folgen die Ergebnisse aus der statistischen Bestimmung der
Varianzen fu¨r die Zielgro¨ßen auf Basis der spektral gewichteten Gradvarianzen und auf Basis der Kollokation.
Anschließend werden die Ergebnisse aus den synthetischen Daten analysiert und die Resultate beider Berech-
nungsverfahren werden verglichen. Das verbleibende Rauschen wird im Frequenzraum analysiert. Die empirisch
ermittelten Varianzen werden den Werten aus der statistischen Bestimmung gegenu¨bergestellt.
Im Kapitel 10 erfolgt die Berechnung aller Tensorkomponenten auf Basis realer Daten. Es werden auch hier
beide Verfahren eingesetzt und die Auswirkung der Vernachla¨ssigung der Punktho¨he der Beobachtungen wird
nummerisch bewertet.
Eine Zusammenfassung der Arbeit und einen Ausblick gibt Kapitel 11.
2 Grundlagen
In diesem Kapitel werden die in dieser Arbeit verwendeten Begriﬀe und Zusammenha¨nge aus dem Bereich der
physikalischen Geoda¨sie (Abschnitt 2.1) und der Statistik (Abschnitt 2.2) eingefu¨hrt. Die statistischen Grundla-
gen werden bei der Rauschgenerierung und bei der Erla¨uterung der Verfahren zur Berechnung des Gravitations-
tensors verwendet. Im Abschnitt 2.3 wird kurz auf die Satellitengradiometrie und die aktuelle Satellitenmission
Goce eingegangen.
2.1 Grundlagen der physikalischen Geoda¨sie
Grundlegende Begriﬀe und Zusammenha¨nge zur Modellierung des Schwerefeldes der Erde werden in diesem
Abschnitt beschrieben. Das Normalschwerefeld wird als Bezug fu¨r die Sto¨rgro¨ßen des Schwerefeldes eingefu¨hrt,
die Kugelfunktionsentwicklungen der fu¨r diese Arbeit relevanten Funktionale werden angegeben. Die Berechnung
von Blockmittelwerten auf Basis von Punktwerten wird erla¨utert.
2.1.1 Schwerefeld der Erde
Im Schwerefeld der Erde sind Massen in Punkten der Erdoberﬂa¨che der Gravitationskraft der Erdmassen und
der Zentrifugalkraft der Erdrotation unterworfen. In Raumpunkten, die nicht an der Erdrotation teilnehmen,
wirkt nur die Gravitation. Das Schwerepotential W der Erde setzt sich aus dem Gravitationspotential V des
Erdko¨rpers (einschließlich der Ozean- und Eismassen), dem Gravitationspotential VA der Atmospha¨re und dem
Zentrifugalpotential Z zusammen:
W = V + VA + Z . (2.1)
Es wird im Weiteren davon ausgegangen, dass der Eﬀekt der Atmospha¨renmassen (ca. 10−6 der Erdmassen,
Torge, 2001, S. 51) reduziert ist und so keine Massen außerhalb der Erd- bzw. Ozeanoberﬂa¨che der Erde, die
als Randﬂa¨chen betrachtet werden, vorhanden sind. Die Reduktion wird in Abschnitt 3.2 beschrieben. Es wird
außerdem vorausgesetzt, dass die Schwerebeobachtungen um Gezeiteneﬀekte von Sonne und Mond und andere
zeitabha¨ngige Variationen (z. B. des Luftdrucks) korrigiert sind und die Beobachtungen als zeitunabha¨ngig be-
trachtet werden ko¨nnen. Die Gro¨ßenordnung der Korrekturen liegt im Bereich 10−7W (Torge, 2001). Neben der
Reduktion des zeitabha¨ngigen Gezeiteneﬀekts wird auch ein zeitunabha¨ngiger (permanenter) Gezeiteneinﬂuss
reduziert. Sonne und Mond u¨ben einen permanenten Attraktionseinﬂuss (direkter Eﬀekt) und einen permanen-
ten Deformationseinﬂuss (indirekter Eﬀekt) auf die Erde aus. Derzeit werden drei verschiedene Methoden zur
Reduktion verwendet. Sie unterscheiden sich in der Beru¨cksichtung des direkten und indirekten Eﬀektes. Der
Bezug ist jeweils ein mittleres (mean-tide), gezeitenfreies (tide-free) oder Null- (zero-tide) Geoid, vgl. (Torge,
2001, S. 77). Weiter wird angenommen, dass die Erde ein starrer Ko¨rper ist, der mit einer konstanten und bekann-
ten Rotationsgeschwindigkeit um eine feste Achse rotiert, die durch den Massenmittelpunkt der Erde verla¨uft
(Moritz, 1980, S. 330).
Auf einer Niveau- oder A¨quipotentialﬂa¨che ist das Schwerepotential W konstant. Ziel der physikalischen Geo-
da¨sie ist die Bestimmung derjenigen Niveauﬂa¨che, die die Ozeane im Ruhezustand ausbilden wu¨rden, wenn sie als
homogene Flu¨ssigkeit nur der Schwerkraft unterworfen und durch ein System kommunizierender Ro¨hren unter
den Kontinenten verbunden wa¨ren (Torge, 2001, S. 76). Diese “mathematische Figur der Erde” (C. F. Gauß)
wird nach J. B. Listing als “Geoid” bezeichnet und ihrer Fla¨che wird der Potentialwert W = W0 zugeordnet.
In der Geoda¨sie und Ozeanographie dient das Geoid als Ho¨henreferenz. Aufgrund der zeitlichen Variationen,
permanenter Gezeiteneinﬂu¨sse und des Einﬂusses nicht-gravitativer Kra¨fte auf die Ozeane (Wenzel, 1985) ist die
Deﬁnition von W0 nicht eindeutig und eine einheitliche Handhabung hat sich noch nicht durchgesetzt, s. a. (Heck
und Rummel, 1990; Heck, 2004; Bursa et al., 2004; Roland, 2005).
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Das Gravitationspotential V der Erde la¨sst sich nach dem Newtonschen Gravitationsgesetz durch ein Massen-
integral beschreiben:
V = G
∫∫∫
Erde
dm
d
. (2.2)
Dabei ist G = 6.672 · 10−11m3kg−1s−2 die Gravitationskonstante und d der Abstand zwischen dem Berech-
nungspunkt und dem diﬀerentiellen Massenelement dm. Im massefreien Außenraum des Erdko¨rpers gilt fu¨r das
Gravitationspotential die Laplace-Gleichung
∆V =
∂2V
∂x2
+
∂2V
∂y2
+
∂2V
∂z2
= 0 , (2.3)
mit den kartesischen Koordinaten x, y und z (z. B. Heiskanen und Moritz, 1967, S. 5). Lo¨sungen der Laplace-
Gleichung heißen harmonische Funktionen. Zur Approximation des Gravitationspotentials im Außenraum werden
daher harmonische Basisfunktionen eingesetzt (vgl. Abschnitt 6.1). Außerdem ist das Potential V regula¨r im
Unendlichen (Sigl, 1985).
Das durch die Erdrotation verursachte Zentrifugalpotential
Z =
ω2
2
p2 (2.4)
ist abha¨ngig von der Winkelgeschwindigkeit ω und dem Abstand p des Berechnungspunktes von der Erdrotati-
onsachse. Es ist keine harmonische Funktion.
Aufgrund der unbekannten Massenverteilung der Erde kann das Gravitationspotential nicht mit Gleichung
(2.2) bestimmt werden. Gelingt jedoch eine Trennung von Gravitations- und Zentrifugalpotential, la¨sst sich die
harmonische Funktion V als konvergierende Reihenentwicklung in spha¨risch-harmonische Funktionen (Kugel-
funktionen) darstellen (Torge, 2001, S. 66). Die Kugelfunktionsentwicklung (Torge, 2001, S. 70)
V (θ, λ, r) =
GM
r
∞∑
n=0
(a
r
)n n∑
m=0
[a¯nmR¯nm(θ, λ) + b¯nmS¯nm(θ, λ)] , (2.5)
R¯n0(θ, λ) =
√
2n + 1Rn0(θ, λ) =
√
2n + 1Pn(cos θ) ,{
R¯nm(θ, λ)
S¯nm(θ, λ)
}
=
√
2(2n + 1)
(n−m)!
(n + m)!
{
Rnm(θ, λ)
Snm(θ, λ)
}
,
R¯nm(θ, λ) = P¯nm(cos θ) cos(mλ)
S¯nm(θ, λ) = P¯nm(cos θ) sin(mλ) (2.6)
eines Punktes mit den Kugelkoordinaten θ (spha¨rische Poldistanz), λ (geographische La¨nge) und r (Radius)
stellt als harmonische Funktion eine spezielle Lo¨sung der Laplace-Gleichung (2.3) dar. Der Querstrich in den
Bezeichnungen kennzeichnet die u¨bliche Normierung der Koeﬃzienten und Funktionen. Die Funktionen R¯nm
und S¯nm aus (2.6) werden als (normierte) Kugelﬂa¨chenfunktionen bezeichnet, P¯nm sind dabei die (normierten)
zugeordneten Kugelfunktionen 1. Art oder Legendre-Funktionen mit dem Grad n und der Ordnung m. Die
(normierten) harmonischen Koeﬃzienten a¯nm und b¯nm sind die Amplituden der auf Basis der Kugelﬂa¨chenfunk-
tionen dargestellten spektralen Anteile des Gravitationspotentials. Eine Zusammenstellung dieser Koeﬃzienten
und der Konstanten GM und a wird als globales Potentialmodell (Gpm) bezeichnet. Die Konstante a kann
zuna¨chst willku¨rlich gewa¨hlt werden und wird im Allgemeinen mit dem Wert der großen Halbachse eines Erd-
ellipsoids belegt. Wird der Ursprung des Koordinatensystems in den Massenmittelpunkt der Erde gelegt, entfallen
die harmonischen Koeﬃzienten ersten Grades. Die Kugelfunktionsentwicklung (2.5) konvergiert außerhalb einer
Kugel mit dem Radius r = a, also einer den Erdko¨rper gerade einschließenden Kugel (Brillouin-Kugel). Nach
dem Runge-Krarup-Theorem kann aber in der praktischen Anwendung eine Entwicklung von V mit Konver-
genz im Bereich zwischen der Erdoberﬂa¨che und der Brillouin-Kugel verwendet werden, die eine beliebig gute
Anna¨herung an das tatsa¨chliche Außenraumpotential darstellt (Torge, 2001, S. 72). Die Entwicklung des Gravi-
tationsfeldes nach Kugelﬂa¨chenfunktionen entspricht einer spektralen Zerlegung des Signals in dem beschra¨nkten
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Deﬁnitionsbereich der Kugeloberﬂa¨che. Das Spektrum ist kein kontinuierliches, sondern ein Linienspektrum (Mei-
er und Keller, 1990, S. 108) und besteht aus einer la¨ngsten Welle und deren Oberwellen mit Wellenla¨ngen von
etwa
WL ≈ 360◦/n , (2.7)
entsprechend einer Auﬂo¨sung von etwa (Torge, 2001, S. 74)
A =
WL
2
≈ 180◦/n . (2.8)
Streng gelten die Beziehungen (2.7) und (2.8) nur eindimensional auf einem Kreis.
Der Vektor der Schwerebeschleunigung g ergibt sich als Gradient des Schwerepotentials W zu
g = grad(W ) . (2.9)
Die Richtung des Vektors g gibt die lokale Lotrichtung an, sein Betrag g =| g | die Schwereintensita¨t, die auch
als Schwere bezeichnet wird. Die Schwere ist die typische Messgro¨ße terrestrischer Schwerefeldbestimmungen,
ihre SI-Einheit ist m/s2, in der Praxis ist die Einheit gal noch gebra¨uchlich (1 mgal = 10−5 m/s2).
Neben den terrestrischen Schweremessungen sind fu¨r diese Arbeit die per Satellitengradiometrie beobachtbaren
Schwerefelddaten von Interesse. Mit einem Gradiometer werden die zweiten Ableitungen
V[ij] = grad(grad(V )) =
∂2V
∂i∂j
=

 Vxx Vxy VxzVyx Vyy Vyz
Vzx Vzy Vzz

 (2.10)
des Gravitationspotentials V bestimmt. Das Zentrifugalpotential der Erde entfa¨llt, da die Satelliten nicht an der
Erdrotation teilnehmen. Als Bezugssystem wird im Folgenden ein lokales Koordinatensystem mit den Achsaus-
richtungen x nach Norden, y nach Osten und z radial nach außen gewa¨hlt. Die Matrix V[ij] wird als Gravita-
tionstensor bezeichnet (Rummel, 1985). In der genannten Orientierung wird fu¨r die Komponente Vzz ha¨uﬁg der
Begriﬀ vertikaler oder radialer Gradient verwendet (Torge, 2001, S. 63). Das Gravitationspotential V und seine
ersten und zweiten Ableitungen sind im massefreien Außenraum stetig, der Gravitationstensor V[ij] ist symme-
trisch (Torge, 2001, S. 56). Da außerdem im massefreien Außenraum die Laplacesche Diﬀerentialgleichung (2.3)
gilt, verbleiben lediglich fu¨nf unabha¨ngige Elemente im Tensor V[ij]. Die SI-Einheit der Tensorelemente ist s
−2,
gebra¨ulich ist hier die Einheit Eo¨tvo¨s (1 E = 10−9 s−2).
2.1.2 Normalschwerefeld
Um die im Allgemeinen nichtlinearen Beziehungen zwischen Schwerefeldbeobachtungen und dem Schwerepo-
tential W zu linearisieren, wird als Referenz fu¨r das Erdschwerefeld ein Normalschwerepotential U eingefu¨hrt
(Torge, 2001, S. 214). Hierzu werden neben den geometrischen Gro¨ßen a (große Halbachse) und f (Abplattung)
eines Bezugsellipsoids die physikalischen Parameter GM (geozentrische Gravitationskonstante) und ω (Rota-
tionsgeschwindigkeit) eingefu¨hrt. In Kombination mit der Forderung, dass die Oberﬂa¨che des Bezugsellipsoids
eine Niveauﬂa¨che mit konstantem Potential sei, legen diese vier Parameter nach dem Theorem von Stokes
(z. B. Heiskanen und Moritz, 1967, S. 17) das Schwerepotential im Außenraum des Ellipsoids eindeutig fest. Das
Normalschwerefeld kann nach der Theorie von Pizzetti und Somigliana (Torge, 2001, S. 103) geschlossen
dargestellt werden.
Die Aufteilung des Normalschwerefeldes in einen Gravitations- und Zentrifugalpotentialanteil erfolgt analog
zu (2.1) als
U = V N + ZN . (2.11)
Ebenso gilt im Außenraum des Bezugsellipsoids fu¨r das dort harmonische Normalgravitationspotential V N die
Laplace-Gleichung (2.3). Das Gravitationspotential V N la¨sst sich neben der geschlossenen Darstellung (z. B.
Heiskanen und Moritz, 1967, S. 64-71) auch mit Hilfe einer Kugelfunktionsentwicklung entsprechend (2.5) als
V N (θ, λ, r) =
GMN
r
∞∑
n=0
(
aN
r
)n n∑
m=0
[a¯NnmR¯nm(θ, λ) + b¯
N
nmS¯nm(θ, λ)] (2.12)
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beschreiben. Die geozentrische Gravitationskonstante GMN schließt die Masse der Atmospha¨re mit ein (Torge,
2001, S. 116). Das Normalgravitationsfeld V N ist rotationssymmetrisch und symmetrisch zur A¨quatorebene,
daher entfallen in der Entwicklung (2.12) sowohl die tesseralen (0 < m < n) und sektoriellen (m = n) als
auch die ungeraden zonalen (m = 0, n ungerade) harmonischen Koeﬃzienten, die harmonischen Koeﬃzienten
a¯Nn0 mit geradem n verbleiben. Aufgrund der Wahl des Rotationsellipsoids als einer geometrisch sehr einfach zu
beschreibenden Niveauﬂa¨che kann die Kugelfunktionsentwicklung zur Darstellung des Gravitationspotentials V N
bei sehr niedrigen Graden (z. B. Grad 10) abgebrochen werden.
Analog zu (2.9) gilt
γ = grad U (2.13)
fu¨r den Vektor γ der Normalschwerebeschleunigung, sein Betrag γ =| γ | wird als Normalschwere bezeichnet.
Derzeit werden von der Internationalen Assoziation fu¨r Geoda¨sie (Iag) die Parameter des Referenzsystems
Grs80 (Geodetic Reference System 1980) zur Beschreibung des Normalschwerefeldes empfohlen (Moritz, 2000).
2.1.3 Sto¨rgro¨ßen des Schwerefeldes
Als Sto¨rgro¨ßen des Schwerefeldes werden Abweichungen zwischen Schwerefeldfunktionalen des tatsa¨chlichen
Schwerefeldes und des in Abschnitt 2.1.2 eingefu¨hrten Normalschwerefeldes bezeichnet. Die Sto¨rgro¨ßen sind
sehr viel kleiner als die urspru¨nglichen Gro¨ßen, daher ko¨nnen die Beziehungen zwischen ihnen linear formuliert
werden (Heiskanen und Moritz, 1967, S. 64). Außerdem ko¨nnen auf Basis der Sto¨rgro¨ßen statistische Methoden
zur Modellierung des Schwerefeldes eingefu¨hrt werden.
Die Rotationsgeschwindigkeit ω der Erde ist mit hoher Genauigkeit aus Messungen bekannt (Torge, 2001,
S. 214). Deswegen wird angenommen, dass die Zentrifugalanteile (Z) des tatsa¨chlichen Schwerefeldes und (ZN)
des Normalschwerefeldes praktisch identisch sind. Die Diﬀerenz zwischen dem tatsa¨chlichen Schwerepotential W
der Erde in einem Punkt P und dem Normalpotential U im selben Punkt ist das Sto¨rpotential
TP = WP − UP , (2.14)
das die Laplace-Gleichung (2.3) im Außenraum erfu¨llt. Aus diesem Grund la¨sst sich das Sto¨rpotential als
Kugelfunktionsentwicklung schreiben. Unter der Annahme, dass die Masse der Erde und des Normalfeldes sich
entsprechen1 und dass der Nullpunkt des Koordinatensystems im Massenmittelpunkt liegt, entfallen die Terme
nullten und ersten Grades dieser Entwicklung. Wird Gleichung (2.5) und (2.12) in Gleichung (2.14) eingesetzt
und bezeichnet man die spha¨risch-harmonischen Koeﬃzienten des Sto¨rpotentials mit
∆a¯nm =
(
GM
GMN
)( a
aN
)n
a¯nm − a¯Nnm und ∆b¯nm =
(
GM
GMN
)( a
aN
)n
b¯nm , (2.15)
ergibt sich fu¨r das Sto¨rpotential:
T (θ, λ, r) =
GM
r
∞∑
n=2
(a
r
)n n∑
m=0
[∆a¯nmR¯nm(θ, λ) + ∆b¯nmS¯nm(θ, λ)] (2.16a)
bzw.
T (θ, λ, r) =
GM
a
∞∑
n=2
(a
r
)n+1 n∑
m=0
[∆a¯nmR¯nm(θ, λ) + ∆b¯nmS¯nm(θ, λ)] . (2.16b)
Basierend auf dem Sto¨rpotential werden verschiedene Funktionale deﬁniert. Zur Berechnung der ersten Ablei-
tung des Sto¨rpotentials, dem Schweresto¨rungsvektor, nach
δgP = grad(TP ) = gP − γP (2.17)
mu¨ssen die Koordinaten θP , λP und rp des Punktes P im globalen Referenzsystem bekannt sein. Dies konnte,
insbesondere in der Zeit vor der Einfu¨hrung globaler Satellitenpositionierungssysteme, fu¨r die ellipsoidische Ho¨he
hp und damit fu¨r den Radius rP nicht vorausgesetzt werden. Fu¨r eine große Zahl von Schwerebeobachtungen
1Der Eﬀekt des Massenunterschiedes ∆GM = GM − GMN kann andernfalls als ∆GM/r in (2.16a) korrigiert werden.
Bei Vernachla¨ssigung bezieht sich das Sto¨rpotential auf ein mittleres Erdellipsoid mit unbekannten Parametern, vgl.
(Wenzel, 1985, S. 20).
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Abbildung 2.1. Ho¨henbezugsﬂa¨chen zur Festlegung
der Normalho¨he HN , der Ho¨henanomalie ζ bzw. der
Geoidho¨he ζ0 (= N0) und der ellipsoidischen Ho¨he h.
liegt keine Information u¨ber die ellipsoidische aber u¨ber eine physikalische Punktho¨he (z. B. Normalho¨he) vor.
Anstelle des Bezugspunktes P wird daher fu¨r die Normalschweregro¨ßen ein neuer Bezugspunkt Q deﬁniert. Der
Punkt Q liegt auf der Ellipsoidnormalen, die durch den Punkt P geht, und erfu¨llt die Bedingung UQ = WP (Heck,
1987, S. 304; Heiskanen und Moritz, 1967, S. 246). Alle Punkte Q bilden die Fla¨che des Telluroids, vgl. Abb. 2.1.
Der Abstand vom Telluroid zu dem Oberﬂa¨chenpunkt P wird als Ho¨henanomalie ζ bezeichnet, der Abstand zum
Referenzellipsoid als Normalho¨he HN . Die Normalho¨he HN kann aus der Kombination von nivellierten Ho¨hen
und Schwerewerten bestimmt werden und gibt die gesuchte Ho¨he des Punktes Q an. Wenn das Potential W in
jedem Punkt mit dem Normalpotential U u¨bereinstimmen wu¨rde, dann wa¨re das Telluroid mit der physischen
Erdoberﬂa¨che identisch (Heiskanen und Moritz, 1967, S. 293). Die Ho¨henanomalie ergibt sich aus der Diﬀerenz
der ellipsoidischen und der Normalho¨he des Punktes P (Heck, 1987, S. 323; Torge, 2001, S. 216):
ζP = hP −HNP . (2.18)
Die Bezugsﬂa¨che, die sich ergibt, wenn von Punkten P der Erdoberﬂa¨che die Normalho¨he HNP nach unten
abgetragen wird, wird als Quasigeoid bezeichnet und die Ho¨henanomalie ζP daher auch als Quasigeoidho¨he.
Die Verbindung zwischen der Quasigeoidho¨he ζP und dem Sto¨rpotential TP ist (nach Linearisierung) u¨ber das
Theorem von Bruns
ζP =
TP
γQ
(2.19)
gegeben (Torge, 2001, S. 257). Liegt der Punkt P = P0 auf dem Geoid und hat daher das Potential W = W0,
folgt aus (2.19) fu¨r die Geoidho¨he NP0
ζP0 = NP0 =
TP0
γQ0
. (2.20)
Die Normalschwere γQ0 bezieht sich auf die Ellipsoidoberﬂa¨che, fu¨r die entsprechend die Beziehung U0 = W0
gilt2. Die Massen zwischen Geoid und Erdoberﬂa¨che sind zur Fortsetzung des Sto¨rpotentials und seiner Funk-
tionale zum Geoid zu reduzieren, da andernfalls die Laplace-Gleichung ungu¨ltig wa¨re. Dazu ist neben der
Festlegung einer geeigneten Reduktion eine Hypothese u¨ber die Dichte dieser Massen aufzustellen. Um dies zu
vermeiden, wird ha¨uﬁg das Quasigeoid (2.19) bestimmt, das ohne Fortsetzung der Sto¨rgro¨ßen nach unten aus-
kommt. Die Diﬀerenz zwischen Quasigeoid und Geoid kann mit Hilfe der Bouguer-Anomalie ∆gB abgescha¨tzt
werden (Torge, 2001, S. 292), die durch Reduktion topographischer Massen aus der im Folgenden einzufu¨hrenden
Schwereanomalie ∆gP abgeleitet wird.
Nach Einfu¨hrung des Telluroids u¨ber den Bezugspunkt Q wird analog zum Schweresto¨rungsvektor δgP der
Schwereanomalievektor
∆gP = gP − γQ (2.21)
als Sto¨rgro¨ße deﬁniert.
2An dieser Stelle wird deutlich, dass eine Vera¨nderung der Geoidfestlegung u¨ber W0 eine Auswirkung auf das Sto¨rpotential
und seine Funktionale hat. Dies wird in dieser Arbeit nicht weiter betrachtet. Eine Abweichung zwischen U0 und W0
kann als Korrektur in der Berechnung der Funktionale beru¨cksichtigt werden, z. B. bei der Geoidberechnung (Roland,
2005, S. 10). Fu¨r die praktische Festlegung von W0 existieren verschiedene Lo¨sungsansa¨tze, s. a. (Heck und Rummel,
1990; Bursa et al., 2004).
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Die Diﬀerenz der Betra¨ge der Schwerebeschleunigungen wird als (skalare) Schwereanomalie
∆gP = gp − γQ = −
(
∂T
∂n
)
P
+
1
γQ
(
∂γ
∂n¯
)
Q
TP (2.22)
bezeichnet, wobei n die Normale auf WP und n¯ die Normale auf UQ ist (Torge, 2001, S. 259). In (Heck, 1990) ist
dargestellt, welche Fehlereinﬂu¨sse in die praktische Berechnung der Schwereanomalie einﬂießen. La¨sst man eine
spha¨rische Na¨herung
∂
∂n
=
∂
∂r
und
∂γ
∂n¯
=
∂γ
∂r
= −2γ
r
(2.23)
durch Vernachla¨ssigung der Exzentrizita¨t des Ellipsoids in (2.22) zu, gilt
∆gP = −
(
∂T
∂r
)
P
− 2
r
TP . (2.24)
Diese Beziehung wird als Fundamentalgleichung der physikalischen Geoda¨sie bezeichnet. Da in (2.24) die Ex-
zentrizita¨t des Ellipsoids vernachla¨ssigt wurde, treten relative Fehler in der Gro¨ßenordnung der Abplattung
von 0.3 % auf. Dieser Fehler kann bei heutigen Genauigkeitsanforderungen nur vernachla¨ssigt werden, wenn
sich die Schwereanomalie auf ein hochauﬂo¨sendes Kugelfunktionsmodell anstelle des Somigliana-Pizzetti-
Normalpotentials bezieht. Der Referenzwert aus dem Kugelfunktionsmodell muss dann in ellipsoidischer Na¨he-
rung, vgl. Abschnitt 2.1.4, berechnet werden.
In dieser Arbeit werden die Komponenten des Gravitationstensors (2.10) bestimmt. Bezogen auf das Sto¨rpo-
tential gilt hier fu¨r das in Abschnitt 2.1.1 eingefu¨hrte lokale Koordinatensystem entsprechend, ohne Einfu¨hrung
einer spha¨rischen Na¨herung,
W[ij]P − U[ij]P = V[ij]P − V N[ij]P = T[ij]P = grad(grad(TP )) =
(
∂2T
∂i∂j
)
P
=

 Txx Txy TxzTyx Tyy Tyz
Tzx Tzy Tzz


P
. (2.25)
2.1.4 Kugelfunktionsentwicklung der relevanten Funktionale
Die Schwereanomalie ∆g und der Tensor T[ij] sind fu¨r diese Arbeit von Interesse. Die Kugelfunktionsentwicklung
dieser beiden Funktionale des Sto¨rpotentials T ergibt sich aus der Anwendung der Beziehungen (2.22) bzw. (2.25)
auf die Reihenentwicklung (2.16a). Fu¨r die Untersuchungen in dieser Arbeit wird die Schwereanomalie auf Basis
von ellipsoidischen Na¨herungen (1.Ordnung), wie sie in (Wenzel, 1985) angegeben sind, berechnet:
∆g(θP , λP , rP ) =
GM
r2P
{ ∞∑
n=2
(
a
rP
)n n∑
m=0
(∆a¯nm cos(mλp) + ∆b¯nm sin(mλP ))
[(
rp
γQ
(
∂γ
∂h
)
Q
+ (n + 1) sin(ϕQ + θP )
)
P¯nm(cos θP )− cos(ϕQ + θP )dP¯nm(cos θP )
dθ
]}
. (2.26)
Neben den Kugelkoordinaten θP , λP und rP des Berechnungspunktes P ist die ellipsoidische Breite ϕQ des
Punktes Q erforderlich. Der Gradient ∂γ
∂h
der Normalschwere kann nach (Wenzel, 1985, S. 19, 20) in Form von
Reihenentwicklungen berechnet werden. Rekursionsformeln fu¨r die normierten Kugelfunktionen P¯nm und ihre
Ableitungen sind in (Wenzel, 1985) angegeben. Die der Fundamentalgleichung (2.24) ensprechende spha¨rische
Na¨herung ergibt sich aus (2.26) mit sin(ϕQ+θP ) ≈ 1, cos(ϕQ+θP ) ≈ 0 und
(
∂γ
∂h
)
≈ − 2γ
r
. Dann gilt die einfache
Beziehung zwischen den Kugelﬂa¨chenfunktionen des Sto¨rpotentials
Tn(θp, λP , rP ) =
GM
a
(
a
rP
)n+1 n∑
m=0
[∆a¯nmR¯nm(θP , λP ) + ∆b¯nmS¯nm(θP , λP )] (2.27)
und der spha¨risch-harmonischen Entwicklung der Schwereanomalien
∆g(θP , λP , rP ) =
∞∑
n=2
∆gn(θP , λP , rP ) (2.28)
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mit
∆gn(θP , λP , rP ) =
(
1
rp
(n + 1)− 2
rP
)
Tn(θp, λP , rP ) =
n− 1
rP
Tn(θp, λP , rP ) . (2.29)
Fu¨r die Entwicklung der Kugelfunktionsdarstellung des Tensors T[ij] werden die zweiten Ableitungen in spha¨ri-
schen Koordinaten θ, λ und r geschrieben. In einem lokalen Koordinatensystem (x nach Norden, y nach Osten
und z radial nach außen) gilt
∂2
∂i∂j
=


∂2
∂x2
∂2
∂x∂y
∂2
∂x∂z
∂2
∂y∂x
∂2
∂y2
∂2
∂y∂z
∂2
∂z∂x
∂2
∂z∂y
∂2
∂z2


∂2
∂i∂j
=


1
r
∂
∂r
+ 1
r2
∂2
∂θ2
1
r2 sin θ
(
cot θ ∂
∂λ
− ∂2
∂λ∂θ
)
1
r2
∂
∂θ
− 1
r
∂
∂r∂θ
1
r2 sin θ
(
cot θ ∂
∂λ
− ∂2
∂λ∂θ
)
1
r
∂
∂r
+ cot θ
r2
∂
∂θ
+ 1
r2 sin2 θ
∂2
∂λ2
1
r sin θ
(
− 1
r
∂
∂λ
+ ∂
2
∂r∂λ
)
1
r2
∂
∂θ
− 1
r
∂
∂r∂θ
1
r sin θ
(
− 1
r
∂
∂λ
+ ∂
2
∂r∂λ
)
∂2
∂r2

 ,
vgl. (Ditmar und Klees, 2002; Moritz, 1971; Tscherning, 1976a). Fu¨r die Berechnung der Komponenten des
Tensors T[ij] mit Hilfe eines Kugelfunktionsmodells folgt daraus
Txx =
1
r
Tr +
1
r2
Tθθ
Txy = Txy =
1
r2 sin θ
(cot θTλ − Tθλ)
Txz = Tzx =
1
r2
Tθ − 1
r
Trθ
Tyy =
1
r
Tr +
1
r2
cot θTθ +
1
r2 sin2 θ
Tλλ
Tyz = Tzy =
1
r sin θ
(
Trλ − 1
r
Tλ
)
Tzz = Trr . (2.30)
Vereinbart man fu¨r die Kugelﬂa¨chenfunktionen und ihre ersten und zweiten Ableitungen die folgende Kurz-
schreibweise
Pnm = P¯nm(cos θ) , DPnm =
dP¯nm(cos θ)
dθ
und DDPnm =
d2P¯nm(cos θ)
dθ2
, (2.31)
dann ko¨nnen die in (2.30) verwendeten Ableitungen, ausgehend von der Kugelfunktionsentwicklung (2.16b) des
Sto¨rpotentials, geschrieben werden als
Tr =
∂T
∂r
= −GM
a2
∞∑
n=2
(a
r
)n+2
(n + 1)
n∑
m=0
[∆a¯nm cos(mλ) + ∆b¯nm sin(mλ)]Pnm (2.32a)
Tθ =
∂T
∂θ
=
GM
a
∞∑
n=2
(a
r
)n+1 n∑
m=0
[∆a¯nm cos(mλ) + ∆b¯nm sin(mλ)]DPnm (2.32b)
Tλ =
∂T
∂λ
=
GM
a
∞∑
n=2
(a
r
)n+1 n∑
m=0
m[−∆a¯nm sin(mλ) + ∆b¯nm cos(mλ)]Pnm (2.32c)
Trr =
∂2T
∂r2
=
GM
a3
∞∑
n=2
(a
r
)n+3
(n + 1)(n + 2)
n∑
m=0
[∆a¯nm cos(mλ) + ∆b¯nm sin(mλ)]Pnm (2.32d)
Trθ =
∂2T
∂r∂θ
= −GM
a2
∞∑
n=2
(a
r
)n+2
(n + 1)
n∑
m=0
[∆a¯nm cos(mλ) + ∆b¯nm sin(mλ)]DPnm (2.32e)
Trλ =
∂2T
∂r∂λ
=
GM
a2
∞∑
n=2
(a
r
)n+2
(n + 1)
n∑
m=0
m[∆a¯nm sin(mλ) −∆b¯nm cos(mλ)]Pnm (2.32f)
Tθθ =
∂2T
∂θ2
=
GM
a
∞∑
n=2
(a
r
)n+1 n∑
m=0
[∆a¯nm cos(mλ) + ∆b¯nm sin(mλ)]DDPnm (2.32g)
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Tθλ =
∂2T
∂θ∂λ
=
GM
a
∞∑
n=2
(a
r
)n+1 n∑
m=0
m[−∆a¯nm sin(mλ) + ∆b¯nm cos(mλ)]DPnm (2.32h)
Tλλ =
∂2T
∂λ2
= −GM
a
∞∑
n=2
(a
r
)n+1 n∑
m=0
m2[∆a¯nm cos(mλ) + ∆b¯nm sin(mλ)]Pnm . (2.32i)
Die Ausdru¨cke unterscheiden sich durch die Einfu¨hrung von (2.31) von den Angaben in (Ditmar und Klees,
2002, S. 6). Rekursionsformeln fu¨r die Kugelfunktionen P¯nm und ihre erste Ableitung sind in (Wenzel, 1985)
angegeben, die der zweiten Ableitung ko¨nnen daraus leicht entwickelt werden. Eine alternative Darstellung von
(2.32a)-(2.32i) zur Vermeidung von Singularita¨ten an den Polen ist in (Petrovskaya und Vershkov, 2006) zu
ﬁnden.
Aufgrund der horizontalen Ableitungen kann fu¨r die Komponenten des Tensors T[ij] mit Ausnahme von Tzz
kein direkter Zusammenhang zu den Kugelﬂa¨chenfunktionen Tn aus (2.27) angegeben werden. Eine entspre-
chende Darstellung gelingt auf Basis von tensoriellen Kugelﬂa¨chenfunktionen fu¨r Kombinationen der einzelnen
Komponenten T[ij] (Rummel und van Gelderen, 1992; Thalhammer, 1995; Rummel, 1997), vgl. Abschnitt 5.1.4.
Fu¨r die radiale Komponente Tzz kann angegeben werden
Tzz(θP , λP , rp) =
∞∑
n=2
Tzz,n(θP , λP , rp) (2.33)
mit
Tzz,n(θP , λP , rp) =
(n + 1)(n + 2)
r2p
Tn(θP , λP , rp) . (2.34)
Die Beziehungen der radialen Ableitungen von T auf Basis der Kugelﬂa¨chenfunktionen Tn und deren Fortsetzung
nach oben oder unten im Außenraum der Erde lassen sich im so genanntenMeissl-Schema (Abb. 2.2) darstellen,
das fu¨r die angesprochenen Kombinationen der horizontalen Ableitungen erweitert werden kann (Rummel und
van Gelderen, 1995).
2.1.5 Bildung von Blockmittelwerten
Zur Reduktion der Datenmenge ist es u¨blich, aus den Punktwerten Blockmittelwerte abzuleiten. Dabei werden
die hohen Frequenzen in den Daten reduziert. Blockmittelwerte ko¨nnen daher gro¨ber als Punktwerte abgetastet
werden, ohne dass Fehler aufgrund von Aliasing auftreten. In (Jekeli, 1981a) werden verschiedene Verfahren (z. B.
Gauss-Filterung) zur Berechnung eines repra¨sentativen Blockmittelwertes vorgestellt. Gehen die Punktwerte
eines Kompartiments mit gleicher Gewichtung ein, ergibt sich der Blockmittelwert ∆g als Integral der Punktwerte
u¨ber die Kompartimentsﬂa¨che ∆σ zu
∆g =
1
∆σ
∫
∆σ
∆g(ϕ, λ, h = const.)d∆σ . (2.35)
−R
n+ 2
−R
n+ 1
−rP
n+ 1
−rP
n+ 2
(
R
rP
)n+3
(
R
rP
)n+1
(
R
rP
)n+2
Tn(rP )
∂rTn(rP )
∂rrTn(rP ) ∂rrTn(R)
∂rTn(R)
Tn(R)
Abbildung 2.2. Meissl-Schema nach (Rummel und
van Gelderen, 1995). Es sind die spektralen Transfor-
mationen auf Basis der Kugelﬂa¨chenfunktionen Tn fu¨r
die ersten und zweiten radialen Ableitungen angege-
ben; in Pfeilrichtung wird das Signal stets gegla¨ttet
(mit rP > R).
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Ist fu¨r hohe Genauigkeitsanspru¨che die individuelle Punktho¨he der Punkteingangsdaten zu beru¨cksichtigen, sollte
vor der Mittelbildung die Reduktion der Eingangsdaten im Sinne der Gradientenmethode der Molodenskii-
Reihe (s. Abschnitt 3.4.1) auf eine gemeinsame Referenzkugel durchgefu¨hrt werden, da in der Mittelbildung
(2.35) von einer konstanten Eingangsdatenho¨he ausgegangen wird. Ha¨uﬁg werden fu¨r eine einfache Datenspei-
cherung und -verwaltung winkelgleiche Kompartimente eines geographischen Gitters gewa¨hlt, begrenzt durch
Linien konstanter La¨nge und Breite des geographischen Koordinatensystems (Weber, 1984; Wenzel, 1985). Die
Fla¨chen der Kompartimente eines Gebietes variieren aufgrund der Meridiankonvergenz.
Das Integral (2.35) kann u¨ber die nummerische Integration der Punktwerte berechnet werden, wenn die Punkt-
werte gleichma¨ßig das gesamte Kompartiment abdecken (Weber, 1984):
∆g =
1
∆σ
n∑
i=1
∆gi∆σi . (2.36)
Bei konstanter Gro¨ße und geeignet kleiner Ausdehnung der Kompartimentsﬂa¨che gilt gena¨hert
∆σi =
∆σ
n
= const. (2.37)
und (2.36) vereinfacht sich zum arithmetischen Mittel der Punktdaten (Behrend, 1999)
∆g =
1
n
n∑
i=1
∆gi . (2.38)
2.2 Statistische Grundlagen
Im folgenden Abschnitt werden Begriﬀe und Zusammenha¨nge aus dem Bereich der Zufallszahlen und der stochas-
tischen Prozesse eingefu¨hrt. Die Erla¨uterungen zur Rauscherzeugung fu¨r das synthetische Erdmodell im Kapitel
7 greifen auf diese Grundlagen zuru¨ck. Die Theorie stochastischer Prozesse ﬁndet in der stochastischen Inter-
pretation der Schwerefeldfunktionale Anwendung. Dazu werden im zweiten Abschnitt die Kovarianzfunktionen
der Funktionale des Erdschwerefeldes deﬁniert. Diese werden in der Kollokation nach kleinsten Quadraten und
in der Genauigkeitsabscha¨tzung verwendet. Schließlich werden die Gradvarianzen als spektrale Darstellung der
Kovarianzfunktionen eingefu¨hrt.
2.2.1 Zufallszahlen und eindimensionale stochastische Prozesse
Eigenschaften und Kenngro¨ßen von Zufallszahlen (Pelzer, 1985; Meier und Keller, 1990; Papoulis und Pillai, 2002)
werden in diesem Abschnitt eingefu¨hrt und auf eindimensionale stochastische Prozesse u¨bertragen (Papoulis,
1977; Papoulis und Pillai, 2002; Bendat und Piersol, 1986; Meier und Keller, 1990).
Der Erwartungswert einer Zufallsgro¨ße X , deren Realisierungen
x = [x1 x2 . . . xn]
T (2.39)
in gewissen Grenzen ungewiss sind, ist deﬁniert als
µX = E(X) = lim
n→∞
(
1
n
n∑
i=1
xi
)
. (2.40)
Der Mittelwert x¯ ist eine Scha¨tzung des Erwartungswertes aus n < ∞ Realisierungen xi mit i = 1, . . . , n.
Der Erwartungswert wird auch als nichtzentrales Moment der Ordnung 1 der Zufallsgro¨ße bezeichnet (Meier und
Keller, 1990, S. 21). Die zufa¨lligen Abweichungen der Realisierungen vom Erwartungswert werden mit εi = xi−µX
bezeichnet und im Vektor ε zusammengefasst. Die zugeho¨rige Zufallsgro¨ße wird mit  bezeichnet. Die Varianz
bzw. das zentrale Moment der Ordnung 2 ist als Erwartungswert der Quadrate der zufa¨lligen Abweichungen εi
deﬁniert:
σ2X = lim
n→∞
(
1
n
n∑
i=1
ε2i
)
. (2.41)
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Die Kovarianz bzw. das zentrale Moment der Ordnung (1, 1) zwischen den Zufallsgro¨ßen X und Y ist als Erwar-
tungswert des Produktes der zufa¨lligen Abweichungen
σXY = lim
n→∞
(
1
n
n∑
i=1
(xi − µX)(yi − µY )
)
(2.42)
deﬁniert. Im Folgenden werden die in der Geoda¨sie u¨blichen Begriﬀe Erwartungswert, Varianz und Kovarianz
verwendet.
Die Deﬁnitionen von Erwartungswert (2.40) und Varianz (2.41) lassen sich fu¨r mehrdimensionale Zufalls-
vektoren
X = [X1 X2 . . . Xn]
T (2.43)
erweitern. Eine Komponente Xi entha¨lt m Realisierungen xij , j = 1, . . . ,m. Der Vektor der Erwartungswerte ist
µ = [µ1 µ2 . . . µn]
T = [E(X1) E(X2) . . . E(Xn)]
T . (2.44)
Die symmetrische Kovarianzmatrix des mehrdimensionalen Zufallsvektors X entha¨lt Varianzen und Kovarianzen
der Komponenten Xi und ist als Erwartungswert der Produkte der jeweiligen zufa¨lligen Abweichungen des
mehrdimensionalen Zufallsvektors  unter Anwendung von (2.41) bzw. (2.42) auf die Realisierungen εij mit
i = 1, . . . , n und j = 1, . . . ,m deﬁniert:
CXX = E(, ) =


σ21 σ12 · · · σ1n
σ21 σ
2
2 · · · σ2n
...
...
. . .
...
σn1 σn2 · · · σ2n

 . (2.45)
Fu¨r linear unabha¨ngige Zufallsgro¨ßen Xi ist die Kovarianzmatrix (2.45) positiv deﬁnit (Papoulis und Pillai, 2002,
S. 251). Die Wahrscheinlichkeitsfunktion
p(xi,∆x) = lim
n→∞
{
h(xi,∆x) =
ki
n
}
(2.46)
als Grenzwert der Ha¨uﬁgkeitsfunktion h, der relativen Ha¨uﬁgkeit, stellt eine weitere Charakterisierung von Zu-
fallszahlen dar, wobei xi die Lage eines Intervalls der Breite ∆x angibt, in dem eine Anzahl von ki Realisierungen
der Grundgesamtheit der Zufallszahl X enthalten sind. Wird die Funktion mit der Intervallbreite ∆x normiert,
ergibt sich fu¨r “diﬀerentiell schmale” Intervalle die Wahrscheinlichkeitsdichtefunktion
f(x) = lim
∆x→dx
{
p(xi,∆x)
∆x
}
. (2.47)
Das Integral
F (x) =
∫ x
−∞
f(ξ)dξ (2.48)
u¨ber die Wahrscheinlichkeitsdichtefunktion gibt die Wahrscheinlichkeit an, mit der eine Zufallsgro¨ße unterhalb
einer Grenze x liegt, und wird als Verteilungsfunktion bezeichnet. Eine besondere Rolle nimmt dabei die Nor-
malverteilung
FN (x) =
1
σ
√
2π
∫ x
−∞
e−
1
2
ξ2
σ2 dξ (2.49)
ein, da zufa¨llige Messfehler im Allgemeinen als normalverteilt angenommen werden. Dies wird mit Hilfe des zen-
tralen Grenzwertsatzes der Wahrscheinlichkeitsrechnung begru¨ndet, wonach die Fehler als Summe von sehr vielen
voneinander unabha¨ngigen Elementarfehlern aufgefasst werden ko¨nnen (Pelzer, 1985, S. 20). Ist eine Zufallsgro¨ße
X normalverteilt, wird dies ha¨uﬁg kurz mit X ∼ N(µ, σ2) angegeben. In (2.49) wurde der Erwartungswert µ = 0
angenommen. Die Wahrscheinlichkeitsdichtefunktion der Normalverteilung (2.49) lautet dann
fN (x) =
1
σ
√
2π
e−
1
2
x2
σ2 . (2.50)
Gleichung (2.50) beschreibt die Gauss’sche Glockenkurve.
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Ein (kontinuierlicher) stochastischer Prozess ist ein Ensemble von Zufallsgro¨ßen X(t) in einem Wahrscheinlich-
keitsraum, die von einem kontinuierlich laufenden Parameter t aus der reellen Zahlenmenge T abha¨ngen (Meier
und Keller, 1990, S. 53; Papoulis und Pillai, 2002, S. 373). Einen stochastischen Prozess kann man als mathema-
tische Beschreibung eines physikalischen Prozesses in Abha¨ngigkeit von der Zeit t auﬀassen. Diskrete / digitale
Realisierungen des Prozesses zu diskreten Zeitpunkten t = ti werden als Zeitreihe bezeichnet. Bei einem stochas-
tischen Prozess lassen sich die Realisierungen im Gegensatz zu einem deterministischen Prozess nicht voraussagen
(Bendat und Piersol, 1986). Der Erwartungswert
µX(t) = E(X(t)) (2.51)
eines stochastischen Prozesses gibt den Grenzwert (2.40) des Mittelwertes u¨ber den Wahrscheinlichkeitsraum des
Prozesses in Abha¨ngigkeit von dem Parameter t an (Papoulis und Pillai, 2002, S. 376). Die Autokovarianzfunktion
des Prozesses ist entsprechend deﬁniert als
CXX(t, τ) = E((X(t)− µX(t)), (X(t + τ)− µX(t + τ))) . (2.52)
Ha¨ngen Erwartungswert und Autokovarianzfunktion nicht vom jeweiligen Zeitpunkt t ab, gilt also µX(t1) =
µX(t2) = µX und CXX(t1, τ) = CXX(t2, τ) = CXX(τ) fu¨r alle t1, t2 ∈ T , dann bezeichnet man den Prozess
als stationa¨r (z. B. Papoulis und Pillai, 2002, S. 388; Bendat und Piersol, 1986, S. 111). Wird die Autokovarianz-
funktion mit der Varianz normiert, spricht man von der Autokorrelationsfunktion RXX(τ). Entsprechend dem
Erwartungswert (2.40) bei Zufallszahlen mit zuna¨chst n <∞ la¨sst sich ein zeitlicher Mittelwert u¨ber eine einzige
Realisierung x(t) eines stationa¨ren Prozesses deﬁnieren als (vgl. Papoulis und Pillai, 2002, S. 523)
µXn =
1
n
n∑
t=1
x(t) , (2.53)
ebenso eine zeitlich deﬁnierte Autokovarianzfunktion
CXXn(τ) =
1
n
n∑
t=1
(x(t) − µX(t))(x(t + τ)− µX(t + τ)) (2.54)
entsprechend der Kovarianz (2.42) fu¨r n < ∞. Die Varianz (2.41) entspricht der Autokovarianzfunktion (2.54)
fu¨r τ = 0. Stationa¨re Prozesse, bei denen der zeitliche Mittelwert µXn fu¨r n → ∞ gegen den Erwartungswert
µX , der u¨ber den Wahrscheinlichkeitsraum gebildet wird, konvergiert, heißen ergodisch (Papoulis, 1977, S. 352;
Papoulis und Pillai, 2002, S. 524). Diese Prozesse sind von Interesse, da in einer einzigen Realisierung bereits alle
Informationen u¨ber den Gesamtprozess enthalten sind.
Man spricht von einem Gauss’schen Prozess, wenn die Realisierungen x(t) eines stochastischen Prozesses
u¨ber alle Zeiten t normalverteilt sind (Ha¨nsler, 2001, S. 101). Seine Eigenschaften werden vollsta¨ndig von dem
Erwartungswert und der Kovarianzfunktion (Momente 1. und 2. Ordnung) beschrieben.
Das Wiener-Khintschin-Theorem fu¨hrt die Spektraldichte SX(f) (auch Powerspektrum) eines stationa¨ren
Prozesses als Spektralzerlegung der Autokorrelationsfunktion RXX(τ) ein (Meier und Keller, 1990, S. 64). Die
Spektralzerlegung wird mit einer Fourier-Transformation
xF (f) = F{x(t)} :=
∞∫
−∞
e−iftx(t)dt ,
mit der Frequenz f und i =
√−1 durchgefu¨hrt. Die Spektraldichte beschreibt die Vera¨nderungsrate der Kovarianz
des Prozesses in Abha¨ngigkeit von seiner Frequenz f , sie ist deﬁniert als (Papoulis, 1977, S. 303)
SX(f) =
∞∫
−∞
RXX(τ)e
−ifτdτ . (2.55)
Bei einem reellwertigen, in einem endlichen Intervall (−T, T ) gegebenen Prozess kann die Spektraldichte aus der
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τ
R
X
X
(τ
)
0
0
Abbildung 2.3. Korrelationsfunktion eines tiefpass-
begrenzten Prozesses (Bendat und Piersol, 1986).
f
S
X
(f
)
0
0
Abbildung 2.4. Spektraldichtefunktion eines tiefpass-
begrenzten Prozesses (Bendat und Piersol, 1986).
Realisierung x(t) des Prozesses abgescha¨tzt werden als (Papoulis, 1977, S. 380)
S˜X(f) =
1
2T
∣∣∣∣∣∣
T∫
−T
x(t)e−iftdt
∣∣∣∣∣∣
2
. (2.56)
Es existieren verschiedene Ansa¨tze zur diskreten Auswertung von (2.56), ha¨uﬁg verwendet wird die Methode
nach (Welch, 1967).
Bei stationa¨ren (reellwertigen) Prozessen ist die Kovarianz- bzw. Korrelationsfunktion mit RXX(τ) =
RXX(−τ) eine gerade Funktion (Bendat und Piersol, 1986, S. 113; Ha¨nsler, 2001, S. 75), folglich ist die
Spektraldichtefunktion (2.55) eine positive, reellwertige, gerade Funktion (Bendat und Piersol, 1986, S. 122;
Ha¨nsler, 2001, S. 87). Ist die Spektraldichtefunktion u¨ber alle Frequenzen konstant, spricht man von weißem
Rauschen, die Realisierungen des Prozesses sind unkorreliert. Weißes Rauschen kann mit realen Daten nicht
verwirklicht werden, da die Varianz des Prozesses gegen Unendlich strebt, s. a. (Rummel und Sanso`, 1994).
Die Kovarianzfunktion des weißen Rauschens entspricht der Kovarianzfunktion der Ableitung eines Wiener-
Prozesses, der ein Modell fu¨r die mathematische Beschreibung der Brownschen Bewegung eines Partikels in
einer Flu¨ssigkeit ist (Papoulis und Pillai, 2002, S. 449). In der stochastischen Modellierung des weißen Rauschens
wird daher auch das Wienersche Wahrscheinlichkeitsmaß (engl. Wiener measure) angewendet, s. a. (Sanso` und
Sona, 1995). Streng genommen ist demnach fu¨r realisiertes unkorreliertes Rauschen von bandlimitiertem oder
tiefpassbegrenztem weißen Rauschen zu sprechen, im Weiteren wird der Begriﬀ des unkorrelierten Rauschens
bevorzugt. Die Korrelationsfunktion eines tiefpassbegrenzten Prozesses ist in Abb. 2.3 skizziert, die zugeho¨rige
Spektraldichtefunktion in Abb. 2.4. Analog wird ein Rauschen, dessen Spektraldichtefunktion nicht konstant ist,
als farbiges Rauschen bzw. korreliertes Rauschen bezeichnet.
Bei (zweidimensionalen) stochastischen Prozessen auf der Kugel ist zu beachten, dass sich aufgrund des be-
schra¨nkten Deﬁnitionsbereichs der Kugeloberﬂa¨che kein kontinuierliches, sondern ein Linienspektrum ergibt (Mei-
er und Keller, 1990, S. 108). Die Beschra¨nkung des Deﬁnitionsbereiches hat außerdem zur Folge, dass ergodische
Prozesse auf der Kugel seltener sind, da die Stichprobenmenge ho¨chstens so groß wie die Kugeloberﬂa¨che ist und
nicht fu¨r n→∞ betrachtet werden kann (Meier und Keller, 1990, S. 161).
2.2.2 Kovarianzfunktionen und Gradvarianzen
Kovarianzfunktionen und Gradvarianzen werden zur Charakterisierung des statistischen Verhaltens des Schwere-
feldes verwendet. Sie werden in der Signalmodellierung und zur Genauigkeitsabscha¨tzung eingesetzt. Die Schwere-
feldfunktionale sind dazu als Signale eines stationa¨ren stochastischen Prozesses auf der Kugel aufzufassen.3
Außerdem wird Homogenita¨t und Isotropie vorausgesetzt, um durch die Unabha¨ngigkeit von Ort und Richtung
den mehrdimensionalen Prozess (in Abha¨ngigkeit von den geographischen Koordinaten ϕ und λ der Punkte)
auf einen eindimensionalen Prozess (in Abha¨ngigkeit von dem spha¨rischen Abstand ψ zwischen den Punkten)
3In wieweit dies gerechtfertigt ist, ist zahlreich in der Literatur diskutiert worden, z. B. (Moritz, 1973, 1980, S. 308ﬀ;
Moritz und Sanso`, 1981). Dabei wird nicht der Einsatz der Terminologie und Methoden der stochastischen Prozesse
kritisiert, sondern auf eine sorgfa¨ltige Wahl der Startannahmen und eine entsprechende Interpretation der Ergebnisse
hingewiesen, z. B. (Krarup, 1969, S. 22; Lauritzen, 1973, S. 92; Tscherning, 1975, S. 109).
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zuru¨ckzufu¨hren. In der regionalen Schwerefeldapproximation wird diesen Voraussetzungen na¨herungsweise durch
Reduktion der kurz- und langwelligen Signalanteile (vgl. Remove-Restore-Technik in Abschnitt 3.1) entspro-
chen. Fu¨r eine erwartungstreue Scha¨tzung ist außerdem Ergodizita¨t zu unterstellen, da aufgrund der nur einen
vorhandenen Realisierung des Erdschwerefeldes der Erwartungswert (2.51) bezu¨glich des Wahrscheinlichkeits-
raums nicht gebildet werden kann (Meier und Keller, 1990, S. 158). Auf die Eigenschaft der Normalverteilung
muss verzichtet werden, da ein homogener, isotroper Gauss’scher Prozess auf der Kugel nicht ergodisch sein
kann (Lauritzen, 1973). Fu¨r die erwartungstreue Signalmodellierung ist die Eigenschaft der Ergodizita¨t wichtiger
als die der Normalverteilung (Moritz, 1973, S. 69). Allerdings ist bei der Anwendung statistischer Tests dieser
Verzicht zu beru¨cksichtigen, z. B. (Wei, 1987; Jekeli, 1991). Fu¨r die Modellierung des Rauschens gelten andere
Voraussetzungen, die am Ende dieses Abschnittes besprochen werden.
In der Signalmodellierung wird fu¨r einen homogenen, isotropen und ergodischen Prozess f(θ, λ,R), deﬁniert auf
der Kugel mit dem Radius R, der Wahrscheinlichkeitsraum in (2.51) durch den Rotationsgruppenraum ersetzt
(Moritz, 1978). Durch zufa¨llige Rotation der homogenen und isotropen Funktion wird ein stochastischer Prozess
konstruiert, der ergodisch ist. Der Erwartungswert des stochastischen Prozesses geht u¨ber in den Mittelwert
(Moritz, 1978, S. 48)
M(f(R)) =
1
8π2
2π∫
λ=0
π∫
θ=0
2π∫
α=0
f(θ, λ,R) sin θdθdλdα =
1
4π
2π∫
λ=0
π∫
θ=0
f(θ, λ,R) sin θdθdλ . (2.57)
Der Mittelwertoperator besitzt die Eigenschaften der Homogenita¨t und Isotropie bezu¨glich der Kugel (Moritz,
1980, S. 82). Der Mittelwert (2.57) der Schwerefeldfunktionale wird zu null, wenn ihre Entwicklung nach Ku-
gelﬂa¨chenfunktionen keinen Term nullten Grades entha¨lt. Dies wurde bereits in (2.16a) fu¨r die Sto¨rgro¨ßen des
Schwerefeldes vorausgesetzt. Ebenso wird auch im Folgenden vorausgesetzt, dass die Terme ersten Grades ent-
fallen. Die Kovarianzfunktion
Cff (ψ,R,R) = M(f(R), f(R)) =
1
8π2
2π∫
λ=0
π∫
θ=0
2π∫
α=0
f(θP , λP , R)f(θQ, λQ, R) sin θdθdλdα (2.58)
des homogenen, isotropen und ergodischen Prozesses ha¨ngt allein von der spha¨rischen Distanz ψ zwischen den
Punkten P und Q ab und wird u¨ber eine Legendre-Transformation in Gradvarianzen (engl. degree variances)
σ2n(f(R), f(R)) =
2n+ 1
2
∫ π
ψ=0
Cff (ψ,R,R)Pn(cosψ) sinψdψ (2.59)
mit den Legendre-Polynomen Pn zerlegt (Heiskanen und Moritz, 1967, S. 257). Diese Zerlegung entspricht der
Spektraldichte (2.55) fu¨r isotrope Prozesse in der Ebene4. Die Gradvarianzen kennzeichnen die mittlere Intensita¨t
einer Teilwelle des spha¨risch-harmonischen Grades n. Durch Akkumulation der Gradvarianzen σ2n(f(R), f(R))
erha¨lt man wieder die Kovarianzfunktion (2.58) mit
Cff (ψ,R,R) =
∞∑
n=2
σ2n(f(R), f(R))Pn(cosψ) . (2.60)
Als Kenngro¨ßen einer Kovarianzfunktion werden die Varianz Cff (ψ = 0), die Korrelationsla¨nge ψK (Halb-
wertsbreite) und der Kru¨mmungsparameter χ angegeben (Moritz, 1980, S. 174). Fu¨r die Korrelationsla¨nge gilt
Cff (ψK) =
1
2Cff (ψ = 0) und fu¨r den Kru¨mmungsparameter χ = κψ
2
K/Cff (ψ = 0) mit der Kru¨mmung κ der
Kovarianzfunktion fu¨r ψ = 0.
Durch Einsetzen der Gleichung (2.58) in (2.59) und Verwendung der Beziehung (2.60) ergeben sich nach
(Heiskanen und Moritz, 1967, S. 258) die Gradvarianzen des Sto¨rpotentials T als Mittel u¨ber die Kugelﬂa¨chen-
funktionen Tn bzw. aus der Summe der quadrierten harmonischen Koeﬃzienten ∆a¯nm und ∆b¯nm zu
σ2n(T (R), T (R)) = M(Tn(R), Tn(R)) =
(
GM
R
)2 ( a
R
)2n n∑
m=0
(∆a¯2nm + ∆b¯
2
nm) . (2.61)
4Dabei ist die Frequenz f in (2.55) nicht mit dem hier verwendeten Funktional f zu verwechseln.
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Außerhalb der Kugel mit dem Radius R gilt fu¨r die harmonische Kovarianzfunktion des Sto¨rpotentials
CTT (ψ, rP , rQ) =
∞∑
n=2
σ2n(T (R), T (R))
(
R2
rP rQ
)n+1
Pn(cosψPQ) (2.62)
mit den Radien rP und rQ der Punkte P und Q (Moritz, 1980, S. 84).
Wird fu¨r die Darstellung der Gradvarianzen σ2n(f(R), f(R)) ein geeignetes Modell gewa¨hlt, la¨sst sich die
Reihenentwicklung (2.60) bzw. (2.62) in geschlossenen Formeln ausdru¨cken und eﬃzient berechnen. Ein Beispiel
fu¨r ein solches Modell ist in (Tscherning und Rapp, 1974) dargestellt, aufgrund seiner weiten Verbreitung wird
es ha¨uﬁg kurz als Tscherning-Rapp-Modell bezeichnet. Das Modell wurde aus Kugelfunktionskoeﬃzienten bis
zum Grad 10 (Satellitenbeobachtungen) und aus 1◦ ﬂa¨chengleichen Schwereanomaliedatensa¨tzen abgeleitet (s. a.
Torge, 2001, S. 222). Andere Gradvarianzmodelle sind z. B. in (Kaula, 1966, S. 98; Jekeli, 1978; Rapp, 1979)
zu ﬁnden. Ein Vergleich der genannten Modelle wurde in (Wenzel, 1985; Pail, 2004) durchgefu¨hrt. In dieser
Arbeit wird das Tscherning-Rapp-Modell verwendet, da vergleichbare aktuelle Arbeiten zur Berechnung des
Gravitationstensors und zu Genauigkeitsuntersuchungen auf diesem Modell basieren (Bouman und Koop, 2003a;
Arabelos et al., 2007; Ellmann, 2005). Die Modellparameter werden dabei an die regionalen Datensa¨tze angepasst,
vgl. Abschnitt 3.5.3 und 9.3.2.
Im Tscherning-Rapp-Modell werden die Gradvarianzen des Sto¨rpotentials wie folgt modelliert
σ2n(T (RB), T (RB)) =
A
(n− 1)(n− 2)(n + B) fu¨r n > 2
σ22(T (RB), T (RB)) = 7.5 mgal
2 R2
(
R2
R2B
)3
mit A = 425.28 mgal2 R2B, B = 24, RB = R− 1225 m . (2.63)
Die Gradvarianzen beziehen sich dabei nicht auf die mittlere Erdkugel mit R = 6371 km sondern auf eine im
Inneren der Erde liegende Bjerhammar-Kugel mit dem Radius RB < R. So ist garantiert, dass die Reihen-
entwicklung (2.60) bzw. (2.62) fu¨r Punkte auf der Erdkugel konvergiert (Heck, 1979, S. 55). Die Gradvarianzen
bezogen auf die Radien rP und rQ zweier Punkte P und Q im Außenraum des Erdko¨rpers ko¨nnen entsprechend
(2.62) mit
σ2n(T (rP ), T (rQ)) = σ
2
n(T (RB), T (RB))
(
R2B
rP rQ
)n+1
(2.64)
berechnet werden.
Die Kovarianzfunktionen linearer Funktionale f und g des Sto¨rpotentials T ko¨nnen durch Anwendung der
linearen Operatoren LPf und L
Q
g fu¨r die Punkte P und Q aus der Kovarianzfunktion des Sto¨rpotentials mit
Cfg(ψPQ, rP , rQ) = L
P
f L
Q
g CTT (ψPQ, rP , rQ) (2.65)
abgeleitet werden (Kovarianz-Fortpﬂanzungsgesetz, Moritz, 1980, S. 87). Die Kovarianzfunktion fu¨r Schwereano-
malien (2.24) und fu¨r die Elemente des Gravitationstensors (2.25) werden auf diese Weise berechnet, ausgehend
von Gleichung (2.60) fu¨r die Kovarianzfunktion des Sto¨rpotentials.
Aufgrund der Homogenita¨t und Isotropie der Kovarianzfunktionen C∆g∆g(ψPQ, R,R) und CTzzTzz(ψPQ, R,R)
ergibt sich mit (2.29) bzw. (2.34) ein direkter Zusammenhang zwischen den zugeho¨rigen Gradvarianzen und den
Gradvarianzen des Sto¨rpotentials mit
σ2n(∆g(R),∆g(R)) =
(
n− 1
R
)2
σ2n(T (R), T (R)) (2.66)
und
σ2n(Tzz(R), Tzz(R)) =
(
(n + 1)(n + 2)
R2
)2
σ2n(T (R), T (R)) . (2.67)
Die spektralen Signalinhalte des Sto¨rpotentials, der Schwereanomalien und der radialen Tensorkomponenten auf
Basis von Gradvarianzen des Tscherning-Rapp-Modells sind in Tabelle 2.1 angegeben.
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Tabelle 2.1. Signalinhalte der Funktionale Sto¨rpotential T , Schwereanomalie ∆g und der radialen zweiten Ableitung Tzz
in verschiedenen Spektralbereichen, berechnet nach dem Gradvarianzmodell (2.63) von (Tscherning und Rapp, 1974). Die
Bezugsradien sind jeweils angegeben, R = 6371 km.
Schwerefeld- Wellenla¨nge Grad T , ∆g, Tzz, Tzz,
struktur [km] ni − nj R R R R + 250 km
[m2/s2] [%] [mgal] [%] [E] [%] [E] [%]
langwellig 20000-4000 2-10 ±291.769 95.60 ±12.62 8.88 ±0.230 0.00 ±0.162 24.07
4000-1100 11-36 ±58.708 3.87 ±15.82 13.94 ±0.682 0.01 ±0.240 52.65
mittelwellig 1100-220 37-180 ±21.104 0.50 ±22.50 28.19 ±3.371 0.20 ±0.160 23.28
kurzwellig 220-110 181-360 ±4.075 0.02 ±15.61 13.58 ±6.594 0.61 ±0.001 0.00
110-30 361-1300 ±2.180 0.01 ±19.98 22.24 ±23.815 7.99 ±0.000 0.00
30-20 1300-2000 ±0.399 0.00 ±9.85 5.41 ±25.156 8.92 ±0.000 0.00
ultrakurzwellig 20-2 2001-20000 ±0.254 0.00 ±11.80 7.76 ±76.212 81.86 ±0.000 0.00
2-0 20001-∞ ±0.000 0.00 ±0.15 0.00 ±5.391 0.41 ±0.000 0.00
gesamt 20000-0 2-∞ ±298.400 100 ±42.37 100 ±84.233 100 ±0.331 100
Die Kovarianzfunktionen aller u¨brigen Komponenten des Tensors T[ij] sind nicht isotrop. Daher ko¨nnen keine
Gradvarianzen der Einzelkomponenten angegeben werden, jedoch gelingt eine Darstellung fu¨r bestimmte Kom-
binationen der Tensorkomponenten (Rummel und van Gelderen, 1992; Thalhammer, 1995; Rummel, 1997), vgl.
Abschnitt 5.1.4.
Kovarianzfunktionen ko¨nnen empirisch durch diskrete Auswertung von (2.58) berechnet werden, z. B. (Knud-
sen, 1987; Denker, 1988). Eine empirische Berechnung im Ortsbereich erfolgt durch Aufsummation und Mittel-
bildung aller Produkte fifj entsprechend der Entfernung ψij in bestimmten Distanzklassen ψk als
Cˆff (ψk) =
1
nk
∑
ψk−
∆ψ
2 ≤ψij<ψk+
∆ψ
2
fifj . (2.68)
Die Funktion ist in der Praxis allerdings auf einen Bereich ψ < π begrenzt, weil die Daten f in der Regel nur in
regionalen Gebieten vorliegen. So sollte in der diskreten Auswertung von (2.59) zur Berechnung der Gradvarianzen
ein geeignetes Fenster zum Ausblenden der empirischen Kovarianzfunktion (2.68) verwendet werden, um den
Integrationsfehler zu verringern, z. B. (Wenzel und Arabelos, 1981; Arabelos und Tziavos, 1987). Geht man
von einer ebenen Approximation aus, lassen sich Kovarianzfunktion und Gradvarianzen auch im Frequenzraum
mittels einer schnellen Fourier-Transformation (engl. fast Fourier transform, Fft) berechnen, vgl. (Forsberg,
1984, 1986; Knudsen, 1987).
Im Gegensatz zur Signalmodellierung ist fu¨r die Modellierung des Rauschens die Eigenschaft der Normalvertei-
lung von Interesse, da zufa¨llige Messfehler als normalverteilt angenommen werden. Fu¨r das Rauschen kann der
Erwartungswert (2.51) fu¨r prinzipiell beliebig viele Realisierungen formuliert werden (Moritz, 1980, S. 100). Fu¨r
zufa¨lliges Rauschen  gilt
E() = 0 . (2.69)
Entsprechend ist die Kovarianz des Rauschens der Erwartungswert des quadrierten Rauschens:
C = E(, ) , (2.70)
wobei C(ψ) entsprechend der Autokovarianzfunktion (2.52) der Erwartungswert des Produktes zweier
Rauschwerte ist, deren Bezugspunkte im Abstand ψ zueinander liegen. In dieser Arbeit wird von homogenen und
isotropen Kovarianzfunktionen C(ψ) des Rauschens ausgegangen, die nach (2.59) in Gradvarianzen spektral
zerlegt werden ko¨nnen. Die Gradvarianzen des Rauschens werden als Fehlergradvarianzen (engl. error degree
variances) bezeichnet. Die Fehlergradvarianzen des Sto¨rpotentials T ergeben sich aus den Varianzen σ2(a¯nm)
bzw. σ2(b¯nm) der Kugelfunktionskoeﬃzienten eines Gpm analog zu (2.61) hier als Erwartungswert der Quadrate
der spektralen Zerlegung n des Rauschens  zu
σ2n(T ) = E(n(T ), n(T )) =
(
GM
R
)2 ( a
R
)2n n∑
m=0
(σ2(a¯nm) + σ
2(b¯nm)) , (2.71)
2.3 Satellitengradiometrie 19
wobei vorausgesetzt wird, dass das Rauschen n mit n′ nicht korreliert ist, wenn n = n′ gilt.
Fu¨r ein Gesamtsystem aus dem Signal f und dem Rauschen  wird sowohl der Erwartungswertoperator aus
(2.69) als auch der Mittelwertoperator aus (2.57) angewendet. Das Signal hat dabei (am selben Ort) den Erwar-
tungswert E(f) = f und fu¨r das Rauschen wird der Mittelwert M() =  deﬁniert (Moritz, 1980, S. 100). Es gilt
daher
E{M(f + , f + )} = E{M(f, f)}+ E{M(, )} = M(f, f) + E(, ) = Cff + C , (2.72)
wobei vorausgesetzt wird, dass Signal und Rauschen nicht miteinander korreliert sind. Aspekte der stochastischen
Modellierung des weißen Rauschens werden auch in (Rummel und Sanso`, 1994; Sanso` und Sona, 1995) auf Basis
des Wienerschen Wahrscheinlichkeitsmaßes behandelt.
2.3 Satellitengradiometrie
Zur genauen und hochauﬂo¨senden Bestimmung des Erdschwerefeldes werden in der Regel drei Datenquellen
miteinander kombiniert (Rummel, 1989): terrestrische Schweredaten (aus der Absolut- und Relativgravimetrie
und im weiteren Sinne aus der See- und Fluggravimetrie), Daten u¨ber den Ozeanen aus der Satellitenaltimetrie
und Potentialkoeﬃzienten aus der Analyse von Satellitenbahnen. Die terrestrischen Daten ermo¨glichen eine ho-
he Auﬂo¨sung mit sehr hoher Genauigkeit, allerdings lassen sich Fehler im langwelligen Bereich durch regionale
systematische Fehler bisher kaum vermeiden. Qualitativ hochwertige terrestrische Daten mit einer Genauigkeit
von wenigen mgal in ausreichend homogener U¨berdeckung liegen fu¨r Kanada, die Usa, Teile von Australien
und Europa vor. In der Satellitenaltimetrie wird die Ho¨he der Meeresoberﬂa¨che u¨ber einem Referenzellipsoid
bestimmt. Die mittlere Meeresoberﬂa¨che unterscheidet sich vom Geoid, die Diﬀerenz wird als Meeresoberﬂa¨chen-
topographie bezeichnet. Sie wird durch Meeresstro¨mungen und unterschiedliche Salzgehalte verursacht und ist
fu¨r die Trennung von Geoid und Meeresoberﬂa¨che zu modellieren. Die Berechnung von Schwereanomalien aus
Geoidho¨hen la¨sst eine Genauigkeit von einigen mgal bei einer maximalen Auﬂo¨sung von 1′ bis 2′ zu (Andersen
et al., 2006). Der Vorteil von Daten abgeleitet aus der Analyse von Satellitenbahnen ist deren beinahe globale
U¨berdeckung mit homogener Genauigkeit, nachteilig ist, dass mit zunehmender Bahnho¨he die Feinstrukturen
des Schwerefeldes stark gegla¨ttet werden, vgl. Abb. 2.2 auf S. 11. Hier setzt die Satellitengradiometrie an: Durch
die Messung von Beschleunigungsdiﬀerenzen werden die zweiten Ableitungen des Gravitationsfeldes bestimmt,
die wesentlich mehr Detailinformationen enthalten.
2.3.1 GOCE-Mission
Im Rahmen der Goce-Mission (Gravity Field and Steady-State Ocean Circulation Explorer Mission) wird erst-
malig5 neben dem Satellite-to-Satellite-Tracking im High-Low-Modus (Sst-hl) das Messprinzip der Gradiometrie
eingesetzt. Der Start der Goce-Mission ist fu¨r das Jahr 2007/2008 geplant und za¨hlt damit neben den bereits er-
folgreich operierenden Satellitenmissionen Champ (Challenging Mini-Satellite Payload for Geophysical Research
and Application) und Grace (Gravity Recovery And Climate Experiment) zu den aktuellen Schwerefeldsatel-
litenmissionen. Einen U¨berblick zu den Zielen und technischen Prinzipien der Schwerefeldmissionen Champ,
Grace und Goce gibt (Rummel et al., 2002). Das Goce-Projekt ist Teil des “Living Planet”-Programms der
europa¨ischen Raumfahrtbeho¨rde Esa.
Das Ziel der Mission ist die Bestimmung des stationa¨ren Erdschwerefeldes mit einer ra¨umlichen Auﬂo¨sung von
100 km und Genauigkeiten von 1 . . . 2 cm fu¨r das Geoid und 1mgal fu¨r die Schwereanomalien (ESA, 1999, S. 79,
184; Drinkwater und Kern, 2006). Die grundlegenden Zusammenha¨nge der spha¨risch-harmonischen Analyse zur
Bestimmung der Kugelfunktionskoeﬃzienten aus Gradiometriedaten sind z.B. in (Rummel und Colombo, 1985)
dargestellt, speziell auf die Goce-Mission wird in (Mu¨ller, 2001) eingegangen.
Fu¨r die Goce-Mission wurde eine geringe Flugho¨he von etwa 250 km auf einer nahezu kreisfo¨rmigen, son-
nensynchronen Bahn gewa¨hlt, die Exzentrizita¨t betra¨gt weniger als 0.001 und die Bahnneigung 96.5◦. Fu¨r jah-
reszeitlich festgelegte Startphasen ko¨nnen zwei etwa halbja¨hrige Messphasen ermo¨glicht werden, in denen die
Dauer der Schattenphasen der Bahn mo¨glichst kurz (max. 10min) ist (ESA, 1999, S. 105). So ko¨nnen die Solar-
5Ein kurzer U¨berblick u¨ber zuvor geplante Satellitengradiometriemissionen wird in (Schrama, 1991) gegeben.
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kollektoren eine konstante Energieversorgung gewa¨hrleisten und mo¨gliche Verformungen des Satelliten durch
Temperatureinﬂu¨sse werden minimiert.
Die Sst-Signale (Gps und Glonass) werden zur Bestimmung des langwelligen Schwerefeldsignals verwendet
(z. B. Gerlach et al., 2003; Reigber et al., 2003a). Zur Bestimmung des mittel- und kurzwelligen Schwerefeldsignals
dient ein dreiachsiges Gradiometer. Es besteht aus insgesamt sechs Beschleunigungssensoren, von denen jeweils
zwei auf einer Achse angeordnet sind. Die drei Achsen des Gradiometers deﬁnieren ein Koordinatensystem, die
Achse XG zeigt ungefa¨hr in Flugrichtung, ZG liegt senkrecht dazu ungefa¨hr in der Bahnebene und weist von
der Erde weg und YG komplettiert ein kartesisches Rechtssystem, s. Abb. 2.5. Aus den Gradiometermessungen
werden die Elemente des Gravitationstensors (2.10) abgeleitet, s. Abschnitt 2.3.2. In der genannten Orientie-
rung sind die Hauptdiagonalelemente des Tensors bereits durch den Term V0 =
GM
r
des Gravitationspotentials
um zwei bis drei Gro¨ßenordnungen gro¨ßer als die anderen Elemente (Rummel, 1985; Mu¨ller, 2001, S. 15). Ein
Sternsensor ermittelt die Orientierung des Satelliten im Raum. Aus den Orientierungsdaten und den Daten der
Beschleunigungssensoren des Gradiometers werden nicht-gravitative Sto¨rbeschleunigungen, die vor allem durch
den Atmospha¨renwiderstand verursacht werden, abgeleitet und fu¨r die Steuerung des Schubdu¨sen-Systems (engl.
thruster) verwendet, um die nicht-gravitativen Sto¨rbeschleunigungen in Flugrichtung des Satelliten zu kompen-
sieren. Mit Hilfe einer magnetischen Orientierungssteuerung (engl. magneto-torquers) werden außerdem Roll- und
Gierbewegungen des Satelliten (Rotationen um die XG- und ZG-Achse) klein gehalten. Der Beschleunigungseﬀekt
durch die Rotation um die YG-Achse bei Erdorientierung des Satelliten wird in der Nachprozessierung korrigiert
(Mu¨ller, 2001). Die aktuelle Orientierung des Satelliten ist in der Auswertung zu beru¨cksichtigen. Die Rotation
des Gravitationstensors (2.10) von einem System a in ein System b ist bei Kenntnis der (3, 3)-Rotationsmatrix
R zur entsprechenden Transformation eines (3, 1)-Vektors mit
V bij = RV
a
ij R
T (2.73)
mo¨glich (z. B. Rummel und Colombo, 1985; Thompson, 1969, S. 144).
Die Beschleunigungssensoren des Gradiometers nutzen ein kapazitives Messprinzip, s. (ESA, 1999; Mu¨ller,
2001). Der Betrag der Kraft, die aufgewendet wird, um eine Testmasse im Zentrum des Beschleunigungssensors
zu halten, wird gemessen. Die Testmasse beﬁndet sich in einem elektrischen Feld zwischen Kondensatorplatten,
Messgro¨ße ist die A¨nderung der Kapazita¨t. Durch elektromagnetische Ru¨ckkopplung wird die Testmasse immer
in Ruhelage gehalten.
2.3.2 Grundprinzip der Gradiometrie
Das Prinzip der Gradiometrie beruht auf der Messung von Unterschieden der Gravitationsfeldsta¨rke zwischen
zwei im Satelliten benachbarten Punkten (Rummel, 1985, 1986). Nur im Massenmittelpunkt des Satellliten
herrschen tatsa¨chlich Freifallbedingungen. Je nachdem, ob die Messrichtung der beiden gekoppelten Beschleuni-
gungsmesser parallel oder senkrecht zur Basis AB (Abb. 2.6) ausgerichtet ist, ko¨nnen die verschiedenen Elemente
des Gravitationstensors (2.10) abgeleitet werden, beispielsweise als
V GY Y =
∂2V
∂Y 2G
≈ V
G
Y (B)− V GY (A)
∆YG
, (2.74)
V GY Z =
∂2V
∂YG∂ZG
≈ V
G
Z (B)− V GZ (A)
∆YG
. (2.75)
Jeder der sechs Beschleunigungsmesser des Goce-Gradiometers misst die Beschleunigung in drei zueinander
senkrecht stehenden Achsrichtungen.
Da neben den rein gravitativen Beschleunigungen auch Sto¨rbeschleunigungen, wie Reibungswiderstand und
Strahlungsdruck, auf den Satelliten wirken und sich die Basis AB im Raum dreht, wird die Beschleunigungsmes-
sung in einem bewegten Koordinatensystem betrachtet. Neben der gravitativen Beschleunigungsdiﬀerenz wird
zusa¨tzlich eine Zentrifugalbeschleunigung und wegen der hohen A¨nderungsrate des Drehvektors eine Kreisel-
beschleunigung gemessen, so dass zuna¨chst in der Summe der Tensor ΓG[ij] beobachtet wird (Rummel, 1985).
Aufgrund der Symmetrie- bzw. Antisymmetrieeigenschaften des Gravitations- und Zentrifugalanteils einerseits
und des Kreiselanteils andererseits gelingt eine Trennung von inertialen und gravitativen Signalanteilen zur Ablei-
tung des Gravitationstensors V G[ij]. Das A¨quivalenzprinzip, das die Untrennbarkeit von inertialer und gravitativer
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Abbildung 2.5. Anordnung der Goce-
Gradiometerachsen.
Abbildung 2.6. Messanordnung zweier Beschleuni-
gungsmesser zur Bestimmung der Tensorkomponente
V GY Y (oben) und der Tensorkomponente V
G
Y Z (unten),
nach (Rummel, 1985).
Beschleunigung postuliert, gilt nur lokal, also mit inﬁnitesimalen Absta¨nden, fu¨r endliche Absta¨nde ist eine Tren-
nung mo¨glich (Rummel, 1989). Eine ausfu¨hrliche Beschreibung dieser Zusammenha¨nge ﬁndet sich in (Rummel,
1986; Mu¨ller, 2001).
2.3.3 Kalibrierung und Evaluierung der Gradiometermessung
Um die geforderte Messgenauigkeit der Gradiometermessung im Rahmen der Goce-Mission zu erreichen, ist eine
mehrstuﬁge Kalibrierung erforderlich, z. B. (Mu¨ller, 2001). Unter Kalibrierung versteht man die Bestimmung
von Parametern und deren Anwendung auf die Messwerte, um physikalische Referenzgro¨ßen mit der geforderten
Genauigkeit reproduzieren zu ko¨nnen. Im Zuge der anschließenden Evaluierung werden die Messungen (oder
abgeleitete Daten) mit unabha¨ngigen Informationen verglichen, um die Qualita¨t der Datenprodukte und damit die
Gu¨te der Messungen, der Genauigkeitsabscha¨tzung und der Kalibrierung zu beurteilen. In der englischsprachigen
Literatur wird hierbei von Validierung gesprochen, vgl. (Koop et al., 2001a).
Mo¨gliche Fehlerquellen gradiometrischer Messungen werden ausfu¨hrlich in (Mu¨ller, 2001; SID, 2000, WP 240)
beschrieben, neben instrumentellen Fehlerquellen, z. B. Skalierungsfehler, Misalignement der Beschleunigungs-
sensoren, ko¨nnen gravitative Sto¨reinﬂu¨sse durch A¨nderung der Eigengravitation des Satelliten auftreten. Ebenso
fu¨hren die durch die eingeschra¨nkte Genauigkeit der Lageregelung nicht korrigierten nicht-gravitativen Restbe-
schleunigungen zu Fehlern.
Die Beschleunigungsmesser werden zuna¨chst am Boden kalibriert. Die gemessenen Spannungen werden in Be-
schleunigungswerte umgerechnet. Da in Lotrichtung stets die Gravitationsbeschleunigung wirksam ist, gelingt
eine hohe Genauigkeit der Kalibrierung nur in den beiden horizontal liegenden Achsen. Die Beschleunigungssen-
soren werden im Gradiometer so angeordnet, dass die Komponenten auf der Hauptdiagonalen des beobachteten
Tensors ΓG[ij] und seine Komponenten Γ
G
xz und Γ
G
zx mit hoher Genauigkeit bestimmt werden, die u¨brigen Kom-
ponenten weniger genau. Die Komponenten ΓGxz und Γ
G
zx sind zur Bestimmung der Rotationsbewegung um die
Y G-Achse wichtig. Die Hauptdiagonalelemente des Gravitationstensors V[ij] sind, anders als die u¨brigen Kom-
ponenten, weniger stark von der Orientierungsgenauigkeit des erdgerichteten Gradiometersystems beeinﬂusst,
da die Nicht-Diagonalelemente, die bei einer Rotation (2.73) auf die Hauptdiagonalelemente wirken, klein sind.
Alle Nicht-Diagonalelemente ergeben sich hingegen mit geringerer Genauigkeit, da die bei einer Rotation auf sie
wirkenden Hauptdiagonalelemente groß sind, s. (Mu¨ller, 2001, S. 44-45). Aufgrund der unterschiedlichen Betra¨ge
und Genauigkeiten der Tensorelemente ist es sinnvoll, die Kalibrierung und Evaluierung der origina¨ren Gra-
diometerdaten im Koordinatensystem des Gradiometers durchzufu¨hren. Eine Rotation des gemessenen Tensors
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in ein erdfestes System wu¨rde zu einer “Verschmierung” der sehr guten Hauptdiagonal- mit den weniger guten
Nebendiagonalkomponenten fu¨hren (Mu¨ller, 2003). Ein Genauigkeitsverlust ko¨nnte dann nur durch das rechen-
technisch sehr aufwendige Mitfu¨hren der vollsta¨ndigen Kovarianzinformation des Rauschens vermieden werden.
Im Orbit werden die Beschleunigungsmesser kalibriert, indem mit Hilfe des Schubdu¨sen-Systems bekannte Be-
schleunigungen initiiert werden, z. B. (Koop et al., 2001a).
Mo¨gliche Vorgehensweisen fu¨r eine externe Kalibrierung und Evaluierung der Gradiometerdaten sind Vergleiche
des gemessenen Gravitationstensors mit Tensorwerten abgeleitet aus anderen Datenquellen, wie existierenden
globalen Schwerefeldmodellen, terrestrischen Schwerefelddaten, anderen Messdaten von Goce (z. B. Sst) und
Daten anderer Satellitenmissionen (Mu¨ller, 2001; Koop et al., 2001a).
Im Rahmen dieser Arbeit werden im Hinblick auf die externe Kalibrierung die folgenden Untersuchungen
durchgefu¨hrt:
a) Basierend auf einem synthetischen Erdmodell werden die Ergebnisse von zwei unterschiedlichen Verfah-
ren zur Berechnung des Gravitationstensors aus der Kombination von globalen Schwerefeldmodellen und
terrestrischen Schwereanomalien evaluiert und verglichen.
b) Abha¨ngigkeiten der Tensorkomponenten von Genauigkeit, Gebietsgro¨ße und Auﬂo¨sung der Eingangsdaten
werden durch statistische Berechnung der Varianzen untersucht und den Ergebnissen aus (a) gegenu¨ber-
gestellt.
c) Auf Basis realer Daten werden alle Komponenten des Gravitationstensors mit den in (a) untersuchten
Verfahren in der Bahnho¨he von Goce berechnet.
Die anschließende Kalibrierung und Evaluierung der Goce-Daten auf Basis dieser Daten ist nicht Teil dieser
Arbeit. Aktuelle Arbeiten zu diesen Themen sind beispielsweise (Arabelos und Tscherning, 1998; Arabelos et al.,
2007; Bouman und Koop, 2003a, 2004; Bouman et al., 2004, 2005; Haagmans et al., 2003; Jarecki et al., 2006a;
Kern et al., 2005; Kern und Haagmans, 2005; Mu¨ller et al., 2003; Pail, 2003c; Preimesberger und Pail, 2005; Wolf
und Denker, 2005; Zielinski und Petrovskaya, 2003). Einige dieser Arbeiten werden in Abschnitt 4.2 besprochen,
soweit sie auch den Aspekt der Berechnung des Gravitationstensors V[ij] aus regionalen terrestrischen Schwe-
redaten behandeln. Zum Thema Kalibrierung und Evaluierung von Schwerefelddaten aus Satellitenmissionen
wurde fu¨r den Zeitraum 2000 bis 2004 auch eine Studiengruppe (engl. special study group) der Internationalen
Assoziation fu¨r Geoda¨sie (Iag) eingerichtet (Sektion II, Gruppe 2.193).
2.3.4 Angestrebte Genauigkeit der Tensorkomponenten
Die hohe Messgenauigkeit des Goce-Gradiometers wird nur innerhalb eines bestimmten Spektralbereiches, dem
Messband, mit einer Breite (engl. measurement bandwidth, Mbw) von 0.005Hz bis 0.100Hz erreicht, außerhalb
dieses Bereiches ist die Genauigkeit wesentlich schlechter (ESA, 1999, S. 117). Das Signal ist entsprechend zu
ﬁltern (Schuh, 2000). Zeitvariable A¨nderungen des Gravitationssignals sind fu¨r die Beobachtungen des Gradio-
meters nicht signiﬁkant (Abrikosov et al., 2006). Der langwellige Signalanteil des Schwerefeldes wird auf Basis
von Sst-Beobachtungen bestimmt.
Die Genauigkeit des Gradiometers wird spektral in Form der Quadratwurzel einer Spektraldichte S(V Gii )(f)
des Rauschens (V Gii ) angegeben und betra¨gt im eingeschra¨nkten Messband (0.020Hz bis 0.100Hz) fu¨r die Haupt-
diagonalkomponenten des Tensors V G[ij] etwa 7 bis 11mE/
√
Hz (Bouman und Koop, 2004; Drinkwater und Kern,
2006)6. Ein gro¨ßerer Genauigkeitsabfall im Bereich von 0.005 bis 0.020Hz wird im Folgenden nicht beru¨cksichtigt.
Zur Vorbereitung der Auswerteprozeduren wurden fu¨r die Goce-Mission Testdaten simuliert (Oberndorfer
et al., 1999; SID, 2000) und bereitgestellt (SCVII, 2000). Dazu geho¨ren Satellitenbahnen (Position, Geschwindig-
keit, Beschleunigung) und Tensorwerte V G[ij] mit dem erwarteten Rauschen als Zeitreihe von 30 Tagen (0.2Hz und
1Hz), basierend auf Arbeiten aus (SID, 2000, WP 210-270, 420). Simulationsdaten dieser Art werden im Rah-
men der Missionsvorbereitungen gema¨ß aufdatierter Genauigkeitsanalysen der Sensoren auch im Auftrage der
Esa fortwa¨hrend aktualisiert. Die Quadratwurzel der Spektraldichte SSCVII
(V G
ZZ
)
(f) des simulierten Rauschens einer
V GZZ -Zeitreihe u¨ber 29 Tage mit 0.2Hz Auﬂo¨sung aus (SCVII, 2000) ist in Abb. 2.7 in hellgrau dargestellt. Sie
6In den Anfangsstudien wurde von etwa 3 mE/
√
Hz ausgegangen (ESA, 1999), aufgrund von Systema¨nderungen der
Lageregelung kann dies aber nicht realisiert werden (Pail, 2003b).
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Abbildung 2.7. Quadratwurzel der Spektraldichten
der Rauschwerte zweier V GZZ-Zeitreihen (0.2 Hz; 29 Ta-
ge): simuliertes Rauschen des Gradiometers (hellgrau;
SCVII, 2000) und Rauschen auf Basis eines verrausch-
ten Gpm (schwarz); Genauigkeitsniveaus 7 mE/
√
Hz
bzw. 11 mE/
√
Hz (—, weiß), Messband dunkelgrau hin-
terlegt, Spektralbereich vom spha¨risch-harmonischen
Grad 105 bis 200 (- - -, weiß).
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Abbildung 2.8. Quadratwurzel der Spektraldichten
der Rauschwerte der V GZZ-Zeitreihen aus Abb. 2.7, hier
mit linearer anstelle der logarithmischen Abtragung der
Frequenz; die Messbandbreite des Gradiometers von
0.005 bis 0.1 Hz ist nicht vollsta¨ndig dargestellt.
wurden durch diskrete Auswertung von (2.56) inklusive Fensterung (Hanning) des Eingangssignals (SID, 2000,
WP 615) und Gla¨ttung durch einen Mittelwertﬁlter berechnet. Das Genauigkeitsniveau von 7 bzw. 11mE/
√
Hz
ist als weiße Linie eingetragen. Das Rauschverhalten ist nach aktuellem Kenntnisstand zu optimistisch. Die Ne-
bendiagonalkomponenten V GXY und V
G
Y Z weisen ein etwa tausendfach, die Komponente V
G
XZ ein etwa zehnfach
ho¨heres Rauschen auf (Bouman und Koop, 2004).
Die Varianz σ2 im Ortsbereich ergibt sich durch Integration der Spektraldichte S(f) des Rauschens u¨ber den
Frequenzbereich [fmin, fmax] (Mu¨ller, 2001) mit
σ2 =
∫ fmax
fmin
S(f)df . (2.76)
Die Standardabweichung σ =
√
σ2 im Ortsraum auf Basis der gegla¨tteten Fehlerspektraldichte S
SCVII
(V GZZ)
(f)
(Abb. 2.7, hellgrau) betra¨gt im Messband σSCVII
(V G
ZZ
)
(MBW) = 0.6mE und im gesamten Spektrum σSCVII
(V G
ZZ
)
= 4.1mE,
dabei wurde eine mittlere konstante Abweichung von 2308.9 mE reduziert, ohne die Reduktion erga¨be sich
σSCVII
(V G
ZZ
)
= 401.5mE. Das derzeit als realistisch angesehene Genauigkeitsniveau von 7 bzw. 11mE/
√
Hz ergibt
eine u¨ber der Messbandbreite integrierte Genauigkeit σ(V G
ZZ
)(MBW) von 2.2mE bzw. 3.4mE.
Aktuelle globale Potentialmodelle (Gpm) ko¨nnen formale Genauigkeiten fu¨r die radialen Tensorkomponenten
in der Bahnho¨he von Goce von etwa 3 bis 7mE erreichen (vgl. Tabelle 7.1 und 10.1). Die zugeho¨rige spektra-
le Genauigkeit wird veranschaulicht, indem verrauschte Tensorkomponenten entlang einer Goce-Bahn (SCVII,
2000) auf Basis eines verrauschtenGpm simuliert werden. Die Amplitude des Rauschens wurde in der Gro¨ßenord-
nung der Koeﬃzientengenauigkeiten eines aktuellen Gpm (Eigen-gl04c) gewa¨hlt (zur Rauscherzeugung siehe
Abschnitt 7.4.1). Die (Quadratwurzel der) Spektraldichte dieses simulierten Rauschens fu¨r die radiale Tensor-
komponente ist in Abb. 2.7 in schwarz dargestellt. Sie u¨bersteigt das Genauigkeitsniveau von 7mE/
√
Hz bzw.
11mE/
√
Hz in der ersten Ha¨lfte des Messbandes. In dem durch gestrichelte Linien gekennzeichneten Bereich
von 0.019 bis 0.036Hz steigt die Spektraldichte zuna¨chst kurz an, um dann schnell auf null abzufallen, da im
sehr hochfrequenten Bereich kein Signal mehr vorhanden ist. Dieser markierte Spektralbereich von 0.019 bis
0.036Hz ist in etwa der hochauﬂo¨sende Bereich, der nicht oder nur schlecht mit Grace-Daten (auf denen u. a.
das Eigen-gl04c basiert, vgl. Abschnitt 10.1) bestimmbar ist und fu¨r den eine wesentliche Verbesserung durch
Goce erwartet wird. Die ho¨chste Frequenz fmax, die fu¨r die Schwerefeldanalyse aus Satellitendaten notwendig
ist, um Koeﬃzienten eines Gpm bis zu einem maximalen spha¨risch-harmonischen Grad nmax zu bestimmen,
kann mit Hilfe der Grundfrequenz f0 des Satelliten u¨ber fmax ≈ f0nmax abgescha¨tzt werden (Mu¨ller, 2001). Fu¨r
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die Grenzen 0.019 bzw. 0.036Hz ist nmax = 105 (Grace) bzw. 200 (Goce) angenommen worden. Zu beachten
ist, dass dieser spektrale Ausschnitt aufgrund der logarithmisch gewa¨hlten Darstellung in Abb. 2.7 gegenu¨ber
dem langwelligen Bereich verha¨ltnisma¨ßig klein erscheint. In Abb. 2.8 wurde daher eine lineare Darstellung der
Frequenz gewa¨hlt, allerdings wird dann das Messband nicht mehr vollsta¨ndig abgebildet.
Im Frequenzbereich unterhalb des Messbandes steigt das Rauschen derGoce-Messungen deutlich an (Drinkwater
und Kern, 2006), die Tensorelemente, berechnet aus aktuellen Gpm, ko¨nnen deswegen als Referenzwerte fu¨r die
Kalibrierung im langwelligen Bereich genutzt werden. Die Kalibrierung im langwelligen Bereich ist im Hinblick
auf Folgeuntersuchungen auf Basis des Goce-Tensors V G[ij] wichtig (Bouman et al., 2004; Bouman und Koop,
2003b).
Wird das Niveau (der Quadratwurzel) der Spektraldichte des fu¨r das Eigen-gl04c simulierten Rauschens
in Abb. 2.8 in Relation zum angestrebten Genauigkeitsniveau betrachtet, kann abgescha¨tzt werden, dass das
Rauschen mo¨glicher Referenzwerte innerhalb des Messbandes um etwa den Faktor 1.5 kleiner sein muss, im oben
angesprochenen Spektralbereich, der auf Satellitenniveau ausschließlich vonGoce abgedeckt wird, sogar um etwa
den Faktor 2.5. Werden diese Faktoren auf die mit dem Eigen-gl04c erreichbare Genauigkeit von etwa 3mE
(bezogen auf das gesamte Spektrum) u¨bertragen, ergibt sich eine erforderliche Genauigkeit von etwa 1 bis 2mE.
Um diese Genauigkeitsanforderung bei den als Referenz zu berechnenden Tensorelementen zu erfu¨llen, werden in
der vorliegenden Arbeit globale Potentialmodelle mit hochwertigen regionalen terrestrischen Daten kombiniert.
3 Verfahren zur regionalen Schwerefeldapproximation
Die Schwerefeldbestimmung la¨sst sich als Approximationsaufgabe beschreiben, bei der aus endlich vielen (dis-
kreten) Beobachtungspunkten eine kontinuierliche Zielfunktion abgeleitet wird. In diesem Kapitel werden zwei
Verfahren zur Schwerefeldapproximation vorgestellt: das Integrationsverfahren und die Kollokation nach kleins-
ten Quadraten. Die Zielgro¨ße der Berechnungen auf Basis von Schwereanomalien ∆g ist in diesem Kapitel das
Sto¨rpotential T , die U¨bertragung zur Berechnung des Tensors T[ij] erfolgt in Kapitel 5.
Im ersten Abschnitt dieses Kapitels wird zuna¨chst die Remove-Restore-Technik zur Kombination verschiede-
ner Datensa¨tze kurz erla¨utert, da diese Technik bei beiden Verfahren genutzt wird. Es wird außerdem in beiden
Methoden vorausgesetzt, dass das Sto¨rpotential T und seine Funktionale im Außenraum des Erdko¨rpers har-
monisch sind. Dazu ist die Gravitationswirkung der Atmospha¨re zu reduzieren (Abschnitt 3.2). Zusa¨tzlich wird
der Gravitationseﬀekt der residualen Topographie reduziert, damit die in die Berechnung eingehenden Signale
gegla¨ttet werden und daher besser zur Interpolation und als Grundlage zur Pra¨diktion geeignet sind (Abschnitt
3.3). Die theoretischen Grundlagen der Approximationsverfahren werden schließlich in den Abschnitten 3.4 und
3.5 dargestellt.
3.1 Remove-Restore-Technik
In der regionalen Schwerefeldapproximationwird die Remove-Restore-Technik zur Kombination von Datenquellen
eingesetzt, die Unterschiede bezu¨glich der Auﬂo¨sung, der ra¨umlichen Verteilung oder des Rauschens aufweisen.
Von einer Datenquelle A werden dazu Daten einer Quelle B abgezogen (engl. remove), um die kleineren residualen
Werte in der Berechnung der residualen Zielgro¨ße zu verwenden, die anschließend auf Basis der Datenquelle B
restituiert (engl. restore) wird.
Zur Modellierung des Schwerefeldes stehen folgende Datenquellen zur Verfu¨gung:
1. Globale Potentialmodelle (Gpm) basieren vorwiegend auf Beobachtungen von Satellitenbahnen im Schwere-
feld der Erde und sind daher auf den lang- und mittelwelligen Spektralbereich (vgl. Tabelle 2.1) des Schwere-
feldes beschra¨nkt. Sie liegen in der Regel als harmonische Koeﬃzienten einer Kugelfunktionsentwicklung
(2.5) vor.
2. Fu¨r regional begrenzte Gebiete bzw. u¨ber den Ozeanen liegen Schwereanomalien vor, die aus terrestrischen
Messungen, der Fluggravimetrie und der Satellitenaltimetrie gewonnen wurden. Im Weiteren werden Be-
obachtungen dieser Gruppe zusammenfassend als terrestrische Daten bezeichnet. Als Punktmessungen
beinhalten sie den gesamten Spektralbereich. Aufgrund ihrer Begrenzung auf regionale Gebiete und wach-
sender Fehler u¨ber lange Distanzen la¨sst sich das langwellige Spektrum des Schwerefeldes im Allgemeinen
aus terrestrischen Daten ungenauer als aus aktuellen globalen Potentialmodellen ableiten.
3. Digitale Gela¨ndemodelle (Dgm) werden aus Laserscan- oder Radardaten abgeleitet und stehen in nahe-
zu globaler Abdeckung in unterschiedlichen Qualita¨tsstufen zur Verfu¨gung. Sie werden verwendet, um
die kurz- bis ultrakurzwelligen Anteile des Schwerefeldes durch Berechnung der Gravitationswirkung der
topographischen Massen zu modellieren (Abschnitt 3.3).
Die Daten des Gpm werden im Folgenden mit dem Index (M ) gekennzeichnet, die terrestrischen Daten mit dem
Index (T ). Origina¨re terrestrische Beobachtungen liegen unregelma¨ßig verteilt vor. Fu¨r eine eﬃziente Auswertung
werden in der Praxis ha¨uﬁg auf Basis der unregelma¨ßig verteilten Daten Punkt- oder Blockmittelwerte in geo-
graphischen Gitterpunkten pra¨diziert (z. B. Denker und Torge, 1998). Die Gebietsbegrenzungen sind dann durch
La¨ngen- und Breitenkreise deﬁniert. Der spha¨rische Mittelwertoperator aus (2.57) wird fu¨r ein derart begrenztes
Gebiet anisotrop (Heck, 1979, S. 62), fu¨r das Gebiet einer Kugelkappe ist er hingegen isotrop, weshalb die zuge-
ho¨rige Darstellung im Frequenzraum nur vom spha¨risch-harmonischen Grad n, nicht jedoch von der Ordnung m
abha¨ngt. Es wird daher zur einfachen Darstellung der folgenden Zusammenha¨nge davon ausgegangen, dass die
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Abbildung 3.1. Regionaler Datensatz in einer
Kugelkappe σ0 mit dem Radius ψ0. Der Mittel-
punkt P wird mit den spha¨rischen Polarkoordi-
naten θ, λ und r beschrieben.
Abbildung 3.2. Methode I (Trennung im Ortsraum) zur
Kombination eines Gpm (M ) mit regionalen terrestrischen
Daten (T ) einer Kugelkappe σ0 mit dem Radius ψ0. Es ver-
bleibt der Vernachla¨ssigungsfehler (VF). Die Graﬁk ist ange-
lehnt an (Haagmans und van Gelderen, 1991).
terrestrischen Daten zur Berechnung eines Schwerefeldfunktionals in einem Punkt P in einer Kugelkappe mit der
Fla¨che σ0 und dem Radius ψ0 gegeben sind, in deren Zentrum der Punkt P liegt, vgl. Abb. 3.1. Darstellungen
bezu¨glich eines beliebig begrenzten Gebietes sind in (Neyman et al., 1996) zu ﬁnden.
Zur Kombination terrestrischer Schwereanomaliedatensa¨tze ∆gT mit einem Gpm existieren zwei Methoden
(Rapp und Rummel, 1975). In Methode I (Trennung im Ortsraum) wird das Sto¨rpotential T auf Basis der
innerhalb der Kugelkappe σ0 vorliegenden terrestrischen Daten ∆g
T berechnet. Diese Teillo¨sung wird um den
Signalanteil der Daten außerhalb der Kugelkappe im Bereich σ − σ0 auf Basis des Gpm erga¨nzt. Die Aufteilung
im Ortsraum ist in Abb. 3.2 dargestellt. Diese und die folgenden Abbildungen dieser Art sind schematisch zu
verstehen, da das Spektrum u¨ber die gesamte Kugeloberﬂa¨che deﬁniert ist, hier aber fu¨r Daten einer Kugelkappe
dargestellt wird. Die begrenzte spektrale Auﬂo¨sung bis zum spha¨risch-harmonischen Grad nmax des Gpm im
Außenbereich σ − σ0 fu¨hrt zu einem Vernachla¨ssigungsfehler δTVF (engl. omission error oder truncation error)
in der Approximation von T .
Bei Methode II (Trennung im Frequenzraum) werden von den regionalen terrestrischen Daten ∆gT nieder-
frequente Signalanteile ∆gM abgezogen, die bis zu einem maximalen Entwicklungsgrad nmax aus dem Gpm
berechnet werden (Vincent und Marsh, 1974), vgl. Abb. 3.3. Es verbleiben residuale Daten ∆gR, auf deren Basis
das residuale Sto¨rpotential TR modelliert wird. Das Signal TM des Gpm wird anschließend u¨ber den gesamten
Ortsbereich restituiert. Diese Methode wird als Remove-(Compute-)Restore-Technik bezeichnet (z. B. Forsberg
und Tscherning, 1981) und entspricht dem zu Beginn eingefu¨hrten Konzept zur Kombination verschiedener Da-
tenquellen. Fu¨r die analytische Auswertung des Integrationsverfahrens ohne Modiﬁkation der Kernfunktion gilt
formal, dass der Signalanteil innerhalb der Kugelkappe auch hier, wie bei der Methode I, vollsta¨ndig auf den
terrestrischen Daten basiert (Wong und Gore, 1969; Wenzel, 1981; de Min, 1996, S. 57; Sjo¨berg, 2005), vgl. Ab-
schnitt 3.4.2. Ebenso ergibt sich hier der oben eingefu¨hrte Vernachla¨ssigungsfehler δTVF, vgl. Abb. 3.3. Unter
der Annahme von rauschfreien Beobachtungen fu¨hrt die Anwendung der Kollokation nach kleinsten Quadraten
zu einem a¨hnlichen, jedoch aufgrund des diskreten Ansatzes des Verfahrens nicht zu dem identischen Ergebnis,
s. a. Kapitel 6.
Die Remove-Restore-Technik, Methode II, hat aber in der Anwendung bei beiden Berechnungsverfahren gegen-
u¨ber der Methode I den Vorteil, dass die Residualdaten, die in die Modellierung eingefu¨hrt werden, kleiner als das
Gesamtsignal der terrestrischen Schwereanomalien sind. Die Approximationsfehler der Modellierungsmethoden
wirken sich relativ zum Gesamtsignal aus und verringern sich deshalb bei der Anwendung der Remove-Restore-
Technik. Es kann auf eine ellipsoidische Korrektur der spha¨rischen Na¨herung bei den Berechnungen auf Basis
der Residualwerte verzichtet werden, wenn ein genu¨gend hochauﬂo¨sendes Referenzfeld (ca. nmax = 360) im
Remove-Schritt eingefu¨hrt wird, das ellipsoidische Korrekturen beru¨cksichtigt, s. a. (Denker, 1988).
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Abbildung 3.3. Methode II (Trennung im Frequenz-
raum, Remove-Restore-Technik) zur Kombination ei-
nes Gpm (M ) mit regionalen terrestrischen Daten (T )
einer Kugelkappe σ0 mit dem Radius ψ0. Es verbleibt
der Vernachla¨ssigungsfehler (VF).
Abbildung 3.4. Radien der Punkte P und Q in spha¨-
rischer Approximation nach (Heiskanen und Moritz,
1967).
Um diesen Vorteil zu nutzen, wird in den Untersuchungen im Rahmen der vorliegenden Arbeit die Remove-
Restore-Technik angewendet. Die Modellierung der Residualwerte wird dabei in spha¨rischer Na¨herung ausge-
fu¨hrt. Dies bedeutet, dass die ellipsoidischen Lagekoordinaten ϕ und λ den spha¨rischen Koordinaten θ und λ
gleichgesetzt werden und der Radius r des Punktes durch Addition der Ho¨he zu einem mittleren Erdradius R mit
r = R + H angenommen wird (Moritz, 1980, S. 352), vgl. Abb. 3.4. Eine ausfu¨hrliche Darstellung der gebra¨uchli-
chen Na¨herungsstufen bei der Modellierung des Sto¨rpotentials auf Basis von Schwereanomalien ist in (Heck und
Seitz, 2003) zu ﬁnden.
Sollen die spektralen Anteile der Datenquellen ∆gM und ∆gT unter Anwendung der Remove-Restore-Technik
auch innerhalb der Kugelkappe kombiniert werden, muss dies bei den Modellierungsmethoden beru¨cksichtigt
werden. Hierzu ist bei dem Integrationsverfahren der Integralkern zu modiﬁzieren und bei der Kollokation nach
kleinsten Quadraten werden Kovarianzen des Rauschens der Beobachtungen eingefu¨hrt. Auf die Aspekte der
Gewichtung der Datenquellen zueinander wird in den Abschnitten 3.4.3 und 5.1.5 bezu¨glich des Integrations-
verfahrens und in Abschnitt 5.2.2 bezu¨glich der Kollokation eingegangen. Die in den Verfahren resultierende
Gewichtung wird in Abschnitt 6.2 verglichen.
3.2 Atmospha¨rische Reduktion
Der gravitative Eﬀekt der atmospha¨rischen Massen im Außenraum des Erdko¨rpers muss vor der Anwendung der
Methoden zur Schwerefeldmodellierung reduziert werden, damit die Laplace-Gleichung (2.3) fu¨r den Außenraum
erfu¨llt ist. Nach Berechnung der Zielgro¨ße wird der Eﬀekt gegebenenfalls restituiert. (Ecker und Mittermayer,
1969) modellierten die atmospha¨rischenMassen unter Vernachla¨ssigung der Topographie (Fehleranteil etwa 0.2%,
Wenzel, 1985) als ellipsoidische Schalen, deren Dichte mit zunehmender Ho¨he abnimmt. Nach (Wenzel, 1985) ist
aber auch ein spha¨risches Schalenmodell mit radialer Dichtevariation ausreichend (Genauigkeit etwa 0.1m2/s2).
Atmospha¨renmassen, die oberhalb eines Punktes P liegen, haben dann, wie aus der Potentialtheorie bekannt
(Torge, 2001, S. 49), keine Wirkung auf die Schwere in P . Es mu¨ssen also nur die Atmospha¨renmassen unterhalb
von P betrachtet werden. Die Gravitationswirkung der Atmospha¨renmassen auf P betra¨gt damit
gA(P ) =
GMAu(rP )
r2P
=
GMA
r2P
− GMAo(rP )
r2P
, (3.1)
mit dem geozentrischen Radius rP des Punktes P , der Atmospha¨renmasse MAu(rP ) unterhalb und MAo(rP )
oberhalb von Punkt P und der Gesamtmasse MA ≈ 5.32 · 1018 kg ≈ 10−6ME der Atmospha¨re (Ecker und
Mittermayer, 1969; Moritz, 1980, S. 423; Gerlach, 2003, S. 65).
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Bei der Reduktion ist allerdings zu beru¨cksichtigen, dass in der Deﬁnition geoda¨tischer Referenzsysteme, wie
z. B. dem Grs80, die Atmospha¨renmasse MA in der Gesamtmasse M
N enthalten ist (Moritz, 2000), die nach
(2.12) in die Berechnung des Normalschwerefeldes eingeht, vgl. S. 7. Der Normalschwerewert γ beinhaltet somit
den Eﬀekt der Gesamtmasse MA der Atmospha¨re. In der Berechnung der Schwereanomalie nach (2.22) wird der
erste Term der rechten Seite von (3.1) daher bereits implizit reduziert, wobei der Ho¨henunterschied zwischen
Punkt P und dem Telluroidpunkt Q aus (2.22) vernachla¨ssigt wird. Es ist also nur noch der zweite Term als
atmospha¨rische Korrektur δgA zu beru¨cksichtigen, womit fu¨r die reduzierte Schwereanomalie gilt:
∆gP = gP − γQ −
(
−GMAo(rP )
r2P
)
= gP − γQ + δgA . (3.2)
Die Masse MAo(rP ) wird durch radiale Integration u¨ber die a¨ußeren Atmospha¨renschichten (basierend auf Mo-
dellen, z.B. Cospar (Committee on Space Research) International Reference Atmosphere, U.S. Standard At-
mosphere) berechnet. Der Gravitationseﬀekt der Atmospha¨re wird u¨blicherweise bis zu einer Ho¨he von etwa
50 . . .60 km beru¨cksichtigt (z. B. Gitlein und Timmen, 2007). Eine Tabellierung der atmospha¨rischen Reduktion
δgA nach (Ecker und Mittermayer, 1969) ist als Iag-Empfehlung in (Moritz, 2000) fu¨r das ReferenzsystemGrs80
angegeben. Eine vereinfachte Formel zur Berechnung von δgA ist in (Wenzel, 1985) zu ﬁnden. Die Korrekturwerte
sind klein und nehmen mit zunehmender Ho¨he ab, es ergeben sich z.B. fu¨r Punkte in den Ho¨hen 0 km bzw. 20 km
Korrekturwerte von 0.87mgal bzw. 0.05mgal.
Fu¨r die Zielgro¨ßen dieser Arbeit, die Elemente des Tensors T[ij] des Sto¨rpotentials in einem Punkt P in
der Bahnho¨he von Goce (250 km), wird angenommen, dass sich die gesamte Atmospha¨re unterhalb des Punktes
beﬁndet. Daher ergibt sich MAo = 0 und auf eine Restitution der Reduktion entsprechend zu (3.2) wird verzichtet.
3.3 Reduktion des Eﬀektes der residualen Topographie
Das hochfrequente Signal der Schwerefeldfunktionale wird vor allem durch die umliegenden topographischen
Massen verursacht. Je glatter ein Signal ist, desto besser eignet es sich zur Interpolation und als Grundlage
zur Pra¨diktion, da die lokale Signalvera¨nderung durch Funktionen niedriger Ordnung dargestellt werden kann.
Außerdem kann ein glattes Signal gro¨ber abgetastet werden, ohne dass Aliasing-Eﬀekte auftreten. Die Gravita-
tionswirkung der topographischen Massen wird daher fu¨r nachfolgende Berechnungen zur Gla¨ttung des Signals
reduziert. Das residuale Signal erfu¨llt zudem eher als das urspru¨ngliche Signal die Bedingung der Homogeni-
ta¨t und Isotropie, die im Kollokationsverfahren fu¨r das Sto¨rpotential vorausgesetzt wird. Schließlich fu¨hrt die
Gla¨ttung bei dem Integrationsverfahren zu einer schnelleren Konvergenz der Molodenskii-Reihenentwicklung
(Abschnitt 3.4.1), so dass topographieabha¨ngige Terme vernachla¨ssigt werden ko¨nnen.
Die Reduktion und die Restitution des hochfrequenten Signals wird in die Remove-Restore-Prozedur (vgl.
Abschnitt 3.1) aufgenommen. Bei der Reduktion der Gravitationswirkung der topographischen Massen ist von
einem fu¨r alle Berechnungspunkte konstanten Massenmodell auszugehen, um die Eigenschaft der Harmonizita¨t
fu¨r die Reduktionswerte zu wahren (Forsberg und Tscherning, 1981). Prinzipiell ko¨nnte ein beliebiges Massen-
modell zur Reduktion verwendet werden, die beste Gla¨ttung wird jedoch u¨ber eine realistische Gela¨nde- und
Dichteannahme erreicht. Digitale Gela¨ndemodelle (Dgm) stehen heutzutage in sehr hoher Auﬂo¨sung zur Model-
lierung der Topographie zur Verfu¨gung. Die Dichte der Massen wird zur Berechnung als bekannt vorausgesetzt,
vgl. (Denker, 1988, S. 17). Da die Auﬂo¨sung der Dgm im Allgemeinen ho¨her ist als die der Schweredaten, eig-
net sich die topographische Reduktion, um Aliasing-Fehler zu verringern, die bei zu grob abgetasteten Daten
auftreten (Denker, 1989; Su¨nkel, 1984).
Es ist zu beachten, dass im Rahmen der Remove-Restore-Technik der langwellige Signalanteil durch Daten
eines Gpm reduziert wird. Daher gilt es zu vermeiden, dass durch eine topographische Reduktion im langwel-
ligen Signalbereich die Reduktion doppelt durchgefu¨hrt wird. Die vollsta¨ndige Reduktion der Topographie (bis
zum Geoid) und die topographisch-isostatische Reduktion (Heiskanen und Moritz, 1967; Wild und Heck, 2005)
scheiden aus, da zum Teil langwellige Signalinhalte auftreten (Denker, 1988). In (Forsberg und Tscherning, 1981)
wird daher eine Reduktion nur der kurzwelligen Anteile vorgeschlagen. Eine mittlere Topographieﬂa¨che wird als
Referenzﬂa¨che ausgewa¨hlt, um die davon abweichenden Massendeﬁzite und -u¨berschu¨sse zu modellieren. Das
residuale Massenmodell wird als residuales Terrainmodell (engl. residual terrain model, Rtm) bezeichnet. Die
Reduktionswerte der einzelnen Massenblo¨cke haben sowohl positive als auch negative Vorzeichen (Forsberg und
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Tscherning, 1981; Gerlach, 2003, S. 70), die sich in gro¨ßerer Entfernung vom Aufpunkt aufheben. Die Berechnung
kann daher regional begrenzt werden (Absta¨nde von 50 km bis 1000 km). Je hochfrequenter die Signalstruktur der
Referenzﬂa¨che ist, desto kleiner kann das Berechnungsgebiet gewa¨hlt werden. Ein Nachteil der Rtm-Reduktion
ist, dass manche Punkte unter Umsta¨nden nach der Reduktion innerhalb der Massen der Referenztopographie
liegen, denn die Punkte verbleiben in der urspru¨nglichen Gela¨ndeho¨he (Gerlach, 2003, S. 70). Die reduzierten
Schwerewerte an diesen Punkten repra¨sentieren daher nicht mehr das harmonische Außenraumpotential. Nach
(Forsberg und Tscherning, 1981) kann Abhilfe durch eine harmonische Korrektur geschaﬀen werden: Die Schwe-
rewerte innerhalb der Massen werden als harmonische Fortsetzung (Freiluftreduktion) von Oberﬂa¨chenwerten
berechnet, wodurch die Schwerewerte dann zur Modellierung des Außenraumpotentials verwendet werden ko¨n-
nen, s. a. (Gerlach, 2003, S. 71).
Die GravitationseﬀekteL(TRTM) der residualen topographischenMassen mit der Dichteanomalie ∆ρ fu¨r lineare
Funktionale L(T ) des Sto¨rpotentials T ko¨nnen auf Basis des Integrals
L(TRTM) = G
∫∫∫
V
∆ρ L
(
1
d
)
dv (3.3)
berechnet werden. Die Gro¨ße d beschreibt den Abstand zwischen dem Aufpunkt und dem Quellpunkt des diﬀe-
rentiellen Volumenelementes dv. Das Integral kann fu¨r rechtwinklige Prismenblo¨cke (z. B. Forsberg, 1984), aber
auch fu¨r andere Begrenzungsﬂa¨chen der Massenelemente (z. B. Tsoulis, 2003; Heck und Seitz, 2007; Jekeli und
Zhu, 2006) gelo¨st werden. Die Integration la¨sst sich durch geeignete U¨berfu¨hrung der Integralformeln in Fal-
tungsoperatoren auch mit Hilfe der Fft lo¨sen (Forsberg, 1985; Sideris, 1985; Tziavos et al., 1988; Sideris und
Li, 1993; Peng et al., 1995). In planarer Approximation kann die Fft zweidimensional angewendet werden, wird
der Bezug zur Kugel beibehalten wird die Fft eindimensional eingesetzt, s. a. Abschnitt 8.1. Die in dieser Arbeit
verwendeten Rtm-Reduktionswerte ∆gRTM fu¨r Schwereanomalien und TRTM[ij] fu¨r die Tensorelemente sind mit
Hilfe des Fortran-Programmes Tc (Forsberg, 1984) berechnet worden, s. a. (Denker, 2003). Na¨here Angaben
zu den verwendeten Parametern ﬁnden sich in Abschnitt 10.1. In Abha¨ngigkeit von der Entfernung des Pris-
mas vom Aufpunkt werden Prismenformeln, Reihenentwicklungen und Punktmassenapproximationen verwendet,
vgl. auch (Denker, 1988). Fu¨r detaillierte Angaben, z. B. zur Behandlung der inneren Zone um den Aufpunkt und
zur Beru¨cksichtung der Erdkru¨mmung, wird auf (Forsberg, 1984; Denker, 1988) verwiesen. Untersuchungen zur
beno¨tigten Auﬂo¨sung und Genauigkeit derDgm ﬁnden sich in (Forsberg, 1984; Grote, 1996). Nach (Denker, 2006)
genu¨gt bezu¨glich der Geoidberechnung im cm-Bereich eine Auﬂo¨sung von etwa 100m bis 1000m fu¨r alpines bis
ﬂaches Gela¨nde mit einer Genauigkeit von einigen 10m.
3.4 Integrationsverfahren in regionaler Anwendung
3.4.1 Grundlagen
Das geoda¨tische Randwertproblem zur Berechnung des Sto¨rpotentials T aus Schwereanomalien ∆g wurde schon
im Jahre 1849 von Stokes fu¨r das Geoid als Randﬂa¨che in spha¨rischer Na¨herung gelo¨st (Stokes, 1849):
T (θP0 , λP0 ) =
R
4π
∫∫
σ
S(ψ)∆g(θQ0 , λQ0)dσ . (3.4)
Die Stokes-Funktion S(ψ) gewichtet die Schwereanomalien ∆g entsprechend dem spha¨rischen Abstand ψ zwi-
schen dem Aufpunkt P0 und dem Quellpunkt Q0. Die Gewichtung basiert auf dem funktionalen Zusammenhang
zwischen Sto¨rpotential T und der Schwereanomalie ∆g nach (2.24). In der spha¨rischen Na¨herung werden die
ellipsoidischen Koordinaten der Punkte den spha¨rischen Koordinaten (Poldistanz θ, La¨nge λ) gleichgesetzt, vgl.
Abb. 3.1. Der Radius R ist der mittlere Erdradius. Die Schwereanomalien ∆gQ0 und auch die Lo¨sung TP0 be-
ziehen sich auf das Geoid (in spha¨rischer Approximation). Mit Hilfe des Theorems von Bruns (2.20) kann die
Geoidho¨he N aus TP0 abgeleitet werden. Pizzetti erweiterte 1911 den Ansatz zur Berechnung des Sto¨rpotentials
im gesamten Außenraum des Geoids (Heiskanen und Moritz, 1967, S. 94), die auch als Fortsetzung nach oben
(engl. upward continuation) bezeichnet wird. Entsprechend lassen sich die Schwerefeldgro¨ßen auch nach unten
fortsetzen (engl. downward continuation). Allerdings ist diese Berechnung, bei der hohe Frequenzen versta¨rkt
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werden, weniger stabil als die Fortsetzung nach oben, bei der das Signal gegla¨ttet wird (vgl.Meissl-Schema in
Abb. 2.2). Die Stokes-Funktion S(ψ) mit Erweiterung nach Pizzetti kann neben der geschlossenen Form auch
in Reihenentwicklung
S(ψ, rP , rQ) =
∞∑
n=2
2n + 1
n− 1
(
rQ
rP
)n+1
Pn(cosψ) (3.5)
mit Hilfe der Legendre-Polynome Pn dargestellt werden. Fu¨r konstante Radien rP und rQ ist die Kernfunktion
S(ψ, rP , rQ) isotrop.
Zur Lo¨sung von (3.4) mu¨ssen die Massen außerhalb des Geoids reduziert werden, da harmonische Funktionen
vorausgesetzt werden (Heiskanen und Moritz, 1967, S. 92). Um auf eine Reduktion der Massen mit der Einfu¨h-
rung einer Dichtehypothese verzichten zu ko¨nnen, fu¨hrte Molodenskii 1945 die Lo¨sung des Randwertproblems
auf der Erdoberﬂa¨che ein (in engl. U¨bersetzung Molodenskii et al., 1962, Kapitel 5; Heiskanen und Moritz, 1967,
S. 291 ﬀ.). Mit Hilfe des Theorems von Bruns (2.19) kann aus dem Sto¨rpotential TP die Quasigeoidho¨he oder Ho¨-
henanomalie ζP abgeleitet werden. Dabei wird das die Erdoberﬂa¨che anna¨hernde Telluroid (vgl. Abschnitt 2.1.3)
als Randﬂa¨che eingefu¨hrt. Die Integration wird fu¨r eine auf dem Telluroid kondensierte einfache Schicht gelo¨st.
Im Gegensatz zur Stokes-Formel (3.4) ha¨ngt die Lo¨sung nach Molodenskii nicht allein von den Schwereano-
malien ab, sondern auch von der Gela¨ndeneigung (Torge, 2001, S. 289). Es ergibt sich eine Reihenentwicklung,
die ha¨uﬁg als Molodenskii-Reihe bezeichnet wird. Als Alternative wird in (Moritz, 1980, S. 377 ﬀ.) die ana-
lytische Fortsetzung zur Lo¨sung des Molodenskii-Problems angegeben. Die an der Erdoberﬂa¨che deﬁnierten
Schwereanomalien ∆gQ werden dazu zuna¨chst analytisch auf eine einheitliche Referenzho¨he fortgesetzt. Diese
reduzierten Schwereanomalien sind theoretische Gro¨ßen und haben keine physikalische Entsprechung (Heiskanen
und Moritz, 1967, S. 319). Die Stokes-Formel (3.4) kann auf Basis der reduzierten Schwerenanomalien in der
gewa¨hlten Referenzho¨he ausgewertet werden. Das Sto¨rpotential bzw. die Ho¨henanomalie an der Erdoberﬂa¨che
wird anschließend ebenfalls durch analytische Fortsetzung in der entsprechenden Ho¨he berechnet. Die Fortset-
zung erfolgt u¨ber eine Taylor-Reihenentwicklung. Dazu werden die radialen Gradienten ∂
n
∂rn
der Ordnung n
der Schwereanomalie und der Ho¨henanomalie eingefu¨hrt. Die Lo¨sung mit Beschra¨nkung auf die Ableitung der
1. Ordnung wird auch als Gradientenlo¨sung bezeichnet (Moritz, 1980, S. 387; Torge, 2001, S. 291). Es kann ge-
zeigt werden, dass die Berechnung auf Basis der analytischen Fortsetzung der Molodenskii-Reihe entspricht
(Moritz, 1980, S. 388; Otero und Auz, 2004).
Die Referenzho¨he kann prinzipiell frei gewa¨hlt werden (Sideris und Schwarz, 1988); wird als Referenzho¨he
die Punktho¨he HP des Berechnungspunktes P eingefu¨hrt, gilt fu¨r die Reihe 1. Ordnung zur Berechnung des
Sto¨rpotentials im Oberﬂa¨chenpunkt P (Moritz, 1980, S. 379; Torge, 2001, S. 291)
T (θP , λP , rP ) =
rP
4π
∫∫
σ
S(ψ, rP , rP )
(
∆g(θQ, λQ, rQ)− ∂∆g
∂H
(HQ −HP )
)
dσ . (3.6)
Der Radius rP wird im Vorfaktor
rP
4π u¨blicherweise durch R ersetzt (Moritz, 1980, S. 379). Die Schwereanomalien
∆gQ sind an der Erdoberﬂa¨che in der Ho¨he HQ deﬁniert. Die Radien der Punkte P und Q ergeben sich in
spha¨rischer Na¨herung zu rP = R+HP bzw. rQ = R+HQ, vgl. Abb. 3.4. Der Term−∂∆g∂H (HQ−HP ) entspricht dem
Term 1. Ordnung der Molodenskii-Reihe und wird im Folgenden als Molodenskii-Korrekturterm bezeichnet.
Durch Anwendung desMolodenskii-Korrekturterms kann die individuelle Punktho¨he der Eingangsdaten bei
der Integration u¨ber die Kugel beru¨cksichtigt werden. Der Molodenskii-Korrekturterm in (3.6) entfa¨llt, wenn
alle Punktho¨hen HQ der Eingangsdaten gleich der Ho¨he HP des Berechnungspunktes angenommen werden. Die
topographische Reduktion der Schwereanomalien auf Basis eines Rtm (Abschnitt 3.3) fu¨hrt aufgrund der Signal-
gla¨ttung zu einer Verkleinerung des Molodenskii-Korrekturterms und damit insgesamt zu einer schnelleren
Konvergenz der Molodenskii-Reihe (Forsberg und Sideris, 1989). Untersuchungen von (Denker und Tziavos,
1999) zur Quasigeoidberechnung in den Alpen ergaben eine Gro¨ßenordnung der Auswirkung des Molodenskii-
Terms 1. Ordnung von etwa 1 cm im Quasigeoid, wenn das Eingangsdatenfeld auf Basis eines Rtm gegla¨ttet ist,
Terme ho¨herer Ordnung sind deutlich kleiner. In den Studien zur Berechnung des Tensors T[ij] in der Bahnho¨he
von Goce (Tabelle 4.1 in Abschnitt 4.2) wurde bei Anwendung des Integrationsverfahrens der Molodenskii-
Korrekturterm bisher vernachla¨ssigt (Denker, 2003; Pail, 2004; Kern und Haagmans, 2005). Daher wird auch hier
die Molodenskii-Reihe auf die nullte Ordnung begrenzt, so dass sie formal der Lo¨sung (3.4) nach Stokes ent-
spricht. Der Eﬀekt der Vernachla¨ssigung der individuellen Punktho¨he der Beobachtungen wird in dieser Arbeit
mit Hilfe der Kollokation nach kleinsten Quadraten nummerisch untersucht.
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Mit der Erweiterung nach Pizzetti wird das Sto¨rpotential im Punkt P bei Vernachla¨ssigung des Molodenskii-
Korrekturterms mit
T (θP , λP , rP ) =
R
4π
∫∫
σ
S(ψ, rP , R)∆g(θQ, λQ, R)dσ (3.7)
aus Schwereanomalien ∆gQ abgeleitet, die an der Erdoberﬂa¨che deﬁniert sind.
Die Schwereanomalie ∆g ergibt sich nach (2.28) aus der Akkumulation ihrer spha¨risch-harmonischen Anteile
(Heiskanen und Moritz (1967), S. 30, 258)
∆gn(θ, λ,R) =
2n + 1
4π
2π∫
λ′=0
π∫
θ′=0
∆g(θ′, λ′, R)Pn(cosψ) sin θ
′ dθ′dλ′ . (3.8)
Aufgrund der Orthogonalita¨tsrelationen der Legendre-Polynome auf der Kugel gelingt eine einfache spektrale
Zerlegung der isotropen Kernfunktion S(ψ, rP , rQ) fu¨r konstante Radien rP und rQ (z. B. Heiskanen und Moritz,
1967, S. 30 bzw. 257):
Sn =
π∫
ψ=0
S(ψ, rP , rQ)Pn(cosψ) sinψdψ =
π∫
ψ=0
∞∑
=2
2 + 1
− 1
(
rQ
rP
)+1
P(cosψ)Pn(cosψ) sinψdψ
=
2
2n + 1
2n + 1
n− 1
(
rQ
rP
)n+1
=
2
n− 1
(
rQ
rP
)n+1
. (3.9)
Fu¨r die dabei angewendete Vertauschung von Summation und Integration ist die gleichma¨ßige Konvergenz der
Reihe (3.5) Voraussetzung (Bronstein et al., 1996, S. 394). Auf Basis der ∆gn und der spektralen Zerlegung (3.9)
des Integralkerns kann (3.7) auch in spektraler Form
T (θP , λP , rP ) =
R
2
∞∑
n=2
Sn∆gn(θP , λP , R) (3.10)
geschrieben werden.
In der Integration (3.7) wird formal vorausgesetzt, dass terrestrische Schwereanomalien global und unendlich
dicht vorliegen. In der Praxis liegen die Schwereanomalien aber nur diskret in regional begrenzten Gebieten vor.
Daher wird die im vorherigen Abschnitt eingefu¨hrte Remove-Restore-Technik zur Erga¨nzung der terrestrischen
Daten im Außenbereich durch Informationen eines Gpm und zur Gla¨ttung der Daten durch Reduktion des
hochfrequenten Signals der Topographie angewendet. Ist das residuale Signal ausreichend glatt, genu¨gt eine
diskrete Abtastung, um das kontinuierliche Signal zu rekonstruieren.
3.4.2 Anwendung der Remove-Restore-Technik
Das Integrationsgebiet σ aus (3.7) wird im Folgenden in das Gebiet einer Kugelkappe σ0 mit dem Radius ψ0
und dem Berechnungspunkt P im Zentrum (Abb. 3.1, S. 26) und die restliche Kugeloberﬂa¨che σ− σ0 zerlegt. Im
Gebiet σ0 stehen Schwereanomalien
∆gT (θ, λ,R) =
∞∑
n=2
∆gTn (θ, λ,R) (3.11)
zur Berechnung der Approximation Tˆ T zur Verfu¨gung, formal entsprechen sie den oben eingefu¨hrten Schwere-
anomalien ∆g. Der Index (T ) wird hier zur Unterscheidung gegenu¨ber den aus einem Gpm abgeleiteten Schwere-
anomalien
∆gM (θ, λ,R) =
nmax∑
n=2
∆gMn (θ, λ,R) (3.12)
eingefu¨hrt, deren spektrale Auﬂo¨sung auf den spha¨risch-harmonischen Grad nmax begrenzt ist. Die spektra-
len Anteile ∆gMn entsprechen zuna¨chst ebenfalls formal den spektralen Anteilen ∆gn aus (3.10) bis zum Grad
nmax. Diese Anomalien werden zuna¨chst nur im Außenbereich σ − σ0 zur Berechnung der Approximation TˆMA
verwendet. Es ergibt sich in der Summe die Approximation TˆP der Lo¨sung (3.7) zu
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TˆP = Tˆ (θP , λP , rP ) = Tˆ
MA
P + Tˆ
T
P (3.13)
=
R
4π
2π∫
α=0
π∫
ψ=ψ0
S(ψ, rP , R)∆g
M (θQ, λQ, R) sinψ dψdα +
R
4π
2π∫
α=0
ψ0∫
ψ=0
S(ψ, rP , R)∆g
T (θQ, λQ, R) sinψ dψdα .
Hierbei muss die Umrechnung der spha¨rischen Poldistanz θ und La¨nge λ der Quellpunkte Q in spha¨rische
Polarkoordinaten ψ und α (vgl. Abb. 3.5) beru¨cksichtigt werden (Heiskanen und Moritz, 1967, S. 258). Das
Vorgehen zur Kombination der beiden Datenquellen ∆gT und ∆gM entspricht der in Abschnitt 3.1 (S. 26)
vorgestellten Methode I. Die Berechnung aus diskret vorliegenden im Gegensatz zu den hier als kontinuierlich
angenommenen Beobachtungen wird in Kapitel 8 dieser Arbeit dargestellt. Die kreisfo¨rmige Gebietsbegrenzung
pro Berechnungspunkt (vgl. Abb. 3.1, S. 26) wird gewa¨hlt, um eine einfache spektrale Darstellung von Signal-
und Fehlerbeitrag im Innengebiet σ0 und im Außengebiet σ − σ0 zu erhalten, wobei ein konstanter Radius R
fu¨r alle Beobachtungen ∆gM und ∆gT im Folgenden vorausgesetzt wird, so dass der Integralkern S(ψ, rP , R)
isotrop ist.
Um die Orthogonalita¨tseigenschaften der Kugelﬂa¨chenfunktionen auf der Kugel σ ausnutzen zu ko¨nnen, wird
in TˆMA aus (3.13) die stu¨ckweise stetige Funktion
S¯(ψ, rP , R) =
{
0 fu¨r 0 ≤ ψ ≤ ψ0
S(ψ, rP , R) fu¨r ψ > ψ0
(3.14)
eingefu¨hrt (Heck, 1979). Eine spektrale Darstellung der Integration in TˆMA aus (3.13) gelingt auf Basis der in
(Molodenskii et al., 1962) eingefu¨hrten Molodenskii-Abbruchkoeﬃzienten (engl. truncation coeﬃcients) Qn,
die sich aus der Legendre-Transformation der Funktion S¯ zu
Qn(ψ0) =
π∫
ψ=ψ0
S(ψ, rP , R)Pn(cosψ) sinψ dψ (3.15)
ergeben, wobei auf die Angabe der Radien rP und R in den Argumenten von Qn verzichtet wurde. Die Summe
der spektralen Anteile rekonstruiert die Funktion
S¯(ψ, rP , R) =
∞∑
n=0
2n + 1
2
Qn(ψ0)Pn(cosψ) . (3.16)
Analog ergibt sich fu¨r die in Tˆ T aus (3.13) einzusetzende stu¨ckweise stetige Funktion
S¯(ψ, rP , R) =
{
S(ψ, rP , R) fu¨r 0 ≤ ψ ≤ ψ0
0 fu¨r ψ > ψ0
(3.17)
Abbildung 3.5. Die Polarkoordinaten ψ und α legen
Richtung und Strecke von Punkt P zu Punkt Q auf der
Kugel fest. Der Punkt P stellt den Berechnungspunkt
dar, der Punkt Q einen Quellpunkt innerhalb der Ku-
gelkappe σ0, vgl. Abb. 3.1.
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mit der spektralen Zerlegung in die Koeﬃzienten
Q¯n(ψ0) =
ψ0∫
ψ=0
S(ψ, rp, R)Pn(cosψ) sinψ dψ (3.18)
die folgende Rekonstruktion
S¯(ψ, rP , R) =
∞∑
n=0
2n + 1
2
Q¯n(ψ0)Pn(cosψ) . (3.19)
Mit der spektralen Zerlegung Qn(ψ0 = 0) = Sn der Kernfunktion S(ψ, rP , R) nach (3.9) gilt außerdem der
Zusammenhang
Qn(ψ0) = Sn − Q¯n(ψ0) . (3.20)
Die Integration (3.13) wird mit Hilfe der Abbruchkoeﬃzienten (3.15) und (3.18) und den Kugelﬂa¨chenfunk-
tionen ∆gn der Schwereanomalien ∆g
M aus (3.12) und ∆gT aus (3.11) als Summe der spektralen Anteile ausge-
dru¨ckt. Es ergibt sich fu¨r die beiden Summanden aus (3.13) unter Verwendung von (3.8)
TˆMAP =
R
4π
2π∫
α=0
π∫
ψ=ψ0
S(ψ, rP , R)∆g
M (θQ, λQ, R) sinψdψdα
=
R
4π
2π∫
α=0
π∫
ψ=0
S¯(ψ, rP , R)∆g
M (θQ, λQ, R) sinψdψdα
=
R
4π
∞∑
n=2
2n+ 1
2
Qn(ψ0)
2π∫
α=0
π∫
ψ=0
∆gM (θQ, λQ, R)Pn(cosψ) sinψdψdα
=
R
2
nmax∑
n=2
Qn(ψ0)∆g
M
n (θP , λP , R) (3.21)
und
Tˆ TP =
R
4π
2π∫
α=0
ψ0∫
ψ=0
S(ψ, rP , R)∆g
T (θQ, λQ, R) sinψdψdα
=
R
4π
2π∫
α=0
π∫
ψ=0
S¯(ψ, rP , R)∆g
T (θQ, λQ, R) sinψdψdα
=
R
4π
∞∑
n=2
2n + 1
2
Q¯n(ψ0)
2π∫
α=0
π∫
ψ=0
∆gT (θQ, λQ, R)Pn(cosψ) sinψdψdα
=
R
2
∞∑
n=2
Q¯n(ψ0)∆g
T
n (θP , λP , R) . (3.22)
Fu¨r die dabei jeweils angewendete Vertauschung von Summation und Integration ist die gleichma¨ßige Konvergenz
der Reihen (3.16) und (3.19) Voraussetzung (Bronstein et al., 1996, S. 394). Durch Einsetzen in (3.13) folgt
TˆP =
R
2
nmax∑
n=2
Qn(ψ0)∆g
M
n (θP , λP , R) +
R
2
∞∑
n=2
Q¯n(ψ0)∆g
T
n (θP , λP , R) . (3.23)
Der Beitrag der spha¨risch-harmonischen Grade 0 und 1 wird dabei vernachla¨ssigt. Das heißt, dass die Masse
des Normalschwerefeldes und der tatsa¨chlichen Erde als gleich angenommen und das Koordinatensystem im
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Massenmittelpunkt der Erde gelagert wird (vgl. Abschnitt 2.1.3). Eine Beru¨cksichtigung dieser Signalbeitra¨ge ist
in (Heck und Gru¨ninger, 1983) dargestellt.
Der Vernachla¨ssigungsfehler δTVF der Integration (3.13) ergibt sich unter Beru¨cksichtigung der zu Beginn
des Abschnittes eingefu¨hrten formalen U¨bereinstimmung der spektralen Anteile ∆gTn , ∆g
M
n und ∆gn aus der
Diﬀerenz von (3.10) und (3.23) zu
δTVFP = TP − TˆP =
R
2
∞∑
n=nmax+1
Qn(ψ0)∆gn(θP , λP , R) . (3.24)
Wenn Abweichungen zwischen den Anteilen ∆gTn , ∆g
M
n und ∆gn auftreten, dann ergeben sich in (3.24) weitere
Terme. Dies wird in Abschnitt 3.4.4 behandelt. Hier wird nun angenommen, dass die Schwereanomalien ∆gM
global vorliegen und in die Lo¨sung
TˆMP =
R
2
nmax∑
n=2
Sn∆g
M
n (θP , λP , R) (3.25)
einﬂießen. Außerdem gilt ∆gMn = 0 fu¨r n > nmax. Folglich kann mit (3.25) unter Verwendung von (3.20) die
Gleichung (3.23) umformuliert werden zu
TˆP =
R
2
nmax∑
n=2
(Sn − Q¯n(ψ0))∆gMn (θP , λP , R) +
R
2
∞∑
n=2
Q¯n(ψ0)∆g
T
n (θP , λP , R)
=
R
2
nmax∑
n=2
Sn∆g
M
n (θP , λP , R) +
R
2
∞∑
n=2
Q¯n(ψ0)(∆g
T
n (θP , λP , R)−∆gMn (θP , λP , R))
=
R
2
nmax∑
n=2
Sn∆g
M
n (θP , λP , R) +
R
4π
∫∫
σ0
S(ψ)(∆gT (θQ, λQ, R)−∆gM (θQ, λQ, R))dσ
= TˆMP + Tˆ
R
P . (3.26)
Dies entspricht der in Abschnitt 3.1 vorgestellten Remove-Restore-Technik (Methode II), vgl. Abb. 3.3. Diese
Methode hat, wie bereits erwa¨hnt, den Vorteil, dass die kleineren Residualwerte
∆gR = ∆gT −∆gM (3.27)
geringere Approximationsfehler in der regionalen Integration zur Berechnung von TˆR aus (3.26) verursachen
als ein unreduziertes Signal ∆gT in der Lo¨sung Tˆ T aus (3.13). In der praktischen Anwendung basieren die
Schwereanomalien ∆gM auf einem Gpm, daher wurde in (3.26) die Akkumulation der spektralen Anteile ∆gMn
zur Lo¨sung von TˆM gewa¨hlt. Die Schwereanomalien ∆gT repra¨sentieren regional vorliegende terrestrische Daten,
die durch Integration im Ortsraum in die Lo¨sung einﬂießen.
Die Umformulierung von (3.23) in (3.26) zeigt, dass die Methoden I und II zur Kombination eines Gpm mit
terrestrischen Daten, abgesehen von unterschiedlich großen Approximationsfehlern, zu denselben analytischen
Ergebnissen fu¨hren. Innerhalb der Kugelkappe werden auch bei der Remove-Restore-Technik allein die terres-
trischen Daten zur Modellierung herangezogen. Dies wird in der Literatur bei der Interpretation von Ergebnissen
aus (3.26) teilweise nicht klar beru¨cksichtigt (Higgins et al., 1998; Featherstone, 1999; Featherstone et al., 2001).
Ansteigende Fehler der Approximation von T bei wachsender Kappengro¨ße ko¨nnen u. a. durch Fehler im lang-
welligen Bereich der terrestrischen Daten erkla¨rt werden. Bei sehr kleiner Kappengro¨ße werden die Fehler fast
vollsta¨ndig durch das Gpm mit geringeren Fehlern im langwelligen Bereich abgefangen, allerdings tragen die
terrestrischen Daten dann auch nur wenig zur Lo¨sung bei. Fu¨r eine ﬂexiblere spektrale Kombination der Daten-
quellen kann der Integralkern modiﬁziert werden. Dies wird im folgenden Abschnitt erla¨utert. Es sei noch darauf
hingewiesen, dass zur Fehlerminimierung bei der regionalen Integration neben einer geeigneten Datenkombina-
tion auch der Integralkern an einer gu¨nstigen Stelle ψ0 abgebrochen werden muss. Dieser Zusammenhang wird
ausfu¨hrlicher in Abschnitt 3.4.5 diskutiert.
3.4.3 Modiﬁkation des Integralkerns
In der bisher dargestellten Approximation von T werden innerhalb der Kugelkappe σ0 ausschließlich die terres-
trischen Daten ∆gT verwendet. Der langwellige Signalanteil wird aber im Allgemeinen besser durch ein aktuelles
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Gpm als durch terrestrische Daten repra¨sentiert. Zum einen ko¨nnen die terrestrischen Daten prinzipiell den sehr
langwelligen Signalanteil nicht gut wiedergeben, da sie nur regional begrenzt vorliegen, zum anderen fu¨hren In-
konsistenzen in der Datumsfestlegung der Ho¨hennetze und systematische Fehler in den Nivellementsnetzen zu
Fehlern im langwelligen Signalbereich (bis etwa zum spha¨risch-harmonischen Grad 200) der terrestrischen Daten
(Heck, 1990).
Es bietet sich daher an, die Beobachtungen ∆gM und ∆gT innerhalb der Kugelkappe spektral zu kombinieren.
Der Integralkern S(ψ, rP , R) wird dazu durch Einfu¨hrung spektraler Gewichte sn in der Reihenentwicklung (3.5)
modiﬁziert:
Ssn(ψ, rP , R) =
∞∑
n=2
2n + 1
2
snSnPn(cosψ) . (3.28)
Dabei wurde die spektrale Zerlegung Sn der Kernfunktion aus (3.9) verwendet. Aufgrund der Isotropie des
Integralkerns entfa¨llt die Abha¨ngigkeit vom Azimut, die spektralen Gewichte ha¨ngen daher allein vom spha¨risch-
harmonischen Grad n und nicht von der Ordnung m ab.
Die Einfu¨hrung der spektralen Gewichte sn in (3.10) fu¨hrt formal zur spektralen Kombinationslo¨sung
TP =
R
2
∞∑
n=2
(1 − sn)Sn∆gn(θP , λP , R) + R
2
∞∑
n=2
snSn∆gn(θP , λP , R) . (3.29)
Gleichung (3.29) kann durch Verwendung der modiﬁzierten Kernfunktion (3.28) und der Beziehung (3.8) umge-
formt werden zu
TP =
R
2
∞∑
n=2
(1− sn)Sn∆gn(θP , λP , R) + R
4π
∫∫
σ
Ssn(ψ, rP , R)∆g(θQ, λQ, R)dσ . (3.30)
Es werden nun in den beiden Summanden jeweils die Beobachtungen ∆gT aus (3.11) und ∆gM aus (3.12)
eingefu¨hrt. Die Beobachtungen ∆gT liegen dabei nur im begrenzten Gebiet der Kugelkappe σ0 mit dem Be-
rechnungspunkt P im Zentrum vor, die Beobachtungen ∆gM sind hingegen global verfu¨gbar, jedoch spektral
begrenzt bis zum spha¨risch-harmonischen Grad nmax. Es ergibt sich im Integrationsverfahren (IF) mit spektraler
Gewichtung die Approximation Tˆ IF
∗
P zu
Tˆ IF
∗
P =
R
2
nmax∑
n=2
(1− sn)Sn∆gMn (θP , λP , R) +
R
4π
∫∫
σ0
Ssn(ψ, rP , R)∆g
T (θQ, λQ, R)dσ . (3.31)
Gleichung (3.31) ist eine vorla¨uﬁge Lo¨sung des Integrationsverfahrens, weshalb das Ergebnis mit (∗) gekenn-
zeichnet wird. Fu¨r die terrestrischen Daten ∆gT aus (3.11) werden in Ssn(ψ, rP , R) aus (3.28) die spektralen
Gewichte
sn =
{
sTn fu¨r 2 ≤ n ≤ kmax
1 fu¨r n > kmax
(3.32)
eingefu¨hrt, fu¨r das Gpm-Signal ∆gM wird entsprechend (3.31) eine Gewichtung von 1 − sn gewa¨hlt. Es muss
kmax ≤ nmax gelten, da das Gpm auf Signale der Frequenz n ≤ nmax beschra¨nkt ist. Da die spektralen Gewichte
der terrestrischen Daten ab dem Grad kmax + 1 gleich eins sind, ergibt sich die modiﬁzierte Kernfunktion (3.28)
auch zu
Ssn(ψ, rP , R) = S(ψ, rP , R)−
kmax∑
n=2
2n + 1
2
(1− sTn )SnPn(cosψ) . (3.33)
Es werden nun analog zu den gewo¨hnlichen Molodenskii-Abbruchkoeﬃzienten (3.15) und (3.18) die Abbruch-
koeﬃzienten
Qsn (ψ0) =
π∫
ψ=ψ0
Ss(ψ)Pn(cosψ) sinψ dψ =
π∫
ψ=ψ0
∞∑
=2
2 + 1
2
sSP(cosψ)Pn(cosψ) sinψ dψ (3.34)
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und
Q¯sn (ψ0) =
ψ0∫
ψ=0
Ss(ψ)Pn(cosψ) sinψ dψ =
ψ0∫
ψ=0
∞∑
=2
2+ 1
2
sSP(cosψ)Pn(cosψ) sinψ dψ (3.35)
der modiﬁzierten Kernfunktion deﬁniert. Die Approximation (3.31) ergibt sich mit (3.35) in spektraler Formu-
lierung zu
Tˆ IF
∗
P =
R
2
nmax∑
n=2
(1− sn)Sn∆gMn (θP , λP , R) +
R
2
∞∑
n=2
Q¯sn (ψ0)∆g
T
n (θP , λP , R) . (3.36)
Aus der Diﬀerenz von (3.10) und (3.36) ergibt sich unter Beru¨cksichtigung der formalen U¨bereinstimmung der
spektralen Anteile ∆gn mit ∆g
T
n und ∆g
M
n (bis nmax) der Vernachla¨ssigungsfehler
δTVF, IF
∗
P =
R
2
∞∑
n=2
Sn∆gn(θP , λP , R)− R
2
nmax∑
n=2
(1 − sn)Sn∆gn(θP , λP , R)− R
2
∞∑
n=2
Q¯sn (ψ0)∆gn(θP , λP , R)
=
R
2
nmax∑
n=2
(snSn − Q¯sn (ψ0))∆gn(θP , λP , R) +
R
2
∞∑
n=nmax+1
(Sn − Q¯sn (ψ0))∆gn(θP , λP , R) . (3.37)
Unter Verwendung spektraler Gewichte gn, die jeweils durch sn bzw. durch 1− sn ersetzt werden ko¨nnen, lassen
sich mit Hilfe von (3.20) folgende Beziehungen zwischen den Abbruchkoeﬃzienten (3.34) und (3.35) aufstellen:
Q¯gn (ψ0) = gnSn −Qgn (ψ0) und Qgn (ψ0) = Q1n(ψ0)−Q(1−g)n (ψ0) . (3.38)
Mit (3.38) gelingt eine Umformung von (3.37) zu
δTVF, IF
∗
P =
R
2
nmax∑
n=2
Qsn (ψ0)∆gn(θP , λP , R) +
R
2
∞∑
n=nmax+1
((1 − sn)Sn + Qsn (ψ0))∆gn(θP , λP , R) . (3.39)
Beru¨cksichtigt man zudem, dass die spektralen Gewichte sn aus (3.32) ab dem harmonischen Grad kmax +1 den
Wert eins annehmen und kmax ≤ nmax gilt, folgt 1− sn = 0 fu¨r n > nmax. Damit vereinfacht sich (3.39) zu
δTVF, IF
∗
P =
R
2
∞∑
n=2
Qsn (ψ0)∆gn(θP , λP , R) . (3.40)
Der Vernachla¨ssigungsfehler (3.40) kann dadurch verringert werden, dass die Beitra¨ge bis zum Grad
n = nmax auf Basis der ∆g
M aus dem Gpm bestimmt und damit nicht vernachla¨ssigt werden. Der Term∑nmax
n=2 Q
s
n (ψ0)∆gn(θP , λP , R) wird daher zum Beitrag des Gpm in (3.31) erga¨nzt. Es ergibt sich die
Approximation Tˆ IF im Integrationsverfahren mit spektraler Gewichtung zu
Tˆ IFP =
R
2
nmax∑
n=2
((1 − sn)Sn + Qsn (ψ0))∆gMn (θP , λP , R) +
R
4π
∫∫
σ0
Ssn(ψ, rP , R)∆g
T (θQ, λQ, R)dσ
= TˆMA, IFP + Tˆ
T , IF
P . (3.41)
Es verbleibt der Vernachla¨ssigungsfehler
δTVF, IFP =
R
2
∞∑
n=nmax+1
Qsn (ψ0)∆gn(θP , λP , R) . (3.42)
Der Beitrag TˆMA, IF des Gpm zur kombinierten Lo¨sung (3.41) la¨sst sich unter Verwendung der Beziehungen
(3.38) umformen zu
TˆMA, IFP =
R
2
nmax∑
n=2
((1− sn)Sn + Qsn (ψ0))∆gMn (θP , λP , R)
=
R
2
nmax∑
n=2
(Q¯1−sn + Q
1
n)∆g
M
n (θP , λP , R) (3.43a)
=
R
2
nmax∑
n=2
(Sn − Q¯sn (ψ0))∆gMn (θP , λP , R) . (3.43b)
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Der Ausdruck (3.43a) zeigt, dass das Gpm innerhalb der spha¨rischen Kappe mit 1 − sn gewichtet wird (Q¯1−sn )
und im Außenbereich σ − σ0 mit dem Gewicht eins eingeht (Q1n). Es existieren Ansa¨tze, in denen der Vernach-
la¨ssigungsfehler δTVF, IF
∗
nicht mit Hilfe des Gpm zu δTVF, IF reduziert wird (z. B. Sjo¨berg, 1984). Dies kann
von Vorteil sein, da Gleichungssysteme zur Bestimmung optimaler spektraler Gewichte zur Minimierung des
Vernachla¨ssigungsfehlers auf Basis von (3.40) nummerisch stabiler gelo¨st werden ko¨nnen als auf Basis von (3.42),
s. (Smeets, 1994). In den meisten Ansa¨tzen wird aber ausgenutzt, dass sich ein Genauigkeitsgewinn durch die
Verwendung des vollsta¨ndigen Gpm-Signals im Außenbereich σ − σ0 ergibt (z. B. Heck und Gru¨ninger, 1983;
Sjo¨berg, 1991; Denker, 2003).
Der Ausdruck (3.43b) eignet sich, um die Kombinationslo¨sung (3.41) im Sinne der Remove-Restore-Technik
entsprechend (3.26) zu formulieren (Wenzel, 1982):
Tˆ IFP =
R
2
nmax∑
n=2
Sn∆g
M
n (θP , λP , R)−
R
2
nmax∑
n=2
Q¯sn (ψ0)∆g
M
n (θP , λP , R) +
R
4π
∫∫
σ0
Ssn(ψ, rP , R)∆g
T (θQ, λQ, R)dσ
=
R
2
nmax∑
n=2
Sn∆g
M
n (θP , λP , R)−
R
4π
∫∫
σ0
Ssn(ψ, rP , R)∆g
M (θQ, λQ, R)dσ +
+
R
4π
∫∫
σ0
Ssn(ψ, rP , R)∆g
T (θQ, λQ, R)dσ
=
R
2
nmax∑
n=2
Sn∆g
M
n (θP , λP , R) +
R
4π
∫∫
σ0
Ssn(ψ, rP , R)∆g
R(θQ, λQ, R)dσ
= TˆM , IFP + Tˆ
R, IF
P . (3.44)
In die Integration gehen die residualen Schwereanomalien ∆gR aus (3.27) ein. Die Remove-Restore-Technik wird
wegen der in Abschnitt 3.1 genannten Vorteile auch beim Integrationsverfahren mit modiﬁzierter Kernfunktion
genutzt. Die spektralen Gewichte sn steuern, fu¨r welchen spektralen Signalbereich das Gpm auch innerhalb der
Kugelkappe in die Lo¨sung einﬂießt, vgl. Abb. 3.6. Der langwellige Signalbereich (bis kmax ≤ nmax) des Gpm
kann u¨ber den gesamten Ortsbereich ψ = 0 . . . π verwendet werden. Wird der Integralkern nicht wie in (3.33)
angegeben modiﬁziert, kann das Gpm nur im Bereich ψ0 . . . π genutzt werden, vgl. Abb. 3.3 auf S. 27. Ansa¨tze
zur Bestimmung der spektralen Gewichte werden im Abschnitt 3.4.5 besprochen.
3.4.4 Bestimmung der Varianzen der Zielgro¨ßen
Neben der Approximation der Zielgro¨ße T interessiert die Genauigkeit, mit der die Zielgro¨ße auf Basis des
Integrationsverfahrens (3.44) berechnet werden kann. Bei der Ermittlung der Genauigkeit ist neben dem im
vorangegangenen Abschnitt eingefu¨hrten Vernachla¨ssigungsfehler (3.42) das in der Praxis auftretende Rauschen
 in den Beobachtungen (∆gM und ∆gT ) zu beru¨cksichtigen. Die Fehlerbeitra¨ge aufgrund des Rauschens der
Beobachtungen werden im Englischen als commission errors bezeichnet.
Abbildung 3.6. Remove-Restore-Technik mit spek-
traler Kombination eines Gpm (M ) und regionaler ter-
restrischer Daten (T ) innerhalb einer Kugelkappe mit
dem Radius ψ0. Es verbleibt der Vernachla¨ssigungsfeh-
ler (VF).
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Da weder die tatsa¨chlichen Werte des Rauschens noch die Signalbeitra¨ge ∆gn zur Berechnung des Vernachla¨ssi-
gungsfehlers (3.42) bekannt sind, muss auf statistische Aussagen u¨ber die Fehlerquellen zuru¨ckgegriﬀen werden
(Heck, 1979). Das Rauschen des Sto¨rpotentials und seiner Funktionale wird dazu als stationa¨rer stochastischer
Prozess auf der Kugel interpretiert, wobei der Prozess des Signals außerdem ergodisch ist (Abschnitt 2.2.2). Es
wird davon ausgegangen, dass die Kovarianzfunktionen des Signals und des Rauschens homogen und isotrop sind,
da dann eine spektrale Darstellung der Fehlerbeitra¨ge auf Basis von Gradvarianzen nach (2.59) gelingt.
Im Folgenden wird angenommen, dass die terrestrischen Daten ∆gT gegenu¨ber den rauschfreien ∆gT (=0) aus
(3.11) mit dem Rauschen
∆gT = ∆g
T (=0) −∆gT =
∞∑
n=2
n(∆g
T ) (3.45)
und die Daten ∆gM des Gpm gegenu¨ber den rauschfreien ∆gM(=0) aus (3.12) mit dem Rauschen
∆gM = ∆g
M(=0) −∆gM =
nmax∑
n=2
n(∆g
M ) (3.46)
behaftet sind. Durch Anwendung von (3.44) auf ∆gM und ∆gT ergibt sich die Approximation Tˆ IF( =0) aus
verrauschten Beobachtungen. Aus der Diﬀerenz zur Lo¨sung T aus (3.10) la¨sst sich formal das verbleibende
Rauschen inklusive Vernachla¨ssigungsfehler der Approximation Tˆ IF( =0) angeben:
T IF = T − Tˆ IF( =0) = TM + TT + δTVF, IF (3.47)
=
R
2
nmax∑
n=2
((1 − sn)Sn + Qsn (ψ0))n(∆gM ) +
R
2
∞∑
n=2
Q¯sn n(∆g
T ) +
R
2
∞∑
n=nmax+1
Qsn (ψ0)∆gn .
Mit Hilfe von (3.38) la¨sst sich (3.47) umformen zu
T IF =
R
2
nmax∑
n=2
(Q¯1−sn + Q
1
n)n(∆g
M ) +
R
2
∞∑
n=2
Q¯sn n(∆g
T ) +
R
2
∞∑
n=nmax+1
Qsn ∆gn . (3.48)
Die Varianz (oder mittlerer quadratischer Fehler) m2
T IF
fu¨r das Gesamtsystem T IF aus dem vernachla¨ssigten
Signal und dem Rauschen wird entsprechend (2.72) berechnet zu
m2
T IF
= E{M(T IF , T IF)} (3.49)
(Heiskanen und Moritz, 1967, S. 261; Moritz, 1980, S. 100). Unter der Annahme, dass zwischen den beiden
Rauschquellen und dem vernachla¨ssigten Signal keine Korrelation besteht, ergibt sich fu¨r (3.48) durch Anwendung
von (3.49)
m2
T IF
=
R2
4
nmax∑
n=2
nmax∑
n′=2
(Q¯1−sn + Q
1
n)(Q¯
1−s
n′ + Q
1
n′)E{n(∆gM ), n′(∆gM )}+
R2
4
∞∑
n=2
∞∑
n′=2
Q¯sn Q¯
s
n′E{n(∆gT ), n′(∆gT )}+
R2
4
∞∑
n=nmax+1
∞∑
n′=nmax+1
Qsn Q
s
n′M{∆gn,∆gn′}.(3.50)
Fu¨r n = n′ ergeben sich die Signalgradvarianzen M{∆gn,∆gn} = σ2n(∆g) und die Fehlergradvarianzen
E{n(∆gT ), n(∆gT )} = σ2n(∆gT ) bzw. E{n(∆gM ), n(∆gM )} = σ2n(∆gM ). Aufgrund der Orthogonalita¨ts-
eigenschaft der spha¨risch-harmonischen Funktionen ist M{∆gn,∆gn′} = 0, wenn n = n′ gilt (Heiskanen
und Moritz, 1967, S. 256). Es wird außerdem vorausgesetzt, dass das Rauschen n(∆g
T ) bzw. n(∆g
M ) fu¨r
n = n′ unkorreliert ist und daher E{n(∆gT ), n′(∆gT )} = 0 bzw. E{n(∆gM ), n′(∆gM )} = 0 fu¨r n = n′
gilt. Ebenso wird angenommen, dass das Rauschen der Datenquellen untereinander nicht korreliert ist und
E{n(∆gM ), n′(∆gT )} = 0 fu¨r alle n, n′ gilt. Dies ist sicher erfu¨llt, wenn terrestrische Schwereanomalien
∆gT mit Daten eines Gpm, das ausschließlich auf Satellitendaten beruht, kombiniert werden. Unter diesen
Voraussetzungen vereinfacht sich (3.50) zu
m2
T IF
= m2
TM
+ m2
TT
+ m2δTVF, IF
=
R2
4
nmax∑
n=2
(Q¯1−sn + Q
1
n)
2σ2n(∆gM ) +
R2
4
∞∑
n=2
(Q¯sn )
2σ2n(∆gT ) +
R2
4
∞∑
n=nmax+1
(Qsn )
2σ2n(∆g) . (3.51)
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Ein entsprechender Ausdruck fu¨r die Varianz der spektralen Kombinationslo¨sung nach (Wong und Gore, 1969),
vgl.Abschnitt 3.4.5, ist in (Heck und Gru¨ninger, 1983) zu ﬁnden. Zur Berechnung der Varianz (3.51) mu¨ssen die
Fehlergradvarianzen des Gpm und der terrestrischen Daten sowie die Signalgradvarianzen der Schwereanomalien
bekannt sein. Ihre Modellierung wird im Folgenden erla¨utert.
Fehlergradvarianzen des GPM. Die Kovarianzmatrix des Rauschens der Koeﬃzienten a¯nm und b¯nm der Ku-
gelfunktionsentwicklung (2.5) eines Gpm ist fu¨r Modelle der aktuellen Schwerefeldmission Champ (nmax ≤ 120)
verfu¨gbar (GFZ, 2006b). Auf die Bereitstellung der Kovarianzmatrix des Rauschens wird bei anderen Modellen
bisher verzichtet. Fu¨r das zuku¨nftige hochauﬂo¨sende Schwerefeldmodell der Goce-Mission soll die volle Ko-
varianzmatrix des Rauschens bis zum spha¨risch-harmonischen Grad 200 bereitgestellt werden (Drinkwater und
Kern, 2006). Wegen der großen Dimension der Matrix werden fu¨r Berechnung und Speicherung spezielle Verfahren
eingesetzt (z. B. Alkhatib und Schuh, 2007). Die Ableitung von Kovarianzen des Rauschens von Schwerefeldgro¨ßen
aus der Kovarianzmatrix des Rauschens der Koeﬃzienten ist in (Haagmans und van Gelderen, 1991) dargestellt.
Die wegen der großen Datenmenge aufwendige Beru¨cksichtigung der Kovarianzmatrix des Rauschens wird bisher
nur in wenigen Arbeiten verwendet (z. B. Pavlis und Saleh, 2005).
Zur Abscha¨tzung der Varianz der Gro¨ßen berechnet aus einem Gpm werden stattdessen ha¨uﬁg die Fehlergrad-
varianzen
σ2n(∆gM ) =
(
GM
R
)2 ( a
R
)2n(n− 1
R
)2 n∑
m=0
(σ2(a¯nm) + σ
2(b¯nm)) (3.52)
verwendet, vgl. (2.71). Die Standardabweichungen σ(a¯nm) und σ(b¯nm) der Koeﬃzienten aktueller (kombinierter)
Schwerefeldmodelle stehen bis zu einem spha¨risch-harmonischen Grad nmax = 360 zur Verfu¨gung, vgl. Abschnitt
7.2.1. Die aus den Fehlergradvarianzen (3.52) nach (2.60) abgeleitete Kovarianzfunktion des Rauschens ist ho-
mogen und isotrop.
Die Abscha¨tzung der Varianz (3.51) der spektralen Kombinationslo¨sung basiert auf den Fehlergradvarianzen
(3.52), die gegenu¨ber einer Bestimmung der Varianz auf Basis der vollen Kovarianzmatrix des Rauschens zu
einem mittleren Maß u¨ber alle Ordnungen fu¨hrt. Daher kann die Varianz etwas zu groß oder zu klein ausfallen
(Haagmans und van Gelderen, 1991).
Es sei darauf hingewiesen, dass bei Nutzung eines Gpm, in dessen Lo¨sung auch terrestrische Daten eingeﬂossen
sind (kombinierte Schwerefeldmodelle), die in (3.51) vernachla¨ssigten Korrelationen zwischen dem Rauschen des
Gpm und dem der terrestrischen Daten nicht auszuschließen sind, s. a. Abschnitt 10.1.
Fehlergradvarianzen der terrestrischen Daten. Liegt eine homogene und isotrope Kovarianzfunktion aus
korreliertem Rauschen K∆gT terrestrischer Daten ∆g
TK vor, ko¨nnen Fehlergradvarianzen mit Hilfe einer Legen-
dre-Transformation berechnet werden (Wenzel und Arabelos, 1981):
σ2n(
K
∆gT ) =
2n + 1
2
π∫
ψ=0
CK∆gK∆g(ψ)Pn(cosψ) sinψ dψ . (3.53)
Die Kovarianzfunktion CK∆gK∆g(ψ) des korrelierten Rauschens ist durch ein Modell festzulegen. In dieser Arbeit
wird fu¨r die Modellierung von korreliertem Rauschen ein Modell in Anlehnung an (Weber und Wenzel, 1983;
Weber, 1984) gewa¨hlt, s. a. (Wolf, 2006):
CK∆gK∆g(ψ) = σ
2(K∆gT )e
−4.0ψ[◦] . (3.54)
Die Varianz σ2(K∆gT ) der terrestrischen Daten ∆g
TK gibt darin das Rauschniveau an. Das Modell aus (Weber,
1984) wurde aus dem Vergleich gravimetrischer Schwereanomalien ermittelt und unter Anpassung des Rauschni-
veaus in verschiedenen Arbeiten angewendet, z.B. (de Min, 1996; Behrend, 1999; Denker, 2003). Die modellierte
Kovarianzfunktion des Rauschens ist homogen und isotrop, unabha¨ngig vom Azimut zwischen den beteiligten
Punkten.
Fu¨r die Schwereanomalien ∆gTUK mit unkorreliertem Rauschen UK∆gT wird (bandlimitiertes) weißes Rauschen
(s. Abschnitt 2.2.1) erzeugt. Das angenommene Rauschniveau σ2(UK∆gT ) wird dazu gleichma¨ßig u¨ber einen be-
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grenzten Spektralbereich verteilt, es ergeben sich die Fehlergradvarianzen:
σ2n(
UK
∆gT ) =
σ2(UK∆gT )
nB − 1 . (3.55)
Beitra¨ge der harmonischen Grade 0 und 1 werden bei der Fehleraufteilung (3.55) ausgespart. Die Breite nB des
Spektralbereiches wird entsprechend der Auﬂo¨sung ∆λA der eingefu¨hrten Beobachtungen gema¨ß (2.8) gewa¨hlt:
nB ≈ π
∆λA
. (3.56)
Die Werte der Fehlergradvarianzen σ2n(
UK
∆gT ) nehmen bei feinerer Auﬂo¨sung ∆λA ab und wu¨rden im Fall kontinu-
ierlicher Daten theoretisch null werden, weshalb die Varianz σ2(UK∆gT ) bei nicht bandlimitiertem weißen Rauschen
gegen Unendlich strebt. Grenzwertbetrachtungen hierzu werden in (Rummel und Sanso`, 1994; Sanso` und Sona,
1995) auf Basis des Wienerschen Wahrscheinlichkeitsmaßes diskutiert.
Die Beru¨cksichtigung von anisotropem Rauschverhalten der terrestrischen Daten durch nummerische Integra-
tion ortsabha¨ngiger Rauschwerte wird in (Pavlis und Saleh, 2005) erla¨utert. Fu¨r unkorreliertes Rauschen ist eine
vereinfachte Integration z. B. in (Arabelos, 1980; Su¨nkel, 1981) dargestellt. In der vorliegenden Arbeit wird von
homogenen und isotropen Kovarianzfunktionen des Rauschens ausgegangen.
Signalgradvarianzen. Der Anteil m2
δTVF, IF
der Varianz in (3.51) resultiert aus dem Vernachla¨ssigungsfehler
(3.42) und wird auf Basis von Signalgradvarianzen σ2n(∆g) abgescha¨tzt. Zur Modellierung der Signalgradvarian-
zen wird in dieser Arbeit das Gradvarianzmodell aus (Tscherning und Rapp, 1974) eingesetzt (Abschnitt 2.2.2).
Dazu werden mit Hilfe von (2.63) zuna¨chst Gradvarianzen σ2n(T ) des Sto¨rpotentials abgeleitet, die nach (2.66)
in Gradvarianzen σ2n(∆g) der Schwereanomalien transformiert werden.
3.4.5 Ansa¨tze zur spektralen Gewichtung
Die Verfahren zur spektralen Kombination ko¨nnen in deterministisch und stochastisch motivierte Ansa¨tze unter-
teilt werden. Die deterministischen Ansa¨tze haben in erster Linie die Reduktion des Vernachla¨ssigungsfehlers zum
Ziel (Heck und Gru¨ninger, 1987). Kleinere Amplituden und bessere Konvergenz der Abbruchkoﬃzienten Qsn (ψ0)
fu¨hren zu kleineren Vernachla¨ssigungsfehlern δTVF, IF aus (3.42), da der Signalbeitrag ∆gn in (3.42) durch die
Abbruchkoeﬃzienten gewichtet wird. Eine geschickte Wahl des maximalen Integrationsradius ψ0, bei dem die
Kernfunktion Ssn(ψ) abgebrochen wird, kann bereits die Schwingungsamplitude der Abbruchkoeﬃzienten und so
den Vernachla¨ssigungsfehler verringern (Heck, 1979). Dieser Einﬂuss des Abbruchradius ψ0 auf die Amplituden
der Abbruchkoeﬃzienten Qsn (ψ0) ist beispielhaft in den Abb. 3.7 und 3.8 dargestellt. Die Abbruchkoeﬃzienten
Qsn (ψ0) werden nach (3.34) auf Basis des modiﬁzierten Kerns S
sn(ψ) berechnet. Die erste Nullstelle der Kern-
funktion in ψ0,N und das erste Minimum in ψ0,M werden als Abbruchradius ψ0 gewa¨hlt (Abb. 3.7). Ein Gpm
bis zum Grad nmax = 360 erga¨nzt in diesem Beispiel die Integrationslo¨sung, die Abbruchkoeﬃzienten sind ab
Grad nmax + 1 zu betrachten, vgl. (3.42). In Abb. 3.8 ist zu erkennen, dass die Amplituden der Abbruchkoef-
ﬁzienten fu¨r den Abbruchradius ψ0,N kleiner sind als fu¨r ψ0,M . Die Abbruchkoeﬃzienten Q
s
n (ψ0) modellieren
die in ψ0 abgebrochene Kernfunktion S
sn(ψ) im Frequenzraum. Die in ψ0,M abgebrochene Kernfunktion ist an
dieser Stelle unstetig, der Sprung auf null im Ortsraum hat periodische Schwingungen im Frequenzraum zur
Folge. Bei Abbruch in ψ0,N ist die abgebrochene Kernfunktion selbst zwar stetig, nicht aber ihre erste Ableitung.
Daher entstehen ebenfalls Schwingungen in der Frequenzraumdarstellung, jedoch mit kleinerer Amplitude als
fu¨r einen Abbruch in ψ0,M . Daher zeigt die Varianz m
2
δTVF, IF
aus (3.51), die auf dem Vernachla¨ssigungsfehler
(3.42) basiert, bei Abbruch der Kernfunktion in der ersten Nullstelle ψ0,N ein lokales Minimum, s. a. (Heck, 1979;
Heck und Gru¨ninger, 1983; Evans und Featherstone, 2000). Dieser Zusammenhang wird in der Modiﬁkation nach
(Meissl, 1971b) ausgenutzt: Die Nullstelle des Integralkerns Ssn(ψ) wird an die Stelle eines beliebigen Abbruch-
radius ψ0 verschoben, indem der Wert S
sn(ψ0) von der Funktion subtrahiert wird. Dies kann von Vorteil sein,
wenn beispielsweise nur ein sehr kleines Eingangsdatengebiet vorliegt und der Abbruchradius ψ0 unter Umsta¨n-
den nicht gu¨nstig gewa¨hlt werden kann. Eine deutliche Verkleinerung des Vernachla¨ssigungsfehlers kann mit der
Modiﬁkation nach Meissl erzielt werden, wenn als Abbruchradius das (erste) lokale Minimum der Kernfunktion
gewa¨hlt wird (Heck und Gru¨ninger, 1987; Wolf und Kieler, 2006). Die Modiﬁkation kann auch mit Hilfe spektraler
Gewichte formuliert werden (Heck und Gru¨ninger, 1987).
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Abbildung 3.7. Modiﬁzierte Kernfunktion Ssn . Dar-
gestellt ist der Abbruch in der ersten Nullstelle (- - -)
und im ersten Minimum (—, grau). Die Wahl der Ab-
bruchstelle ψ0 hat Auswirkung auf die Abbruchkoeﬃ-
zienten Qsn (ψ0), vgl. Abb. 3.8.
Spha¨risch-harmonischer Grad n
Q
s

n
(ψ
0
)
[1
0−
4
]
400 600 800 1000
−6
−4
−2
0
2
4
Abbildung 3.8. AbbruchkoeﬃzientenQsln (ψ0) zur Be-
rechnung des Vernachla¨ssigungsfehlers (3.42), darge-
stellt fu¨r den Abbruch des Integralkerns Ssn in der
ersten Nullstelle (- - -) und im ersten Minimum (—,
grau), vgl. Abb. 3.7.
Neben der Modiﬁkation nach Meissl wird ha¨uﬁg auch die Modiﬁkation nach Molodenskii eingesetzt (Mo-
lodenskii et al., 1962; Van´ıcˇek und Kleusberg, 1987; Van´ıcˇek und Featherstone, 1998). Die spektralen Gewichte
(3.32) werden fu¨r einen gegebenen Abbruchradius ψ0 auf Basis eines Gleichungssystems bestimmt. Bei zu klei-
nen Abbruchradien ψ0 kann das Gleichungssystem allerdings nummerisch instabil werden (Featherstone, 2003).
Bei der Modiﬁkation nach (Wong und Gore, 1969) werden die spektralen Gewichte der niedrigen spha¨risch-
harmonischen Grade zu null gesetzt und langwellige Signale mit Hilfe eines Gpm bestimmt. Der Vernachla¨s-
sigungsfehler wird bei dieser Methode nur implizit verringert. Die Methode wird daher auch ha¨uﬁg mit der
Meissl-Modiﬁkation kombiniert (Heck und Gru¨ninger, 1987; de Min, 1996). Eine Gegenu¨berstellung der drei
genannten Verfahren ﬁndet sich in (Jekeli, 1980, 1981b). Durch Vermeidung eines abrupten U¨bergangs der spek-
tralen Gewichtung von null auf eins, wie in der Wong-Gore-Methode, kann eine modiﬁzierte Kernfunktion
Ssn(ψ) mit kleineren Schwingungsamplituden erzeugt werden (Haagmans et al., 2003; Gitlein et al., 2005). Dies
fu¨hrt ebenfalls zu einer Verringerung des Vernachla¨ssigungsfehlers in der regionalen Integration.
Stochastisch motivierte Ansa¨tze beru¨cksichtigen statistische Angaben des Rauschens der terrestrischen Daten
und des Gpm (Moritz, 1976; Sjo¨berg, 1981; Wenzel, 1981, 1982). Auf Basis der Fehlergradvarianzen der Beobach-
tungen werden spektrale Gewichte (3.32) fu¨r eine optimale Kombination der Daten (im Sinne der Methode nach
kleinsten Quadraten durch Minimierung der Varianz) abgeleitet. Ein Problem dabei ist, dass Angaben u¨ber das
Rauschen gerade fu¨r die terrestrischen Daten ha¨uﬁg unbekannt sind oder auf Scha¨tzungen basieren, weshalb die
stochastisch basierten Methoden von manchen Autoren kritisch betrachtet werden (de Min, 1996; Featherstone,
1999, 2003). Es empﬁehlt sich in jedem Fall, die abgeleiteten spektralen Gewichte auf Plausibilita¨t zu u¨berpru¨fen.
Ein Vorteil der stochastisch motivierten Verfahren ist, dass durch die Kopplung der spektralen Gewichte mit den
Annahmen u¨ber das Rauschen der Beobachtungen beispielsweise die Auswirkung des Genauigkeitsgewinns durch
Einsatz der Gpm aktueller Satellitenmissionen in der spektralen Kombination direkt verfolgt werden kann (z. B.
Denker, 2003; Wolf, 2006). Ein Vergleich der deterministisch motivierten Modiﬁkationen nachMeissl sowie nach
Wong und Gore und dem stochastisch motiviertem Verfahren nach Wenzel (Wenzel, 1981) ist bezu¨glich der
Geoidberechnung in (Gerlach, 2003) zu ﬁnden.
Auch die Minimierung der Varianz, die durch den Vernachla¨ssigungsfehler δTVF, IF aus (3.42) verursacht wird,
kann bei der stochastischen Optimierung der Kombination integriert werden (Sjo¨berg, 1984, 1986, 1991). Die
Minimierung der Varianz (3.51) fu¨hrt dabei zu einem Gleichungssystem zur Bestimmung der spektralen Gewichte
(Sjo¨berg, 1991). Bei kleinen Abbruchradien ψ0 kann das Gleichungssystem allerdings schon fu¨r eine geringe
Anzahl spektraler Gewichte nummerisch instabil werden, in der Regel gelingt die Bestimmung der Gewichte
bis zum harmonischen Grad n = 20 (Despotakis, 1987; Smeets, 1994; Sjo¨berg und Hunegnaw, 2000), durch
Regularisierung des Gleichungssystem auch fu¨r ho¨here Grade (n = 67 in Ellmann, 2005; n = 200 in Agren,
2004). Alternativ wurde in (Wolf und Kieler, 2006) der Ansatz nach Wenzel mit dem Ansatz nach Meissl zur
Reduktion des Vernachla¨ssigungsfehlers kombiniert und fu¨r die Geoidberechnung angewendet.
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In dieser Arbeit wird der stochastisch motivierte Ansatz nach Wenzel zur Berechnung des Tensors T[ij] ver-
wendet, wie es in Abschnitt 5.1.3 erla¨utert wird. Dieser Ansatz wurde bereits in verschiedenen Untersuchungen
zur Optimierung der Kombination von Gpm und terrestrischen Daten erfolgreich eingesetzt (z. B. Weber, 1984;
Wichiencharoen, 1984; Denker, 1988; Smeets, 1994; Denker und Torge, 1998; Behrend, 1999; Roland, 2005; Wolf
und Denker, 2005).
3.5 Kollokation nach kleinsten Quadraten
3.5.1 Pra¨diktion der Zielgro¨ßen und ihrer Varianzen
Das Verfahren der Kollokation nach kleinsten Quadraten wurde von (Moritz, 1962) in die Geoda¨sie eingefu¨hrt
und von (Krarup, 1969) um Aspekte aus der Funktionalanalysis erweitert, es verbindet die Verfahren der Aus-
gleichung, Filterung und Pra¨diktion (Moritz, 1980, S. 133). Das mathematische Modell
l = A x + f +  (3.57)
entha¨lt die Beobachtungen l, die durch einen deterministischen Anteil A x, den Signalanteil f und das Messrau-
schen  modelliert werden. Die Matrix A beschreibt den Zusammenhang zwischen den unbekannten systemati-
schen Parametern x und den Beobachtungen l. In der vorliegenden Arbeit wird die Kollokation nach kleinsten
Quadraten zur Pra¨diktion von Schwerefeldparametern eingesetzt, systematische Parameter werden nicht ge-
scha¨tzt. Im Rahmen dieser Arbeit wird unter dem Begriﬀ der Kollokation stets die Kollokation nach kleinsten
Quadraten verstanden.
Im Folgenden wird die Herleitung der Pra¨diktionsformel der Kollokation nach (Moritz, 1970) dargestellt. Das
Sto¨rpotential T ist die Zielgro¨ße, die aus beobachteten Schwereanomalien ∆g bestimmt wird. Voraussetzung zur
Anwendung der Kollokation ist, dass der Erwartungswert des Signals der Beobachtungen bzw. der Zielgro¨ße
null ist (Moritz, 1980, S. 76). Im Fall des Schwerefeldsignals ersetzt der Mittelwertoperator M nach (2.57) den
Erwartungswertoperator (Abschnitt 2.2.2) und es muss daher gelten M(T ) = 0. Diese Forderung ist erfu¨llt, wenn
das Sto¨rpotential T u¨ber eine Kugelfunktionsentwicklung deﬁniert ist, deren Term des spha¨risch-harmonischen
Grades null entfa¨llt (Moritz, 1980, S. 83), vgl. Abschnitt 2.2.2. Als Beobachtungen gehen n Schwereanomaliewerte
∆g ein, die diskret verteilt vorliegen (n < ∞). Der Scha¨tzwert Tˆ der Zielgro¨ße in einem Punkt P wird als
Linearkombination der Beobachtungen auf Basis der Gewichtsfaktoren h ermittelt:
Tˆ
1,1
(P ) = h
1,n
(P )∆g
n,1
. (3.58)
Der Pra¨diktionsfehler (Tˆ (P )) der Scha¨tzung Tˆ ergibt sich aus

1,1
(Tˆ (P )) = T
1,1
(P )− Tˆ
1,1
(P ) = T
1,1
(P )− h
1,n
(P )∆g
n,1
, (3.59)
fu¨r das quadratische Produkt des Pra¨diktionsfehlers gilt

1,1
(Tˆ (P )) 
1,1
(Tˆ (P )) =
(
T
1,1
(P )− h
1,n
(P )∆g
n,1
)(
T
1,1
(P )− h
1,n
(P )∆g
n,1
)
= T
1,1
(P )T
1,1
(P )− 2 h
1,n
(P )∆g
n,1
T
1,1
(P ) + h
1,n
(P )∆g
n,1
∆g
1,n
T h
n,1
T (P ) . (3.60)
Der Pra¨diktionsfehler (Tˆ (P )) wird im Folgenden als Rauschen bezeichnet, denn im Hinblick auf das noch
einzufu¨hrende Messrauschen (∆g) der Beobachtungswerte werden dann gleiche Begriﬀe fu¨r Abweichungen von
wahren Werten verwendet. Bei Anwendung von (2.72) auf (3.60) ergeben sich die folgenden Kovarianzen:
CTT = M(T , T ) Autokovarianz der Zielgro¨ße T , (3.61a)
C∆g∆g = M(∆g,∆g) Autokovarianz der Beobachtungen ∆g , (3.61b)
CT∆g = M(T,∆g) Kreuzkovarianz zwischen T und ∆g , (3.61c)
CTˆ Tˆ = E((Tˆ ), (Tˆ )) Kovarianz des Rauschens der Scha¨tzung Tˆ . (3.61d)
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Die Kovarianzen (3.61a) bis (3.61c) des Signals mu¨ssen konsistent aus einer Basiskovarianzfunktion abge-
leitet werden, s. a. Abschnitt 6.1. Als Basiskovarianzfunktion wird u¨blicherweise die homogene und isotrope
Kovarianzfunktion (2.62) des Sto¨rpotentials gewa¨hlt, alle anderen Kovarianzen werden nach dem Kovarianz-
Fortpﬂanzungsgesetz (2.65) abgeleitet.
Nach Anwendung des Mittelwert- bzw. Erwartungswertoperators nach (2.72) auf (3.60) werden die Kovarianzen
(3.61a) bis (3.61d) eingesetzt und es ergibt sich
CTˆ Tˆ (P ) = C1,1
T (P )T (P ) − 2 h
1,n
(P )CT
n,1
T (P )∆g + h
1,n
(P ) C
n,n
∆g∆g h
T
n,1
(P ) . (3.62)
Die Koeﬃzienten h(P ) werden nach der Methode der kleinsten Quadrate durch Minimierung der Varianz, also
der Kovarianz CTˆ Tˆ des Rauschens, bestimmt. Das Minimum der Gleichung (3.62) wird dazu durch Nullsetzen
der ersten Ableitung ermittelt. Fu¨r die Elemente h(P, k) mit k = 1, . . . , n des Vektors h(P ) ergibt sich
∂CTˆ Tˆ (P )
∂h(P, k)
= −2C
1,n
T (P )∆g + 2 h
1,n
(P ) C
n,n
∆g∆g = 0
1,n
(3.63)
und schließlich
h
1,n
(P )C
n,n
∆g∆g = C
1,n
T (P )∆g . (3.64)
Diese Gleichung stellt eine Erweiterung der Wiener-Hopf-Gleichung (Moritz, 1970; Papoulis und Pillai, 2002,
S. 587) stochastischer Prozesse dar. Es ist ein Gleichungssystem aus n linearen Gleichungen. Die Lo¨sung des
Gleichungssystems fu¨r h(P ) lautet
h
1,n
(P ) = C
1,n
T (P )∆g C
n,n
−1
∆g∆g . (3.65)
Setzt man die Lo¨sung (3.65) in Gleichung (3.58) ein, erha¨lt man die Pra¨diktionsformel der Kollokation. Fu¨r m
Pra¨diktionspunkte ergibt sich entsprechend (Moritz, 1970)
Tˆ
m,1
= C
m,n
T∆g C
n,n
−1
∆g∆g ∆g
n,1
. (3.66)
Die Kovarianzmatrix C∆g∆g ist positiv deﬁnit (Krarup, 1969, S. 16; Moritz, 1970, S. 15, 178). Zur Pra¨diktion der
Zielgro¨ße Tˆ ist keine vollsta¨ndige Inversion der Matrix C∆g∆g erforderlich, es genu¨gt die Lo¨sung des Gleichungs-
systems
C
n,n
∆g∆g x
n,1
= ∆g
n,1
, (3.67)
um daraus Tˆ zu berechnen mit
Tˆ
m,1
= C
m,n
T∆g x
n,1
. (3.68)
In der Praxis erfordert die Gleichungslo¨sung jedoch schon ab etwa n = 10 000 Beobachtungen große Speicher-
und Rechenkapazita¨ten, vgl. Abschnitt 8.2 und 8.3.
Das Messrauschen der Beobachtungen ∆g wird in Form der Kovarianzmatrix C∆g∆g des Rauschens in Glei-
chung (3.66) eingefu¨hrt (Moritz, 1970, S. 22 f.):
Tˆ
m,1
= C
m,n
T∆g
(
C
n,n
∆g∆g + C
n,n
∆g∆g
)−1
∆g
n,1
. (3.69)
Dabei wird vorausgesetzt, dass Signal und Rauschen nicht korreliert sind. Im Folgenden wird auf die Angabe der
Dimension der Vektoren und Matrizen verzichtet.
Die Kovarianzen CTˆ Tˆ des Rauschens der pra¨dizierten Zielgro¨ßen Tˆ ergeben sich durch Einsetzen von (3.65)
in Gleichung (3.62) unter Beru¨cksichtigung der Kovarianzmatrix C∆g∆g des Rauschens der Beobachtungen zu
CTˆ Tˆ = CTT − CT∆g
(
C∆g∆g + C∆g∆g
)−1
C∆g,T . (3.70)
Auf der Hauptdiagonalen der Matrix CTˆ Tˆ stehen die Varianzen von Tˆ aus der Kollokation nach kleinsten
Quadraten, diese werden im Folgenden mit m2
TKKQ
bezeichnet. Die Berechnung der Varianzen ist unabha¨ngig
von den tatsa¨chlichen Beobachtungswerten und ist daher fu¨r eine a`-priori Genauigkeitsanalyse geeignet.
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Die Kollokationslo¨sung (3.69) besitzt folgende Eigenschaften (Moritz, 1980, S. 119):
• Das Pra¨diktionsergebnis ist unabha¨ngig von der Anzahl der Pra¨diktionspunkte.
• Die Methode ist invariant in Bezug auf lineare Transformationen.
• Mit Kenntnis der entsprechenden Kovarianzwerte ko¨nnen beliebige andere Funktionale als Beobachtungen
oder Zielgro¨ßen eingefu¨hrt werden.
• Die Lo¨sung ist optimal im Sinne der bestmo¨glichen Genauigkeit (minimale Varianz) auf Basis der gegebenen
Beobachtungen.
Die Kollokation kann als Allgemeinfall der Ausgleichungsrechnung (Gauss-Helmert-Modell) und als Ausglei-
chung nach vermittelnden Beobachtungen (Gauss-Markov-Modell) formuliert werden (Moritz, 1980, Kapitel
16; Denker, 1988). Das System der zufa¨lligen Vera¨nderlichen hat im Fall der kontinuierlichen Schwerefeldfunk-
tionen die Dimension unendlich (Krarup, 1969) und die Kollokation ist als Ausgleichung in einem unendlich-
dimensionalen Hilbert-Raum (vgl. Abschnitt 6.1) anzusehen (Moritz, 1980, S. 118). Die Trennung von Signal und
Messrauschen in dem daher unterbestimmten Modell (3.57) wird dadurch mo¨glich, dass die Kovarianzfunktionen
in (3.66) bzw. (3.69) als bekannt vorausgesetzt werden (Denker, 1988, S. 32).
Die Kollokation kann unter zwei Aspekten diskutiert werden: zur Pra¨diktion diskreter Punkte auf Basis gege-
bener Beobachtungswerte als Problem endlicher Dimension und zur Modellierung der kontinuierlichen Schwere-
feldfunktionale als Problem mit unendlicher Dimension (Krarup, 1969, S. 29). Eine ausfu¨hrliche theoretische
Behandlung der Kollokation ist in (Moritz, 1980) zu ﬁnden.
3.5.2 Anwendung der Remove-Restore-Technik
Terrestrische Daten ko¨nnen mit einem Gpm durch Verwendung residualer Daten im Sinne der Remove-Restore-
Technik (Abschnitt 3.1) durch Anwendung einer schrittweisen Kollokation kombiniert werden (Tscherning, 1974).
Der Beobachtungsvektor ∆g wird in zwei Gruppen ∆gT und ∆gM unterteilt, womit die Matrizen der Kollokati-
onslo¨sung (3.69) folgende Form annehmen:
∆g =
[
∆gM
∆gT
]
, CT∆g =
[
CT∆gM CT∆gT
]
C¯ = C∆g∆g + C∆g∆g =
[
C¯∆gM∆gM = C∆gM∆gM + C∆gM ∆gM C∆gM∆gT
C∆gT∆gM C¯∆gT∆gT = C∆gT∆gT + C∆gT ∆gT
]
.
(3.71)
Die Gro¨ßen ∆gM basieren auf einem Gpm, die Gro¨ßen ∆gT stellen (regional vorliegende) terrestrische Beobach-
tungen dar. Es wird vorausgesetzt, dass das Rauschen beider Datensa¨tze nicht miteinander korreliert ist. Die
Gesamtlo¨sung Tˆ la¨sst sich in zwei Teillo¨sungen Tˆ
M∗
und Tˆ
R∗
zerlegen:
Tˆ = CT∆gC¯
−1
∆g = Tˆ
M∗
+ Tˆ
R∗
. (3.72)
Die Teillo¨sungen werden mit (∗) gekennzeichnet, da die zuna¨chst zu ihrer Berechnung angegebenen Ausdru¨cke
im Zuge der Verfahrensentwicklung durch einfachere ersetzt werden.
Im ersten Schritt des Verfahrens werden nun allein die Beobachtungen ∆gM verwendet und man erha¨lt
Tˆ
M∗
= CT∆gM C¯
−1
∆gM∆gM∆g
M . (3.73)
Im zweiten Schritt wird zuna¨chst ∆gT unter Verwendung der Lo¨sung aus (3.73) zu ∆gR∗ reduziert:
∆gR∗ = ∆gT − C∆gT∆gM C¯−1∆gM∆gM∆gM . (3.74)
Die zugeho¨rigen Kovarianzmatrizen des residualen Signals werden durch Anwendung der Gleichung (3.70) abge-
leitet:
C¯∆gR∗∆gR∗ = C¯∆gT∆gT − C∆gT∆gM C¯−1∆gM∆gMC∆gM∆gT (3.75)
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CTR∗,∆gR∗ = CT∆gT − CT∆gM C¯−1∆gM∆gMC∆gM∆gT . (3.76)
Analog zu (3.73) kann die zweite Teillo¨sung berechnet werden als
Tˆ
R∗
= CTR∗∆gR∗C¯
−1
∆gR∗∆gR∗∆g
R∗ . (3.77)
Das schrittweise Vorgehen der Methode verringert zwar die Dimension des zu lo¨senden Gleichungssystems, da
die Anzahl der Beobachtungen verringert wird; durch die sukzessive Bearbeitung in den einzelnen Schritten er-
ho¨ht sich aber die Anzahl der Multiplikationen, so dass im Allgemeinen keine Reduktion der Rechenzeit eintritt
(Tscherning, 1974; Moritz, 1980). Ko¨nnen hingegen die residualen Beobachtungen und die zugeho¨rigen Kova-
rianzfunktionen analytisch berechnet werden, ist eine Verringerung der Rechenzeit mo¨glich. Die Beobachtungen
∆gM werden dazu auf Basis der spha¨risch-harmonischen Koeﬃzienten des Gpm in denselben Punkten berechnet,
in denen die terrestrischen Beobachtungen ∆gT vorliegen. Entsprechend der Wahl von (2.62) als Basiskovarianz-
funktion sind die Kovarianzwerte in der Matrix C∆gM∆gM aus (3.71) zwischen zwei verschiedenen Koeﬃzienten
des Gpm gleich null (Tscherning, 1974, S. 16; Denker, 1988, S. 42). Es wird außerdem vorausgesetzt, dass das Rau-
schen der Koeﬃzienten untereinander unkorreliert ist (s. a.Abschnitt 3.4.4, S. 39). Die Matrix C¯∆gM∆gM ist dann
eine Diagonalmatrix und die Lo¨sung TˆM∗ fu¨r einen Punkt P unter Verwendung der Kugelfunktionsentwicklung
(2.16a) ergibt sich zu
TˆM∗(P ) =
GM
rP
nmax∑
n=2
(
a
rP
)n
fn
n∑
m=0
[∆a¯nmR¯nm(θP , λP ) + ∆b¯nmS¯nm(θP , λP )] . (3.78)
Der Faktor fn ist dabei
fn =
(
1 +
σ2n(TM )
σ2n(T )
)−1
, (3.79)
wenn die Standardabweichungen aller spha¨risch-harmonischen Koeﬃzienten des Grades n als gleich vorausgesetzt
werden und die Gradvarianzen σ2n(TM ) und σ
2
n(T ) daher als mittleres Varianzmaß u¨ber alle Ordnungen eingesetzt
werden ko¨nnen. Die Signalgradvarianzen σ2n(T ) werden nach (2.61) mit Bezug auf einen mittleren Erdradius
rP = R berechnet, die Fehlergradvarianzen entsprechend nach (2.71).
Der vom Signal-Rausch-Verha¨ltnis abha¨ngige Faktor fn kann Werte zwischen 0.5 und 1.0 annehmen und zeigt
die gla¨ttende Eigenschaft der Kollokation. In der Praxis ist der Faktor nur fu¨r sehr hohe spha¨risch-harmonische
Grade des Gpm von eins verschieden, fn wird in der Regel fu¨r alle Grade auf eins gesetzt, s. a. (Tscherning, 1982;
Denker, 1988; Tziavos et al., 1996; Bouman et al., 2004). Unter dieser Voraussetzung ko¨nnen die oben mit (∗)
gekennzeichneten Gro¨ßen einfacher berechnet werden. Die Lo¨sung (3.78) vereinfacht sich zu
TˆM (P ) =
GM
rP
nmax∑
n=2
(
a
rP
)n n∑
m=0
[∆a¯nmR¯nm(θP , λP ) + ∆b¯nmS¯nm(θP , λP )] . (3.80)
Ebenso ergeben sich die residualen Beobachtungen ∆gR aus
∆gR = ∆gT −∆gM , (3.81)
wobei die Schwereanomalien ∆gM mit Hilfe von (2.26) in denselben Punkten, in denen die Beobachtungen ∆gT
vorliegen, berechnet werden. Die Kovarianzen der residualen Beobachtungen aus (3.75) und (3.76) ko¨nnen direkt
durch Akkumulation von Gradvarianzen berechnet werden. Es gilt fu¨r die Kovarianz des residualen Sto¨rpotentials
zweier Punkte P und Q
CTR(P ),TR(Q) =
nmax∑
n=2
σ2n(TM )
(
R2E
rP rQ
)n+1
Pn(cosψPQ) +
∞∑
n=nmax+1
σ2n(T )
(
R2B
rP rQ
)n+1
Pn(cosψPQ) . (3.82)
Die Kovarianz CTRTR wird auch als lokale Kovarianz bezeichnet und besteht aus zwei Anteilen, der erste Teil
repra¨sentiert die Unsicherheit in den Koeﬃzienten des Gpm, der zweite Teil repra¨sentiert den verbleibenden Sig-
nalanteil der residualen Beobachtungen. Da dieser Anteil auf Basis des Gradvarianzmodells (2.63) aus (Tscher-
ning und Rapp, 1974) modelliert wird, ist hier bereits der Bezugsradius RB eingefu¨hrt (vgl. Abschnitt 2.2.2). Die
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Kovarianzen CTR∆gR und C∆gR∆gR werden gema¨ß dem Kovarianz-Fortpﬂanzungsgesetz (2.65) aus (3.82) abge-
leitet. In der Kovarianzmatrix C¯∆gR∆gR ist weiterhin das Rauschen der Beobachtungen ∆g
T durch Addition der
Kovarianzmatrix C∆gT ∆gT des Rauschens zu beru¨cksichtigen, es gilt
C¯∆gR∆gR = C∆gR∆gR + C∆gT ∆gT . (3.83)
Auf Basis der vereinfacht berechneten Gro¨ßen ergeben sich die residualen Zielgro¨ßen aus (3.77) zu
Tˆ
R
= CTR∆gRC¯
−1
∆gR∆gR∆g
R (3.84)
und die Gesamtlo¨sung (3.72) der Zielgro¨ßen zu
Tˆ = Tˆ
M
+ Tˆ
R
. (3.85)
Durch Einsetzen der Kovarianzmatrizen der residualen Gro¨ßen in (3.70) ergibt sich die Kovarianzmatrix des
Rauschens der Zielgro¨ßen zu
CTˆ Tˆ = CTRTR − CTR∆gRC¯
−1
∆gR∆gRC∆gRTR . (3.86)
Das beschriebene Vorgehen zur Kombination eines Gpm und regional vorliegenden terrestrischen Daten wird
aufgrund der Reduktion der Beobachtungen ∆gT zu ∆gR und anschließender Restitution der Lo¨sung Tˆ
R
zu Tˆ
als Remove-Restore-Technik bezeichnet.
Im Gegensatz zur Lo¨sung des Integrationsverfahrens aus Abschnitt 3.4.2 entspricht die Kollokationslo¨sung
jedoch nicht streng der in Abschnitt 3.1 beschriebenen Methode II, auch wenn die Beobachtungen als unver-
rauscht angenommen werden. Bei Anwendung der Kollokation werden implizit an den Ra¨ndern des regionalen
Datengebietes σ0 extrapolierte Daten eingefu¨hrt, der Einﬂuss der Beobachtungen aus der Kugelkappe σ0 auf
die Lo¨sung ist daher nicht streng auf das Gebiet der Kugelkappe beschra¨nkt (Abschnitt 5.2.2). Es erfolgt daher
keine ra¨umlich scharfe Trennung zwischen den Beobachtungen ∆gT und ∆gM , weshalb auch die Methode I nicht
streng, wie in Abschnitt 3.1 eingefu¨hrt, auf Basis der Kollokation formuliert werden kann.
Die Gewichtung des Gpm gegenu¨ber den terrestrischen Daten ist im Kollokationsansatz implizit enthalten.
Sie ist dabei nicht allein vom Rauschen der Beobachtungen, sondern auch von der ra¨umlichen Verteilung der
terrestrischen Beobachtungen abha¨ngig, s. Abschnitt 5.2.2. Ein Vergleich der hieraus resultierenden Gewichtung
mit der Gewichtung, die sich aus der explizit gewa¨hlten spektralen Kombination im Integrationsverfahren ergibt,
wird in Kapitel 6 durchgefu¨hrt.
3.5.3 Kovarianzfunktionen
Bei Anwendung der Kollokation werden die Kovarianzfunktionen der Sto¨rgro¨ßen des Schwerefeldes als bekannt
vorausgesetzt, wodurch eine Trennung von Signal und Messrauschen in dem unterbestimmten Modell (3.57)
mo¨glich wird (Denker, 1988, S. 32). In der Praxis werden analytische Kovarianzmodelle auf Basis empirischer
Kovarianzfunktionen aufgestellt (vgl. Abschnitt 2.2.2). Es wird dabei u¨blicherweise von der homogenen und
isotropen Kovarianzfunktion (2.62)
CTT (ψ, rP , rQ) =
∞∑
n=2
σ2n(T (R))
(
R2
rP rQ
)n+1
Pn(cosψPQ)
des Sto¨rpotentials T ausgegangen. Die Kovarianzen aller anderen Funktionale sind durch Anwendung des
Kovarianz-Fortpﬂanzungsgesetzes (2.65) konsistent aus dieser Basiskovarianzfunktion abzuleiten, s. (Tscherning
und Rapp, 1974; Tscherning, 1976b; Denker, 1988).
In dieser Arbeit wird die Kollokation zur Kombination eines Gpm mit regional vorliegenden terrestrischen
Daten entsprechend der Remove-Restore-Technik eingesetzt. Wie im vorhergehenden Abschnitt erla¨utert, werden
dabei lokale Kovarianzen nach (3.82) verwendet, wobei zur Modellierung der Signalgradvarianzen σ2n(T ) des
Sto¨rpotentials das Tscherning-Rapp-Modell (2.63) angewendet wird. Die Kovarianzen ko¨nnen rechentechnisch
eﬃzient mit diesem Modell bestimmt werden, da hierzu geschlossene Formeln statt Reihenentwicklungen genutzt
werden ko¨nnen. Fu¨r deren Darstellung sei auf (Tscherning und Rapp, 1974; Tscherning, 1976b) verwiesen.
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Daru¨ber hinaus werden die ParameterA und RB desTscherning-Rapp-Modells nach der Methode der kleinsten
Quadrate zur besseren Anpassung an eine lokale, empirisch berechnete Kovarianzfunktion gescha¨tzt (Knudsen,
1987). U¨blich ist auch die Scha¨tzung eines Skalierungsparameters fu¨r die Fehlergradvarianzen des Gpm (z. B.
Knudsen, 1987; de Min, 1995; Grote, 1996). Da die Kovarianzfunktionen der Elemente des residualen Tensors
TR[ij] in der Bahnho¨he von Goce fast ausschließlich auf Basis der Fehlergradvarianzen des Gpm berechnet werden
und der Skalierungsfaktor auf Basis der empirischen Kovarianzfunktionen der Schwereanomalien nicht sicher
bestimmt werden kann (Kreitlow, 2004), wird in dieser Arbeit keine Skalierung vorgenommen. Die Ergebnisse
der Parameterscha¨tzung zur Anpassung der analytischen an eine empirische Kovarianzfunktion werden in den
Abschnitten 9.1 und 10.2.1 diskutiert.
Die Verwendung der aus regionalen Daten gescha¨tzten Parameter A und RB fu¨r die lokale Kovarianzfunktion
beeinﬂusst in erster Linie die Pra¨diktion der Varianz der Zielgro¨ße, weniger hingegen die Pra¨diktion der Zielgro¨ße
selbst (Moritz, 1980, S. 142).
4 Literaturu¨berblick
In diesem Kapitel wird im ersten Abschnitt ein U¨berblick u¨ber Arbeiten zur synthetischen Modellbildung mit
dem Ziel der Evaluierung von Rechenmethoden im Bereich der Schwerefeldmodellierung gegeben. Im zweiten
Abschnitt ist der Stand der Forschung zur Berechnung des Gravitationstensors V[ij] in der Bahnho¨he von Goce
(250 km) aus der Kombination regional vorliegender terrestrischer Schweredaten und eines Gpm im Hinblick
auf die Kalibrierung und Evaluierung der Gradiometermessungen der Goce-Mission dargestellt. In den meis-
ten Studien werden dazu Integrationsverfahren oder die Kollokation angewendet. Nummerische Vergleiche der
beiden Methoden bezu¨glich der Geoidberechnung ﬁnden sich z.B. in (Rapp und Rummel, 1975; Rapp und Aga-
jelu, 1975; Arabelos, 1980; Katsambalos, 1981; Tscherning, 1981; Denker, 1988; Barzaghi et al., 1993; Grote,
1996). Im Folgenden wird ausschließlich Literatur hinsichtlich der Berechnung des Tensors V[ij] besprochen. Im
letzten Abschnitt wird auf die in der vorliegenden Arbeit durchgefu¨hrten Fortfu¨hrungen und Erweiterungen der
besprochenen Arbeiten eingegangen.
4.1 Synthetische Erdmodelle zur Evaluierung von Rechenmethoden
Der Einsatz synthetischer Erdmodelle fu¨r die Evaluierung von Rechenmethoden auf Eignung und Leistungs-
fa¨higkeit bezu¨glich Genauigkeit und Rechenzeit hat den entscheidenden Vorteil, dass die Ergebnisse anhand
von Solldaten u¨berpru¨ft werden ko¨nnen. Ein weiterer Vorteil ist, dass der Einﬂuss einzelner Faktoren, wie bei-
spielsweise das Rauschen oder die Anzahl und die ra¨umliche Verteilung der Beobachtungen, in verschiedenen
Simulationsszenarien studiert werden kann. In dieser Arbeit wird unter dem Begriﬀ des synthetischen Erdmo-
dells ein Modell des Erdschwerefeldes und ein Modell der Topographie zusammengefasst, vgl. Kapitel 7.3. Die
Modellierung der Topographie ist in diesem Zusammenhang unproblematisch, es stehen Dgm zur Verfu¨gung.
Problematischer ist die Modellierung des Schwerefeldes, Ansa¨tze hierzu werden im Folgenden behandelt.
Die Ansa¨tze zur Erstellung eines synthetischen Modells des Erdschwerefeldes ko¨nnen in zwei Gruppen ge-
gliedert werden (Featherstone, 2001): die Aufstellung eines mo¨glichst realistischen Massenmodells der Erde zur
“Modellierung der Quellen” (engl. source model) und die Verfeinerung von vorhandenen Erdschwerefeldmodel-
len (Gpm) zur “Modellierung der Auswirkung” (engl. eﬀect model). Die Erweiterung vorhandener Gpm durch
Berechnung der Gravitationswirkung topographischer und isostatischer Massen verbindet beide Ansa¨tze. Diese
Themen werden auch in der Studiengruppe Sg 2.2 “Forward Gravity Field Modelling Using Global Databases”
in der Subkommission 2.2 (Spatial and Temporal Gravity Field and Geoid Modeling) der Kommission 2 (Gravity
Field) der Iag behandelt1, s. a. (Kuhn und Tsoulis, 2006).
Modellierung der Quellen. Ein verbreitetes synthetisches Erdmodell ist das Prem (Preliminary Reference
Earth Model), das physikalische Parameter wie Dichte, Druck und Ausbreitungsgeschwindigkeit seismischer Wel-
len beinhaltet (Dziewonski und Anderson, 1981). Das Prem ist radialsymmetrisch aufgebaut und ist deswegen
zur Erzeugung synthetischer Schweredaten nicht geeignet. Es wird aber als Referenzmodell eingesetzt, um mit
kleinen Diﬀerenzwerten der Dichte arbeiten zu ko¨nnen (Pail, 1999). Die Berechnung von Punktmassenmodellen
zur Modellierung des Erdschwerefeldes wird seit Ende der sechziger Jahre verfolgt, eine kurze U¨bersicht dazu ﬁn-
det sich in (Pail, 1999). Punktmassenmodelle eignen sich, um mit Hilfe des Newtonschen Gravitationsgesetzes
(2.2) Funktionale des Erdschwerefeldes abzuleiten. Die Bestimmung der Lage und der Dichte der Punktmassen
aus Schweredaten ist nicht eindeutig. Bereits in (Schwarz, 1977) wurden in sich konsistente, aus Punktmassen-
modellen abgeleitete Schweredaten fu¨r die Evaluierung der Methoden zur Fortsetzung von Fluggravimetriedaten
nach unten eingesetzt. Die Punktmassenmodellierung wird beispielsweise in (Su¨nkel, 1983; Vassiliou, 1985; Pail,
1999, 2002; Agren, 2004) behandelt, Untersuchungen zur Berechnung von Schwerefeldfunktionalen auf Basis von
Massenverteilungen ﬁnden sich in (Nagy et al., 2000; Papp und Benedek, 2000; Allasia, 2002).
1Vorga¨nger dieser Studiengruppe vor der Umstrukturierung der Iag war die Ssg 3.177 (engl. special study group) der
Sektion III (Determination of the Gravity Field) unter dem Titel “Synthetic Modelling of the Earth’s Gravity Field”.
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Modellierung der Auswirkung. Eine einfache Methode zur Erzeugung synthetischer Daten fu¨r die Evalu-
ierung von Rechenmethoden im Rahmen der Schwerefeldapproximation ist die Berechnung von Ein- und Aus-
gangsdaten auf Basis eines vorhandenen Gpm, z. B. (Tscherning, 1988; Gitlein et al., 2005; Kern und Haagmans,
2005). Die auf Basis des Gpm berechneten Ausgangsdaten dienen als Sollwerte in der Evaluierung der Ergebnisse
der jeweiligen Rechenmethode. Deshalb wird die Datengrundlage als synthetisches Erdmodell bezeichnet. Die
maximale Auﬂo¨sung des Gpm wird ha¨uﬁg auf den Bereich bis zum spha¨risch-harmonischen Grad nsynmax = 360
beschra¨nkt (Tziavos, 1996; Gitlein et al., 2005; Bouman et al., 2005), der von den Modellen Egm96 und Osu-91A
(vgl. Abschnitt 7.2.1) abgedeckt wird. Fu¨r ho¨here Auﬂo¨sungen ko¨nnen die Modelle Gpm98-a, -b oder -c, Erwei-
terungen des Egm96 auf Basis von Schwereanomaliedaten (Wenzel, 1999), bis Grad und Ordnung 1800 verwendet
werden, z. B. (Kern und Haagmans, 2005). Die Berechnung von Modellen bis zu einer Auﬂo¨sung von Grad und
Ordnung 2160 auf Basis realer Schweredaten ist Gegenstand aktueller Forschungsarbeiten (Pavlis et al., 2005).
Auﬂo¨sungen bis zu Grad und Ordnung 2700 wurden bisher durch Erweiterung der Koeﬃzienten vorhandener
Modelle auf Basis einer analytischen Modellierung unabha¨ngig von realen Schweredaten erreicht (Featherstone,
1999; Nova´k et al., 2001).
Eine Kombination aus Quellen- und Auswirkungsmodellierung ﬁndet sich in der Erweiterung vorhandener
Gpm derzeit bis zum spha¨risch-harmonischen Grad 2160 bzw. 2700 auf Basis des gravitativen Eﬀekts aus topo-
graphischen Massen (Haagmans, 2000; Claessens, 2002; Baran et al., 2004, 2006).
Neben der Signalsimulation ist auch die Simulation des Rauschens der Beobachtungen wichtig, um die Eva-
luierung der Rechenmethoden mo¨glichst realita¨tsnah zu gestalten und die ermittelte Genauigkeiten fu¨r die An-
wendung auf reale Daten u¨bertragen zu ko¨nnen. Dabei sind insbesondere im Hinblick auf die Kombination von
terrestrischen Daten mit einem Gpm in der regionalen Schwerefeldmodellierung Rauschwerte sowohl fu¨r die ter-
restrischen Daten, als auch fu¨r die Koeﬃzienten des Gpm zu erstellen. Ansa¨tze zur Erzeugung von Rauschen
fu¨r die Gpm-Koeﬃzienten ﬁnden sich in (de Min, 1996, S. 139; Pail, 2003c; Agren, 2004). In der synthetischen
Modellbildung zur Evaluierung von Rechenmethoden wurde synthetisches Rauschen fu¨r ein Gpm bisher nur in
(Agren, 2004) bei der Geoidberechnung und in (Pail, 2003c) bei der spha¨risch-harmonischen Analyse (s. Ab-
schnitt 7.2.1) beru¨cksichtigt. In anderen Arbeiten wird das Rauschen des Gpm simuliert, indem synthetische
Daten auf Basis des Egm96 mit Daten des Osu-91A kombiniert werden (Bouman und Koop, 2003a; Bouman
et al., 2004; Zielinski et al., 2005). Wenn Rauschen fu¨r die synthetischen terrestrischen Daten eingefu¨hrt wird,
dann in den meisten Untersuchungen in Form von unkorreliertem Rauschen, z. B. (Kern und Haagmans, 2005;
Bouman et al., 2005), nur in (Agren, 2004) wird auch korreliertes Rauschen bei der Evaluierung von Methoden
zur Geoidberechnung beru¨cksichtigt.
4.2 Berechnung des Gravitationstensors zur GOCE-Kalibrierung und
Evaluierung
Im Rahmen der Voruntersuchungen fu¨r die Goce-Mission befassen sich eine Reihe von Arbeiten mit der Berech-
nung des Gravitationstensors V[ij] in der Bahnho¨he vonGoce. Die Idee besteht darin, berechnete Tensorelemente
zum Vergleich mit den im Rahmen der Goce-Mission gemessenen Werten bereitzustellen (s. a. Abschnitt 2.3.3).
Die Berechnungen basieren auf der Kombination einesGpm mit regional vorliegenden terrestrischen Daten, wobei
in der Regel Schwereanomalien verwendet werden.
Die Arbeiten werden im Folgenden kurz besprochen, eine U¨bersicht ausgewa¨hlter Arbeiten, in denen eine Ge-
nauigkeit der berechneten Tensorelemente von besser als 10mE erreicht werden konnte, gibt Tabelle 4.1. Die dort
aufgefu¨hrten nummerischen Angaben sind als grobe Richtwerte zu verstehen, die vielza¨hligen Teiluntersuchungen
der Arbeiten ko¨nnen nicht derart kurz tabellarisch zusammengestellt werden. Es wird jeweils die verwendete Me-
thode (Kollokation nach kleinsten Quadraten (KKQ), Integrationsverfahren (IF)) zur Berechnung der Elemente
des Tensors V[ij] genannt, ebenso, ob radiale Tensorkomponenten (zz), Diagonalkomponenten (ii) oder alle Ten-
sorkomponenten (ij) berechnet wurden. Als Richtwerte sind Gebietsgro¨ße (G), Auﬂo¨sung (A) der terrestrischen
Schwereanomalien, minimaler Abstand (R) der Berechnungspunkte zum Rand des regionalen Eingangsdatenge-
bietes, angenommene Genauigkeit σ∆gT der terrestrischen Schwereanomalien, maximaler Entwicklungsgrad nmax
des Gpm und, falls synthetische Daten auf Basis eines Gpm verwendet wurden, dessen maximaler Entwicklungs-
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Tabelle 4.1. U¨bersicht ausgewa¨hlter Untersuchungen zur Berechnung der Komponenten (Komp) des Tensors V[ij] in
Satellitenbahnho¨he (etwa 250 km) aus terrestrischen Daten in Kombination mit einem Gpm; G Gebietsgro¨ße (Breite x
La¨nge), A Auﬂo¨sung, R Randbereich, σ∆gT Niveau des unkorrelierten Rauschens der Beobachtungen, σVij abgescha¨tzte
Genauigkeit der berechneten Tensorelemente. Es ist die Methode zur Berechnung der Tensorelemente (Meth Vij) und zur
Berechnung der Standardabweichung σVij (Meth σVij ) angegeben, ebenso der maximale Entwicklungsgrad nmax des Gpm
und, falls verwendet, des synthetischen Modells (nsynmax).
Literatur Komp Meth
Vij
G [◦x◦] A [′] R [◦] σ∆gT
[mgal]
nmax n
syn
max Meth
σVij
σVij
[mE]
Arabelos und Tscherning,
1998
ij KKQ 5x5a 3 4a 1 360 - KKQ 2. . .5
zz IF 5x5a 3 0a - 360 - - -
Visser et al., 2000 zz - 6x6 15. . .30 3 1. . .5 36 360 KKQ 0. . .12
Pail, 2002, 2003c zz KKQ 16x28 15 3 1 12 120 KKQ,
SYN
3
Bouman und Koop, 2003a zz KKQ 14x26 15 3. . .4 1 72 300 KKQ,
SYN
1
Denker, 2003 zz IF 50x100 5 5 1. . .2b 360 - GDV 1. . .3
Bouman et al., 2004 zz KKQ 10x15 6 2 1 72 300 KKQ,
SYN
2. . .3
Pail, 2004 zz KKQ 16x28 30 2. . .3 0 60 360 SYN 9. . .40
zz IF 16x28 30 3 0 60 360 SYN 2. . .14
Arabelos et al., 2007 ij KKQ 12x20 5. . .20 3. . .5 1. . .2 360 - KKQ 2. . .5
Bouman et al., 2005 ii KKQ 30x35 15 5. . .10 1 50 360 KKQ,
SYN
1
Kern und Haagmans, 2005 ij IF 16x28 15 3. . .6 0. . .2 90 1800 SYN 1. . .3
a Gebiet ist umgeben von 30′ Blockmittelwerten, Gesamtgebietsgro¨ße 12◦x18◦.
b Beru¨cksichtigung auch von korreliertem Rauschen
grad nsynmax angegeben. Zusa¨tzlich ist die Methode aufgefu¨hrt, nach der die Varianz bzw. die Standardabweichung
σVij der Zielgro¨ße berechnet wurde. Die Varianz wird mit Hilfe der Kollokation (KKQ), durch Abscha¨tzung auf
Basis von Gradvarianzen (GDV) oder durch Vergleich der Lo¨sung aus synthetischen Daten mit exakten Solldaten
(SYN) ermittelt.
In der folgenden Diskussion wird zuna¨chst auf die Arbeiten eingegangen, die die Varianzen der Zielgro¨ßen in
Abha¨ngigkeit vom Rauschen und von der ra¨umlichen Verteilung der terrestrischen Beobachtungen bestimmen,
allerdings ohne tatsa¨chliche Beobachtungen einzufu¨hren. Es folgen die Untersuchungen, in denen die Kollokation
zur Berechnung der Tensorelemente eingesetzt wird. Arbeiten, in denen sowohl Integrationsverfahren als auch
die Kollokation angewendet werden, leiten u¨ber zu den Untersuchungen, in denen allein Integrationsverfahren
eingesetzt werden. Abschließend werden Beitra¨ge genannt, die neben Schwereanomalien auch andere Funktionale
als Beobachtungen verwenden. Einige Arbeiten beinhalten mehrere der genannten Aspekte, hierauf wird an den
entsprechenden Stellen hingewiesen.
In (Visser et al., 2000) wurde die Varianz der radialen Tensorkomponente mit Hilfe der Kollokation bestimmt.
Die Ergebnisse zeigen die Abha¨ngigkeit der Varianz von Auﬂo¨sung, Gebietsgro¨ße und Rauschniveau der regio-
nal vorliegenden terrestrischen Beobachtungen. Es wurde von einem Signalgradvarianzmodell bis zur maximalen
Auﬂo¨sung vom spha¨risch-harmonischen Grad 360 zur Berechnung der Kovarianzwerte fu¨r die Kollokation aus-
gegangen. Das Rauschen der Beobachtungen wurde als unkorreliert angesehen. Die berechnete Genauigkeit von
Vzz liegt im Bereich von unter 1mE (Beobachtungen ohne Rauschen) bis etwa 10mE (Rauschniveau der Beob-
achtungen von 5mgal) bei einer Auﬂo¨sung von 15′ und einer Gebietsgro¨ße von etwa 5◦x5◦.
Eine weitere Genauigkeitsstudie auf Basis der Kollokation ﬁndet sich in (Arabelos et al., 2007). Verschiedene
Gebietsgro¨ßen bzw. Absta¨nde der Berechnungspunkte vom Rand (2◦ bis 5◦) und Auﬂo¨sungsstufen von 5′ bis
20′ wurden getestet. Dabei sind Genauigkeiten zwischen 2 und 5mE fu¨r alle Tensorkomponenten bei einem
Rauschniveau der Beobachtungen von 1 bis 2mgal erreicht worden. Auch in dieser Arbeit wurde das Rauschen
der terrestrischen Beobachtungen als unkorreliert angenommen.
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In (Arabelos und Tscherning, 1998) wurden alle Komponenten des Tensors V[ij] mit Hilfe der Kollokation berech-
net, ebenso ihre Varianzen. Es wurden reale Schwereanomaliedatensa¨tze (u¨ber Kanada) verwendet. Das Untersu-
chungsgebiet hat eine Ausdehnung von 12◦x18◦, die Datenauﬂo¨sung betra¨gt im Zentralgebiet (max. Gro¨ße 5◦x5◦)
3′, es ist umgeben von Blockmittelwerten der Auﬂo¨sung 30′. Die Tensorkomponenten wurden im Zentralgebiet
berechnet. Die ermittelte Varianz der radialen Komponente bei einer angenommenen Bahnho¨he von 200 km be-
tra¨gt etwa 6mE, bei einer Bahnho¨he von 300 km etwa 2mE. Die radiale Komponente wurde außerdem mit Hilfe
von Integrationsverfahren berechnet, die Ergebnisse stimmen im Bereich ihrer dreifachen Standardabweichung
mit denen der Kollokation u¨berein.
A¨hnliche Untersuchungen auf Basis der Kollokation, allerdings mit synthetischen Eingangsdaten, ﬁnden sich in
(Bouman und Koop, 2003a; Bouman et al., 2004, 2005). Dabei wurden Gebiete der maximalen Gro¨ße von 30◦x35◦
bei einer Auﬂo¨sung von 15′ (Bouman et al., 2005) bzw. 10◦x15◦ bei einer Auﬂo¨sung von 6′x9′ (Bouman et al.,
2004) betrachtet. Als Datenbasis der synthetischen terrestrischen Daten diente das Egm96, vgl. Abschnitt 7.2.1.
Die simulierten terrestrischen Daten wurden zur Berechnung des Tensors mit einem Gpm kombiniert. Als Gpm
wurde entweder das Osu91a (bis nmax = 72) verwendet (Bouman und Koop, 2003a; Bouman et al., 2004) oder
es wurde das Egm96 (bis nmax = 50) beru¨cksichtigt (Bouman et al., 2005). Aus den Diﬀerenzen der berechneten
radialen Tensorkomponenten zu den direkt aus dem Egm96 abgeleiteten ergab sich eine Standardabweichung
von 1 bis 3mE, dies stimmt mit der berechneten Varianz aus der Kollokation u¨berein.
In (Pail, 2002, 2003c) wurden verschiedene Verfahren zur Berechnung radialer Tensorelemente Vzz aus syntheti-
schen regionalen Schwereanomalien (mit unkorreliertemRauschen) eingesetzt: Integrationsverfahren, Kollokation,
Scha¨tzung von Punktmassen- und Dichtemodellen und die spha¨risch-harmonische Analyse (Sha, vgl. Abschnitt
7.2.1). Das synthetische Modell basiert auf einem Punktmassenmodell und ist durch Kugelfunktionskoeﬃzienten
parametrisiert, es wurde bis zu einem maximalen Entwicklungsgrad nsynmax = 120 verwendet. Das verbleibende
Rauschen in der Lo¨sung wurde durch den Vergleich mit den synthetischen exakten Zielgro¨ßen ermittelt. Das
Integrationsverfahren wurde in der Ebene ausgewertet, es ergaben sich Genauigkeiten von schlechter als 10mE,
ebenso wie bei der Scha¨tzung auf Basis von Punktmassen- und Dichtemodellen. Das Gpm ging bei der Kolloka-
tion im Rahmen der Remove-Restore-Technik (Abschnitt 3.1) ohne Rauschen bis zum Grad nmax = 12 ein. Die
Ergebnisse der regionalen Scha¨tzung (Gebietsgro¨ße 16◦x28◦, Auﬂo¨sung 15′, Rauschniveau 1mgal) sind mit lang-
welligem Rauschen behaftet. Es sind Standardabweichungen der Zielgro¨ße auf Basis dieses Soll-Ist-Vergleichs
von etwa 3mE erreicht worden, dies wurde durch die Berechnung der Varianz mit der Kollokation besta¨tigt.
A¨hnliche Genauigkeiten wurden mit der dort detaillierter untersuchten Sha erreicht, bei der Koeﬃzienten eines
Gpm bis maximal zum Grad und zur Ordnung 190 auf Basis der regional vorliegenden Daten im Rahmen einer
Ausgleichung verbessert wurden.
In (Pail, 2004) wurden die Kollokation und Integrationsverfahren bezu¨glich der Kugel zur Berechnung der
radialen Tensorkomponente verwendet. Dabei wurden unterschiedliche Gradvarianzmodelle zur Berechnung der
Kovarianzwerte im Rahmen der Kollokation und außerdem zwei (deterministisch motivierte) Kernmodiﬁkations-
ansa¨tze bei Anwendung des Integrationsverfahrens verglichen. Die Ergebnisse, die mit dem Integrationsverfahren
(erreichbare Genauigkeit etwa 2mE) berechnet wurden, sind in dieser Studie genauer als die der Kollokation
(erreichbare Genauigkeit etwa 9mE).
In (Denker, 2003) wurde das Integrationsverfahren mit spektraler Kombination eines Gpm und regionaler
terrestrischer Schwereanomalien im Sinne der stochastisch motivierten Kernmodiﬁkation (Abschnitt 3.4.5) nach
(Wenzel, 1981) zur Berechnung der radialen Tensorkomponente verwendet. Die Kombination basierte auf realen
terrestrischen Daten u¨ber Europa (Gebietsgro¨ße 50◦x100◦, Auﬂo¨sung 5′) und dem Egm96 bzw. einem Champ-
Gpm. Die erreichbaren Genauigkeiten wurden auf Basis von Fehlergradvarianzen des jeweiligen Gpm und fu¨r
unkorreliertes sowie korreliertes Rauschen der terrestrischen Daten unter der Annahme global vorliegender ter-
restrischer Daten (Abschnitt 3.4.4) abgescha¨tzt, sie betragen 1 bis 3 mE. Ein Integrationsradius von ψ0 > 5
◦ und
ein maximaler Entwicklungsgrad des Gpm von nmax = 360 fu¨r die Remove-Restore-Technik wird empfohlen, um
Vernachla¨ssigungsfehler und Fehler aus der spha¨rischen Approximation klein zu halten. Aliasing-Fehler werden
durch Anwendung der Rtm-Reduktion verringert.
Die Herleitungen der Formeln zur Berechnung aller Tensorkomponenten auf Basis der spektralen Darstellung
der Kernfunktion sind in (Pail, 2003a; Kern und Haagmans, 2005) allerdings ohne nummerische Untersuchung
dargestellt. In (Kern und Haagmans, 2005) wurden zur nummerischen Berechnung aller Komponenten des Ten-
sors V[ij] geschlossene Formeln, s. a. (Reed, 1973), ohne spektrale Kombination der terrestrischen Daten und des
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Gpm eingesetzt. Als Grundlage der synthetischen Daten diente das Gpm98a (Wenzel, 1999). Die Gebietsgro¨ße
betrug 16◦x28◦ bei einer Auﬂo¨sung von 15′ und einem konstanten Abbruchradius von ψ0 = 6
◦. Wurde kein Rau-
schen fu¨r die Beobachtungen (Schwereanomalien und Schweresto¨rungen) beru¨cksichtigt, sind Genauigkeiten der
Komponenten im Vergleich zur synthetischen exakten Lo¨sung von 1 . . . 3mE erreicht worden. Eine regional be-
grenzt vorliegende, systematische Abweichung in den Beobachtungen hat sich in allen Komponenten ausgewirkt,
besonders stark in der Komponente Vzz , kaum in der Komponente Vxy. Die Auswirkung von unkorreliertem
Rauschen der terrestrischen Beobachtungen wurde als gering bewertet.
Die Fortsetzung der Tensorkomponenten nach oben und unten ist in (To´th et al., 2006) fu¨r Kombinationen
der Einzelkomponenten theoretisch dargestellt. In (To´th et al., 2005) erfolgte die Berechnung fu¨r Kombinatio-
nen der Komponenten des Tensors in Satellitenbahnho¨he aus realen Schwereanomalien und Kombinationen der
Tensorkomponenten an der Erdoberﬂa¨che. Die terrestrischen Tensorwerte trugen vor allem im hochfrequenten
Signalbereich zu Lo¨sung bei. Es wurden die Kollokation und das Integrationsverfahren mit spektraler Kom-
bination nach (Wenzel, 1981) eingesetzt. Der Vergleich der Ergebnisse mit denen aus (Denker, 2003) ergibt
Abweichungen von etwa ±20mE. Ein mo¨glicher Grund dafu¨r ist, dass ein vergleichsweise kleines Gebiet (3◦x7◦)
verwendet worden ist. Ebenfalls auf Basis von Gradiometermessungen wurde in (Zielinski und Petrovskaya, 2003;
Zielinski et al., 2005) die Fortsetzung nach oben von Tensorelementen, die mittels Gradiometer im Flugzeug oder
Ballon bestimmt werden sollen, untersucht. Die Genauigkeiten, die auf Basis simulierter Testdaten (Egm96 bzw.
Osu91a) ermittelt wurden, u¨bersteigen das Niveau von 10mE, weshalb die Untersuchung nicht in die Tabelle
4.1 aufgenommen wurde.
Abschließend la¨sst sich aus den Angaben in Tabelle 4.1 zusammenfassen, dass die angestrebte Genauigkeit der
Tensorelemente im Bereich von 1 bis 2mE (vgl. Abschnitt 2.3.3) in den vorgestellten Untersuchungen sowohl mit
Hilfe der Kollokation (Bouman et al., 2004, 2005) als auch durch Anwendung des Integrationsverfahrens erreicht
werden kann (Denker, 2003; Kern und Haagmans, 2005). Voraussetzungen hierzu sind Schwereanomalien der
Auﬂo¨sungsstufen 5′ bis 15′, ein Abstand der Berechnungspunkte zum Rand des Eingangsdatengebietes von etwa
3◦ bis 5◦ und unkorreliertes Rauschen der terrestrischen Beobachtungen mit einem Niveau von 1 bis 2mgal. Das
Gpm sollte im Genauigkeitsbereich des Egm96 liegen.
4.3 Fortfu¨hrung und Erweiterungen der besprochenen Arbeiten
In der vorliegenden Arbeit werden die Kollokation und das Integrationsverfahren mit spektraler Kombination
der Beobachtungen zur Berechnung aller Tensorkomponenten eingesetzt, s. a. (Mu¨ller et al., 2003; Wolf et al.,
2003; Mu¨ller et al., 2004; Wolf und Mu¨ller, 2004; Wolf und Denker, 2005; Wolf, 2006; Jarecki et al., 2006a).
Mit dem Ziel einer Genauigkeitsanalyse werden die Methoden zuna¨chst auf synthetische Daten und schließlich
auf reale Daten angewendet. Als terrestrische Daten werden Schwereanomalien vorausgesetzt. Der Einsatz von
(Quasi-)Geoiddaten ist ebenfalls mo¨glich, wie in (Jarecki et al., 2006b) gezeigt wurde, wird hier aber nicht na¨her
behandelt. Bezu¨glich der Kollokationsrechnung sind die Untersuchungen vergleichbar mit denen aus (Bouman
et al., 2004, 2005), allerdings basieren in der vorliegenden Arbeit die synthetischen Daten auf einem Gpm der
Auﬂo¨sung bis zum spha¨risch-harmonischen Grad nsynmax = 1300 anstelle von n
syn
max = 360. Die ho¨here Auﬂo¨sung
wurde gewa¨hlt, um die Beeintra¨chtigung der Qualita¨t der Lo¨sung durch zu grobes Abtasten (> 8′ anstelle
von > 30′) der Daten detaillierter untersuchen zu ko¨nnen, ebenso werden Unterschiede in den Lo¨sungen aus
Punktwerten und Blockmittelwerten analysiert. Grundsa¨tzlich wa¨re auch eine noch ho¨here Auﬂo¨sung bis zu
nsynmax = 1800 mo¨glich gewesen, wie sie in (Kern und Haagmans, 2005) gewa¨hlt wurde. Die Auﬂo¨sung wird in der
vorliegenden Arbeit auf nsynmax = 1300 beschra¨nkt, da Rtm-reduzierte Schwereanomalien simuliert werden, bei
denen hochfrequente Signalinhalte fehlen.
Der Unterschied zur Kollokationsberechnung in (Pail, 2002, 2003c, 2004) ﬁndet sich ebenfalls in der maximalen
Auﬂo¨sung der synthetischen Daten, außerdem werden dort die Berechnungen auf die radiale Tensorkomponente
beschra¨nkt. In (Pail, 2004) wurden die erreichbaren Genauigkeiten der Kollokationslo¨sung mit denen des Integra-
tionsverfahrens verglichen. Fu¨r den Integralkern wurde dort eine deterministisch motivierte Modiﬁkation gewa¨hlt,
im Gegensatz dazu wird hier eine stochastisch motivierte Modiﬁkation angewendet. Diese Modiﬁkation wurde
bereits in (Denker, 2003) zur Berechnung der radialen Tensorkomponente aus realen Daten angewendet. Hier
werden alle Tensorkomponenten mit diesem Verfahren berechnet und daru¨ber hinaus auf Basis der synthetischen
Daten evaluiert (Wolf und Denker, 2005). Alle Tensorkomponenten wurden bereits in (Kern und Haagmans,
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2005) auf Basis synthetischer Daten mit Hilfe von Integrationsverfahren berechnet, jedoch ohne Modiﬁkation der
Kernfunktion.
Alle in Tabelle 4.1 genannten Arbeiten, deren Qualita¨tsanalyse auf synthetischen Daten basiert, beru¨cksichti-
gen ausschließlich unkorreliertes Rauschen der terrestrischen Beobachtungen. In dieser Arbeit wird der Einﬂuss
von korreliertem Rauschen auf die Zielgro¨ßen untersucht, s. a. (Wolf, 2006). Rauschen fu¨r die Koeﬃzienten des
Gpm wird in den in Tabelle 4.1 angesprochenen Arbeiten nicht beru¨cksichtigt, außer in (Bouman und Koop,
2003a; Bouman et al., 2004), in denen Daten aus dem Egm96 mit dem Osu91a als Gpm kombiniert wur-
den, um Abweichungen des Gpm zu den terrestrischen Daten zu simulieren. In dieser Arbeit wird fu¨r jeden
Koeﬃzienten des Gpm Rauschen erzeugt. Der Vorteil hiervon ist, dass in den Berechnungen das Gpm bis zum
spha¨risch-harmonischen Grad nmax = 360 eingesetzt werden kann, wie es in den Untersuchungen auf Basis realer
Daten getan wird (Arabelos und Tscherning, 1998; Denker, 2003; Arabelos et al., 2007). Ohne Rauschen des
Gpm verbliebe kein Signal in den residualen Tensorkomponenten in der Bahnho¨he von Goce, die Genauigkeit
der Lo¨sung kann dann zu optimistisch ausfallen. Ein mo¨glichst hoher Entwicklungsgrad des Gpm ist fu¨r die
Kombinationslo¨sung gu¨nstig, um die Approximationsfehler der Modellierungsmethoden (vgl. Abschnitt 3.1) und
den Vernachla¨ssigungsfehler δTVF aus (3.24) bzw. (3.42) klein zu halten. Bei der Nutzung eines hochauﬂo¨sen-
den kombinierten Gpm, in dessen Lo¨sung auch terrestrische Daten eingeﬂossen sind, ist aber auf eine mo¨gliche
Korrelation zwischen den Datenquellen zu achten, s. a. Abschnitt 10.1.
Die Berechnungen auf Basis synthetischer Daten inklusive Rauschen erlauben eine detaillierte Analyse ver-
schiedener Szenarien, in denen Punktauﬂo¨sung, Niveau und Korrelation des Rauschens variiert wird. Aus den
Diﬀerenzen der Ergebnisse zu den synthetischen, exakten Zielgro¨ßen werden empirisch Varianzen zur Genau-
igkeitsbeurteilung abgeleitet. Die Diﬀerenzen werden in der vorliegenden Arbeit außerdem spektral untersucht,
um das Rauschverhalten der Tensorelemente im Messband (0.005Hz bis 0.100Hz) des Gradiometers von Goce
zu bewerten, vgl. Abschnitt 2.3.4. Die Tensorelemente werden dazu in Punkten einer simulierten Satellitenbahn
berechnet. Die Kenntnis u¨ber das erreichbare spektrale Genauigkeitsniveau ist wichtig fu¨r die Entscheidung u¨ber
den Einsatz der Tensorwerte zur Kalibrierung oder Evaluierung der Goce-Daten im Bereich des Messbandes.
In keiner der besprochenen Untersuchungen wird der Eﬀekt der Beru¨cksichtigung bzw. der Vernachla¨ssigung
der individuellen Punktho¨he der Beobachtungen besprochen. Ein Grund dafu¨r ko¨nnte bei Auswertung synthe-
tischer Daten sein, dass die Beobachtungen in der Ho¨he null erzeugt wurden. Fu¨r reale Daten gilt dies jedoch
nicht. In dieser Arbeit werden die synthetischen Daten in Ho¨he des Dgm berechnet. Der Genauigkeitsgewinn
durch Beru¨cksichtigung der individuellen Punktho¨he wird mit Hilfe der Kollokation analysiert.
Neben der Genauigkeitsanalyse auf Basis der synthetischen Daten wird in dieser Arbeit die Varianz der Zielgro¨-
ßen u¨ber die Akkumulation spektral gewichteter Gradvarianzen und mit Hilfe der Kollokation ohne Einfu¨hrung
von Beobachtungen berechnet. Die Akkumulation spektral gewichteter Gradvarianzen wurde in (Denker, 2003)
fu¨r die radiale Komponente eingesetzt, hier wird die Berechnung fu¨r alle Tensorkomponenten ausgefu¨hrt. Die
Kollokation wurde bereits in vielen der besprochenen Arbeiten zur Bestimmung der Varianz verwendet (Arabelos
und Tscherning, 1998; Visser et al., 2000; Pail, 2002, 2003c; Bouman und Koop, 2003a; Bouman et al., 2004;
Arabelos et al., 2007; Bouman et al., 2005), jedoch wurde dabei stets unkorreliertes Rauschen der terrestrischen
Beobachtungen vorausgesetzt. In dieser Arbeit wird auch korreliertes Rauschen im Rahmen der Kollokationsbe-
rechnung beru¨cksichtigt.
5 Berechnung der Elemente des Gravitationstensors mittels
Integration und Kollokation
In diesem Kapitel wird die Anwendung des Integrationsverfahrens (Abschnitt 5.1) und der Kollokation (Abschnitt
5.2) zur Berechnung des Gravitationstensors V[ij] (i, j = x, y, z mit der Ausrichtung nach Norden, Osten und
radial nach außen) aus der Kombination eines Gpm und regionaler terrestrischer Daten erla¨utert. Neben den zur
Berechnung notwendigen Zusammenha¨ngen werden Aspekte der Gewichtung besprochen. Die Formeln sind zur
Bestimmung der zweiten Ableitungen T[ij] des Sto¨rpotentials T dargestellt. Den gesuchten Gravitationstensor V[ij]
erha¨lt man durch Addition der zweiten Ableitungen V N[ij] des Normalgravitationspotentials V
N , vgl. Abschnitt
2.1.3.
5.1 Integrationsverfahren mit spektraler Gewichtung
Zur Bestimmung von T[ij] aus der Kombination eines Gpm mit regionalen terrestrischen Daten wird die in Ab-
schnitt 3.1 und 3.4.2 beschriebene Methode der Remove-Restore-Technik angewendet. In der Integration werden
residuale Schwereanomalien ∆gR in Elemente des residualen Tensors TR[ij] in Satellitenbahnho¨he transformiert,
die anschließend mit Hilfe der Information des im Remove-Schritt eingesetzten Gpm zu T[ij] restituiert werden.
Die Kombination beider Eingangsdatensa¨tze wird mit Hilfe von spektralen Gewichten verfeinert.
5.1.1 Ableitung der Kernfunktionen fu¨r die Integration
Zur Approximation der Elemente des Tensors T[ij] im Punkt P mit den Koordinaten θ, λ und r werden die
Beziehungen aus (2.25) auf Gleichung (3.44) angewendet:
Tˆ IF[ij](P ) = grad
(
grad
(
R
2
nmax∑
n=2
Sn∆g
M
n (θP , λP , R)
))
+ grad

grad

 R
4π
∫∫
σ0
Ssn(ψ, r,R)∆gR(θQ, λQ, R)dσ




= TˆM , IF[ij] (P ) + Tˆ
R, IF
[ij] (P ) . (5.1)
Auf die Angabe der Koordinaten der Schwereanomalien ∆gR wird im Weiteren verzichtet. Der erste Summand
TˆM , IF[ij] ergibt sich aus den zweiten Ableitungen des Sto¨rpotentials auf Basis des Gpm. Die zur Berechnung
notwendigen Formeln (2.30) sind bereits in Abschnitt 2.1.4 angegeben. Der zweite Summand TˆR, IF[ij] ergibt die
zweiten Ableitungen des residualen Sto¨rpotentials auf Basis der Integration der residualen Schwereanomalien
(3.27). Zur Berechnung sind die zweiten Ableitungen der Kernfunktion K(ψ, r,R) := Ssn(ψ, r,R) bezu¨glich der
Koordinaten x, y und z zu bilden (Pail, 2003a; Kern und Haagmans, 2005; Wolf und Denker, 2005). Auf die
Kennzeichnung (IF) der Lo¨sungen wird im Folgenden verzichtet.
Zuna¨chst werden die in Gleichung (2.30) verwendeten partiellen Ableitungen auf Basis von TˆR[ij] gebildet:
TˆRr =
R
4π
∫∫
σ0
Kr(ψ, r,R)∆g
Rdσ ,
TˆRθ =
R
4π
∫∫
σ0
Kψ(ψ, r,R)
∂ψ
∂θ
∆gRdσ ,
TˆRλ =
R
4π
∫∫
σ0
Kψ(ψ, r,R)
∂ψ
∂λ
∆gRdσ ,
5.1 Integrationsverfahren mit spektraler Gewichtung 55
TˆRrr =
R
4π
∫∫
σ0
Krr(ψ, r,R)∆g
Rdσ ,
TˆRrθ =
R
4π
∫∫
σ0
Kψr(ψ, r,R)
∂ψ
∂θ
∆gRdσ ,
TˆRrλ =
R
4π
∫∫
σ0
Kψr(ψ, r,R)
∂ψ
∂λ
∆gRdσ ,
TˆRθθ =
R
4π
∫∫
σ0
(
Kψψ(ψ, r,R)
(
∂ψ
∂θ
)2
+ Kψ(ψ, r,R)
∂2ψ
∂θ2
)
∆gRdσ ,
TˆRθλ =
R
4π
∫∫
σ0
(
Kψψ(ψ, r,R)
∂ψ
∂λ
∂ψ
∂θ
+ Kψ(ψ, r,R)
∂2ψ
∂θ∂λ
)
∆gRdσ und
TˆRλλ =
R
4π
∫∫
σ0
(
Kψψ(ψ, r,R)
(
∂ψ
∂λ
)2
+ Kψ(ψ, r,R)
∂2ψ
∂λ2
)
∆gRdσ . (5.2)
Die partiellen Ableitungen der Kernfunktion Ssn(ψ, r,R) lauten
Kψ(ψ, r,R) =
∂Ssn(ψ, r,R)
∂ψ
=
∞∑
n=2
sn
(
R
r
)n+1
2n + 1
n− 1 (− sinψ)
∂Pn(cosψ)
∂ cosψ
,
Kr(ψ, r,R) =
∂Ssn(ψ, r,R)
∂r
=
∞∑
n=2
sn
−(n + 1)
r
(
R
r
)n+1
2n + 1
n− 1 Pn(cosψ) ,
Kψψ(ψ, r,R) =
∂2Ssn(ψ, r,R)
∂ψ2
=
∞∑
n=2
sn
(
R
r
)n+1
2n + 1
n− 1
(
∂2Pn(cosψ)
∂ cosψ∂ cosψ
sin2 ψ − ∂Pn(cosψ)
∂ cosψ
cosψ
)
,
Kψr(ψ, r,R) = Krψ(ψ, r,R) =
∂2Ssn(ψ, r,R)
∂ψ∂r
=
∞∑
n=2
sn
−(n + 1)
r
(
R
r
)n+1
2n + 1
n− 1 (− sinψ)
∂Pn(cosψ)
∂ cosψ
und
Krr(ψ, r,R) =
∂2Ssn(ψ, r,R)
∂r2
=
∞∑
n=2
sn
(n + 1)(n + 2)
r2
(
R
r
)n+1
2n + 1
n− 1 Pn(cosψ) . (5.3)
Die Argumente (ψ, r,R) der abgeleiteten Kernfunktionen werden im Folgenden nicht weiter mitgefu¨hrt. Die
Ableitungen der Legendre-Polynome Pn(cosψ) in (5.3) werden mit Rekursionsformeln berechnet (Wenzel,
1985). Entsprechend der spektralen Zerlegung Sn aus (3.9) wird hier die spektrale Zerlegung der Kernfunktion
Krr angegeben. Die Voraussetzung der Wahl eines konstanten Radius (R) fu¨r die Beobachtungen gilt weiterhin.
Es ergibt sich
Krr,n =
π∫
ψ=0
Krr Pn(cosψ) sinψdψ =
2
n− 1
(n + 1)(n + 2)
r2
(
R
r
)n+1
. (5.4)
Fu¨r die Ableitungen der spha¨rischen Distanz ψ nach den Koordinaten θ und λ aus (5.2) ergeben sich aus
cosψ = cos θ cos θQ + sin θ sin θQ cos(λQ − λ) (5.5)
und den Beziehungen im zugeho¨rigen spha¨rischen Dreieck (Abb. 5.1) die folgenden Zusammenha¨nge (s. a. Reed,
1973, S. 73)
∂ψ
∂θ
= cosα ,
∂ψ
∂λ
= − sin θ sinα ,
∂2ψ
∂θ2
= − sinα∂α
∂θ
= cotψ sin2 α ,
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∂2ψ
∂θ∂λ
= − sinα∂α
∂λ
= − cos θ sinα− sin θ cosα∂α
∂θ
= − cos θ sinα+ 1
2
sin θ cotψ sin(2α) und
∂2ψ
∂λ2
= − sin θ cosα∂α
∂λ
= −1
2
sin(2θ) cosα + sin2 θ cos2 α cotψ . (5.6)
Diese Ausdru¨cke sind in (5.2) einzufu¨hren. Mit Hilfe der Komponenten der Gleichungen (5.2) ko¨nnen schließlich
entsprechend den Beziehungen aus (2.30) die Integralformeln zur Berechnung der Elemente des residualen Tensors
TR[ij] angegeben werden (Wolf und Denker, 2005):
TˆRxx =
R
4π
∫∫
σ0
{
1
r
Kr +
1
2r2
((Kψψ + Kψ cotψ) + (Kψψ −Kψ cotψ) cos(2α))
}
∆gRdσ ,
TˆRxy =
R
4π
∫∫
σ0
{
1
2r2
(Kψψ −Kψ cotψ) sin(2α)
}
∆gRdσ ,
TˆRxz =
R
4π
∫∫
σ0
{
1
r
(
1
r
Kψ −Kψr
)
cos(α)
}
∆gRdσ ,
TˆRyy =
R
4π
∫∫
σ0
{
1
r
Kr +
1
2r2
((Kψψ + Kψ cotψ)− (Kψψ −Kψ cotψ) cos(2α))
}
∆gRdσ ,
TˆRyz =
R
4π
∫∫
σ0
{
1
r
(
1
r
Kψ −Kψr
)
sinα
}
∆gRdσ und
TˆRzz =
R
4π
∫∫
σ0
Krr∆g
Rdσ . (5.7)
Die Terme der Kernfunktionen werden jeweils in einem Ausdruck Kij mit i, j = x, y, z zusammengefasst:
Kxx(ψ, α, r, R) =
1
r
Kr +
1
2r2
((Kψψ + Kψ cotψ) + (Kψψ −Kψ cotψ) cos(2α)) ,
Kxy(ψ, α, r, R) =
1
2r2
(Kψψ −Kψ cotψ) sin(2α) ,
Kxz(ψ, α, r, R) =
1
r
(
1
r
Kψ −Kψr
)
cosα ,
Kyy(ψ, α, r, R) =
1
r
Kr +
1
2r2
((Kψψ + Kψ cotψ)− (Kψψ −Kψ cotψ) cos(2α)) ,
Kyz(ψ, α, r, R) =
1
r
(
1
r
Kψ −Kψr
)
sinα ,
Kzz(ψ, r,R) = Krr , (5.8)
so dass fu¨r alle Komponenten
TˆRij =
R
4π
∫∫
σ0
Kij∆g
Rdσ (5.9)
geschrieben werden kann. Alle Kernfunktionen K[ij] bis auf Kzz ha¨ngen nicht nur von der spha¨rischen Distanz
ψ (und den Radien r und R) sondern auch vom Azimut α ab und sind daher nicht isotrop. In Abb. 5.2 sind
die Kernfunktionen Kii, i = x, y, z zur Berechnung der Hauptdiagonalelemente des Tensors T
R
[ij] exemplarisch
fu¨r α = 0 dargestellt. Die Kernfunktionen zur Berechnung der u¨brigen Elemente des Tensors sind ebenfalls fu¨r
ausgewa¨hlte Azimutwerte α, bei denen sich der in (5.8) vom Azimut abha¨ngige Term zu 1.0 bzw. −1.0 ergibt, in
Abb. 5.3 und 5.4 angegeben.
5.1.2 Festlegung der Begrenzung des Integrationsgebietes
Die Integration zur Berechnung der residualen Komponenten des Tensors TR[ij] wird u¨ber einem regional begrenz-
ten Gebiet σ0 ausgefu¨hrt. Zur Berechnung der Varianzen der Zielgro¨ßen wird eine Kugelkappe als Integrations-
gebiet gewa¨hlt. Dies ermo¨glicht eine Formulierung auf Basis von Gradvarianzen. In der geoda¨tischen Literatur
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Abbildung 5.1. Spha¨risches Dreieck PNQ zur Ver-
anschaulichung der Winkelbeziehungen zwischen den
Kugelkoordinaten θ und λ der Punkte P und Q, der
spha¨rischen Distanz ψ und dem Azimut α.
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Abbildung 5.2. Kernfunktionen Kxx (- - -), Kyy (—,
grau) und Kzz (—) fu¨r α = 0
◦ fu¨r die Kombination
terrestrischer Daten mit einem Gpm.
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Abbildung 5.3. Kernfunktionen Kxy fu¨r α = 45
◦ (—)
und α = 135◦ (- - -) fu¨r die Kombination terrestrischer
Daten mit einem Gpm.
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Abbildung 5.4. Kernfunktionen Kxz (—) fu¨r α =
180◦ und Kyz (- - -) fu¨r α = 90
◦ fu¨r die Kombination
terrestrischer Daten mit einem Gpm.
werden in der praktischen Auswertung des Integrationsverfahrens zwei Arten der Begrenzung des Integrations-
gebietes eingesetzt (s. a. Agren, 2004): Entweder wird von einer Kugelkappe σ0 mit dem Radius ψ0 und dem
Berechnungspunkt im Zentrum als Integrationsgebiet ausgegangen oder es werden alle Daten des vorliegenden
Gebietes bei festliegender Gebietsbegrenzung fu¨r alle Berechnungspunkte verwendet. Es wird im Folgenden da-
von ausgegangen, dass das Datengebiet dann durch La¨ngen- und Breitenkreise begrenzt ist. Bei der Nutzung
des gesamten Datengebietes werden in Abha¨ngigkeit vom Azimut zwischen Berechnungs- und Quellpunkt un-
terschiedlich große Integrationsradien erreicht, vgl. Abb. 5.5. Fu¨r alle Berechnungspunkte außer dem Punkt im
Zentrum des Gebietes wird ein asymmetrisches Einzugsgebiet verwendet.
Die zur Berechnung der Elemente des Tensors TR[ij] notwendigen Kernfunktionen Kij (i, j = x, y, z) sind, mit
Ausnahme von Kzz, nicht isotrop, s. Abschnitt 5.1.1. Bei der Wahl einer Kugelkappe als Integrationsgebiet soll-
te die Kernfunktion, wie in Abschnitt 3.4.5 erla¨utert, an einer geeigneten Stelle ψ0 (z. B. einer Nullstelle und
nicht einem lokalen Extremwert) abgeschnitten werden, um den Vernachla¨ssigungsfehler klein zu halten. Bei den
Kernfunktionen Kxx und Kyy variieren jedoch die Nullstellen in Abha¨ngigkeit vom Azimut (Abb. 5.2, wobei Kxx
fu¨r α = 90◦ der Funktion Kyy fu¨r α = 0
◦ entspricht), so dass die Wahl eines konstanten Abbruchradius ψ0
fu¨r diese beiden Komponenten nicht sinnvoll erscheint. Aufgrund der mit wachsendem Abstand ψ abnehmenden
Amplituden der Kernfunktionen ist fu¨r lange Distanzen eine ungu¨nstige Abbruchstelle weniger kritisch. Fu¨r die
Tensorkomponenten Txx und Tyy wird deshalb bei der Integration stets das gesamte Eingangsdatengebiet verwen-
det, um eine mo¨glichst lange Distanz bis zum Abbruch der Kernfunktion zu ermo¨glichen. Fu¨r Berechnungspunkte
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Abbildung 5.5. Bei der Integration u¨ber eine Kugel-
kappe wird ein konstanter maximaler Radius (schwarz)
eingehalten. Wird das gesamte Eingangsdatengebiet
fu¨r jeden Berechnungspunkt genutzt, ist die Gro¨ße des
maximalen Integrationsradius (grau) vom Azimut zwi-
schen Berechnungs- und Quellpunkt abha¨ngig.
Abbildung 5.6. Die Ergebnisse des grau unterlegten
Gebietes wurden fu¨r den Vergleich der Integration mit
wandernder Kugelkappe gegenu¨ber der Nutzung des
gesamten Gebietes herangezogen, um a¨hnliche Absta¨n-
de zum Gebietsrand zu beru¨cksichtigen (Unterschiede
verbleiben aufgrund der Meridiankonvergenz).
nahe am Rand des Gebietes treten dann zwar auch ku¨rzere Distanzen auf, aber nur in einem begrenzten Azimut-
bereich. Die im Folgenden beschriebene Untersuchung zeigt, dass der insgesamt verursachte Fehlerbeitrag gering
ist, wenn ein ausreichender Abstand zum Rand des Eingangsdatengebietes eingehalten wird.
Zur Berechnung der Komponenten Txy, Txz, Tyz und Tzz ko¨nnten die Nulldurchga¨nge der Kernfunktionen als
Abbruchstelle gewa¨hlt werden, da diese bei A¨nderung des Azimuts erhalten bleiben (Abb. 5.3 und 5.4, wobei Kxz
fu¨r α = 0◦ der dargestellten Funktion Kyz fu¨r α = 90
◦ entspricht). Daher ko¨nnten prinzipiell beide genannten
Arten der Begrenzung des Integrationsgebietes eingesetzt werden. In Vergleichsstudien zu diesen beiden Ansa¨tzen
im Rahmen der Geoidberechnung (mit der homogenen und isotropen Kernfunktion Ssn(ψ)) werden die Ergebnisse
ha¨uﬁg mit Hilfe von Gps-Nivellementsdaten evaluiert (z. B. Forsberg und Featherstone, 1998; Featherstone et al.,
2001; Omang und Forsberg, 2002). Die Ursache fu¨r auftretende Diskrepanzen kann dabei nicht eindeutig gekla¨rt
werden, da die Fehleranteile der Schwereanomalien, des Modellierungsverfahrens und der Gps-Nivellementsdaten
nicht getrennt werden ko¨nnen. Die Ergebnisse aus (Featherstone, 1999), die auf synthetischen Daten basieren,
ko¨nnen hinsichtlich der Begrenzung des Integrationsgebietes nicht eindeutig interpretiert werden, weil verschiede-
ne Kernmodiﬁkationen in Kombination mit unterschiedlichen Begrenzungen des Integrationsgebietes verwendet
werden.
Daher wurden Testrechnungen auf Basis der im Rahmen dieser Arbeit erzeugten synthetischen Daten (s. Ka-
pitel 7) mit identischen Kernfunktionen und unterschiedlichen Abbruchradien ψ0 zur Berechnung der radialen
Komponente Tzz und der Quasigeoidho¨he ζ durchgefu¨hrt (Kieler, 2006; Wolf und Kieler, 2006). Eine vergleichba-
re Studie bezu¨glich der Geoidberechnung ist in (Agren, 2004, S. 102) zu ﬁnden. Es wird davon ausgegangen, dass
der Abbruchradius innerhalb gewisser Grenzen stets frei wa¨hlbar ist, so dass gu¨nstige Abbruchstellen der Kern-
funktion ausgewa¨hlt werden ko¨nnen. Als Abbruchstellen ψ0 der Kernfunktion wurden die erste Nullstelle ψ0,N1
und die zweite Nullstelle ψ0,N2 gewa¨hlt. Ebenso wurde das gesamte Datengebiet G zur Berechnung genutzt. Zur
Evaluation der Ergebnisse wurden zwei Teilgebiete ausgewa¨hlt, die einen Rand zur Gebietsgrenze von etwa der
Breite ψ0,N1 bzw. ψ0,N2 einhalten (Abb. 5.6), um jeweils die Ergebnisse im Fall ψ0,N1 und G bzw. ψ0,N2 und G
unter a¨hnlichen Bedingungen vergleichen zu ko¨nnen.
Die Ergebnisse bei der Verwendung des gesamten Datengebietes G zeigen die kleinsten Diﬀerenzen zu der syn-
thetischen, exakten Lo¨sung. Dies besta¨tigt die Untersuchungen in (Agren, 2004). Ein signiﬁkanter Fehlereinﬂuss
aufgrund der Asymmetrie des Eingangsdatengebietes fu¨r Punkte nahe dem Gebietsrand konnte nicht festgestellt
werden. Vergleichbare Ergebnisse wurden bei Abbruch des Kerns in ψ0,N2 erreicht, nicht aber bei Abbruch in
ψ0,N1. Aufgrund dieser Ergebnisse wird in der vorliegenden Arbeit auch fu¨r die Komponenten Txy, Txz, Tyz und
Tzz stets das gesamte Datengebiet in der Integration verwendet. Durch Auswertung der Integration auf Basis der
Fft (siehe Kapitel 8) stellt die durch Nutzung des gesamten Datengebietes erho¨hte Anzahl von Beobachtungen
kein rechenzeittechnisches Problem dar.
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5.1.3 Wahl der spektralen Gewichtung
In dieser Arbeit wird ein stochastisch motivierter Ansatz zur Berechnung der spektralen Gewichte sn gewa¨hlt.
Eine Minimierung des Vernachla¨ssigungsfehlers bezu¨glich eines konstanten Abbruchradius ψ0 (Abschnitt 3.4.5)
wird dabei nicht beru¨cksichtigt, da - wie im vorangegangenen Abschnitt diskutiert wurde - das gesamte Da-
tengebiet fu¨r alle Berechnungspunkte genutzt wird. Es wird das Verfahren der spektralen Kombination nach
kleinsten Quadraten (Wenzel, 1981, 1982) eingesetzt. Die optimale Gewichtung zwischen Gpm und in der Praxis
nur regional vorliegenden terrestrischen Daten wird dabei unter der Annahme global vorhandener terrestrischer
Daten approximiert. Auf Grundlage der Zusammenha¨nge aus Abschnitt 3.4.3 und 3.4.4 zur Berechnung des
Sto¨rpotentials wird dazu die Varianz
m2
T IF
=
R2
4
nmax∑
n=2
(Q¯1−sn + Q
1
n)
2σ2n(∆gM ) +
R2
4
∞∑
n=2
(Q¯sn )
2σ2n(∆gT ) +
R2
4
∞∑
n=nmax+1
(Qsn )
2σ2n(∆g)
aus (3.51) unter der Voraussetzung ψ0 = π minimiert. In diesem Fall gilt Q¯
s
n (ψ0 = π) = snSn, Q¯
1−s
n (ψ0 = π) =
(1− sn)Sn , Q1n(ψ0 = π) = 0 und Qsn (ψ0 = π) = 0, woraus fu¨r die Varianz folgt:
m2
T IF
=
R2
4
[
nmax∑
n=2
((1 − sn)Sn)2σ2n(∆gM ) +
∞∑
n=2
(snSn)
2σ2n(∆gT )
]
. (5.10)
Zur Ableitung optimaler spektraler Gewichte sn ist die Gleichung
∂m2
T IF
∂sk
= 0
fu¨r k = 2 . . . kmax zu lo¨sen. Es ergibt sich (Moritz, 1976; Wenzel, 1981)
sk =
σ2k(∆gM )
σ2k(∆gM ) + σ
2
k(∆gT )
. (5.11)
Die Fehlergradvarianz σ2k(∆gM ) des Gpm wird nach (3.52) berechnet, die Fehlergradvarianz σ
2
k(∆gT ) der terres-
trischen Daten fu¨r korreliertes Rauschen nach (3.53) und fu¨r unkorreliertes Rauschen nach (3.55), vgl. Abschnitt
3.4.4. Die spektralen Gewichte (5.11) werden zur Berechnung aller Komponenten des Tensors TR[ij] eingesetzt.
Es sei bemerkt, dass fu¨r einzelne Komponenten, die horizontale Ableitungen des Sto¨rpotentials enthalten, eine
Darstellung ihrer Varianz auf Basis von Gradvarianzen entsprechend zu (3.51) lediglich na¨herungsweise mo¨glich
ist, wie es im folgenden Abschnitt diskutiert wird.
5.1.4 Bestimmung der Varianzen der Zielgro¨ßen auf Basis von Gradvarianzen
Die Gradvarianzen der radialen Komponente Tzz des Tensors T[ij] stehen im direkten Zusammenhang (2.67) mit
den Gradvarianzen des Sto¨rpotentials. Daher la¨sst sich die in Abschnitt 3.4.4 fu¨r das Sto¨rpotential dargestellte
Varianz (3.51) auf die radiale Komponente Tzz des Tensors T[ij] u¨bertragen:
m2
T IFzz
= m2
TMzz
+ m2
TTzz
+ m2
δT
VF, IF
zz
=
R2
4

nmax∑
n=2
(Z¯1−sn + Z
1.0
n )
2σ2n(∆gM ) +
∞∑
n=2
(Z¯sn )
2σ2n(∆gT ) +
∞∑
n=nmax+1
(Zsn )
2σ2n(∆g)

 (5.12)
Es gehen die Fehlergradvarianzen σ2n(∆gM ) auf Basis der Varianzen der Koeﬃzienten des Gpm ein, die Fehler-
gradvarianzen σ2n(∆gT ) der terrestrischen Daten und die Signalgradvarianzen σ
2
n(∆g). Die Abbruchkoeﬃzienten
Zn und Z¯n, die den Abbruch der KernfunktionKzz im Frequenzraum wiedergeben, entsprechen den Koeﬃzienten
Qn bzw. Q¯n bei der Berechnung von m
2

T IF
nach (3.51) und sind deﬁniert als
Zsn (ψ0) =
π∫
ψ0
Kzz(ψ, r,R)Pn(cosψ) sinψdψ (5.13)
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und
Z¯sn (ψ0) =
ψ0∫
0
Kzz(ψ, r,R)Pn(cosψ) sinψdψ . (5.14)
Unter Verwendung von (5.4) zur Darstellung der Kernfunktion ergibt sich fu¨r (5.13)
Zsn (ψ0) =
π∫
ψ0
∞∑
=2
2+ 1
2
Krr, sP(cosψ)Pn(cosψ) sinψdψ
=
π∫
ψ0
∞∑
=2
2+ 1
− 1
( + 1)( + 2)
r2
(
R
r
)+1
sP(cosψ)Pn(cosψ) sinψdψ . (5.15)
Fu¨r ψ0 = 0 folgt aus den Orthogonalita¨tsrelationen der Legendre-Polynome
Zsn (ψ0 = 0) =
2
n− 1
(n + 1)(n + 2)
r2
(
R
r
)n+1
sn = Krr,n sn . (5.16)
Es gilt außerdem entsprechend (3.38) Z¯sn (ψ0) = sn Krr,n − Zsn (ψ0). Die Berechnung der Integrale
π∫
ψ0
P(cosψ)Pn(cosψ) sinψdψ (5.17)
u¨ber die Produkte der Legendre-Polynome in Gleichung (5.15) wird mit Hilfe von Rekursionsformeln aus (Paul,
1973) durchgefu¨hrt, s. a. (Heck, 1979; Iz und Chan, 1991).
Bei der Nutzung des Gesamtgebietes in der Integration ist die Berechnung der Varianz m2
T IFzz
nach (5.12) nicht
mehr streng gu¨ltig, da kein konstanter Abbruchradius ψ0 vorliegt. Da sich der Abbruchradius in der Integration in
Abha¨ngigkeit vom Azimut a¨ndert, ist eine dazu konsistente Bestimmung der Varianz auf Basis von Gradvarianzen
nicht mo¨glich. Es wird in dieser Arbeit nummerisch untersucht, inwieweit und fu¨r welchen Abbruchradius ψ0
die Varianz fu¨r die Zielgro¨ße Tzz dennoch mit der auf Grundlage der synthetischen Daten empirisch berechneten
Varianz des Integrationsergebnisses u¨bereinstimmt (Kapitel 9).
Die Berechnung (5.12) der Varianz kann in dieser Form nicht auf die u¨brigen Komponenten des Tensors T[ij]
u¨bertragen werden, da ihre Kovarianzfunktionen nicht isotrop sind (s. a. Abschnitt 5.2.1). Eine Darstellung der
Varianz einer einzelnen Komponente in Abha¨ngigkeit von Gradvarianzen ist nicht mo¨glich.
Gradvarianzen lassen sich aber fu¨r bestimmte Kombinationen der Komponenten T[ij] angeben, wenn basierend
auf den skalaren Kugelﬂa¨chenfunktionen R¯nm und S¯nm aus (2.6) drei tensorielle Kugelﬂa¨chenfunktionen Z
(0)
nm,
Z
(1)
nm und Z
(2)
nm eingefu¨hrt werden (Zerilli, 1970; Rummel und van Gelderen, 1992; Freeden et al., 1994; Rummel,
1997; van Gelderen und Koop, 1997).
Im Folgenden wird fu¨r die Kugelﬂa¨chenfunktionen R¯nm und S¯nm die ku¨rzere Schreibweise
Ynm(θ, λ) =
{
R¯nm(θ, λ)
S¯n|m|(θ, λ)
}
= P¯n|m|(cos θ)
{
cos(mλ)
sin(| m | λ)
}
fu¨r n ≥ 2, −n ≤ m ≤ n (5.18)
verwendet. Die Kugelfunktionsentwicklung (2.16b) des Sto¨rpotentials mit a = R ergibt sich damit zu
T (θ, λ, r) =
GM
R
∞∑
n=2
(
R
r
)n+1 +n∑
m=−n
νnmYnm(θ, λ) . (5.19)
Die spha¨risch-harmonischen Koeﬃzienten νnm ersetzen hier die Koeﬃzienten a¯nm und b¯nm aus (2.16b). Die drei
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tensoriellen Kugelﬂa¨chenfunktionen werden eingefu¨hrt als (Rummel, 1997)
r2P

 0 0 00 0 0
0 0 ∂
2
∂z2

(R
r
)n+1
Ynm = (n + 1)(n + 2)Z
(0)
nm , (5.20a)
r2P√
2


0 0 ∂
2
∂x∂z
0 0 ∂
2
∂y∂z
∂2
∂x∂z
∂2
∂y∂z
0


(
R
r
)n+1
Ynm = −(n + 2)
√
n(n + 1)Z(1)nm und (5.20b)
r2P√
2


∂2
∂x2
− ∂2
∂y2
−2 ∂2
∂x∂y
0
−2 ∂2
∂x∂y
∂2
∂y2
− ∂2
∂x2
0
0 0 0

(R
r
)n+1
Ynm =
√
(n + 2)!
(n− 2)!Z
(2)
nm . (5.20c)
Die tensoriellen Kugelﬂa¨chenfunktionen Z
(α)
nm, α = 0, 1, 2 bilden wie die skalaren Kugelﬂa¨chenfunktionen Ynm
ein vollsta¨ndiges und orthogonales System von Basisfunktionen fu¨r die Darstellung tensorwertiger Funktionen.
Die Kombinationen Γ(0) = ({Tzz}(= {−Txx − Tyy})), Γ(1) = ({Txz}, {Tyz}) und Γ(2) = ({Txx − Tyy}, {2Txy})
der Elemente des Tensors T[ij] lassen sich auf Basis der tensoriellen Kugelﬂa¨chenfunktionen Z
(α)
nm schreiben als
Γ(0)(θ, λ, r) =
GM
R
∞∑
n=2
+n∑
m=−n
νnm
(n + 1)(n + 2)
r2
Z(0)nm(θ, λ, r), (5.21a)
Γ(1)(θ, λ, r) =
GM
R
∞∑
n=2
+n∑
m=−n
νnm
−(n + 2)
√
n(n + 1)
r2
Z(1)nm(θ, λ, r) und (5.21b)
Γ(2)(θ, λ, r) =
GM
R
∞∑
n=2
+n∑
m=−n
νnm
√
(n− 1)n(n + 1)(n + 2)
r2
Z(2)nm(θ, λ, r) . (5.21c)
Mit den Gleichungen (5.21a)-(5.21c) la¨sst sich eine direkte Beziehung zwischen den Gradvarianzen σ2n(Γ
(α)) und
den Gradvarianzen σ2n(T ) des Sto¨rpotentials mit dem Bezugsradius R aufbauen (Rummel und van Gelderen,
1992; Rummel, 1997). Die Gradvarianzen der tensoriellen Gro¨ßen beschreiben die mittlere Signalsta¨rke ihrer
quadratisch aufsummierten Elemente fu¨r den jeweiligen spha¨risch-harmonischen Grad n, vgl. (Rummel, 1997).
Es gilt
σ2n(Γ
(0)) =
(
(n + 1)(n + 2)
r2
)2(
R2
r2
)n+1
σ2n(T ) = σ
2
n(Tzz) , (5.22a)
σ2n(Γ
(1)) = n(n + 1)
(
n + 2
r2
)2(
R2
r2
)n+1
σ2n(T ) , (5.22b)
σ2n(Γ
(2)) = (n− 1)n(n + 1)(n + 2)
(
1
r2
)2(
R2
r2
)n+1
σ2n(T ) . (5.22c)
Abgesehen von der Fortsetzung nach oben unterscheiden sich alle Gradvarianzen der Kombinationen Γ(α) um
einen Faktor in der Gro¨ßenordnung n4 von den Gradvarianzen des Sto¨rpotentials. Die Gradvarianzen σ2n(Γ
(0))
entsprechen den bereits in (2.67) eingefu¨hrten σ2n(Tzz).
Fu¨r die Abscha¨tzung der Gradvarianzen der u¨brigen Einzelkomponenten werden einige Annahmen getroﬀen
(Thalhammer, 1994, 1995; Rummel, 1997). Beginnend mit
σ2n(Txz) ≈ σ2n(Tyz) (5.23)
ergibt sich
σ2n(Txz) = σ
2
n(Tyz) =
1
2
σ2n(Γ
(1)) . (5.24)
Dieser Ausdruck kann mit Hilfe von (5.22b) nummerisch ausgewertet werden. Es wird außerdem
σ2n({Txx − Tyy}) ≈ σ2n({2Txy}) (5.25)
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angenommen, so dass sich
σ2n({Txx − Tyy}) = σ2n({2Txy}) =
1
2
σ2n(Γ
(2)) (5.26)
auf Basis von (5.22c) ergibt und damit folgt
σ2n(Txy) =
1
4
(
1
2
σ2n(Γ
(2))
)
=
1
8
σ2n(Γ
(2)) . (5.27)
Hierbei ist darauf zu achten, dass die Faktoren beim Herauslo¨sen aus der geschweiften Klammer zu quadrieren
sind, da die Gradvarianzen die mittlere Signalsta¨rke der quadratisch aufsummierten Elemente (innerhalb der
geschweiften Klammer) beschreiben. Es gilt außerdem
σ2n({Txx + Tyy}) = σ2n(Γ(0)) = σ2n(Tzz) (5.28)
und
(Txx − Tyy)2 + (Txx + Tyy)2 = 2(T 2xx + T 2yy) . (5.29)
Unter Verwendung von (5.26) folgt daraus
σ2n({Txx − Tyy}) + σ2n({Txx + Tyy}) = σ2n(2({Txx}+ {Tyy}))
1
2
σ2n(Γ
(2)) + σ2n(Γ
(0)) = σ2n(2({Txx}+ {Tyy}))
1
4
σ2n(Γ
(2)) +
1
2
σ2n(Γ
(0)) = σ2n({Txx}+ {Tyy}) . (5.30)
Mit der weiteren Annahme
σ2n(Txx) ≈ σ2n(Tyy) (5.31)
ergibt sich schließlich (Rummel, 1997)
σ2n(Txx) = σ
2
n(Tyy) =
1
2
(
1
4
σ2n(Γ
(2)) +
1
2
σ2n(Γ
(0))
)
=
1
8
σ2n(Γ
(2)) +
1
4
σ2n(Γ
(0)) . (5.32)
Die Gleichungen (5.22a), (5.24), (5.27) und (5.32) ermo¨glichen eine Abscha¨tzung der Varianz m2
T IF
ij
fu¨r den Fall
ψ0 = 180
◦, indem die Signalgradvarianzen σ2n(T ) in den Gleichungen (5.22a)-(5.22c) durch Fehlergradvarianzen
σ2n(T ) ersetzt und spektrale Gewichte sn beru¨cksichtigt werden. Auf Basis der Fehlergradvarianzen σ
2
n(∆gM )
und σ2n(∆gT ) aus Gleichung (5.12) ergeben sich spektral gewichtete Fehlergradvarianzen des Sto¨rpotentials unter
Verwendung der Beziehung (2.66) zu
σ2n(T IF) =
(
n− 1
R
)2{
(1− sn)2σ2n(∆gM ) + s2nσ2n(∆gT ) fu¨r n ≤ nmax
σ2n(∆gT ) fu¨r n > nmax .
(5.33)
Wird die Gradvarianz σ2n(T ) nun in den Gleichungen (5.22a) bis (5.22c) durch σ
2
n(T IF) ersetzt, ergeben sich aus
(5.22a), (5.24), (5.27) und (5.32) jeweils die Fehlergradvarianzen σ2n(T IFij ) der spektralen Kombination. Durch
Akkumulation dieser Fehlergradvarianzen ergibt sich schließlich die Varianz der jeweiligen Zielgro¨ße:
m2
T IF
ij
=
R2
4
∞∑
n=2
σ2n(T IF
ij
) . (5.34)
Die Berechnung der Varianz m2
T IF
ij
fu¨r Abbruchradien ψ0 < 180
◦ entsprechend (5.12) ist erheblich aufwendiger,
s. (Thalhammer, 1994, 1995). Der Einﬂuss des Kernabbruchs fu¨r ψ0 < 180
◦ wird in dieser Arbeit nur fu¨r die
Komponente Tzz untersucht (Abschnitt 9.3.1).
5.1.5 Aspekte der Gewichtung
Im Gegensatz zur globalen Auswertung wird bei der regionalen Anwendung des Integrationsverfahrens die Kern-
funktion an einer Stelle ψ0 abgeschnitten. In dieser Arbeit wird bei der Berechnung kein konstanter, sondern
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Abbildung 5.7. Mit 1
Sn
normierte Frequenztransfer-
funktionen (FTF) zur Berechnung des Sto¨rpotentials
TR am Erdboden, Abbruchradien ψ0 = 3.5
◦ (—),
ψ0 = 10.0
◦ (- - -) und ψ0 = 180.0
◦ (grau, —, iden-
tisch mit spektralen Gewichten sn).
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Abbildung 5.8. Mit 1
Krr,n
normierte Frequenztrans-
ferfunktionen (FTF) zur Berechnung der radialen Ten-
sorkomponente TRzz in der Bahnho¨he von Goce fu¨r Ab-
bruchradien ψ0 = 3.5
◦ (—), ψ0 = 10.0
◦ (- - -) und
ψ0 = 180.0
◦ (grau, —, identisch mit spektralen Ge-
wichten sn).
ein vom Azimut abha¨ngiger Abbruchradius ψ0 verwendet (vgl. Abschnitt 3.4.5). Fu¨r die folgende spektrale Be-
trachtung der regionalen Integration in Abha¨ngigkeit vom spha¨risch-harmonischen Grad n wird dennoch von
einem konstanten Abbruchradius ψ0 ausgegangen. Die Darstellung im Frequenzraum kann daher nicht auf die
tatsa¨chlich ausgefu¨hrte Integration u¨bertragen werden, sie soll lediglich die Auswirkungen des Abbruchs der
Kernfunktion auf die Gewichtung der Beobachtungen verdeutlichen.
Die Zusammenha¨nge werden zuna¨chst bezogen auf das Sto¨rpotential T dargestellt und anschließend auf die
radiale Komponente Tzz u¨bertragen. Die Auswirkung des Abbruchs der Kernfunktion kann im Frequenzraum mit
Hilfe der in (3.18) bzw. (3.35) eingefu¨hrten Abbruchkoeﬃzienten Q¯n bzw. Q¯
s
n untersucht werden. Global vor-
liegende residuale Schwereanomalien ∆gR werden gema¨ß (3.10) unter Beru¨cksichtigung der spektralen Gewichte
sn bei der Berechnung des residualen Sto¨rpotentials T
R wie folgt gewichtet:
TˆRglobal =
R
2
∞∑
n=2
snSn∆g
R
n . (5.35)
Fu¨r regional vorliegende Beobachtungen gilt nach (3.44) mit nmax = ∞
TˆRregional =
R
2
∞∑
n=2
Q¯sn (ψ0)∆g
R
n . (5.36)
Die spektralen Faktoren snSn und Q¯
s
n (ψ0) zur Transformation der Beobachtungen werden auch als Frequenz-
transferfunktionen bezeichnet (Wenzel, 1982). Der Vergleich der beiden Frequenztransferfunktionen zeigt, in
welchem Maße die jeweils angesetzten spektralen Gewichte sn aufgrund der Beschra¨nkung der Integration auf
eine Kugelkappe vera¨ndert werden (Weber, 1984). In Abb. 5.7 sind die spektralen Gewichte sn den mit
1
Sn
= n−12
normierten Abbruchkoeﬃzienten Q¯sn fu¨r ψ0 = 3.5
◦ und ψ0 = 10.0
◦ gegenu¨bergestellt. Aufgrund des Abbruchs
der Kernfunktion im Ortsraum entstehen Schwingungen im Frequenzraum (vgl. Abschnitt 3.4.5). Fu¨r den klei-
neren Abbruchradius zeigt sich eine ho¨here Amplitude der Schwingung als fu¨r den gro¨ßeren Abbruchradius,
s. a. (Wenzel, 1982). Die Schwingungsamplitude wird außerdem von der Eigenschaft der Kernfunktion an der
Abbruchstelle (z. B. Nulldurchgang, lokales Minimum) beeinﬂusst, entsprechend der Schwingungseigenschaft der
zugeho¨rigen Abbruchkoeﬃzienten, s. a. Abb. 3.8 auf S. 41.
Die Betrachtung der Verformung der spektralen Gewichte sn bei regionaler Integration la¨sst sich auf die Berech-
nung der residualen radialen Tensorkomponente TRzz in der Bahnho¨he von Goce u¨bertragen, indem in (5.35) der
Term Sn durch die spektrale Zerlegung Krr,n (5.4) der Kernfunktion Kzz und in (5.36) die Abbruchkoeﬃzienten
Q¯sn (ψ0) durch die Abbruchkoeﬃzienten Z¯
s
n (ψ0) aus (5.14) ersetzt werden. Die entsprechende Gegenu¨berstel-
lung der Frequenztransferfunktionen fu¨r die Abbruchradien ψ0 = 3.5
◦ und ψ0 = 10.0
◦ ist in Abb. 5.8 gegeben.
Man erkennt, dass die Amplitude der Schwingung jeweils gro¨ßer ist als bei den Frequenztransferfunktionen zur
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Berechnung des Sto¨rpotentials. Der Grund dafu¨r ist der schwa¨cher ausgepra¨gte Abfall der Kernfunktion Kzz
zur Berechnung von TRzz in der Bahnho¨he von Goce gegenu¨ber dem der Kernfunktion S zur Berechnung von
T auf dem Erdboden. Dies hat einen deutlichen Sprung der Kernfunktion Kzz auf null an der Abbruchstelle
ψ0 zur Folge und erzeugt eine ho¨here Schwingung im zugeho¨rigen Spektrum. Das Ausschwingen der durch die
regionale Anwendung deformierten spektralen Gewichte ist trotz seiner Gro¨ße fu¨r die Berechnung der Tensor-
komponenten TRzz bei Abbruchradien ab etwa 3.5
◦ (im Bereich des zweiten Nulldurchgangs der Kernfunktion
oder gro¨ßer) unkritisch, da der Signalbeitrag mit wachsender Frequenz sehr schnell abnimmt (vgl. Tabelle 2.1).
Kernmodiﬁkationen, die hinsichtlich eines minimalen Vernachla¨ssigungsfehlers optimiert wurden (z. B. Meissl,
1971b; Sjo¨berg, 1991), ko¨nnen die besprochenen Eﬀekte durch Vera¨nderung der Eigenschaften der Kernfunktion
an der Abbruchstelle reduzieren, aber nicht vollsta¨ndig vermeiden, da stets ein harter Abbruch der Kernfunktion
vorliegt.
Zusammenfassend la¨sst sich fu¨r die regionale Anwendung des Integrationsverfahrens sagen, dass der Abbruch
der Kernfunktion einen Eﬀekt auf die spektrale Gewichtung der Eingangsdaten hat. Zudem ko¨nnen sich, wie
bereits in Abschnitt 3.4.5 erla¨utert, gro¨ßere Vernachla¨ssigungsfehler ergeben, wenn die Kernfunktion an einer
ungu¨nstigen Stelle abgebrochen wird. Bei Abbruch der Kernfunktion in den Nullstellen ergeben sich lokale Mi-
nima in Teilen der Varianz (3.51) bzw. (5.12), s. a. (Heck, 1979; Heck und Gru¨ninger, 1983). Demzufolge fu¨hrt
ein gro¨ßeres Integrationsgebiet nicht immer zu einer besseren Approximation, dies wird auch von der nummeri-
schen Bestimmung der Varianz auf Basis von Gradvarianzen besta¨tigt, siehe Abb. 9.12 in Abschnitt 9.3.1. Die
in Abschnitt 5.1.2 beschriebenen praktischen Berechnungen zeigen, dass durch Integration u¨ber ein Eingangs-
datengebiet, das fu¨r alle Berechnungspunkte identisch ist, vergleichbare oder sogar bessere Ergebnisse erzielt
werden ko¨nnen als bei einer Integration mit konstantem Abbruch der Kernfunktion im ersten oder zweiten Null-
durchgang (Kieler, 2006; Wolf und Kieler, 2006). Ein Abbruch der Kernfunktion an anderer Stelle verschlechtert
ohnehin das Ergebnis. Wird als Integrationsgebiet stets das gesamte Eingangsdatengebiet gewa¨hlt, ha¨ngt die
Abbruchstelle ψ0 vom Azimut ab und die hier dargestellten Zusammenha¨nge sind formal nicht mehr gu¨ltig. Es
wird aber angenommen, dass die diskutierten Auswirkungen des Abbruchs der Kernfunktion auf die spektralen
Gewichte sn in der Berechnung der Elemente des Tensors T
R
[ij] in der Bahnho¨he von Goce gering sind, wenn fu¨r
die Berechnungspunkte ein Abstand vom Gebietsrand in der Gro¨ßenordnung von 3.5◦ eingehalten wird.
5.1.6 Verarbeitung von Punktwerten und Blockmittelwerten
Die dargestellte Berechnung der Komponenten des Tensors TR[ij] setzt aufgrund der Integration theoretisch kon-
tinuierlich vorhandene Punktschwereanomalien ∆gR als Beobachtungen voraus. In der praktischen Umsetzung
ko¨nnen hingegen lediglich diskret verteilte Daten eingesetzt werden. Fu¨r Beobachtungssa¨tze mit geringer Auf-
lo¨sung (z. B. 15′) werden Blockmittelwerte ∆g
R
(vgl. Abschnitt 2.1.5) aus ho¨her aufgelo¨sten, diskret verteilten
Punktwerten berechnet, um die Signalinformation eines Blockelementes ∆σ repra¨sentativ wiederzugeben. Bei
ausreichender Auﬂo¨sung der Beobachtungen ko¨nnen direkt Punktwerte verwendet werden.
In der Integration sind die Kernfunktionen (5.8) bei Verwendung von Blockmittelwerten anzupassen (Torge,
2001, S. 284). Bei der Blockmittelwertbildung wird von Punktwerten in winkelgleichen Kompartimenten eines
geographischen Gitters ausgegangen, vgl. Abschnitt 2.1.5. Ein Problem dabei ist, dass der zugeho¨rige spha¨ri-
sche Mittelwertoperator anisotrop ist (Heck, 1979, S. 62) und daher nicht spektral allein in Abha¨ngigkeit vom
spha¨risch-harmonischen Grad n dargestellt werden kann. Fu¨r die Berechnung der Kernfunktionen fu¨r Blockmit-
telwerte wird daher anstelle der winkelgleichen Kompartimente von einer Kugelkappe (Abb. 3.1) mit gleichem
Fla¨cheninhalt ausgegangen, fu¨r die der Mittelwertoperator auf der Kugel isotrop ist (Meissl, 1971a). Der Radius
ψ0 der Kugelkappe ergibt sich durch Gleichsetzen der Fla¨che Fϕ,λ = ∆ϕ∆λ cos ϕ¯ (winkelgleiches Kompartiment
eines Gebietes mit der mittleren ellipsoidischen Breite ϕ¯) mit der Fla¨che Fψ0 = 2π(1 − cosψ0) der Kugelkappe
auf der Einheitskugel zu
cosψ0 = 1− Fϕ,λ
2π
. (5.37)
Aufgrund der Isotropie des Mittelwertoperators fu¨r die Kugelkappe kann die Gla¨ttung der urspru¨nglichen Punkt-
werte im Spektralbereich mit Einfu¨hrung der Kugelﬂa¨chenfunktionen der residualen Schwereanomalie nach (2.28)
folgendermaßen dargestellt werden:
∆g
R
=
∞∑
n=2
βn∆g
R
n . (5.38)
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Die Da¨mpfungskoeﬃzienten βn ko¨nnen nach (Sjo¨berg, 1980) mit Hilfe von Rekursionsformeln
βn(ψ0) =
2n + 1
n + 1
cosψ0βn−1(ψ0)− n− 2
n + 1
βn−2(ψ0) (5.39)
mit den Startwerten β0 = 1 und β1 = (1 + cosψ0)/2 berechnet werden. Abbildung 5.9 zeigt Koeﬃzienten βn
fu¨r verschiedene Kompartimentsgro¨ßen. Die Anwendung von (5.38) zur Berechnung von Blockmittelwerten ist
eine Na¨herung der tatsa¨chlichen Mittelung auf Basis winkelgleicher Kompartimente. Bei ausreichend kleinen
Kompartimentsﬂa¨chen und Vermeidung der Gebietslage in Polna¨he ist die Na¨herung zula¨ssig (Wenzel, 1985).
Die reziproken Koeﬃzienten 1/βn werden fu¨r die Berechnung der Kernfunktionen K
BM
ij in (5.8) eingefu¨hrt,
um die Verwendung mittlerer Schwereanomalien ∆g
R
in der Integration zu beru¨cksichtigen. Exemplarisch ergibt
sich fu¨r die Kernfunktion der radialen Tensorkomponente
KBMzz =
∞∑
n=2
2n + 1
n− 1
(n + 1)(n + 2)
r2
(
R
r
)n+1
1
βn
snPn(cosψ) . (5.40)
Zur Vermeidung von nummerischen Instabilita¨ten bei der praktischen Berechnung ist darauf zu achten, dass die
Koeﬃzienten 1/βn nur bis zu dem Grad nβ verwendet werden, fu¨r den βnβ 
 0 gilt. Dies ist bei der Berechnung
der Komponenten des Tensors T[ij] in der Bahnho¨he von Goce unproblematisch, da die hochfrequenten Signale
so stark abgeschwa¨cht sind, dass es ausreicht, die Summation in (5.40) auf nmax = 500 zu beschra¨nken. Fu¨r die
in dieser Arbeit verwendete maximale Blockgro¨ße von 30′ gilt dann βn > 0.5.
Eine Vernachla¨ssigung der Faktoren 1/βn in der Berechnung der Kernfunktion wird auch als Diskretisie-
rungsfehler bezeichnet (Heck, 1979; Heck und Gru¨ninger, 1983, 1987). Testrechnungen fu¨r die in Abschnitt 7.5
beschriebenen Szenarien haben ergeben, dass die Vernachla¨ssigung des Faktors 1/βn fu¨r Auﬂo¨sungen von 30
′
Fehler von etwa maximal 1mE in der Zielgro¨ße erzeugen. Dieser Zahlenwert wird auch durch die Berechnung des
Diskretisierungsfehlers auf Basis der Signalgradvarianzen aus dem Tscherning-Rapp-Modell besta¨tigt.
5.2 Kollokation nach kleinsten Quadraten
Die Approximation des Signals mit Hilfe der Kollokation erfolgt auf Basis residualer Daten ∆gR nach (3.81). Die in
Abschnitt 3.1 eingefu¨hrte und in Abschnitt 3.5.2 im Rahmen der Kollokation angewendete Methode der Remove-
Restore-Technik wird dabei zur Kombination einesGpmmit regionalen terrestrischen Daten eingesetzt. Es werden
zuna¨chst, wie beim Integrationsverfahren (Abschnitt 5.1), Elemente des residualen Tensors TR[ij] berechnet, die
anschließend mit Hilfe der Information des im Remove-Schritt eingesetzten Gpm zu T[ij] restituiert werden.
5.2.1 Pra¨diktion der Zielgro¨ßen und ihrer Varianzen
Ausgehend von der Signalpra¨diktion des Sto¨rpotentials wird Gleichung (3.85) fu¨r eine Komponente Tij des
Tensors T[ij] umgeformt zu
Tˆij = Tˆ
M
ij + Tˆ
R
ij (5.41)
mit
TˆRij = CTRij∆gR
(
C∆gR∆gR + C∆gT ∆gT
)−1
∆gR . (5.42)
Der Summand TˆMij ergibt sich auf Basis des Gpm, wie in Abschnitt 2.1.4 angegeben. Entsprechend Gleichung
(3.86) gilt fu¨r die Kovarianz des Rauschens einer Komponente Tij
CTˆij Tˆij
= CTRijTRij − CTRij∆gR
(
C∆gR∆gR + C∆gT ∆gT
)−1
C∆gRTRij . (5.43)
Die Kovarianzen CTRijTRij , CTRij∆gR und C∆gR∆gR in (5.42) und (5.43) sind lokale Kovarianzfunktionen und
werden unter Anwendung des Kovarianz-Fortpﬂanzungsgesetzes (2.65) aus der Kovarianzfunktion (3.82) des re-
sidualen Sto¨rpotentials berechnet. Es gehen bis zum spha¨risch-harmonischen Grad nmax die Fehlergradvarianzen
σ2n(TM ) des fu¨r die Remove-Restore-Technik verwendeten Gpm und fu¨r ho¨here Grade n > nmax Signalgrad-
varianzen σ2n(T ) ein, fu¨r die eine geeignete Modellierung zu wa¨hlen ist. In der vorliegenden Arbeit wird das
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Abbildung 5.9. Da¨mpfungskoeﬃzienten βn fu¨r Block-
gro¨ßen der Auﬂo¨sung von 6′ (—, grau), 15′ (- - -,
schwarz) und 30′ (—, schwarz) bei einer ellipsoidischen
Breite von ϕ¯ = 47.5◦.
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Abbildung 5.10. Kreuzkovarianzfunktionen
CTR
ii
∆gR(ψ,α = 0), i = x (- - -), i = y (—,
grau), i = z (—), Kombination terrestrischer Daten
mit einem Gpm.
Tscherning-Rapp-Modell (2.63) verwendet, s. a. (Arabelos et al., 2007). Es sei bemerkt, dass fu¨r die Berech-
nung der Komponenten des Tensors T[ij] in der Ho¨he null die hochfrequenten Signalanteile in der Modellierung
der Kovarianzen entscheidend sind, weshalb dann das Signalgradvarianzmodell im Hinblick auf eine geeignete
Modellierung zu untersuchen wa¨re, s. a. (Heck, 1979, S. 67). In dieser Studie kann hierauf verzichtet werden, da
die residualen Tensorkomponenten in der Bahnho¨he von Goce berechnet werden und deshalb die Modellierung
des kurzwelligen Signalanteils (n > 360) nur eine untergeordnete Rolle spielt.
Die Parameter A und RB des Tscherning-Rapp-Modells (2.63) werden nach der Methode der kleinsten Qua-
drate fu¨r eine bessere Anpassung der analytischen Kovarianzfunktion an die Werte einer empirisch berechneten
Kovarianzfunktion bestimmt (Knudsen, 1987), vgl. Abschnitt 9.1. Diese Parameter werden im Gegensatz zu den
globalen Parametern aus (2.63) als lokal bezeichnet.
Zur Berechnung der Kovarianzwerte auf Basis des Modells werden geschlossene Ausdru¨cke eingesetzt (Tscher-
ning und Rapp, 1974; Tscherning, 1976b). Exemplarisch werden hier lediglich die Reihenentwicklungen der Ko-
varianzfunktion
C∆g∆g(ψPQ, rP , rQ) =
∞∑
n=2
(n− 1)2
R2
(
R2
rP rQ
)n+2
σ2n(T (R))Pn(cosψPQ) (5.44)
fu¨r die Schwereanomalien auf Basis der Signalgradvarianzen σ2n(T (R)) des Sto¨rpotentials und der Kovarianz-
funktion
CTzzTzz(ψPQ, rP , rQ) =
∞∑
n=2
((n + 1)(n + 2))2
R4
(
R2
rP rQ
)n+3
σ2n(T (R))Pn(cosψPQ) (5.45)
fu¨r die radiale Tensorkomponete Tzz angegeben, vgl. Abschnitt 2.2.2. Durch Anwendung des Kovarianz-
Fortpﬂanzungsgesetzes mit den Beziehungen (2.24) und (2.25) ergibt sich fu¨r die Kreuzkovarianzfunktion
CTzz∆g(ψPQ, rP , rQ) =
∞∑
n=2
(n− 1)(n + 1)(n + 2)
R2rP
(
R2
rP rQ
)n+2
σ2n(T (R))Pn(cosψPQ) . (5.46)
Mit Ausnahme von Tzz ergeben sich fu¨r alle Komponenten des Tensors T[ij] aufgrund der enthaltenen Ableitungen
in horizontaler Richtung anisotrope Kovarianzfunktionen. Deswegen muss bei der Berechnung der Kovarianzwerte
von zwei Punkten P und Q das Azimut α der Verbindung zwischen beiden Punkten beru¨cksichtigt werden. Die
entsprechenden Kovarianzausdru¨cke sind in (Tscherning, 1976b; Krarup und Tscherning, 1984) fu¨r ein lokales
erdfestes System angegeben, die Transformation der Kovarianzausdru¨cke des Tensors T[ij] in andere kartesische
Referenzsysteme ﬁndet sich in (Tscherning, 1993). In Abb. 5.10 sind die Kreuzkovarianzfunktionen zwischen
den residualen Hauptdiagonalkomponenten des Tensors TR[ij] in der Bahnho¨he von Goce und den terrestrischen
Schwereanomalien∆gR fu¨r α = 0 dargestellt. AlsGpm wurde das synGpm360i eingesetzt (vgl. Abschnitt 7.3), im
Tscherning-Rapp-Modell wurden lokale Parameter verwendet (vgl. Abschnitt 9.1). Die Kovarianzfunktion der
radialen Tensorkomponente Tzz hat eine deutlich gro¨ßere Amplitude als die der horizontalen Komponenten. Die
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Abbildung 5.11. Kreuzkovarianzfunktionen
CTR
ij
∆gR(ψ,α) aller Gitterpunkte zum Referenz-
punkt im Zentrum, Einheit mE·mgal, Kombination
terrestrischer Daten mit dem synGpm360i; die
sprunghaften U¨berga¨nge werden durch die groben
Skalierungsschritte verursacht.
Abbildung 5.12. Zweidimensionale Anordnung der
Gewichtsmatrix WKKQ fu¨r einen zentralen Pra¨dikti-
onspunkt P.
Kovarianzfunktionen eines zweidimensionalen Gitters auf der Kugel sind zur Veranschaulichung der auftretenden
Anisotropien in Abb. 5.11 dargestellt.
5.2.2 Aspekte der Gewichtung
Die Aspekte der Gewichtung, die aus der Anwendung der Kollokation resultieren, werden im Folgenden auf Basis
der Berechnung des residualen Sto¨rpotentials diskutiert. Die Schlussfolgerungen gelten auch fu¨r die Berechnung
der Elemente des Tensors TˆR[ij]. In der Kollokation werden die residualen Beobachtungen ∆g
R entsprechend (3.84)
mit der Gewichtsmatrix
WKKQ = CTR∆gR
(
C∆gR∆gR + C∆gT ∆gT
)−1
(5.47)
zur Berechnung des residualen Sto¨rpotentials TˆR gewichtet. Geht man von Beobachtungen aus, die in einem
geographischen Gitter mit nλ und nϕ Werten in Breiten- und La¨ngenrichtung liegen, lassen sich die n = nλnϕ
Werte der Gewichtsmatrix WKKQ gema¨ß dem geographischen Gitter je Berechnungspunkt zweidimensional an-
ordnen. Die umsortierte Gewichtsmatrix WKKQ2D repra¨sentiert dann eine zweidimensionale Kernfunktion, mit
der die Beobachtungen gefaltet werden. Dies ist in Abb. 5.12 fu¨r einen zentralen Berechnungspunkt dargestellt.
Die Gewichtsmatrix WKKQ2D a¨ndert sich, wenn sich die Auﬂo¨sung, die Gebietsgro¨ße oder die Genauigkeit der
Beobachtungen a¨ndert.
An den Ra¨ndern des Beobachtungsgebietes ist bei Anwendung der Kollokation zu beachten, dass implizit
extrapolierte Daten in die Berechnung einﬂießen (de Min, 1995, 1996). Aus regional begrenzt und diskret vor-
liegenden, residualen Schwereanomalien ∆gRregional lassen sich mit Hilfe der Kollokation prinzipiell global und
kontinuierlich residuale Schwereanomalien ∆ˆgRglobal scha¨tzen:
∆ˆgRglobal(Q
′) = C∆gRglobal∆gRregional
(
C∆gRregional∆gRregional
)−1
∆gRregional(Q) . (5.48)
Ein regionaler Ausschnitt des Ergebnisses ist schematisch in Abb. 5.13 dargestellt, in (5.48) wurde das Rauschen
der Beobachtungen nicht beru¨cksichtigt. Durch Extrapolation ist der U¨bergang auf null an den Ra¨ndern des
regionalen Gebietes stetig. Dies ergibt sich im Kollokationsansatz durch die Minimierung der Norm des Signals
(s. Abschnitt 6.1); die Kollokation hat die Eigenschaft, das Signal zu gla¨tten.
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Abbildung 5.13. Die Beobachtung li ergibt sich ge-
ma¨ß (3.57) aus dem Signalwert fi und dem Rauschwert
	i. In der Kollokationslo¨sung werden die Norm des
Signals und die Varianz minimiert (s. Abschnitt 6.1),
durch implizite Extrapolation ist der U¨bergang an den
Gebietsra¨ndern stetig.
Abbildung 5.14. Gewichtsfaktoren WKKQ2D , die sich
bei Auswertung von (5.47) fu¨r einen dezentralen Be-
rechnungspunkt ergeben (7◦ x 7◦ Gebiet, Auﬂo¨sung
0.5◦, Szenario 1K, vgl. Kapitel 7). Die Gewichte im
gleichen spha¨rischen Abstand vom Berechnungspunkt
(+) unterscheiden sich.
Auf die global und kontinuierlich vorliegenden residualen Schwereanomalien (5.48) wird die Integration (3.7)
zur Berechnung des residualen Sto¨rpotentials TˆR angewendet, um den Einﬂuss der extrapolierten Daten in der
regionalen Anwendung der Kollokation zu veranschaulichen. Es ergibt sich
TˆRP =
R
4π
∫∫
σ
S(ψPQ′)∆ˆg
R
global(Q
′)dσQ′ . (5.49)
Gleichung (5.49) wird durch Einsetzen der Legendre-Reihen fu¨r die Stokes-Funktion nach (3.5) und fu¨r die
Kovarianzfunktion nach (2.60) entsprechend (de Min, 1995) umgeformt1 zu
TˆRP =
R
4π
∫∫
σ
S(ψPQ′ )C∆gRglobal∆gRregionaldσQ
′
(
C∆gRregional∆gRregional
)−1
∆gRregional(Q)
=
R
4π
∫∫
σ
∞∑
n=2
2n + 1
n− 1 Pn(cosψPQ′ )
∞∑
n′=2
σ2n′(∆g
R)Pn′(cosψQ′Q)dσQ′
(
C∆gRregional∆gRregional
)−1
∆gRregional(Q)
=
∞∑
n=2
R
n− 1σ
2
n(∆g
R)Pn(cosψPQ)
(
C∆gRregional∆gRregional
)−1
∆gRregional(Q)
= CTR∆gR
(
C∆gRregional∆gRregional
)−1
∆gRregional(Q) . (5.50)
Die letzte Umformung in (5.50) entspricht der Anwendung des Kovarianz-Fortpﬂanzungsgesetzes (2.65). Man
erha¨lt schließlich die Kollokationsformel zur Berechnung des Sto¨rpotentials auf Basis der regional vorliegenden
Beobachtungen ∆gRregional. Diese Herleitung zeigt, dass bei der regionalen Anwendung der Kollokation implizit die
in Abb. 5.13 schematisch dargestellten extrapolierten Werte eingehen. In (de Min, 1995, 1996) wird zur Vermei-
dung der impliziten Extrapolation eine Vera¨nderung der Kreuzkovarianzfunktion vorgeschlagen. Dies vera¨ndert
aber innerhalb der laufenden Berechnung die Kovarianzbeziehungen (und damit die Norm des Hilbertraumes mit
reproduzierendem Kern, vgl. Abschnitt 6.1) und die fu¨r die Kollokation vorausgesetzten Eigenschaften sind nicht
mehr gewa¨hrleistet. Außerdem erzeugt ein abrupter Abbruch der Gewichtsfunktion unerwu¨nschte periodische
Fehler in der Lo¨sung, vgl. Abschnitt 5.1.5. Daher wird auf eine solche Modiﬁkation der Kreuzkovarianzfunktion
verzichtet. Berechnungspunkte, die zu stark von den extrapolierten Werten beeinﬂusst werden, also zu nah am
Rand des Gebietes liegen, erhalten eine gro¨ßere Varianz, so dass aus der Bestimmung der Varianz auf Basis
verschieden großer Gebiete ermittelt werden kann, wann der Eﬀekt vernachla¨ssigbar ist, vgl. Abschnitt 9.3.2.
1Kern der hier nicht im Detail wiedergegebenen Umformung ist die Darstellung der Legendre-Polynome in Abha¨ngigkeit
von den Kugelﬂa¨chenfunktionen (Heiskanen und Moritz, 1967, S. 33) und die Anwendung ihrer Orthogonalita¨tsrela-
tionen. Der Ansatz beruht auf der Darstellung der Kovarianzmatrix C∆gR
global
∆gR
regional
als Summe von Gradvarianzen.
Der U¨bergang von der diskreten zur kontinuierlichen Anwendung der Kollokation ist hierbei mathematisch nicht voll-
kommen korrekt dargestellt. Es soll im Wesentlichen die Auswirkung des Verfahrens beschrieben werden.
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Im Hinblick auf den Vergleich zwischen dem Integrationsverfahren und der Kollokation la¨sst sich zusammenfassen,
dass in der Gewichtsmatrix WKKQ2D , die nur auf die regional begrenzt vorliegenden Beobachtungen angewendet
wird, Gewichtsfaktoren zur Modellierung eines glatten U¨bergangs am Gebietsrand implizit enthalten sind. Es
ergeben sich fu¨r Beobachtungen, die im gleichen Abstand zum Berechnungspunkt, aber unterschiedlich nahe am
Gebietsrand liegen, verschieden große Gewichtsfaktoren. Dies ist in Abb. 5.14 fu¨r einen dezentral liegenden Be-
rechnungspunkt veranschaulicht. Die Gewichtsfaktoren werden individuell fu¨r jeden Berechnungspunkt ermittelt
und sind nicht allein vom spha¨rischen Abstand (und vom Azimut) zum Beobachtungspunkt abha¨ngig, sondern
auch von der Datenverteilung der Beobachtungen.
5.2.3 Verarbeitung von Punktwerten und Blockmittelwerten
Die bisherigen Betrachtungen wurden fu¨r Punktwerte als Beobachtungen durchgefu¨hrt. Zur Verarbeitung von
Blockmittelwerten sind die Kovarianzfunktionen gegenu¨ber denen der Punktwerte anzupassen. Prinzipiell kann
die Berechnung von Kovarianzen fu¨r Blockmittelwerte nach (5.1.6) durch nummerische Integration erfolgen.
Da dies gerade in Anbetracht der Azimutabha¨ngigkeit der Kovarianzfunktionen der Komponenten des Tensors
T[ij] sehr rechenzeitintensiv ist (Denker, 1988), bietet es sich an, die Kovarianz der Blockmittelwerte T des
Sto¨rpotentials entsprechend (5.38) durch Einfu¨hrung der Da¨mpfungskoeﬃzienten βn aus (5.39) in Gleichung
(2.62) wie folgt zu berechnen:
CT T (ψ, rP = R, rQ = R) =
∞∑
n=2
β2nσ
2
n(T )
(
R2
R2
)n+1
Pn(cosψPQ) . (5.51)
Nachteilig dabei ist, dass fu¨r diese Reihenentwicklung keine geschlossenen Ausdru¨cke vorliegen. Zur Berech-
nung der Kovarianzwerte der Blockmittelwerte muss die Summation (5.51) bis zu einem genu¨gend hohen Grad
durchgefu¨hrt werden. Ha¨ngen die Kovarianzwerte allein vom spha¨rischen Abstand ab, sollte eine Tabelle der
Kovarianzwerte in Abha¨ngigkeit von ψ zur Interpolation bereitgestellt werden. Aufgrund der in dieser Arbeit
fu¨r die Komponenten des Tensors T[ij] zu beachtenden Azimutabha¨ngigkeit ist auf eine Tabellierung der Kova-
rianzwerte in Abha¨ngigkeit von zwei Parametern (ψ und α) bzw. von drei Parametern (ψ, α und h) verzichtet
worden. Stattdessen ist nach Vorschlag von (Tscherning und Rapp, 1974; Tscherning, 1974) der Kovarianzwert
eines Blockmittelwertes durch Berechnung in einer gewissen Ho¨he hBM > 0 approximiert worden, s. a. (Jekeli,
1981a; Su¨nkel, 1981; Tsaoussi, 1989). Ein geeigneter Wert der Ho¨he hBM kann empirisch ermittelt werden, s.
Abschnitt 9.1. Auf diese Weise wird der Faktor β2n in Gleichung (5.51) durch den Faktor
β2n ≈
(
R2
(R + hBM)2
)n+1
(5.52)
angena¨hert. Allerdings kann mit der bei wachsendem n monoton abnehmenden Funktion (5.52) nicht das Schwin-
gungsverhalten der βn aus (5.39) modelliert werden. Eine Gegenu¨berstellung der aus der Anwendung von (5.39)
und (5.52) jeweils resultierenden Kovarianzfunktionen erfolgt in Abschnitt 9.1. Die Approximation (5.52) hat den
Vorteil, dass die Kovarianzen von Blockmittelwerten rechentechnisch eﬃzient mit Hilfe der geschlossenen Formeln
aus (Tscherning und Rapp, 1974; Tscherning, 1976b) anstelle der Reihenentwicklung (5.51) berechnet werden
ko¨nnen. Das Verfahren wurde beispielsweise in (Arabelos, 1980) zur Geoidberechnung aus Blockmittelwerten
praktisch umgesetzt.
6 Gegenu¨berstellung der Methoden
Die Unterschiede und Gemeinsamkeiten der beiden untersuchten Methoden - Integrationsverfahrenmit spektraler
Gewichtung und Kollokation nach kleinsten Quadraten - zur Berechnung des Tensors TR[ij] werden im Folgenden
erla¨utert. Dazu wird das zugrunde liegende Approximationskonzept beider Methoden diskutiert. Die dargestellten
Zusammenha¨nge beziehen sich dabei auf die Berechnung des Sto¨rpotentials T , die Schlussfolgerungen gelten
auch fu¨r die Berechnung der Elemente des Tensors TR[ij]. Die Beobachtungen liegen global und kontinuierlich oder
regional und diskret vor, die aus beiden Methoden resultierenden Gewichtsfaktoren werden jeweils miteinander
verglichen.
6.1 Diskussion der Approximationsansa¨tze
Die Schwerefeldmodellierung la¨sst sich im Kontext der Funktionalanalysis als Approximationsaufgabe beschrei-
ben, bei der aus endlich vielen diskreten (Beobachtungs-) Punkten eine kontinuierliche (Ziel-)Funktion, das
Sto¨rpotential T , abgeleitet wird, z. B. (Heuser und Wolf, 1986). Die Approximationsaufgabe la¨sst sich in einem
Hilbertraum geometrisch interpretieren. In (Moritz, 1980, S. 25) wird der Hilbertraum als Verallgemeinerung des
euklidischen Raumes auf unendlichdimensionale Ra¨ume veranschaulicht. Ein Hilbertraum ist ein vollsta¨ndiger
Innenproduktraum, die Norm seiner Elemente ist u¨ber die Festlegung des Innenproduktes (Skalarproduktes)
deﬁniert (Heuser, 2006, S. 149). Die Deﬁnition des Innenproduktes und der Norm erlaubt es, die geometrischen
Vorstellungen aus den endlichdimensionalen Ra¨umen auf den unendlichdimensionalen Raum zu u¨bertragen. Eine
Verallgemeinerung des Begriﬀes des Abstandes hilft beispielsweise zu kla¨ren, wie gut eine Funktion eine andere
approximiert, d. h. wie nah sie der anderen Funktion ist (Heuser und Wolf, 1986, S. 27).
Fu¨r die Darstellung einer kontinuierlichen Schwerefeldfunktion werden theoretisch unendlich viele Basisfunk-
tionen beno¨tigt. Die Entwicklung einer Schwerefeldfunktion in Kugelfunktionen (vgl. Abschnitt 2.1.4) bis zum
spha¨risch-harmonischen Grad ∞ verdeutlicht dies. Die (normierten) Kugelﬂa¨chenfunktionen (2.6) bilden dabei
die orthonormalen Basisfunktionen des Hilbertraumes (Tscherning, 1978, S. 160), mit denen ein Element des
Hilbertraumes dargestellt werden kann.
Eine ausfu¨hrliche Darstellung des Hilbertraumes ﬁndet sich in (Meschkowski, 1962). Die Arbeiten von (Krarup,
1969; Meissl, 1975; Tscherning, 1978; Moritz, 1980) legten die Grundlagen zur Anwendung der Funktionalanalysis
in der physikalischen Geoda¨sie und zur geometrischen Interpretation der Kollokation. Die Kollokationslo¨sung ist
in einem Hilbertraum mit reproduzierendem Kern K deﬁniert, der zwei Bedingungen erfu¨llt: Der Kern K(P,Q)
selbst, betrachtet als Funktion von P fu¨r einen festen Punkt Q, ist ein Element des Hilbertraumes. Ein Innenpro-
dukt des Kerns mit einer Funktion des Hilbertraumes, ebenfalls betrachtet fu¨r einen festen Punkt Q, reproduziert
die Funktion (Moritz, 1980, S. 196).
Die beiden in dieser Arbeit verwendeten Methoden, Integrationsverfahren und Kollokation, werden im Folgen-
den bezu¨glich ihrer Eigenschaft zur Approximation der Zielfunktion diskutiert.
In (Tscherning, 1986) werden die Verfahren zur Schwerefeldapproximation durch Linearkombination bestimm-
ter Funktionen Bi(i = 1, ..., n) in drei Gruppen A, B und C unterteilt. Ausgehend von der Approximation
TˆP =
n∑
i=1
Biai = B
1,n
a
n,1
(6.1)
des Sto¨rpotentials wird unterschieden in:
Gruppe A: Eine Anzahl von Funktionen Bi wird gewa¨hlt, die gleich der Anzahl der Beobachtungen oder auch
geringer sein kann. Die Koeﬃzienten ai sind zu bestimmen. Dies entspricht der Kugelfunktionsentwick-
lung des globalen Schwerefeldes mit den Kugelﬂa¨chenfunktionen als Funktionen Bi. Die Kugelfunktions-
koeﬃzienten ko¨nnen durch Integration der Beobachtungswerte oder in einer Ausgleichung nach kleinsten
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Quadraten, die auch als spha¨risch-harmonische Analyse bezeichnet wird, bestimmt werden. Diese Appro-
ximationsmethode ist hier lediglich der Vollsta¨ndigkeit halber genannt und wird im Folgenden nicht weiter
besprochen.
Gruppe B: Die Koeﬃzienten ai sind bekannt und die Funktionen Bi liegen implizit fest. Dieser Fall entspricht
dem Integrationsverfahren in diskreter Auswertung. Die Koeﬃzienten ai stellen die n diskreten Beobach-
tungswerte dar, die Funktionen Bi die n diskreten Funktionswerte der Kernfunktion der Integration.
Gruppe C: Die Funktionen Bi werden so gewa¨hlt, dass die Approximation TˆP genau mit den gegebenen Be-
obachtungen u¨bereinstimmt, wenn diese fehlerfrei sind. Zu dieser Gruppe geho¨rt die Kollokation. Die
Koeﬃzienten ai werden in einem Hilbertraum mit reproduzierendem Kern K unter der Bedingung der
minimalen Norm durch Lo¨sung eines Gleichungssystems gefunden (Krarup, 1969; Tscherning, 1978). Die
Funktionen Bi entsprechen den diskreten Realisierungen der reproduzierenden Kernfunktion K bzw. ihrer
Fortpﬂanzung mit einem linearen Operator L. In der Kollokation nach kleinsten Quadraten wird Bi mit
den Kovarianzfunktionswerten zwischen Ziel- und Beobachtungsgro¨ße identiﬁziert.
Bei der Festlegung der Kernfunktionen im Integrationsverfahren aus Gruppe B wird formal vorausgesetzt, dass
die Beobachtungen global und unendlich dicht vorliegen. Die Integration kann in der Praxis allerdings nur diskret
und aufgrund eingeschra¨nkt vorliegender Daten nur regional begrenzt ausgewertet werden. Eine Anpassung der
Kernfunktion fu¨r die regionale Auswertung erfolgt in der Regel nicht1. Die Datenauﬂo¨sung der diskret verteilten
Punkte wird nur dann beru¨cksichtigt, wenn sie als Blockmittelwerte eingefu¨hrt werden und die Kernfunktion
beispielsweise nach (5.40) vera¨ndert wird. Von dieser Anpassung abgesehen, wird eine identische Kernfunktion,
unabha¨ngig von der ra¨umlichen Verteilung der Beobachtungen, verwendet.
Anders verha¨lt es sich bei den Approximationsmethoden der Gruppe C: In Abha¨ngigkeit von der ra¨umlichen
Verteilung der Beobachtungen werden Koeﬃzienten ai zur Kombination mit den Werten des reproduzierenden
Kerns K oder seiner linearen Funktionale L(K) gefunden. Die Konstanten ai werden u¨ber das Gleichungssystem
Q
n,n
a
n,1
= f
n,1
(6.2)
mit f = (fi), Q = (Qij) und fi = L
i
f (T ), Qij = L
i
fL
j
f (K)
bestimmt. Dabei gehen n Beobachtungen f als lineare Funktionale Lf (T ) des Sto¨rpotentials T ein, dies ko¨nnen
z. B. Schwereanomalien sein. Die Kernfunktion K wird entsprechend bezu¨glich zweier Beobachtungen fi und
fj linear transformiert. Wird die Lo¨sung von (6.2) in (6.1) eingesetzt und die Funktionen Bi durch Werte
der Kovarianzfunktion Lf (K) ersetzt, entspricht dies zuna¨chst formal der Kollokationslo¨sung (3.66), allein die
Kernfunktion K ist noch nicht deﬁniert. In der geometrischen Interpretation legen die n Beobachtungen Lf (T )
eine Hyperebene D der Kodimension n im unendlichdimensionalen Hilbertraum H fest (Moritz, 1980, S. 207),
vgl. Abb. 6.1. Alle mo¨glichen Approximationslo¨sungen Tˆ von T mu¨ssen in dieser Hyperebene liegen, damit die
Beobachtungen Lf (T ) exakt rekonstruiert werden. Bei Forderung der minimalen Norm der Lo¨sung Tˆ liegt die
Lo¨sung in der senkrechten Verbindung von Nullpunkt und Hyperebene. Die Lo¨sung Tˆ berechnet sich nach (6.1) als
Linearkombination des reproduzierenden Kerns K bzw. seiner linearen Funktionale L(K), die einen Unterraum
E mit der Dimension n im Hilbertraum aufspannen. In (Moritz, 1980, S. 208) ist gezeigt, dass dieser Unterraum
orthogonal auf der Hyperebene steht und durch den Nullpunkt geht. Die Lo¨sung Tˆ mit minimaler Norm liegt
daher im Schnitt der Hyperebene D und des Unterraumes E, vgl. Abb. 6.1, und kann mit Hilfe von (6.2) und
(6.1) berechnet werden.
Neben den genannten Eigenschaften der kleinsten Norm und der exakten Reproduktion fehlerfreier Beobach-
tungsdaten besitzt die Lo¨sung Tˆ nach (Moritz, 1980) außerdem die kleinste Fehlernorm zur wahren Lo¨sung T .
Die Menge aller linearen Funktionale L(T ) bildet ebenfalls einen Hilbertraum H∗. Dieser wird als Dualraum
zum Hilbertraum H der Funktion T bezeichnet. In diesem Dualraum bilden die n Beobachtungen Lf (T ) aus
(6.2) einen Unterraum H∗L der Dimension n. Die Approximation Tˆ von T nach (6.2) und (6.1) ist, geometrisch
betrachtet, die orthogonale Projektion von T auf den Unterraum H∗L (vgl. Abb. 6.2 und Moritz, 1980, S. 211).
Die Approximation besitzt den kleinsten Abstand zur wahren Lo¨sung T und damit die kleinste Fehlernorm.
1Kernmodiﬁkationen mit dem Ziel der Minimierung des Vernachla¨ssigungsfehlers (3.42) ko¨nnen als Anpassung fu¨r eine
regionale Auswertung verstanden werden, die Kernfunktion wird aber auch hier an der Grenze des Integrationsgebietes
abgeschnitten.
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Abbildung 6.1. Geometrische Interpretation der
kleinsten Norm im Hilbertraum H nach (Moritz, 1980):
Die Lo¨sung Tˆ mit minimaler Norm liegt im Schnitt der
Hyperebene D und des Unterraumes E.
Abbildung 6.2. Geometrische Interpretation der
kleinsten Fehlernorm im Dualraum H∗ nach (Moritz,
1980): Die Lo¨sung Tˆ ist die orthogonale Projektion von
T auf den Unterraum H∗L.
Die genannten Eigenschaften gelten im Hilbertraum fu¨r jeden reproduzierenden Kern K. Die Minimierung der
Fehlernorm einer kontinuierlichen Funktion wird in (Sanso` und Sona, 1995) auch auf Basis des Wienerschen
Wahrscheinlichkeitsmaß diskutiert.
Das Gravitations- bzw. das Sto¨rpotential erfu¨llt im Außenraum die Laplace-Gleichung (2.3) und kann daher
mit harmonischen Funktionen beschrieben werden. In der physikalischen Geoda¨sie wird deshalb von Kernfunk-
tionen K ausgegangen, die harmonisch im Außenraum der Bjerhammar-Kugel mit dem Radius RB (es gilt
RB < R, vgl. S. 17) sind. Als eine solche Kernfunktion K wird
K(P,Q) =
∞∑
n=0
kn
(
R2B
rP rQ
)n+1
Pn(cosψ) (6.3)
gewa¨hlt (Moritz, 1980, S. 205). Um eine Lo¨sung von (6.2) zu gewa¨hrleisten, muss kn ≥ 0 gelten und die Konver-
genz der Reihe (6.3) fu¨r rP , rQ ≥ RB erfu¨llt sein. Wird eine ansonsten beliebige Kernfunktion gewa¨hlt, spricht
man von analytischer Kollokation (Moritz, 1980, S. 93). U¨ber die Wahl der Kernfunktion wird die Metrik und
damit die Norm des Hilbertraumes festgelegt. In der Kollokation nach kleinsten Quadraten (3.66) wird die Kern-
funktion K(P,Q) mit der Kovarianzfunktion (2.62) des Sto¨rpotentials T identiﬁziert, um die Eigenschaft der
kleinsten Fehlernorm statistisch interpretieren zu ko¨nnen. Die Kernfunktionen zwischen verschiedenen Schwere-
feldfunktionalen wird auf Basis linearer Operatoren L entsprechend dem Kovarianz-Fortpﬂanzungsgesetz (2.65)
abgeleitet. Die Eigenschaft der minimalen Fehlernorm kann nun als minimale Varianz interpretiert werden. Die
Kollokation nach kleinsten Quadraten bietet demnach die beste Approximation im statistischen Sinne.
Um beim U¨bergang von diskreten zu kontinuierlichen Daten die Konvergenz der Kollokation zur Lo¨sung
T nachzuweisen, ist von global vorliegenden Beobachtungen auszugehen, da andernfalls die Eigenschaft der
Homogenita¨t und Isotropie bezu¨glich der Kugel nicht gegeben ist. Diese Eigenschaft ist zur Auswertung des
Mittelwertes (2.57) bezogen auf die gesamte Kugeloberﬂa¨che und zur Anwendung der Legendre-Transformation
(2.59) fu¨r die spektrale Zerlegung der Kovarianzfunktion wichtig. Es ist anzumerken, dass im Konvergenzbeweis
aus (Moritz, 1976) implizit vorausgesetzt wurde, dass das Sto¨rpotential T Element desjenigen Hilbertraumes ist,
von dessen reproduzierender Kernfunktion die in (6.1) eingesetzten Funktionen Bi abgeleitet werden (Tscherning,
1977). Wird aber, wie u¨blich, eine Kovarianzfunktion der Form (6.3) als reproduzierende Kernfunktion gewa¨hlt,
ergibt sich die Norm des Sto¨rpotentials T zu unendlich. Daher ist T kein Element dieses Hilbertraumes und
die Konvergenz des Kollokationsverfahrens zur Bestimmung der Lo¨sung ist nicht gesichert (Tscherning, 1977).
Die Verwendung gegla¨tteter Daten ermo¨glicht aber eine Konvergenz des Verfahrens (Krarup, 1981; Sanso` und
Tscherning, 1980; Barzaghi und Sanso`, 1986). Die erforderliche Gla¨ttung der Daten wird durch Reduktion des
Rtm-Eﬀektes (Abschnitt 3.3) erreicht (Denker, 1988).
Zusammenfassend la¨sst sich sagen, dass die beiden Methoden, das Integrationsverfahren und die Kollokation,
sich hinsichtlich des Approximationsansatzes unterscheiden: In der Herleitung des Integrationsverfahrens wird
formal eine globale und kontinuierliche Beobachtungsfunktion vorausgesetzt; die Auswertung erfolgt dann aber
auf Basis regional und diskret vorliegender Beobachtungen. Bei der Kollokation hingegen wird bereits im Ansatz
von regional und diskret vorliegenden Daten ausgegangen, um die statistisch optimale Lo¨sung mit minimaler
Norm und Varianz des Signals zu berechnen.
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Abbildung 6.3. Vergleich der Eingangsinformation bei Anwendung der Kollokation und des Integrationsverfahrens mit
spektraler Gewichtung.
6.2 Vergleich der Gewichtung
Im Folgenden werden fu¨r das Integrationsverfahren mit spektraler Gewichtung (5.11) und fu¨r die Kollokation
Unterschiede und Gemeinsamkeiten der Gewichtung diskutiert, die sich fu¨r die Beobachtungen ergibt. Zur Steue-
rung der Gewichtung der eingehenden Datensa¨tze (Gpm, terrestrische Daten) in Abha¨ngigkeit von ihrer Ge-
nauigkeit wird fu¨r beide Methoden grundsa¨tzlich die gleiche Information verwendet, jedoch in unterschiedlicher
Darstellung. Dies ist schematisch in Abb. 6.3 wiedergegeben. Bei Anwendung der Kollokation werden Kova-
rianzmatrizen des Signals (CTR
[ij]
∆g, C∆gR∆gR) und des Rauschens (C∆gT ∆gT ) aufgestellt. Die Kovarianzen
des (residualen) Signals werden nach (3.82) durch Akkumulation der Fehlergradvarianzen σ2n(∆gM ) des Gpm
und der Signalgradvarianzen σ2n(∆g) (Tscherning-Rapp-Modell) berechnet, die Kovarianzen des Rauschens
der terrestrischen Daten werden im Ortsraum bereitgestellt. Bei Anwendung der spektralen Kombination im
Integrationsverfahren werden die spektralen Gewichte (5.11) aus den Fehlergradvarianzen des Gpm und der ter-
restrischen Daten (σ2n(∆gT )) ermittelt. Hierzu ist die Kovarianzfunktion des Rauschens der terrestrischen Daten
spektral zu zerlegen.
Fu¨r den Grenzfall kontinuierlicher, global vorliegender Eingangsdaten la¨sst sich die Kollokation spektral auf
Basis von Gradvarianzen formulieren. Auf diese Weise wird im Abschnitt 6.2.1 die Gewichtung beider Methoden
verglichen. Fu¨r die Anwendung auf regional begrenzt und diskret vorliegende Daten ist ein spektraler Vergleich
auf Basis von Gradvarianzen nicht mo¨glich, deswegen wird die Gewichtung in Abschnitt 6.2.2 im Ortsraum
diskutiert.
6.2.1 Grenzfall global und kontinuierlich vorliegender Beobachtungen
Die Rechenformeln des Integrationsverfahrens gelten fu¨r kontinuierlich und global vorliegende Beobachtungen.
Die Herleitung der Kollokationsformeln hingegen basiert auf diskret verteilten Beobachtungen. Im Folgenden wer-
den die Kollokationsformeln fu¨r den Grenzfall global und unendlich dicht vorliegender Beobachtungen dargestellt
(Moritz, 1976). Fu¨r diesen Fall wird die Linearkombination
Tˆ
1,1
R
(P ) = hR
1,n
(P,Q)∆g
n,1
R(Q) (6.4)
aus (3.58) hier auf Basis residualer Daten (3.81) durch die Integration
TˆR(P ) =
∫∫
σ
hR(ψPQ)∆g
R(Q)dσQ (6.5)
u¨ber die Kugelfa¨che σ mit der homogenen und isotropen Gewichtsfunktion hR ersetzt. Werden die Kovarianzwerte
in der zugeho¨rigen Wiener-Hopf-Gleichung∫∫
σ
hR(ψPQ)C¯∆gR(Q)∆gR(Q′)dσQ′ = CTR(P )∆gR(Q)
∫∫
σ
hR(ψPQ)(C∆gR(Q)∆gR(Q′) + C∆gT (Q)∆gT (Q′))dσQ′ = CTR(P )∆gR(Q) (6.6)
74 6 Gegenu¨berstellung der Methoden
nach (3.64) mit den Kovarianzmatrizen des residualen Signals und des Rauschens aus (3.83) als Summe der
Gradvarianzen entsprechend (2.60) geschrieben, ergibt sich
∞∑
n=2
(σ2n(∆g
R) + σ2n(∆gT ))
∫∫
σ
hR(ψPQ)Pn(cosψQQ′)dσQ′ =
∞∑
n=2
R
n− 1σ
2
n(∆g
R)Pn(cosψPQ) . (6.7)
Die Vertauschung der Reihenfolge von der Integration und der Summation ist bei gleichma¨ßiger Konvergenz der
Reihe (2.60) zula¨ssig. Aufgrund der globalen Integration kann die homogene und isotrope Gewichtsfunktion hR
mittels Legendre-Transformation spektral in hRn zerlegt werden:∫∫
σ
hR(ψPQ)Pn(cosψQQ′)dσQ′ =
4π
2n + 1
hRn . (6.8)
Schließlich ergibt sich durch Einsetzen von (6.8) in (6.7)
∞∑
n=2
4π
2n + 1
(σ2n(∆g
R) + σ2n(∆gT ))h
R
n =
∞∑
n=2
R
n− 1σ
2
n(∆g
R)Pn(cosψPQ) . (6.9)
Die Terme der rechten und linken Seite der Gleichung werden fu¨r jeden spha¨risch-harmonischen Grad n getrennt
betrachtet (Moritz, 1976). Es ergeben sich die spektralen Anteile hRn der Gewichtsfunktion h
R zu
hRn =
R
4π
2n+ 1
n− 1
σ2n(∆g
R)
σ2n(∆g
R) + σ2n(∆gT )
Pn(cosψPQ) . (6.10)
Die Gewichtsfunktion hR ergibt sich aus der Akkumulation der spektralen Anteile hRn zu
hR(ψPQ) =
R
4π
∞∑
n=2
2n+ 1
n− 1 s
KKQ
n Pn(cosψPQ) . (6.11)
Die spektralen Gewichte sKKQn sind mit
sKKQn =
σ2n(∆g
R)
σ2n(∆g
R) + σ2n(∆gT )
(6.12)
zu besetzen. Wird auf Basis von (6.11) die Kernfunktion
Ss
KKQ
n (ψ) =
∞∑
n=2
2n + 1
n− 1 s
KKQ
n Pn(cosψ) (6.13)
deﬁniert, ergibt sich durch Einsetzen von (6.11) in (6.5)
TˆR(P ) =
R
4π
∫∫
σ
Ss
KKQ
n (ψ)∆gRdσ , (6.14)
ein Ausdruck, der formal identisch mit TˆR, IF aus (3.44) ist, wenn die Integration dort u¨ber die gesamte Kugel-
oberﬂa¨che ausgefu¨hrt wird. Die Kollokation unterscheidet sich formal also allein in den spektralen Gewichten
von der spektralen Kombination mit dem Integrationsverfahren im Fall global und kontinuierlich vorliegender
Daten. Die spektralen Gewichte aus (6.12) werden daher nun mit den Gewichten (5.11) verglichen, die in der
spektralen Kombination eingesetzt werden.
Die Gradvarianzen der residualen Daten ∆gR aus (6.12) setzen sich entsprechend (3.82) aus den Fehlergrad-
varianzen σ2n(∆gM ) des im Remove-Restore-Verfahren eingesetzten Gpm und den Signalgradvarianzen σ
2
n(∆g)
zusammen:
σ2n(∆g
R) =
{
σ2n(∆gM ) fu¨r n ≤ nmax
σ2n(∆g) fu¨r n > nmax .
(6.15)
Damit entspricht die Gewichtung (6.12) bis zum spha¨risch-harmonischen Grad nmax den Gewichten (5.11). Die
Identita¨t der Gewichtung ergibt sich aufgrund der Annahme von fn = 1.0 in (3.78), andernfalls wa¨re dieser Faktor
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in (6.12) zu beru¨cksichtigen, s. a. (Moritz, 1976). Fu¨r ho¨here Grade n > nmax gilt in der spektralen Kombination
des Integrationsverfahrens sn = 1.0, wohingegen sich in der Kollokation s
KKQ
n < 1.0 ergibt, da nicht nur die
Varianz, sondern auch die Norm des Signals minimiert wird, vgl. Abschnitt 6.1. Ist das Signal-Rausch-Verha¨ltnis
allerdings groß, sind die Gewichte sKKQn fu¨r n > nmax praktisch 1.0.
Im Grenzfall global und kontinuierlich vorliegender Beobachtungen entspricht das Integrationsverfahren mit
spektralen Gewichten unter Verwendung der Gewichte (5.11) formal nahezu exakt der Kollokation nach kleins-
ten Quadraten (falls sKKQn ≈ 1.0 fu¨r n > nmax ). Das Integrationsverfahren kann als analytische Lo¨sung der
fu¨r kontinuierlich vorliegende Beobachtungen unmo¨glichen Inversion der Kovarianzmatrix und anschließender
Multiplikation mit der Kreuzkovarianzmatrix aus der Kollokation betrachtet werden (Moritz, 1976).
6.2.2 Praxisfall regional begrenzt und diskret vorliegender Beobachtungen
In diesem Abschnitt wird die aus dem Integrationsverfahren und der Kollokation resultierende Gewichtung der
Beobachtungen fu¨r den in der Praxis vorkommenden Fall miteinander verglichen, in dem die Beobachtungen
regional begrenzt und diskret vorliegen. Die nummerischen Werte beziehen sich dabei auf die Berechnung der
residualen, radialen Tensorkomponente TRzz, die Schlussfolgerungen sind auf die Berechnung der u¨brigen Kom-
ponente u¨bertragbar.
Die Gewichtsfunktion wird in der diskreten Auswertung des Integrationsverfahrens nicht an die jeweilige
Punktauﬂo¨sung angepasst, mit Ausnahme der Modiﬁkation (5.40) des Integralkerns zur Beru¨cksichtigung von
Blockmittelwerten anstelle von Punktwerten. Wenn die Kernfunktion eine kurze Korrelationsla¨nge aufweist, also
eine extreme Steigung besitzt, muss eine entsprechend hohe Datenauﬂo¨sung vorliegen, damit der diskrete Ge-
wichtswert der Kernfunktion repra¨sentativ fu¨r den Datenblock ist. Eine Verbesserung kann hier durch eine -
unabha¨ngig von der Datenauﬂo¨sung - verfeinerte Abtastung der Kernfunktion und anschließende Mittelwertbil-
dung erzielt werden (Grote, 1996). Aliasing-Fehler durch eine zu grobe Abtastung der Eingangsdaten in Relation
zum Signalspektrum wu¨rden so jedoch nicht verhindert werden. Der Eﬀekt, der bei dem Integrationsverfahren
durch Begrenzung des Integrationsgebietes entsteht, ist in Abschnitt 5.1.5 dargestellt worden. Aufgrund des har-
ten Abbruchs der Kernfunktion entstehen Schwingungen im Frequenzraum. Außerdem ist nicht gewa¨hrleistet,
dass eine Vergro¨ßerung des Integrationsgebietes zu einer besseren Lo¨sung fu¨hrt, obwohl mehr Daten einﬂießen.
Wird die Kernfunktion an einer ungu¨nstigen Stelle (z. B. in einem lokalen Extremwert) abgeschnitten, versta¨rken
sich die Amplituden im Frequenzraum und erzeugen einen ho¨heren Vernachla¨ssigungsfehler, s. a. Abschnitt 5.1.2,
5.1.5 und (Heck, 1979; Wolf und Kieler, 2006).
Diese Zusammenha¨nge stellen sich bei Anwendung der Kollokation grundsa¨tzlich anders dar. Auf Basis der
Berechnung der Varianz la¨sst sich bei Anwendung der schrittweisen Kollokation zeigen, dass bei Vergro¨ßerung des
Eingangsdatengebietes und damit der Anzahl der Beobachtungen stets eine Verbesserung, nie eine Verschlechte-
rung der Approximation erzeugt wird (Keller, 1978; Moritz, 1980, S. 154).
Der Grund fu¨r das unterschiedliche Verhalten der Methoden ist, dass bei der Entwicklung des Integrations-
verfahrens von global und kontinuierlich vorliegenden Eingangsdaten ausgegangen wird, dieser Annahme in der
Auswertung aber nicht entsprochen wird. Die Kollokationsformeln hingegen sind auf Basis diskret vorliegender
Daten unter der Bedingung der Minimierung der Varianz und der Norm des Signals abgeleitet worden. Dies hat
außerdem zur Folge, dass, wie in Abschnitt 5.2.2 erla¨utert, am Gebietsrand implizit extrapoliert wird, um einen
glatten U¨bergang zu schaﬀen, s. a. Abb. 5.13. Ebenfalls ist bei der Analyse der Gewichtung zu beachten, dass
bei Anwendung der Kollokation die Gewichtsfaktoren individuell fu¨r jeden Berechnungspunkt ermittelt werden.
Die resultierenden Gewichtsfaktoren ha¨ngen nicht allein vom spha¨rischen Abstand und vom Azimut zum Beob-
achtungspunkt ab, sondern auch von der ra¨umlichen Verteilung der Beobachtungen, wie es in Abschnitt 5.2.2
diskutiert wurde, s. a. Abb. 5.14. Eine den spektral berechneten Gewichtsfaktoren sn entsprechende Darstellung
in Abha¨ngigkeit von dem spha¨risch-harmonischen Grad n ist fu¨r die resultierenden diskret und regional begrenzt
vorliegenden Gewichtsfaktoren nicht mo¨glich.
Die Gewichtung aus der Anwendung der Kollokation und der spektralen Kombination mit dem Integrationsver-
fahren zur Berechnung der radialen Tensorkomponente TRzz in der Bahnho¨he von Goce wird daher nummerisch
im Ortsraum fu¨r zunehmende Datenauﬂo¨sungen verglichen, s. a. (Wolf, 2006). Dazu werden die Gewichte WKKQ
der Kollokation aus (5.47), vgl. Abschnitt 5.2.2, mit dem reziproken Wert des Faktors R4π∆σ =
R
4π cosϕ∆ϕ∆λ
aus der Integration skaliert, um sie mit der Kernfunktion Kzz vergleichen zu ko¨nnen. In Abb. 6.4 sind die skalier-
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Abbildung 6.4. Integralkern (grau) und skalierte Ge-
wichtsfaktoren der Kollokation (schwarz) zur Berech-
nung von Tzz fu¨r die Auﬂo¨sungen 0.5
◦ (x), 0.25◦ (.),
0.1◦ (- - -), 0.05◦ (—), letzten beiden nahezu identisch;
Kombination terrestrischer Daten mit dem synGpm360i
(Kapitel 7), lokale Kovarianzparameter aus (9.1).
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Abbildung 6.5. Integralkern (grau) und skalierte Ge-
wichtsfaktoren der Kollokation (schwarz) zur Berech-
nung von Tzz fu¨r die Auﬂo¨sungen 0.5
◦ (x), 0.25◦ (.), 0.1◦
(- - -), 0.05◦ (—); Kombination terrestrischer Daten mit
dem synGpm360i (Kapitel 7), globale Kovarianzpara-
meter aus (2.63).
ten Gewichte der Kollokationslo¨sung fu¨r ein 7◦ x 7◦ großes Eingangsdatengebiet mit den Auﬂo¨sungsstufen 0.5◦,
0.25◦, 0.1◦ und 0.05◦ (im Szenario 1K, vgl. Kapitel 7) dargestellt. Die Gewichtsfaktoren aller Beobachtungspunk-
te wurden dazu in der Reihenfolge des Abstandes zwischen Beobachtungs- und Berechnungspunkt sortiert. Die
ebenfalls abgebildete Kernfunktion des Integrationsverfahrens ist unabha¨ngig von der Auﬂo¨sung der Eingangsda-
ten. Man erkennt, dass bei grober Auﬂo¨sung die residualen Daten in der Kollokation geringer gewichtet werden
als bei Anwendung des Integrationsverfahrens. Je feiner die Datenauﬂo¨sung ist, desto a¨hnlicher werden die Ge-
wichte der Kollokation und der spektralen Kombination. Eine verbleibende Abweichung der Gewichtung kann
durch die begrenzte Gebietsgro¨ße, aber auch durch die Wahl der Parameter des bei der Kollokation eingesetzten
Signalgradvarianzmodells verursacht sein. Werden anstelle der lokalen Parameter (9.1) aus Abschnitt 9.1 fu¨r das
Tscherning-Rapp-Modell die globalen Parameter aus (2.63) verwendet, vera¨ndern sich die Gewichtswerte in
der Kollokation, vgl. Abb. 6.5.
Bei Anwendung der Kollokation spiegelt sich, anders als bei dem Integrationsverfahren, die Datenauﬂo¨sung
in der resultierenden Gewichtung der Beobachtungen wider. Auch die Begrenzung der Beobachtungen auf ein
regionales Gebiet wird in der statistisch optimalen Kollokationslo¨sung beru¨cksichtigt. Beim Integrationsverfahren
ist in der Anwendung auf einen gu¨nstigen Abbruch der Kernfunktion zu achten, um die resultierenden Fehler
nicht zu erho¨hen.
6.3 Fazit
Abschließend kann fu¨r den Vergleich des Integrationsverfahrens und der Kollokation gesagt werden, dass auch bei
gleichen Startannahmen fu¨r die Gewichtung der eingehenden Datensa¨tze (Gpm, terrestrische Daten) Unterschiede
in den resultierenden Gewichten auftreten. Bei Anwendung der Kollokation werden fu¨r jeden Berechnungspunkt
in Abha¨ngigkeit von der ra¨umlichen Verteilung der Beobachtungen individuelle Gewichte berechnet und es wird
implizit am Gebietsrand ein glatter U¨bergang erzeugt. Die Kollokation bietet die statistisch optimale Lo¨sung.
Bei Anwendung des Integrationsverfahrens wird eine fu¨r alle Berechnungspunkte identische Gewichtsfunktion
verwendet, die an den Ra¨ndern des Gebietes hart abgeschnitten wird. Fu¨r ungu¨nstige Abbruchstellen kann dies
zu einer Verschlechterung der Lo¨sung fu¨hren.
Bei sehr grober Datenauﬂo¨sung ist daher die Anwendung der Kollokation zu empfehlen. Bei sehr feiner Da-
tenauﬂo¨sung ist das Integrationsverfahren von Vorteil, da die Anwendung der Kollokation sehr rechenzeit- und
speicherintensiv ist und mo¨glicherweise Instabilita¨ten bei der Gleichungslo¨sung auftreten ko¨nnen (s. a. Kapitel 8).
Wird ein ausreichend großer Abstand der Berechnungspunkte zum Rand des Eingangsdatengebietes eingehalten
und liegt eine im Verha¨ltnis zum Signalspektrum der Ein- und Ausgangsdaten ausreichende Auﬂo¨sung vor, kann
erwartet werden, dass beide Methoden, die Kollokation und das Integrationsverfahren mit spektralen Gewichten,
sehr a¨hnliche Ergebnisse liefern.
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In dieser Arbeit werden die Methoden, Integrationsverfahren mit spektraler Gewichtung und Kollokation, zur
Berechnung der Elemente des Tensors T[ij] in der Bahnho¨he von Goce mit Hilfe synthetischer Daten evaluiert.
In der Berechnung werden terrestrische Schwereanomalien eines regional begrenzten Gebietes mit einem Gpm
kombiniert. Die Ergebnisse der indirekten Berechnung des Tensors auf Grundlage der Schwereanomalien (inklu-
sive Rauschen) werden mit den Ergebnissen einer direkten Berechnung auf Grundlage des synthetischen Modells
nummerisch verglichen, wie es in Abb. 7.1 skizziert ist. Die indirekte Berechnungsmethode liefert Ist-Werte und
die direkte Berechnungsmethode exakte Sollwerte, daher wird die Evaluierungsmethode als Soll-Ist-Vergleich
(engl. auch closed loop evaluation) bezeichnet.
Die Anforderungen, die an das synthetische Erdmodell im Rahmen dieser Arbeit gestellt werden, sind im
Abschnitt 7.1 dargestellt. Im darauf folgenden Abschnitt werden die dem synthetischen Erdmodell zugrunde lie-
genden realen Daten beschrieben. Im dritten Abschnitt wird der Aufbau des synthetischen Erdmodells erla¨utert.
Die verwendeten Verfahren zur Simulation des Rauschens werden im vierten Abschnitt dargestellt. Im letzten
Abschnitt werden verschiedene Testszenarien vorgestellt, die sich in der ra¨umlichen Datenauﬂo¨sung sowie der
Amplitude und Korrelation des Rauschens unterscheiden.
7.1 Anforderungen an das synthetische Erdmodell
Im Vordergrund steht in dieser Arbeit die Evaluierung der genannten Berechnungsmethoden, insbesondere in Ab-
ha¨ngigkeit von verschiedenen Testszenarien bezu¨glich Datenauﬂo¨sung und Rauschen. Der Grad der Anna¨herung
des synthetischen Modells an die Realita¨t spielt eine untergeordnete Rolle. Deswegen kann hier eine mo¨glichst
einfache Darstellung des synthetischen Erdmodells gewa¨hlt werden.
Das synthetische Erdmodell wird genutzt, um die Eingangsdaten (Rtm-reduzierte terrestrische Schwereano-
malien, Gpm) und die (exakten) Ausgangsdaten (Elemente des Tensors T[ij] in der Bahnho¨he von Goce) zu
simulieren. Die terrestrischen Schwereanomalien ∆gT werden in einem regional begrenzten Testgebiet berechnet,
das Gpm dient zur Berechnung der Schwereanomalien ∆gM in den identischen Punkten, vgl. Abb. 7.2. Die Diﬀe-
renzen beider Datensa¨tze ergeben nach (3.27) bzw. (3.81) die residualen Schwereanomalien ∆gR, die im Rahmen
der Remove-Restore-Technik als Beobachtungsgro¨ßen zur Berechnung des residualen Tensors TˆR[ij] genutzt wer-
den. Die Elemente des Tensors TˆR[ij] werden durch Addition der Elemente des Tensors Tˆ
M
[ij] aus dem Gpm zu Tˆ[ij]
restituiert, um anschließend mit den exakten Sollwerten verglichen zu werden.
Zur Modellierung der genannten Gro¨ßen wird im synthetischen Erdmodell ein Gpm in Form von Kugelfunk-
tionskoeﬃzienten gewa¨hlt. Als maximaler spha¨risch-harmonischer Grad des Gpm wird nsynmax = 1300 gewa¨hlt,
entsprechend einer Auﬂo¨sung von 8′. Es wird davon ausgegangen, dass ho¨here Frequenzen des realen Schwe-
refeldsignals nicht in den residualen Gro¨ßen enthalten sind, sondern auf Basis der Rtm-Reduktion beseitigt
werden. Die Auﬂo¨sung der Referenztopographie der Rtm-Reduktion mu¨sste entsprechend 8′ betragen. Die Rtm-
Reduktion wird nicht im Rahmen des synthetischen Erdmodells simuliert1. Wird eine zu niedrige maximale
Auﬂo¨sung des synthetischen Gpm gewa¨hlt, kann dies zu einer zu optimistischen Genauigkeitsabscha¨tzung fu¨h-
ren, da dann mo¨gliche Aliasing-Eﬀekte, die in der Realita¨t bei zu grober Abtastung der Beobachtungen auftreten
wu¨rden, unberu¨cksichtigt blieben.
Die simulierten terrestrischen Schwereanomalien werden in Ho¨he der Erdoberﬂa¨che berechnet. Neben der
synthetischen Modellierung des Erdschwerefeldes, der physikalischen Figur der Erde, ist daher die Modellierung
der geometrischen Figur der Erde erforderlich. Hierzu wird ein Dgm eingesetzt.
Zusammenfassend besteht das synthetische Erdmodell aus einem hochauﬂo¨senden Gpm und einem regional be-
grenzten Dgm, um die genannten Modellierungsaufgaben zu erfu¨llen. Daru¨ber hinaus wird im Hinblick auf eine
1Topographisch-isostatische Reduktionen wurden in (Agren, 2004) im Rahmen der Geoidberechnung anhand syntheti-
scher Daten (Auﬂo¨sung 1′) untersucht.
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Abbildung 7.1. Evaluierung einer indirekten Berechnungs-
methode u¨ber einen Soll-Ist-Vergleich mit der direkten Lo¨-
sung basierend auf einem synthetischen Modell.
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Abbildung 7.2. Indirekte Berechnung von Ist-
Werten auf Basis synthetischer Daten.
realita¨tsnahe Simulation Rauschen sowohl fu¨r das simulierte Gpm als auch fu¨r die terrestrischen Daten erzeugt.
Dieser Aspekt wird getrennt vom Aufbau des synthetischen Erdmodells in Abschnitt 7.4 besprochen.
7.2 Reale Datenbasis
Das synthetische Erdmodell entha¨lt ein hochauﬂo¨sendes Gpm zur Modellierung des Schwerefeldes und ein regio-
nalesDgm zur geometrischenModellierung der Erdoberﬂa¨che innerhalb des Testgebietes. Die realen Datenquellen
beider Modellierungen werden im Folgenden besprochen.
7.2.1 Globale Potentialmodelle
Globale Potentialmodelle sind in Form von Koeﬃzienten a¯nm und b¯nm der spha¨risch-harmonischen Entwick-
lung (2.5) gegeben. Funktionale des Schwerefeldes werden u¨ber die spha¨risch-harmonische Synthese (Shs) der
Koeﬃzienten berechnet, vgl. Abschnitt 2.1.4.
Die Koeﬃzienten des Gpm werden in der spha¨risch-harmonischen Analyse (Sha) auf Basis von Schwere-
feldbeobachtungen ermittelt. Unter Verwendung der Gleichungen der Shs als funktionales Modell ko¨nnen die
Koeﬃzienten des Gpm in einer Ausgleichung bestimmt werden. Alternativ lassen sich die Gleichungen der Shs
nach den Koeﬃzienten umstellen. Die Berechnung erfolgt dann durch eine Integration u¨ber die Kugeloberﬂa¨che
(Torge, 2001, S. 272). Der langwellige Signalanteil eines globalen Schwerefeldmodells wird durch die Analyse von
Satellitenbahnen bestimmt. Die Satellitenbahnen werden vom Gravitationsfeld der Erde, aber auch von ande-
ren Eﬀekten (z. B. dem Atmospha¨renwiderstand) beeinﬂusst. Die Abweichungen der Satellitenbahn gegenu¨ber
einer Bahn im Gravitationsfeld einer der Erdmasse a¨quivalenten Punktmasse (ungesto¨rte Referenzbahn) werden
als Beobachtungen in die Ausgleichung eingefu¨hrt (Torge, 2001, S. 274). Die tatsa¨chliche Bahn des Satelliten
wird u¨ber Satellite Laser Ranging2 (Slr) oder u¨ber Satellite-to-Satellite-Tracking3 (Sst) beobachtet. In der
Vergangenheit wurden zur Bestimmung der globalen Modelle Slr-Beobachtungen verschiedener Satelliten u¨ber
la¨ngere Zeitra¨ume (Jahrzehnte) verwendet. Aufgrund der Abschwa¨chung des Gravitationssignals mit der Ho¨he
und der unzureichenden Verteilung der Trackingstationen waren diese Modelle auf eine Auﬂo¨sung von etwa
2Laserentfernungsmessung zwischen einer Bodenstation auf der Erde zu einem Satelliten
3Entfernungsmessung zwischen zwei Satelliten: Die Entfernung wird beispielsweise bei der Mission Champ in einer High-
Low Konﬁguration mit Hilfe des Gps (Global Positioning System) zwischen dem Champ-Satelliten in niedriger Bahn
zu den Gps-Satelliten in ho¨herer Bahn bestimmt, s. a. (Mayer-Gu¨rr, 2006).
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300 km (spha¨risch-harmonischer Grad 70) begrenzt (Torge, 2001, S. 275). Bei der Champ-Mission, gestartet im
Jahr 2000, wird die Bahnposition kinematisch per Sst bestimmt. Aufgrund der relativ niedrigen Bahn (von
Anfangsho¨he 460 km sinkend) ko¨nnen allein mit Hilfe der Champ-Daten Modelle bis zu einer Auﬂo¨sung von
etwa 300. . .400 km (spha¨risch-harmonischer Grad 40. . .60) bestimmt werden. Diese stehen als Eigen-Modelle
des GeoForschungszentrums Potsdam (Gfz) zur Verfu¨gung (GFZ, 2006b; Reigber et al., 2003b).
Die im Jahre 2002 gestarteteGrace-Mission nutzt erstmalig Sst zwischen zwei niedrigﬂiegenden Satelliten bei
einer Anfangsho¨he der Satelliten von etwa 500 km. Mit den Daten der fu¨r fu¨nf Jahre geplanten Mission wird eine
Modellauﬂo¨sung von etwa 130. . .170 km (spha¨risch-harmonischer Grad 120. . .150) erreicht (Reigber et al., 2005;
Tapley et al., 2005). Bei der Grace-Mission steht die Beobachtung der zeitvariablen Anteile des Schwerefeldes im
Vordergrund. Hierzu werden aus einer Beobachtungsreihe von jeweils 30 Tagen Dauer Monatslo¨sungen berechnet.
Die Beobachtungen der Grace-Mission werden von verschiedenen Institutionen ausgewertet. Neben den Eigen-
Grace-Modellen des Gfz stehen die Ggm-Modelle des Center for Space Research (Csr in Austin, Texas)
zur Verfu¨gung, an der Universita¨t Bonn werden die Itg-Modelle aus der Analyse kurzer Bahnbo¨gen berechnet
(Mayer-Gu¨rr, 2006). Ein Vergleich verschiedener Grace-Modelle ist in (Roland, 2005) zu ﬁnden. Eine deutliche
Steigerung der Modellauﬂo¨sung auf Basis von Satellitendaten bis etwa 100 km (spha¨risch-harmonischer Grad
200) ist Ziel der Goce-Mission, vgl. Abschnitt 2.3.
Neben den bisher beschriebenen Modellen, die allein auf Satellitenbeobachtungen beruhen, existieren auch so
genannte kombinierte Modelle, bei denen die Satellitenbeobachtungen durch terrestrische Schweredaten und Al-
timeterbeobachtungen erga¨nzt werden, beispielsweise das Osu-91A (Rapp et al., 1991) und das Egm96 (Lemoine
et al., 1998), beide mit einer Auﬂo¨sung von etwa 50 km (spha¨risch-harmonischer Grad 360). A¨hnliche Modelle
(z. B. Eigen-cg03c, Eigen-gl04c) werden derzeit auf Basis der neuen Satellitendaten der Missionen Champ
und Grace und anderer Satellitendaten (z. B. Lageos), terrestrischer Daten und Altimetriedaten berechnet
(Tapley et al., 2005; Reigber et al., 2006). Das ultra-hochauﬂo¨sende Modell Gpm98c basiert auf dem Egm96,
dessen Auﬂo¨sung durch Integration von terrestrischen Schwereanomalien (Blockmittelwerte mit einer Auﬂo¨sung
von 5′) iterativ bis auf etwa 10 km bis Grad und Ordnung 1800 erweitert wurde (Wenzel, 1999). Die weitere
Steigerung der Auﬂo¨sung der Gpm bis hin zum Grad 2160 auf Basis von Schweredaten ist ein aktuelles For-
schungsthema, siehe z. B. (Pavlis et al., 2005). Derart hochauﬂo¨sende Modelle sind bisher nur als synthetische
Modelle (auf Basis von Dgm oder unabha¨ngig von realen Daten) berechnet worden, vgl. Abschnitt 4.1.
7.2.2 Digitale Gela¨ndemodelle
Die geometrische Erdﬁgur, die Begrenzung der festen und ﬂu¨ssigen Erdmassen gegenu¨ber der Atmospha¨re (Torge,
2001, S. 10), wird u¨blicherweise mit Hilfe eines Dgm in unterschiedlichen Auﬂo¨sungsstufen dargestellt. Daten
aus der Digitalisierung analoger Karten, der Auswertung von Luftbildern, der Beﬂiegung mittels Laserscanner
oder Synthetic Apertur Radar (Sar) stellen die Grundlagen fu¨r Dgm dar. Auﬂo¨sung und Genauigkeit der Dgm
variieren in Abha¨ngigkeit von den Mess- und Auswerteverfahren.
Global steht das Modell Gtopo30 mit einer Auﬂo¨sung von 30′′ und einer Genauigkeit von 10m bis einigen
100m zur Verfu¨gung (USGS, 1996). Ebenfalls global ist das Modell Etopo5 mit einer Auﬂo¨sung von 5′ verfu¨gbar,
die Genauigkeit fu¨r Europa liegt im Bereich von einigen Metern (NGDC, 1988). Ebenso steht ein globales (bis
zur geographischen Breite von ±60◦) Dgm der Shuttle Radar Topography Mission (Srtm) des Jahres 2000 mit
einer Auﬂo¨sung von etwa 25m und einer Genauigkeit von ±16m zur Verfu¨gung (DLR, 2000; Rabus et al., 2003).
Das Modell wird derzeit zur Nutzung in der Geoidmodellierung aufbereitet und evaluiert (z. B. Denker, 2005).
Fu¨r das in der vorliegenden Arbeit untersuchte Testgebiet in Zentraleuropa sind außerdem hochauﬂo¨sendere
regionale Dgm von den zusta¨ndigen nationalen Beho¨rden erha¨ltlich.
Fu¨r die Berechnungen in dieser Arbeit werden topographische Informationen der Datenbank des Instituts fu¨r
Erdmessung (Ife) verwendet, die im Rahmen des Projekts “Europageoid” der Iag zusammengetragen wurden.
Aus den etwa 700 Millionen Einzelwerten wurde ein Dgm fu¨r den gesamten europa¨ischen Kontinent mit einer
einheitlichen Auﬂo¨sung von 7.5′′ abgeleitet. Existierende Datenlu¨cken wurden mit Daten aus dem Etopo5 auf-
gefu¨llt (Denker, 1998). Auf Basis dieses Datensatzes wurde durch Berechnung von Blockmittelwerten mit einer
Auﬂo¨sung von 5′ ein Dgm, das im Folgenden mit eurDgm5 bezeichnet wird, abgeleitet und fu¨r die vorliegende
Arbeit zur Verfu¨gung gestellt.
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7.3 Aufbau des synthetischen Erdmodells
Das synthetische Erdmodell besteht aus einem Gpm zur physikalischen und einem Dgm zur geometrischen
Modellierung der Erdﬁgur. Das in Abschnitt 7.2.2 genannte EurDgm5 wird ohne weitere Modiﬁkation als Dgm
verwendet und im Kontext des synthetischen Erdmodells als synDgm bezeichnet. Es deckt das im Rahmen dieser
Arbeit verwendete Testgebiet ab, vgl. Abschnitt 7.5. Die synthetischen terrestrischen Schwereanomalien werden
in Ho¨he des synDgm erzeugt.
Das Gpm des synthetischen Erdmodells ist eine Kombination der Koeﬃzienten des Eigen-Grace02s (Reigber
et al., 2005), des Egm96 (Lemoine et al., 1998) und des Gpm98c (Wenzel, 1999)4, s. a. (Wolf und Denker, 2005;
Wolf, 2006). Die Kombination der Koeﬃzienten des Egm96 und anderer aktueller Schwerefeldmodelle wurde
bereits in (Denker, 2003; Roland, 2005, S. 52) angewendet. Das Modell Eigen-Grace02s liegt maximal bis zum
spha¨risch-harmonischen Grad 150 vor, das Egm96 bis zum Grad 360 und das Gpm98c bis zum Grad 1800.
Prinzipiell ließe sich fu¨r die Simulationsrechnungen in dieser Arbeit auch das Gpm98c allein verwenden, da aber
in den Testszenarien der Einﬂuss der sehr hohen Genauigkeit der aktuellen Grace-Modelle untersucht werden
soll, wurden ebenfalls die zugeho¨rigen Koeﬃzienten fu¨r das synthetische Modell ausgewa¨hlt. Die Koeﬃzienten
der genannten Modelle sind entsprechend (2.15) auf das Bezugssystem Grs80 umskaliert worden. Die Masse der
Erde wird fu¨r das synthetische Gpm wie im Grs80 festgelegt angenommen und das Koordinatensystem wird
im Massenmittelpunkt gelagert. Die Koeﬃzienten der spha¨risch-harmonischen Grade 0 und 1 entfallen daher bei
der Berechnung der Sto¨rgro¨ßen des Schwerefeldes.
Es werden zwei synthetische Modelle, das synGpm360s und das synGpm1300s, erzeugt, die bis zum
spha¨risch-harmonischen Grad 360 identisch sind. Das synGpm360s bleibt auf diesen maximalen Grad
beschra¨nkt, das synGpm1300s entha¨lt Signalanteile bis zum spha¨risch-harmonischen Grad 1300. Bis zum
spha¨risch-harmonischen Grad 104 werden in den synthetischen Gpm die Koeﬃzienten des Eigen-Grace02s
verwendet, da in diesem Bereich die Fehlergradvarianzen dieses Modells die Fehlergradvarianzen des Egm96
unterschreiten, vgl. Abb. 7.3. Fu¨r das Gpm98c liegen keine Angaben zu den Standardabweichungen der Koef-
ﬁzienten und damit zu den Fehlergradvarianzen vor. Da das Modell durch Erweiterung des Egm96 berechnet
wurde, werden im Spektralbereich der spha¨risch-harmonischen Grade 105 bis 360 direkt die Koeﬃzienten des
Egm96 verwendet und daru¨ber hinaus die des Gpm98c. Da kein großer Sprung in den Koeﬃzienten beim
Wechsel vom Eigen-Grace02s zum Egm96 bzw. vom Egm96 zum Gpm98c vorliegt, ist auf einen gewichteten
U¨bergang, wie beispielsweise in (Haagmans, 2000) vorgeschlagen, verzichtet worden.
Das Gpm98c wird nicht bis zu dem maximal mo¨glichen spha¨risch-harmonischen Grad 1800 verwendet, da
es im hochfrequenten Bereich eine leicht ansteigende Signalgradvarianzkurve aufweist (Wenzel, 1999). Mit der
Beschra¨nkung auf den spha¨risch-harmonischen Grad 1300 werden Unstimmigkeiten bezu¨glich der Modellierung
der Signalgradvarianzen auf Basis des Tscherning-Rapp-Modells (2.63) vermieden, das von einer stetig ab-
fallenden Signalgradvarianzkurve ausgeht. Die maximale Auﬂo¨sung bis zum spha¨risch-harmonischen Grad 1300
genu¨gt außerdem, wenn das Modell zur Simulation von Daten verwendet wird, deren hochfrequenter Signalan-
teil durch eine Rtm-Reduktion entfernt worden ist. Die Ho¨hen der Punkte bleiben nach einer Rtm-Reduktion
erhalten (Gerlach, 2003, S. 70), entsprechend entha¨lt das synDgm zur Simulation der Punktho¨hen Signalanteile
ho¨herer Frequenz (bis etwa zum spha¨risch-harmonischen Grad 2160). Da fu¨r das Gpm98c keine Fehlergradvari-
anzen vorliegen, muss auch fu¨r das synGpm1300s im Bereich der spha¨risch-harmonischen Grade 361 bis 1300
hierauf verzichtet werden. Die Signal- und die Fehlergradvarianzen des synthetischen Modells sind in Abb. 7.4
dargestellt.
In Tabelle 7.1 sind die akkumulierten Signal- und Fehlergradvarianzen der genannten Spektralbereiche der
realen Modelle sowie der abgeleiteten Modelle synGpm360s und synGpm1300s angegeben.
7.4 Rauschsimulation
In dieser Arbeit wird fu¨r die synthetischen Beobachtungen Rauschen im Hinblick auf eine realita¨tsnahe Simu-
lation erzeugt. Damit erlaubt der Soll-Ist-Vergleich auf Basis der synthetischen Daten nicht nur eine formale
4Zum Zeitpunkt der Erstellung des synthetischen Erdmodells lagen die hochauﬂo¨senden kombinierten Gpm (z. B. Eigen-
cg03c (Fo¨rste et al., 2005), Eigen-gl04c (GFZ, 2006a; Fo¨rste et al., 2006) noch nicht vor.
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Abbildung 7.3. Signal- und Fehlergradvarianzen von
Schwereanomalien auf Basis des Eigen-Grace02s
(Signal —, schwarz; Fehler —, grau) und des Egm96
(Signal —, dunkelgrau (bis Grad 130 verdeckt vom
Eigen-Grace02s-Signal); Fehler - - -, grau).
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Abbildung 7.4. Signalgradvarianzen (—) und Fehler-
gradvarianzen (- - -) (bis n = 360) von Schwereanoma-
lien auf Basis des synGpm1300s.
Tabelle 7.1. Quadratwurzeln der akkumulierten Signal- und Fehlergradvarianzen realer Gpm und synGpm fu¨r Schwere-
anomalien auf der Erdoberﬂa¨che [mgal] und radiale Tensorkomponenten in der Bahnho¨he von Goce [mE]. Es sind jeweils
die fu¨r die Erstellung des synGpm360s und synGpm1300s wichtigen Spektralbereiche angegeben.
Gpm nmin nmax ∆g 	∆g Tzz 	Tzz
Eigen-Grace02S 2 104 22.45 1.22 253.30 4.17
Egm96 105 360 21.56 10.62 20.42 5.56
Gpm98C 361 1300 17.05 - 0.00 -
synGpm360S 2 360 31.12 10.69 254.12 6.95
synGpm1300S 2 1300 35.49 - 254.12 -
U¨berpru¨fung der Rechenmethoden, sondern auch eine Bewertung hinsichtlich unterschiedlicher Testszenarien,
in denen Rauschniveau und Rauschtyp (korreliertes und unkorreliertes Rauschen) variiert wird. Ohne Rauschen
ließe sich der Eﬀekt einer unterschiedlichen Gewichtung der eingehenden Datensa¨tze in den zu untersuchenden
Methoden nur bedingt nachweisen, da stets rauschfreie Information einginge. Mit Hilfe der verrauschten synthe-
tischen Daten kann durch den Vergleich mit den exakten synthetischen Zielgro¨ßen das verbleibende Rauschen
und damit die Varianz der Zielgro¨ße ermittelt werden. Im Fall realer Daten kann die Varianz der Zielgro¨ßen nur
auf Basis statistischer Aussagen u¨ber die Fehlerquellen abgescha¨tzt werden (vgl. Abschnitt 3.4.4 bzw. 3.5.2). Die
Ergebnisse beider Berechnungen der Varianz werden im Rahmen der Genauigkeitsanalyse in Kapitel 9 verglichen.
Synthetisches Rauschen wird sowohl fu¨r die terrestrischen Beobachtungen ∆gT als auch fu¨r das Gpm zur
Berechnung der Beobachtungen ∆gM erzeugt. In der Diﬀerenz beider Datensa¨tze ergeben sich die residualen
Beobachtungen ∆gR. Das Vorgehen ist in Abb. 7.5 skizziert. Die Erzeugung des Rauschens wird in den folgenden
Abschnitten erla¨utert. Weitere Verfa¨lschungen der Daten, beispielsweise durch systematische Fehler (Heck, 1990;
Pavlis, 2000), wa¨ren ebenfalls mo¨glich, werden aber im Rahmen dieser Arbeit nicht weiter untersucht.
7.4.1 Berechnung des Rauschens fu¨r das globale Potentialmodell
Das Modell synGpm360i wird auf Basis des synGpm360s durch Addition von Rauschen zu den Modell-
Koeﬃzienten a¯nm und b¯nm berechnet (Abb. 7.6). Die Rauschwerte  werden als normalverteilte Werte in Gro¨-
ßenordnung der Standardabweichungen σ(a¯nm) bzw. σ(b¯nm) der Koeﬃzienten a¯nm bzw. b¯nm erzeugt (Wolf und
Denker, 2005; Wolf, 2006).
Zufallszahlen, die der Normalverteilung (2.49) entsprechen, ko¨nnen na¨herungsweise auf Basis des zentralen
Grenzwertsatzes (vgl. Abschnitt 2.2.1) ausgehend von unabha¨ngigen gleichma¨ßig verteilten Zufallszahlen mit
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Abbildung 7.5. Konzept zur Erstellung der
Eingangsdaten ∆gR inklusive Rauschen.
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Abbildung 7.6. Generierung des verrauschten Modells
synGpm360i auf Basis des synGpm360s durch Addition von
Rauschen auf die Koeﬃzienten a¯nm und b¯nm.
verschiedenen Verfahren erzeugt werden (Knuth, 1969; Friedrich und Lange, 1999). In dieser Arbeit wurden die
normalverteilten Zufallszahlen nach dem in (Forsythe et al., 1977, S. 247) beschriebenem Ansatz berechnet5.
Die Fehlergradvarianzen von Schwereanomalien auf Basis des synGpm360s werden in Abb. 7.7 den Gradvari-
anzen gegenu¨bergestellt, die aus der Diﬀerenz der Koeﬃzienten des synGpm360s und des synGpm360i berechnet
wurden. Man erkennt, dass die Fehlergradvarianzen eine mittlere Kurve angeben, um die die Gradvarianzen der
Koeﬃzientendiﬀerenzen aufgrund des zufa¨llig generierten Rauschens streuen.
Neben der Gradvarianzdarstellung la¨sst sich das im synGpm360i erzeugte Rauschen fu¨r die Schwerefeldfunk-
tionale auch im Ortsraum darstellen, indem Diﬀerenzen zwischen den Daten aus dem synGpm360s und dem
synGpm360i gebildet werden, s. a. (de Min, 1996). Die auf Basis des synGpm360s u¨ber die Shs berechneten
Schwereanomalien ∆g360S sind in Abb. 7.8 fu¨r das in dieser Arbeit verwendete Testgebiet dargestellt, die Schwere-
anomalien ∆gM aus dem synGpm360i in Abb. 7.9. Die Diﬀerenz beider Datensa¨tze ist in Abb. 7.10 angegeben.
In den Diﬀerenzen sind Signalstrukturen mit einer Auﬂo¨sung von kleiner 2◦ zu erkennen. Diese Auﬂo¨sung ent-
spricht dem spha¨risch-harmonischen Grad 90. Die Strukturen ergeben sich aufgrund des deutlichen Anstiegs der
Fehlergradvarianzen des synGpm360s in diesem Auﬂo¨sungsbereich, vgl. Abb. 7.7. Die Standardabweichung des
Mittelwertes des Rauschens im regionalen Gebiet betra¨gt 12.4mgal, die akkumulierten Fehlergradvarianzen des
synGpm360s ergeben 10.8mgal. Die Abweichung zwischen den beiden Angaben la¨sst sich damit erkla¨ren, dass
es sich bei den akkumulierten Fehlergradvarianzen um einen global gu¨ltigen Mittelwert handelt, von dem die
regionale Scha¨tzung abweichen kann. Je gro¨ßer das Testgebiet wa¨re, desto kleiner sollte die Abweichung sein.
Das synGpm360i simuliert das Gpm im Rahmen der Remove-Restore-Technik, aus dem die Beobachtungen
∆gM und TMij abgeleitet werden, vgl. Abschnitt 7.5.
7.4.2 Berechnung von unkorreliertem Rauschen fu¨r terrestrische Daten
Zu den auf Basis des synGpm1300s simulierten terrestrischen Schwereanomalien ∆g1300S wird synthetisch er-
zeugtes Rauschen addiert. Es werden Szenarien mit unkorreliertem Rauschen εUK untersucht:
∆gTUK = ∆g1300S + εUK . (7.1)
Die Rauschwerte εUK werden als normalverteilte Zufallszahlen erzeugt und stellen einen stochastischen
Gauss’schen Prozess dar, dessen Eigenschaften u¨ber den Erwartungswert (2.51) und die (Auto-)Kovarianz
(2.52) festgelegt sind (Abschnitt 2.2.1). Die normalverteilten Zufallszahlen werden so berechnet, wie bereits in
Abschnitt 7.4.1 angegeben.
5Die Implementierung des Ansatzes ist in der Programmierumgebung Matlab enthalten.
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Abbildung 7.7. Fehlergradvarianzen der Schwereano-
malien auf Basis des synGpm360s (schwarz) und ent-
sprechende Gradvarianzen auf Basis der Koeﬃzien-
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Abbildung 7.8. Punktschwereanomalien auf Basis des
synGpm360s, Auﬂo¨sung des Gitters 6′.
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Abbildung 7.9. Punktschwereanomalien auf Basis des
synGpm360i, Auﬂo¨sung des Gitters 6′.
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Abbildung 7.10. Diﬀerenzen der Punktschwere-
anomalien auf Basis des synGpm360s und des
synGpm360i, Auﬂo¨sung des Gitters 6′.
Im Rahmen der nummerischen Berechnungen wird unkorreliertes Rauschen mit einem Niveau von 1mgal un-
tersucht, das Testszenario wird mit 1UK bezeichnet. Das Rauschen ist in Abb. 7.11 fu¨r das Testgebiet dargestellt,
die zugeho¨rige empirisch nach (2.68) berechnete Kovarianzfunktion ist in Abb. 7.12 dargestellt. Nur der Autoko-
varianzwert der Distanzklasse mit ψ = 0 ist deutlich von null verschieden, es treten keine Korrelationen auf. Die
Statistik der Rauschwerte ist in Tabelle 7.2 auf S. 86 angegeben.
Es ist zu bemerken, dass in der Praxis unkorreliertes Rauschen nicht streng realisiert werden kann. Aufgrund
von a¨hnlichen Messbedingungen (Instrumentarium, Beobachter, Wetter, Umgebung) kann eine Korrelation zwi-
schen den Messungen nicht ausgeschlossen werden. Aufgrund der Unkenntnis der wahren Korrelation des Rau-
schens wird die Korrelation aber ha¨uﬁg vernachla¨ssigt.
7.4.3 Berechnung von korreliertem Rauschen fu¨r terrestrische Daten
In dieser Arbeit wird die Auswirkung von korreliertem Rauschen in den Beobachtungen auf die Zielgro¨ße un-
tersucht. Es werden dazu Szenarien untersucht, in denen korreliertes Rauschen εK auf die terrestrischen Daten
∆g1300S addiert wird:
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Abbildung 7.11. Unkorreliertes Rauschen εUK im
Testgebiet mit einem Niveau von 1mgal, Auﬂo¨sung 6′.
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Abbildung 7.12. Empirische Kovarianzfunktion des
unkorrelierten Rauschens εUK mit einem Niveau von
1mgal, Auﬂo¨sung 6′.
∆gTK = ∆g1300S + εK . (7.2)
Die terrestrischen Daten ∆g1300S liegen in einem geographischen Gitter vor. Die Rauschwerte εK werden ent-
sprechend in spha¨rischer Na¨herung fu¨r zweidimensionale Daten auf der Kugel erzeugt.
Die Modellierung korrelierter Rauschwerte fu¨r zweidimensionale Daten wird in der Literatur seltener behandelt
als die Modellierung fu¨r eindimensionale Daten, die in der Zeitreihenanalyse Anwendung ﬁndet (z.B. Tauben-
heim, 1969; Papoulis und Pillai, 2002). Die Modellierung korrelierter zweidimensionaler Daten fu¨hrt in den
Bereich der Bildanalyse (Kashyap, 1984), der Signalverarbeitung (Woods, 1972) und der Geostatistik (Journel
und Huijbregts, 1978, Kapitel 7; Davis, 1987b; Le Ravalec et al., 2000). Ha¨uﬁg wird dabei von Daten in der Ebene
ausgegangen, eine U¨bersicht verschiedener Methoden zur Rauscherzeugung in der Ebene ist in (Fenton, 1994)
zu ﬁnden. Im Folgenden wird ein Ansatz aus (Davis, 1987b) und seine Umsetzung zur Erzeugung korrelierten
Rauschens fu¨r Punkte auf der Kugel erla¨utert.
Ansatz zur Erzeugung korrelierten Rauschens auf der Kugel. Die zu erzeugenden Rauschwerte stellen
einen stochastischen Gauss’schen Prozess dar, dessen Eigenschaften u¨ber den Erwartungswert (2.51) und die
(Auto-)Kovarianz (2.52) festgelegt sind (Abschnitt 2.2.1).
Die Transformation unkorrelierten Rauschens in korreliertes Rauschen kann in Form eines Moving-Average-
Prozesses (Ma-Prozess) beschrieben werden. Dabei ergibt sich das Rauschen εK aus einer Linearkombination
von normalverteilten unkorrelierten Werten εUK zu
εK(t) =
q∑
i=1
biε
UK
t−i . (7.3)
Dies entspricht einem Ma-Prozess der Ordnung q (z. B. Whittle, 1983, S. 21; Ha¨nsler, 2001, S. 119). Die ver-
schiedenen Methoden zur Rauscherzeugung unterscheiden sich in der Festlegung der Faktoren bi. Neben einer
Ma-Modellierung ko¨nnen die Rauschwerte auch mit einem Auto-Regressive-Prozess (Ar-Prozess) oder einer
Kombination beider (Arma-Prozess) modelliert werden, wie es in (Mignolet und Spanos, 1992) zur Modellierung
zweidimensionaler Prozesse in der Ebene gezeigt wird. DieMa-Modellierung wird in (Spanos und Mignolet, 1992)
als stabiler bewertet.
Die Rauschwerte ko¨nnen anstelle des stochastischen Prozesses auch als Zufallszahlen interpretiert werden. Die
stochastischen Eigenschaften der Zufallszahlen werden dann mit Hilfe des Erwartungswertes (2.44) und der Ko-
varianzmatrix C aus (2.45) beschrieben. Bei der Erzeugung von Rauschen werden die Werte der Kovarianzmatrix
durch ein Korrelationsmodell vorgegeben. Die Berechnung von n Werten des korrelierten Rauschens erfolgt mit
einem dem Ma-Prozess (7.3) a¨hnlichen Ansatz:
ε
n,1
K = L
n,n
ε
n,1
UK . (7.4)
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Die Matrix L wird auf Basis der Kovarianzmatrix C des korrelierten Rauschens ermittelt. In dieser Arbeit wird
dazu die Kovarianzmatrix nach Cholesky faktorisiert (Davis, 1987b):
C
n,n
= L
n,n
L
n,n
T . (7.5)
Die Matrix L ist dabei eine untere Dreiecksmatrix, auf die Zerlegung wird in Abschnitt 8.2 na¨her eingegangen.
Andere Strategien zur Zerlegung der Matrix C sind auch mo¨glich, beispielsweise u¨ber die Berechnung ihrer
Eigenwerte (Davis, 1987a).
Die Matrix C ist die Kovarianzmatrix des Rauschens K mit der Realisierung εK aus (7.4), denn es gilt
E( 
n,1
K( 
n,1
K)T ) = E( L
n,n

n,1
UK( 
n,1
UK)T L
n,n
T )
= L
n,n
E( 
n,1
UK( 
n,1
UK)T ) L
n,n
T
= L
n,n
I
n,n
L
n,n
T = C
n,n
(7.6)
mit der Einheitsmatrix I als Kovarianzmatrix der Zufallswerte UK. Die Beziehung (7.4) wird auch als Fehler-
fortpﬂanzung zufa¨lliger Abweichungen und die Beziehung (7.5) als zugeho¨rige Kovarianzfortpﬂanzung bezeichnet
(Pelzer, 1985, S. 57). Ein Vorteil der Methode (7.4) ist ihre Flexibilita¨t, da beliebige Korrelationseigenschaften
und ra¨umliche Verteilungen (auch auf der Kugel) der Gro¨ßen K beru¨cksichtigt werden ko¨nnen.
Die Faktorisierung (7.5) stellt in der Theorie kein Problem dar, da die Kovarianzmatrix C positiv deﬁnit ist, s.
Abschnitt 2.2.1. Bei großen Datenmengen kann die Faktorisierung in der Praxis hinsichtlich des Speicherplatzes
und der Rechenzeit jedoch zu Problemen fu¨hren, weshalb die Berechnung auf kleinere Kacheln beschra¨nkt wird
(Alabert, 1987) oder eine spezielle Anordnung der Elemente in der Matrix C ausgenutzt wird (Dietrich, 1993).
Bei Verwendung einer homogenen und isotropen Korrelationsfunktion ergibt sich fu¨r geographische Gitterdaten
auf der Kugel eine Block-Toeplitz-Struktur, wie es ausfu¨hrlich in Abschnitt 8.3 beschrieben wird. Zusa¨tzlich
wird eine ﬁnite Korrelationsfunktion eingesetzt, die ab einem bestimmten Abstand null ist, um eine Bandstruktur
in der Kovarianzmatrix C zu erzeugen. Bei der Berechnung eindimensionalen Rauschens oder zweidimensionalen
Rauschens in der Ebene ist auch eine eﬃziente Faktorisierung der Kovarianzmatrix im Frequenzraum mo¨glich
(Le Ravalec et al., 2000). Unter der Voraussetzung einer homogenen und isotropen Korrelationsfunktion la¨sst
sich das Rauschen fu¨r Daten auf der Kugel auch im Frequenzraum ausgehend von Fehlergradvarianzen erzeugen
(Agren, 2004). Auf vergleichende Untersuchungen der verschiedenen Ansa¨tze zur Rauscherzeugung ist in dieser
Arbeit verzichtet worden, da die Rechenzeit zur einmaligen Erzeugung des Rauschens eine untergeordnete Rolle
spielt. Es wird der Ansatz (7.4) mit (7.5) eingesetzt.
Korrelationsmodell. Zur Modellierung der Korrelation des Rauschens der terrestrischen Daten ∆gT wird das
in Abschnitt 3.4.4 eingefu¨hrte Modell (3.54) verwendet: Die Kovarianzfunktion
CK∆gK∆g(ψ) = σ
2(K∆gT )e
−4.0ψ[◦]
mit einem Rauschniveau von σ(K∆gT ) ist homogen und isotrop und fa¨llt mit wachsendem Abstand ψ zu null
ab, erreicht aber nie den Wert null (Abb. 7.13). Wa¨re die Kovarianzfunktion hingegen ﬁnit, ko¨nnte in der oben
eingefu¨hrten Kovarianzmatrix C eine Bandstruktur erzeugt werden. Dies ermo¨glicht eine Reduktion des Spei-
cherplatzes, aber auch der Rechenzeit zur Faktorisierung der Matrix (Abschnitt 8.3). Auch wenn die Werte der
Kovarianzfunktion CK∆gK∆g(ψ) ab einer gewissen Distanz ψ sehr klein sind, du¨rfen die Werte nicht auf null gesetzt
werden, da sonst die Kovarianzmatrix C nicht mehr positiv deﬁnit ist (Sanso` und Schuh, 1987). Diese Eigenschaft
ist Voraussetzung zur Faktorisierung der Kovarianzmatrix.
Um dennoch eine ﬁnite Kovarianzfunktion, die ab einer gewissen Distanz 2ψF exakt null wird, zu erhalten,
wird die Kovarianzfunktion CK∆gK∆g(ψ) mit einer positiv deﬁniten und ﬁniten Funktion
g(ψ) =


1
3ψ
6
Fπ − 12ψ4Fψ2 + 13
(
ψ4Fψ +
4
3ψ
2
Fψ
3 − 112ψ5
)√
ψ2F −
(
ψ
2
)2
+
(
ψ4Fψ
2 − 23ψ6F
)
arcsin ψ2ψF fu¨r ψ ≤ 2ψF
0 fu¨r ψ > 2ψF
(7.7)
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Tabelle 7.2. Statistik des Rauschens εUK und εK im
Testgebiet (Auﬂo¨sung des Gitters 6′), Einheit mgal.
Rauschszenario 1UK 1K 5K
Rauschniveau 1.0 1.0 5.0
Mittelwert (Mtw) -0.00 -0.02 -0.08
Standardabweichung (Std) 1.00 1.02 5.10
Minimum (Min) -4.36 -4.28 -21.39
Maximum (Max) 4.22 4.46 22.29 Spha¨rische Distanz [◦]
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Abbildung 7.13. Kovarianzfunktion CK
∆g
K
∆g
(ψ) (—)
des Rauschens fu¨r ein Rauschniveau von 1 mgal, positiv
deﬁnite Funktion g(ψ) ( - - -, grau) nach (7.7) und ﬁnite
Kovarianzfunktion CF
K
∆g
K
∆g
(ψ) (—, grau).
multipliziert (Sanso` und Schuh, 1987). Die positiv deﬁnite, ﬁnite Funktion (7.7) ist das Resultat der Faltung
einer parabelfo¨rmigen Funktion
p(ψ) =
{
ψ2F − ψ2 fu¨r 0 ≤ ψ ≤ ψF
0 fu¨r ψ > ψF
(7.8)
mit sich selbst. Fu¨r die resultierende ﬁnite Kovarianzfunktion CF
K∆g
K
∆g
(ψ) gilt schließlich
CFK∆gK∆g
(ψ) =
{
g(ψ)CK∆gK∆g(ψ)/g(ψ = 0) fu¨r ψ ≤ 2ψF
0 fu¨r ψ > 2ψF
. (7.9)
Die Kovarianzfunktion CK∆gK∆g(ψ), die positiv deﬁnite ﬁnite Funktion g(ψ) und die resultierende Funktion
CF
K∆g
K
∆g
(ψ) sind in Abb. 7.13 fu¨r ein Rauschniveau von σ(K∆gT ) = 1mgal dargestellt. Die Abweichungen der ur-
spru¨nglichen Funktion CK∆gK∆g(ψ) von der ﬁniten Funktion C
F
K∆g
K
∆g
(ψ) betragen dabei im Bereich 0 ≤ ψ ≤ 2ψF
maximal 2% von der Varianz CK∆gK∆g (ψ = 0).
In den nummerischen Berechnungen auf Basis des synthetischen Erdmodells werden als Rauschniveau σ(K∆gT )
der terrestrischen Daten 1mgal und 5mgal gewa¨hlt, die jeweiligen Testszenarien werden mit 1K und 5K bezeich-
net. Die Statistik des nach dem oben beschriebenen Ansatz erzeugten korrelierten Rauschens ist in Tabelle 7.2
fu¨r das Testgebiet angegeben. Fu¨r das Rauschniveau von 1mgal ist das Rauschen in Abb. 7.14 dargestellt. Die
zugeho¨rige empirisch nach (2.68) berechnete Kovarianzfunktion ist in Abb. 7.15 gezeigt.
7.5 Erzeugung der synthetischen Daten fu¨r verschiedene Testszenarien
In diesem Abschnitt werden die auf Grundlage des synthetischen Erdmodells berechneten Daten vorgestellt. Das
im Rahmen dieser Arbeit verwendete Testgebiet hat eine Ausdehnung von 22◦ in der geographischen Breite und
34◦ in der geographischen La¨nge. Die Datensa¨tze liegen in einem regelma¨ßigen geographischen Gitter mit der
Begrenzung 36.5◦ < ϕ < 58.5◦ und −7.0◦ < λ < 27◦ vor. Die Ho¨hen auf Basis des synDgm sind fu¨r diesen
Bereich in Abb. 7.16 dargestellt. Die Hochgebirgsstruktur der Alpen liegt zentral im Testgebiet.
7.5.1 Schwereanomalien
Die terrestrischen Daten ∆gT ergeben sich aus den Schwereanomalien ∆g1300S , die auf Basis des synGpm1300s
in der Ho¨he des synDgm u¨ber dem Grs80-Ellipsoid nach (2.26) berechnet werden, und jeweils korreliertem
oder unkorreliertem Rauschen. Die Testszenarien werden entsprechend nach den in Tabelle 7.2 eingefu¨hrten
Abku¨rzungen mit 1UK, 1K und 5K je nach Korrelationsgrad und Niveau des Rauschens bezeichnet. Grundlage
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Abbildung 7.14. Korreliertes Rauschen εK im Test-
gebiet mit einem Niveau von 1mgal, Auﬂo¨sung des Git-
ters 6′.
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Abbildung 7.15. Empirische (x) und analytisch vor-
gegebene (—, grau) Kovarianzfunktion des korrelierten
Rauschens εK mit einem Niveau von 1mgal, Auﬂo¨sung
6′.
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Abbildung 7.16. Ho¨hen im Testgebiet auf Basis des
synDgm, Auﬂo¨sung des Gitters 5′.
350˚
350˚
0˚
0˚
10˚
10˚
20˚
20˚
30˚
30˚
40˚ 40˚
50˚ 50˚
60˚ 60˚
−40 0 40
mgal
Abbildung 7.17. Residuale Punktschwereanomalien
∆gR im Testgebiet (ohne Rauschen der terrestrischen
Daten), Auﬂo¨sung des Gitters 6′.
der Schwereanomalien∆gM ist das synGpm360i. Aus der Diﬀerenz von ∆gT und ∆gM ergeben sich die residualen
Beobachtungen ∆gR.
In den Testszenarien wird einerseits das Rauschen der terrestrischen Daten variiert, andererseits aber auch die
Datenauﬂo¨sung. Die feinste Auﬂo¨sung der Beobachtungen, die zur Berechnung der Tensorkomponenten verwen-
det werden, betra¨gt 6′. Diese Auﬂo¨sung reicht aus, um das urspru¨ngliche Signal auf Basis des synGpm1300s
vollsta¨ndig rekonstruieren zu ko¨nnen. Der maximale spha¨risch-harmonischeGrad nsynmax = 1300 des synGpm1300s
entspricht einer Auﬂo¨sung von etwa 8′. Die kleinste auftretende Wellenla¨nge der La¨nge 16′ wird daher mindestens
zweimal bei einer Abtastweite von 6′ erfasst, wie es nach dem Nyquist-Theorem (Meier und Keller, 1990) zur
vollsta¨ndigen Signalrekonstruktion erforderlich ist. Die residualen Punktwerte ∆gR sind in Abb. 7.17 dargestellt.
Die Signalamplituden der residualen Schwereanomalien variieren stark in Bereichen großer Ho¨hena¨nderungen
(z. B. den Alpen, vgl. Abb. 7.16). Dies ﬁndet sich auch in der Signalstruktur realer Daten, vgl. Abb. 10.2, selbst
wenn diese Rtm-reduziert wurden. Ohne Rtm-Reduktion tra¨te noch sehr viel ho¨herfrequentes Signal auf. Ne-
ben Punktwerten der Auﬂo¨sungsstufe 6′ werden Gitter aus Punktwerten mit einer Auﬂo¨sung von 15′ und 30′
erzeugt. Die Statistik der Datensa¨tze (ohne Rauschen εUK bzw. εK der ∆gT ) sind in Tabelle 7.3 angegeben. Die
Ho¨hen des geographischen Gitters in der jeweiligen Auﬂo¨sung wurden auf Basis des synDgm mittels kubischem
Spline-Ansatz (Bronstein et al., 1996) interpoliert.
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Abbildung 7.18. Prinzipskizze der arithmetischen
Mittelwertbildung zur Berechnung von Blockmittel-
werten; aus dem Mittelwert von 5x5 3′-Blo¨cken ergeben
sich Blockmittelwerte der Auﬂo¨sung von 15′.
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Abbildung 7.19. Residuale Blockmittelwerte ∆g
R
(ohne Rauschen der terrestrischen Daten), Auﬂo¨sung
des Gitters 30′.
Tabelle 7.3. Statistik der Schwereanomalien (Punkt-
werte, PW; Blockmittelwerte, BM) ∆gT , ∆gM und re-
siduale Schwereanomalien ∆gR im Testgebiet, hier oh-
ne Rauschen der ∆gT , Einheit mgal.
∆g Auﬂ Mtw Std Min Max
6 (PW) 10.07 33.36 -173.11 211.00
∆gT 15 (PW) 10.06 33.40 -162.57 206.22
30 (PW) 9.66 33.21 -145.17 151.38
6 (PW) 10.14 32.40 -146.72 146.92
∆gM 15 (PW) 10.14 32.40 -141.29 143.60
30 (PW) 10.15 32.40 -133.88 140.05
6 (PW) -0.08 19.12 -148.18 152.57
∆gR 15 (PW) -0.08 19.11 -113.57 134.77
bzw. 30 (PW) -0.49 18.89 -148.18 72.10
∆g
R
15 (BM) -0.08 16.24 -81.65 107.34
30 (BM) -0.08 12.28 -41.56 50.80
Tabelle 7.4. Statistik der Elemente des Tensors T 1300S[ij]
und des Tensors TR[ij] in der Ho¨he h = 250 km im Test-
gebiet, Einheit mE, Auﬂo¨sung des Gitters 6′.
Tij Mtw Std Min Max
T 1300Sxx -82.24 150.67 -666.38 381.25
T 1300Sxy -31.44 85.67 -246.97 379.60
T 1300Sxz 15.52 188.38 -1123.73 589.40
T 1300Syy -54.16 131.52 -478.90 526.91
T 1300Syz 48.17 159.89 -745.41 578.10
T 1300Szz 136.40 242.90 -880.26 941.16
TRxx -0.00 4.04 -13.23 14.62
TRxy -0.01 2.41 -8.81 10.12
TRxz -0.08 4.71 -13.74 17.94
TRyy -0.00 4.77 -17.27 18.14
TRyz -0.01 5.37 -18.41 20.07
TRzz 0.01 7.20 -27.33 26.19
Zusa¨tzlich zu den Punktwerten werden Blockmittelwerte ∆g
R
berechnet (Abschnitt 2.1.5). Dazu werden residuale
Schwereanomalien als Punktwerte mit einer Auﬂo¨sung von 3′ erzeugt. Die feine Auﬂo¨sung, die keine zusa¨tzli-
che Signalinformation entha¨lt, wird hier gewa¨hlt, um Blockmittelwerte der Auﬂo¨sungen 15′ bzw. 30′ aus dem
arithmetischen Mittel von 5x5 bzw. 10x10 Gitterpunkten der Punktwerte bilden zu ko¨nnen, wie es in Abb. 7.18
skizziert ist. Bei einer Auﬂo¨sungsstufe von 30′ wa¨re auch die Blockmittelwertbildung auf Basis von 5x5 Gitter-
punkten mit einer Auﬂo¨sung von 6′ mo¨glich. Die residualen Blockmittelwerte der Auﬂo¨sungsstufe 30′ sind in
Abb. 7.19 dargestellt, die Statistik beider Datensa¨tze (ohne Rauschen εUK bzw. εK) ist in Tabelle 7.3 zu ﬁnden.
Die Bezugsho¨hen der Blockmittelwerte wurden durch entsprechende Mittelbildung auf Grundlage des synDgm
berechnet.
Es ist hierbei zu beachten, dass die Blockmittelwerte aus Punktwerten ohne Rauschen der terrestrischen
Daten ∆gT berechnet werden. Im Fall realer Daten ist ein solches Vorgehen natu¨rlich nicht mo¨glich, da das
(unbekannte) Rauschen nicht von den Daten getrennt werden kann, s. a. Abschnitt 10.2. Bei den nummerischen
Untersuchungen auf Basis der synthetischen Daten wurde entschieden, die Ergebnisse auf Basis identischen
Rauschens fu¨r die Beobachtungen unterschiedlicher Auﬂo¨sung zu analysieren. Das Rauschen der Szenarien 1UK,
5UK und 5K wurde daher fu¨r eine Auﬂo¨sung von 6′ generiert. Das Rauschen fu¨r die Datensa¨tze mit gro¨berer
Auﬂo¨sung wurde mittels kubischem Spline-Ansatz im Fall des korrelierten Rauschens und durch Zuweisung des
na¨chstgelegenen (engl. nearest neighbour) Rauschwertes im Fall unkorrelierter Daten auf Basis des 6′-Rauschens
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Abbildung 7.20. Elemente des Tensors T 1300S[ij] im Testgebiet, Auﬂo¨sung des Gitters 6
′.
abgeleitet. Das Rauschen auf Basis des synGpm360i hingegen wird auch bei den synthetischen Daten in der
Blockmittelwertbildung mitgefu¨hrt.
7.5.2 Tensorkomponenten
Die Komponenten des Tensors T[ij] werden nach (2.30) und (2.32a) bis (2.32i) in der ellipsoidischen Ho¨he
h = 250 km u¨ber dem Grs80-Ellipsoid aus dem synthetischen Gpm erzeugt. Die Achsen des lokalen Koordi-
natensystems sind, wie in Abschnitt 2.1.4 angegeben, nach Norden (x), Osten (y) und radial nach außen (z)
ausgerichtet. Die Ho¨he von 250 km entspricht in etwa der geplanten Bahnho¨he von Goce. Die tatsa¨chliche
Ho¨he variiert im Bereich von etwa ±20 km (SCVII, 2000). Die Elemente des Tensors T 1300S[ij] werden auf Basis
des synGpm1300s berechnet und stellen die exakten Sollwerte dar. Die Elemente des Tensors TˆM[ij] werden aus
dem synGpm360i abgeleitet und stehen fu¨r die Restitution der residualen Gro¨ßen zur Verfu¨gung. Die auf Ba-
sis der Schwereanomalien berechneten und anschließend restituierten Elemente des Tensors Tˆ[ij] werden in der
Evaluierung der Ergebnisse mit den Elementen des exakten Tensors T 1300S[ij] verglichen. Alternativ ko¨nnen die
residualen Elemente des Tensors TˆR[ij] mit den residualen Sollwerten T
R
[ij] = T
1300S
[ij] − TˆM[ij] verglichen werden, um
die Berechnung der Restitution seitens der Ist-Werte einzusparen.
Die Elemente des Tensors TˆR[ij] werden in gleicher Auﬂo¨sung, in der die eingehenden terrestrischen Daten
vorliegen, berechnet. Die residualen Werte der gro¨beren Auﬂo¨sungsstufen (15′, 30′) werden anschließend auf
Punkte eines Gitters mit der Auﬂo¨sung von 6′ interpoliert (siehe Abschnitt 9.4), um alle Ergebnisse miteinander
vergleichen zu ko¨nnen. Der Soll-Ist-Vergleich mit dem Tensor TR[ij] erfolgt ebenfalls anhand der interpolierten
Werte. Daher werden die Elemente der Tensoren T 1300S[ij] und T
M
[ij] nur in der 6
′-Auﬂo¨sungsstufe berechnet. Die
Elemente des Tensors T 1300S[ij] u¨ber dem Testgebiet sind in Abb. 7.20 dargestellt, ihre Statistik ist in Tabelle 7.4
angegeben. Die Standardabweichung der Mittelwerte liegt im Bereich von 85mE bis 240mE. Die radiale Kom-
ponente T 1300Szz ist, abgesehen vom Minimalwert der Komponente T
1300S
xz , das signalsta¨rkste Element mit der
gro¨ßten Standardabweichung des Mittelwertes. Die A¨nderung der Gravitationsbeschleunigung in radialer Rich-
tung, zum Massenmittelpunkt der Erde weisend, ist gro¨ßer als in horizontaler Richtung. Das Signal des Tensors
in der Bahnho¨he von Goce ist gegenu¨ber dem Signal der terrestrischen Schwereanomalien stark gegla¨ttet. Der
Bereich der Alpen ist hier vor allem in der Komponente T 1300Szz zu erkennen. Die Komponenten T
1300S
xx und T
1300S
xz
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Abbildung 7.21. Elemente des Tensors TR[ij] im Testgebiet, Auﬂo¨sung des Gitters 6
′.
sind besonders empﬁndlich fu¨r Gravitationsa¨nderungen in Nord-Su¨d-Richtung also fu¨r Signalstrukturen mit einer
Ausdehnung in Ost-West-Richtung, da die x-Achse nach Nord gerichtet ist. Dementsprechend zeigen die Kom-
ponenten T 1300Syy und T
1300S
yz Signalstrukturen mit einer Ausdehnung in Nord-Su¨d-Richtung an. Die Komponente
T 1300Sxy ist die signalschwa¨chste. Die Sollwerte T
R
[ij] der Approximation Tˆ
R
[ij] sind in Abb. 7.21 dargestellt, ihre Sta-
tistik ist in Tabelle 7.4 zu ﬁnden. Durch Abzug des langwelligen Signalanteils auf Basis des Tensors TˆM[ij] wurden
die Standardabweichungen der Mittelwerte auf den Bereich von 2mE bis 7mE reduziert. Die radiale Komponente
bleibt das signalsta¨rkste Element. Ebenso ist auch hier die typische Ausdehnungsrichtung der Signalstrukturen
in den Komponenten mit horizontalen Ableitungen zu erkennen.
8 Implementierung der Berechnungsverfahren
In diesem Kapitel werden wichtige Implementierungsaspekte der Berechnungsverfahren besprochen. Der erste
Abschnitt behandelt die Auswertung des Integrationsverfahrens mit Hilfe der Fouriertransformation. Bei der
Anwendung der Kollokation ist ein Gleichungssystem zu lo¨sen, dessen Dimension gleich der Anzahl der Beob-
achtungen ist. Das Gleichungssystem entha¨lt die Beobachtungen und ihre Kovarianzmatrix. In dieser Arbeit
werden zur Lo¨sung des Gleichungssystems ausschließlich direkte Lo¨ser eingesetzt, die eine Faktorisierung der
Kovarianzmatrix nutzen. Eine andere Gruppe von mo¨glichen Lo¨sungsverfahren sind indirekte Lo¨ser, die startend
von einer Na¨herungslo¨sung iterativ die Lo¨sung approximieren. Indirekte Lo¨ser sind gu¨nstig fu¨r schwach besetzte
Matrizen, s. a. (Golub und van Loan, 1990). Die Kovarianzmatrix in der Kollokation ist jedoch voll besetzt,
fu¨r die direkte Lo¨sung des Gleichungssystems wird die Cholesky-Faktorisierung eingesetzt. Der Kovarianzwert
zwischen zwei Punkten ha¨ngt von dem Abstand und gegebenenfalls vom Azimut zwischen den Punkten ab, aber
auch von der Ho¨he der beiden Punkte (Abschnitt 5.2.1). In der vorliegenden Arbeit wird nummerisch untersucht,
welche Auswirkung die Vernachla¨ssigung der individuellen Punktho¨he hat. Wird die individuelle Punktho¨he be-
ru¨cksichtigt, ergibt sich auch fu¨r Beobachtungen eines geographischen Gitters keine besondere Anordnung der
Elemente in der Kovarianzmatrix, da die Kovarianzwerte sich in der Regel nicht wiederholen. Das Gleichungs-
system wird dann auf einer Parallelrechnerarchitektur gelo¨st (Abschnitt 8.2). Liegen die Beobachtungen des
geographischen Gitters jedoch in konstanter Ho¨he, ko¨nnen die Elemente der Kovarianzmatrix in einer speziellen
Struktur (Block-Toeplitz) angeordnet werden (Abschnitt 8.3). Durch Ausnutzung dieser Struktur kann Spei-
cherplatz und Rechenzeit gespart werden. Zur Lo¨sung des Gleichungssystems mit der Block-Toeplitz-Struktur
der Kovarianzmatrix wurden bereits sowohl direkte als auch indirekte Lo¨ser eingesetzt (Bottoni und Barzaghi,
1993; Tsaoussi, 1989). In dieser Arbeit wird auch hier die direkte Lo¨sung auf Basis der Cholesky-Faktorisierung
angewendet. Der Cholesky-Faktor der Kovarianzmatrix des Rauschens wird außerdem zur Erzeugung des far-
bigen Rauschens beno¨tigt.
Im Rahmen der Kollokation werden zur Berechnung der Kovarianzwerte die Routinen Covax.f, Covbx.f
und Covcx.f eingesetzt, fu¨r Erla¨uterungen zu den Routinen sei auf (Tscherning und Rapp, 1974; Tscherning,
1976b) verwiesen. Die Routinen werden von C.C.Tscherning in (Tscherning, 2005) fu¨r wissenschaftliche Zwecke
zur Verfu¨gung gestellt. In diesem Kapitel steht die Lo¨sung des Gleichungssystems im Vordergrund, die Berechnung
der Kovarianzwerte wird nicht behandelt.
8.1 Nummerische Auswertung der Integration auf der Kugel
In der nummerischen Auswertung der Integration im Integrationsverfahren zur Berechnung der Komponenten
des residualen Tensors TˆR[ij] werden die Integrale aus (5.7) durch Summen ersetzt:
TˆRij =
R
4π
ϕnϕ∑
ϕQ=ϕ1
λnλ∑
λQ=λ1
Kij∆g
R(Q) cosϕQ∆ϕQ∆λQ , fu¨r i, j = x, y, z . (8.1)
Es wird von residualen Beobachtungen in Form von Schwereanomalien ∆gR ausgegangen, die in einem regelma¨ßi-
gen geographischen Gitter in konstanter Ho¨he mit nϕ Punkten in Meridian- und nλ Punkten in Breitenkreisrich-
tung vorliegen. Die Schwereanomalien in den Gitterpunkten ko¨nnen durch Anwendung der Kollokation aus den
benachbarten unregelma¨ßig verteilten Punktwerten berechnet werden, s. a. (Denker und Torge, 1998). Die direkte
Anwendung der Integration auf unregelma¨ßig verteilte Punktwerte kann realisiert werden durch Gewichtung der
Eingangsdaten gema¨ß einer Fla¨che, die dem Punktwert in einer Dreiecksvermaschung aller Daten zugeordnet
wird (Rummel, 1982a,b). Die Auswertung der Integration unregelma¨ßig verteilter Daten im Frequenzraum wird
in (Sideris, 1995) behandelt.
Gleichung (8.1) stellt eine Faltung der Funktion ∆gR mit der Kernfunktion Kij im Ortsraum in diskreter
Form dar. Die Kernfunktion wird in der Faltung von Berechnungspunkt zu Berechnungspunkt verschoben und
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elementweise mit den Funktionswerten ∆gR multipliziert, die Produkte werden aufsummiert. Diese Berechnung
ist im Ortsraum sehr rechenintensiv, eﬃzienter ist die Berechnung im Frequenzraum. Dazu wird die zu faltende
Funktion und die Kernfunktion mit Hilfe der (diskreten) Fouriertransformation in den Frequenzraum u¨ber-
fu¨hrt. Das gesuchte Ergebnis im Ortsraum erha¨lt man u¨ber die inverse Fouriertransformation des Produktes von
Beobachtungs- und Kernfunktion im Frequenzraum (Brigham, 1988). Durch Anwendung von Algorithmen fu¨r
eine schnelle Fouriertransformation (Fft) ist der Berechnungsaufwand erheblich geringer als bei der Faltung im
Ortsraum, s. a. (Schwarz et al., 1990).
Eine Voraussetzung zur Anwendung der Fft ist, dass die Daten a¨quidistante Absta¨nde zueinander haben.
Die oben eingefu¨hrten Punkte des geographischen Gitters sind entlang der Meridian- und Parallelkreisbo¨gen in
konstanten Absta¨nden ∆ϕ bzw. ∆λ angeordnet. Aufgrund der Meridiankonvergenz ist der spha¨rische Abstand
zwischen zwei benachbarten Gitterpunkten auf verschiedenen Parallelkreisen nicht identisch, vgl. Abb. 8.1 auf
S. 94. Eine exakte und eﬃziente Lo¨sung von (8.1) ist mo¨glich, indem in Parallelkreisrichtung die Faltung durch
Anwendung der Fft im Frequenzraum gelo¨st, die Faltung in Meridianrichtung aber im Ortsraum durchgefu¨hrt
wird (Haagmans et al., 1993). Die Auswertemethode wird als 1D-Fft bezeichnet, weil die Fft nur entlang der
Parallelkreise angewendet wird. Die Methode wird in vielen Arbeiten fu¨r die Auswertung von Integrationsver-
fahren zur Geoidberechnung genutzt, z. B. (Tziavos, 1996; Denker und Torge, 1998; Featherstone, 1999; Omang
und Forsberg, 2002; Gerlach, 2003; Roland, 2005).
Neben der 1D-Fft-Methode wird auch ha¨uﬁg die 2D-Fft-Methode (Schwarz et al., 1990; Tziavos, 1993)
und die spha¨rische Multi-Band-Fft-Methode (Forsberg und Sideris, 1993) eingesetzt. Die Berechnungsgeschwin-
digkeit beider Methoden ist ho¨her als die der 1D-Fft-Methode, jedoch wird die Integration (8.1) nicht exakt
berechnet, da die Forderung der A¨quidistanz nicht streng erfu¨llt wird (Haagmans et al., 1993). Die 1D-Fft-
Methode wird in dieser Arbeit daher bevorzugt.
Bei der Auswertung der Faltung im Frequenzraum muss beachtet werden, dass fu¨r die Transformation in den
Frequenzraum die Periodizita¨t des Signals implizit unterstellt wird. Streng gilt dies nur fu¨r global vorliegende
Datensa¨tze ∆gR, nicht fu¨r regional begrenzte Datensa¨tze. Regionale Datensa¨tze werden implizit periodisch fort-
gesetzt. Dies hat bei der Faltung zur Folge, dass im Randbereich Daten von der im Ortsraum gegenu¨berliegenden
Seite verwendet werden. Diese Verfa¨lschung des Faltungsergebnisses wird vermieden, indem im Falle der 1D-Fft
am Ost- und am Westende der Datenreihe je 50% Nullen angefu¨gt werden und die Kernfunktion u¨ber die Ge-
samtla¨nge ausgedehnt wird (Haagmans et al., 1993). Mit dieser Nullpolsterung (engl. zeropadding) entspricht das
Ergebnis der 1D-Fft-Methode (im Rahmen der Rechengenauigkeit) der nummerischen Integration (8.1).
Die Berechnung der Komponente TˆRzz erfolgte mit dem Programm cfft1d.f (Denker, 2003). Zur Berechnung
der u¨brigen Komponenten des Tensors TˆR[ij] wurde das Programm im Rahmen der vorliegenden Arbeit erweitert.
Bei der Berechnung der Kernfunktionen Kij (i, j = x, y, z) aus (5.8) lassen sich Rechenoperationen einsparen,
wenn zuna¨chst die Terme, die nur von der spha¨rischen Distanz ψ, aber nicht vom Azimut α abha¨ngen, wie folgt
zusammengefasst werden:
K1(ψ) =
1
2r2
(Kψψ + Kψ cotψ)
K2(ψ) =
1
2r2
(Kψψ −Kψ cotψ)
K3(ψ) =
1
r
(
1
r
Kψ −Kψr
)
K4(ψ) =
1
r
Kr
K5(ψ) = Krr . (8.2)
Die Ergebnisse der Ausdru¨cke (8.2) in Abha¨ngigkeit von ψ werden abgespeichert, um wiederholte Auswertungen
der Reihenentwicklungen (5.3) zu vermeiden. Die Kernfunktionen Kij aus (5.8) werden dann in Abha¨ngigkeit
vom Azimut α wie folgt berechnet:
Kxx = K4 + K1 + K2 cos(2α)
Kxy = K2 sin(2α)
Kxz = K3 cosα
Kyy = K4 + K1 −K2 cos(2α)
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Kyz = K3 sinα
Kzz = K5 . (8.3)
Die Berechnung der Werte der Kernfunktionen K[ij](ψ, α) erfolgt durch Interpolation der tabellierten Werte
Ki(ψ), i = 1, ..., 5 nach (8.2) und nachfolgender Auswertung von (8.3) in Abha¨ngigkeit vom Azimut α. Dabei
werden zusa¨tzlich Symmetrieeigenschaften in Bezug auf das Azimut ausgenutzt. Die Azimutverha¨ltnisse zu den
Nachbarpunkten wiederholen sich wie die Abstandsverha¨ltnisse fu¨r die Punkte eines Parallelkreises, vgl. Abb. 8.1.
Daher kann die Azimutabha¨ngigkeit in die 1D-Fft-Methode integriert werden. Der Verlauf der Funktionen Ki(ψ),
i = 1, ..., 5 ist fu¨r kleine Absta¨nde steil, fu¨r große Absta¨nde ψ zunehmend ﬂacher. Die Tabellierung der Werte
Ki(ψ), i = 1, ..., 5 in Abha¨ngigkeit von der spha¨rischen Distanz ψ erfolgt daher nicht fu¨r linear anwachsende
Absta¨nde ψlintab = k∆ψ als Vielfaches der Abtastweite ∆ψ, sondern fu¨r Absta¨nde ψsintab = 2 arcsin(k
2∆ψ),
wodurch eine feinere Abtastung fu¨r kleine Absta¨nde und eine gro¨bere Abtastung fu¨r große Absta¨nde erreicht
wird. Um fu¨r Gitterblo¨cke nahe des Berechnungspunktes trotz steilem Verlauf der Kernfunktion repra¨sentative
Gewichtswerte zu erhalten, werden fu¨r Punkte in einem inneren Bereich 0 < ψ < ψI Mittelwerte der Gewichte
aus einer feineren Abtastung der Kernfunktion gebildet, vgl. (Grote, 1996).
Anders als bei der Berechnung des Integralkerns in der Geoidberechnung (s. a. Denker und Torge, 1998) ist der
Abbruch der Summation in den Reihenentwicklungen (5.3) unproblematisch, wenn, wie hier, die Berechnung in
großer Ho¨he (250 km) erfolgt und dadurch hochfrequente Signalanteile stark geda¨mpft werden. Die Summationen
in (5.3) werden bei nmax = 500 abgebrochen.
Die Berechnungszeiten zur Auswertung von (8.1) mit der hier beschriebenen Vorgehensweise sind gering und
betragen fu¨r alle in dieser Arbeit verwendeten Datensa¨tze auf einem Standard-Pc (AMD Athlon Prozessor,
1.47GHz) weniger als 30 Sekunden.
8.2 Lo¨sung großer Gleichungssysteme auf Parallelrechnerarchitekturen
Parallelrechner werden in verschiedenen Disziplinen (z. B. Meteorologie, Ozeanographie, Chemie) eingesetzt, in
der Geoda¨sie ist die spha¨risch-harmonische Analyse des Schwerefeldes ein typisches Anwendungsbeispiel (Pail
et al., 2005; Xie, 2005; Baboulin, 2006; Baur und Grafarend, 2006).
In dieser Arbeit wird die Berechnung der Komponenten des Tensors TˆR[ij] mit der Kollokation auf einer Paral-
lelrechnerarchitektur gelo¨st, um die individuelle Punktho¨he der Eingangsdaten beru¨cksichtigen zu ko¨nnen. Das
zu lo¨sende Gleichungssystem als Teil der Auswertung der Kollokationsformeln (5.42) lautet(
C∆gR∆gR + C∆gT ∆gT
)
x = ∆gR
C¯∆gR∆gRx = ∆g
R . (8.4)
Die Kovarianzwerte aus C∆gR∆gR ha¨ngen vom spha¨rischen Abstand, aber auch von der individuellen Punktho¨he
ab, vgl. Abschnitt 5.2.1. Daher ergeben sich auch fu¨r Daten, die regelma¨ßig in einem geographischen Gitter an-
geordnet sind, in der Regel fu¨r jedes Punktpaar unterschiedliche Kovarianzwerte. Die Elemente der vollbesetzten
(symmetrischen) Kovarianzmatrix C∆gR∆gR ko¨nnen demzufolge in keiner speziellen Struktur angeordnet werden,
die zur Gleichungslo¨sung ausgenutzt werden kann, vgl. Abschnitt 8.3. Die im Folgenden beschriebene Implemen-
tierung kann auch zur Verarbeitung unregelma¨ßig verteilter Beobachtungen eingesetzt werden, eine Anordnung
in einem Raster ist nicht Voraussetzung.
Die Summe C¯∆gR∆gR aus den Kovarianzmatrizen des Signals und des Rauschens in (8.4) wird im Folgenden
kurz mit C bezeichnet. Die Lo¨sung des Gleichungssystems (8.4) kann mit
x = C−1∆gR (8.5)
angegeben werden. Zur Lo¨sung der Gleichung (8.4) ist es nicht erforderlich die Matrix C zu invertieren, es genu¨gt
eine Faktorisierung. Die Kovarianzmatrix C ist symmetrisch und positiv deﬁnit und kann nach dem Cholesky-
Verfahren eindeutig zerlegt werden in
C = LLT . (8.6)
Der Cholesky-Faktor L ist eine untere Dreiecksmatrix. Wird die Zerlegung (8.6) in (8.4) eingesetzt und y = LTx
gesetzt, muss in einem ersten Schritt das Gleichungssystem Ly = ∆gR gelo¨st werden. Die Lo¨sung wird als
94 8 Implementierung der Berechnungsverfahren
Vorwa¨rtseinsetzen bezeichnet, da bei der Auﬂo¨sung mit der ersten Zeile aufgrund der Dreiecksstruktur von L
begonnen wird. Die nachfolgende Lo¨sung des Gleichungssystems LTx = y wird entsprechend Ru¨ckwa¨rtseinsetzen
genannt. Die Elemente des Cholesky-Faktors werden sukzessiv aus der Matrix C abgeleitet. Dabei wird zur
Berechnung eines neuen Elementes auf bereits berechnete Elemente des Cholesky-Faktors zuru¨ckgegriﬀen,
Startelement ist das erste Elemente c11 der Matrix C, s. a. (Bronstein et al., 1996, S. 1104).
Zur Lo¨sung der Gleichung (8.4) mit der Matrixdimension n werden mit dem Cholesky-Verfahren
nops =
1
3
n3 + 2n2 (8.7)
Operationen beno¨tigt.
Sehr große Gleichungssysteme werden blockweise ausgewertet (van der Marel, 1989), entweder um nur Teil-
blo¨cke der Gesamtmatrix im Speicher zu halten (out-of-core-Lo¨sung) oder um Teilschritte zu parallelisieren. In
Abb. 8.2 ist eine Momentaufnahme einer blockweisenCholesky-Zerlegung dargestellt, bei der die Blockelemente
der zu zerlegenden Matrix C sukzessiv durch die Blockelemente der Cholesky-Faktormatrix L ersetzt werden.
Im dargestellten Schritt liegt der Block L0 der Lo¨sung bereits vor. Es werden die Blo¨cke(
C11 C
T
21
C21 C22
)
=
(
L11 0
L21 L22
)(
LT11 L
T
21
0 LT22
)
=
(
L11L
T
11 L11L
T
21
L21L
T
11 L21L
T
21 + L22L
T
22
)
(8.8)
weiter zerlegt, die Eintra¨ge Cij und Lij (i, j = 1, 2) sind Blockmatrizen. Die Matrix L11 wird u¨ber die Cholesky-
Faktorisierung von C11 berechnet. Mit (8.8) folgt weiter
L21 = C21(L
T
11)
−1
C˜22 = C22 − L21LT21 = L22LT22 . (8.9)
Die Matrix C˜22 steht danach fu¨r den na¨chsten Berechnungsschritt bereit. In dieser blockweisen Auswertung ist
die Cholesky-Faktorisierung fu¨r eine parallele Bearbeitung geeignet.
Zur Lo¨sung des Gleichungssystems (8.4) in paralleler Form wird die nummerische Bibliothek ScaLapack (Sca-
lable Linear Algebra Package) eingesetzt, in der die seriellen Bibliotheken Blas (Basic Linear Algebra Subrou-
tines) und Lapack (Linear Algebra Package) enthalten sind und zur Kommunikation zwischen den Prozessoren
Mpi (Message Passing Interface), Blacs (Basis Linear Algebra Subroutines) und Pblas (Parallel Basic Linear
Algebra Subprograms) verwendet wird. ScaLapack basiert auf blockweise arbeitenden Algorithmen, damit las-
sen sich ha¨uﬁge Datenbewegungen zwischen den Speichern (Cache, Arbeitsspeicher) vermeiden, um Rechenzeit
zu sparen. Die Bibliothek ist fu¨r eine Simd (Single Instruction, Multiple Data) Architektur geschrieben und
nutzt die explizite Kommunikation zwischen den Prozessoren. Das Modell des Message Passing Programming
basiert auf der Verwendung mehrerer Prozessoren, die u¨ber ihren eigenen Speicherbereich durch koordinierten
Abbildung 8.1. Punkte eines regelma¨ßigen geographi-
schen Gitters mit Gitterweiten ∆ϕ und ∆λ. Aufgrund
der Meridiankonvergenz unterscheiden sich die Absta¨n-
de ψ1 und ψ2, die Abstands- und Azimutrelationen fu¨r
Punkte eines Breitenkreises bleiben erhalten.
Abbildung 8.2. Momentaufnahme der blockweisen
Cholesky-Faktorisierung.
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Datenaustausch miteinander kommunizieren ko¨nnen. Wird eine Variable von p Prozessoren deklariert, existie-
ren p verschiedene Variablen mit dem gleichen Namen und mit gegebenenfalls unterschiedlichem Inhalt, aber in
jedem Fall mit unterschiedlich adressierten Speicherpla¨tzen. Beno¨tigt ein Prozessor P1 die Daten eines anderen
Prozessors P2, mu¨ssen diese auf Basis der Mpi-Kommunikation von P2 an P1 verschickt und von P2 empfangen
werden. Es ist Aufgabe des Programmierers, die Daten auf die einzelnen Prozessoren zu verteilen (Dongarra
et al., 1998, S. 21).
Zur Anwendung von ScaLapack sind die Matrixelemente blockzyklisch in zwei Dimensionen zu verteilen.
Dadurch wird eine gleichma¨ßige Auslastung der Prozessoren erreicht, die Rechenzeiten fu¨r Rechenoperationen,
Speicheraustausch und Kommunikation sind ausgeglichen. Ein Beispiel fu¨r eine solche zweidimensionale block-
zyklische Verteilung ist in Abb. 8.3 fu¨r sechs Prozessoren skizziert. Die sechs Prozessoren werden virtuell in zwei
Dimensionen als 2,3-Feld angeordnet (Abb. 8.3-a). Die Elemente einer Matrix der Dimension 15,15 werden auf
diesen Prozessoren verteilt. Dazu werden Teilblo¨cke der Gro¨ße 4x4 gebildet und diese zyklisch den jeweiligen Pro-
zessoren zugeordnet (Abb. 8.3-b). Ein Matrixelement wird mit dem globalen Zeilen- und Spaltenindex iglob und
jglob gekennzeichnet. In Abb. 8.3-c ist die Verteilung der Matrixelemente auf den Prozessoren wiedergegeben,
auf dem einzelnen Prozessor wird ein Matrixelement mit dem lokalen Zeilen- und Spaltenindex iloc und jloc
angesprochen. In der parallelen Berechnung wird auf allen Prozessoren der identische lokale Index verwendet,
jeder Prozessor bezieht sich aber auf einen anderen globalen Index. Der lokale Index 2,1 entspricht auf dem
Prozessor 0,0 dem globalen Element 2,1, auf dem Prozessor 0,1 dem globalen Element 2,5.
Bei der Cholesky-Zerlegung (Abb. 8.2) ko¨nnen die Multiplikations- und Additionsschritte parallel ablaufen.
Zuna¨chst wird auf dem Prozessor, auf dem die Elemente der Matrix C11 liegen, die Cholesky-Zerlegung durch-
gefu¨hrt. Das Ergebnis L11 muss allen Prozessoren, die einen Speicherbereich dieser Matrix und der Matrix C21
verwalten, mit Hilfe von Mpi bekannt gemacht werden. Anschließend wird die Matrix L21 nach (8.8) berechnet.
Das Ergebnis L21 wird fu¨r die Berechnung von C˜22 allen nachfolgend beteiligten Prozessoren weitergegeben. Die
zweidimensionale blockzyklische Verteilung der Matrix hat den Vorteil, dass alle Prozessoren bis zum Ende der
Berechnung eingesetzt werden und daher eine eﬃziente Parallelisierung mo¨glich ist. Fu¨r die meisten Rechnerar-
chitekturen hat sich dabei eine Gro¨ße der Teilblo¨cke von 64x64 (4x4 im Beispiel in Abb. 8.3) bewa¨hrt (Brand,
2006).
Der parallelisierte Programmablauf zur Berechnung der Komponenten des Tensors TˆR[ij] mit Hilfe der Kollo-
kation ist in Abb. 8.4 dargestellt. In diesem Beispiel werden, wie oben, sechs Prozessoren eingesetzt und zur
Initialisierung der parallelen Berechnung mit der Routine Blacs_gridinit in einem zweidimensionalen Prozes-
sorgrid angeordnet. Nach der Gridinitialisierung werden u¨ber Schleifen, die auf den Prozessoren parallel laufen,
Abbildung 8.3. (a) Sechs Prozessoren in virtueller zweidimensionaler (2,3)-Anordnung. Bizyklische Aufteilung einer
(15,15)-Matrix auf den Speicher dieser Prozessoren aus Sicht der Matrix (b) und aus Sicht der Prozessoren (c). Angegeben
sind die Identiﬁkationsnummern der Prozessoren aus (a), globale Zeilen- und Spaltenindizes iglob und jglob der Matrix
und lokale Zeilen- und Spaltenindizes iloc und jloc der Matrixelemente je Prozessor.
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Abbildung 8.4. Prinzipskizze der parallelen Implementierung der Kollokation.
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die Matrixelemente der Kovarianzmatrix C¯∆gR∆gR belegt. Der lokale Index, der in der Schleife auf jedem Prozes-
sor durchlaufen wird, wird dazu mit der Routine Indxl2g in einen globalen Index transformiert. Aus dem globalen
Index werden die Informationen (Lage der beteiligten Punkte) zur Berechnung des Kovarianzwertes abgeleitet.
Die Beobachtungen ∆gR werden von einem Prozessor aus einer Datei eingelesen und passend zur Aufteilung
der Kovarianzmatrix auf die beteiligten Prozessoren verteilt. Nach Belegung der Matrixelemente wird das Glei-
chungssystem mit Hilfe der ScaLapack-Routine PDPOSV gelo¨st. Die Lo¨sung wird in Abb. 8.4 mit C¯−1
∆gR∆gR
∆gR
bezeichnet, auch wenn die Kovarianzmatrix nicht invertiert wurde. In Abha¨ngigkeit von der Anzahl der zu be-
rechnenden Werte TˆRij (i, j = x, y, z) werden ebenfalls die Kreuzkovarianzwerte CTRij ,∆gR parallel initialisiert. Mit
der ScaLapack-Routine Pdsymm wird die Kreuzkovarianzmatrix mit dem Ergebnis C¯−1
∆gR∆gR
∆gR in paralleler
Form multipliziert. Das Ergebnis sind die Werte TˆRij , sie werden auf einem Prozessor gesammelt und gespeichert.
Abschließend wird das Prozessorgrid mit Hilfe der Routine Blacs_gridexit aufgelo¨st und das Programm wird
beendet.
Die Anwendung der ScaLapack-Routinen erlaubt wegen der ausgeglichenen Kommunikations- und Rechen-
zeit eine gute Skalierbarkeit der Gesamtrechenzeit. Das bedeutet, dass sich die Rechenzeit nahezu linear zum
Verha¨ltnis der Anzahl der jeweils verwendeten Prozessoren vera¨ndert.
Das vorgestellte Programm zur Berechnung der Komponenten des Tensors TˆRij auf Basis der Kollokation wurde
auf dem Hochleistungsrechner Nord (Hlrn) des Norddeutschen Verbundes fu¨r Hoch- und Ho¨chstleistungsrechnen
implementiert und ausgefu¨hrt (HLRN, 2003). Der Hlrn besitzt eine Mimd-Architektur (Multiple Instruction,
Multiple Data) mit 32 Rechenknoten (Ibm pSeries 690) mit jeweils 32 Prozessoren (1.3 GHz Power4). Im Spei-
cherzugriﬀ ist das System hybrid aufgebaut: auf den Knoten selbst greifen die Prozessoren auf denselben Speicher
(64 GByte bis 256 GByte) als shared-memory-System (gemeinsamer / globaler Speicherbereich) in Form eines
Smp (Symmetric Multi Processing) zu, die Knoten untereinander bilden ein distributed-memory-System (mit
lokalen Speicherbereichen je Knoten). Der Austausch zwischen den lokalen Speichern erfolgt u¨ber ein Netzwerk
(pSeries High Performance Switch), das die Knoten verbindet. Der Hlrn ist in jeweils 16 Rechenknoten zwischen
dem Konrad-Zuse-Zentrum fu¨r Informationstechnik in Berlin und dem Regionalen Rechenzentrum Niedersachsen
in Hannover aufgeteilt, die mit einer 2 Gbit/s Datenleitung verbunden sind. Das Rechnersystem wurde im Jahr
2002 installiert.
Die Rechenzeit tproc pro Prozessor zur Lo¨sung eines Gleichungssystems (8.4) mit symmetrischer und vollbe-
setzter Matrix C der Dimension n auf Basis der Cholesky-Zerlegung betra¨gt entsprechend (8.7) ungefa¨hr
tproc =
1/3 n3
flops NPROC
. (8.10)
Dabei ist NPROC die Anzahl der verwendeten Prozessoren und flops die auf der Rechnerarchitektur erreichbare
Anzahl der Operationen mit reellen Zahlen pro Sekunde (engl. ﬂoating-point operations per second). Auf dem
Hlrn kann eine durchschnittliche Rechenleistung von 2 . . . 3 Gﬂops (1 Milliarde ﬂops) erreicht werden. In Ta-
belle 8.1 sind die zu erwartenden Rechenzeiten fu¨r verschieden große Gleichungssysteme unter Nutzung von 16
bzw. 32 Prozessoren aufgelistet.1 Die Gro¨ßen orientieren sich an den im Rahmen dieser Arbeit durchgefu¨hrten
Berechnungen, vgl. Abschnitt 9.4.2 und 10.2.3. Auf dem Hlrn stehen in der Regel 1.75 GByte Speicher pro Pro-
zessor zur Verfu¨gung. Zur Lo¨sung eines Gleichungssystems mit der Dimension 74800 wa¨ren also 32 Prozessoren
notwendig, 16 Prozessoren wu¨rden nicht ausreichen. Aufgrund nummerischer Instabilita¨ten wurde die Dimension
des Gleichungssystems auf maximal n = 25920 in dieser Arbeit beschra¨nkt (Abschnitt 10.2.3).
Zur Aufdeckung nummerischer Instabilita¨ten muss gekla¨rt werden, mit welcher Genauigkeit das Gleichungssys-
tem gelo¨st werden kann. Zahlenwerte ko¨nnen in digitaler Form nur mit einer begrenzten Genauigkeit gespeichert
werden. Die relative Rechengenauigkeit (oder Maschinengenauigkeit) ist die unterste Fehlergrenze der absoluten
Abweichung des Ergebnisses einer Rechenoperation (+, −, ×, ÷) zweier Zahlen vom Sollergebnis. Sie betra¨gt bei
einer Speicherla¨nge von 8 Byte pro Zahl etwa 10−16 (Blackford et al., 1997). Der relative Fehler rel der Lo¨sung
xˆ des Gleichungssystems (8.5) zur Solllo¨sung x betra¨gt
rel =
‖ xˆ− x ‖
‖ x ‖ . (8.11)
1In der derzeitigen parallelen Implementierung ist der Bedarf an Rechenzeit fu¨r den Aufbau der Kovarianzmatrizen
gro¨ßer als der fu¨r die eigentliche Gleichungslo¨sung. Durch Interpolation der Kovarianzwerte in Abha¨ngigkeit von ψ, α
und h sollte dies zu vermeiden sein; diese Modiﬁkation wird hier nicht weiter behandelt.
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Tabelle 8.1. Speicherbedarf (Mem), Anzahl Operationen (nops) und Rechenzeiten zur Lo¨sung der Gleichung (8.4) auf
dem Hlrn unter Nutzung von 16 (bzw. 32) Prozessoren. Die Dimension n des Gleichungssystem ergibt sich aus dem
Produkt der Anzahl Datenelemente nϕ und nλ in Meridian- und Breitenkreisrichtung des Eingangsdatengebietes. Die
Angabe der Speichermenge bezieht sich auf die vollsta¨ndige Matrix C.
nϕ nλ n Mem gesamt
[Gbyte]
Mem je Prozessor
[Mbyte]
nops tproc[min]
50 90 4500 0.151 9.6 (4.8) 3e10 0.0 (0.0)
75 135 10125 0.764 48.9 (24.4) 3e11 0.2 (0.1)
100 180 18000 2.414 154.5 (77.2) 2e12 1.0 (0.5)
120 216 25920 5.006 320.4 (160.2) 6e12 3.0 (1.5)
125 225 28125 5.894 377.2 (188.6) 7e12 3.9 (1.9)
144 228 32832 8.031 514.0 (257.0) 1e13 6.1 (3.1)
220 340 74800 41.686 2667.9 (1334.0) 1e14 72.6 (36.3)
Dabei ko¨nnen verschiedene Vektor- bzw. im Folgenden Matrixnormen ‖ · ‖ gewa¨hlt werden (z. B. Frobenius-
Norm, Maximum-Norm), s. a. (Blackford et al., 1997). Mit Hilfe der Konditionszahl κ(C) =‖ C ‖ ‖ C ‖−1 und
den Residuen r = Cxˆ−∆gR = Cxˆ−Cx = C (xˆ− x) kann die untere Fehlergrenze des relativen Fehlers rel, wie
folgt, abgescha¨tzt werden (Bronstein et al., 1996, S. 1105):
‖ xˆ− x ‖
‖ x ‖ ≤‖ C ‖ ‖ C ‖
−1 ‖ r ‖
‖ b ‖ = κ(C)
‖ r ‖
‖ b ‖ . (8.12)
In der ScaLapack-Bibliothek liegen Routinen zur eﬃzienten Berechnung der Konditionszahl vor, da aber in der
Bibliothek zur Auswertung der Kollokation auf Basis von Block-Toeplitz-Matrizen (Abschnitt 8.3) keine ver-
gleichbare Routine vorliegt, wurde auf die Berechnung der Konditionszahl in dieser Arbeit verzichtet. Stattdessen
wurden zur Abscha¨tzung der Genauigkeit der Lo¨sung des Gleichungssystems (8.4) die Residuen r berechnet und
fu¨r beide Kollokationsimplementierungen verglichen. Die Residuen r ko¨nnen berechnet werden, indem die Be-
obachtungen ∆gR als fehlerlos eingefu¨hrt werden und mit Hilfe der Kollokation am gleichen Ort reproduziert
werden. Es ergeben sich die Residuen
r = C∆gR∆gR
(
C∆gR∆gR
)−1
∆gR −∆gR = ˆ∆gR −∆gR . (8.13)
Die Statistik der Residuen fu¨r das in dieser Arbeit auszuwertende Gleichungssystem ist in den Abschnitten 9.4.2
und 10.2.3 angegeben.
Die Berechnung der Kovarianzmatrix des Rauschens der Zielgro¨ßen gema¨ß (5.43) erfolgt, indem fu¨r jeden
Pra¨diktionspunkt eine neue rechte Seite, bestehend aus den Kreuzkovarianzwerten C∆gRTRij anstelle von ∆g
R, in
(8.4) eingefu¨hrt wird.
8.3 Faktorisierung und Gleichungslo¨sung bei strukturierten Matrizen
Matrizen, deren Eintra¨ge konstant entlang jeder Diagonalen der Matrix sind, heißen Toeplitz-Matrizen (Golub
und van Loan, 1990, S. 183). Ist die Matrix außerdem symmetrisch, haben diese Matrizen folgendes Aussehen
C =


c11 c12 c13 c14
c12 c11 c12 c13
c13 c12 c11 c12
c14 c13 c12 c11

 . (8.14)
Alle Elemente sind bei Kenntnis der ersten Zeile der Matrix bekannt, daher kann der Speicherplatz erheblich
reduziert werden. Aufgrund des strukturierten Aufbaus gelingt eine schnelle Faktorisierung einer symmetrischen
und positiv deﬁniten Toeplitz-Matrix (Eren, 1980; Golub und van Loan, 1990). Die Inverse der Matrix kann
ebenfalls schnell mit Hilfe der Fouriertransformation berechnet werden, da sich dabei eine Banddiagonalstruktur
ergibt (Eren, 1980, 1982).
Im Folgenden wird die Struktur einer Kovarianzmatrix betrachtet, deren Werte auf einer homogenen und
isotropen Kovarianzfunktion basieren und so allein vom spha¨rischen Abstand abha¨ngen. Die individuelle Ho¨he der
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Punkte wird in diesem Fall bei der Berechnung ihrer Kovarianzwerte vernachla¨ssigt, wie es zu Beginn des Kapitels
erla¨utert wurde. Wenn die Beobachtungen a¨quidistant in der Ebene zweidimensional angeordnet sind, besteht
die Kovarianzmatrix aus Blo¨cken, die sich in Toeplitz-Strukur anordnen und selbst Toeplitz-Matrizen sind
(Block-Toeplitz-Toeplitz-Struktur). Diese Struktur kann zur schnellen Inversion der Matrix im Frequenzraum
ausgenutzt werden, s. a. (Sideris, 1996; Sanso` und Sideris, 1997; Schwarz et al., 1990; Tziavos et al., 1996).
Streng ergibt sich die Block-Toeplitz-Toeplitz-Struktur nur fu¨r Daten in der Ebene. Bei einem regelma¨ßigen
geographischen Gitter auf der Kugel ist die Struktur aufgrund der Meridiankonvergenz gesto¨rt, aber es tauchen
auch hier wiederholt identische spha¨rische Absta¨nde auf.
Fu¨r die Gitterdaten auf der Kugel gibt es zwei Mo¨glichkeiten zur Strukturierung der Matrixelemente in Abha¨n-
gigkeit von dem Nummerierungsschema der Beobachtungen: Die Beobachtungen ko¨nnen beginnend in West-Ost-
Richtung durchnummeriert werden (Abb. 8.5-a) oder beginnend in Nord-Su¨d-Richtung (Abb. 8.5-b). Im ersten
Fall ergibt sich die folgende Struktur der Kovarianzelemente:
CWO =


c11 c12 c13 c14 c15 c16
c11 c12 c15 c14 c15
c11 c16 c15 c14
c11 c45 c46
c11 c45
c11


. (8.15)
Der symmetrische untere Teil der Matrix wird nicht dargestellt. Ein Wert cij beschreibt den Kovarianzwert zwi-
schen den Punkten i und j, der fu¨r gleichabsta¨ndige Punkte identisch ist und in (8.15) entsprechend des ersten
Vorkommens benannt wurde. Die Matrix besteht aus Blo¨cken mit Toeplitz-Struktur, deren Elemente durch
die jeweils erste, markierte Zeile festliegen, die Blo¨cke selbst wiederholen sich aber nicht. Diese Matrixstruktur
bzw. ihre Abweichung von einer Block-Toeplitz-Toeplitz-Struktur wird zur schnellen iterativen Lo¨sung von
Gleichungssystemen in (Bottoni und Barzaghi, 1993; Grote, 1996; Tziavos et al., 1996) angewendet. Sind die Da-
ten u¨ber ein geschlossenes Breitenband gegeben, haben die einzelnen Blo¨cke eine zirkula¨re Struktur (periodische
Toeplitz-Matrix) und lassen sich mit einer Fouriertransformation diagonalisieren und schnell invertieren, s. a.
(Colombo, 1979; Schuh, 1996; Sanso` und Tscherning, 2001, 2003).
Die Nummerierung der Beobachtungen in Nord-Su¨d-Richtung ergibt die folgende Struktur der Kovarianzele-
mente:
CNS =


c11 c12 c13 c14 c15 c16
c11 c14 c24 c16 c26
c11 c12 c13 c14
c11 c14 c24
c11 c12
c11


. (8.16)
Die Blo¨cke der Matrix weisen eine Toeplitz-Struktur auf, sind aber selbst keine Toeplitz-Matrizen, diese
Struktur wird im Folgenden als Block-toeplitz-Matrix bezeichnet. Die nummerischen Werte aller Elemente der
Matrix sind durch die erste, markierte Blockzeile gegeben. Diese Struktur wird in (Tsaoussi, 1989) zur schnellen
Inversion der Matrix ausgenutzt, dabei wird ein Algorithmustyp gewa¨hlt, bei dem von der Faktorisierung der
Inversen der Matrix CNS ausgegangen wird und der als Levinson-Typ bezeichnet wird (Gallivan et al., 1996).
Wird hingegen zur Lo¨sung die Matrix CNS selbst faktorisiert, spricht man vom Schur-Typ. Es sei bemerkt,
dass die Gleichungslo¨sung unter Ausnutzung der Block-Toeplitz-Struktur ebenfalls parallelisiert werden kann
(Alonso et al., 2005), dies wurde hier nicht weiter verfolgt.
In dieser Arbeit ist zum einen das in (8.4) dargestellte Gleichungssystem fu¨r die Berechnung der Kompo-
nenten des Tensors TˆR[ij] mit der Kollokation zu lo¨sen. Zum anderen ist aber auch der Cholesky-Faktor der
Kovarianzmatrix des Rauschens der terrestrischen Daten zu berechnen, um nach (7.4) farbiges Rauschen fu¨r
die synthetischen Daten zu erstellen. Da die Kovarianzfunktion des Rauschens als homogen und isotrop vor-
ausgesetzt wird, kann die Kovarianzmatrix des Rauschens ebenfalls wie in (8.16) strukturiert werden. In der
Implementierung der Gleichungslo¨sung wurde ein Algorithmus des Schur-Typs ausgewa¨hlt, da dieser auch zur
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Abbildung 8.5. Zwei Arten der Nummerierung
geographischer Gitterdaten: beginnend in West-Ost-
Richtung (a) und beginnend in Nord-Su¨d-Richtung (b).
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Abbildung 8.6. Struktur einer symmetrischen Band-
Block-Toeplitz-Matrix, die Elemente in der gestri-
chelten Box sind null. Die Matrix hat K Zeilen in der
Blockzeile, N Blockzeilen und NL Blo¨cke in der Block-
zeile, deren Elemente nicht alle null sind.
Cholesky-Faktorisierung (7.5) der Kovarianzmatrix des Rauschens eingesetzt werden kann. Bei der Faktori-
sierung dieser Kovarianzmatrix wird zusa¨tzlich ihre Bandstruktur (Abb. 8.6) ausgenutzt, die sich aufgrund der
ﬁniten Kovarianzfunktion des Rauschens ergibt2, vgl. Abschnitt 7.4.3.
Zur Cholesky-Faktorisierung (7.5) der Kovarianzmatrix des Rauschens mit einer Band-Block-Toeplitz-
Struktur der Matrix C
∆gT

∆gT
und zur Lo¨sung des Gleichungssystem (8.4) mit einer Block-Toeplitz-Struktur
der Kovarianzmatrix C¯∆gR∆gR wird die Slicot-Bibliothek (Subroutine Library in Systems and Control Theory)
in der Fortran-Implementierung3 eingesetzt (Benner et al., 1999; SLICOT, 2005).
Die Routinen zur Cholesky-Faktorisierung verwenden bei der Faktorisierung nach dem Schur-Typ eine
Householder-Transformation mit modiﬁzierten hyperbolischen Rotationen, s. a. (Gallivan et al., 1996; Thiru-
malai, 1996). Der Cholesky-Faktor wird durch Umsortierung und Elimination der Matrixlemente im oberen
Dreieck berechnet. Die Householder-Transformation mit hyperbolischen Rotationen dient zur Elimination der
Elemente in der Matrix. Mit der Householder-Transformation werden durch Spiegelung an einer Hyperebene,
die als Unterraum durch Linearkombinationen des Householder-Vektors festgelegt ist (Golub und van Loan,
1990, S. 195), Matrixelemente eliminiert, mit hyperbolischen Rotationen durch Rotation auf Basis von Hyperbel-
funktionen (Golub und van Loan, 1990, S. 598). Die Verwendung der hyperbolischen Rotationen ist von Vorteil,
da diese nummerisch in schnellen Matrix-Vektor-Operationen ausgewertet werden ko¨nnen.
Der Speicherbedarf zur Rauscherzeugung nach (7.4) auf Basis des Cholesky-Faktors der Kovarianzmatrix
des Rauschens mit der Struktur CNS ist gering, da sowohl von der Matrix CNS als auch vom Cholesky-Faktor
nur eine Blockzeile gespeichert werden muss. Die im Berechnungsgang nachfolgenden Schritte beno¨tigen stets nur
Werte einer Blockzeile, die im folgenden Berechnungsschritt aktualisiert werden (Abb. 8.2). Die Multiplikation in
(7.4) wird in entsprechenden Teilschritten auf Basis der jeweiligen Blockzeile des Cholesky-Faktors ausgefu¨hrt.
Fu¨r die Cholesky-Faktorisierung einer Band-Block-Toeplitz-Matrix mit K= nϕ Zeilen in einer Blockzeile,
N= nλ Blockzeilen und NL Blo¨cken (Abb. 8.6), die nicht vollsta¨ndig null sind, werden
nops = K3 N (NL− 1) (8.17)
Operationen mit der Slicot-Routine Mb02gd beno¨tigt. Die Gleichungslo¨sung einer Block-Toeplitz-Matrix mit
der Routine Mb02ed erfordert
nops = K3 N2 + K2 N2 (8.18)
Operationen. Die Anzahl der Operationen nimmt im Wesentlichen um den Faktor 3/N gegenu¨ber der Anzahl
der Operationen (8.7) bei der Cholesky-Faktorisierung einer unstrukturierten symmetrischen Matrix ab. Die
Gro¨ßenordnung der Anzahl Operationen ist in Tabelle 8.2 aufgefu¨hrt, es werden dieselben Matrixdimension wie
in Tabelle 8.1 angesetzt.
2Um auch in der Kovarianzmatrix des Signals eine Bandstruktur auf Basis einer ﬁniten Signalkovarianzfunktion zu
erzeugen, wa¨re die Eigenschaft der Harmonizita¨t aufzugeben, s. a. (Sanso` und Schuh, 1987; Arabelos und Tscherning,
1996; Moreaux et al., 1999; Moreaux, 2001).
3Die Slicot-Bibliothek ist auch als Matlab-Implementierung verfu¨gbar.
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Tabelle 8.2. Speicherbedarf (Mem), Anzahl Operationen (nops) und Rechenzeiten zur Lo¨sung der Gleichung (8.4) auf
der E10k unter Ausnutzung der Block-Toeplitz-Struktur (8.16). Die Dimension n des Gleichungssystems ergibt sich aus
dem Produkt der Anzahl der Datenelemente nλ und nϕ in Breiten- und La¨ngenrichtung des Eingangsdatengebietes. Die
Angaben der Speichermenge beziehen sich auf die erste Blockzeile der Matrix CNS.
nϕ nλ n Mem [Mbyte] nops tproc[min]
50 90 4500 1.7 1e9 0.6
75 135 10125 5.8 8e9 4.8
100 180 18000 13.7 3e10 31.6
125 225 28125 26.8 1e11 223.8
144 228 32832 36.0 1e11 229.2
220 340 74800 125.5 1e12 3535.4
Die Implementierung der Gleichungslo¨sung auf Basis von Block-Toeplitz-Matrizen und die Cholesky-
Faktorisierung auf Basis der Band-Block-Toeplitz-Matrix wurde auf der Sun Enterprise 10000 (E10k)
des Regionalen Rechenzentrums Niedersachsens ausgefu¨hrt (RRZN, 2004). Der verwendete Sun Ultra Sparc
Prozessor hat eine Taktrate von 400mHz. In der Praxis werden Rechenleistungen von 200 bis 300Mﬂops
erreicht. Dennoch kann nicht entsprechend (8.10) die tatsa¨chliche Rechenzeit aus (8.17) bzw. (8.18) abgeleitet
werden. Die praktischen Anwendungen zeigten, dass die Rechenzeiten um einen Faktor 5 bis 35 ho¨her liegen
ko¨nnen. In Tabelle 8.2 werden die tatsa¨chlich erreichten Rechenzeiten der Gleichungslo¨sung zum Vergleich mit
den Angaben der parallelisierten Lo¨sung (Tabelle 8.1) angegeben. Die Beurteilung der nummerischen Stabilita¨t
der Gleichungslo¨sung erfolgt auf Basis der Residuen (8.13). Die Statistik der Residuen des in dieser Arbeit zu
lo¨senden Gleichungssystems sind in Abschnitt 9.4.2 und 10.2.3 angegeben.
Die Berechnung der Kovarianzmatrix des Rauschens der Zielgro¨ßen auf Basis der Kollokation setzt, wie bei
der parallelen Kollokationsimplementierung, auf den gleichen Algorithmen auf, fu¨r jeden Pra¨diktionspunkt ist
eine zusa¨tzliche rechte Seite C∆gRTRij in die Gleichungslo¨sung einzufu¨hren.
8.4 Fazit
Bei der Auswertung der Kollokation ist ein Gleichungssystem mit der Dimension gleich der Anzahl der Beobach-
tungen zu lo¨sen, um individuelle Gewichtsfaktoren zu bestimmen, je nach Genauigkeit und ra¨umlicher Verteilung
der Beobachtungen (Abschnitt 5.2.2). Dies macht das Verfahren rechenintensiv, mit Hilfe von leistungsfa¨higen
nummerischen Bibliotheken und Rechnern ist aber eine Berechnung mo¨glich: Zur Lo¨sung und Speicherung des
Gleichungssystems werden Parallelrechner eingesetzt, wenn die Beobachtungen unregelma¨ßig verteilt vorliegen
oder wenn bei Daten eines geographischen Gitters die individuelle Ho¨he der Punkte beru¨cksichtig wird. Bei
Vernachla¨ssigung der Ho¨he ergibt sich in der Kovarianzmatrix eine Block-Toeplitz-Struktur und das Glei-
chungssystem kann seriell gelo¨st werden. Beide Ansa¨tze erlauben hinsichtlich Speicher- und Rechenkapazita¨t die
Verwendung von bis zu 75000 Beobachtungen, Grenzen werden durch auftretende Instabilita¨ten in der Glei-
chungslo¨sung gesetzt.
Ein Vorteil des Integrationsverfahrens besteht darin, dass es durch Anwendung der Fft schnell ausgewertet
werden kann. Die Bestimmung individueller Gewichte bezu¨glich der ra¨umlichen Verteilung der Beobachtungen
entfa¨llt, die Gewichtsfaktoren sind allein vom spha¨rischen Abstand abha¨ngig und gegebenenfalls vom Azimut
zum Berechnungspunkt. Die individuelle Punktho¨he wird in der vorliegenden Implementierung vernachla¨ssigt.
Bei Beru¨cksichtigung der Punktho¨he mit Hilfe des Molodenskii-Korrekturterms (Abschnitt 3.4.1) erho¨ht sich
der Rechenaufwand, die Auswertung u¨ber die Fft ist aber weiterhin mo¨glich (Sideris und Schwarz, 1988; Gerlach,
2003), so dass noch stets deutlich ku¨rzere Rechenzeiten als bei Anwendung der Kollokation zu erwarten sind.
Bei dem Vergleich beider Methoden bleibt zu beru¨cksichtigen, dass lange Rechenzeiten im Hinblick auf die
Kalibrierung und Evaluierung der Goce-Daten unkritisch sind, da die berechneten (statischen) Referenzwerte
zuvor in einem dreidimensionalen Gitter bereitgestellt werden ko¨nnen, um dann den jeweils beno¨tigen Referenz-
wert schnell interpolieren zu ko¨nnen. Aufgrund der fehlenden hochfrequenten Signalanteile des Tensors T[ij] in
der Bahnho¨he vonGoce ist eine ausreichend genaue Interpolation mo¨glich. Daher wurden beide Verfahren in der
vorliegenden Arbeit zur Berechnung der Elemente des Tensors Tˆ[ij] auf Basis derselben (synthetischen und realen)
Beobachtungen eingesetzt, um die Qualita¨t der Ergebnisse zu evaluieren. Bei gleicher Qualita¨t der Zielgro¨ßen ist
in der Praxis das Integrationsverfahren im Hinblick auf den Rechenaufwand der Kollokation vorzuziehen.
9 Nummerische Genauigkeitsanalyse
In diesem Kapitel werden die Varianzen der Elemente des Tensors Tˆ[ij], die in der Bahnho¨he von Goce aus der
Kombination eines Gpm mit regional vorliegenden terrestrischen Schwereanomalien berechnet werden, mit unter-
schiedlichen Verfahren nummerisch bestimmt. Einerseits werden die Varianzen statistisch durch Akkumulation
spektral gewichteter Gradvarianzen und durch Anwendung der Kollokation berechnet, andererseits empirisch
auf Basis der in Kapitel 7 eingefu¨hrten verrauschten synthetischen Daten. Aus dem Vergleich zwischen dem aus
den synthetischen Daten berechneten Tensor Tˆ[ij] und dem synthetischen rauschfreien Sollwert T[ij] wird das
verbleibende Rauschen bestimmt. Auf Grundlage des Rauschens werden empirisch die Varianzen der Elemente
des Tensors Tˆ[ij] bestimmt. Zur Berechnung des Tensors Tˆ[ij] werden das Integrationsverfahren mit spektraler
Gewichtung (5.11) und die Kollokation eingesetzt.
Die angestrebte Genauigkeit fu¨r die Hauptdiagonalelemente des Tensors T[ij] betra¨gt 1 bis 2mE im Ortsraum
(Abschnitt 2.3.4). Diese Genauigkeit liegt den Diskussionen der nummerischen Ergebnisse fu¨r alle Tensorkom-
ponenten zugrunde, auch wenn die tatsa¨chlichen Anforderungen im Rahmen der Goce-Evaluierung fu¨r die
Nebendiagonalelemente weniger streng sind. Es werden die Randbedingungen analysiert, die erforderlich sind,
um das Genauigkeitsziel zu erreichen.
In der Genauigkeitsstudie wird die Abha¨ngigkeit der Varianz von der Gebietsgro¨ße, der Auﬂo¨sung und dem
Rauschen der terrestrischen Beobachtungen untersucht. Bei der Variation der Auﬂo¨sung werden zudem Unter-
schiede zwischen Punkt- und Blockmittelwerten (Abschnitt 2.1.5) analysiert. Mit Hilfe der synthetischen Daten
wird außerdem die Auswirkung der Vernachla¨ssigung der individuellen Punktho¨hen der residualen Beobachtun-
gen evaluiert. Das Rauschen der terrestrischen Daten wird bezu¨glich des Rauschniveaus (1mgal, 5mgal) und
des Grades der Korrelation variiert. Die sich daraus ergebenden Rauschszenarien werden mit den Bezeichnungen
1UK, 1K, 5UK und 5K gekennzeichnet (unkorrelierte und korrelierte Beobachtungen, s. a. Abschnitt 7.5). Das
Szenario 5UK wird nur bei der statistischen Bestimmung der Varianz betrachtet. In der Kombinationslo¨sung
wird als Gpm das synGpm360i (Abschnitt 7.4.1) verwendet. Die Genauigkeit des Gpm hat zwar Einﬂuss auf das
erreichbare Genaugkeitsniveau der Kombinationslo¨sung, die Szenarien werden hier dennoch ausschließlich bezu¨g-
lich der Eigenschaften der terrestrischen Daten variiert. Die Aussagen zu den sich daraus ergebenden relativen
A¨nderungen der Genauigkeit sind weitestgehend unabha¨ngig von der Genauigkeit des Gpm, s. a. (Wolf, 2006).
Die absolute Genauigkeit ha¨ngt auch von der Ho¨he ab, in der die Elemente des Tensors T[ij] gescha¨tzt werden.
Die Ho¨he wird in dieser Arbeit durchga¨ngig mit 250 km angenommen. Simulationen der Bahnho¨he von Goce
zeigen einen Schwankungsbereich von etwa ±20 km (SCVII, 2000), wobei die hier verwendete Ho¨he im unteren
Bereich liegt. Aufgrund der Signalabschwa¨chung nimmt die Varianz mit wachsender Ho¨he ab, bei einer Ho¨he von
270 km verringert sich die Standardabweichung um etwa 20%.
Im Folgenden werden zuna¨chst die in der Kollokation verwendeten Kovarianzfunktionen und die im Integra-
tionsverfahren eingefu¨hrten spektralen Gewichte vorgestellt. Anschließend werden die nummerischen Ergebnisse
fu¨r die Varianzen aus den genannten Verfahren diskutiert.
9.1 Parameter der Kovarianzfunktionen
Zur Berechnung der Kovarianzen zwischen Beobachtungen und Zielgro¨ßen mu¨ssen analytische Kovarianz-
funktionen fu¨r die Anwendung in der Kollokation bereitgestellt werden. Diese Funktionen basieren auf der
Akkumulation von Gradvarianzen entsprechend (2.62). Ausgehend von einer Basiskovarianzfunktion werden
die Kovarianzen zwischen unterschiedlichen Funktionalen des Sto¨rpotentials entsprechend dem Kovarianz-
Fortpﬂanzungsgesetz (2.65) konsistent berechnet.
Die Parameter der analytischen Kovarianzfunktionen werden auf Basis des Modells (3.82) einer lokalen Ko-
varianzfunktion bestimmt. Der langwellige Signalanteil wird durch die Fehlergradvarianzen des Gpm und der
kurzwellige Signalanteil durch ein geeignetes Gradvarianzmodell modelliert. In der nummerischen Auswertung
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wird das synGpm360i (Abschnitt 7.3) bis zum spha¨risch-harmonischen Grad nmax = 360 als Gpm verwendet.
Das Tscherning-Rapp-Modell (2.63) wird zur Modellierung der Signalgradvarianzen herangezogen. Fu¨r die
Parameter A und RB des Tscherning-Rapp-Modells werden jedoch nicht die in (2.63) angegebenen global
gu¨ltigen Werte gewa¨hlt, sondern lokal angepasste Werte berechnet, um eine bessere U¨bereinstimmung zwischen
den analytischen Kovarianzfunktionen und empirisch berechneten Kovarianzfunktionen zu erhalten. Die lokalen
Parameter werden in einer Ausgleichung nach kleinsten Quadraten durch Anpassung der analytischen Kovarianz-
funktion an eine empirische Kovarianzfunktion der residualen Schwereanomalien ∆gR ermittelt.
Die empirische Kovarianzfunktion wurde nach (2.68) mit dem Programm Empcov.f1 aus den regional vorlie-
genden synthetischen residualen Schwereanomalien berechnet. Die Modellierung erfolgt sowohl fu¨r Punktwerte
∆gR als auch fu¨r Blockmittelwerte ∆g
R
. Zur Scha¨tzung der Parameter A und RB wird das Programm Cov-
fit.f1 verwendet (Knudsen, 1987). Es wird dabei kein Skalierungsfaktor fu¨r die Fehlergradvarianzen des Gpm
gescha¨tzt, da dieser Faktor deutlich die Kovarianzfunktionen der Elemente des residualen Tensors TR[ij] in der
Bahnho¨he von Goce beeinﬂusst, er aber auf Basis der empirischen Kovarianzfunktionen der Schwereanomalien
nicht sicher bestimmt werden kann (s. a. Abschnitt 3.5.3). Der im Programm dafu¨r vorgesehene Faktor wird auf
1.0 gesetzt. Damit ergeben sich fu¨r die synthetischen residualen Punktschwereanomalien des in Zentral-Europa
gelegenen Testgebietes die lokalen Parameter A und RB der Kovarianzfunktion wie folgt:
A = 524.19 mgal2 R2B und RB = 6 366 084.47 m . (9.1)
Die empirisch berechnete Kovarianzfunktion Cemp∆gR∆gR der Schwereanomalien, die sich aus den Fehlergradvarian-
zen des Gpm und den Signalgradvarianzen des Tscherning-Rapp-Modells mit den Parametern (9.1) ergebende
analytische Kovarianzfunktion Cana∆gR∆gR und die analytische Kovarianzfunktion C
TR
∆gR∆gR , deren Signalgrad-
varianzen mit den globalen Modellparametern aus (2.63) berechnet wurden, sind in Abb. 9.1 dargestellt. Die
analytischen Kovarianzfunktionen wurden mit Hilfe geschlossener Ausdru¨cke nach (Tscherning und Rapp, 1974)
berechnet, die die Akkumulation der Gradvarianzen in der unendlichen Reihe ermo¨glichen. Die globalen Mo-
dellparameter erho¨hen in erster Linie die Varianz CTR∆gR∆gR(ψ = 0). Dies wirkt sich in der Anwendung der
Kollokation vor allem auf die Pra¨diktion der Varianz der Zielgro¨ße aus, kaum auf die Pra¨diktion des Signals
(Moritz, 1980). Die Abweichungen der analytischen Funktion Cana∆gR∆gR von der empirischen Funktion C
emp
∆gR∆gR
liegen in a¨hnlicher Gro¨ßenordnung wie in vergleichbaren Untersuchungen, z. B. (Arabelos und Tscherning, 1998;
Pail, 2004; Arabelos et al., 2007).
Bezu¨glich der synthetischen Daten wa¨re es auch plausibel, die Kovarianzfunktion durch Akkumulation der
Gradvarianzen nur bis zum spha¨risch-harmonischen Grad nmax = 1300 zu berechnen, da die synthetischen
Daten kein hochfrequenteres Signal enthalten. Zum Vergleich wurden deshalb zwei weitere Kovarianzfunktionen
Cana1300∆gR∆gR und C
synGpm1300s
∆gR∆gR berechnet, bei der die Akkumulation der Gradvarianzen bis zum Grad nmax = 1300
ausgefu¨hrt wurde (Abb. 9.2). Die Signalgradvarianzen der Funktion Cana1300∆gR∆gR basieren auf dem Tscherning-
Rapp-Modell mit den lokalen Parametern (9.1). Die Signalgradvarianzen der Funktion CsynGpm1300s∆gR∆gR werden
aus den harmonischen Koeﬃzienten des synGpm1300s, aus denen auch die synthetischen Daten abgeleitet
wurden, entsprechend (2.61) berechnet. Es ist jedoch dabei zu beachten, dass die Funktion CsynGpm1300s∆gR∆gR global
und nicht speziell fu¨r das regionale Testgebiet gu¨ltig ist. Sie weicht deshalb etwas vom Verlauf der anderen
beiden Funktionen Cana1300∆gR∆gR und C
ana
∆gR∆gR ab. Aufgrund des Abbruchs der Akkumulation der Gradvarianzen
bei nmax = 1300 unterscheidet sich auch die Funktion C
ana1300
∆gR∆gR von der Funktion C
ana
∆gR∆gR , insbesondere fa¨llt die
Varianz Cana1300∆gR∆gR(ψ = 0) aufgrund der fehlenden hochfrequenten Signalanteile niedriger aus. Die A¨hnlichkeit der
Funktionen kann aber als ausreichend angesehen werden, um die in der Berechnung drei- bis vierfach schnellere
Variante Cana∆gR∆gR auf Basis der geschlossenen Ausdru¨cke fu¨r die Auswertung zu wa¨hlen.
Die hier diskutierten Unterschiede der Kovarianzfunktionen in Abha¨ngigkeit von der Modellierung der Si-
gnalgradvarianzen sind fu¨r die Kovarianzfunktionen CTRij∆gR und CTRijTRij bezogen auf Tensorelemente T
R
ij in
der Bahnho¨he von Goce nicht relevant, da diese prima¨r von den Gradvarianzen des langwelligen Spektrums
beeinﬂusst werden, die durch die Fehlergradvarianzen des Gpm modelliert werden. Die auf die radiale Tensor-
komponente Tzz bezogenen Kovarianzfunktionen sind in Abb. 9.3 bzw. 9.4 dargestellt. Auch hier wird die aus
den synthetischen Daten empirisch berechnete Funktion der analytischen Modellierung gegenu¨bergestellt. Die
1Die Programme Empcov.f und Covfit.f wurden im Rahmen der “International School for the Determination and Use
of the Geoid”, Thessaloniki, 2002, von C. C.Tscherning bereitgestellt.
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Abbildung 9.1. Kovarianzfunktionen Cemp
∆gR∆gR
(grau, x), Cana∆gR∆gR (schwarz, —) und C
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(schwarz, - - -).
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Abbildung 9.2. Kovarianzfunktionen Cana∆gR∆gR
(schwarz, —), Cana1300∆gR∆gR (grau, —) und C
synGpm1300s
∆gR∆gR
(schwarz, − · −).
Varianz der empirischen Funktion fa¨llt sowohl fu¨r die Kreuzkovarianzfunktion CTRzz∆gR als auch fu¨r die Kova-
rianzfunktion CTRzzTRzz etwas ho¨her als die der analytischen Funktionen aus, die U¨bereinstimmung ist dennoch im
Vergleich zur Literatur (Arabelos und Tscherning, 1998; Pail, 2004; Arabelos et al., 2007) akzeptabel.
Im Folgenden wird nun die Modellierung der Kovarianzfunktionen fu¨r Blockmittelwerte ∆g
R
erla¨utert, wo-
bei zuna¨chst angenommen wird, dass die Schwereanomalien in der Ho¨he null gegeben sind. Die Kovarianzen
werden durch die Berechnung der Kovarianzwerte in der Ho¨he hBM > 0 approximiert, ausgehend von der Ko-
varianzfunktion fu¨r Punktwerte (Abschnitt 5.2.3). Die erforderliche Ho¨he hBM wurde empirisch ermittelt, indem
fu¨r verschiedene Ho¨hen hBM die sich ergebende analytische Kovarianzfunktion mit der aus den synthetischen
Blockmittelwerten berechneten empirischen Kovarianzfunktion verglichen wurde. Mit maximalen Diﬀerenzen in
den Kovarianzwerten von etwa 20mgal2 (7% von Cemp
∆g
R
∆g
R(ψ = 0)) ergibt sich die Ho¨he hBM zu 1450m fu¨r
Blockmittelwerte mit einer Auﬂo¨sung von 15′. Fu¨r 30′-Blockmittelwerte ergibt sich die Ho¨he hBM zu 6300m mit
einer maximalen Abweichung in den Kovarianzwerten von 10mgal2 (6% von Cemp
∆g
R
∆g
R(ψ = 0)). Wird in der An-
wendung der Kollokation die individuelle Ho¨he der Beobachtungen beru¨cksichtigt, werden bei Blockmittelwerten
die Ho¨hen hBM zu den individuellen Ho¨hen der Blo¨cke addiert.
Die empirische Kovarianzfunktion Cemp
∆g
R
∆g
R auf Basis von Blockmittelwerten ∆g
R
mit einer Auﬂo¨sung von
30′, die analytische Kovarianzfunktion Cana, hBM
∆g
R
∆g
R auf Basis der Fehlergradvarianzen des synGpm360s und den
Signalgradvarianzen des Tscherning-Rapp-Modells mit den Parametern (9.1) fu¨r eine Punktho¨he der Schwere-
anomalien von hBM = 6300m sind in Abb. 9.5 dargestellt. Alternativ zur Beru¨cksichtigung der Punktho¨he hBM
kann nach (5.51) die Kovarianzfunktion fu¨r Blockmittelwerte durch Einfu¨hrung der Da¨mpfungskoeﬀzienten βn
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Abbildung 9.3. Kovarianzfunktionen Cemp
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R (schwarz, durchgezogen).
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R (schwarz, —) und C
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(vgl. Abb. 5.9 auf S. 66) berechnet werden. Eine solche analytische Kovarianzfunktion Cana1300, βn
∆g
R
∆g
R ist zusa¨tz-
lich in Abb. 9.5 abgebildet. Der maximale spha¨risch-harmonische Grad der Akkumulation der Gradvarianzen
betrug dabei nmax = 1300. Die entsprechende Darstellung der Kreuzkovarianzfunktionen C
emp
TRzz∆g
R , C
ana, hBM
TRzz∆g
R
und Cana1300, βn
TRzz∆g
R ist in Abb. 9.6 zu ﬁnden. Die Kovarianzfunktionen auf Basis von hBM = 6300 m und auf Basis
der Da¨mpfungskoeﬀzienten βn sind a¨hnlich, letztere zeigt etwas ho¨here Amplituden, sowohl in der Kovarianz-
als auch in der Kreuzkovarianzfunktion. Fu¨r Blockmittelwerte mit einer Auﬂo¨sung von 15′ liegen die beiden
Funktionen noch dichter beieinander. Zur nummerischen Berechnung der Kovarianzen im Kollokationsverfah-
ren wurden die Kovarianzwerte entsprechend der Berechnung von Cana, hBM
∆g
R
∆g
R verwendet, da dieses Verfahren die
schnelle Berechnung der Kovarianzen u¨ber die geschlossenen Ausdru¨cke ermo¨glicht.
9.2 Spektrale Gewichte
Die in der spektralen Kombination mit dem Integrationsverfahren eingesetzten Gewichte sn wurden mit Glei-
chung (5.11) berechnet. Dort gehen die Fehlergradvarianzen σ2n(∆gM ) des Gpm und die Fehlergradvarianzen
σ2n(∆gT ) der terrestrischen Daten ein. Die Fehlergradvarianzen σ
2
n(∆gM ) werden mit (3.52) aus den Varianzen
der Koeﬃzienten des synGpm360i bis zum spha¨risch-harmonischen Grad nmax = 360 berechnet. Die Berechnung
der Fehlergradvarianzen σ2n(∆gT ) ha¨ngt davon ab, welches Rauschszenario (1UK, 1K, 5UK, 5K) angenommen
wird: fu¨r unkorreliertes Rauschen wird (3.55) angewendet, fu¨r korreliertes Rauschen der Zusammenhang (3.53).
Bei unkorreliertem Rauschen, anders als bei korreliertem Rauschen, ist die Modellierung der Fehlergradvari-
anzen abha¨ngig von der Datenauﬂo¨sung. In Abb. 9.7 sind die Fehlergradvarianzen fu¨r ein Rauschniveau von
1mgal bzw. 5mgal angegeben, bei unkorreliertem Rauschen wurde von einer Auﬂo¨sung von 6′ ausgegangen. Die
Fehlergradvarianzen unkorrelierten Rauschens bei gro¨berer Datenauﬂo¨sung haben einen gro¨ßeren Wert und sind
maximal bis zu dem spha¨risch-harmonischen Grad nB aus (3.56) entsprechend der Datenauﬂo¨sung gegeben. Es
sei bemerkt, dass mit dieser Modellierung der Fehlergradvarianzen bandlimitiertes weißes Rauschen erzeugt wird
(Abschnitt 3.4.4). Bei Akkumulation der Fehlergradvarianzen ergeben sich daher Korrelationen im Abstand der
Datenauﬂo¨sung (Abb. 9.8), die bei streng unkorreliertem Rauschen null sein sollten. Bei der Interpretation der
Ergebnisse ist dies zu beru¨cksichtigen.
Die spektralen Gewichte sn sind demzufolge bei unkorreliertem Rauschen auch von der Datenauﬂo¨sung ab-
ha¨ngig, wie in Abb. 9.9 dargestellt. Das Gewicht der terrestrischen Daten in der Kombinationslo¨sung verringert
sich also, wenn eine gro¨bere Auﬂo¨sung oder ho¨heres Rauschen zugrunde gelegt wird. Die spektralen Gewichte
fu¨r korreliertes und unkorreliertes Rauschen der Szenarien 1UK, 1K, 5UK und 5K mit einem Rauschniveau von
1mgal bzw. 5mgal sind fu¨r eine Auﬂo¨sung von 6′ in Abb. 9.10 dargestellt. DasGpm erha¨lt in der Kombinationslo¨-
sung ein spektrales Gewicht u¨ber 0.5 bis etwa zum spha¨risch-harmonischen Grad 70 im Fall eines Rauschniveaus
von 1mgal und bis zum Grad 90 im Fall von 5mgal Rauschen. Im hochfrequenteren Bereich dominieren die
terrestrischen Daten.
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Abbildung 9.7. Fehlergradvarianzen σ2n(	∆gT ), Sze-
narien 1UK (—), 5UK (—, grau), beide fu¨r eine Da-
tenauﬂo¨sung von 6′, und Szenarien 1K (- - -), 5K (- -
-, grau), unabha¨ngig von der Datenauﬂo¨sung.
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Abbildung 9.8. Kovarianzfunktion C∆g∆g aus akku-
mulierten Fehlergradvarianzen fu¨r unkorreliertes Rau-
schen der Schwereanomalien, Szenario 1UK, Datenauf-
lo¨sung 6′ (—), 15′ (- - -) und 30′ (—, grau).
Spha¨risch-harmonischer Grad n
S
p
ek
tr
al
e
G
ew
ic
h
te
s n
0 100 200 300
0
0.2
0.4
0.6
0.8
1
Abbildung 9.9. Spektrale Gewichte sn, Szenarien
1UK (—) und 5UK (- - -) in Abha¨ngigkeit von der
Datenauﬂo¨sung: 6′ (schwarz), 15′ (hellgrau) und 30′
(dunkelgrau).
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Abbildung 9.10. Spektrale Gewichte sn, Szenarien
1UK (—), 5UK (—, grau), beide mit einer Datenauﬂo¨-
sung von 6′, und Szenarien 1K (- - -), 5K (- - -, grau),
unabha¨ngig von der Datenauﬂo¨sung.
9.3 Statistische Bestimmung der Varianzen
Die Varianzen der Komponenten des Tensors Tˆ[ij], die aus der Kombination des synGpm360i mit terrestrischen
Schwereanomalien in der Bahnho¨he von Goce berechnet werden, werden im Folgenden statistisch bestimmt.
Dazu wird zum einen die Akkumulation spektral gewichteter Gradvarianzen und zum anderen die Kollokation
eingesetzt. Es wird untersucht, welchen Einﬂuss die Gebietsgro¨ße, die Auﬂo¨sung und das Rauschen der terres-
trischen Daten auf die Varianzen der Tensorelemente haben. Die Ergebnisse beider Verfahren werden verglichen.
9.3.1 Varianzen aus der Akkumulation spektral gewichteter Gradvarianzen
Zuna¨chst wird die Abha¨ngigkeit der Varianz m2
T IFzz
der radialen Komponente Tzz des Tensors T[ij] vom Abbruch-
radius ψ0, dem konstanten maximalen Integrationsradius, untersucht (Abschnitt 5.1.4). Es wird die spektrale
Kombination unter Verwendung der in Abschnitt 9.2 angegebenen spektralen Gewichte sn angewendet. Exem-
plarisch sind die auf Basis dieser Gewichte modiﬁzierten Kernfunktionen Kzz der radialen Komponente Tzz in
Abb. 9.11 dargestellt, im Fall der Szenarien UK ausgehend von einer Datenauﬂo¨sung von 6′. Zur Berechnung der
Kernfunktionen Kij ist es im Rahmen der Rechengenauigkeit ausreichend, die Summation in (5.3) auf nmax = 500
zu begrenzen. Die Kernfunktionen der Szenarien 5UK und 5K fallen schneller auf null ab als die Kernfunktionen
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Abbildung 9.11. Kernfunktionen Kzz mit spektralen
Gewichten sn, Szenarien 1UK (—), 1K (- - -), 5UK (—,
grau) und 5K (- - -, grau), Szenarien UK ausgehend von
einer Auﬂo¨sung des Gitters von 6′.
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Abbildung 9.12. Standardabweichungen m
TMzz
(x,
grau), m
TTzz
(+) und m
T IFzz
(·) aus (5.12) mit spek-
traler Gewichtung nach (5.11) fu¨r wachsende Abbruch-
radien ψ0, Szenario 1UK, Auﬂo¨sung des Gitters 6
′.
der Szenarien 1UK und 1K. Der Grund dafu¨r ist, dass in den Szenarien 5UK und 5K das Gpm bis zu einem
ho¨heren spha¨risch-harmonischen Grad mit hohem Gewicht in die Kombinationslo¨sung eingeht (Abb. 9.10) und
die langwellige Information daher in der modiﬁzierten Kernfunktion fehlt, die auf die residualen terrestrischen
Daten angewendet wird.
Die Berechnung der Varianzm2
T IFzz
erfolgt nach (5.12) fu¨r konstante Abbruchradien ψ0 aus der Summe der Vari-
anzen m2
TMzz
, m2
TTzz
und m2
δT
VF, IF
zz
. Die Varianz m2
TMzz
resultiert aus den Fehlergradvarianzen σ2n(∆gM ) des Gpm,
die Varianz m2
TTzz
aus den Fehlergradvarianzen σ2n(∆gT ) der terrestrischen Schwereanomalien. Der Vernachla¨s-
sigungsfehler δTVF, IFzz ist aufgrund der Ho¨he von 250 km, in der die Tensorelemente berechnet werden, und des
hohen spha¨risch-harmonischen Grades nmax = 360 des Gpm vernachla¨ssigbar klein, die Varianz m
2
δT
VF, IF
zz
wird
daher nicht beru¨cksichtigt. Zur Berechnung der Abbruchkoeﬃzienten Zsn aus (5.13) wurden Rekursionsformeln
nach (Paul, 1973) eingesetzt. Die Abbruchkoeﬃzienten wurden fu¨r die Approximation der Standardabweichung
m
T IFzz
=
√
m2
T IFzz
auf ±0.01mE bis zu einem maximalen Summationsgrad von nmax = 500 in (5.12) beru¨ck-
sichtigt. In (Iz und Chan, 1991) werden Probleme mit der nummerischen Stabilita¨t bei der Bestimmung der
Abbruchkoeﬃzienten diskutiert, in den Berechnungen fu¨r die vorliegende Arbeit gab es bei einer Speichergro¨ße
von 8 Byte fu¨r eine Fließkommazahl keine Schwierigkeiten.
Fu¨r das Szenario 1UK mit einer Auﬂo¨sung von 6′ der terrestrischen Daten sind die Standardabweichungen
m
T IFzz
der radialen Tensorkomponente in Abb. 9.12 fu¨r wachsende Abbruchradien ψ0 dargestellt. Der Einﬂuss
des Rauschens des Gpm und des Rauschens der terrestrischen Daten ist in Form der Standardabweichungen
m
TMzz
und m
TTzz
ebenfalls dargestellt. Die Kurve der Standardabweichungen m
T IFzz
(ψ0) weist in der ersten und
in der zweiten Nullstelle (ψ0 = 1.4
◦; ψ0 = 3.8
◦) der Kernfunktion lokale Minima und ein lokales Maximum im
ersten lokalen Minimum (ψ0 = 2.2
◦) der Kernfunktion auf, in U¨bereinstimmung mit der Darstellung in (Heck,
1979) bezu¨glich der Geoidberechnung. Die Standardabweichungen m
T IFzz
fu¨r die genannten Abbruchradien sowie
fu¨r eine globale Integration mit ψ0 = 180
◦ sind in Tabelle 9.1 fu¨r alle berechneten Szenarien angegeben. Fu¨r
die dargestellten Fa¨lle mit ψ0 < 180
◦ ist der Fehlereinﬂuss des Gpm stets ho¨her als der Fehlereinﬂuss der
terrestrischen Daten, im Bereich der zweiten Nullstelle der Kernfunktion sind die Fehlereinﬂu¨sse a¨hnlich groß
und im Fall ψ0 = 180
◦ kehren sich die Verha¨ltnisse um.
Das beste Ergebnis wird erwartungsgema¨ß erreicht, wenn von global vorliegenden terrestrischen Daten aus-
gegangen wird (ψ0 = 180
◦). Die Standardabweichungen fu¨r die radiale Komponente Tzz betragen dann 0.8mE,
1.2mE, 2.5mE und 3.4mE in den Szenarien 1UK, 1K, 5UK und 5K. Die Standardabweichung ha¨ngt bei unkor-
reliertem Rauschen von der Datenauﬂo¨sung ab (Abschnitt 9.2), die hier mit 6′ angenommen wurde. Bei einer
Datenauﬂo¨sung von 15′ bzw. 30′ erho¨ht sich die Standardabweichung, wie fu¨r die Szenarien 1UK und 5UK im
Fall ψ0 = 180
◦ in Tabelle 9.2 zu sehen ist. Dies ist zwar plausibel, da bei gro¨berer Abtastung der Beobach-
tungen Aliasing-Fehler die Lo¨sung verschlechtern ko¨nnen, hier erho¨ht sich die Standardabweichung allerdings
ausschließlich aufgrund der Vera¨nderung der Korrelation des Rauschens der terrestrischen Daten, da die Da-
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Tabelle 9.1. Standardabweichungen m
T IFzz
nach (5.12) fu¨r
die radiale Tensorkomponente Tzz; der Abbruch der Kern-
funktion bei ψ0 in der Integration erfolgte in der ersten bzw.
zweiten Nullstelle (1N bzw. 2N) und im ersten lokalen Mini-
mum (1M) oder gar nicht (ψ0 = 180
◦), Einheit mE.
Szen. ψ0 [
◦] m
TMzz
m
TTzz
m
T IFzz
1UK 1.4303 1N 2.55 0.70 2.64
2.2122 1M 2.97 0.62 3.04
3.7604 2N 1.04 0.71 1.26
180 0.46 0.70 0.84
1K 1.3753 1N 2.81 0.78 2.91
2.1239 1M 2.99 0.80 3.09
3.5660 2N 1.16 0.93 1.49
180 0.62 0.96 1.15
5UK 1.2012 1N 3.93 1.85 4.35
1.8636 1M 3.70 1.62 4.04
3.0130 2N 2.20 1.97 2.95
180 1.49 1.96 2.47
5K 1.1562 1N 4.40 1.96 4.82
1.7950 1M 4.11 2.02 4.58
2.8803 2N 2.84 2.43 3.74
180 2.11 2.60 3.35
Tabelle 9.2. Standardabweichungen m
T IFzz
nach
(5.12) der radialen Tensorkomponente Tzz fu¨r
ψ0 = 180
◦ bei unterschiedlicher Auﬂo¨sung der
terrestrischen Daten, Punktwerte, Einheit mE.
Szen. 6′ 15′ 30′
1UK 0.84 1.16 1.46
5UK 2.47 3.27 3.99
Tabelle 9.3. Standardabweichungen m
T IF
ij
aller
Tensorkomponenten Tij nach (5.34) fu¨r verschie-
dene Szenarien, ψ0 = 180
◦, Auﬂo¨sung 6′ im Fall
der Szenarien UK, Punktwerte, Einheit mE.
Szen. Txx, Tyy Txy Txz, Tyz Tzz
1UK 0.51 0.29 0.59 0.84
1K 0.70 0.40 0.81 1.15
5UK 1.50 0.85 1.74 2.47
5K 2.04 1.16 2.36 3.35
tenauﬂo¨sung in die Berechnung der Fehlergradvarianzen σ2n(∆gT ) einﬂießt. Eine eventuell im Verha¨ltnis zum
Signalspektrum der Beobachtungen zu grobe Abtastung wird also nur u¨ber die Rauschmodellierung und nicht
direkt bei der Berechnung der Varianz beru¨cksichtigt. Hierauf ist bei der Interpretation der Ergebnisse zu achten.
Im Fall von korreliertem Rauschen geht die Datenauﬂo¨sung nicht in die Modellierung ein, es werden implizit un-
endlich dichte Daten vorausgesetzt. Bei Anwendung des Integrationsverfahrens auf Blockmittelwerte werden die
Da¨mpfungskoeﬃzienten βn als reziproke Faktoren in der Berechnung der Kernfunktion (5.40) eingefu¨hrt. Wird
dies in der Berechnung der Standardabweichungen beru¨cksichtigt, verschlechtert sich die Standardabweichung
m
T IFzz
bei einer Auﬂo¨sung von 30′ um weniger als 0.1mE (3% bis 9% je nach Szenario). Dies liegt daran, dass
die Tensorkomponenten in der Bahnho¨he von Goce kaum hochfrequente Signalanteile haben, so dass Block-
mittelwerte, bei denen der hochfrequente Signalanteil durch Mittelbildung entfernt wurde, grundsa¨tzlich fu¨r die
Berechnung der Tensorkomponenten geeignet sind. Blockmittelwerte ko¨nnen zudem gro¨ber abgetastet werden,
ohne dass Aliasing-Eﬀekte auftreten. Fehler durch Aliasing werden in dieser Genauigkeitsabscha¨tzung jedoch
nicht direkt bzw. gar nicht beru¨cksichtigt. Die Methode ist daher nur bedingt geeignet, um Aussagen u¨ber die
notwendige Datenauﬂo¨sung zu treﬀen, sei es fu¨r Punkt- oder fu¨r Blockmittelwerte.
Die Standardabweichungen, die sich bei einem Abbruch der Integration an der zweiten Nullstelle der Kern-
funktion ergeben, weisen Diﬀerenzen von weniger als 0.5mE zum Idealfall mit ψ0 = 180
◦ auf. In den Szenarien
mit einem Rauschniveau der terrestrischen Daten von 1mgal entspricht dies zwar einer Abweichung von 40%
bis 50% und fu¨r ein Rauschniveau von 5mgal etwa 15% bis 20%, die absolute Zahl jedoch ist um einen Faktor
zwei bis vier kleiner als die letztendlich angestrebte Genauigkeit von 1 bis 2mE. Nummerische Untersuchungen
auf Basis der synthetischen Daten haben ergeben, dass bei Nutzung des gesamten Eingangsdatengebietes in der
Integration anstelle einer Kugelkappe mit konstantem Abbruchradius ψ0 die empirisch berechneten Standard-
abweichungen noch na¨her am Idealfall liegen. Dabei wurde fu¨r die Berechnungspunkte ein Abstand zum Rand
des Datengebietes in Gro¨ße des Abstandes zur zweiten Nullstelle der Kernfunktion (hier 3◦ bis 3.8◦) eingehalten
(Kieler, 2006; Wolf und Kieler, 2006). In der vorliegenden Arbeit wird ebenfalls das gesamte Eingangsdatenge-
biet in der Integration genutzt, auf eine Untersuchung des Eﬀektes eines konstanten Abbruchradius ψ0 fu¨r alle
Tensorkomponenten wird verzichtet. Die Genauigkeiten aller Tensorkomponenten werden fu¨r den Idealfall unter
der Annahme von ψ0 = 180
◦ abgescha¨tzt.
Die Standardabweichungenm
T IF
ij
fu¨r den Fall ψ0 = 180
◦ wurden nach (5.34) fu¨r alle Komponenten des Tensors
T[ij] in allen Szenarien berechnet. Die Ergebnisse sind in Tabelle 9.3 aufgefu¨hrt, im Fall der Szenarien UK mit
unkorreliertem Rauschen fu¨r eine Auﬂo¨sung von 6′ der terrestrischen Daten. Die Werte fu¨r die Standardabwei-
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chungen der Hauptdiagonalkomponenten Txx und Tyy liegen fu¨r die verschiedenen Rauschszenarien im Bereich
von 0.5mE bis 2.0mE, die der Nebendiagonalelemente im Bereich von 0.2mE bis 2.4mE. Die Standardabwei-
chungen der im Vergleich zu Tzz bezu¨glich des Signals schwa¨cheren Komponenten liegen erwartungsgema¨ß stets
unterhalb der Standardabweichungen von Tzz. Der Schwerpunkt in der Genauigkeitsstudie wird daher auf die
Analyse der radialen Komponente Tzz gelegt.
9.3.2 Varianzen aus der Kollokation nach kleinsten Quadraten
Die Varianz m2
T
KKQ
zz
der radialen Komponente Tzz in der Bahnho¨he von Goce wird in Abha¨ngigkeit von Auf-
lo¨sung, Gebietsgro¨ße und dem Rauschen der terrestrischen Beobachtungen mit (5.43) auf Basis der Kollokation
fu¨r einen zentral im Datengebiet liegenden Punkt berechnet. Die in der Kollokation nach (5.43) berechnete
Kovarianzmatrix CTˆzz Tˆzz entha¨lt in diesem Fall nur einen Wert, na¨mlich die Varianz m
2

T
KKQ
zz
. Aus der hier
verwendeten Gebietsgro¨ße wird abgeleitet, welcher Abstand fu¨r die Berechnungspunkte vom Gebietsrand einge-
halten werden muss. Der Abstand entspricht der halben Breite bzw. La¨nge des Datengebietes. Das Datengebiet
liegt am A¨quator, so kann die Meridiankonvergenz fu¨r die Abstandsberechnung vernachla¨ssigt werden. Da keine
tatsa¨chlichen Beobachtungen eingehen, ist nicht die Lage des Gebietes, sondern nur die ra¨umliche Verteilung
der Beobachtungen relevant. Es wird von Beobachtungspunkten in einem geographischen Gitter mit einer kon-
stanten Ho¨he (h = 0) ausgegangen. Die Kovarianzmatrizen des Signals und des Rauschens haben dann eine
Block-Toeplitz-Struktur, die in der Auswertung von (5.43) ausgenutzt wird (Abschnitt 8.3). Die Berechnung
erfolgt zuna¨chst ausgehend von Punktwerten ∆gR auf Basis der in Abschnitt 9.1 angegebenen Kovarianzfunk-
tionen. Die resultierenden Standardabweichungen m
T
KKQ
zz
=
√
m2
T
KKQ
zz
sind fu¨r die Szenarien 1UK, 1K, 5UK
und 5K in Abb. 9.13 dargestellt.
Es fa¨llt auf, dass ab einer Auﬂo¨sung feiner als 30′ eine deutlicher Genauigkeitssteigerung zu erreichen ist,
wenn ein Gebiet gro¨ßer 3◦x3◦ gewa¨hlt wird. Bei gro¨ßeren Gebieten bzw. Absta¨nden der Berechnungspunkte vom
Rand des Datengebietes stagniert die Genauigkeitssteigerung. In guter U¨bereinstimmung mit den Ergebnissen
aus Abschnitt 9.3.1 wird festgestellt, dass fu¨r alle Szenarien ein Abstand von ψ = 3.5◦ zum Gebietsrand (Ge-
bietsgro¨ße 7◦x7◦) ausreicht. Die Genauigkeitssteigerung bei Beru¨cksichtigung eines gro¨ßeren Abstandes betra¨gt
maximal 5% in den Szenarien mit korreliertem Rauschen. Bei unkorreliertem Rauschen kann die prozentuale
Genauigkeitssteigerung in einzelnen Fa¨llen ho¨her ausfallen. Da die Genauigkeitsanalyse unter der Voraussetzung
von unkorreliertem Rauschen jedoch nicht unproblematisch ist, wie im Folgenden diskutiert wird, werden diese
Ausnahmen nicht beru¨cksichtigt.
Erwartungsgema¨ß ergeben sich die kleinsten Standardabweichungen (< 1mE fu¨r Auﬂo¨sungen≤ 6′) im Szenario
1UK. Der Vergleich der Standardabweichungen der Szenarien 1UK und 5UK mit den Szenarien 1K und 5K zeigt,
wie groß der Einﬂuss der Korrelation des Rauschens auf die Varianz ist. Das Rauschniveau hingegen hat im Fall
von unkorreliertem Rauschen nur geringen Einﬂuss auf die Varianz, denn selbst bei Erho¨hung des Rauschniveaus
auf 5mgal (5UK) ergeben sich in der Berechnung unter der Annahme der Unkorreliertheit Genauigkeiten von
unter 1mE, wenn nur die Punktauﬂo¨sung genu¨gend hoch ist (3′). Die Annahme korrelierten Rauschens fu¨hrt
dagegen bei Auﬂo¨sung von 6′ und 3′ zu etwa gleich großen Standardabweichungen, der Genauigkeitsgewinn
stagniert im Bereich von 0% bis 2%. Bei der Berechnung der Tensorkomponenten sollte daher eine Auﬂo¨sung
von 6′ genu¨gen. Der Genauigkeitsverlust bei Verwendung von gro¨ber aufgelo¨sten Punktwerten (15′, 30′) ist aus
Tabelle 9.4 zu ersehen. Es wurde eine Gebietsgro¨ße von 7◦x7◦ in allen Szenarien vorausgesetzt. Eine Auﬂo¨sung
Tabelle 9.4. Standardabweichungen m
T
KKQ
zz
der ra-
dialen Tensorkomponente Tzz fu¨r eine Gebietsgro¨-
ße 7◦x7◦ bei unterschiedlicher Auﬂo¨sung der terres-
trischen Daten, Punktwerte, Einheit mE.
Szen. 6′ 15′ 30′
1UK 0.56 2.69 5.48
1K 1.30 2.77 5.48
5UK 1.21 3.08 5.59
5K 3.57 3.96 5.65
Tabelle 9.5. Standardabweichungen m
T
KKQ
ij
fu¨r al-
le Tensorkomponenten Tij , Gebietsgro¨ße 7
◦x7◦, Punkt-
werte, Auﬂo¨sung 6′, Einheit mE.
Szen. Txx, Tyy Txy Txz, Tyz Tzz
1UK 0.40 0.23 0.35 0.56
1K 0.79 0.45 0.96 1.30
5UK 0.74 0.41 0.88 1.21
5K 2.19 1.23 2.48 3.57
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(c) Szenario 5UK
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(d) Szenario 5K
Abbildung 9.13. Standardabweichungen m
T
KKQ
zz
der radialen Tensorkomponente Tzz fu¨r einen zentralen Punkt in
Abha¨ngigkeit von der Gebietsgro¨ße (angegeben ist die Nord-Su¨d- bzw. Ost-West-Ausdehnung) sowie von Auﬂo¨sung und
Rauschen der Punktwerte ∆gR.
von 30′ ist nicht ausreichend, die Standardabweichung steigt deutlich auf u¨ber 5mE in allen Szenarien an, wie
auch in Abb. 9.13 zu sehen.
Die Standardabweichungen fu¨r alle Komponenten des Tensors T[ij], die sich bei einer Gebietsgro¨ße von 7
◦x7◦
und einer Auﬂo¨sung der Punktschwereanomalien von 6′ ergeben, sind in Tabelle 9.5 angegeben. Es ergeben sich
Werte von 0.2mE bis 3.6mE fu¨r die verschiedenen Tensorkomponenten in den verschiedenen Szenarien. Die
Standardabweichung der bezu¨glich des Signals sta¨rksten Tensorkomponente Tzz ist, wie erwartet, am gro¨ßten.
Die Standardabweichungen im Szenario 5UK sind aufgrund der Annahme unkorrelierten Rauschens kleiner als
die im Szenario 1K, obwohl das Rauschniveau deutlich ho¨her ist. Auch dies zeigt, dass die Annahme von unkor-
reliertem Rauschen ungeeignet ist, um die Auswirkungen des Rauschniveaus auf die Genauigkeit der Zielgro¨ßen
abzuscha¨tzen.
Tabelle 9.6. Standardabweichungen m
T
KKQ
ij
aller Komponenten Tij , Gebietsgro¨ße 7
◦x7◦, Blockmittelwerte, Einheit mE.
Szen. Auﬂ. Txx, Tyy Txy Txz, Tyz Tzz
1UK 30′ 2.46 1.38 2.80 4.02
15′ 1.33 0.76 1.55 2.16
1K 30′ 2.48 1.39 2.81 4.04
15′ 1.41 0.81 1.63 2.29
Szen. Auﬂ. Txx, Tyy Txy Txz, Tyz Tzz
5UK 30′ 2.81 1.58 3.21 4.59
15′ 1.69 0.96 1.92 2.75
5K 30′ 2.94 1.66 3.38 4.82
15′ 2.36 1.32 2.68 3.85
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Abbildung 9.14. Standardabweichungen m
T
KKQ
zz
der radialen Tensorkomponente Tzz fu¨r einen zentralen Punkt in
Abha¨ngigkeit von der Gebietsgro¨ße (angegeben ist die Nord-Su¨d- bzw. Ost-West-Ausdehnung) sowie von Auﬂo¨sung und
Rauschen der Blockmittelwerte ∆g
R
.
Im Rahmen der nummerischen Untersuchungen wurden auch Standardabweichungen ausgehend von Block-
mittelwerten auf Basis der in Abschnitt 9.1 angegebenen Kovarianzfunktionen berechnet. Die Ergebnisse sind
fu¨r die radiale Komponente Tzz in Abb. 9.14 fu¨r zwei Auﬂo¨sungsstufen (15
′, 30′) in den verschiedenen Szenari-
en dargestellt. Aufgrund der gro¨beren Auﬂo¨sung ergibt sich hier eine gro¨ßere Standardabweichung im Szenario
5UK gegenu¨ber dem Szenario 1K. Die Genauigkeitsverschlechterung im Szenarien 5K im Vergleich zu den an-
deren Szenarien fa¨llt deutlich geringer als bei 6′-Punktwerten aus. Es wird auch hier die Gebietsgro¨ße 7◦x7◦
als ausreichend bewertet, in Tabelle 9.6 sind die Standardabweichungen fu¨r alle Komponenten des Tensors T[ij]
angegeben. Es ergeben sich gro¨ßere Werte als bei der Berechnung auf Basis von Punktwerten mit einer Auﬂo¨sung
von 6′, aber kleinere Werte im Vergleich zu Punktwerten mit entsprechend grober Auﬂo¨sung (Tabelle 9.4). Die
Standardabweichungen fu¨r die radiale Komponente Tzz liegen fu¨r eine Auﬂo¨sung von 15
′ im Bereich von 2.2mE
bis 3.8mE und fu¨r eine Auﬂo¨sung von 30′ im Bereich von 4.0mE bis 4.8mE.
9.3.3 Diskussion und Zusammenfassung der statistischen Berechnungen
Aus den Ergebnissen beider Verfahren ergibt sich, dass fu¨r die Berechnungspunkte ein Abstand von etwa 3.5◦
oder mehr zum Gebietsrand eingehalten werden sollte, um eine mo¨glichst gute Genauigkeit der Zielgro¨ßen zu
erreichen.
Die Standardabweichungen der Komponenten des Tensors T[ij], die mit der Kollokation auf Basis von Punkt-
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werten mit einer Auﬂo¨sung von 6′ berechnet wurden (Tabelle 9.5), stimmen mit den Standardabweichungen
aus der Akkumulation spektral gewichteter Gradvarianzen (Tabelle 9.3) unter der Annahme korrelierten Rau-
schens praktisch u¨berein (Abweichungen etwa 0.2mE ). Bei unkorreliertem Rauschen treten Diﬀerenzen in den
Standardabweichungen von bis zu 1.3mE auf. Die Abweichungen werden durch die unterschiedliche Modellie-
rung zur Beru¨cksichtigung des unkorrelierten Rauschens verursacht. Bei Anwendung der Kollokation werden die
Rauschwerte im Ortsraum anhand der Kovarianzmatrix des Rauschens festgelegt, bei unkorreliertem Rauschen
ist die Kovarianzmatrix nur auf der Hauptdiagonalen besetzt (Diagonalmatrix). In der Berechnung der spektralen
Gewichte sn gehen die Gradvarianzen des Rauschen ein, die bei unkorreliertem Rauschen entsprechend (3.55)
durch gleichma¨ßige Verteilung des Rauschniveaus u¨ber den von der Datenauﬂo¨sung abha¨ngigen Spektralbereich
als bandlimitiertes weißes Rauschen berechnet werden. Es verbleiben bei dieser Modellierung Korrelationen zwi-
schen benachbarten Punkten, vgl. Abb. 9.8 und (Wolf, 2006). Daher ergeben sich bei unkorreliertem Rauschen
mit den spektral gewichteten Gradvarianzen etwas gro¨ßere Standardabweichungen als auf Basis der Kollokation.
Die Annahme von unkorreliertem Rauschen fu¨hrt außerdem gerade in der Kollokation dazu, dass das Rauschni-
veau nur noch geringen Einﬂuss auf die resultierende Varianz der Zielgro¨ße hat. Die Annahme von unkorreliertem
Rauschen ist daher ungeeignet fu¨r eine Genauigkeitsanalyse. Aus diesem Grund wird das Szenario 5UK, bei dem
von unkorreliertem Rauschen mit einem relativ hohen Rauschniveau von 5mgal ausgegangen wird, im Folgenden
nicht weiter in Betracht gezogen.
Die im Hinblick auf die angestrebte Genauigkeit von 1 bis 2mE notwendige Datenauﬂo¨sung wurde auf Basis von
korreliertem Rauschen ermittelt, da - anders als bei der Annahme von unkorreliertem Rauschen - die Abnahme
der Varianz auch bei feiner werdender Datenauﬂo¨sung stagniert. So kann ein Varianzwert bestimmt werden, der
durch eine feinere Auﬂo¨sung der Beobachtungen kaum noch verringert werden kann. Die Berechnung der Varianz
ist in diesem Fall auf Basis von Gradvarianzen nicht mo¨glich, da die Berechnung bei Punktwerten unabha¨ngig
von der Auﬂo¨sung ist und bei Blockmittelwerten die Auﬂo¨sung zwar eingeht, ein mo¨glicher Aliasing-Eﬀekt aber
nicht beru¨cksichtigt wird. Die notwendige Auﬂo¨sung wurde deswegen mit Hilfe der Kollokation bestimmt. Das
Genauigkeitsziel von 1 bis 2mE und besser wird bei einer Auﬂo¨sung der Punktwerte von 6′ erreicht, wenn ein
Rauschniveau von 1mgal (korreliert oder unkorreliert) vorliegt. Fu¨r den Fall von korreliertem Rauschen mit
einem Rauschniveau von 5mgal wird ein Niveau von 3mE u¨berschritten. Die Standardabweichungen aus der
Kollokation auf Basis von Blockmittelwerten der Auﬂo¨sungsstufe 15′ liegen fu¨r die Rauschszenarien 1UK und
1K im Bereich von 2 bis 3mE, bei einer Auﬂo¨sung von 30′ u¨berschreiten sie ein Niveau von 3mE.
Die Untersuchung zeigt, dass die Kollokation zur Analyse der Anforderungen an die Beobachtungen im Hin-
blick auf eine Zielgenauigkeit gut geeignet ist. Ausgehend von Auﬂo¨sung, Gebietsgro¨ße und dem Rauschen der
terrestrischen Daten kann die resultierende Varianz der Zielgro¨ße berechnet werden. Da die Varianz nur fu¨r
einen zentralen Punkt berechnet werden muss, ist der Rechenaufwand verha¨ltnisma¨ßig gering und es treten keine
Stabilita¨tsprobleme bei der Gleichungslo¨sung auf.
Fu¨r die Untersuchung der Auswirkung von unterschiedlichen Rauschniveaus ist auch die Akkumulation spek-
tral gewichteter Gradvarianzen zur Berechnung der Varianz geeignet. Die Beru¨cksichtigung des Abbruchs der
Kernfunktion erlaubt des Weiteren die Untersuchung bezu¨glich des notwendigen Abstandes zum Gebietsrand.
Zur Ermittlung der Auswirkung unterschiedlicher Auﬂo¨sungen der Beobachtungen ist die Methode bei unkorre-
liertem Rauschen bedingt, bei korreliertem Rauschen nicht geeignet. Vorteilhaft ist bei diesem Verfahren, dass
die Mo¨glichkeit besteht, den vom Rauschen des Gpm und der terrestrischen Daten verursachten Fehlereinﬂuss ge-
trennt zu beurteilen. Auf Grundlage der spektralen Gewichte ist eine Analyse der Gewichtung der terrestrischen
Daten gegenu¨ber dem Gpm mo¨glich, allerdings werden die Gewichte im Fall ψ0 < 180
◦ verzerrt (Abschnitt 5.1.5).
Die Gewichtsverteilung zwischenGpm und terrestrischen Daten ist bei der diskreten Auswertung der Kollokation
zwar statistisch optimal, aber die nummerischen Werte sind unbekannt.
9.4 Berechnung des Rauschens und der Varianzen auf Basis des
synthetischen Erdmodells
Auf Basis des synthetischen Erdmodells wird der Tensor Tˆ[ij] fu¨r verschiedene Szenarien der Eingangsdaten mit
dem Integrationsverfahren mit spektralen Gewichten und der Kollokation berechnet. Im synthetischen Erdmodell
steht der fehlerfreie Tensor T 1300S[ij] (Soll) fu¨r den Soll-Ist-Vergleich bereit (Abschnitt 7.5.2). Die auf Basis der
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residualen Schwereanomalien berechneten und anschließend restituierten Elemente des Tensors Tˆ[ij] (Ist) werden
mit den Elementen des exakten Tensors T 1300S[ij] verglichen. Alternativ ko¨nnen die residualen Elemente des Tensors
TˆR[ij] mit den residualen Sollwerten T
R
[ij] = T
1300S
[ij] − TˆM[ij] verglichen werden, um die Berechnung der Restitution
seitens der Ist-Werte mit Hilfe des Tensors TˆM[ij] aus dem Gpm einzusparen. Die Diﬀerenzen T
R
[ij] − TˆR[ij] stellen
das verbleibende Rauschen der Lo¨sung dar, sie werden hier analysiert. Die Standardabweichung der Zielgro¨ße
wird als Standardabweichung des Mittelwertes der Diﬀerenzen empirisch berechnet.
Die Berechnung der Tensorelemente erfolgt mit Punktwerten ∆gR mit einer Auﬂo¨sung von 6′, 15′ und 30′
und mit Blockmittelwerten ∆g
R
mit einer Auﬂo¨sung von 15′ und 30′. Bei einer Abtastweite von 6′ treten
bei den synthetischen Daten keine Aliasing-Fehler auf, da deren Signalinhalt bei einem maximalen spha¨risch-
harmonischen Grad 1300 spektral auf etwa 8′ Auﬂo¨sung beschra¨nkt ist (Abschnitt 7.5.1). Die Ergebnisse werden
in einem inneren Bereich (40◦ < ϕ < 55◦ und 0◦ < λ < 20◦) des Testgebietes (36.5◦ < ϕ < 58.5◦ und
−7.0◦ < λ < 27◦) mit einem Mindestabstand von ψ = 3.5◦ vom Rand des Gebietes analysiert.
Mit Hilfe der synthetischen Daten wird der Einﬂuss von Auﬂo¨sung und Rauschen der Eingangsdaten auf das
Rauschen und die Varianz der Zielgro¨ße untersucht. Des Weiteren wird die Auswirkung der Vernachla¨ssigung der
individuellen Punktho¨he seitens der residualen terrestrischen Daten analysiert. Der Schwerpunkt der nummeri-
schen Untersuchungen auf Basis der synthetischen Daten liegt auf der Studie der radialen Tensorkomponente Tˆzz.
Wie in den vorangegangenen Abschnitten gezeigt wurde, ist die Varianz dieser Komponente stets gro¨ßer als die
der u¨brigen Tensorkomponenten. Es ist jedoch zu beachten, dass die Vernachla¨ssigung der individuellen Punkt-
ho¨he der residualen Beobachtungen sich in den Komponenten mit horizontalen Ableitungen deutlicher als in der
radialen Komponente auswirken kann. Dies wird im Detail in Kapitel 10 anhand der realen Daten diskutiert.
Die erzielten Genauigkeiten aller Tensorkomponenten werden hier nur im Rahmen des Integrationsverfahrens im
Abschnitt 9.4.1 exemplarisch angegeben, fu¨r die weiteren Untersuchungen liegt der Fokus auf der Analyse der
radialen Tensorkomponente.
Die berechneten Werte der radialen Tensorkomponente TˆRzz werden fu¨r den Soll-Ist-Vergleich in ein einheitliches
6′-Gitter transformiert. Die Interpolation erfolgt mit einem kubischen Spline-Ansatz (Bronstein et al., 1996). Auf
diese Weise ko¨nnen alle Ergebnisse miteinander verglichen werden. Die dabei maximal auftretenden Interpola-
tionsfehler sind im Testgebiet fu¨r residuale Tensorkomponenten kleiner als 0.1mE. Die Berechnung der Lo¨sung
an den Punkten des 6′-Gitters wa¨re im Rahmen der Kollokation auch direkt mo¨glich, aufgrund des insgesamt
geringeren Rechenaufwandes und des vertretbaren Interpolationsfehlers wurde der Spline-Ansatz gewa¨hlt. Alle
angegebenen Statistiken in diesem Abschnitt beziehen sich auf Ergebnisse fu¨r dieses 6′-Gitter.
Die Signiﬁkanz der Diﬀerenzen zwischen den ermittelten Standardabweichungen wird mit statistischen Tests
u¨berpru¨ft, ebenso die Signiﬁkanz der maximal auftretenden Diﬀerenzen zwischen den Lo¨sungen. Dazu werden
Testverfahren eingesetzt, die eine Normalverteilung der Werte voraussetzen. Diese Voraussetzung wird fu¨r das
verbleibende Rauschen zwar nicht streng erfu¨llt, trotzdem ergeben sich bei den Tests plausible Entscheidungen.
Die Testentscheidungen helfen, die Ergebnisse in der Diskussion vergleichbar zu bewerten. Zum Vergleich zweier
empirischer Varianzen s2A > s
2
B wird ihr Quotient F =
s2A
s2
B
gegen ein Quantil qF der Fisher-Verteilung getestet
(Pelzer, 1985, S. 73). Die Varianzen werden auf Basis von n = 30 000 zufa¨lligen Abweichungen, entsprechend der
Anzahl Beobachtungen bei einer Datenauﬂo¨sung von 6′ im Auswertegebiet, abgeleitet, es liegen jeweils n − 1
Freiheitsgrade vor. Bei einem zweiseitigen Test mit einer Irrtumswahrscheinlichkeit von 5% betra¨gt der Wert des
Quantils qF = 1.023, er liegt aufgrund der hohen Anzahl von Freiheitsgraden sehr nahe an 1.0. Die Diﬀerenzen
zwischen den Lo¨sungen in TˆR[ij] werden mit Hilfe eines Quantils qt der t-Verteilung auf Signiﬁkanz getestet (Pelzer,
1985, S. 72). Als Testgro¨ße t wird die maximale absolute Diﬀerenz D dividiert durch die Standardabweichung
der Diﬀerenz sD =
√
s2A + s
2
B der beiden Lo¨sungen A und B verwendet. Der Wert des Quantils qt ha¨ngt von der
Anzahl Freiheitsgrade ab, die mit dem Na¨herungsverfahren nachWelsch in Abha¨ngigkeit von den Varianzen s2A
und s2B zu bestimmen wa¨ren (Pelzer, 1985, S. 73). Aufgrund der großen Anzahl von Freiheitsgraden betra¨gt hier
der Wert des Quantils aber in allen Fa¨llen qt = 1.96 fu¨r einen zweiseitigen Test mit einer Irrtumswahrscheinlichkeit
von 5%. Wird dieser Wert von t = D
sD
u¨berschritten, wird die Diﬀerenz D als signiﬁkant bewertet.
9.4.1 Rauschen und Varianzen aus dem Integrationsverfahren
Bei Anwendung des Integrationsverfahrens werden die in Abb. 9.11 (S. 107) exemplarisch fu¨r die radiale Kompo-
nente Tzz dargestellten modiﬁzierten Kernfunktionen zur Berechnung der Komponenten des residualen Tensors
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Abbildung 9.15. Rauschen in Tˆzz im gesamten Test-
gebiet, Szenario 1UK, Punktauﬂo¨sung 6′, Integrations-
lo¨sung.
Tabelle 9.7. Statistik des Rauschens aus dem Soll-Ist-
Vergleich aller Komponenten des Tensors Tˆ[ij], Integra-
tionslo¨sung, Punktauﬂo¨sung 6′, Einheit mE.
Diﬀerenz in
Komponente
Szen. Mtw Std Min Max
xx 1UK -0.03 0.64 -2.39 1.97
xy -0.00 0.29 -0.81 0.89
xz 0.05 0.70 -2.38 2.19
yy 0.03 0.51 -1.79 2.20
yz 0.08 0.55 -1.74 1.64
zz 0.00 0.91 -2.49 3.42
xx 1K -0.02 0.91 -3.09 2.82
xy 0.01 0.46 -1.71 1.28
xz 0.04 1.00 -3.43 3.14
yy -0.00 0.85 -2.63 2.52
yz 0.07 0.98 -2.87 3.22
zz 0.03 1.41 -4.03 5.09
TˆR[ij] eingesetzt. Es werden dabei die Molodenskii-Korrekturterme vernachla¨ssigt und eine konstante Ho¨he
(h = 0) fu¨r alle Beobachtungspunkte angenommen. Die Berechnung erfolgt mit Hilfe der in Abschnitt 8.1 erla¨u-
terten 1d-Fft-Methode, die Tensorkomponenten werden in der Auﬂo¨sung, in der die Beobachtungen vorliegen,
berechnet. Das im Soll-Ist-Vergleich ermittelte verbleibende Rauschen wird im Folgenden analysiert.
In Abb. 9.15 ist das in der radialen Komponente Tzz verbleibende Rauschen bezogen auf das gesamte Ein-
gangsdatengebiet exemplarisch fu¨r das Szenario 1UK dargestellt. Es ist deutlich zu erkennen, dass das Rauschen
zum Rand des Gebietes hin gro¨ßer wird. In U¨bereinstimmung mit den Ergebnissen der statistischen Genauig-
keitsanalyse zeigt sich, dass ein Abstand von etwa 3.5◦ vom Gebietsrand einzuhalten ist (vgl. Abschnitt 9.3.3).
Im Folgenden wird daher nur der in Abb. 9.15 markierte innere Bereich (40◦ < ϕ < 55◦ und 0◦ < λ < 20◦)
betrachtet, um das verbleibende Rauschen losgelo¨st von diesem Randeﬀekt zu beurteilen.
Die Statistik der Diﬀerenzen aus dem Soll-Ist-Vergleich aller Tensorkomponenten fu¨r Punktwerte mit einer
Auﬂo¨sung von 6′ ist fu¨r die Szenarien 1UK und 1K in Tabelle 9.7 angegeben. Die radiale Komponente Tˆzz
zeigt, wie erwartet, die gro¨ßten Abweichungen zum Soll. Auch bei den u¨brigen Tensorkomponenten sind aber
maximale Abweichungen u¨ber 2mE mo¨glich. Die Abweichungen treten im Szenario 1UK in Bereichen mit großen
Ho¨hena¨nderungen wie den Alpen auf. Deutlich ist dies im Rauschen der Komponente Tˆxz in der Abb. 9.16 (a) zu
sehen. Diese Komponente ist besonders empﬁndlich fu¨r Strukturen mit Ost-West-Ausdehnung. Die Komponente
Tˆyz zeigt Strukturen mit Nord-Su¨d-Ausdehnung an, auch hier treten gro¨ßere Diﬀerenzen im Bereich der Alpen
auf, s. Abb. 9.16 (b). Im Szenario 1K ist der Eﬀekt weniger ausgepra¨gt (Abb. 9.16 (c) und (d)). Im Alpenbereich
ist das residuale Signal der Schwereanomalie variationsreich mit großem Amplitudenausschlag (Abb. 7.17, S. 87),
dies kann eine Ursache dafu¨r sein, dass das Rauschen in den Tensorelementen in diesem Bereich ho¨her ist. Eine
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Abbildung 9.16. Rauschen in Tˆxz und Tˆyz in den Integrationslo¨sungen mit der Annahme konstanter Ho¨he.
9.4 Berechnung des Rauschens und der Varianzen auf Basis des synthetischen Erdmodells 115
andere mo¨gliche Ursache ist, dass im Integrationsverfahren die Punktho¨hen der residualen Schwereanomalien
mit null approximiert wurden, im U¨bergang zum Hochgebirge, wie den Alpen, aber große Ho¨hena¨nderungen
auftreten. In Hochgebirgslagen treten Punktho¨hen von u¨ber 1500m auf. Die Auswirkungen der Vernachla¨ssigung
der individuellen Punktho¨he ist besonders deutlich im Szenario 1UK zu sehen, da die terrestrischen Daten dort
gegenu¨ber dem Gpm ein hohes Gewicht in der Kombinationslo¨sung haben. Der Eﬀekt ist auch bei den Soll-Ist-
Diﬀerenzen in der radialen Komponente Tˆzz im Szenario 1UK zu erkennen (Abb. 9.17 (a)), auch hier aufgrund
des insgesamt erho¨hten Rauschens weniger deutlich im Szenario 1K (Abb. 9.17 (b)). Die Ergebnisse auf Basis der
realen Daten (Kapitel 10) zeigen, dass der Eﬀekt der Vernachla¨ssigung der Punktho¨he sich bei den Komponenten
mit horizontalen Ableitungen deutlicher als in der radialen Komponente auswirken kann. Dennoch weist die
radiale Komponente die gro¨ßte Varianz auf, daher werden im Weiteren zu den Berechnungen mit synthetischen
Daten ausschließlich die Ergebnisse fu¨r diese Komponente diskutiert.
Die Standardabweichung der radialen Komponente betra¨gt im Szenario 1UK 0.9mE und im Szenario 1K
1.4mE. Im Szenario 5K (Tabelle 9.9, S. 117) betra¨gt die Standardabweichung 3.5mE. Da dieser Wert bereits
deutlich das angestrebte Genauigkeitsniveau von 1 bis 2mE u¨bersteigt, wird der Eﬀekt gro¨berer Datenauﬂo¨sung
im Folgenden nur in den Szenarien 1UK und 1K untersucht.
In den Szenarien 1UK und 1K vergro¨ßern sich die Standardabweichungen von Tˆzz um 0.1mE (15% bzw.
5%), wenn die Auﬂo¨sung der Punktwerte von 6′ auf 15′ erho¨ht wird, vgl. Tabelle 9.9. Der Anstieg ist laut dem
statistischen Test zwar signiﬁkant, der absolute Wert der Abweichung ist aber gering. Bei einer Auﬂo¨sung der
Punktwerte von 30′ wa¨chst die Standardabweichung jedoch deutlich auf 9.4mE (+940%) bis 10.7mE (+660%)
an. Die großen Abweichungen werden prima¨r durch Aliasing-Fehler in Folge der zu groben Abtastung in Relation
zum Signalspektrum verursacht, s. a. (Vassiliou, 1987). Radiale Tensorkomponenten auf Basis des synGpm360i
haben eine formale Genauigkeit von 7.0mE (Tabelle 7.1). Bei der zu groben Punktauﬂo¨sung ist also die Kombina-
tionslo¨sung schlechter als dieGpm-Lo¨sung, obwohl die Einzelwerte der terrestrischen Daten eine hohe Genauigkeit
von 1mgal aufweisen. Aufgrund des Approximationsansatzes wird im Integrationsverfahren die Abtastweite der
terrestrischen Daten unzureichend beru¨cksichtigt. Dies wird auch nicht oder nur bedingt durch die spektralen
Gewichte aufgehoben, s. a. Abschnitt 9.3.1. Es muss in der Auswertung darauf geachtet werden, dass mit den
Beobachtungen das Signal in Relation zu seinem Spektrum ausreichend abgetastet wird.
Werden anstelle der Punktwerte Blockmittelwerte in den genannten Auﬂo¨sungen eingesetzt, verringern sich
die Standardabweichungen deutlich und sogar bei einer Auﬂo¨sung von 30′ wird eine Standardabweichung von
unter 2mE erreicht, wenn ein Rauschniveau von 1mgal angesetzt wird (Tabelle 9.9). Aufgrund der Tiefpass-
ﬁlterung durch die Mittelwertbildung ko¨nnen Blockmittelwerte gro¨ber als Punktwerte abgetastet werden, ohne
dass Aliasing-Eﬀekte auftreten. Das Rauschen der Lo¨sung aus 15′-Blockmittelwerten ist in Abb. 9.17 (c) fu¨r das
Szenario 1K dargestellt. Die Diﬀerenzen zwischen den Lo¨sungen mit 6′-Punktwerten und 15′-Blockmittelwerten
sind gering (Abb. 9.17 (d)), die Statistik der Diﬀerenzen sind in Tabelle 9.10 (S. 119) fu¨r die verschiedenen Szena-
rien angegeben. Die Standardabweichung des Mittelwertes der Diﬀerenzen betra¨gt 0.5mE bzw. 0.2mE bei einer
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Abbildung 9.17. Rauschen in Tˆzz in den Integrationslo¨sungen mit der Annahme konstanter Ho¨he und die Diﬀerenz
zweier Integrationslo¨sungen.
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Datenauﬂo¨sung von 15′ im Szenario 1UK bzw. 1K und 1.2mE (1UK) bzw. 1.0mE (1K) bei einer Datenauﬂo¨sung
von 30′. Die maximalen Abweichungen im Szenario 1UK sind signiﬁkant. Die gro¨ßeren Diﬀerenzen in diesem
Szenario sind erkla¨rbar durch die Vera¨nderung der spektralen Gewichte in Abha¨ngigkeit von der Datenauﬂo¨sung
(Abschnitt 9.2). Im Szenario 1K werden die spektralen Gewichte nicht in Abha¨ngigkeit von der Datenauﬂo¨sung
vera¨ndert, daher sind die Lo¨sungen auf Basis der 15′ Blockmittelwerte und der 6′ Punktwerte beinahe identisch,
Abb. 9.17 (d) zeigt die verbleibenden Diﬀerenzen.
Es la¨sst sich zusammenfassen, dass mit Hilfe des Integrationsverfahrens die radiale Tensorkomponente Tˆzz mit
einer Standardabweichung im Bereich von 1 bis 2mE berechnet werden kann, wenn Punktwerte der Auﬂo¨sung
6′ bis 15′ oder Blockmittelwerte bis zu einer Auﬂo¨sung von 30′ mit einem Rauschniveau von 1mgal (korreliert
oder unkorreliert) vorliegen. Bei einem Rauschniveau von 5mgal wird ein Genauigkeitsniveau von 3mE bereits
bei Punktwerten der Auﬂo¨sung 6′ u¨berschritten. Vorsicht ist geboten, wenn die Auﬂo¨sung von Punktwerten zu
grob ist, dann kann die Kombinationslo¨sung ungenauer als die Lo¨sung allein auf Basis des Gpm sein.
9.4.2 Rauschen und Varianzen aus der Kollokation nach kleinsten Quadraten
Die Kollokation wurde in zwei unterschiedlichen Implementierungen angewendet. In der ersten Implementierung
(Abschnitt 9.4.2.1) wird wie beim Integrationsverfahren davon ausgegangen, dass die residualen Beobachtungen in
einer konstanten Ho¨he (h = 0) liegen. Unter dieser Voraussetzung kann die Kovarianzmatrix der Beobachtungen
in einer Block-Toeplitz-Struktur organisiert werden und das zu lo¨sende Gleichungssystem (8.4) kann auf einem
Standard-Pc berechnet werden (Abschnitt 8.3). In der zweiten Implementierung (Abschnitt 9.4.2.2) wird die
individuelle Punktho¨he der Beobachtungen (h = hi) beru¨cksichtigt, wodurch die Block-Toeplitz-Struktur der
Kovarianzmatrix verloren geht. Das Gleichungssystemwird dann auf einem Parallelrechner gelo¨st (Abschnitt 8.2).
9.4.2.1 Rauschen und Varianzen aus der Kollokation bei Annahme konstanter Ho¨hen
Vor Anwendung der Kollokation ist zu pru¨fen, bis zu welcher Dimension des Gleichungssystems (8.4) eine stabile
Lo¨sung mo¨glich ist. Dazu wurden die Residuen (8.13) fu¨r verschiedene Gebietsgro¨ßen bei einer Auﬂo¨sung von 6′
berechnet (Tabelle 9.8). Die Residuen nehmen bei den angegebenen Gebietsgro¨ßen um etwa eine Gro¨ßenordnung
zu, die Standardabweichung vom Mittelwert der Residuen bei Nutzung des gesamten Testgebietes (22◦x34◦)
liegt bei 2 · 10−11 mgal. Da die Abweichung in Relation zur Messgenauigkeit der Schwereanomalien gering ist,
wird die Kollokationslo¨sung fu¨r die Komponenten des Tensors TˆR[ij] in einem Durchlauf auf Basis des gesamten
Testgebietes berechnet.
Die Statistik des verbleibenden Rauschens aus der Diﬀerenz zum Soll ist fu¨r die radiale Komponente in
Tabelle 9.9 fu¨r die Szenarien 1UK, 1K und 5K angegeben. In allen Szenarien wurde eine Auﬂo¨sung der Beob-
achtungen von 6′ verwendet, Auﬂo¨sungen der Stufe 15′ und 30′ sind mit Punkt- und Blockmittelwerten lediglich
in den Szenarien 1UK und 1K untersucht worden. Da die Standardabweichung im Szenario 5K bereits bei einer
Auﬂo¨sung von 6′ ein Niveau von 3mE u¨berschreitet, wurde auf weitere Auswertungen verzichtet.
Die Standardabweichung von Tˆzz betra¨gt im Szenario 1UK 1.1mE und im Szenario 1K 1.4mE bei einer
Datenauﬂo¨sung von 6′. Bei Verwendung gro¨berer Auﬂo¨sungen wird die Standardabweichung signiﬁkant gro¨ßer,
bis zu 5.2mE bzw. 5.3mE bei Punktwerten mit einer Auﬂo¨sung von 30′. Dennoch kann festgestellt werden, dass
auch bei in Relation zum Signalspektrum zu grober Datenauﬂo¨sung die terrestrischen Daten zur Verbesserung der
Tabelle 9.8. Statistik der Residuen r nach (8.13) zur Abscha¨tzung der Stabilita¨t der Gleichungslo¨sung in den beiden
angewendeten Implementierungen, Datenauﬂo¨sung 6′, Einheit mgal.
Gebiets- Block-Toeplitz-Implementierung (h = 0) Parallelimplementierung (h = hi)
nϕxnλ n gro¨ße [
◦] Mtw Std Min Max Mtw Std Min Max
50x90 4500 5.0x9.0 −6·10−14 1·10−12 −4·10−12 4·10−12 −2·10−11 2·10−9 −1·10−8 1·10−8
75x135 10125 7.5x13.5 6·10−14 6·10−12 −2·10−11 2·10−11 4·10−12 1·10−9 −1·10−8 1·10−8
100x180a 18000 10.0x18.0 −6·10−13 2·10−11 −1·10−10 8·10−11 7·10−11 2·10−9 −2·10−8 1·10−8
125x225a 28125 12.5x22.5 −4·10−13 2·10−11 −1·10−10 9·10−11 −7·10−2 1·10+1 −7·10+1 8·10+1
225x340 74800 22.5x34.0 6·10−14 2·10−11 −1·10−10 1·10−10
a Statistik bezieht sich im Fall der Parallelimplementierung auf Werte des zentralen Gebietes mit nϕ = 50 und nλ = 90.
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Tabelle 9.9. Statistik des Rauschens aus dem Soll-Ist-Vergleich in Tˆzz, Lo¨sungen aus Punktwerten (PW) und Blockmit-
telwerten (BM) unterschiedlicher Auﬂo¨sung, Einheit mE.
Integrationsverf. (h = 0) Kollokation (h = 0) Kollokation (h = hi)
Auﬂ. Szen. Mtw Std Min Max Mtw Std Min Max Mtw Std Min Max
6′ (PW) 1UK 0.00 0.91 -2.49 3.42 -0.03 1.10 -2.59 5.32 0.06 0.46 -1.33 1.62
1K 0.03 1.41 -4.03 5.09 0.03 1.40 -4.08 5.18 0.02 1.30 -3.48 5.12
5K 0.08 3.53 -9.26 11.95 -0.07 3.52 -9.47 12.02 0.11 3.47 -9.32 12.55
15′ (PW) 1UK 0.01 1.05 -3.16 4.36 0.04 1.20 -3.90 4.47 0.04 0.94 -3.09 2.64
1K 0.02 1.48 -4.97 4.74 0.05 1.54 -5.22 4.86 0.05 1.35 -4.40 4.49
30′ (PW) 1UK -0.03 9.45 -45.42 57.12 0.09 5.21 -26.94 26.80 0.08 5.63 -29.37 31.92
1K -0.05 10.74 -50.38 64.14 0.08 5.26 -27.09 26.96 0.08 5.66 -29.45 31.91
15′ (BM) 1UK 0.01 0.95 -2.65 3.43 0.03 0.97 -3.11 3.50 0.03 0.83 -2.72 2.50
1K 0.02 1.45 -4.08 4.95 0.04 1.41 -4.54 5.16 0.04 1.32 -4.45 5.12
30′ (BM) 1UK 0.05 1.50 -4.80 4.81 0.09 1.73 -5.64 6.09 0.09 1.69 -5.53 5.86
1K 0.04 1.83 -5.65 6.31 0.08 1.86 -5.80 5.59 0.08 1.81 -5.73 5.31
kombinierten Lo¨sung beitragen, denn die formale Genauigkeit allein auf Basis des Gpm betra¨gt 7.0mE (Tabelle
7.1). Allerdings ist die Verbesserung trotz niedrigem Rauschniveau der Daten aufgrund ihrer groben Auﬂo¨sung
nur gering.
Der Genauigkeitsverlust ist geringer, wenn anstelle der Punktwerte Blockmittelwerte eingesetzt werden. Die
Standardabweichung von Tˆzz betra¨gt bei Verwendung von Blockmittelwerten mit einer Auﬂo¨sung von 15
′ im Sze-
nario 1UK 1.0mE und im Szenario 1K 1.4mE. Bei unkorreliertem Rauschen der eingehenden Blockmittelwerte ist
das Rauschen der Lo¨sung sogar kleiner als bei 6′-Punktwerten. Bei einer Auﬂo¨sung von 30′ der Blockmittelwerte
werden Standardabweichungen von 1.7mE im Szenario 1UK und 1.9mE im Szenario 1K erreicht. Alle Standard-
abweichungen unterscheiden sich signiﬁkant von den Standardabweichungen der Lo¨sung aus 6′-Punktwerten, eine
Ausnahme ist die Lo¨sung aus 15′-Blockmittelwerten im Szenario 1K.
Vergleicht man die Lo¨sung aus den 15′-Blockmittelwerten mit der Lo¨sung auf Basis der 6′-Punktwerte, ergibt
sich eine Standardabweichung des Mittelwertes der Diﬀerenzen von 1.0mE im Szenario 1UK und 0.5mE im
Szenario 1K (Tabelle 9.10). Die maximal auftretenden Diﬀerenzen sind im Szenario 1UK signiﬁkant, in Szenario
1K jedoch nicht. Es wurde eine gro¨ßere U¨bereinstimmung der Lo¨sungen erwartet, da die Lo¨sungen jeweils eine
a¨hnliche Qualita¨t aufweisen (1.1mE und 1.0mE (1UK) und 1.4mE (1K), s. Tabelle 9.9). Mo¨gliche Ursachen
fu¨r die Abweichungen sind, dass verschiedene Kovarianzfunktionen (Cana∆gR∆gR und C
ana, hBM
∆¯gR∆¯gR
, vgl. Abschnitt 9.1)
in den Berechnungen eingesetzt werden und dass die in der Kollokation resultierende Gewichtung der Beobach-
tungen von ihrer Auﬂo¨sung abha¨ngt. Es bleibt festzuhalten, dass sich die jeweils gleichwertigen Lo¨sungen aus
6′-Punktwerten und 15′-Blockmittelwerten deutlich oder sogar signiﬁkant unterscheiden ko¨nnen. Dieses Ergeb-
nis ist bei der Bewertung der Diﬀerenzen zwischen den Lo¨sungen auf Basis realer Daten zu beru¨cksichtigen.
Bei einer Auﬂo¨sung von 30′ steigen die Standardabweichungen von Tˆzz auf 1.7mE (1UK) und 1.9mE (1K)
(Tabelle 9.9). Die Standardabweichungen der Mittelwerte der Diﬀerenzen zwischen den 6′-Punktwert- und den
30′-Blockmittelwertlo¨sungen betragen 1.8mE und 1.3mE in den Szenarien 1UK und 1K. Die maximalen abso-
luten Diﬀerenzen sind in beiden Szenarien signiﬁkant.
Es kann zusammengefasst werden, dass die empirisch berechneten Standardabweichungen fu¨r die radiale Ten-
sorkomponente Tˆzz im Bereich von 1 bis 2mE liegen, wenn Punktwerte mit einer Auﬂo¨sung von 6
′ bis 15′
bzw. Blockmittelwerte bis zu einer Auﬂo¨sung von 30′ bei einem Rauschniveau von 1mgal verwendet werden.
Punktwerte mit einer Auﬂo¨sung von 30′ fu¨hren zu Standardabweichungen von u¨ber 5mE, die Gpm-Lo¨sung wird
kaum verbessert. Bei korreliertem Rauschen mit einem Niveau von 5mgal ergeben sich auch aus 6′-Punktwerten
Standardabweichungen fu¨r Tˆzz von u¨ber 3mE.
9.4.2.2 Rauschen und Varianzen aus der Kollokation bei Beru¨cksichtigung individueller Ho¨hen
Bei Beru¨cksichtigung der individuellen Punktho¨he der residualen Beobachtungen ∆gR ergibt sich keine Block-
Toeplitz-Struktur in der Kovarianzmatrix und das Gleichungssystem (8.4) der Kollokation wird auf einem
Parallelrechner gelo¨st. Vor Anwendung der Kollokation muss auch hier zuna¨chst gekla¨rt werden, bis zu welcher
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Dimension des Gleichungssystems (8.4) eine nummerisch stabile Gleichungslo¨sung mo¨glich ist. Hierzu wurden
die Residuen (8.13) fu¨r verschieden große Gebiete bei einer Datenauﬂo¨sung von 6′ berechnet, vgl. Tabelle 9.8.
Die Standardabweichungen der Mittelwerte der Residuen sind etwa zwei bis drei Gro¨ßenordnungen ho¨her als bei
der Kollokationslo¨sung auf Basis von Block-Toeplitz-Matrizen. Der Hauptgrund dafu¨r ist die ho¨here Anzahl an
Rechenoperationen (vgl. Tabelle 8.1 und 8.2), bei denen sich Rundungsfehler aufsummieren. Die Kollokations-
lo¨sung mit Beru¨cksichtigung der individuellen Punktho¨he wird etwa ab einer Gebietsgro¨ße von 12.5◦x22.5◦ bei
einer Datenauﬂo¨sung von 6′ instabil. Daher werden Teillo¨sungen fu¨r das Testgebiet errechnet, jede basierend auf
einer Gebietsgro¨ße von 10.0◦x18.0◦. Die Standardabweichung des Mittelwertes der Residuen dieser Teillo¨sungen
betra¨gt 2 · 10−9 mgal und ist gegenu¨ber der Messgenauigkeit der Schwereanomalien ausreichend klein. Mit jeder
Teillo¨sung kann ein zentrales Berechnungsgebiet der Gro¨ße 3.0◦x4.0◦ abgedeckt werden, in dem die Berechnungs-
punkte einen Abstand von mindestens ψ = 3.5◦ zum Rand des Teilgebietes haben. Das zentrale Analysegebiet
(40◦ < ϕ < 55◦ und 0◦ < λ < 20◦) besteht aus 5x5 Teillo¨sungen. Zusa¨tzlich werden die Tensorwerte in einem
0.5◦ breiten Randbereich um jede Teillo¨sung berechnet, so dass die Teillo¨sungen sich in einem Bereich von 1◦
u¨berlappen. Innerhalb des U¨berlappungsbereiches werden die Teillo¨sungen durch lineare Gewichtung einander
angepasst. Die 5x5 Teillo¨sungen werden danach zu einer Gesamtlo¨sung zusammengefasst.
Die Statistik der Diﬀerenzen aus dem Soll-Ist-Vergleich fu¨r die radiale Komponente Tˆzz ist in Tabelle 9.9
fu¨r die Szenarien 1UK, 1K und 5K aufgefu¨hrt. In allen Szenarien werden die Ergebnisse aus 6′-Punktwerten
berechnet, in den Szenarien 1UK und 1K werden auch Lo¨sungen aus Punkt- und Blockmittelwerten mit den
Auﬂo¨sungsstufen 15′ und 30′ berechnet. Die sich aus dem Soll-Ist-Vergleich ergebenden Standardabweichungen
von Tˆzz betragen 0.5mE (1UK), 1.3mE (1K) und 3.5mE (5UK) bei einer Datenauﬂo¨sung von 6
′. Das in Tˆzz
verbleibende Rauschen ist in Abb. 9.18 (a) und (b) fu¨r die Szenarien 1UK und 1K dargestellt. Das Rauschen ist
geringer als in der Lo¨sung mit der Annahme konstanter Punktho¨hen (Abb. 9.17, Integrationslo¨sung). Besonders
deutlich ist dies im Szenario 1UK im Bereich der Alpen, wo große Ho¨hena¨nderungen auftreten, zu erkennen.
Bei Verwendung von Punkt- und Blockmittelwerten der Auﬂo¨sungsstufen 15′ und 30′ verschlechtern sich die
Standardabweichungen von Tˆzz signiﬁkant gegenu¨ber der Lo¨sung von 6
′-Punktwerten. Im Szenario 1UK ist die
Standardabweichung fast um den Faktor 2 schlechter, wenn anstelle der 6′-Punktwerte (0.5mE) Blockmittelwerte
der Auﬂo¨sung 15′ verwendet werden (0.8mE). Das verbleibende Rauschen der Lo¨sung aus 15′-Blockmittelwerten
ist fu¨r das Szenario 1K in Abb. 9.18 (c) gezeigt. Die Statistik der zwischen den Lo¨sungen auftretenden Diﬀe-
renzen aus 6′-Punktwerten und Blockmittelwerten unterschiedlicher Auﬂo¨sung ist in Tabelle 9.10 angegeben.
Die maximalen Diﬀerenzen zwischen den Lo¨sungen sind in allen Fa¨llen signiﬁkant, außer im Szenario 1K bei
einer Auﬂo¨sung von 15′. Dennoch treten im Vergleich dieser Lo¨sung mit der Lo¨sung aus 6′-Punktwerten deutlich
gro¨ßere Abweichungen (Abb. 9.18 (d)) auf als bei dem Integrationsverfahren (Abb. 9.17 (d)). Die Standardab-
weichung des Mittelwertes der Diﬀerenzen betra¨gt 0.6mE (Tabelle 9.10). Die Standardabweichung fu¨r Tˆzz dieser
Lo¨sungen betra¨gt in beiden Fa¨llen 1.3mE (Tabelle 9.9). Die im Vergleich zum Soll qualitativ a¨hnlichen Lo¨-
sungen unterscheiden sich deutlicher als erwartet. Als mo¨gliche Ursachen werden auch hier, wie im Abschnitt
9.1, der Einsatz verschiedener Kovarianzfunktionen (Cana∆gR∆gR und C
ana, hBM
∆¯gR∆¯gR
) und die Abha¨ngigkeit der in der
Kollokation resultierenden Gewichtung von der Datenauﬂo¨sung (vgl. Abschnitt 9.4.2.1) gesehen.
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Abbildung 9.18. Rauschen in Tˆzz in den Kollokationslo¨sungen mit Beru¨cksichtigung der Punktho¨hen und Diﬀerenz
zweier Kollokationslo¨sungen.
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Tabelle 9.10. Statistik der Diﬀerenzen zwischen den Lo¨sungen fu¨r Tˆzz aus 6
′-Punktwerten und aus Blockmittelwerten
der Auﬂo¨sung 15′ bzw. 30′, interpoliert auf 6′, Einheit mE.
Integrationsverf. (h = 0) Kollokation (h = 0) Kollokation (h = hi)
Auﬂ. Szen. Mtw Std Min Max Mtw Std Min Max Mtw Std Min Max
15′ (BM) 1UK 0.01 0.50 -1.68 1.40 0.06 1.05 -4.17 2.81 -0.02 0.74 -2.15 2.75
1K -0.01 0.18 -0.55 0.66 0.01 0.47 -1.55 1.22 0.02 0.57 -1.80 1.88
30′ (BM) 1UK 0.05 1.22 -4.05 4.14 0.11 1.82 -6.46 6.70 0.03 1.64 -5.57 6.18
1K 0.01 0.98 -3.42 3.48 0.05 1.34 -3.57 4.62 0.06 1.41 -3.86 5.03
Abschließend ist festzuhalten, dass sich bei Beru¨cksichtigung der individuellen Punktho¨he a¨hnliche Standardab-
weichungen der Komponente Tˆzz wie bei der Annahme konstanter Punktho¨hen ergeben. Im Szenario 1UK wird
auf Basis von Punktwerten mit einer Auﬂo¨sung von 6′ die insgesamt kleinste Standardabweichung fu¨r Tˆzz von
0.5mE erreicht. Dies macht den positiven Eﬀekt der Beru¨cksichtigung der individuellen Punktho¨he deutlich. Das
angestrebte Genauigkeitsniveau von 1 bis 2mE kann auf Basis eines Rauschniveaus von 1mgal und Auﬂo¨sungen
von 6′ bis 15′ bei Punktwerten bzw. bis zu 30′ bei Blockmittelwerten erreicht werden.
9.4.3 Diskussion und Zusammenfassung der Ergebnisse aus synthetischen Daten
Im Folgenden werden die Ergebnisse des Integrationsverfahrens mit denen der Kollokation bei Annahme einer
konstanten Punktho¨he und bei Beru¨cksichtigung der individuellen Punktho¨he fu¨r die Tensorkomponente Tˆzz
verglichen. Die Statistik der Diﬀerenzen zwischen den Ergebnissen fu¨r Punktwerte mit Auﬂo¨sungen von 6′, 15′
und 30′ und Blockmittelwerten der Auﬂo¨sungen 15′ und 30′ ist in Tabelle 9.11 angegeben.
Auﬀallend sind die großen Abweichungen der Kollokationslo¨sungen zu den Lo¨sungen des Integrationsverfahrens
bei Punktwerten der Auﬂo¨sung 30′. In diesen Fa¨llen war die Kombinationslo¨sung des Integrationsverfahrens sogar
schlechter als die allein auf dem Gpm basierende Lo¨sung. Die Ursache dafu¨r ist die unzureichende bzw. fehlende
Beru¨cksichtigung der Datenauﬂo¨sung in der Integrationsberechnung (Abschnitt 9.4.1). Das Integrationsverfahren
ist bei in Relation zum Signalspektrum zu grob aufgelo¨sten Punktwerten ungeeignet. Die Kollokation liefert
hier die statistisch optimale Lo¨sung und verbessert auch bei grob aufgelo¨sten Punktwerten die Gpm-Lo¨sung.
Bei einer Auﬂo¨sung von 15′ treten die Unterschiede zwischen den Berechnungsverfahren in den Hintergrund,
signiﬁkante maximale Diﬀerenzen ergeben sich noch im Szenario 1UK zwischen den Lo¨sungen mit und denen
ohne Beru¨cksichtigung der Punktho¨he.
Bei der Interpretation der Diﬀerenzen in den Szenarien mit unkorreliertem Rauschen ist neben dem Aspekt
der Punktho¨he die unterschiedliche Modellierung des Rauschens zu beachten, vgl. Abschnitt 9.3.3. Im Szenario
1UK mit einer Datenauﬂo¨sung von 6′ sind die Diﬀerenzen zwischen der Integrations- und der Kollokationslo¨-
sung deshalb auch dann gro¨ßer, wenn in beiden Fa¨llen die individuelle Punktho¨he vernachla¨ssigt wird. Fu¨r die
praktische Anwendung ist zu beachten, dass in der Kollokation die Gewichtung zwischen dem Gpm und den ter-
restrischen Daten kaum noch u¨ber das Rauschniveau der terrestrischen Daten gesteuert werden kann, wenn von
unkorreliertem Rauschen ausgegangen wird (Abschnitt 9.3.3). Im Fall von korreliertem Rauschen treten Stan-
dardabweichungen der Mittelwerte der Diﬀerenzen zwischen Integrations- und Kollokationslo¨sung von 0.3mE
(1K) und 0.2mE (5K) auf. Fu¨r die Szenarien 1UK und 1K sind die Diﬀerenzen der Ergebnisse des Integrati-
onsverfahrens und der Kollokation (h = 0) in Abb. 9.19 (a) und (b) dargestellt. Die Diﬀerenzen im Fall 1K sind
deutlich geringer als im Fall 1UK.
Der Eﬀekt der Vernachla¨ssigung der Punktho¨he zeigt sich im Vergleich der Kollokationslo¨sungen mit und ohne
Beru¨cksichtigung der Punktho¨he besonders deutlich im Szenario 1UK bei einer Datenauﬂo¨sung von 6′ (Abb. 9.19
(c)). Dann erhalten die terrestrischen Daten das ho¨chste Gewicht gegenu¨ber dem Gpm, daher wirkt sich die
Vernachla¨ssigung der Punktho¨he im Integrationsverfahren und in der Kollokation (h = 0) signiﬁkant aus. Auch
im Szenario 1K ist der Eﬀekt zu erkennen (Abb. 9.19 (d)). Die gro¨ßten Abweichungen beﬁnden sich in Hoch-
gebirgsregionen, wie den Alpen, wo große Ho¨hena¨nderungen auftreten (vgl. Dgm in Abb. 7.16). Die Bedeutung
der Punktho¨he nimmt mit zunehmendem Rauschen der terrestrischen Daten aufgrund der dann abnehmenden
Gewichtung gegenu¨ber dem Gpm ab. Daher wird auch nur im Szenario 1UK ein deutlicher Genauigkeitsgewinn
durch Beru¨cksichtigung der Punktho¨he erreicht, die Standardabweichung fu¨r Tˆzz wird um den Faktor 2 besser,
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Tabelle 9.11. Statistik der Diﬀerenzen zwischen den Lo¨sungen fu¨r Tˆzz der untersuchten Verfahren, basierend auf Punkt-
werten (PW) und Blockmittelwerten (BM) unterschiedlicher Auﬂo¨sung, Einheit mE.
Auﬂ. Szen. Integrationsverf. (h = 0) vs
Kollokation (h = 0)
Integrationsverf. (h = 0) vs
Kollokation (h = hi)
Kollokation (h = 0) vs
Kollokation (h = hi)
Mtw Std Min Max Mtw Std Min Max Mtw Std Min Max
6′ (PW) 1UK -0.03 0.73 -1.88 2.72 0.05 0.87 -3.53 2.66 0.08 1.10 -5.46 2.59
1K 0.00 0.28 -1.17 2.22 -0.01 0.73 -3.28 2.12 -0.01 0.66 -3.21 1.94
5K -0.01 0.16 -1.04 0.64 0.02 0.59 -1.72 1.81 0.04 0.57 -1.72 1.76
15′ (PW) 1UK 0.04 0.68 -1.46 2.68 0.04 0.95 -3.38 2.92 0.00 0.68 -3.36 2.09
1K 0.03 0.78 -1.66 2.67 0.03 0.99 -3.49 3.44 0.00 0.66 -3.32 2.08
30′ (PW) 1UK 0.11 6.96 -31.20 23.40 0.10 6.61 -27.41 22.15 -0.01 0.73 -2.45 5.18
1K 0.14 8.48 -38.09 29.14 0.13 8.19 -34.36 27.98 -0.01 0.69 -2.39 5.02
15′ (BM) 1UK 0.02 0.41 -1.20 2.23 0.02 0.49 -1.50 2.23 0.00 0.30 -1.59 0.87
1K 0.02 0.56 -1.27 2.16 0.02 0.59 -1.55 2.13 0.00 0.29 -1.64 0.77
30′(BM) 1UK 0.04 0.91 -1.93 2.63 0.04 0.85 -1.90 2.49 0.00 0.19 -0.85 1.04
1K 0.05 1.32 -2.78 4.45 0.05 1.28 -2.39 4.14 0.00 0.18 -0.96 0.87
0˚ 10˚ 20˚
40˚
50˚
−2 −1 0 1 2
mE
(a) Integrations- vs
Kollokationslo¨sung
(h=0), Szenario 1UK
0˚ 10˚ 20˚
40˚
50˚
−2 −1 0 1 2
mE
(b) Integrations- vs
Kollokationslo¨sung
(h=0), Szenario 1K
0˚ 10˚ 20˚
40˚
50˚
−2 −1 0 1 2
mE
(c) Kollokationslo¨sun-
gen (h=0) vs (h=hi),
Szenario 1UK
0˚ 10˚ 20˚
40˚
50˚
−2 −1 0 1 2
mE
(d) Kollokationslo¨sun-
gen (h=0) vs (h=hi),
Szenario 1K
Abbildung 9.19. Diﬀerenzen der Lo¨sungen Tˆzz der untersuchten Verfahren, aus Punktwerten der Auﬂo¨sung 6
′.
sie fa¨llt von 0.9mE bzw. 1.1mE auf 0.5mE (Tabelle 9.9). Die Auswirkung der Vernachla¨ssigung der Punktho¨he
kann noch deutlicher in den u¨brigen Komponenten des Tensors Tˆ[ij] auftreten, vgl. Abschnitt 9.4.1, detaillierter
wird dies in Kapitel 10 auf Basis realer Daten diskutiert.
Bei den Ergebnissen aus Blockmittelwerten ist der Genauigkeitsgewinn durch Beru¨cksichtigung der Punkt-
ho¨he nur noch gering. Der Unterschied zwischen den Kollokations- und Integrationslo¨sungen ist gro¨ßer als der
Unterschied zwischen den Kollokationslo¨sungen untereinander, die maximalen absoluten Diﬀerenzen sind jedoch
nicht signiﬁkant. Da sich stets kleinere Standardabweichungen fu¨r Tˆzz aus Blockmittelwerten als aus Punkt-
werten derselben Auﬂo¨sungsstufe ergeben (Tabelle 9.9), werden Punktwerte der Auﬂo¨sungsstufe 15′ und 30′
im Folgenden nicht weiter betrachtet und auch bei realen Daten nicht zur Lo¨sung verwendet. Die Ergebnisse
fu¨r Tˆzz aus Blockmittelwerten sind bei allen untersuchten Verfahren qualitativ gleichwertig. Im Fall 1UK mit
30′-Blockmittelwerten fallen die Standardabweichungen der Kollokationslo¨sungen etwas ho¨her aus als die des
Integrationsverfahrens. Dies ist zumindest fu¨r den Fall unerwartet, in dem die individuelle Punktho¨hen seitens
der Kollokation beru¨cksichtigt wurden. Eine Ursache dafu¨r ko¨nnte eine unzureichende Modellierung der Kova-
rianzfunktionen fu¨r Blockmittelwerte in der Kollokation sein (vgl. Abschnitt 9.1). Der Vergleich der Ergebnisse
aus 6′-Punktwerten und aus Blockmittelwerten mit einer Auﬂo¨sung von 15′ bzw. 30′ (Tabelle 9.10) zeigt, dass in
den Szenarien 1UK und 1K kleinere Diﬀerenzen zwischen den Lo¨sungen auf Basis des Integrationsverfahrens als
zwischen den Lo¨sungen auf Basis der Kollokation auftreten. Die Gewichtung der Beobachtungen wird demnach
bei der Kollokation in Abha¨ngigkeit von der Auﬂo¨sung der Beobachtungen und durch die Modiﬁkation der Ko-
varianzfunktionen zur Beru¨cksichtigung der Blockmittelwerte sta¨rker vera¨ndert als beim Integrationsverfahren.
Abschließend la¨sst sich fu¨r die Berechnungen auf Basis synthetischer Daten zusammenfassen, dass der ange-
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Abbildung 9.20. Spuren von 26 Bahnstu¨cken einer Goce-
Zeitreihe (0.2Hz, 29 Tage) u¨ber dem markierten Testgebiet,
in dem Tensorelemente vorliegen, die aus Schwereanomalien
des Gesamtgebietes berechnet wurden.
strebte Genauigkeitsbereich von 1 bis 2mE durch Kombination eines Gpm mit terrestrischen Schwereanomalien
mit den untersuchten Verfahren erreicht werden kann. Die empirisch ermittelten Standardabweichungen der
radialen Komponente Tˆzz liegen fu¨r alle Szenarien mit Ausnahme des Szenarios 5K in diesem Bereich, wenn
Punktwerte mit einer Auﬂo¨sung von 6′ bis 15′ oder Blockmittelwerte mit einer Auﬂo¨sung von 15′ bis 30′ ver-
wendet werden und ein Abstand von etwa 3.5◦ der Berechnungspunkte zum Gebietsrand eingehalten wird. Bei
besonders hoher Qualita¨t und feiner Auﬂo¨sung der terrestrischen Daten ist die Beru¨cksichtigung der individuellen
Punktho¨he in Hochgebirgsregionen mit großen Ho¨hena¨nderungen zu empfehlen. Die Ergebnisse des Integrations-
verfahrens haben gezeigt, dass die Varianz der radialen Komponenten im Vergleich zu den Varianzen der u¨brigen
Komponenten am gro¨ßten ist. Das Genauigkeitsniveau kann daher unter den genannten Randbedingungen fu¨r
alle Komponenten des Tensors Tˆ[ij] eingehalten werden.
9.4.4 Analyse der Spektraldichten des Rauschens
Im Hinblick auf die Kalibrierung und Evaluierung der Gradiometerdaten der Goce-Mission ist eine Beurteilung
des verbleibenden Rauschens fu¨r die Werte des Tensors Tˆ[ij] im Frequenzraum erforderlich, um sicherzustel-
len, dass die berechneten Referenzwerte im Messband des Gradiometers die notwendige Genauigkeit von 7 bis
11mE/
√
Hz erreichen, vgl. Abschnitt 2.3.4.
Fu¨r die Analyse der Genauigkeiten im Frequenzbereich wurden residuale Tensorwerte TG[ij] entlang einer simu-
lierten Goce-Bahn (SCVII, 2000) berechnet (29 Tage, 0.2Hz). Die Tensorwerte basieren auf der Diﬀerenz aus
dem synGpm360s und dem synGpm360i, sie entsprechen dem im synthetischen Erdmodell simulierten Rau-
schen des Gpm. Die (Quadratwurzel der) Spektraldichte dieses Rauschens ist in Abb. 9.21 in hellgrau fu¨r die
radiale Komponente TGZZ dargestellt. Die horizontalen weißen Linien geben das Genauigkeitsniveau von 7 bzw.
11mE/
√
Hz an. Da die synthetischen Daten auf dem Eigen-Grace02s basieren und nicht auf dem neueren Mo-
dell Eigen-gl04c ergeben sich hier insgesamt gro¨ßere Werte als bei der Spektraldichte des simulierten Rauschens
des Eigen-gl04c (Abb. 2.8 in Abschnitt 2.3.4). Die vertikalen gestrichelten Linien in Abb. 9.21 kennzeichnen
den Bereich der spha¨risch-harmonischen Grade von 105 bis 200 (0.019 bis 0.036Hz), den fu¨r Goce hinsichtlich
der angestrebten hohen Auﬂo¨sung besonders relevanten Bereich. Ab dem Grad 105 basiert das synGpm360s auf
dem Egm96, dies ist der Grund fu¨r die dort ansteigende (hellgrau dargestellte) Spektraldichte. Die Spektral-
dichte des simulierten Rauschens fa¨llt fu¨r ho¨here Grade auf null ab, da in der Ho¨he von 250 km hochfrequentes
Signal fehlt.
Bei der Berechnung der Spektraldichten des verbleibenden Rauschens aus dem Soll-Ist-Vergleich auf Basis
der Referenzwerte, die aus der Kombination eines Gpm mit terrestrischen Daten berechnet wurden, tritt das
Problem auf, dass die Zeitreihe nur ausschnittweise gegeben ist, denn die Referenzwerte des Tensors TG[ij] liegen
nur in einem regional begrenzten Gebiet vor, wie es in Abb. 9.20 dargestellt ist. Daher kann die Spektraldichte
nur fu¨r kurze Bahnstu¨cke berechnet werden. U¨ber dem in dieser Arbeit verwendeten Testgebiet verlaufen 26
Bahnstu¨cke des oben verwendeten Testdatensatzes mit jeweils 45 Abtastwerten entsprechend einer Zeitspanne
von 225 s (Abb. 9.20). Die aus den Spektraldichten des simulierten Rauschens des Gpm der 26 Bahnstu¨cke gemit-
telte Spektraldichte ist in Abb. 9.21 in schwarz fu¨r die radiale Komponente TGZZ dargestellt. Man erkennt, dass
innerhalb des grau unterlegten Messbandes die Spektraldichte in etwa der des simulierten Rauschens desGpm der
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Abbildung 9.21. Quadratwurzel der Spektraldich-
ten simulierten Rauschens in TGZZ (Gpm-Lo¨sung) einer
Goce-Zeitreihe (0.2 Hz, 29 Tage): Spektraldichte der
globalen Zeitreihe (hellgrau), gemittelte Spektraldich-
te aus 26 Bahnstu¨cken; Genauigkeitniveaus 7mE/
√
Hz
bzw. 11mE/
√
Hz (—, weiß), Spektralbereich sph.-
harm. Grad 105 bis 200 (- - -, weiß), Ausschnitt des
Messbandes dunkelgrau hinterlegt.
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Abbildung 9.22. Quadratwurzel der Spektraldichten
des verbleibenden Rauschens in TGZZ aus 26 Bahn-
stu¨cken einer Goce-Zeitreihe (0.2 Hz, 29 Tage), Kom-
binationslo¨sung des Integrationsverfahrens, Szenario
5K (hellgrau) und 1K (schwarz); u¨brige Angaben wie
in Abb. 9.21.
vollsta¨ndigen Zeitreihe (hellgrau) entspricht. Zwar treten im langwelligeren Bereich Abweichungen auf, aber die
La¨nge der Bahnbogenstu¨cke ist ausreichend, um erste Aussagen u¨ber die Genauigkeit der regional vorliegenden
Referenzwerte im Frequenzbereich zu treﬀen.
Fu¨r die weitergehende Untersuchung wurden Tensorelemente entlang der Bahn auf Basis des Integrationsver-
fahrens im Szenario 1K aus Punktwerten mit einer Auﬂo¨sung von 6′ berechnet. Dazu wurden die Tensorwerte
in einem dreidimensionalen Raster bestimmt. Das Raster besteht aus Fla¨chen, deren Punkte im geographischen
Gitter jeweils in gleicher Ho¨he u¨ber dem Referenzellipsoid angeordnet sind. Es wurden elf Fla¨chen in Absta¨nden
von 5 km generiert, um eine ausreichende Genauigkeit (< 0.01mE) in der anschließenden Interpolation (kubischer
Spline-Ansatz) der Tensorwerte in den Bahnpunkten zu garantieren. Anschließend wurde durch einen Soll-Ist-
Vergleich das verbleibende Rauschen in den Tensorelementen entlang der Bahn berechnet. Die (Quadratwurzel
der) Spektraldichte dieses Rauschens ist in Abb. 9.22 in schwarz fu¨r die radiale Komponente TGZZ dargestellt.
Es ist eine deutliche Verringerung der Spektraldichte im Messband in der kombinierten Lo¨sung gegenu¨ber der
Gpm-Lo¨sung (Abb. 9.21) zu erkennen. Die mittlere Spektraldichte liegt immer unterhalb von 11mE/
√
Hz, inner-
halb des Bereiches der spha¨risch-harmonischen Grade 105 bis 200 sogar unterhalb von 7mE/
√
Hz. In Abb. 9.22
ist in hellgrau die Spektraldichte des verbleibenden Rauschens der kombinierten Lo¨sung auf Basis terrestri-
scher Daten mit korreliertem Rauschen des Niveaus 5mgal dargestellt, hier wird das Genauigkeitsniveau von
11mE/
√
Hz u¨berschritten. Dies war zu erwarten, da die Standardabweichung der radialen Tensorkomponente
Tzz den in Abschnitt 2.3.4 abgescha¨tzten anzustrebenden Genauigkeitsbereich von 1 bis 2mE auch im Ortsraum
u¨berschreiten.
Im Bereich unterhalb des spha¨risch-harmonischen Grades von etwa 120 (0.02Hz) kann eine weitere Verbesse-
rung erzielt werden, wenn alsGpm das genauere Eigen-gl04c eingesetzt wird. Kritisch bleibt aber eine mo¨gliche
U¨berschreitung des Genauigkeitsziels im Bereich von Grad 120 bis 200, da auch hier die Spektraldichten des si-
mulierten Rauschens fu¨r das Eigen-gl04c ansteigen, vgl. Abb. 2.8.
Entsprechende Berechnungen auf Basis der Blockmittelwerte mit einer Auﬂo¨sung von 30′ in Kombination
mit dem synGpm360i zeigen, dass auch bei einem Rauschniveau von 1mgal die Spektraldichte des verbleiben-
den Rauschens zwar im markierten Bereich der spha¨risch-harmonischen Grade von 105 bis 200 unterhalb von
11mE/
√
Hz liegt, diesen Wert im langwelligeren Bereich jedoch u¨berschreitet. Dies kann zwar durch Verwendung
des Eigen-gl04c verbessert werden, zuverla¨ssiger ist aber die Berechnung der Referenzwerte auf Basis ho¨her
aufgelo¨ster terrestrischer Blockmittelwerte, da außerdem zusa¨tzliche Fehler durch Unkenntnis der wahren Kor-
relation des Rauschens der terrestrischen Daten und des wahren Rauschens des Gpm in die Kombinationslo¨sung
einﬂießen.
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Zusammenfassend kann gesagt werden, dass ein Rauschniveau von 1mgal (korreliert und unkorreliert) der ter-
restrischen Daten bei einer Datenauﬂo¨sung von 6′ bis 15′ in der Kombinationslo¨sung mit einem aktuellen Gpm
ausreicht, um das angestrebte Genauigkeitsniveau von 11mE/
√
Hz im Messband des Gradiometers fu¨r die Kali-
brierung und Evaluierung der Goce-Daten einzuhalten. Eine spektrale Analyse von Ausschnitten der Beobach-
tungszeitreihe ist hinsichtlich des Messbandes des Gradiometers mo¨glich, wenn mindestens eine Zeitspanne von
225 s abgedeckt wird. Zur Evaluierung des Rauschens der Referenzwerte im Messband muss daher das Gebiet,
in dem die Tensorwerte vorliegen, ausreichend groß sein. Das Gebiet sollte eine spha¨rische Distanz von gro¨ßer
15◦ in Ost-West- und Nord-Su¨d-Ausdehnung abdecken. Die tatsa¨chlich notwendige Ausdehnung in Ost-West-
und Nord-Su¨drichtung ha¨ngt auch von der Orientierung der Satellitenbahnspur ab, die in dem hier verwendeten
Beispiel nur wenig von der Nord-Su¨d-Richtung abweicht, vgl. Abb. 9.20.
9.5 Gegenu¨berstellung und Zusammenfassung der Ergebnisse
Im Folgenden werden die Ergebnisse der statistischen Bestimmung der Varianzen ohne die Einfu¨hrung von
konkreten Beobachtungen und der Berechnung der Varianzen auf Basis synthetischer Beobachtungen verglichen.
Fu¨r Punktwerte der Auﬂo¨sung von 6′ ergibt sich, dass die Standardabweichungen der radialen Komponente Tzz
auf Basis der Akkumulation spektral gewichteter Gradvarianzen (Tabelle 9.3) im Vergleich zu den Standardab-
weichungen auf Basis des verbleibenden Rauschens bei Anwendung des Integrationsverfahrens in allen Szenarien
(Tabelle 9.9) zu niedrig sind, maximal um 0.3mE. Dies ist plausibel, da in der statistischen Berechnung der
Idealfall von global vorliegenden terrestrischen Daten angenommen wurde. In der praktischen Anwendung ist
genau zu pru¨fen, ob die tatsa¨chliche Datenkonstellation Genauigkeiten erlaubt, die an das Niveau des Idealfalls
heranreichen. Die Standardabweichungen, die auf Basis der Kollokation bestimmt wurden (Tabelle 9.5), sind
maximal um 0.1mE zu groß gegenu¨ber den Standardabweichungen auf Basis des verbleibenden Rauschens bei
Anwendung der Kollokation (h = hi). Die statistisch berechneten Standardabweichungen wu¨rden gro¨ßer ausfal-
len, wenn die Signalgradvarianzen der Kovarianzen in der Kollokation auf Basis der globalen Parameter (2.63)
anstelle der lokalen Parameter (9.1) berechnet wu¨rden, s. a. (Wolf, 2006). Die lokalen Parameter erlauben eine
regional gu¨ltige Bestimmung der Standardabweichung. Im Vergleich zu den empirischen Standardabweichungen
basierend auf der Kollokation bei Vernachla¨ssigung der individuellen Punktho¨he der residualen Beobachtungen
(h = 0) sind die Standardabweichungen aus der statistischen Berechnung im Szenario 1UK um 0.5mE (50%) zu
niedrig abgescha¨tzt. Der Grund dafu¨r ist, dass der Fehler durch Vernachla¨ssigung der Punktho¨he in der statisti-
schen Bestimmung der Varianz nicht beru¨cksichtigt wird. In den Szenarien 1K und 5K betra¨gt die Abweichung
nur 0.1mE (10% bzw. 1%), da die individuelle Punktho¨he bei zunehmendem Rauschen der Beobachtungen an
Bedeutung verliert. Der mo¨gliche Genauigkeitsverlust bei Vernachla¨ssigung der Punktho¨he ist bei Verwendung
der pra¨dizierten Genauigkeiten zu beru¨cksichtigen.
Die Akkumulation spektral gewichteter Gradvarianzen eignet sich nur bedingt zur Abscha¨tzung des Einﬂusses
der Auﬂo¨sung der Beobachtungen (Abschnitt 9.3.3). Daher werden bei Auﬂo¨sungsstufen von 15′ und 30′ die
Varianzen aus der Kollokation zum Vergleich mit den empirisch ermittelten Varianzen herangezogen.
Bei der Verwendung von Blockmittelwerten als Beobachtungen fa¨llt die Standardabweichung aus der Kollo-
kation etwa um den Faktor 2 gro¨ßer aus als die empirische Standardabweichung auf Basis des verbleibenden
Rauschens (vgl. Tabelle 9.6 und 9.9). Bei Punktwerten gilt dieser Faktor auch fu¨r Daten mit einer Auﬂo¨sung
von 15′, fu¨r Punktwerte mit einer Auﬂo¨sung von 30′ stimmt der Wert im Bereich von 0.2mE (Faktor 0.05)
mit der empirischen Standardabweichung aus dem Soll-Ist-Vergleich der Kollokationslo¨sungen u¨berein. Das In-
tegrationsverfahren eignet sich nicht zur Verarbeitung von Punktwerten der Auﬂo¨sung von 30′, deshalb sind die
empirischen Standardabweichungen von Tˆzz in diesem Fall um einen Faktor 2 gro¨ßer als die der statistischen
Berechnung.
Die nummerischen Ergebnisse auf Basis der synthetischen Daten haben gezeigt, dass Blockmittelwerte bei
Auﬂo¨sungsstufen von 15′ und 30′ und einem Rauschniveau von 1mgal zur Berechnung der Tensorkomponenten
mit dem Genauigkeitsziel von 1 bis 2mE geeignet sind. Bei Blockmittelwerten mit einer Auﬂo¨sung von 30′ kann
jedoch die angestrebte Genauigkeit von 11mE/
√
Hz im Messband des Gradiometers u¨berschritten werden. Bei
der Verwendung von Blockmittelwerten ist außerdem auf eine hohe Qualita¨t der Daten zu achten, hier wurden
sie aus regelma¨ßig verteilten residualen Punktwerten mit einer Auﬂo¨sung von 3′ berechnet, deren hochfrequentes
Signalspektrum beschra¨nkt ist. Wenn in der praktischen Anwendung die urspru¨nglichen Punktwerte in gro¨berer
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Auﬂo¨sung oder unregelma¨ßig verteilt vorliegen, ist es mo¨glich, dass der Blockmittelwert den jeweiligen Block nicht
ausreichend gut repra¨sentiert, s. a. (Weber, 1984). Bereits einzelne Ausreißer ko¨nnen aufgrund der Blockgro¨ße in
der Kombinationslo¨sung stark ins Gewicht fallen. Blockmittelwerte mit einer Auﬂo¨sung von 30′ sind deshalb nur
mit Vorsicht einzusetzen, auch wenn die Rechenzeit damit erheblich reduziert werden kann.
Die nummerischen Untersuchungen besta¨tigen die Eignung der Kollokation zur Abscha¨tzung der Auswirkungen
der Gebietsgro¨ße, der Auﬂo¨sung und des Rauschens auf die Standardabweichung der Zielgro¨ße ohne Kenntnis der
tatsa¨chlichen Beobachtungen. Das synthetische Erdmodell hat sich einerseits bei der Kontrolle der statistischen
Bestimmung der Standardabweichung bewa¨hrt, andererseits ermo¨glicht es eine nummerische Untersuchung der
Unterschiede zwischen dem Integrationsverfahren und der Kollokation hinsichtlich der in den Methoden resultie-
renden Gewichtung der Beobachtungen. Ohne simuliertes Rauschen ließe sich der Eﬀekt einer unterschiedlichen
Gewichtung der eingehenden Datensa¨tze in den zu untersuchenden Methoden nur bedingt nachweisen, da stets
rauschfreie Information einginge. Mit Hilfe der synthetischen Daten konnten nicht nur Unterschiede zwischen
den Ergebnissen ermittelt werden, sondern es konnte auch die Qualita¨t jeder einzelnen Lo¨sung bewertet werden.
Bei der statistischen Berechnung der Varianzen der Zielgro¨ßen wurden alle Tensorkomponenten einbezogen,
erwartungsgema¨ß ergab sich fu¨r die radiale Komponente stets die gro¨ßte Varianz. Der Fokus der Genauigkeits-
analyse mit synthetischen Daten lag deshalb auf der radialen Komponente Tzz. Exemplarisch wurde gezeigt, dass
die ermittelten Genauigkeiten auch fu¨r die anderen Tensorkomponenten erreicht werden.
Auf Basis der nummerischen Ergebnisse la¨sst sich zusammenfassen, dass die Komponenten des Tensors T[ij]
in der Bahnho¨he von Goce im angestrebten Genauigkeitsbereich von 1 bis 2mE aus der Kombination eines
aktuellen Gpm (Eigen-Grace02s und Egm96 mit nmax = 360) mit terrestrischen Schwereanomalien berechnet
werden ko¨nnen, wenn das Niveau des korrelierten oder unkorrelierten Rauschens der terrestrischen Daten bei etwa
1mgal liegt. Die statistische Genauigkeitsabscha¨tzung hat ergeben, dass fu¨r die Berechnungspunkte ein Abstand
von etwa 3.5◦ oder mehr vom Rand des Eingangsdatengebietes eingehalten werden sollte. Das Gebiet, in dem
die Tensorelemente berechnet werden, muss eine Ausdehnung von gro¨ßer 15◦x15◦ haben, damit genu¨gend lange
Zeitreihenausschnitte (> 225 s) spektral bezu¨glich des Messbandes des Gradiometers untersucht werden ko¨nnen.
In Hochgebirgsregionen mit großen Ho¨hena¨nderungen sollte die individuelle Punktho¨he der residualen Beobach-
tungen bei der Berechnung der Tensorelemente beru¨cksichtigt werden. Bezu¨glich der Auﬂo¨sung der terrestrischen
Beobachtungen wurde festgestellt, dass eine Auﬂo¨sung bis zu 15′ fu¨r Punkt- bzw. Blockmittelwerte ausreicht,
wenn deren hochfrequentes Signalspektrum beschra¨nkt ist. Bei realen Daten kann dies durch Anwendung der
Rtm-Reduktion erreicht werden.
10 Anwendung auf reale Daten
In diesem Kapitel werden die Ergebnisse der mit beiden untersuchten Methoden (Integrationsverfahren und
Kollokation) durchgefu¨hrten Berechnungen zur Bestimmung der Elemente des Tensors Tˆ[ij] aus der Kombination
eines Gpm mit realen terrestrischen Schwereanomalien ∆g dargestellt und diskutiert.
Fu¨r die Berechnungen ko¨nnen terrestrisch bestimmte Schwerewerte aus der Relativ- und Absolutgravimetrie
(±0.01 . . .0.02mgal bzw. ±0.001 . . .0.003mgal, Torge, 2001) und der See- und Fluggravimetrie (±0.5 . . .2mgal
bzw. ±2 . . .5mgal, Torge, 2001) verwendet werden. In Abha¨ngigkeit von der Messmethode werden zuna¨chst
gera¨te- bzw. methodenspeziﬁsche Korrekturen an den Messwerten angebracht (Torge, 2001; Roland, 2005). Dar-
u¨ber hinaus wird der Einﬂuss von Erdgezeiten, Polbewegung und Luftdrucka¨nderungen reduziert (z. B. Denker,
1989). Durch Abzug der Normalschwere werden die Schwerewerte g in Schwereanomalien ∆g u¨berfu¨hrt. Im
weiteren Sinn geho¨ren auch die Schwereanomaliedatensa¨tze, die aus Geoidwerten der Altimetrie abgeleitet wer-
den, zu den terrestrischen Datensa¨tzen (±3 . . . 14mgal, Andersen et al., 2006). Eine Auﬂistung frei verfu¨gbarer
Altimetriemodelle ﬁndet sich z.B. in (Roland, 2005).
In dieser Arbeit wird davon ausgegangen, dass die terrestrischen Datensa¨tze ∆g konsistent bezu¨glich der
vorgenommenen Korrekturen sind und im selben Bezugssystem (Grs80) vorliegen. Eine detaillierte Beschreibung
der notwendigen Aufbereitung zur Zusammenfu¨hrung der Daten wird in (Roland, 2005) gegeben.
In den Berechnungen wird die Remove-Restore-Technik angewendet (Abschnitt 3.1), der langwellige Signal-
anteil ∆gM auf Basis des Gpm wird reduziert. Zusa¨tzlich wird bei realen Daten ∆g der gravitative Einﬂuss
der Atmospha¨re (δgA, Abschnitt 3.2) reduziert, damit die Laplace-Gleichung (2.3) im Außenraum gilt. Diese
Reduktion wird im Folgenden stets vorausgesetzt, eine Restitution dieses Anteils ist aufgrund der großen Ho¨he,
in der die Zielgro¨ßen berechnet werden, nicht notwendig, vgl. Abschnitt 3.2. Zur Gla¨ttung der Daten wird die in
Abschnitt 3.3 besprochene Reduktion des Gravitationseﬀekts der residualen topographischen Massen (∆gRTM)
angewendet. In Analogie zu den Bezeichnungen im Kontext der synthetischen Daten wird die Rtm-reduzierte
Schwereanomalie mit
∆gT = ∆g −∆gRTM (10.1)
bezeichnet. Die so reduzierten Schwereanomalien sind vergleichbarmit den auf Basis des synthetischen Erdmodells
simulierten Schwereanomalien (vgl. Kapitel 7).
Aus den Untersuchungen mit synthetischen Daten hat sich ergeben, dass fu¨r die terrestrischen Daten Ge-
nauigkeiten von etwa 1mgal gefordert werden mu¨ssen, um die angestrebte Genauigkeit von 1 bis 2mE in den
Zielgro¨ßen zu erhalten. Eine Genauigkeit von 1 bis 2mgal wird in Teilen Europas (Denker und Torge, 1998;
Roland, 2005) erreicht, fu¨r Kanada (ca. ±2 . . .8mgal, Sideris und She, 1995; Kenyon et al., 2005) und die Usa
(ca. ±2 . . . 8mgal, Smith und Roman, 2001; Kenyon et al., 2005) werden etwas schlechtere Genauigkeit ange-
geben. Die Genauigkeit der Schweredaten aus der Altimetrie wird mit ±3 . . . 14mgal beziﬀert (Andersen et al.,
2006). Die Genauigkeitsangaben sind, auch in Anbetracht der Gro¨ße der Gebiete, nur ungefa¨hre Einscha¨tzun-
gen der tatsa¨chlichen Genauigkeit der Beobachtungen. Hinsichtlich mo¨glicher systematischer Fehler der Daten
besteht Untersuchungsbedarf, s. a. (Heck, 1990; Roland, 2005). In dieser Arbeit werden reale Daten u¨ber Zentral-
Europa verwendet, es wird das in der Literatur angegebene Genauigkeitsniveau fu¨r diese Daten angehalten, eine
Genauigkeitsanalyse der terrestrischen Daten wird nicht vorgenommen.
Im Folgenden werden die verwendeten Datensa¨tze und die daraus resultierenden Ergebnisse fu¨r die Kompo-
nenten des Tensors Tˆ[ij] in der Bahnho¨he von Goce vorgestellt. Die nummerischen Ergebnisse des Integrati-
onsverfahrens mit spektralen Gewichten werden den Lo¨sungen aus der Kollokation gegenu¨bergestellt. Außerdem
werden die Ergebnisse aus Punkt- und Blockmittelwerten und die Ergebnisse mit und ohne Beru¨cksichtigung der
Punktho¨he der residualen Beobachtungen verglichen.
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10.1 Verwendete Datensa¨tze
Die Begrenzung des Datengebietes in der nummerischen Berechnung ist dieselbe wie fu¨r die synthetischen Daten:
36.5◦ < ϕ < 58.5◦ und −7.0◦ < λ < 27◦. Die Analyse der Ergebnisse erfolgt auch hier im Auswertegebiet mit
der Begrenzung 40◦ < ϕ < 55◦ in der geographischen Breite und 0◦ < λ < 20◦ in der geographischen La¨nge, um
einen Abstand von mindestens 3.5◦ zum Rand des Datengebietes einzuhalten. In den Berechnungen werden ein
Gpm, terrestrische Schwereanomalien und ein Dgm verwendet, wie im Folgenden erla¨utert wird.
Auf Grundlage desGpm werden Schwereanomalien∆gM nach (2.26) und Elemente des Tensors TˆM[ij] nach (2.30)
berechnet, die fu¨r die Reduktion und Restitution des langwelligen Signalanteils im Rahmen der Remove-Restore-
Technik bereitstehen. Als Gpm wird das Eigen-gl04c (GFZ, 2006a; Fo¨rste et al., 2006) bis zum spha¨risch-
harmonischen Grad nmax = 360 verwendet. Die Signal- und Fehlergradvarianzen des Eigen-gl04c und des in den
Berechnungen mit synthetischen Daten verwendeten synGpm360s (Abschnitt 7.3) sind fu¨r Schwereanomalien in
Abb. 10.1 dargestellt. In Tabelle 10.1 sind die Quadratwurzeln der akkumulierten Signal- und Fehlergradvarianzen
des Eigen-gl04c fu¨r Schwereanomalien und fu¨r die radiale Tensorkomponente in der Bahnho¨he von Goce
angegeben. In beiden Funktionalen wird eine Genauigkeitssteigerung um Faktor 2 gegenu¨ber dem synGpm360s
erreicht, vgl. Tabelle 7.1. In den Berechnungen wird das Grs80 als Referenzsystem gewa¨hlt, der Bezug des
Koeﬃzienten a¯20 des Eigen-gl04c auf ein gezeitenfreies Geoid (s. Abschnitt 2.1.1) wird beibehalten.
Die terrestrischen Schwere- und Topographiedaten entstammen der Datensammlung des Instituts fu¨r Erdmes-
sung, sie wurden zusammengetragen und aufbereitet im Rahmen des Iag-Projektes “Europageoid” zur Berech-
nung des Europa¨ischen Quasigeoids Egg97 (Denker et al., 1997; Denker und Torge, 1998). Aus diesen Daten
wurden Schwereanomalien ∆gT in einem geographischen Gitter mit einer Auﬂo¨sung von 5′ abgeleitet. Dieser Da-
tensatz wurde bereits in (Denker, 2003) fu¨r die Berechnung der radialen Tensorkomponente Tzz genutzt und stand
fu¨r die vorliegende Arbeit zur Verfu¨gung. Die Schwereanomalien ∆gT sind bereits um den Rtm-Eﬀekt ∆gRTM
nach (10.1) reduziert worden, zur Berechnung der Rtm-Reduktion (Abschnitt 3.3) wurde ein Dgm mit der Auﬂo¨-
sung von 1′ und eine Referenztopographie mit der Auﬂo¨sung von 15′ verwendet, s. a. (Denker und Torge, 1998).
Auf Grundlage desselben Datensatzes wurden im Rahmen der Untersuchungen in (Denker, 2003) auch Rtm-
Reduktionswerte TRTM[ij] fu¨r die Tensorkomponenten in der Bahnho¨he von Goce berechnet. Die Rtm-reduzierten
Schwereanomalien ∆gT sind als Blockmittelwerte aus Punktwerten ho¨herer Auﬂo¨sung unregelma¨ßiger Verteilung
berechnet worden. Da im Signalspektrum der Rtm-reduzierten Schwereanomalien hochfrequente Anteile fehlen,
repra¨sentieren Punkt- und Blockmittelwerte dieser Auﬂo¨sungsstufe den gleichen Signalinhalt. In Analogie zu den
Bezeichnungen im Kontext des synthetischen Erdmodells werden auch hier die Werte mit einer Auﬂo¨sung von
5′ als Punktwerte bezeichnet. Die Statistik der nicht reduzierten Schwereanomalien ∆g und der Reduktionswer-
te ∆gRTM aus Tabelle 10.2 beziehen sich auf die origina¨ren unregelma¨ßig verteilten Punktwerte, alle u¨brigen
Angaben der Tabelle auf Werte des regelma¨ßigen Gitters mit der Auﬂo¨sung von 5′.
Fu¨r die Modellierung der Topographie wurde das in Abschnitt 7.2.2 eingefu¨hrte eurDgm5 verwendet, s. a.
Abb. 7.16. Die Punktho¨he der Schwereanomalien bleibt nach einer Rtm-Reduktion unvera¨ndert (Gerlach, 2003,
S. 70), daher wird die Bezugsho¨he der 5′-Gitterwerte aus dem Dgm mit der passenden Auﬂo¨sung von 5′ entnom-
men. Die Schwereanomalien ∆gM aus dem Eigen-gl04c werden in Ho¨he des Dgm u¨ber dem Grs80-Ellipsoid
berechnet, ihre Statistik ist in Tabelle 10.2 angegeben.
Tabelle 10.1. Quadratwurzeln der akkumulierten
Signal- und Fehlergradvarianzen des Eigen-gl04c fu¨r
Schwereanomalien auf der Erdoberﬂa¨che [mgal] und
fu¨r radiale Tensorkomponenten in der Bahnho¨he von
Goce (h = 250 km) [mE]. Die spektrale Aufteilung
entspricht der in Tabelle 7.1.
nmin nmax ∆g 	∆g Tzz 	Tzz
2 104 22.45 0.40 253.30 1.39
105 360 22.22 5.77 20.80 3.06
2 360 31.59 5.78 254.15 3.36
Tabelle 10.2. Statistik der origina¨ren Schwereano-
malien ∆g, der zugeho¨rigen Rtm-Reduktionswerte
∆gRTM, sowie der Eingangsdaten ∆gT , ∆gM und ∆gR
im untersuchten Testgebiet, Einheit mgal.
Daten Mtw Std Min Max
∆g(a) 7.95 27.99 -182.19 234.51
∆gRTM(a) -2.50 13.14 -219.39 143.95
∆gT (b) 10.61 32.77 -179.76 189.98
∆gM (b) 10.16 30.42 -164.42 148.25
∆gR(b) 0.45 13.51 -102.57 109.01
(a) bezogen auf irregula¨r verteilte Punktwerte
(b) bezogen auf Gitterpunkte der Auﬂo¨sung 5′
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Abbildung 10.1. Signalgradvarianzen (—) und
Fehlergradvarianzen (- - -) von Schwereanomalien
auf Basis des Eigen-gl04c (schwarz) und des
synGpm360s (grau).
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Abbildung 10.2. Residuale Schwereanomalien ∆gR
im Testgebiet.
Im Zuge der Remove-Restore-Prozedur werden die residualen Schwereanomalien ∆gR aus der Diﬀerenz der
Schwereanomalien ∆gT und ∆gM nach (3.27) bzw. (3.81) berechnet. Die residualen Schwereanomalien ∆gR
u¨ber dem Testgebiet sind in Abb. 10.2 dargestellt, ihre Statistik ist in Tabelle 10.2 angegeben. Sie sind Eingangs-
daten fu¨r die Berechnung der Elemente des residualen Tensors TˆR[ij]. Die realen residualen Daten ∆g
R haben
einen geringeren hochfrequenten Signalanteil als die synthetischen Daten (vgl. Tabelle 7.3, Abb. 7.17). Dies ist
grundsa¨tzlich fu¨r Interpolationsaufgaben und deshalb auch fu¨r die Berechnung der Tensorkomponenten von Vor-
teil. Der residuale Tensor TˆR[ij] wird durch Addition des Tensors Tˆ
M
[ij] auf Basis des Eigen-gl04c und des Tensors
TRTM[ij] zur Lo¨sung Tˆ[ij] restituiert. Die Statistik der Elemente der Tensoren T
RTM
[ij] und Tˆ
M
[ij] fu¨r die Daten im
Auswertegebiet ist in Tabelle 10.3 angegeben. Aufgrund der großen Ho¨he, in der die Tensorelemente berechnet
werden, ergeben sich fu¨r die Rtm-Reduktion nur kleine Werte.
Es sei noch angemerkt, dass bei der Berechnung der spektralen Gewichte fu¨r das Integrationsverfahren und in
der Anwendung der Kollokation davon ausgegangen wird, dass keine Korrelationen im Rauschen zwischen dem
Gpm und den terrestrischen Daten vorhanden sind (Abschnitt 3.4.4 und 3.5.2). Diese Anforderung wa¨re nur
fu¨r ein Gpm streng erfu¨llt, das ausschließlich auf Satellitendaten beruht. Verfu¨gbare derartige Modelle haben
nur eine maximale Auﬂo¨sung bis zum spha¨risch-harmonischen Grad 120 oder 150. Je ho¨her aber der Entwick-
lungsgrad des Gpm ist, desto eher ko¨nnen Fehler aufgrund der spha¨rischen Na¨herungen in der Modellierung
der residualen Beobachtungen vernachla¨ssigt werden. In der Kombinationslo¨sung wird deswegen das Eigen-
gl04c mit einer Auﬂo¨sung bis zum spha¨risch-harmonischen Grad 360 als Gpm verwendet, s. a. (Denker et al.,
2006). Das Modell basiert auf der Kombination von Satellitendaten mit terrestrischen Daten, die etwa ab einem
spha¨risch-harmonischen Grad 70 in die Lo¨sung einﬂießen, z. B. (Fo¨rste et al., 2005). Bei der Kombination des
Eigen-gl04cmit den regionalen terrestrischen Daten kann deswegen nicht ausgeschlossen werden, dass in beiden
Datenquellen zum Teil identische terrestrische Datensa¨tze verwendet werden. Sich daraus ergebende mo¨gliche
Korrelationen zwischen den Koeﬃzienten des Gpm und den terrestrischen Daten sind nicht bekannt und werden
in den Berechnungen vernachla¨ssigt.
Tabelle 10.3. Statistik der Rtm-Reduktionswerte TRTM[ij] und des Signalanteils Tˆ
M
[ij] des Eigen-gl04c im Auswertegebiet
in der Bahnho¨he von Goce, Einheit mE.
Daten Mtw Std Min Max
TRTMxx -0.03 0.58 -3.10 1.50
TRTMxy 0.00 0.31 -1.00 1.30
TRTMxz -0.01 0.66 -2.70 2.40
TRTMyy -0.01 0.38 -2.20 1.30
TRTMyz -0.01 0.50 -2.10 2.10
TRTMzz 0.04 0.81 -1.70 3.90
Daten Mtw Std Min Max
TˆMxx -102.98 136.70 -408.71 203.01
TˆMxy -30.80 84.84 -165.71 227.45
TˆMxz 56.97 155.13 -561.62 411.11
TˆMyy -46.34 106.62 -338.92 435.66
TˆMyz 2.17 120.09 -322.53 461.32
TˆMzz 149.32 201.88 -242.82 617.61
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10.2 Nummerische Ergebnisse
Im Folgenden werden die nummerischen Ergebnisse fu¨r die Komponenten des Tensors Tˆ[ij] auf Basis der realen
Daten diskutiert. Bei der Berechnung werden Punktwerte der Auﬂo¨sungsstufe 5′ und daraus abgeleitete Block-
mittelwerte mit einer Auﬂo¨sung von 15′ und 30′ verwendet. Der Diskussion der Ergebnisse liegt auch hier die
angestrebte Genauigkeit von 1 bis 2mE aus Abschnitt 2.3.4 zugrunde.
Fu¨r die realen Daten wird von einem Rauschniveau von 1mgal bei korreliertem Rauschen entsprechend dem
Korrelationsmodell aus (3.54) ausgegangen (Denker, 2003; Roland, 2005; Denker et al., 2006). Im Fall realer
Daten ist dabei zu beachten, dass das Rauschen nicht von den Daten getrennt werden kann, anders als bei
den synthetischen Daten wird hier das Rauschen in der Blockmittelwertbildung mitgefu¨hrt, vgl. Abschnitt 7.5.1.
Dies hat zur Folge, dass zwar die Korrelationsla¨nge der Kovarianzfunktion des Rauschens in etwa erhalten bleibt,
sich das Rauschniveau aber um etwa 30% bei den 30′-Blockmittelwerten senkt. Derartige Schwankungen ko¨nnen
auch beim - unbekannten - wahren Rauschniveau der realen terrestrischen Daten zwischen einzelnen Teilgebieten
auftreten. Daher wird auch bei Blockmittelwertdaten das Rauschniveau von 1mgal in der Berechnung angehalten.
Des Weiteren ist fu¨r die Berechnung mit realen Daten die Rtm-Reduktion wichtig. Die Ergebnisse auf Basis
der synthetischen 30′-Punktwerte haben gezeigt, dass gerade im Integrationsverfahren das Signal in Relation
zum seinem Spektrum ausreichend dicht abgetastet werden muss, um Fehler durch Aliasing zu vermeiden. Eine
Abtastweite von 5′ wu¨rde fu¨r unreduzierte Schwereanomalien nicht ausreichen, s. a. (Vassiliou, 1987). Erst durch
die Gla¨ttung des Signals mit der Rtm-Reduktion ist diese Abtastweite ausreichend, s. a. (Denker, 2003).
In diesem Abschnitt werden zuna¨chst die in der Kollokation verwendeten Kovarianzfunktionen vorgestellt.
Anschließend werden kurz die fu¨r die Auswertung der Berechnungsmethoden wichtigen Aspekte besprochen.
Schließlich werden die fu¨r den Tensor Tˆ[ij] erzielten Ergebnisse analysiert und verglichen.
10.2.1 Parameter der Kovarianzfunktionen
In der Kollokation werden lokale Kovarianzfunktionen verwendet, die aus der Akkumulation der Fehlergrad-
varianzen des Eigen-gl04c fu¨r spha¨risch-harmonische Grade von 2 bis 360 und der Signalgradvarianzen des
Tscherning-Rapp-Modells (2.63) fu¨r Grade gro¨ßer als 360 berechnet werden.
Analog zur Vorgehensweise bei den synthetischen Daten (vgl. Abschnitt 9.1) werden lokale Parameter fu¨r das
Tscherning-Rapp-Modell ausgehend von einer empirischen Kovarianzfunktion berechnet. In der Modellierung
der Kovarianzfunktion fu¨r Punktwerte basiert die empirische Kovarianzfunktion Cemp
∆gR∆gR
auf residualen realen
Schwereanomalien ∆gR mit einer Auﬂo¨sung von 5′. Die Parameterscha¨tzung nach der Methode der kleinsten
Quadrate ergab folgende Parameter:
A = 592.86 mgal2 R2B und RB = 6 362 529.54 m . (10.2)
Die empirische Kovarianzfunktion Cemp∆gR∆gR und die mit geschlossenen Ausdru¨cken aus (Tscherning und Rapp,
1974) berechnete analytische Kovarianzfunktion Cana∆gR∆gR sind in Abb. 10.3 dargestellt. Da der Signalinhalt der
realen Schwereanomalien ∆gR etwas weniger hochfrequent ist als bei den synthetischen Daten, ist die Varianz
Cana∆gR∆gR(ψ = 0) hier um einen Faktor 2 kleiner als bei der Kovarianzfunktion der synthetischen Daten (vgl.
Abb. 9.1).
Die Modellierung der Kovarianzfunktionen fu¨r Blockmittelwerte ∆g
R
erfolgt durch die Berechnung der Kova-
rianz in der Ho¨he hBM > 0 ausgehend von der Kovarianzfunktion fu¨r Punktwerte (Abschnitt 5.2.3). Die Ho¨he
hBM wird wie bei den synthetischen Daten empirisch ermittelt (Abschnitt 9.1). Fu¨r die Auﬂo¨sungsstufe 15
′ wird
die Ho¨he hBM mit 1500m bestimmt, die maximale Diﬀerenz zwischen analytischen und empirischen Kovarianz-
werten betra¨gt etwa 4mgal2 (3% der Varianz Cemp
∆g
R
∆g
R(ψ = 0)). Bei 30
′-Blockmittelwerten ergibt sich die Ho¨he
hBM zu 9900m. Die Kovarianzfunktionen fu¨r 30
′-Blockmittelwerte sind in Abb. 10.4 dargestellt. Die maxima-
le Diﬀerenz zwischen den empirischen und den analytischen Kovarianzwerten betra¨gt etwa 5mgal2 (10% der
Varianz Cemp
∆g
R
∆g
R(ψ = 0)), die Unterschiede liegen auf gleichem Niveau wie bei den synthetischen Daten.
10.2.2 Ergebnisse des Integrationsverfahrens
Fu¨r die Berechnung mit dem Integrationsverfahren werden zuna¨chst die spektralen Gewichte sn auf Basis der
Fehlergradvarianzen des Eigen-gl04c und der terrestrischen Daten fu¨r korreliertes Rauschen mit einem Niveau
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Abbildung 10.3. Kovarianzfunktionen Cemp
∆gR∆gR
(grau, x) und Cana∆gR∆gR (schwarz, —) fu¨r Punktwerte
mit einer Auﬂo¨sung von 5′.
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Abbildung 10.4. Kovarianzfunktionen Cemp
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(grau, x) und Cana, hBM
∆g
R
∆g
R (schwarz, —) fu¨r Blockmit-
telwerte mit einer Auﬂo¨sung von 30′.
von 1mgal berechnet, vgl. Abschnitt 9.2. Die resultierenden Gewichte sind in Abb. 10.5 den Gewichten gegen-
u¨bergestellt, die bei den synthetischen Daten im entsprechenden Szenario 1K verwendet wurden. Das Modell
Eigen-gl04c weist eine ho¨here Genauigkeit auf als das bei den synthetischen Daten eingesetzte synGpm360i.
Die terrestrischen Daten ﬂießen deshalb erst ab einem ho¨heren spha¨risch-harmonischen Grad in die Kombina-
tionslo¨sung ein. Ein Gewicht von 0.9 fu¨r die terrestrischen Daten wird hier erst beim spha¨risch-harmonischen
Grad 101 u¨berschritten, bei den synthetischen Daten beim Grad 86.
Bei der Auswertung des Integrationsverfahrens wird wie bei den synthetischen Daten angenommen, dass die
Beobachtungen in konstanter Ho¨he (h = 0) liegen, die Molodenskii-Korrekturterme werden vernachla¨ssigt.
Die Ergebnisse fu¨r die Komponenten des Tensors Tˆ[ij] werden gemeinsam mit den Ergebnissen der anderen
Berechnungsmethoden im Abschnitt 10.2.4 besprochen.
10.2.3 Ergebnisse der Kollokation
Bei Anwendung der Kollokation ist das Gleichungssystem (8.4) zu lo¨sen. Es muss auch hier die Stabilita¨t der
Gleichungslo¨sung u¨berpru¨ft werden, da zum einen eine feinere Auﬂo¨sung (5′ gegenu¨ber 6′) und zum anderen
eine andere Kovarianzfunktion als bei den synthetischen Daten eingesetzt wird. Dazu wurden die Residuen
(8.13) berechnet, s. Tabelle 10.4. Beide Implementierungen (Parallel, Block-Toeplitz) der Kollokation wurden
eingesetzt, vgl. Abschnitt 8.2 und 8.3. In der Parallelimplementierung wird die individuelle Punktho¨he (h =
hi) der residualen Beobachtungen beru¨cksichtigt, die Vernachla¨ssigung der Punktho¨he (h = 0) ermo¨glicht die
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Abbildung 10.5. Spektrale Gewichte sn fu¨r terrestri-
sche Daten mit 1mgal korreliertem Rauschen in Kom-
bination mit dem Eigen-gl04c (schwarz) und dem
synGpm360s (grau).
Tabelle 10.4. Statistik der Residuen r nach (8.13)
zur Abscha¨tzung der Stabilita¨t der Gleichungslo¨sung,
Datenauﬂo¨sung 5′, Einheit mgal. Im Fall der Paralle-
limplementierung werden die Residuen fu¨r das zentrale
Gebiet der Gro¨ße 5◦x9◦ gebildet.
Block-Toeplitz-
Implementierung
(h = 0)
Parallelimple-
mentierung
(h = hi)
Gebietsgro¨ße 12◦x19◦ 10◦x18◦
Dimension nϕ = 144, nϕ = 120,
nλ = 228, nλ = 216,
n = 32832 n = 25920
Mtw −3 · 10−12 −2 · 10−8
Std 1 · 10−9 3 · 10−7
Min −8 · 10−9 −2 · 10−6
Max 6 · 10−9 2 · 10−6
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Anordnung der Kovarianzmatrix in Block-Toeplitz-Struktur. Bei der Parallelimplementierung wird, wie bei der
Auswertung mit synthetischen Daten, das Testgebiet in Teilgebieten der Gro¨ße 10◦x18◦ verarbeitet, vgl. Abschnitt
9.4.2.2. Im Vergleich zu den Residuen, die sich bei den synthetischen Daten ergeben (Tabelle 9.8), erho¨ht sich
hier die Standardabweichung des Mittelwertes um zwei Gro¨ßenordnungen auf 3 · 10−7 mgal. Dies wird in erster
Linie durch die feinere Auﬂo¨sung verursacht, denn auch wenn hier die Kovarianzfunktion der synthetischen Daten
verwendet wird, ergibt sich bei einer Auﬂo¨sung von 5′ eine Standardabweichung in der genannten Gro¨ßenordnung.
Die Standardabweichung 3 ·10−7 mgal liegt unterhalb der Messgenauigkeit fu¨r Schwereanomalien von 1mgal, die
Gleichungslo¨sung wird als ausreichend stabil betrachtet. Die Gleichungslo¨sung basierend auf der Block-Toeplitz-
Matrix verliert ebenfalls aufgrund der ho¨heren Auﬂo¨sung der Beobachtungen an Stabilita¨t. Es werden deshalb
nur Teillo¨sungen auf Basis eines Eingangsdatengebietes der Gro¨ße 12◦x19◦ berechnet, bei denen die Residuen
eine Standardabweichung des Mittelwertes von 1 · 10−9 mgal haben.
Mit jeder Teillo¨sung wird ein zentrales Berechnungsgebiet der Gro¨ße 3.0◦x4.0◦ (Parallelrechnerlo¨sung) bzw.
5.0◦x5.0◦ (Block-Toeplitz-Lo¨sung) abgedeckt, in dem die Berechnungspunkte einen Abstand von mindestens
ψ = 3.5◦ zum Rand des Teilgebietes haben. Das zentrale Analysegebiet (40◦ < ϕ < 55◦ und 0◦ < λ < 20◦) besteht
aus 5x5 Teillo¨sungen im Fall der Parallelrechnerlo¨sung und aus 3x4 Teillo¨sungen im Fall der Block-Toeplitz-
Lo¨sung. Zusa¨tzlich werden auch hier die Tensorwerte in einem 0.5◦ breiten Randbereich um jede Teillo¨sung
berechnet, so dass die Teillo¨sungen sich in einem Bereich von 1◦ u¨berlappen. Innerhalb des U¨berlappungsbereiches
werden die Teillo¨sungen durch lineare Gewichtung einander angepasst. Die Teillo¨sungen werden danach zu einer
Gesamtlo¨sung fu¨r die Ergebnisanalyse zusammengefasst.
10.2.4 Diskussion der Ergebnisse
Die zu erwartende Genauigkeit der Zielgro¨ßen wird mit Hilfe der Kollokation abgescha¨tzt. Die nummerischen
Ergebnisse aus Kapitel 9 haben gezeigt, dass die Kollokation dazu gut geeignet ist. Die Standardabweichungen
aller Komponenten des Tensors Tˆ[ij] werden in der Bahnho¨he von Goce ausgehend von der Kombination des
Eigen-gl04c mit terrestrischen Daten berechnet. Fu¨r die terrestrischen Daten wird korreliertes Rauschen mit
einem Niveau von 1mgal angesetzt. Wie in Abschnitt 9.3.2 wird die Genauigkeit fu¨r einen im Datengebiet
zentral gelegenen Punkt bestimmt. Das Datengebiet hat eine Gro¨ße von 7◦x7◦ und liegt am A¨quator, damit die
Meridiankonvergenz fu¨r die Berechnung der Absta¨nde zum Gebietsrand nicht beru¨cksichtigt werden muss. Fu¨r
die statistische Bestimmung der Varianz ist nicht die Lage des Gebietes, sondern die ra¨umliche Verteilung der
Beobachtungen relevant. Mit der Gebietsgro¨ße von 7◦x7◦ wird ein Mindestabstand zum Rand des Datengebietes
von 3.5◦ vorausgesetzt. Dieser Abstand ist ausreichend, da auch bei Erho¨hung des Abstandes von 3.5◦ auf 4.5◦
sich die Standardabweichung in Tzz nur um 4% verbessert.
Die Genauigkeit der Zielgro¨ße wird sowohl fu¨r Lo¨sungen aus Punktwerten mit einer Auﬂo¨sung von 5′ und
Blockmittelwerten der Auﬂo¨sungsstufen 15′ und 30′ berechnet, es werden die Kovarianzfunktionen aus Abschnitt
10.2.1 zur Berechnung eingesetzt. Die Ergebnisse der Genauigkeitsabscha¨tzung sind in Tabelle 10.5 zusammenge-
stellt. Bei 5′-Punktwerten kann fu¨r alle Komponenten eine Standardabweichung von unter 1mE erwartet werden.
In der radialen Komponente Tzz wird eine Verbesserung von etwa 30% gegenu¨ber der Kombinationslo¨sung mit
dem synGpm360i erreicht, vgl. Tabelle 9.5. Der entsprechende Genauigkeitsgewinn betra¨gt bei den Blockmittel-
Tabelle 10.5. Standardabweichungen m
T
KKQ
ij
aus
statistischer Berechnung mit der Kollokation ausge-
hend von Punktwerten (PW) und Blockmittelwerten
(BM), Einheit mE.
Auﬂ. Komp. m
T
KKQ
ij
5′ (PW) xx 0.56
xy 0.32
xz 0.64
yy 0.56
yz 0.64
zz 0.91
15′ (BM) zz 1.15
30′ (BM) zz 1.87
Tabelle 10.6. Statistik der Elemente des residua-
len Tensors TˆR[ij] berechnet mit der Kollokation unter
Beru¨cksichtigung der Punktho¨he der 5′-Punktwerten,
Einheit mE.
Komp. Mtw Std Min Max
xx -0.05 2.62 -9.31 10.51
xy 0.03 1.32 -6.19 4.98
xz -0.09 2.98 -10.22 12.65
yy -0.08 2.57 -7.83 10.09
yz -0.03 2.90 -7.69 11.63
zz 0.12 4.15 -15.50 16.14
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werten etwa 50%. Die nummerischen Ergebnisse fu¨r Tzz auf Basis der synthetischen Daten (Szenario 1K) zeigen,
dass bei Vernachla¨ssigung der Punktho¨he eine um knapp 10% ho¨here Standardabweichung zu erwarten ist.
Es ist anzumerken, dass sich fu¨r korreliertes Rauschen mit einem Niveau von 5mgal eine Standardabweichung
fu¨r Tzz von 2.2mE ergibt. Das angestrebte Genauigkeitsniveau von 1 bis 2mE wird dann knapp u¨berschritten. In
Abschnitt 9.4.4 wurde bereits angesprochen, dass in diesem Fall die Genauigkeit hinsichtlich des Messbandes des
Goce-Gradiometers nicht ausreichend sein ko¨nnte. Fu¨r eine im Hinblick auf die Evaluierung der Goce-Daten
ausreichende Genauigkeit sollten daher in der Kombinationslo¨sung auch mit dem Eigen-gl04c nur terrestrische
Schwereanomalien mit einem Rauschniveau kleiner als 5mgal genutzt werden, wenn im Rauschen auftretende
Korrelationen dem hier gewa¨hlten Korrelationsmodell (3.54) entsprechen. Treten kurze Korrelationsla¨ngen in der
Kovarianzfunktion des Rauschens auf, verbessert sich die Kombinationslo¨sung.
Die Analyse der Ergebnisse der Elemente des Tensors Tˆ[ij] erfolgt wie bei den synthetischen Daten im zentralen
Gebiet mit 40◦ < ϕ < 55◦ und 0◦ < λ < 20◦. Die Lo¨sung auf Basis der Blockmittelwerte mit Auﬂo¨sungen von 15′
und 30′ sind fu¨r Punkte eines 5′-Gitters mittels kubischem Spline-Ansatz interpoliert worden, um die Ergebnisse
untereinander vergleichen zu ko¨nnen, s. a. Abschnitt 9.4.
Exemplarisch sind in Tabelle 10.6 die Statistik der Komponenten des residualen Tensors TˆR[ij] der Kolloka-
tionslo¨sung fu¨r das Auswertegebiet angegeben. In der Berechnung wurde die individuelle Ho¨he der residualen
5′-Punktwerte beru¨cksichtigt. Die Statistik der restituierten Komponenten des Tensors Tˆ[ij] ﬁndet sich in Tabelle
10.7. Im Folgenden werden die Diﬀerenzen zwischen den Lo¨sungen der untersuchten Verfahren aus Punkt- und
Blockmittelwerten analysiert.
Wie bei der vergleichenden Bewertung der Ergebnisse aus den synthetischen Daten wird auch hier das Ergeb-
nis eines Signiﬁkanztests in der Diskussion zu Hilfe genommen. Die Bewertung der Signiﬁkanz der maximalen
absoluten Diﬀerenzen erfolgt ebenfalls auf Basis der statistischen Testgro¨ße t = D
sD
, die sich aus der Diﬀerenz
D bezu¨glich der Standardabweichung sD der Diﬀerenz ergibt (vgl. Abschnitt 9.4). Wird das Quantil qt = 1.96
(zweiseitiger Test mit einer Irrtumswahrscheinlichkeit von 5% und mehr als 30 000 Freiheitsgraden) von t u¨ber-
schritten, sind die Diﬀerenzen als signiﬁkant anzusehen. Als Standardabweichung der Einzelgro¨ßen werden die in
Tabelle 10.5 angegebenen Standardabweichungen m
T
KKQ
ij
aus der Kollokation fu¨r alle Verfahren eingesetzt.
Die Statistik der Diﬀerenzen zwischen den Ergebnissen aus 5′-Punktwerten und aus den Blockmittelwerten
innerhalb desselben Verfahrens sind in Tabelle 10.8 fu¨r die radiale Komponente Tˆzz angegeben. Wie bei den
synthetischen Daten ergibt sich, dass die Ergebnisse aus Punkt- und Blockmittelwerten im Integrationsverfahren
kleinere Diﬀerenzen aufweisen als die entsprechenden Diﬀerenzen der Kollokationslo¨sungen, vgl. Abschnitt 9.4.3.
Bei der Kollokation wird durch die Abha¨ngigkeit der Gewichtung zwischenGpm und terrestrischen Daten von der
Datenauﬂo¨sung und durch die Modiﬁkation der Kovarianzfunktionen zur Beru¨cksichtigung der Blockmittelwerte
die Lo¨sung deutlicher vera¨ndert als bei Anwendung des Integrationsverfahrens, bei dem die Datenauﬂo¨sung im
Fall von korreliertem Rauschen allein durch die reziproken Faktoren 1/βn in der Kernfunktion fu¨r Blockmittel-
werte beru¨cksichtigt wird.
Bei Vernachla¨ssigung der Punktho¨he ist die absolute maximale Diﬀerenz zwischen der Kollokationslo¨sung aus
5′-Punktwerten und 30′-Blockmittelwerten im Gegensatz zur entsprechenden Diﬀerenz der Lo¨sungen des Inte-
grationsverfahrens signiﬁkant, s. Tabelle 10.8. Die Lo¨sungen bei Beru¨cksichtigung der Punktho¨he unterscheiden
Tabelle 10.7. Statistik der Elemente des Tensors
Tˆ[ij] = Tˆ
M
[ij] + Tˆ
R
[ij] + T
RTM
[ij] berechnet mit der Kollo-
kation unter Beru¨cksichtigung der Punktho¨he der 5′-
Punktwerte, Einheit mE.
Komp. Mtw Std Min Max
xx -103.06 136.81 -409.00 199.33
xy -30.77 84.84 -165.89 227.81
xz 56.86 155.33 -557.57 411.28
yy -46.43 106.50 -337.26 440.16
yz 2.13 119.87 -319.68 461.43
zz 149.48 201.88 -239.07 619.53
Tabelle 10.8. Statistik der Diﬀerenzen zwischen den
Lo¨sungen fu¨r Tˆzz aus 5
′-Punktwerten und aus Block-
mittelwerten mit Auﬂo¨sungen von 15′ bzw. 30′, Einheit
mE.
Auﬂ. Mtw Std Min Max
Integrationsverfahren (h = 0)
15′ (BM) 0.00 0.04 -0.20 0.18
30′ (BM) 0.02 0.57 -2.35 2.28
Kollokation (h = 0)
15′ (BM) -0.01 0.61 -2.24 1.82
30′ (BM) -0.03 1.54 -5.97 4.79
Kollokation (h = hi)
15′ (BM) 0.05 0.71 -2.55 3.00
30′ (BM) 0.03 1.53 -4.87 4.84
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Tabelle 10.9. Statistik der Diﬀerenzen zwischen den Lo¨sungen der untersuchten Verfahren fu¨r die Komponenten des
Tensors Tˆ[ij] aus Punktwerten (PW) und Blockmittelwerten (BM), Einheit mE.
Integrationsverf. (h = 0) vs
Kollokation (h = 0)
Integrationsverf. (h = 0) vs
Kollokation (h = hi)
Kollokation (h = 0) vs
Kollokation (h = hi)
Auﬂ. Komp. Mtw Std Min Max Mtw Std Min Max Mtw Std Min Max
5′ (PW) xx -0.05 0.40 -1.72 1.15 0.01 0.55 -1.86 1.83 0.06 0.46 -1.91 1.75
xy -0.00 0.14 -0.56 0.76 0.00 0.21 -1.24 0.91 0.00 0.19 -1.26 1.06
xz 0.01 0.40 -1.36 1.66 0.11 0.53 -1.37 3.36 0.10 0.45 -1.26 2.41
yy 0.03 0.22 -0.48 0.72 0.04 0.34 -2.22 2.44 0.01 0.33 -2.40 2.62
yz -0.01 0.25 -0.99 0.83 -0.03 0.39 -2.90 2.33 -0.02 0.36 -3.02 2.10
zz 0.02 0.49 -1.41 1.78 -0.05 0.64 -2.52 2.39 -0.06 0.56 -2.16 2.37
15′ (BM) zz 0.00 0.44 -1.68 1.72 0.00 0.50 -2.25 1.78 0.00 0.14 -0.61 0.45
30′ (BM) zz -0.04 1.43 -5.31 4.30 -0.04 1.42 -5.56 4.28 0.00 0.10 -0.46 0.51
sich auch fu¨r eine Auﬂo¨sung von 15′ der Blockmittelwerte signiﬁkant. Dies war bei den synthetischen Daten
im Szenario 1K nicht der Fall. Die Ursache fu¨r die Signiﬁkanz im Fall der realen Daten ko¨nnte in der gro¨ßeren
Relevanz der Beru¨cksichtigung der individuellen Punktho¨he der Beobachtungen liegen. Dieser Eﬀekt tritt auch in
den Diﬀerenzen der Ergebnisse aus 5′-Punktwerten zwischen den verschiedenen Verfahren auf, die im Folgenden
analysiert werden.
Die Statistik der Diﬀerenzen zwischen den Lo¨sungen der Verfahren fu¨r alle Komponenten des Tensors Tˆ[ij] ist
in Tabelle 10.9 angegeben. Die Standardabweichung des Mittelwertes der Diﬀerenzen zwischen den Ergebnissen
aus dem Integrationsverfahren und der Kollokation bei Vernachla¨ssigung der Punktho¨he (h = 0) ist fu¨r die radiale
Komponente Tˆzz um etwa den Faktor 2 gro¨ßer als bei den synthetischen Daten, die minimalen und maximalen
Diﬀerenzen sind jedoch kleiner. Die maximalen absoluten Diﬀerenzen wurden in den statistischen Tests nur fu¨r
die Komponente Tˆxx als signiﬁkant bewertet. Aufgrund der Stabilita¨tsprobleme in der Gleichungslo¨sung musste
die Kollokationslo¨sung hier auch bei Vernachla¨ssigung der Punktho¨he - anders als bei den synthetischen Daten -
auf Teilgebiete beschra¨nkt werden. Die Lo¨sung des Gesamtgebietes besteht aus 3x4 Teillo¨sungen (vgl. Abschnitt
10.2.3). Die Integrationslo¨sung hingegen basiert auf dem gesamten Datengebiet. Dies kann eine mo¨gliche Ursache
fu¨r die gro¨ßere Standardabweichung des Mittelwertes der Diﬀerenzen zu der Integrationslo¨sung sein. Die Lo¨sun-
gen fu¨r die Komponenten des residualen Tensors TR[ij] aus der Kollokation unter Vernachla¨ssigung der Punktho¨he
der Beobachtungen sind in Abb. 10.6 dargestellt. Hier ist keine Kachelstruktur im Signal an den Ra¨ndern der
Teillo¨sungen zu erkennen. Da jedoch die Diﬀerenzen zwischen Integrations- und Kollokationslo¨sung klein sind,
wenn in beiden Fa¨llen die Punktho¨he nicht beru¨cksichtigt wird, zeigt sich in der Diﬀerenz der Lo¨sungen eine
Kachelstruktur an den Ra¨ndern der 3x4 Teillo¨sungen der Kollokation. Exemplarisch sind diese Diﬀerenzen in den
Komponenten Tˆyy und Tˆzz in Abb. 10.7 (a) und (b) dargestellt. In der bezu¨glich des Signals sta¨rkeren radialen
Komponente Tˆzz ist die Kachelstruktur deutlicher zu erkennen. Bei 15
′-Blockmittelwerten gelingt auch fu¨r die
Kollokation die Lo¨sung auf Basis des gesamten Datengebietes. Die Standardabweichung des Mittelwertes der
Diﬀerenzen zwischen der Integrations- und Kollokationslo¨sung bei h = 0 ist dann kleiner als bei den syntheti-
schen Daten. Die Diﬀerenzen sind fu¨r die radiale Komponente in Abb. 10.7 (c) dargestellt. Aufgrund der an die
Datenauﬂo¨sung angepasste Gewichtung seitens der Kollokation werden bei gro¨berer Auﬂo¨sung die Unterschiede
zwischen den Ergebnissen der Integrations- und der Kollokationslo¨sung gro¨ßer. Die Kollokationslo¨sungen bei
Vergleich der Ergebnisse mit und ohne Beru¨cksichtigung der Punktho¨he weisen kleinere Diﬀerenzen bei gro¨berer
Punktauﬂo¨sung auf (Abb. 10.7 (d)), da die Beru¨cksichtigung der Punktho¨he aufgrund der geringeren Gewichtung
der terrestrischen Daten gegenu¨ber dem Gpm an Relevanz verliert.
Die Ergebnisse fu¨r die Komponenten des residualen Tensors TˆR[ij] aus der Kollokation bei Beru¨cksichtigung der
Punktho¨he der 5′-Punktwerte sind in Abb. 10.8 dargestellt. Ein Kacheleﬀekt durch die Aufteilung des Gebietes
zur Berechnung der Lo¨sung ist zuna¨chst nicht zu erkennen, der Eﬀekt wird aber in der Diﬀerenz zur Integrati-
onslo¨sung in Abb. 10.9 sichtbar. Obwohl die entsprechende Kollokationslo¨sung auch bei den synthetischen Daten
aus Teillo¨sungen zusammengesetzt wurde, war in der Diﬀerenz zwischen der aus dem Gesamtgebiet berechneten
Kollokationslo¨sung und der zusammengesetzten Lo¨sung keine Kachelstruktur zu erkennen (vgl. Abb. 9.19 (c)
und (d), S. 120). Eine mo¨gliche Ursache fu¨r die hier auftretende Kachelstruktur ist die ho¨here Genauigkeit der
Lo¨sungen aufgrund der Einfu¨hrung des Eigen-gl04c anstelle des synGpm360i. Die Lo¨sungen weisen insgesamt
eine bessere U¨bereinstimmung auf, der Kacheleﬀekt in der Kollokationslo¨sung tritt in den kleineren Diﬀeren-
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Abbildung 10.6. Lo¨sungen der Kollokation (h = 0) aus Punktwerten mit einer Auﬂo¨sung von 5′ fu¨r die jeweils angegebene
Komponente des Tensors TˆR[ij].
zen deutlicher hervor. Der Kacheleﬀekt sollte durch einen breiteren U¨berlappungsbereich der Teillo¨sungen der
Kollokation verringert werden ko¨nnen.
Abgesehen von diesem Kacheleﬀekt liegen die Diﬀerenzen zwischen den Lo¨sungen mit und ohne Vernachla¨ssi-
gung der Punktho¨he in Tˆzz auf dem gleichen Niveau wie bei den synthetischen Daten. Die Standardabweichungen
der Mittelwerte der Diﬀerenzen in Tˆzz der Lo¨sungen aus 5
′-Punktwerten liegen bei 0.6mE, bei den synthetischen
Daten waren es 0.7mE, vgl. Tabelle 9.11. Die maximalen absoluten Diﬀerenzen sind, wie bei den syntheti-
schen Daten (Szenario 1K), nicht signiﬁkant. Bei allen anderen Tensorkomponenten, die horizontale Ableitungen
enthalten, treten signiﬁkante maximale absolute Diﬀerenzen auf. Die Auswirkung der Vernachla¨ssigung der indi-
viduellen Punktho¨he war auch in den Soll-Ist-Diﬀerenzen bei den synthetischen Daten auf Basis des Ergebnisse
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Abbildung 10.7. Diﬀerenzen der Lo¨sungen der verschiedenen Verfahren aus Punktwerten mit einer Auﬂo¨sung von 5′
und Blockmittelwerten der Auﬂo¨sung 15′ in der jeweils angegebenen Komponenten des Tensors Tˆ[ij].
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Abbildung 10.8. Lo¨sungen der Kollokation (h = hi) aus Punktwerten mit einer Auﬂo¨sung von 5
′ fu¨r die Komponenten
des Tensors TˆR[ij].
des Integrationsverfahrens erkennbar, vgl. Abschnitt 9.4.1. Die maximale absolute Diﬀerenz von 3.0mE in Tˆyz
u¨bersteigt hier sogar im Absolutwert die maximale Diﬀerenz von 2.4mE in Tˆzz, obwohl die Standardabweichung
des Mittelwertes der Diﬀerenzen fu¨r alle Tensorkomponenten geringer ist als fu¨r Tˆzz. Der Grund dafu¨r ist, dass
zum Teil nur eine geringe Anzahl extremer Diﬀerenzen in diesen Lo¨sungen vorkommt, vgl. Abb. 10.9. Extreme
Diﬀerenzen liegen im Bereich der Alpen, wo große Ho¨hena¨nderungen auftreten. Dies ist besonders deutlich in
den Abb. 10.9 (d) und (e) fu¨r die Komponenten Tˆyy und Tˆyz zu erkennen. In Hochgebirgsregionen wie den Alpen
werden Ho¨hen von u¨ber 1500m erreicht, vgl. die Darstellung des Dgm in Abb. 7.16. Aufgrund der Signalvariation
mit großem Amplitudenausschlag in den Diﬀerenzen der Lo¨sungen in diesem Bereich ist hier auch deutlicher die
Kachelstruktur der Kollokationslo¨sung zu sehen.
Bei der Interpretation der Diﬀerenzen ist zu beachten, dass Komponenten mit der Ableitung in y-Richtung
(Ost) empﬁndlich fu¨r La¨ngsstrukturen mit einer Ausdehnung in Nord-Su¨d-Richtung und Komponenten mit der
Ableitung in x-Richtung (Nord) empﬁndlich fu¨r La¨ngsstrukturen mit einer Ausdehnung in Ost-West-Richtung
sind. Daher ergeben sich unterschiedliche Ausdehnungsbereiche der extremen Diﬀerenzen. Die nummerischen Er-
gebnisse zeigen, dass die Beru¨cksichtigung der individuellen Punktho¨he der residualen Beobachtungen in Hoch-
gebirgsregionen mit großen Ho¨henunterschieden gerade fu¨r die Tensorkomponenten, die horizontale Ableitungen
enthalten, relevant ist. Dies ist plausibel, da eine Kante, an der Massen in horizontaler Richtung mit unter-
schiedlicher Dichte aufeinander treﬀen, sich im horizontalen Gradienten deutlich widerspiegelt. Eine Diﬀerenz
der vertikalen Gradienten im Bereich der Kante zeigt den U¨bergang weniger scharf an.
10.3 Zusammenfassung der Ergebnisse
Die Diﬀerenzen zwischen den Ergebnissen aus den untersuchten Methoden auf Basis realer 5′-Punktschwereano-
malien und dem Eigen-gl04c zeigen maximale Werte von 1.8mE und eine Standardabweichung des Mittelwertes
von kleiner 0.5mE, wenn in beiden Verfahren die individuelle Punktho¨he der Beobachtungen vernachla¨ssigt wird.
Mit Ausnahme der Abweichungen in der Komponente Tˆxx sind die maximalen Diﬀerenzen nicht signiﬁkant. Die
Standardabweichung des Mittelwertes ist gro¨ßer als bei den synthetischen Daten, die wahrscheinliche Ursache
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Abbildung 10.9. Diﬀerenzen der Lo¨sungen des Integrationsverfahrens und der Kollokation (h = hi) fu¨r die angegebenen
Komponenten des Tensors Tˆ[ij] aus Punktwerten mit einer Auﬂo¨sung von 5
′.
liegt hier in der notwendigen Aufteilung der Berechnung auf Teilgebiete seitens der Kollokation. Der Eﬀekt
mu¨sste kleiner werden, wenn die Teillo¨sungen sich in einem gro¨ßeren Bereich u¨berlappen. Alternativ kann die
Datenauﬂo¨sung der Beobachtungen auf bis zu 15′ erho¨ht werden, dann ist eine Kollokationslo¨sung auf Basis des
Gesamtgebietes mo¨glich und es treten auch hier nur maximale Diﬀerenzen von 1.7mE zur Integrationslo¨sung
auf. Werden Blockmittelwerte mit gro¨berer Auﬂo¨sung eingesetzt, werden die Unterschiede in U¨bereinstimmung
mit der Theorie und den Ergebnissen aus synthetischen Daten gro¨ßer. Die Charakteristiken der Lo¨sungen aus
realen Daten sind vergleichbar mit denen aus synthetischen Daten.
Signiﬁkante Unterschiede haben sich in den Komponenten des Tensors Tˆ[ij] zwischen den Lo¨sungen mit und
ohne Beru¨cksichtigung der Punktho¨he ergeben. Besonders deutlich zeigt sich dies in den Komponenten, die hori-
zontale Ableitungen enthalten. Die Bedeutung der Punktho¨he nimmt bei gro¨berer Auﬂo¨sung der Beobachtungen
ab. Fu¨r Hochgebirgsregionen mit großen Ho¨hena¨nderungen wird daher die Beru¨cksichtigung der Punktho¨he der
residualen Beobachtungen empfohlen, wenn eine Punktauﬂo¨sung kleiner 15′ vorliegt.
Die statistische Berechnung der Varianz mit Hilfe der Kollokation ergibt fu¨r die Kombination der
5′-Punktschwereanomalien mit dem Eigen-gl04c Genauigkeiten von besser als 1mE, wenn korreliertes
Rauschen mit einem Niveau von 1mgal fu¨r die terrestrischen Daten angesetzt wird. Auch mit 15′- und
30′-Blockmittelwerten resultieren Genauigkeiten unterhalb des angestrebten Niveaus von 1 bis 2mE. Dabei wird
in allen Berechnungen ein Mindestabstand von 3.5◦ zum Rand des Datengebietes vorausgesetzt.
Die Berechnungen mit synthetischen Daten haben gezeigt, dass die Abscha¨tzung mit der empirisch berechneten
Varianz aus der besten Lo¨sung im Bereich von 0.1mE u¨bereinstimmt. Eine etwas schlechtere U¨bereinstimmung
zwischen der statistisch berechneten und der - unbekannten - tatsa¨chlichen Varianz wird bei realen Daten er-
wartet, da das Rauschverhalten der Daten - anders als bei den synthetischen Daten - nicht perfekt modelliert
werden kann. Es wird aber davon ausgegangen, dass ein Genauigkeitsniveau von 1 bis 2mE eingehalten werden
kann. Die auf Basis der realen Daten berechneten Elemente des Tensors Tˆ[ij] sind daher geeignete Kandidaten
fu¨r die Kalibrierung und Evaluierung der Gradiometermessungen der Goce-Mission.
11 Zusammenfassung und Ausblick
Ziel der vorliegenden Arbeit war die Berechnung von Referenzwerten fu¨r die Kalibrierung und Evaluierung der
Gradiometermessungen der Esa-Satellitenmission Goce, deren Start fu¨r das Jahr 2007/2008 geplant ist. Mit
Hilfe des Gradiometers werden die Komponenten des Tensors V[ij], die zweiten Ableitungen des Gravitations-
potentials der Erde, gemessen. Bezogen auf das Sto¨rpotential ergibt sich der Tensor T[ij]. Zur Berechnung der
Referenzwerte des Tensors T[ij] in der Bahnho¨he von Goce (250 km) wurde ein globales Potentialmodell (Gpm)
mit regional vorliegenden terrestrischen Schwereanomalien kombiniert. Die Remove-Restore-Technik wurde an-
gewendet, um den langwelligen Signalanteil auf Basis des Gpm und den kurzwelligen Signalanteil auf Basis der
residualen Topographie (Rtm-Reduktion) getrennt vom Restsignal in der Berechnung modellieren zu ko¨nnen.
Zur Bestimmung residualer Tensorwerte auf Basis des Restsignals wurden zwei Methoden eingesetzt, das Inte-
grationsverfahren mit spektralen Gewichten und die Kollokation nach kleinsten Quadraten.
Die im Rahmen der Goce-Mission angestrebte Genauigkeit der Hauptdiagonalelemente des Tensors V[ij] be-
tra¨gt im Frequenzraum maximal 11mE/
√
Hz innerhalb des eingeschra¨nkten Messbandes (0.020 Hz bis 0.100Hz)
des Gradiometers bzw. 1 bis 2mE im Ortsraum. Dieses Genauigkeitsniveau erfordert eine hohe Qualita¨t der Re-
ferenzwerte. Die Abscha¨tzung der Genauigkeit der Referenzwerte stellt daher einen wesentlichen Teil der Arbeit
dar, ebenso die detaillierte Analyse der Unterschiede und Gemeinsamkeiten beider Berechnungsverfahren im Hin-
blick auf eine optimale Kombination der Eingangsdaten. Die Genauigkeitsanalyse erfolgte unter Beru¨cksichtigung
des Rauschens und der ra¨umlichen Verteilung der terrestrischen Beobachtungen, statistisch durch Bestimmung
der Varianzen auf Basis von Gradvarianzen und mit Hilfe der Kollokation und empirisch durch die Berechnung der
Varianzen aus dem verbleibenden Rauschen in den Zielgro¨ßen unter Anwendung eines synthetischen Erdmodells.
Die theoretischen Grundlagen der Methoden zur Berechnung des residualen Tensors TR[ij] wurden erla¨utert
und ihre Approximationsansa¨tze theoretisch und nummerisch verglichen. In beiden Methoden werden die Beob-
achtungen mit einer Gewichtsfunktion zur Berechnung des Tensors gefaltet. Auch bei gleichen Startannahmen
bezu¨glich der eingehenden Datensa¨tze (Genauigkeit des Gpm und der terrestrischen Daten, Auﬂo¨sung, Gebiets-
gro¨ße) treten Unterschiede in der resultierenden Gewichtsfunktion auf. Bei Anwendung der Kollokation werden
fu¨r jeden Berechnungspunkt in Abha¨ngigkeit von den Genauigkeiten der Eingangsdaten, aber auch von der ra¨um-
lichen Verteilung der Beobachtungen individuelle Gewichte berechnet und es wird implizit am Gebietsrand ein
glatter U¨bergang erzeugt. Die Kollokation liefert eine statistisch optimale Lo¨sung. Bei Anwendung des Integrati-
onsverfahrens wird eine fu¨r alle Berechnungspunkte identische Gewichtsfunktion verwendet, die an den Ra¨ndern
des Integrationsgebietes abgeschnitten wird; bei ungu¨nstigem Abbruch des Integralkerns kann dies zu einer Ver-
schlechterung der Lo¨sung fu¨hren. Im Fall global und kontinuierlich vorliegender Beobachtungen ko¨nnen beide
Methoden ineinander u¨berfu¨hrt werden (Moritz, 1976). Bei Anwendung der stochastisch motivierten Kernmodi-
ﬁkation nach (Wenzel, 1981) entsprechen sich die Gewichte beider Methoden. Die resultierenden Gewichte bei
der Anwendung auf regional begrenzt und diskret vorliegende Beobachtungen wurden nummerisch im Ortsraum
verglichen, bei genu¨gend feiner Auﬂo¨sung der Beobachtungen und ausreichend großem Abstand zum Rand des
Datengebietes ko¨nnen die Unterschiede beider Methoden vernachla¨ssigt werden.
In den Testrechnungen wurden residuale Schwereanomalien verwendet, die auf einem regelma¨ßigen geographi-
schen Gitter vorlagen. Zur Auswertung des Integrationsverfahrens wurde die 1d-Fft-Methode eingesetzt, wobei
die Molodenskii-Korrekturterme vernachla¨ssigt wurden. Dies entspricht der Vernachla¨ssigung der individuel-
len Punktho¨he im Fall der Kollokation, deren Auswirkung nummerisch untersucht wurde. Bei Beru¨cksichtigung
der individuellen Punktho¨he wurde das Gleichungssystem der Kollokation auf einem Parallelrechner gelo¨st. Bei
Vernachla¨ssigung der Punktho¨he ergibt sich eine Block-Toeplitz-Struktur in der Kovarianzmatrix, deren Aus-
nutzung eine serielle Lo¨sung des Gleichungssystems ermo¨glichte. Bei Datenauﬂo¨sungen feiner als 6′ traten Stabili-
ta¨tsprobleme in der Gleichungslo¨sung auf, so dass zur Berechnung das Testgebiet in Teilgebiete unterteilt werden
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musste. Die Teillo¨sungen wurden mittels linearer Gewichtung innerhalb eines U¨berlappungsbereiches zu einer
Gesamtlo¨sung zusammengefu¨gt. Bei einem zu schmalen U¨berlappungsbereich kann dies zu einer Kachelstruktur
in der Lo¨sung fu¨hren. Deutlich wurde dies in der Diﬀerenz zur Lo¨sung des Integrationsverfahrens, die auf dem
gesamten Testgebiet basierte.
Im ersten Teil der Genauigkeitsanalyse wurden die Varianzen der Zielgro¨ßen einerseits auf Basis von spektral
gewichteten Gradvarianzen berechnet, andererseits mit Hilfe der Kollokation ohne Einfu¨hrung von Beobachtun-
gen. Vorteil der Darstellung in Gradvarianzen ist es, dass die Varianz aus der Summe dreier Anteile, resultierend
aus dem Rauschen des Gpm, dem Rauschen der terrestrischen Beobachtungen und gegebenenfalls aus dem
Vernachla¨ssigungsfehler, angegeben werden kann. Nachteilig ist, dass implizit die Annahme kontinuierlich vor-
liegender Beobachtungen getroﬀen wird. Die Kollokation ist daher besser geeignet, um die Abha¨ngigkeit der
Varianz der Zielgro¨ße von der ra¨umlichen Verteilung der Beobachtungen zu analysieren. In den Testrechnungen
wurde als Gpm eine Kombination aus dem Eigen-Grace02s und dem Egm96 eingesetzt. Auﬂo¨sung, Rauschen
und Gebietsgro¨ße der terrestrischen Schwereanomalien wurden in den Testrechnungen variiert, zusa¨tzlich wurden
Varianzen ausgehend von Punkt- und von Blockmittelwerten berechnet. In beiden Fa¨llen wurde eine lokale Kova-
rianzfunktion eingesetzt, deren Parameter anhand empirisch berechneter Kovarianzfunktionen angepasst wurden.
Die Ergebnisse zeigten die Auswirkung der unterschiedlichen Modellierung unkorrelierten Rauschens seitens der
Kollokation im Ortsraum und seitens der spektralen Kombination des Integrationsverfahrens im Frequenzraum.
Bei Anwendung der Kollokation waren die Beobachtungen streng unkorreliert, wohingegen bei der Berechnung
der spektralen Gewichte eine Restkorrelation verblieb. Das Niveau des Rauschens der terrestrischen Daten hat,
wenn die Beobachtungen als unkorreliert angenommen werden, bei Anwendung der Kollokation nur geringe Aus-
wirkung auf die Varianz der Zielgro¨ße. Diese Annahme ist somit fu¨r eine Genauigkeitsanalyse ungeeignet, da die
Genauigkeit der Zielgro¨ße durch Wahl einer feineren Auﬂo¨sung nahezu beliebig gesteigert werden kann. Bei der
Annahme korrelierten Rauschens stagnierte der Genauigkeitsgewinn auch bei feineren Auﬂo¨sungen; beide Metho-
den zur Genauigkeitsscha¨tzung lieferten a¨hnliche Standardabweichungen der Zielgro¨ßen. Die Genauigkeit ha¨ngt
auch von der Ho¨he ab, in der die Elemente des Tensors T[ij] gescha¨tzt werden. Die Ho¨he wurde in dieser Arbeit
durchga¨ngig mit 250 km angenommen und liegt damit im unteren Bereich der in Goce-Simulationsszenarien
auftretenden Ho¨hen. Aufgrund der Signalabschwa¨chung nimmt auch die Varianz mit wachsender Ho¨he ab, bei
einer Ho¨he von 270 km verringert sich die Standardabweichung um etwa 20%.
Im zweiten Teil der Genauigkeitsanalyse wurde ein im Rahmen dieser Arbeit erstelltes synthetisches Erd-
modell eingesetzt. Es besteht aus einem hochauﬂo¨senden Gpm (synGpm1300s mit nmax = 1300) und einem
digitalen Gela¨ndemodell (Dgm). Auf Basis des synGpm1300s wurde das synGpm360i (nmax = 360) abgelei-
tet, auf dessen Koeﬃzienten ein Rauschsignal addiert wurde. Das synGpm360i wurde zur Simulation des Gpm
in der Kombinationslo¨sung verwendet. Zusa¨tzlich wurde ein korreliertes bzw. unkorreliertes Rauschsignal auf
die simulierten terrestrischen Schwereanomalien addiert, die in Ho¨he des Dgm auf der Erdoberﬂa¨che aus dem
synGpm1300s berechnet wurden. Das korrelierte Rauschen wurde auf Basis einer homogenen, isotropen und
ﬁniten Kovarianzfunktion durch Cholesky-Faktorisierung der Kovarianzmatrix des Rauschens ermittelt. Durch
Ausnutzung der Band-Block-Toeplitz-Struktur der Kovarianzmatrix konnte fu¨r bis zu 74 800 Beobachtungen
Rauschen auf der Kugel in serieller Bearbeitung erzeugt werden.
Der Soll-Ist-Vergleich auf Basis der verrauschten synthetischen Daten erlaubte nicht nur eine formale U¨berpru¨-
fung der Rechenmethoden, sondern auch eine Bewertung unterschiedlicher Testszenarien, in denen Rauschniveau
und der Grad der Korrelation des Rauschens variierten. Ohne Rauschen ließe sich der Eﬀekt einer unterschiedli-
chen Gewichtung der eingehenden Datensa¨tze in den zu untersuchenden Methoden nur bedingt nachweisen, da
stets rauschfreie Information einginge. Mit Hilfe der verrauschten synthetischen Daten wurde durch den Ver-
gleich mit den exakten synthetischen Zielgro¨ßen das verbleibende Rauschen berechnet und damit wurden die
Varianzen der Zielgro¨ßen empirisch ermittelt. Das Testgebiet hatte eine Ausdehnung von 36.5◦ < ϕ < 58.5◦ und
−7.0◦ < λ < 27◦, die Ergebnisse wurden fu¨r den Bereich 40◦ < ϕ < 55◦ und 0◦ < λ < 20◦ analysiert.
Aufgrund der hohen Auﬂo¨sung des synthetischen Modells konnte gezeigt werden, dass signiﬁkante Unterschiede
in der Gewichtung der Verfahren auftreten, wenn die Auﬂo¨sung der Beobachtungen in Relation zum Spektrum
ihres Signalinhaltes zu grob ist und Aliasing-Eﬀekte entstehen. Dies wird im Integrationsverfahren unzureichend
modelliert, die Kombinationslo¨sung ﬁel deswegen bei einer Auﬂo¨sung der Punktwerte von 30′ sogar schlechter
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als die Gpm-Lo¨sung aus. Aufgrund des diskreten Approximationsansatzes wurde bei Anwendung der Kolloka-
tion auch bei grober Punktauﬂo¨sung eine Verbesserung der Gpm-Lo¨sung erreicht. Lag eine ausreichend feine
Abtastung der Beobachtungen mit korreliertem Rauschen vor, ergaben sich in U¨bereinstimmung mit der Theorie
keine signiﬁkanten Diﬀerenzen zwischen den Lo¨sungen beider Verfahren. Wie bei der statistischen Berechnung
der Varianzen traten auch hier gro¨ßere Unterschiede zwischen den Lo¨sungen der Verfahren in den Szenarien mit
unkorreliertem Rauschen auf, bedingt durch die unterschiedliche Modellierung. Vorsicht ist bei der Annahme
von unkorreliertem Rauschen in der Kollokation geboten, da die Gewichtung zwischen terrestrischen Daten und
Gpm kaum noch u¨ber das Rauschniveau gesteuert werden kann. Aus den Ergebnissen der zu grob aufgelo¨sten
Punktwerte wurde geschlossen, dass im Fall echter Daten die Rtm-Reduktion der hohen Signalfrequenzen von
entscheidender Bedeutung ist.
Mit Hilfe der synthetischen Daten wurde die Auswirkung der Vernachla¨ssigung der individuellen Punktho¨he
der residualen Beobachtungen abgescha¨tzt. Bei qualitativ hochwertigen terrestrischen Daten (Genauigkeit 1mgal
unkorreliert, Auﬂo¨sung 6′) konnten Verbesserungen der empirischen Standardabweichung von bis zu 60% erreicht
werden. Im realita¨tsna¨heren Szenario mit korreliertem Rauschen der terrestrischen Daten ﬁel die Verbesserung
deutlich geringer aus.
Die empirische Bestimmung der Varianz auf Basis der synthetischen Daten zeigte im Fall von 6′-Punktwerten
eine U¨bereinstimmung im Bereich von 0.1mE mit der statistischen Berechnung der Kollokation. Die empirisch
ermittelte Standardabweichung der Ergebnisse aus 30′-Blockmittelwerten mit 1mgal Rauschen lag bei knapp
2mE und damit um den Faktor 2 kleiner als der Wert aus der statistischen Berechnung. Durch eine bessere
Modellierung der lokalen Kovarianzfunktion der Blockmittelwerte ko¨nnte eine zutreﬀendere U¨bereinstimmung
erreicht werden. Es zeigte sich außerdem, dass sich die Lo¨sungen des Integrationsverfahrens und der Kollokation
aus 30′-Blockmittelwerten deutlicher unterscheiden, als die gleichwertige Qualita¨t der einzelnen Lo¨sungen im
Vergleich zu den synthetischen Sollwerten erwarten ließ. Dies ist bei der Interpretation der Diﬀerenzen zwischen
den Lo¨sungen dieser Verfahren aus realen Daten zu beachten. Trotz der hier gezeigten hohen Genauigkeit der
Ergebnisse aus 30′-Blockmittelwerten ist fu¨r die praktische Verwendung derart grober Auﬂo¨sungsstufen Vor-
sicht geboten. Die (synthetischen und realen) Blockmittelwerte basierten auf hochaufgelo¨sten (Rtm-reduzierten)
Punktwerten (< 5′). Gro¨bere Auﬂo¨sungen der eingehenden Punktwerte ko¨nnen die Qualita¨t der Blockmittelwerte
verschlechtern, außerdem wa¨chst der Einﬂuss einzelner Ausreißer auf die Zielgro¨ße.
Das synthetische Erdmodell mit simuliertem Rauschen ermo¨glichte die Analyse des verbleibenden Rau-
schens der Zielgro¨ßen im Frequenzraum. Es konnte gezeigt werden, dass innerhalb des Messbandes des
Goce-Gradiometers das Rauschen unterhalb der geforderten 11mE/
√
Hz bleibt, wenn das Rauschniveau der
terrestrischen Daten etwa 1mgal (korreliert oder unkorreliert) betra¨gt. Verbesserungen sind durch die Nutzung
der neuesten, u. a. auf Grace-Daten basierenden, kombinierten Gpm zu erwarten, allerdings erfordert der fu¨r
Goce relevante hochfrequente Bereich (n = 120 . . .200) weiterhin eine Kombinationslo¨sung mit regionalen
terrestrischen Daten, um fu¨r die Referenzwerte auch in diesem Spektralbereich die angestrebte Genauigkeit zu
erreichen.
Alle Komponenten des Tensors T[ij] wurden auf Basis realer Daten in einem Testgebiet in Zentral-Europa be-
rechnet. Die realen Schwereanomalien lagen Rtm-reduziert vor, als Gpm wurde das kombinierte Modell Eigen-
gl04c bis zum spha¨risch-harmonischen Grad 360 verwendet. Bei einer Auﬂo¨sung von 5′ betrugen die Standard-
abweichungen der Mittelwerte der Diﬀerenzen zwischen der Integrations- und der Kollokationslo¨sung weniger
als 0.5mE, wenn in beiden Fa¨llen die individuelle Punktho¨he vernachla¨ssigt wurde. Die gro¨ßte Abweichung be-
trug 1.8mE. Der Vergleich zwischen den Lo¨sungen aus 30′-Blockmittelwerten ergab in U¨bereinstimmung mit
den Ergebnissen aus synthetischen Daten gro¨ßere Abweichungen. Die Diﬀerenzen der Lo¨sungen mit und ohne
Beru¨cksichtigung der individuellen Punktho¨he der residualen Beobachtungen zeigten in Hochgebirgsregionen sig-
niﬁkante Diﬀerenzen (> 3mE) bei einer Datenauﬂo¨sung von 5′. Von der Vernachla¨ssigung der Punktho¨he sind
besonders die Tensorkomponenten betroﬀen, die eine horizontale Ableitung enthalten. Die Beru¨cksichtigung der
Punktho¨he wird daher bei feiner Datenauﬂo¨sung fu¨r Hochgebirgsregionen mit großen Ho¨hena¨nderungen auch bei
Rtm-reduzierten Daten empfohlen. Im Integrationsverfahren kann dies durch Einfu¨hrung der von der Topogra-
phie abha¨ngigen Molodenskii-Korrekturterme realisiert werden, wie es in (Sideris und Schwarz, 1988; Gerlach,
2003, S. 77) im Rahmen der Geoidberechnung gezeigt wurde. Die Berechnungen auf Basis des synthetischen
Erdmodells haben sich als hilfreich fu¨r die Genauigkeitsanalyse und fu¨r die Beurteilung der Ergebnisse auf Basis
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der realen Daten erwiesen. Die realita¨tsnahe Simulation durch Verrauschen der Eingangsdaten hat sich bewa¨hrt.
Natu¨rlich konnten hier nicht alle in der Realita¨t auftretenden Szenarien mo¨glicher Fehler (z. B. Heck, 1990; Pav-
lis, 2000) durchgespielt werden, aber der Nutzen eines synthetischen Erdmodells unter Beru¨cksichtigung von
Rauschen zur Methodenevaluierung konnte aufgezeigt werden.
Hinsichtlich der Kalibrierung und Evaluierung der Gradiometermessungen der Goce-Mission kann zusam-
mengefasst werden, dass auf Grundlage der Kombination aktueller Gpm (z. B. Eigen-cg03c, Eigen-gl04c)
mit Rtm-reduzierten terrestrischen Daten die Komponenten des Tensors V[ij] in der Bahnho¨he von Goce mit
einer Standardabweichung von 1 bis 2mE berechnet werden ko¨nnen. Die Beru¨cksichtigung der individuellen
Punktho¨he der residualen Beobachtungen wird fu¨r Hochgebirgsregionen mit großen Ho¨hena¨nderungen empfoh-
len. Die terrestrischen Daten sollten eine Auﬂo¨sung im Bereich von 5′ bis 15′ und ein Rauschniveau von etwa
1mgal aufweisen. Das Rauschen kann unkorreliert, aber auch korreliert vorliegen (Korrelationsla¨nge entsprechend
dem Modell (3.54)). Ebenso sollte fu¨r die Berechnungspunkte ein Abstand vom Rand des Eingangsdatengebietes
von mindestens 3.5◦ eingehalten werden. Es konnte außerdem auf Basis des synthetischen Erdmodells gezeigt wer-
den, dass die Genauigkeit unter diesen Randbedingungen das innerhalb des Messbandes des Goce-Gradiometers
geforderte Niveau von 11mE/
√
Hz erreicht. Fu¨r die spektrale Analyse hinsichtlich des Messbandes muss das Ge-
biet, in dem die Tensorelemente berechnet werden, eine Ausdehnung von gro¨ßer 15◦x15◦ haben, damit genu¨gend
lange Zeitreihenausschnitte (> 225 s) vorliegen. Die genannten Voraussetzungen sind fu¨r terrestrische Daten in
Zentral-Europa gegeben.
Im Hinblick auf weitere Entwicklungen und zuku¨nftige Arbeiten wird vorgeschlagen, die in dieser Arbeit reali-
sierten Implementierungen der Berechnungsmethoden in den folgenden Punkten zu verbessern bzw. zu erga¨nzen:
Die Implementierung des Integrationsverfahrens sollte um die Molodenskii-Korrekturterme erweitert werden,
die Berechnung der Kovarianzwerte in der Kollokation kann durch Interpolation tabellierter Werte beschleunigt
werden. Schließlich kann der auftretende Kacheleﬀekt bei der Zusammenfu¨hrung der Teillo¨sungen der Kollokation
durch gro¨ßere U¨berlappungsbereiche verringert werden.
Zur Vorbereitung der Evaluierung der Goce-Daten sollten hinsichtlich einer Analyse im Frequenzraum zu-
ku¨nftig gro¨ßere Gebiete als das hier verwendete Testgebiet eingesetzt werden, fu¨r ausgewa¨hlte Bereiche in Europa
liegen entsprechende Daten vor. Weitere Kandidaten fu¨r Evaluierungsgebiete wa¨ren Daten aus Teilen Kanadas,
den Usa und u¨ber den Ozeanen.
Die in dieser Arbeit vorgestellte Kombination eines Gpm mit terrestrischen Daten basierte auf den Genau-
igkeitsangaben der Eingangsdaten, deren Kenntnis vorausgesetzt wurde. Das Abscha¨tzen der Qualita¨t der Ein-
gangsdaten und der tatsa¨chlich vorliegenden Korrelation des Rauschens ist ein sehr wichtiger Aspekt fu¨r die
optimale Kombination verschiedener Datensa¨tze und bedarf einer gesonderten Untersuchung. Ansa¨tze hierzu
ﬁnden sich bezu¨glich der terrestrischen Daten z. B. in (Weber, 1984; Roland, 2005).
Dank der aktuellen Schwerefeldsatellitenmissionen und des Zuwachses qualitativ hochwertiger Daten aus der
Altimetrie, der Fluggravimetrie und terrestrischen Messungen sowie der Entwicklungen im Bereich der Auswerte-
technik wurden die Genauigkeiten in der Schwerefeldmodellierung in den letzten zehn Jahren weiter verbessert:
Die Standardabweichung von Schwereanomalien auf Basis des Eigen-gl04c ist um 50% kleiner als die Standard-
abweichung auf Basis des Egm96. Neben der angesprochenen Qualita¨tsanalyse der verschiedenen Beobachtungen
gewinnt deshalb die detaillierte Analyse der Berechnungsverfahren hinsichtlich auftretender Fehler und Vernach-
la¨ssigungseﬀekte fu¨r die optimale Kombination der verschiedenen Datenquellen zunehmend an Bedeutung.
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