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Re´sume´Nous montrons que toute section hyperplane d’une varie´te´ image re´ciproque
d’une varie´te´ lisse de dimension au moins e´gale a` 2 par un endomorphisme (qui n’est
pas un automorphisme) de l’espace projectif est line´airement comple`te. Ce re´sultat a
un inte´reˆt particulier dans le cadre des surfaces lisses de P4.
Hyperplane sections and endomorphisms of projective space
Abstract We show that any hyperplane section of a variety which is the inverse
image of a smooth variety of dimension at least 2 by an endomorphism (wich is not
an automorphism) of the projective space, is linearly complete. We stress the case of
smooth surfaces in P4.
Introduction.
G. Ellingsrud et C. Peskine ont de´montre´ ([2]) que, excepte´ pour un nombre fini de
composantes du sche´ma de Hilbert, une surface lisse de P4 est de type ge´ne´ral. D’autre
part, les seuls exemples de surfaces lisses irre´gulie`res de P4 connus sont d’irre´gularite´ e´gale
a` 1 ou 2. Ces surfaces sont construites comme images re´ciproques par des endomorphismes
d’un nombre fini de surfaces irre´gulie`res connues. Et il est conjecture´ de longue date que
l’irre´gularite´ des surfaces de P4 est borne´e. Dans [6], Peskine conjecture que, excepte´ pour
un nombre fini de composantes du sche´ma de Hilbert, la section hyperplane ge´ne´rale d’une
surface lisse de P4 est line´airement comple`te (cf. §1). Il sugge`re aussi que la section hyper-
plane ge´ne´rale d’une surface obtenue comme image re´ciproque par un endomorphisme de
P4 d’une surface irre´gulie`re, est line´airement comple`te, excepte´ peut-eˆtre pour un nombre
fini de familles de surfaces irre´gulie`res. Nous montrons ici que toute section hyperplane
d’une surface image re´ciproque d’une surface par un endomorphisme (qui n’est pas un
automorphisme) est line´airement comple`te. Ce qui, vue la nature des surfaces irre´gulie`res
connues, va dans le sens de la conjecture de Peskine. La de´monstration repose sur une
de´composition de certaines images directes de fibre´s (1.1) et conduit en fait a` un e´nonce´
ge´ne´ral sur les sections hyperplanes de varie´te´s images re´ciproques de sous-varie´te´s lisses
par un endomorphisme de l’espace projectif (2.2). La dernie`re section regroupe quelques
remarques sur l’adjonction de ces varie´te´s.
1 De´composition de pi∗(OX ′(lH
′)).
Soit n un entier ≥ 1. Soient P et P′ des espaces projectifs sur C de dimension n et
H (resp. H ′) une section hyperplane de P (resp. P′). Nous dirons qu’un sous-sche´ma
X d’un espace projectif P est line´airement complet si le morphisme de restriction :
H0(P,OP(H)) −→ H
0(X,OX(H)) est surjectif.
Soient P′
pi
−→ P un morphisme d’image non re´duite a` un point, donc fini, surjectif et
plat, X ⊂ P un sous-sche´ma de degre´ d et X ′ = pi−1(X) ⊂ P′ son image re´ciproque. Si
pi∗(OP(H)) = OP′(kH
′), X ′ est de degre´ d.kcodim(X). En particulier pi est de degre´ kn.
LorsqueX est localement Cohen-Macaulay, on de´signera par ωX son faisceau dualisant,
et, dans ce cas, pi e´tant fini et plat, X ′ est aussi localement Cohen-Macaulay et son faisceau
dualisant est ωX′ = pi
!(ωX) (ou` pi
!(F) est de´fini par pi∗pi
!(F) = Hom(pi∗(OX′),F), cf. [3]
ou [4, III.7]). On souhaite e´tudier les faisceaux OX′(lH
′) et, lorsque X est localement
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Cohen-Macaulay, ωX′(lH
′), et en particulier leur cohomologie. La proposition suivante et
l’annulation des images directes supe´rieures de pi nous permettent de ¡¡travailler sur X¿¿.
Proposition 1.1 Le fibre´ pi∗(OX′(lH
′)), l ∈ Z, se de´compose naturellement :
pi∗(OX′(lH
′)) =
⊕
d∈Z
El,d ⊗OX(−dH)
ou` El,d est le conoyau de la multiplication :
H0(OP(H))⊗H
0(pi∗(OP′(lH ′))((d − 1)H)
)
−→ H0
(
pi∗(OP′(lH
′))(dH)
)
,
non nul exactement lorsque − [l/k] ≤ d ≤ δ(n, k, l), avec δ(n, k, l) = n+ 1 +
[
−n+1+l
k
]
.
De´monstration de 1.1 Comme pi est affine, pi∗(OX′(lH
′)) = pi∗(OP′(lH
′))|X , on peut
donc supposer que X = P. Or pi∗(OP′(lH
′)) est un fibre´ sur P et
Hi
(
pi∗(OP′(lH
′))(dH)
)
= Hi
(
OP′((l + k.d)H
′)
)
.
Le terme de droite s’annule pour 0 < i < n et tout entier d. Donc pi∗(OP′(lH
′)) est une
somme de fibre´s en droites. Un tel fibre´ est engendre´ en degre´ ≤ δ si et seulement si
Hn
(
pi∗(OP′(lH
′))((δ − n)H)
)
= 0,
ce qui est e´quivalent a` l + k(δ − n) > −n − 1. Notons Vl,d = H
0(pi∗(OP′(lH
′))(dH))
(la composante homoge`ne de degre´ l + kd de l’anneau gradue´ de P′). Le diagramme
commutatif suivant (ou` l+kd ≥ 0 et les fle`ches horizontales (resp. verticales) sont induites
par la multiplication des sections sur P (resp. P′)) :
H0(OP(H))⊗ Vl,d−1 ⊗ V0,1 //

Vl,d ⊗ V0,1 //

El,d ⊗ V0,1 //

0
H0(OP(H))⊗ Vl,d // Vl,d+1 // El,d+1 // 0
montre que El,d = 0 entraˆıne El,d+1 = 0 . D’ou` la de´composition annonce´e.
1.2 Lorsque pi n’est pas un automorphisme (i.e. k > 1), on ve´rifie que H0(IX′(H
′)) = 0,
donc X ′ est non de´ge´ne´re´.
1.3 D’autre part si h1(IX(dH)) = 0 pour tout d < s alors
h1
(
IX′(lH
′)
)
= 0 pour tout l < sk.
En effet, si F est un faisceau cohe´rent sur X, on a
Hi
(
pi∗(F)(lH ′)
)
≃ Hi
(
F ⊗ pi∗(OX′(lH
′))
)
.
En particulier si h0(OX) = 1 et si pi n’est pas un automorphisme, X
′ est line´airement
complet. Remarquons cependant que h1(IX(dH)) = 0 pour tout d si et seulement si
h1(IX′(lH)) = 0 pour tout l.
1.4 Si X est lisse on sait d’apre`s le the´ore`me de transversalite´ de Kleiman (voir [5] ou [4,
III.10.8, p. 273]) que, pour un automorphisme line´aire ge´ne´ral σ, pi−1(σX) est lisse. Donc
si X est lisse et en position ge´ne´rale, X ′ est lisse et hi(OX′) = h
i(OX) , i < dim (X).
Dans toute la suite on supposera que pi n’est pas un automorphisme (i.e. k > 1).
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2 La section hyperplane.
Soient X ⊂ P une varie´te´ lisse connexe, s une section non-nulle de OP′(H
′) et µs la
multiplication par s : OX′
µs
−→ OX′(H
′).
Proposition 2.1 Hi(µs) est injective pour i < dim (X).
Comme d’apre`s 1.2 et 1.3 l’image re´ciproque de X est line´airement comple`te et non
de´ge´ne´re´e, on en de´duit :
Corollaire 2.2 Soient X ⊂ P une variete´ lisse de dimension au moins e´gale a` 2, pi :
P′ −→ P un endomorphisme qui n’est pas un automorphisme et X ′ = pi−1(X). Alors pour
tout hyperplan H ′ coupant X ′ proprement, la section X ′∩H ′ est line´airement comple`te. En
particulier, si X ′ est irre´ductible, toute section hyperplane de X est line´airement comple`te.
De´monstration de 2.1 D’apre`s 1.1, pi∗(µs) se de´compose sous la forme : pi∗(µs) =
(µp,qs )p,q≥0 avec :
µp,qs : E0,q ⊗OX(−qH) −→ E1,p ⊗OX(−pH)
Remarquons que µ0,0s s’identifie a` :
OX
s⊗1
−→ H0
(
OP′(H
′)
)
⊗OX
En appliquant le the´ore`me d’annulation de Kodaira on voit que, pour i < dim (X),
Hi(pi∗(µs)) se re´duit a` :
Hi(OX)
s⊗1
−→ H0
(
OP′(H
′)
)
⊗Hi(OX)
qui est e´videmment injective.
Sans supposer X lisse, on de´montre de la meˆme manie`re :
Proposition 2.3 Soit j un entier. Si Hi(OX(−dH)) = 0 pour tout entier i < j et tout
entier d tel que 0 < d ≤ δ(n, k, 0) alors Hi(µs) est injective pour tout entier i < j.
3 L’application canonique.
On suppose toujours que X est lisse, connexe et en position ge´ne´rale. Si 0 ≤ l < k et
δl = δ(n, k, l), on a 0 < δl < n+ 1. D’apre`s 1.1 :
pi∗(ωX′(−lH
′)) = Hom(pi∗(OX′(lH
′)), ωX) = (E
∨
l,0 ⊗ ωX)⊕ . . .⊕ (E
∨
l,δl
⊗ ωX(δlH))
Un e´le´ment non nul de E∨l,δl de´finit naturellement un morphisme non nul :
pi∗(ωX(δlH)) −→ ωX′(−lH
′)
3.1 Si l = 0, on obtient une factorisation :
P(H0(ωX′))




X ′oo_ _ _ _

P(H0(ωX(δ0H))) Xoo_ _ _
La fle`che verticale de gauche est une projection.
3.2 Si l = 1 et δ1 ≥ dim (X), on sait (cf. [1, 8.8.5, p. 239]) que ωX(dim (X)H) est
engendre´ par ses sections sauf si (X,OX (H)) = (Pm,OPm(1)). Donc, hormis ce cas,
H0(ωX′(−H
′)) est 6= 0. Si s est une section non nulle de ωX′(−H
′), le syste`me line´aire
s⊗H0(OX′(H
′)) ⊂ H0(ωX′), de´fini une application rationnelle qui est un plongement hors
du lieu des ze´ros de s et donc l’application canonique de X ′ est birationnelle.
4 Sections hyperplanes et endomorphismes
En particulier :
Proposition 3.3 Soient S ⊂ P4 une surface lisse et pi : P4 −→ P4 un endomorphisme
qui n’est pas un automorphisme. Alors, si S est en position ge´ne´rale, S′ = pi−1(S) est lisse
et son fibre´ canonique est tre`s ample, sauf si S est un plan et k = 2.
3.4 La surface S′ est donc de type ge´ne´ral, sauf dans le cas d’exception de la proposition,
S′ e´tant alors une surface de Del Pezzo.
De´monstration de 3.3 Comme NS′P
′ = pi∗(NSP), alors ωS′ ⊗ pi
∗(ωS′)
∨ = (ωP′ ⊗
pi∗(ωP)
∨)|S′ = OS′(5(k−1)H
′). Donc ωS′ = pi
∗(ωS(3H))⊗OS′((2k−5)H
′). Cela de´montre
le re´sultat puisque, sauf si S est un plan, ωS(2H) est engendre´ par ses sections.
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