In this article a new slice-based 3D prostate segmentation method based on a continuity constraint, implemented as an autoregressive ͑AR͒ model is described. In order to decrease the propagated segmentation error produced by the slice-based 3D segmentation method, a continuity constraint was imposed in the prostate segmentation algorithm. A 3D ultrasound image was segmented using the slice-based segmentation method. Then, a cross-sectional profile of the resulting contours was obtained by intersecting the 2D segmented contours with a coronal plane passing through the midpoint of the manually identified rotational axis, which is considered to be the approximate center of the prostate. On the coronal cross-sectional plane, these intersections form a set of radial lines directed from the center of the prostate. The lengths of these radial lines were smoothed using an AR model. Slice-based 3D segmentations were performed in the clockwise and in the anticlockwise directions, where clockwise and anticlockwise are defined with respect to the propagation directions on the coronal view. This resulted in two different segmentations for each 2D slice. For each pair of unmatched segments, in which the distance between the contour generated clockwise and that generated anticlockwise was greater than 4 mm, a method was used to select the optimal contour. Experiments performed using 3D prostate ultrasound images of nine patients demonstrated that the proposed method produced accurate 3D prostate boundaries without manual editing. The average distance between the proposed method and manual segmentation was 1.29 mm. The average intraobserver coefficient of variation ͑i.e., the standard deviation divided by the average volume͒ of the boundaries segmented by the proposed method was 1.6%. The average segmentation time of a 352ϫ 379ϫ 704 image on a Pentium IV 2.8 GHz PC was 10 s.
I. INTRODUCTION
Prostate cancer therapy procedures require the determination of the prostate boundary for proper therapy planning and delivery. In addition, the determination of the prostate volume is important in the diagnosis of prostate disease and in the interpretation of the PSA test results. 1 Three-dimensional ultrasound ͑3D US͒ has been shown to be an effective imaging modality for determining the prostate boundary and volume. 2 Although manual segmentation of the prostate boundary in 3D US images is possible, it is arduous and time consuming. However, automated or semiautomated prostate segmentation is challenging due to image speckle, low contrast of the US image, and shadowing, caused by intraprostatic calcifications or implanted brachytherapy seeds.
Many 2D and 3D prostate segmentation methods have been proposed. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] However, 2D segmentation techniques are inadequate as they do not provide a 3D geometric description of the prostate. 3D prostate segmentation methods can be categorized into two classes: Direct 3D segmentation and propagation of the 2D slice-based segmentation. The first class is based on 3D deformable models. 10 , 11 Ghanei et al. 10 initialized the 3D deformable model with six to eight vertices in multiple 2D slices of the prostate. However, their method was time consuming because about 40%-70% of the 2D slices required manual initialization and segmentation. Hu et al. 11 used six manually defined points on the prostate boundary to determine an ellipsoid that served as an initial guess. The initial 3D mesh was then automatically refined by forces characterized by the image gradient and smoothness of the contour. This method worked well for high contrast 3D US images, but required users to manually edit the contour when the shape of prostate was abnormal and/or when the image had low contrast at the boundary of the prostate. Manual editing is not desirable as it is a time consuming process, which leads to observer variability. The second class of methods resliced the 3D US image and segmented the resulting 2D images. 8, 12 Wang et al. 8 compared the segmentation accuracy produced by parallel and rotational reslicing. The parallel method cuts the 3D US image into evenly spaced transverse image slices, and the rotational method reslices the 3D image into evenly angularly spaced image slices that intersect along a rotational axis, which is approximately located at the center of the prostate. Wang et al. 8 concluded that the rotational reslicing method has a lower editing rate and volume error. Wang et al. 8 commented that the segmentation errors tend to occur on parallel image slices that are nearly tangential to the prostate surface. Images resliced rotationally do not have this problem since the rotational axis is located approximately to the center of the prostate, generating prostate profiles that are approximately elliptical. Although the rotational axis was manually selected, the segmentation results would not be sensitive to the choice of the rotational axis, as long as the rotational axis chosen was not close to the prostate boundary. Wang et al. 8 reported that the rotational reslicing method produced excellent prostate segmentation results that have a low volume error of −1.7%, compared to −5.4% given by the parallel segmentation method. We used the rotational reslicing method in our proposed algorithm because of its advantages over the parallel reslicing method.
The rotational-slice-based prostate 3D segmentation method 8, 13 consists of three steps: ͑1͒ Rotationally reslicing the 3D image of the prostate into a number of slices about a manually identified rotational axis ͓Fig. 1͑c͔͒, ͑2͒ manually choosing four to eight initialization points from the boundary of the prostate in a single 2D US image in which the initial contour is estimated using Cardinal spline interpolation; the discrete dynamic contour ͑DDC͒ model 6, 8, 14 is used to deform this initial contour. The DDC model consists of ͑a͒ the vertices of the contour, ͑b͒ the external forces, and ͑c͒ the internal forces. The position of the contour is represented by discrete points known as the vertices. The external force drives each vertex to the prostate boundary according to the image gradient, and the internal force maintains the smoothness of the contour. ͑3͒ The deformed contour in the initial slice is then propagated to its adjacent slice, to be used as the initial contour before refining. This procedure is repeated until the contours in all 2D image slices of the 3D image are segmented. A 3D prostate surface mesh is then reconstructed from the contours in all 2D slices. It has been shown that the slice-based 3D segmentation method is easy to initialize ͑i.e., by several points on the initial slice͒, which requires approximately 3 s to segment a 300ϫ 300ϫ 300 US image on a FIG. 1. 3D TRUS prostate image acquisition and reconstruction. ͑a͒ The transducer rotated about its long axis through a scanning angle of 120°to acquire a series of 120 2D B-mode images. ͑b͒ The 3D reconstructed image is shown with the acquired 2D images. The coronal, sagittal, and transverse slices were labelled to show the orientation of the 3D US image. ͑c͒ The 3D image is resliced rotationally above a center axis. The orientation of the coronal image slice shown in Fig. 3͑d͒ is also labelled.
Pentium IV 2.8 GHz PC. 8, 12, 13 This amount of time is much shorter than the time required for direct 3D segmentation methods.
Although the slice-based 3D segmentation is fast and accurate, it can fail when the segmentation error begins to accumulate during propagation, which is discussed in Sec. II A. This problem becomes significant near shadows at the prostate boundary or bright regions inside the prostate produced by intraprostatic calcifications or implanted brachytherapy seeds ͑see Fig. 2͒ . Although manual editing, described in Wang et al., 8 is helpful for correcting segmentation inaccuracy, it is time consuming and it introduces observer variability. In addition, because the 3D boundary evolves from sequential 2D boundaries, it is difficult to decide from which slice editing should start.
In this article, we solve these problems by imposing a continuity constraint in the slice-based 3D segmentation method. 8, 12 In Sec. II, we describe the effect of accumulation error and develop a slice-based 3D prostate segmentation method using an autoregressive ͑AR͒ model. Our approach segments the prostate slice-by-slice in a clockwise and counter-clockwise direction with respect to the coronal view ͑see Figs. 1 and 2͒, producing two different segmented contours for each 2D US image. The clockwise and counterclockwise segmentations produce two different contours for each 2D slice. For each pair of unmatched segments, in which the distance between the two contours is greater than 4 mm, a method is proposed to select the optimal contour. In Sec. III, we describe the methods used to acquire the test images and study designs, and in Sec. IV, we describe the statistical metrics used to evaluate our 3D segmentation method.
II. METHODS

II.A. Error accumulation and end point smoothing in slice-based 3D segmentation
The slice-based 3D prostate segmentation method is susceptible to the error accumulation effect caused by the propagation of the 2D segmented contour in one slice to the adjacent slice in which it is treated as the initialization contour. Figure 2 shows an example of the accumulation error in the segmentation of a prostate. In the 45th slice, as shown in Fig.  3͑a͒ , the refined contour matches the manually segmented boundary. The segmentation error increases and accumulates ͓Fig. 3͑b͔͒, which finally reaches its maximum deviation from the manually segmented prostate boundary in the 56th slice ͓Fig. 3͑c͔͒. This error accumulation effect can be visualized more clearly at the coronal plane, which is shown in Fig. 2͑d͒ . In Fig. 3͑d͒ , each line corresponds to the intersection between the segmented prostate in a 2D slice and the coronal cross-sectional plane. The white line represents the results of the slice-based 3D segmentation method while the gray line represents the manual segmentation. X s ͑j͒ and X e ͑j͒ are the intersections of the 2D prostate boundary in the jth slice and the coronal cross-sectional plane, called the start point and end point, respectively. Figure 3͑d͒ shows that the start point, X s ͑0͒, on Slice 0 is geometrically adjacent to the end point, X e ͑J − 1͒, on Slice J − 1, where J is the total number of slices; therefore, their distances to the manually identified prostate center-defined by the midpoint of the manu- . ͑a͒-͑f͒ Prostate contours in the 28th, 48th, 68th, 78th, 82nd, and 83rd rotational slice respectively. These results were generated without manual editing for a 3D TRUS prostate image with intraprostatic calcifications. The bright contour is the algorithm segmentation result, and the dark contour is the result of manual segmentation.
FIG. 3.
Illustration of error accumulation in the slice-based 3D prostate segmentation method. The 3D prostate image was rotationally resliced into 90 slices, and their 45th, 48th, and 56th slices are shown in ͑a͒-͑c͒. In each slice, the manually ͑gray͒ and algorithmically ͑white͒ segmented contours are presented. In the 45th rotational slice, the semiautomatically segmented prostate contour matches the manually segmented boundary as shown in ͑a͒. ͑b͒ The segmentation error increases and accumulates, and ͑c͒ finally reaches its maximum deviation from the manually segmented prostate boundary in the 56th rotational slice. ͑d͒ This error accumulation effect can be visualized more clearly at the coronal plane shown. In ͑a͒, ͑b͒, and ͑c͒, the vertical line at the center of the slices is the rotational axis while the horizontal line represents the coronal cross-sectional plane; the intersections of the contour j with the coronal cross-sectional plane are called the start and end points respectively, represented by X s ͑j͒, X e ͑j͒. ͑d͒ The coronal cross-sectional view of the manual and algorithm segmented prostate contours. O is the prostate center, which is defined by the midpoint of the manually identified rotational axis. The orientations of the transverse, sagittal and coronal slices of a 3D TRUS image are also identified.
ally identified rotational axis and contained by the coronal plane and denoted by O-should be constrained to be the same by continuity of the prostate boundary. The manually segmented contours ͓i.e., the gray contours in Fig. 2͑d͔͒ exhibit this continuity; however, those produced by the slicebased 3D segmentation algorithm ͑white contours͒ do not.
To improve the accuracy of the slice-based 3D segmentation algorithm, a continuity constraint could be imposed in the contour propagation procedure. Our goal was to develop a method that is not much more computationally expensive than Wang's 8 rotational slice-based algorithm. For the 3D prostate image that is segmented accurately by Wang's algorithm, 8 the modified segmentation algorithm should produce results that are similar in its accuracy. It would also be advantageous to use the 2D DDC model to segment the rotationally resliced images because the resolution of the transducer is the poorest in the X ͑or elevational͒ direction ͑see Fig. 1͒ ; for this reason, it is not advisable to perform a semiautomatic segmentation on the transverse or the coronal slice using the 2D DDC model. Thus, we chose to impose a continuity constraint on both the start point and the end point that is associated with the intersection between the first and last 2D segmented contours and the coronal cross-sectional plane ͓see Figure 3͑d͔͒ . Inspired by Kehtarnavaz et al., 15 a zero AR model was chosen for this purpose.
Using the slice-based segmentation, 8 the start and end points associated with each slice were computed, which are denoted respectively by X s ͑j͒ and X e ͑j͒ for slice j =0,1, ... ,J − 1. Let R s ͑j͒, R e ͑j͒ be the distances between X s ͑j͒, X e ͑j͒, respectively, and let O be the manually identified prostate center:
R e ͑j͒ = ʈX e ͑j͒,Oʈ, ͑2͒
where ʈA , Bʈ is the Euclidean distance between A and B. Because the purpose of this section is to impose a continuity constraint in the contour propagation, instead of predicting its position as in Kehtarnavaz et al., 15 we used the following linear AR model to estimate the distance between the desired start and end points ͑X s Ј͑j͒ and X e Ј͑j͒͒, denoted by R s Ј͑j͒ and R e Ј͑j͒, and O:
͑3͒
R e Ј͑j͒ = ␤ e ͑j͒ · R e ͑j͒ = ʈX e Ј͑j͒,Oʈ,
͑4͒
where ␤ s ͑j͒ and ␤ e ͑j͒ are the coefficients used in the estimation of R s Ј͑j͒ , R e Ј͑j͒. In the following, we demonstrate how the coefficients ␤ s ͑i͒ and ␤ e ͑i͒ were used to impose the bounds on the rate of change of R s Ј͑j͒ and R e Ј͑j͒.
The following two continuity constraints were imposed in the estimation of R s Ј͑j͒ , R e Ј͑j͒:
͑5͒
R e Ј͑J͒ = R s ͑0͒.
͑6͒
Experiments showed that the majority of segmentation errors occurred near the end of the propagation, which was due to error accumulation ͓see Fig. 3͑d͔͒ . Thus, we imposed a continuity constraint by restricting the rate of change for both R s Ј͑j͒ and R e Ј͑j͒ with respect to R s Ј͑J͒ and R s Ј͑J͒ ͑i.e., R e ͑0͒ and R s ͑0͒͒ to a maximum of tan͑ max ͒:
where max is the angle of the largest slope allowed ͑Fig. 4͒. The value of max is dependent on the total number of slices, J, and the desired smoothness of the resulting prostate boundary. For a smooth segmented prostate or for a large value of J, a small max has to be selected, which can be determined empirically. Our experiments demonstrated that the segmentation result is not sensitive to this value ͑see 
II.B. Slice-based 3D prostate segmentation based on the continuity constraint using an AR model
After determining the start and end points, X s Ј͑j͒ , X e Ј͑j͒ , j =0,1, ... ,J − 1, on the coronal cross-sectional plane for each slice, the following steps were performed in order to segment the 3D prostate boundary:
II.B.1. Reinitialization
Suppose that in a slice j, the vertex list propagated from the refined contour in its previous slice, j −1, is
By inserting the estimated start and end points, X s Ј͑j͒ , X e Ј͑j͒ into the vertex list, we obtain a new ver-
.. ,X n j j ͖, which is treated as the initial contour for the segmentation in slice j ͑see Fig. 5͒ .
II.B.2. Deformation
The discrete dynamic contour ͑DDC͒ model 14 deforms the initial contour determined in step 1. Since our proposed algorithm expects that the newly inserted points, X s Ј͑j͒ , X e Ј͑j͒, are close to the prostate boundary, we clamp them during deformation. Since the role of the internal forces of the deformable contour model is to maintain the smoothness of the contour, the vertices close to X s Ј͑j͒ , X e Ј͑j͒, such as
j ͖, are driven toward X s Ј͑j͒ and X e Ј͑j͒ ͑see the arrows in Fig. 5͒ . Ladak et al. 16 performed a study to evaluate the effect of the weights assigned to the internal ͑w int ͒ and the external forces ͑w ext ͒, and found that the segmentation results were the most accurate when w int = 0.3 and w ext = 0.7, which were used in this step.
II.B.3. Propagation
The segmented prostate boundary is propagated to the next 2D image slice. Steps 1 and 2 are repeated until the prostate boundary in all the slices has been segmented.
II.C. Choice of the coronal cross-sectional plane
An application of the continuity constraint requires the selection of a coronal cross-sectional plane. While multiple planes may be useful, we chose to examine the use of one plane so that the computational cost is minimized. Since the prostate is approximately ellipsoidal, the cross-sectional plane passing through the manually identified prostate center contains a large and smooth boundary, which is better than the small boundary that would be obtained if a crosssectional plane near the ends of the prostate were used.
II.D. Propagation in two opposite directions
The modified slice-based 3D prostate segmentation method described above efficiently corrected the segmentation errors occurring near the end of the propagation. However, it is possible that segmentation errors will occur near the beginning of the propagation, which is usually caused by low boundary contrast. To circumvent this problem, we repeated the modified slice-based 3D segmentation method in the opposite direction of propagation so that the slices segmented near the beginning of a segmentation operation propagating in one direction will be segmented at the end by the opposite propagation. This results in two different segmentations for each 2D slice.
The worst case occurs when significant segmentation errors are present at both ends of the propagations. To handle this case, we combined in each slice the two segmented contours produced by the clockwise and anticlockwise propagating segmentations. The optimal contour was selected by the following method:
͑1͒. Suppose C c and C ac are the two contours obtained from the clockwise and anticlockwise propagations. We cast M rays from O, the origin of the coronal cross-sectional plane, evenly to resample C c and C ac , M = 60 in our experiments. As shown in Fig. 6 , we denote the intersections of C c and C ac with ray m as C c ͑m͒ and C ac ͑m͒ , m =1,2, ... , M.
͑2͒. At index m, we calculated the distance between the clockwise and anticlockwise contours, i.e., similar and called a matched pair, otherwise they are called an unmatched pair. For matched pairs, we used the average point of the two intersections, C c ͑m͒ and C ac ͑m͒, as the intersection of the optimal contour with ray m, i.e.,
where ͑x c ͑m͒ , y c ͑m͒͒ , ͑x ac ͑m͒ , y ac ͑m͒͒ and ͑x opt ͑m͒ , y opt ͑m͒͒ are the coordinates of the intersections of the clockwise, anticlockwise and optimal contours with ray m. ͑3͒. For unmatched pairs, the proposed algorithm assumes that one of the contours is close to the prostate boundary, but we have to decide which one. From Eqs. ͑7͒ and ͑8͒, it is expected that the continuity constraint is more reliable for small j. Thus, we determined the optimal contour using the following rule:
͑4͒. The purpose of this step is to correct any falsely classified segments that were determined in Step 3. In this step, we used the contour determined in the previous slice as a surrogate truth. Then, the distances between the contours in the current and previous slices were calculated on a vertexby-vertex basis. If it was less than a given threshold ͑we used 2.0 mm in our experiments͒, the classification in Step 2 is considered correct; otherwise, the classification is not correct, and the alternative contour is chosen to be optimal.
III. EXPERIMENTAL METHODS
III.A. 3D US image acquisition
All images were acquired with a tilt scanning 3D transrectal ultrasound ͑TRUS͒ imaging system developed in our laboratory, [17] [18] [19] [20] which has been used in 3D US guided cryosurgery and brachytherapy 2, 21 as well as in the development of 3D US guided breast biopsy system. 22, 23 Nine 3D TRUS images were obtained using an Aloka 2000 US machine ͑Aloka, CT͒ with a 7.5 MHz biplane side-firing TRUS transducer ͑B&K, 8658/S͒ mounted on a motorized scanning mechanism. The acquisition geometry and the reconstruction method have been described elsewhere [17] [18] [19] [20] and are reviewed briefly here ͑see Fig. 1͒ . The transducer rotated about its long axis through a scanning angle of 120°, while a series of 120 2D B-mode images were acquired with an 8-bit video frame grabber at 15 Hz. The acquired 2D images were reconstructed into a 3D image using reconstruction software developed in our laboratory, with the z axis parallel to the transducer axis. [17] [18] [19] [20] The sizes of the images varied from 352ϫ 369ϫ 588 to 352ϫ 383ϫ 737 voxels of size 0.17 ϫ 0.16ϫ 0.16 mm 3 . In order to evaluate the impact of different US systems on the performance of our 3D segmentation methods, we also segmented 3D TRUS images acquired by another US machine and with different angular spacing and acquisition settings. Six images ͑Fig. 8 below͒ were obtained from the same patient with different US machine settings using a Philip ͑Bothell, WA͒ HDI 5000 US system with a biplane side firing endorectal broadband transducer ͑L10-5͒. The image sizes were 336ϫ 407ϫ 802 voxels of size 0.15ϫ 0.15 ϫ 0.15 mm 3 .
III.B. Manual segmentation
The algorithmically segmented prostate surfaces were compared with manually segmented surfaces, which served as the surrogate truth in the evaluation performed in Sec. IV.
Previous investigations on the interobserver and intraobserver variability of manual prostate segmentation showed that the interobserver variability was higher than the intraobserver variability. 24 However, it was also shown that prostate segmentation by an experienced user using 3D US images was low, with a coefficient of variation less than 10%. Since the purpose of this article was to investigate an improvement in a 3D prostate segmentation algorithm, which has already been shown to have a low variability, 8 multiple observers were not used and only a single experienced user was used as the surrogate truth for our evaluation.
In manual segmentation, an expert observer examined each 3D TRUS image and selected a 2D image slice with the best contrast. In that 2D slice, a rotational axis parallel to the vertical axis was chosen, and its midpoint was used as the prostate center in our study. The 3D TRUS image was then resliced about this axis into 90 rotational slices separated by 2°͑Ref. 8͒, the observer manually outlined the prostate boundary in each slice.
III.C. Study designs
The evaluation of our semiautomated prostate segmentation algorithm involved the determination of its accuracy, variability, and its segmentation time using local and global distance-and volume-based metrics as described below. Our evaluation involved comparisons between the manual seg- mentation method ͑MAN͒ and the four semiautomated algorithm segmentation methods: Slice-based method ͑SB͒ described in Wang et al., 8 clockwise-propagating ͑CP͒ method, anticlockwise propagating ͑AP͒ method, and the optimal ͑OPT͒ AR model-based segmentation described in Sec. II. The 3D TRUS images used in the evaluation were obtained for two types of studies as outlined below.
III.C.1. Study I: Single acquisition of multiple prostates
We obtained a single 3D TRUS image for each of the nine patients ͑Fig. 7͒. For each 3D TRUS image, an expert observer segmented the prostate five times manually using the four algorithmic segmentation techniques. To reduce the effect of memory, two weeks elapsed between these segmentation sessions. This study incorporated the effect of intraobserver variability when evaluating the accuracy and variability of the 3D segmentation algorithms.
III.C.2. Study II: Multiple acquisitions of a single prostate
The purpose of this study was to evaluate our semiautomatic segmentation algorithm under the condition in which the variability is caused by different settings of the US machine and by repeated 3D TRUS acquisitions, in addition to the intraobserver variability. In this study, six different 3D TRUS images were obtained using different settings of the US machine from one patient ͑Fig. 8͒. For each of the six 3D TRUS images, the same expert observer segmented the prostate only once manually and six times using the four semiautomatic segmentation methods.
III.C.3. Number of 3D images used in evaluations
Estimating the total number of 3D images used in Studies I and II required a power calculation. The number of sample prostates, P, used in Study I can be computed using the following equation:
where K is the number of segmentations per image ͑K =5 in our case͒, z ␣/2 = 1.96, z ␤ = 0.84, corresponding to a power of 80% and a significant level of 5%; ␦ is the minimum difference detectable by the t-test.
To estimate ␦, we used the intraobserver coefficient of variation of 5.1% in a manual prostate segmentation study by Tong et al. 24 The average prostate volume in our study was approximately 30 cm 3 , giving a standard error of 1.5 cm 3 , which was used as the value for ␦. To make a conservative estimation of the sample size, we used the two highest variances from the different segmentation methods in a preliminary study involving five 3D images ͑i.e., 1 2 = 5.2 and 2 2 = 2.5͒. These parameters, along with Eq. ͑14͒, gave a sample size of 5.4 3D TRUS prostate images. Thus, we used nine 3D prostate images in Study I to ensure that we will be able to detect a volume difference at least as small as 1.5 cm 3 . Similarly, the minimum number of ultrasound acquisitions, S, required in Study II is
where K is the number of repeated algorithm segmentations, equalling 6 in our experiment; Man 2 and Alg 2 are the intraobserver variances in segmenting a single 3D prostate image by manual and algorithmic segmentation, respectively. We used the average of the variances associated with the four algorithmic segmentation methods from a preliminary study ͑i.e., Alg 2 = 2.7 cm 3 and Man 2 = 1.2 cm 3 ͒. These parameters and Eq. ͑15͒ gave S = 5.8. Thus, we used six 3D prostate images in Study II.
IV. EVALUATION METHODS
IV.A. Volume-based metrics
To determine the accuracy and variability of the segmentation algorithms from both Studies I and II, the volumes of the segmented prostates were computed using the method introduced in Ding et al. 12 and compared to the results from manual segmentation. In Study I, each of the P prostates ͑P =9͒ was segmented K times ͑K =5͒ using each segmentation method i; thus, the mean volume for each segmentation method is
where V ij ͑k͒ is the kth volume measurement of prostate j by method i. We computed the 95% confidence interval of the difference between the mean volume, V i , generated with each semiautomatic segmentation algorithm and manual segmentation according to the Student's t distribution. Statistical inferences were based on these results.
To perform the t-test, the variance of the random variable, V i , for each method i, is required. First, we used the one-way ANOVA model 25 to obtain an unbiased estimate for i 2 , the variance of V ij , which is denoted by i 2 . According to the definition of V i in Eq. ͑16͒, the estimated variance of V i is i 2 / KP. The volumes associated with each pair of segmentation methods were then compared by computing 95% confidence interval of the volume difference
where is the degree-of-freedom of the t distribution used in computing the confidence interval. Since 1 2 and 2 2 are unequal, we used Satterthwaite's method 26 to estimate , which gives
Since there are five different segmentation methods, ten such comparisons were made.
In addition to comparisons of accuracy, we also compared the variability of the different segmentation algorithms. We used F statistics to compare the variance estimations associated with each algorithm segmentation method i, i 2 , and that associated with the manual segmentation, MAN 2 :
.
͑19͒
Based on the computed F value, we would reject the hypothesis
, where f ␣ ͑ 1 , 2 ͒ is used to denote the ␣th percentile of the F distribution with 1 and 2 degrees of freedom.
The same t-test and F-test were performed in Study II. The mean volume segmented by each segmentation method, i, was computed using Eq. ͑16͒, except that the subscript j is the index of the US image acquired from a single patient. In Study II, P ͑the total number of US images obtained͒ =6, K ͑the number of repeated segmentations͒ =6 for the four algorithmic segmentation methods, and K = 1 for manual segmentation. In this study, the variance of V ij ͑k͒ was decomposed into the interscan and intraobserver variability, denoted by ␣ 2 and 2 , respectively, which were estimated using the one-way ͑random effect͒ ANOVA model:
where s 2 and s 1 2 are the within-and between-group mean squares ͑the within-and between-group sum-of-squares divided by their associated degrees of freedom͒, respectively. It can be verified that the estimate of the variance of V i is
with ͑P −1͒ degrees of freedom. Since only the manual segmentation was performed once for each US image, the variance of the mean volume could not be decomposed into the interscan and interobserver components for the manual seg-mentation method. Thus, in Study II, we did not attempt to compare the intraobserver variability of the algorithmic segmentation method with that of the manual segmentation method. Student's t-test was performed in Study II, and the degree of freedom used was
. ͑21͒
IV.B. Distance-based metrics
IV.B.1. Average segmented prostate surface
The average surface of each prostate was required in the distance-based accuracy and variability assessment, which was constructed by the following three steps:
Step 1: Surface reconstruction. Each segmented contour in the 2D image slices was uniformly resampled and a 3D mesh of the prostate surface was constructed by connecting the corresponding vertices in adjacent 2D contours.
Step 2: Ray casting. 3D prostate surface meshes were reconstructed for multiple segmentations of the same prostate in Step 1. A ray was then cast from the centroid of the prostate to the nth vertex of one prostate surface ͑indexed by k =1͒, S 1 ͑n͒, which intersected the other 3D prostate surface meshes at positions S k ͑n͒ ͑k =2, ... ,K , K = 9 in Study I and K = 6 in Study II͒.
Step 3: Average surface computation. The position of the nth vertex of the average surface, S͑n͒, was determined by
where N is the total number of vertices on each 3D mesh, N =60ϫ 90= 5400 in our experiments.
IV.B.2. Distance-based metrics using average surfaces
For prostate j, the average manual segmented surface, S j,man , and average algorithmically segmented surface, S j,alg , were compared by first casting a ray from the centroid of S j,man , S j,man C , to S j,man ͑n͒, the nth vertex of S j,man . This ray intersects S j,alg at S j,alg ͑n͒. We define d s ͑j , n͒ to be the signed distance between S j,man ͑n͒ and S j,alg ͑n͒, thus:
The signed distance between the manually and algorithmically segmented surfaces was determined at N different positions ͓see Fig. 10͑a͔͒ . The distribution of d s ͑j , n͒ ͓plotted in Fig. 10͑c͒ below͔ provides a measure of the global accuracy and variability of the semiautomatic segmentation algorithms. We summarize this distribution with three global distance-based metrics: The mean absolute difference ͑d MAD,j ͒, standard deviation of the signed distances ͑ d,j ͒, and the fraction of the absolute value of the sampled distances, d s ͑j , n͒, that were less than t mm:
P j ͑t͒ = Number of elements in ͕n:͉d s ͑j,n͉͒ Ͻ t͖ N . ͑26͒
We chose t to be the minimum distance that produces a significant impact on the evaluation of the dosimetry of a prostate brachytherapy implant. Previous studies demonstrated that if the uncertainty of contouring is less than 4 mm, its impact on the dose that covers 90% of the target volume ͑D90͒ and the volume that receives 90% of the prescription dose ͑V90͒ is less than 2%, while the impact on tumor control probability ͑TCP͒ is less than 10%, which was not considered to be a significant impact on the implant dosimetry.
28,29 Thus, we chose t to be 4.0 mm. These three metrics were computed for each of the four segmentation algorithms: SB, CP, AP, and OPT, which are denoted by ͕d i,j,MAD , i,j,d and P i,j ͑t͒ : i =1,2,3,4͖, respectively.
IV.B.3. Statistical evaluation using the distancebased metric
The average d i,j,MAD and P i,j ͑t͒ were denoted by D i and P i ͑t͒ respectively, i.e.,
where P is the total number of prostates used in Study I and the total number of US images acquired in Study II ͑i.e., P = 9 in Study I, and P = 6 in Study II͒. The standard deviation of ͉d s ͑j , n͉͒ is smaller than 6 mm ͑see Tables III and VII below͒, and the total number of samples is large ͑i.e., N = 5400͒. Thus, the difference of D i between any two segmentation methods is much larger than the standard error of D i ; we can make statistically significant conclusions about the population mean of D i based on the sample means.
In analyzing P i,j ͑t͒ in Eq. ͑26͒, we modelled it as a binomial experiment with N = 5400 trials, in which each trial has a value of 1 if ͉d s ͑j , n͉͒ Ͻ t and a value of 0 otherwise. Our fractional measure P i,j ͑t͒ is the point estimate of the proportion, p, in the binomial experiment, which is associated with a variance of p͑1− p͒ / N. In Study I, P = 9 and the variance of P i ͑t͒ is p͑1− p͒ /9N, which has an upper bound of 1/͑4·9·5400͒ = 1 / 194 400. Thus, the difference between the means of a pair of segmentation methods is statistically significant if it is larger than z ␣/2 ͱ 2 / 194 400, which equals 0.63% ͑␣ =5%͒. In study II, P = 6, the difference of P i ͑t͒ between two segmentation methods is statistically significant if it is larger than z ␣/2 ͱ 2 / 129 600, which equals 0.77% ͑␣ =5%͒.
IV.B.4. Local segmentation variability
In our semiautomated segmentation method, an observer selected control points to initialize the contour in one initial 2D image slice, 6, 12 resulting in intraobserver variability in the segmented surface. To quantify the local variability associated with each segmentation method i, we first used the same ray casting method described in Sec. IV B 1 to compute the distance between S i,j,k ͑n͒, the nth vertex on the kth segmentation performed using method i on prostate j, and S i,j ͑n͒, the nth vertex of the average of K segmented surfaces ͕S i,j,k : k ͓1,K͔͖ calculated using Eq. ͑22͒:
where S i,j C is the centroid of the mean surface segmented for Prostate j using method i.
We quantify the local segmentation variability by the vari-
At the nth vertex of the prostate j, we define:
The pooled variance L 2 ͑i , j͒ for segmentation method i and prostate j, provides a global measure of the segmentation variability for each prostate, with N͑K −1͒ degrees of freedom:
In order to compare the variability associated with each method i, the variance computed in Eq. ͑30͒ is pooled over the nine prostates in Study I or the six US images in Study II, resulting in a pooled variance with 9N͑K −1͒ ͑Study I͒ or 6N͑K −1͒ ͑Study II͒ degrees of freedom:
Since the degree of freedom of the pooled variance is very large ͑194 400 in Study I and 162 000 in Study II͒, the difference between the variances associated with two segmen-TABLE I. Average prostate volume measurements ͑cm 3 ͒ associated with Study I for the manual segmentation method ͑MAN͒, and the four slice-based segmentation methods: SB, the slice-based segmentation method proposed in Wang et al. ͑Ref. 8͒; CP, the clockwise propagating; AP, anticlockwise propagating; and OPT, the optimal AR model-based segmentation. For each segmentation method i and prostate j, the segmentation was performed five times and the volume was computed. V ij was computed by taking the mean for the five repeated volume measurements. The average volume associated with each segmentation method i, V i , was computed by averaging the mean volume V ij associated with nine prostates. Using the one-way ANOVA model, the variance of the volume measurement for each segmentation method i, i 2 , was computed and tabulated. The F test was used to compare the estimated variance associated with each algorithm segmentation and the MAN method. The p value, the Type I error probability of the F test, was also tabulated. shown: manual ͑red͒, clockwise propagation ͑green͒, anticlockwise propagation ͑blue͒, and optimal contour ͑yellow͒. ͑a͒ 0th slice, i.e., the initial slice; ͑b͒ 4th slice: the blue contour is optimal; ͑c͒ 63rd slice: the green contour is optimal. ͑d͒ The 3D prostate boundary segmented using the "optimal" algorithm and ͑e͒ the coronal cross section of the prostate boundary.
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tation methods is statistically significant even if there is a small difference between the variances of two segmentation methods.
IV.B.5. Study on sensitivity of the segmentation results to max
To evaluate the segmentation variability caused by the use of different max , we segmented a single prostate five times with different max values: 9°, 12°, 15°, 18°, and 21°. The volumes of the five segmented surfaces and their average distances to the manually segmented surface ͑d MAD ͒ were compared.
V. RESULTS
V.A. Study I
Each of the nine 3D TRUS images was segmented five times manually and using the four semi-automatic algorithm methods ͑SB, CP, AP, and OPT͒. Figure 9 shows an example of the prostate segmentation. Figure 9͑a͒ shows the segmentation results in Slice 0 and the three contours obtained using the CP ͑green͒, AP ͑blue͒, and OPT ͑yellow͒ methods. Figure  9͑b͒ shows the segmentation results in Slice 4. In this slice, the OPT contour ͑yellow͒ on the right of the prostate is the average of the CP and AP contours, while the OPT contour on the left was obtained from the AP contour. Figure 9͑c͒ is the segmentation result in Slice 63. The OPT contour on the Table I͒ , which are denoted by V MAN , V SB , V CP , V AP , and V OPT , respectively. We denote the population mean of Statistics 1 ͑S 1 ͒ in the first column by 1 , and that of Statistics 2 ͑S 2 ͒ in the second column by 2 . Since the variances of the prostate volumes segmented using different methods were assumed to be unequal, the degrees of freedom associated with the ten t tests are unequal, which were computed using Eq. ͑18͒ and tabulated in column 3. Also tabulated are the 95% confidence intervals of 1 -2 ͑column 5͒, from which we determine whether the null hypothesis ͑H o : 1 = 2 ͒ is to be rejected ͑column 6͒. right side of the prostate is the average of the CP and AP contours, while the OPT contour on the left was obtained from the CP contour. Qualitative inspection suggests that the OPT method produced a contour that is more accurate than that of either the CP or AP method. Table I lists the mean volume of the prostate segmentations produced by MAN, SB, CP, AP, and OPT methods. For each segmentation method i, the average volume, V i , was calculated using Eq. ͑16͒. The F test results lead us to conclude that the intraobserver variability associated with three algorithmic segmentation methods-SB, CP, and AP-is higher than that of the manual segmentation; whereas, the OPT method is associated with a lower intraobserver variability, compared with that of the manual segmentation. Table II shows the two-sample t-test results used to compare the difference between the mean volumes obtained using manual segmentation ͑MAN͒, and the four algorithm methods: SB, CP, AP, and OPT. Among the ten pairs of comparisons, only the volume difference between the SB and the OPT method is not statistically significant. From the volume differences obtained ͑Column 4͒, we conclude that the average volume of the OPT method is closest to that of the MAN method among the algorithmic segmentation methods, although the SB method may be equally close. TABLE IV. Pooled standard deviation ͑mm͒, a measure of the local segmentation variability ͑see Sec. IV B 4͒, computed in Study I for surfaces segmented using each of the five segmentation methods: MAN, SB, CP, AP, and OPT, from nine prostate US images. Columns labelled 1 to 9 show the pooled standard deviations computed for each of the nine prostates using Eq. ͑30͒. The last column shows the pooled standard deviation for all prostates computed for each method using Eq. ͑31͒. Table III shows the distance metrics computed for the segmentations produced for the nine different prostates. In Sec. IV B 3, we justified making statistically significant conclusions solely based on the mean of the absolute difference, D i , ͑Eq. ͑27͒͒ of each segmentation method. Thus, we conclude from Table III that the OPT method is the best, evaluated using the absolute difference criterion ͑d MAD ͒. Also in Sec. IV B 3, we showed that if the difference of P i ͑t͒ between any pair of two methods is larger than 0.63%, then the difference is statistically significant. This allows us to conclude that the OPT method is the best; whereas, the difference between the CP and AP methods was not statistically significant. Table IV shows the pooled standard deviations that are computed for each of the five segmentation methods: MAN, SB, CP, AP, and OPT. In Sec. IV B 4, we justified making statistically significant conclusions on the local variability of different segmentation methods solely based on the sample variances obtained using Eq. ͑31͒. The last column in Table  IV shows that the local variability of the MAN methods is the smallest. Among the four algorithmic segmentation methods, the local variability of the OPT method is the smallest. Figure 10 shows the results obtained using two distancebased metrics. Figure 10͑a͒ shows the signed difference ͓Eq. ͑23͔͒ between the segmented surfaces produced manually and the optimal AR-based ͑OPT͒ segmentation method at each point mapped onto the prostate. A negative signed difference indicates that the surface segmented by the OPT method is closer to the prostate centroid than the manually segmented surface. In Fig. 10͑b͒ , the local segmentation standard deviations associated with the manual segmentations of a prostate ͓defined in Eq. ͑29͔͒ was mapped on the average prostate surface. Figure 10͑c͒ shows the signed difference distributions ͓d s ͑j , n͒ in Eq. ͑23͔͒ of the four algorithmic segmentation methods. It can be observed that the peaks of all four distributions are located at d s ͑n͒ = 0.5 mm, which indicates that most points on the algorithmically segmented surfaces have a signed distance between −1 and 0 mm from the manually segmented surface. The nonsymmetrical distribution also indicates that the algorithms tend to underestimate the size of the prostate, which agrees with the results obtained using the volume metrics. Among the four distributions, the one associated with the OPT method is the most peaked, which is consistent with the measurement of P j ͑t =4 mm͒ in Eq. ͑26͒, indicating that OPT method produces a segmented surface that has the lowest percentage of points that is more than 4 mm away ͉͑d s ͉ Ͼ 4 mm͒ from the manually segmented boundary.
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V.B. Study II
Study II was used to evaluate our semiautomatic segmentation algorithm under the condition in which both interscan and intraobserver variability are present. Table V shows that in the four algorithmic segmentation methods, ␣ 2 ͑the variances of segmented prostate volume caused by the interscan variability͒ are negligible, which demonstrates that the segmentation results produced by the proposed algorithm are insensitive to the change of US machine settings. Among the four segmentation methods, 2 ͑the variance caused by the intraobserver variability͒ of the OPT method was the smallest. Table VI shows the results of the t-test used in comparing the difference of the mean volume, V i , associated with dif- Table VII shows the mean absolute difference, ͑d MAD ͒, the standard deviation of the differences, ͑ d ͒, and the percentage of sampled distances that are less than 4 mm ͑P͑4.0 mm͒͒. We conclude that the OPT method is superior to the other three algorithmic segmentation methods, based on the mean absolute difference measure. We showed in Sec. IV B 3 that a statistically significant conclusion can be made if the difference between the P i ͑t͒ associated with a pair of two methods is larger than 0.77%. Table VII shows that P i ͑t͒ associated with the OPT method is at least 6.1% higher than that of other algorithm methods. Thus, based on the measure of P i ͑t͒, we can conclude that the OPT method is the best among the four algorithmic segmentation methods. Table VIII shows that the pooled standard deviation, L , ͓Eq. ͑31͔͒ of the OPT method is lowest among the four algorithmic segmentation methods and it leads to the conclusion that the local variability of the OPT method is the smallest. Table IX shows the volume and mean absolute distance, ͑d MAD ͒ computed for the segmentations of a single prostate using different value of max : 9°, 12°, 15°, 18°, and 21°. Among the volumes and the mean absolute distance, d MAD , computed for these five segmentations, the difference between the minimum and maximum volume was 0.3 cm 3 , and the difference between the minimum and maximum d MAD was 0.19 mm. These differences were too small to affect the results of the comparisons in Parts A and B, which show that the OPT method is superior to the other three semiautomatic segmentation algorithms.
V.C. Study on sensitivity of the segmentation results to max
V.D. Segmentation time
The segmentation time of the SB, CP, and AP methods was about 5 s on a 2.8 GHz PC, and the OPT method required a clockwise and anticlockwise segmentation; the total segmentation time was 10 s. Our results show that the proposed algorithm produces highly accurate segmentations results without manual editing. Thus, the proposed algorithm is less dependent on the skills of the human expert, taking a shorter amount of time to obtain a reliable segmentation required in clinical applications. Our software allows manual editing of segmented contours as described in Wang et al. 8 If an expert observer identified an error in the segmentation algorithm, he or she could manually edit one or more points on the contour before letting the propagation continue. However, manual editing took about an additional 10 s ͑edit operation and resegmentation͒ for every edit.
VI. DISCUSSIONS AND CONCLUSIONS
Prostate segmentation from 3D TRUS images is a critical step in planning prostate intervention procedures such as brachytherapy. The slice-based 3D prostate segmentation method proposed in Wang et al. 8 was fast, and therefore, suitable for clinical application. However, this method suffers from the effect of accumulation errors, which has been described in Sec. II A and depicted in Fig. 3 , when the image contrast is poor or in the presence of intraprostatic calcification artifacts. In this article, we developed and evaluated a modified slice-based prostate segmentation method based on the continuity constraint implemented as a zero-order AR model. This modified slice-based segmentation method propagated in the clockwise ͑CW͒ and counterclockwise ͑CCW͒ directions. Due to the slice propagation procedure used in the slice-based method proposed by Wang et al., 8 the accumulation error is most significant in the slices that are segmented last ͓the last 20 slices in Figure 3͑d͔͒ . By changing the order in which the slice-based segmentation method is propagated ͑i.e., CW to CCW or vice versa͒, the slices having the most significant segmentation errors, which were segmented last in the previous propagation direction, would now be segmented first. Thus, it is unlikely for the accumulation errors to occur at the same slices in the two propagation directions. Our results shown in Figs. 8͑b͒ and 8͑c͒ demonstrate that in the slice where the CW contour is less accurate, the CCW contour is more accurate and vice versa. The probability that both contours are inaccurate is unlikely as it can be implied from the high segmentation accuracy and demonstrated by our results reported in Sec. V. We described a method to select an "optimal" contour based on these two resulting contours. However, in the unlikely event in which both the CW and CCW contours were inaccurate, manual editing, followed by an additional slice-based propagation, may be required to steer the contour towards the prostate boundary.
Wang et al. 8 described the effect of the presence of the seminal vesicles; similar observations apply in the proposed algorithm, since the same DDC model 14 was used. The presence of seminal vesicles results in shadows in the US image, and therefore, "gaps" in the prostate boundary. Because the DDC model was designed to maintain the smoothness of the contour, the segmentation algorithm was able to bridge the "gap" and produce accurate segmentation results.
Compared with the segmentation methods that are based on 3D deformable models, 10, 11 sliced-based 3D segmentation methods exhibit an accordion-like shape ͑i.e., adjacent contours shrink and expand͒, whether the prostate boundary is outlined manually or using a segmentation algorithm. The continuity constraint implemented in the proposed algorithm has limited the rate of change of R s and R e ͓Eqs. ͑1͒ and ͑2͔͒ on the coronal slice chosen as described in Sec. II A, and therefore, the segmented prostate boundary seen on this coronal slice exhibits only small fluctuations. However, the smoothness of the prostate boundary seen on the other coronal slice is not guaranteed. Figure 9͑d͒ shows an example of the prostate segmentation result produced by the proposed algorithm. Figure 9͑e͒ shows the cross section of the prostate surface seen on the chosen coronal slice. This problem can be solved by applying a mesh smoothing algorithm 30 on the reconstructed prostate surface. Nevertheless, the accordionboundary effect on the volume estimation is small, as demonstrated by the accurate results shown in Table I . Our continuity constraint slice-based 3D prostate segmentation method can be used for other applications where the object to be segmented is approximately ellipsoidal, such as the kidney, left ventricle, or solid tumors. With statistical analysis using volume-and distance-based metrics, we have verified that the optimal segmentations selected using the proposed combination rule provide results closest to the manual segmentation and with a low intraobserver coefficient of variation ͑standard deviation divided by the average volume͒ of 1.6% in Study I and 3.7% in Study II, which is smaller than the intraobserver coefficient of 5.1% and much smaller than the interobserver coefficient of 11.4% given by Tong et al. 24 in Table V . This situation is shown in Fig. 4͑a͒ . We check the slope of the straight line connecting A = ͑j , R s ͑j͒͒ and B = ͑J , R s Ј͑J͒͒. In this case, the slope of the straight line is larger than tan͑ max ͒, and ␤ s Ͼ 1 is used to scale the data point R s ͑j͒ such that the rate of change of the desired distance R S Ј͑j͒ is clamped to tan͑ max ͒. This situation is shown in Fig. 4͑b͒ . Again, we check the slope of the line connecting A = ͑j , R s ͑j͒͒ and B = ͑J , R s Ј͑J͒͒.
In this case, the slope of the straight line is smaller than −tan͑ max ͒, and ␤ s Ͻ 1 is used to scale the data point R s ͑j͒ such that the rate of change of the desired distance R S Ј͑i͒ is clamped to −tan͑ max ͒. ␤ e is calculated in the same way and its value is expressed by the following equations: 
· ͑A1͒
After the coefficient ␤ s ͑j͒ has been determined, the distance between the estimated starting point, X s Ј͑i͒, and the origin, O, can be calculated from Eq. ͑A1͒. 
