Abstract. By a general Franklin system corresponding to a dense sequence of knots T = (t n , n ≥ 0) in [0, 1] we mean a sequence of orthonormal piecewise linear functions with knots T , that is, the nth function of the system has knots t 0 , . . . , t n . The main result of this paper is a characterization of sequences T for which the corresponding general Franklin system is a basis or an unconditional basis in H 1 [0, 1].
INTRODUCTION
The classical Franklin system is a complete orthonormal system consisting of piecewise linear continuous functions with dyadic knots. It was introduced by Ph. Franklin [7] in 1928 as an example of a complete orthonormal system which is a basis in C [0, 1] . Since then, it has been studied by many authors from different points of view, and various extensions and generalizations of this system have been considered. In particular, it is well known that this system is an unconditional basis in L p [0, 1], 1 < p < ∞ (see S. V. Bochkarev [1] ) and in H 1 [0, 1] (see P. Wojtaszczyk [17] ).
The present paper is a continuation of [10] . In both papers, we study the properties of a generalization of the classical Franklin system obtained by replacing the dyadic knots by a general sequence of knots. Given a sequence of knots T = (t n , n ≥ 0) in [0, 1] admitting at most double knots and dense in [0, 1] , by a general Franklin system corresponding to T we mean the complete orthonormal system consisting of piecewise linear functions with knots T (see Section 2.1 for the precise definition). We are interested in the properties of this system as a basis in various function spaces. For the spaces L p [0, 1], 1 < p < ∞, or C[0, 1], these properties are now fully understood: Z. Ciesielski [4] has proved that the L ∞ -norm of the orthogonal projection onto the space of piecewise linear functions with arbitrary knots does not exceed 3, which implies that each general Franklin system is a basis in L p [0, 1], 1 ≤ p < ∞, and if all knots are simple (so all functions of the system are continuous), it is a basis in C [0, 1] . The question of unconditionality of this basis in L p [0, 1], 1 < p < ∞, has also been considered. In G. G. Gevorkyan and A. Kamont [9] and G. G. Gevorkyan and A. A. Sahakian [11] , some partial answers have been obtained, under additional assumptions on the structure (in both papers, quasi-dyadic structure) and regularity of the sequence of knots. Finally, in [10] , we have proved that for each sequence of knots the corresponding general Franklin system is an unconditional basis in L p [0, 1], 1 < p < ∞.
In the present paper, we are interested in the properties of the general Franklin system as a basis in the real Hardy space H 1 [0, 1]. We have already studied this question in [9] and proved that, for a quasi-dyadic sequence of knots, the general Franklin system is a basis in H 1 [0, 1] if and only if the sequence of knots satisfies a strong regularity condition; moreover, if it is a basis in H 1 [0, 1], then it is an unconditional basis. However, the result of [10] does not require any assumption on the structure of the sequence of knots. This has been the motivation for returning to the H 1 [0, 1] case and seeing what happens if we do not assume the quasi-dyadic structure. In this generality, we have arrived at two conditions on regularity of knots, which we call strong regularity for pairs and strong regularity (the latter being the same as in [9] ). We prove that strong regularity for pairs is a necessary and sufficient condition for the general Franklin system to be a basis in H 1 [0, 1] , and that strong regularity is a necessary and sufficient condition for the system to be an unconditional basis in H 1 [0, 1] (for definitons etc. see Section 2.2). These are the main results of this paper, Theorems 2.1 and 2.2. Let us remark that for quasi-dyadic sequences of partitions strong regularity and strong regularity for pairs coincide.
Finally, as the paper concerns unconditional bases in H 1 , let us briefly recall the main results in this direction. The existence of an unconditional basis in H 1 was first proved by B. Maurey [13] , but his proof was not constructive. The first explicit construction is due to L. Carleson [2] . Then P. Wojtaszczyk proved that the classical Franklin system is an unconditional basis in H 1 , and Sung-Yung A. Chang and Z. Ciesielski [3] proved this for spline systems of higher orders (with dyadic knots). Analogous results are also well known for (sufficiently regular) wavelets (cf. e.g. books [14] or [18] ).
The paper is organized as follows. In Section 2 we give the basic definitions and formulate the main results, Theorems 2.1 and 2.2. In Section 3 we collect some properties of a single general Franklin function and of a general Franklin system. Section 4 concerns the relations between unconditional convergence in L 1 of a general Franklin series, integrability of square and maximal functions of such series and being the Fourier-Franklin series of a function from H 1 (see conditions 
BASIC DEFINITIONS AND FORMULATION

OF THE MAIN RESULTS
Basic definitions.
Let us recall the definition of real Hardy spaces H 1 [0, 1] . We use the atomic definition, first introduced in [6] .
A function a :
, where the infimum is taken with respect to all atomic decompositions of f .
Next, let us recall the definitions of a general Franklin function and a general Franklin system. Let σ = (s i , 0 ≤ i ≤ N ) be a partition of [0, 1] , admitting at most double knots, i.e., a sequence of knots in [0, 1] 
and let π n = (0 = t n,0 < t n,1 ≤ · · · ≤ t n,n−1 < t n,n = 1) be a partition of [0, 1] obtained by nondecreasing rearrangement of T n . Let us introduce some notation, which will be used throughout the paper:
Note that each π n satisfies (2.1), and π n is obtained from π n−1 by adding one knot t n . Definition 2.1. Let T be an admissible sequence of knots. A general Franklin system with knots T is a sequence of functions {f n , n ≥ 0} given by
and for n ≥ 2, f n is the general Franklin function corresponding to (π n−1 , π n ).
The main results.
For the main results, we need to formulate two regularity conditions for T , and this is done with the notation of (2.2). Definition 2.2. Let T be an admissible sequence of knots. We say that T satisfies the strong regularity condition with parameter γ ≥ 1 if for each n ≥ 1 and 2 ≤ i ≤ n, 1
Definition 2.3. Let T be an admissible sequence of knots. We say that T satisfies the strong regularity condition for pairs with parameter γ ≥ 1 if for each n ≥ 2 and 1 ≤ i ≤ n, 1
with the convention λ n,0 = λ n,n+1 = 0. Now, we formulate the main result of this paper, Theorems 2.1 and 2.2, which characterize those sequences of partitions for which the corresponding Franklin system is a basis or an unconditional basis in 
e. between each pair of knots of P j , one new knot of P j+1 is inserted. Putting t 0 = 0, t 1 = 1 and t n = τ j,2k−1 for n = 2 j + k with j ≥ 0 and 1 ≤ k ≤ 2 j , we get an admissible sequence T = (t n , n ≥ 0) of simple knots with quasi-dyadic structure.
The first of the above regularity conditions, the strong regularity condition, has been used in [9] . Theorem 5.3 of [9] states that for quasi-dyadic sequences of knots, a general Franklin system is a basis in H 1 [0, 1] iff it is an unconditional basis in H 1 [0, 1], and both these conditions are equivalent to the strong regularity of the sequence of knots. It turns out that for general Franklin systems without any structural constraints on the corresponding sequence of knots, the properties of being a basis in H 1 [0, 1] and being an unconditional basis in H 1 [0, 1] are no longer equivalent.
Clearly, for quasi-dyadic sequences of knots strong regularity and strong regularity for pairs are equivalent. In addition, the quasi-dyadic structure of a strongly regular sequence of knots implies the following polynomial propagation of lengths of intervals: there are α γ and C γ , depending only on the regularity parameter γ, such that for all j ≥ 0 and 1
(cf. Proposition 2.6(ii) of [9] ). This property has been used in [9] , and it enabled us to treat also the case of H p [0, 1] with p < 1. However, for general strongly regular sequences of knots, an analogue of (2.3) need not hold. The proofs in this paper do not make use of (2.3), but we have to restrict ourselves to the case p = 1. As in [10] , the technique of proofs depends on the analysis of the canonical intervals associated with Franklin functions (cf. Section 3.1).
Finally, note that strong regularity implies that all knots of T are simple, while double knots are allowed for sequences enjoying strong regularity for pairs. Both strong regularity and strong regularity for pairs can be encountered in the context of spline approximation: strong regularity is just the boundedness of the local mesh ratio, while strong regularity for pairs is equivalent to the boundedness of the ratios of the lengths of the supports of the basic functions N π n ,i , 0 ≤ i ≤ n.
BASIC PROPERTIES OF A GENERAL FRANKLIN SYSTEM
Properties of a single Franklin function.
We recall some definitions and estimates for a general Franklin function. For a more detailed description and proofs we refer to Section 3.1 of [10] .
As in [10] , to simplify notation, assume that
and π * = π ∪ {τ } with τ −1 < τ = τ 0 ≤ τ 1 (with τ i < τ i+2 ). As in Section 2.1, ϕ denotes the general Franklin function corresponding to (π, π * ). In this section, we use the notation
First, we recall the definition of a "canonical" interval J associated with ϕ (cf. Section 3.1 of [10] ). The definition depends on whether τ is a simple or a double knot of π * .
First, let τ be a simple knot of π * , i.e. τ −1 < τ = τ 0 < τ 1 . Consider the intervals
and set Pointwise estimates for a general Franklin function have been discussed in [9] , [11] and [10] . We will need some estimates from [10, Propositions 3.1 and 3.2]. The estimates are formulated in terms of the coefficients ξ i of the
As ϕ is linear on each (τ i−1 , τ i ), it is clear that estimates for ξ i−1 , ξ i imply estimates for ϕ and ϕ on (τ i−1 , τ i ).
To formulate the estimates, we need some additional notation. As in [10] , for x, y ∈ [0, 1], we denote by d π * (x, y) the number of knots of π * between x and y, counting multiplicities, i.e. 
with the implied constants independent of (π, π * ) and p.
If
In both cases (i.e. τ being either a simple or a double knot of π * )
with the implied constants independent of p, π, π * . In addition, we have |ξ i | = (−1) |i| ξ i and the following localization of the support of ϕ:
Moreover , there is a constant C, independent of π, π * , such that
for all i.
In addition, with = ( √ 2 + 1)/3, in the case when τ is a simple knot in π * , we have the following estimates:
Properties of a general Franklin system.
Let T = {t n , n ≥ 0} be an admissible sequence of knots with the corresponding Franklin system {f n , n ≥ 0}. By I n , I * n , J n , µ n , d n etc. we denote the intervals and quantities defined above for a general Franklin function and corresponding to the function f n and partition π n . In addition, t − n , t + n correspond to t n and π n−1 in the same way as τ − , τ + correspond to τ and π in Section 3.1.
The following properties of a general Franklin system have been proved in [10, Lemmas 3.4 and 3.5]:
Lemma 3.2. Let T = (t n , n ≥ 0) be an admissible sequence of knots with the corresponding Franklin system {f n , n ≥ 0}. Let k, l ≥ 0 be such that t k ≤ t l and there is no i ≤ max(k, l) with t i ∈ (t k , t l ). Then
The following property of a general Franklin system has also been obtained in [ 
Then there is a constant C γ , depending only on γ, such that
Proof. First, consider the case k > 0. Then J n ⊂ ∆ c and the set N (∆, k) splits into two subsets N + (∆, k), N − (∆, k), according to the position of J n with respect to ∆: J n is to the right of ∆ for n ∈ N + (∆, k), and to the left of ∆ for n ∈ N − (∆, k).
Consider first the case of n ∈ N + (∆, k). The corresponding intervals J n can be grouped into packets, with intervals in one packet having common left endpoint, and with maximal intervals from different packets disjoint. Let J r n denote the right half of J n . Note that
n , and by Lemma 3.2, each point belongs to at most 25 intervals J r n . In addition, as d n (∆) = k, it follows by strong regularity of T that
where C γ depends only on γ. Combining these facts we get
The other part n∈N − (∆,k) . . . is treated analogously.
The case k = 0 is similar, but it also requires consideration of the case J n = ∆. However, by Lemma 3.2, the number of such n's does not exceed 5. 
(ii) Let Γ , Λ, Γ , Γ and s be as in (i), and let ∆ be the other neighbour of Γ in π s−1 . Then |∆| ≤ γ|Γ |, and consequently
be four different intervals from the sequence of partitions corresponding to T . Then
Proof. To prove (i), note first that the assumption |Λ| ≤ To check (ii), note that Γ , Γ and Γ , ∆ are neighbouring pairs in π s . Therefore, by strong regularity for pairs, 1
This, (i) and the assumption on |Λ| give (ii). Now, we turn to the proof of (iii). It is enough to consider the case when each V i+1 is obtained by the first splitting of V i by a knot of T .
Let V 1 , V 1 = V 2 be the intervals obtained by the first splitting of
It follows by (i) that the first knot of T falling into V 1 ∪V 2 must be in V 2 and if V 2 , V 2 are the intervals obtained by the first splitting of V 2 , with V 2 being a neighbour of
2γ+1 |V 1 |, and the result follows. If not, the two neighbours of V 3 are V 1 and V 2 . Therefore, by (i), the first knot of T falling into V 1 ∪ V 3 ∪ V 2 must be in V 3 . Note that if V 3 , V 3 are the intervals obtained by the first splitting of V 3 , then one of them is a neighbour of V 1 , and the other is a neighbour of V 2 , so (i) also implies that |V 3 |, |V 3 3 , this completes the proof of (iii).
Properties of orthogonal projections onto S(σ).
Partial sums with respect to a general Franklin system are orthogonal projections onto spaces of piecewise linear functions with corresponding knots. Therefore, we will need some properties of these orthogonal projections.
As above, let σ be a (finite) sequence of at most double knots in [0, 1] and let S(σ) be the space of piecewise linear functions with knots σ. Let Q σ be the orthogonal (in L 2 [0, 1]) projection onto S(σ). We will need the following properties of Q σ :
(where |σ| denotes the diameter of the partition σ).
Part (i) of Proposition 3.6 comes from [4] , and part (ii) from [5] .
SOME AUXILIARY RESULTS
Let T be an admissible sequence of knots with the corresponding general Franklin system {f n , n ≥ 0}. For a sequence a = (a n , n ≥ 0) of coefficients, let
If f ∈ L 1 [0, 1], then we denote by P f, Sf the functions P, S corresponding to a n = a n (f ) = (f, f n ).
Consider the following conditions:
In this section we discuss the relations between these conditions under various regularity assumptions on T .
Let us recall that in the case of the classical Franklin system (i.e. with dyadic knots), or of spline systems of higher order (also with dyadic knots), the relations (and equivalences) between these conditions have been studied in several papers (see e.g. [3] , [15] , [16] , [8] ), including also the case p < 1. For higher order spline systems, the results are known for the range of p depending on the order of splines (see [15] , [16] ), while for the classical Franklin system it is known that conditions (A), (B), (C) are equivalent for all 0 < p ≤ 1 (see [8] ). In [9] , the equivalence of these conditions has been proved for quasi-dyadic strongly regular sequences of knots (also including the case p < 1).
Here, we study the mutual relations of these conditions under weaker assumptions, but only for p = 1. The general schemes of proofs are similar to those in [8] and [9] , but now we have to avoid arguments like (2.3), i.e. comparison of lengths of intervals which are far apart. This kind of argument is replaced by investigation of the geometry of the intervals J n , similarly to [10] .
For the proofs below, the following known property of polynomials is needed:
Implication (B)⇒(A). The implication (B)⇒(A)
is an immediate consequence of the Khinchin inequality. We formulate it just for general Franklin systems:
Fact 4.2. Let T be an admissible sequence of knots with the corresponding general Franklin system {f n , n ≥ 0}, and let a = (a n , n ≥ 0) be a sequence of coefficients. If the series ∞ n=0 a n f n converges unconditionally in
Moreover , there is a constant C > 0, independent of T and a, such that
ε n a n f n 1 .
Implications (A)⇒(B) and (A)⇒(C)
. We show that these implications hold for any admissible sequence T . Proposition 4.3. Let T be an admissible sequence of knots with the corresponding general Franklin system {f n , n ≥ 0}, and let a = (a n , n ≥ 0) be a sequence of coefficients such that
Proof. For convenience, assume P 1 = 1. Define
where I n,i are as in (2.2), and
, and for r ≥ 1,
where I r is the collection of maximal intervals of
The rest of the proof is analogous to the proof of Lemma 4.6 of [9] or Theorem 1.1 (sufficiency part) in [8] , but we present it for completeness.
For ε = (ε n , n ≥ 0) with ε n ∈ {−1, 1} and I ∈ I r , let
ε n a n f n .
The series defining
For this, we need to estimate ψ I,ε 1 . First, by the Cauchy-Schwarz inequality we have
To estimate the integral over I c , note that if
on V , which implies P 2 > 2 r+1 on V , and consequently J n ⊂ B r+1 , contrary to the choice of J n . Now, using this estimate for a n and Lemma 3.3 we get
Combining the last inequality with (4.1) we find ψ I,ε 1 ≤ C2 r/2 |I|. This implies that
yielding both the unconditional convergence of
It remains to estimate S 1 . Clearly,
Sψ I 1 , and Sψ I ≤ n : J n ⊂I, J n ⊂B r+1 |a n f n |. Moreover, it follows from Proposition 3.6(ii) and (2, 2)-type of M that Sψ I 2 ≤ C Mψ I 2 ≤ C ψ I 2 . Therefore, splitting S 1 into I . . . and I c . . . , and treating each part as the corresponding part of the estimate for ψ I,ε we find Sψ I 1 ≤ C2 r/2 |I|, where I ∈ I r . Finally, summing over r ≥ 0 and I ∈ I r we get S 1 ≤ C.
Implications (D)⇒(A) and (D)⇒(C)
. We show that these implications hold for strongly regular sequences T .
It is enough to prove (D)⇒(A), since then (D)⇒(C) follows by Proposition 4.3. However, the direct proof of (D)⇒(C) uses the same arguments as the proof of (D)⇒(A), so we present them together.
Lemma 4.4. Let T be an admissible sequence of knots with the corresponding general Franklin system {f n , n ≥ 0}. Let γ ≥ 1 and assume that T satisfies the strong regularity condition with parameter γ. Then there is a constant C γ , depending only on γ, such that for each atom φ,
Proof. Clearly, the estimates hold for φ ≡ 1. Now, let φ be an atom such that 1 0 φ(u) du = 0, and let Γ be an interval such that supp φ ⊂ Γ , Γ = [α, β], sup |φ| ≤ 1/|Γ |. Write a n = a n (φ) = (φ, f n ). Let n Γ = max{n : #(π n ∩ Γ ) ≤ 1} and
It is enough to show that
First, we show that
Indeed, for n ≤ n Γ , let Γ n,α and Γ n,β be the intervals of linearity of f n containing α and β, respectively (for some n, these intervals may coincide). As Γ ⊂ Γ n,α ∪ Γ n,β , strong regularity with parameter γ implies that
Observe that by linearity of f n on Γ n,α and Γ n,β , and by (3.7) of Proposition 3.1, for ρ = α, β we have
where a n,ρ = 2 3
Let us treat the case of a n,α ; the case of a n,β is analogous. Let ∆ 1 ⊃ · · · ⊃ ∆ s be the collection of all different intervals appearing as Γ n,α for n ≤ n Γ . By strong regularity, 1
Now, fix ∆ i and k ≥ 0, and consider n such that Γ n,α = ∆ i and d n (Γ ) = k.
As there is at most one knot of π n in Γ , we have |d n (Γ )−d n (∆ i )| ≤ 1. In addition, by the definition of a n,α and the estimates of norms in Proposition 3.1 (cf. (3.4) ) we have
Now, it follows from Lemma 3.4 that
Using the last inequality, (4.5) and (4.4) we get
The part of the sum corresponding to a n,β is treated analogously, so we get (4.3). It follows from (4.3) that
Now, we turn to estimating P 2 φ 1 and S 2 φ 1 . Consider the partition π n Γ +1 . By the definition of n Γ , there are exactly two knots of π n Γ +1 in Γ . To simplify the notation, let π n Γ +1 = {0 = τ 0 < τ 1 < · · · < τ n Γ +1 = 1}, and let j be such that τ j , τ j+1 ∈ Γ . Define further
As V 0 ⊂ Γ ⊂ V , it follows from the strong regularity of T that
Observe that φ 2 ≤ |Γ | −1/2 . Therefore, using (4.7) and the Cauchy-Schwarz inequality we get
It follows by Proposition 3.6(ii) that S 2 φ ≤ 128 Mφ. Since M is of type (2, 2) , by an analogous argument we find
It remains to estimate V c P 2 φ(t) dt and V c S 2 φ(t) dt. To this end, it is sufficient to show that
For each n > n Γ , the endpoints of V are knots of π n , so there are three possible positions of J n with respect to V : J n ⊂ V , or J n is to the right of V , or J n is to the left of V .
If J n ⊂ V , then by (3.4) and the fact that φ is an atom,
Therefore, applying Lemma 3.3 to V and using (4.7) we get
Now, let J n be to the right of V . Denote by β the right endpoint of V , and by L n the interval of linearity of f n with right endpoint β . By the choice of V , for each n > n Γ there is at least one knot of π n between β and the right endpoint of V . Since J n is to the right of V , this guarantees that β ≤ t − n . Since Γ ⊂ V , the estimates of Proposition 3.1(a) and (3.7) yield |a n | ≤ 1 
Applying Lemma 3.4 we get
Strong regularity yields 1
As |Λ 1 | ∼ γ |Γ |, by summing (4.12) over i and k we get
The case of J n to the left of V is treated analogously. Putting together these cases and (4.11) we get (4.10). This completes the proof of Lemma 4.4.
As an immediate consequence of Lemma 4.4 we get the following:
Proposition 4.5. Let T be an admissible sequence of knots with the corresponding general Franklin system {f n , n ≥ 0}. Let γ ≥ 1 and assume that T satisfies the strong regularity condition with parameter γ. Then there is a constant C γ , depending only on γ, such that for each f ∈ H 1 [0, 1],
The next proposition indicates that the above result cannot be extended to arbitrary partitions. 
where the supremum is taken over all atoms φ, and a n (φ) = (φ, f n ).
Proof. Fix k > 0. As T is not strongly regular, there are n 0 > 0 and two neighbouring intervals Λ, Γ 0 of the partition π n 0 such that
where the choice of γ ≥ 1 will be explained later. First, consider the case when Λ is a non-degenerate interval, i.e. |Λ| > 0. For convenience, assume that the common endpoint τ of Λ and Γ 0 is the right endpoint of Λ and left endpoint of Γ 0 . Consider the function
Clearly, it is an atom. Let n 1 = min{n > n 0 : t n ∈ Λ ∪ Γ 0 and t n is not an endpoint of Γ 0 }. Next, we will find a pair of disjoint intervals Γ 1 , L 1 ⊂ Γ 0 such that Λ, Γ 1 are neighbouring intervals of some partition π l with l ≥ n 1 , and
It follows from Lemma 3.5(i) (note that by the strong regularity for pairs, in our situation only the right endpoint of Γ 0 may be a double knot in some π n with n 0 < n ≤ n 1 ) that t n 1 ∈ Γ 0 , and for Γ 0 = [τ, t n 1 ] we have |Γ 0 | ≥ 1 2γ |Γ 0 |. Note that both t n 1 and τ = t − n 1 are simple knots in π n 1 , and moreover the right endpoint of Γ 0 is t + n 1 . To simplify the notation, we assume that the right endpoint of Γ 0 is also a simple knot of π n 1 ; the case when it is a double knot is similar, but instead of f n 1 (t + n 1 ) we use lim t→t + n 1 −0 f n 1 (t). Then by Lemma 3.5(ii) and (3.4) of Proposition 3.1,
These estimates, the sign changes of f n (cf. Proposition 3.1) and piecewise linearity of f n imply that, denoting by ζ n 1 , η n 1 the values of f n 1 on Λ and Γ 0 , respectively, we have
Denoting by C γ ≥ c γ the constants from these equivalences we have
Now, we fix γ ≥ 1 large enough to guarantee c γ − C γ /(4γ) γ ≥ c γ /2. It should be clear that γ depends only on γ.
Let us estimate a n 1 (φ). Since |Λ| < |Γ 0 |, we have supp φ ⊂ Λ ∪ Γ 0 , and
This and (4.15) imply that
Moreover, it follows from (4.16) (cf. k−i+ |Γ i |, we find n i+1 and disjoint intervals Γ i+1 , L i+1 ⊂ Γ i such that Λ and Γ i+1 are neighbouring intervals in some partition π l with l ≥ n i+1 , and
It follows from the construction that the intervals L 1 , . . . , L k are disjoint. Therefore, for φ given by (4.13) we have
As this can be done for each k ≥ 1, this completes the proof if |Λ| > 0.
The case of |Λ| = 0 requires only minor changes. In this case, for some n τ , the point τ is a double knot for all partitions π n with n ≥ n τ . If Γ is an interval of some π n with n > n τ and has left endpoint τ , and Γ , Γ are intervals obtained by the first splitting of Γ by a knot t s with s > n and t s not equal to the right endpoint of Γ , and with Γ having left endpoint τ , then by Lemma 3.
Therefore, we can find an infinite increasing sequence (n i , i ≥ 1) and associated intervals Γ n i such that Γ n i is an interval of π n i −1 with left endpoint τ , t n i ∈ Γ n i and t n i is a simple knot in π n i , and the splitting
where Γ n i has left endpoint τ . It follows that Γ n i+1 ⊂ Γ n i and the intervals Γ n i are pairwise disjoint. Observe that τ = t − n i , and by (3.4) in Proposition 3.1, lim
Moreover, as τ is a double knot in π n i −1 , we have f n i (t) = 0 for t ∈ [0, τ ) (cf. Proposition 3.1). Now, let k ≥ 1, and let
Clearly, φ k is an atom, and by arguments analogous to the previous case,
This completes the proof of Proposition 4.6.
Implication (C)⇒(D)
. We show that this implication holds for partitions satisfying the strong regularity condition for pairs.
Proposition 4.7. Let T be an admissible sequence of knots with the corresponding general Franklin system {f n , n ≥ 0}. Let γ ≥ 1 and assume that T satisfies the strong regularity condition for pairs with parameter γ. Let (a n , n ≥ 0) be a sequence of coefficients such that where the set Ω r of indices is at most countable, {Γ r,κ : κ ∈ Ω} is a collection of disjoint intervals no two of which have a common endpoint, and the equality in 
with the series convergent in L 1 . As B r+1 ⊂ B r , it follows from the definition of g r , g r+1 that g r+1 − g r = 0 on B c r . In addition, for each r, κ we have
The main step in the proof is to show that
Once this inequality is proved, we take φ 0 ≡ 1, η 0 = 1 0 f (u) du, and
It then follows that φ 0 , φ r,κ are atoms, and
Thus, it remains to prove (4.19). First, let t ∈ B c r and let t be a Lebesgue point of f . It is enough to consider t ∈ T . Fix m ≥ 0, and let V m be an interval of linearity of S m = m n=0 a n f n containing t. Then V m ⊂ B r , and consequently
Now, fix κ ∈ Ω r , and consider g r on Γ = Γ r,κ . For further convenience, write Γ = [α, β]. Let N (Γ ) be the collection of indices n ≥ 0 satisfying one of the following: either (i) #(π n ∩ Γ ) ≤ 1, or (ii) #(π n ∩ Γ ) = 2, but the interval V ⊂ Γ of the partition π n is "short" in the sense that if V is the "parent interval" for V , i.e. V is one of the two intervals obtained from the first splitting of V by a knot from T , then |V | ≤ | V |/2. (Recall that to find #(π n ∩ Γ ), we count knots of π n with their multiplicities in π n .) In case (ii), the situation that V is a degenerate interval, i.e. |V | = 0, is also allowed.
Note that if n ∈ N (Γ ) and n < n then n ∈ N (Γ ). Let n Γ = max N (Γ ) +1. It follows by the definition of n Γ that t n Γ ∈ Γ . Let U 0 , W 0 be the intervals of the partition π n Γ , containing α and β, respectively. In case α (respectively β) is a knot of π n Γ , then U 0 (respectively W 0 ) is a nondegenerate interval of π n Γ with right endpoint α (respectively, left endpoint β). It should be clear that the interiors of U 0 , W 0 are disjoint.
Let
The next step is to prove that
Moreover, U 0 , V and V, W 0 are neighbouring pairs in π n Γ , so by the strong regularity for pairs,
The case V = V ∪ W 0 is analogous. Note that in both cases we have
Note that ∆ is an interval properly containing Γ , and |V | ≤ |∆| ≤ (2γ + 2)|V |. Thus, we would have
This would imply ∆ ⊂ B r , so Γ could not be one of intervals in the representation (4.19), which contradicts the definition of Γ . Thus,
Putting together this inequality, the previous estimates for |S Γ | on U 0 and W 0 and the fact that
Now, let us consider the case when some n ∈ N (Γ ) satisfy (ii). Then #(π n Γ ∩ Γ ) = 3 and Γ contains two neighbouring intervals of π n Γ , say V , V (one of them may be degenerate); for convenience, we assume that V is to the left of V and |V | ≥ |V |. Then (U 0 , V ), (V , V ), (V , W 0 ) are three consecutive pairs of intervals of π n Γ . Then by strong regularity for pairs,
and by an analogous argument 
This implies that if max
In particular, this implies that
Next, we need to estimate | Γ ∞ n=n Γ +1 a n f n (t) dt|. For this, we define inductively two sequences {(u i , U i ), i ≥ 0} and {(w i , W i ), i ≥ 0} of indices and intervals: put u 0 = n Γ , w 0 = n Γ , and U 0 , W 0 as above. Having defined (u i , U i ) for 0 ≤ i ≤ s, we proceed as follows: if α is a double knot in π u s , then the procedure terminates. Otherwise, let u s+1 be the first n > u s such that t n ∈ U s . If α is not a knot of π u s+1 , then U s+1 is defined to be the unique interval of this partition containing α; if α is a knot of π u s+1 (note that it is not a double knot of π u s ), then U s+1 is a nondegenerate interval of π u s+1 with right endpoint α.
The sequence (w i , W i ) is defined analogously, by using the point β and choosing nondegenerate intervals with left endpoint β.
It follows from the construction that U i+1 ⊂ U i and W i+1 ⊂ W i . Moreover, by arguments analogous to those used for U 0 , W 0 we find that U i ⊂ B r and W i ⊂ B r . In addition, the interiors of U i and W j are disjoint for any i, j.
Assume now that α and β are not double knots in T . For a pair of indices i, j, let Φ i,j be the following piecewise linear function: Φ i,j is equal to 0 to the left of the left endpoint of U i and to the right of the right endpoint of W j , it is 1 between the right endpoint of U i and the left endpoint of W j , and it is linear on U i and W j . Then Φ i,j is piecewise linear with knots π u i ∨w j . Note that
For i, j ≥ 0, consider two splittings of the set of indices {n : n > n Γ }:
where
This implies
Consider the first sum on the right hand side. Observe that n∈L(i) a n f n (t) is linear on
Combining Lemma 3.5(iii), the inclusions U i+1 ⊂ U i and the inequality
The second sum on the right hand side of (4.22) is estimated analogously, giving
Combining these estimates with (4.22) and (4.20) we find
This implies inequality (4.19) on Γ . If α is a double knot in T , then let η be such that u η is the last u i chosen before the end of the procedure of choosing (u i , U i )'s. For i < η, Φ i,j and L i are defined as previously. In addition, we put L(η) = {n : n > u η } and take modified functions Φ η * ,j : Φ η * ,j is equal to 0 on [0, α] and to the right of the right endpoint of W j , it is 1 between α and the left endpoint of W j , and linear on W j . Note that Φ η * ,j is a piecewise linear function with knots π u η ∨w j . Now, for n ∈ L(η) we write formula (4.21) with Φ η * ,j for suitable j. Note that then the support of f n is included either in [0, α] or in [α, 1] (cf. Proposition 3.1), and consequently the "left" term A η * (f n ) is zero.
If β is a double knot in T , then take ζ to be such that w ζ is the last w j chosen. As above, take the modified functions Φ i,ζ * having β as a double knot, and for n > w ζ , write formula (4.21) with Φ i,ζ * . Then the "right" term B ζ * (f n ) is zero.
If both α and β are double knots in T , then for n > u η ∨ w ζ the support of f n is included either in Γ , [0, α], or [β, 1], according as t n ∈ Γ , t n < α or t n > β. In any of these cases we have Γ f n (t) dt = 0.
This completes the proof of Proposition 4.7. Q π H 1 ≥ C log(1/ε). Lemma 5.2 of [9] has been proved for partitions with simple knots. Let us discuss briefly the changes needed in the proof when double knots are allowed. The proof in [9] proceeds by indicating an atom φ for which Q π φ H 1 ≥ C log(1/ε). Let us consider the case when the first set of inequalities in Lemma 5.1 is satisfied. If |Λ k | > 0, then both the choice of the atom
PROOFS OF THE MAIN RESULTS
Proof of
and further considerations are as in the proof of Lemma 5.2 of [9] , even if |Λ k+1 | = 0, or some knot of π other than τ k is double. If |Λ k | = 0, i.e. τ k = τ k−1 , then |Λ k+1 | > 0, and it is enough to consider
Since τ k = τ k−1 is a double knot of π, for this φ we have
for t > τ k , and by arguments analogous to those from [9] , |Q π φ(t)| ≤ 15/|Λ k−1 | for t ≤ τ k . When we know this, considerations analogous to those in [9] (with τ k replacing y k ) give the required lower bound for Q π φ H 1 . Now, if T does not satisfy the strong regularity condition for pairs with any γ > 0, then for each ε we can find n ε such that π n ε satisfies the conditions of Lemma 5.1. Consequently, Q π n ε H 1 ≥ C log(1/ε), and condition (5.1) is not satisfied.
To complete the proof of Theorem 2.1, we need to show that strong regularity for pairs implies (5.1). This is the content of 
. First, let φ be an atom. To simplify the notation, let η = Q π n φ. We are going to construct a suitable atomic decomposition for η. If φ ≡ 1, then η ≡ 1, and η is an atom. Now, let φ be an atom such that 
They will be used to get the required atomic decomposition for η. By arguments analogous to those used e.g. in the proof of Lemma 5.2 of [9] we get, for 0
|a i+1 |.
Since φ 1 ≤ 1 and Q π n 1 ≤ 3 (see Proposition 3.6(i)), we have η 1 ≤ 3. But
From the last two inequalities we get, for i ≤ k − 1,
.
, the above estimates (together with (5.7) in case i = k − 1), strong regularity for pairs and (5.4) imply that
Now, put
It follows from (5.6) and (5.8) that ψ i , 0 ≤ i ≤ k − 1, are atoms.
By analogous considerations for the subsystem (III), we get
It remains to consider the part corresponding to (II). To this end, put ∆ = [t n,k−1 , t n,l+1 ] and
It follows by the partition of unity property for N π n ,i 's and (φ, N π n ,i ) = 0 for i ≤ k − 1 and i ≥ l + 1 that
Using this equality, (5.4) and (5.5) we obtain supp ψ * ⊂ ∆, (II-a) l > k + 3. In this case, Γ contains the intervals [t n,k+1 , t n,k+3 ] and [t n,l−3 , t n,l−1 ]. By strong regularity for pairs,
Further, since φ ∞ ≤ 1/|Γ |, by Proposition 3.6(i) we get
Therefore in case (II-a) we get
In this case, by strong regularity for pairs we get
Moreover, from φ 1 ≤ 1 and Proposition 3.6(i) we deduce that
These considerations imply that
Thus, also in case (II-b) we get This implies f H 1 ≤ 2C γ f H 1 , and the proof of Lemma 5.2 is complete.
The proof of Theorem 2.2.
We start with the sufficiency part. Clearly, if T satisfies the strong regularity condition, then it also satisfies the strong regularity condition for pairs, so by Theorem 2.1, the corresponding Franklin system {f n , n ≥ 0} is a basis in H 1 [0, 1]. Let f ∈ H 1 [0, 1], f = ∞ n=0 a n f n , ε = (ε n , n ≥ 0) with ε n ∈ {−1, 1.}. We need to prove the convergence in H 1 [0, 1] of the series f ε ∼ ∞ n=0 ε n a n f n . It follows from Proposition 4.5 that P f ∈ L 1 [0, 1] and P f 1 ≤ C γ f H 1 . Since P f = P f ε , applying Propositions 4.3 and 4.7 to the sequence of partial sums of the series defining f ε we find that it is a Cauchy sequence in H 1 [0, 1], Consequently, the series defining f ε converges in H 1 [0, 1], f ε ∈ H 1 [0, 1] and
This implies that {f n , n ≥ 0} is an unconditional basis in H 1 [0, 1]. Now we turn to the necessity part. If T does not satisfy the strong regularity condition for pairs, then by Theorem 2.1 the corresponding Franklin system is not a basis in H 1 [0, 1]. It remains to consider the case when T satisfies the strong regularity condition for pairs, but fails the strong regularity condition. Then the corresponding Franklin system is a basis in H 1 [0, 1], and we need to show that this basis is not unconditional.
Suppose it is unconditional. Let f ∈ H 1 [0, 1], f = ∞ n=0 a n f n and ε = (ε n , n ≥ 0) with ε n ∈ {−1, 1.}. By unconditionality of {f n , n ≥ 0} in H 1 [0, 1] we get f ε = ∞ n=0 ε n a n f n ∈ H 1 (5.17) with the constant C T independent of f . But it follows from Proposition 4.6 that inequality (5.17) does not hold, even for atoms. This contradiction completes the proof. ε n a n f n 1 , with the implied constants depending only on γ.
Finally, let us remark that when an admissible sequence of knots satisfies the strong regularity condition, then the corresponding Franklin system is a greedy basis in H 1 [0, 1] . For the definition of greedy basis see [12] , where this notion has been introduced, or e.g. to [10] , where we have checked that each general Franklin system (properly normalized) is a greedy basis in L p [0, 1], 1 < p < ∞. Proof. We just give a sketch of the proof, because it follows the lines of the proof of Corollary 2.2 in [10] .
It has been proved in [12] that a basis in a Banach space is greedy if and only if it is unconditional and democratic (see [12] or [10] for the definition). Theorem 2.2 guarantees that for strongly regular sequences of knots, {f n / f n H 1 , n ≥ 0} is an unconditional basis in H 1 [0, 1]. To prove that this system is democratic, we check that for each m and n 1 < · · · < n m ,
But it follows from Corollary 5.3 that f n H 1 ∼ f n 1 . Therefore, the equivalence (5.18) is checked in the same way as the democracy of {f n / f n p , n ≥ 0} in L p [0, 1] (cf. the proof of Corollary 2.2 in [10] ), with the use of f H 1 ∼ γ P f 1 and Proposition 4.5 of [10] .
