Adaptive Learning Systems would perform better if they would be able to exchange as many relevant fragments of information about the learner as possible. The use of Web Services standards is recently gaining the attention of many researches as a promising solution for the problem of interfacing adaptive hypermedia systems. Existing Web Service standards, however, only provide very basic features and leave out many important issues like transactional management. In this paper we propose a mechanism for enabling consistency maintenance of Learner Profiles shared between collaborating adaptive learning systems.
INTRODUCTION
In the last years several learning systems have been developed trying to find a solution to the problem of personalization of the learning process. They aim to "learner centered education" by providing an adaptive learning system which is able to adapt the course to the learner's specific characteristics, knowledge, objectives and learning goals as well as is capable of adjusting the appropriate parameters according to the context in which the learning session is taking place.
Learners are assessed by several systems during their professional learning. Those systems can maintain fragments of information about a learner derived from her learning performance and/or assessment in that particular system. Several approaches have been proposed to collect information about users such as preferences, following clicking behavior to collect likes and dislikes, and questionnaires asking for specific information to assess learner features (e.g. tests, learner assessment dialogs, and preference forms). In addition, several tools have been designed to improve learner models by open active learner modeling. The variety of use cases are supported by such tools like maintaining and comparing the student's own and the system's believes about his knowledge [8] , multiple choice questionnaires [7] , collaborative peer assessment in discussions [6] , and dialogues with interactive topic maps [9] .
Adaptive Learning Systems would perform better if they would be able to exchange as many relevant fragments of information about the learner as possible. Therefore, there is a necessity to combine different user models into interoperable Learner Profiles. A recommended solution for the interoperability and interfacing problem is to work with standardized technologies and formats as far as possible, especially Semantic Web standards (e.g. RDF, OWL) for modeling exchangeable Learner Profiles and Web Services standards (e.g. SOAP, WSDL, UDDI) for interfacing collaborating adaptive systems. In [1] , [2] and [3] The use of Web Services is gaining the attention of several researchers as a promising solution for the problem of interfacing loosely coupled collaborating adaptive systems. Existing Web Service standards, however, only provide very basic features and leave out many important issues like transactional management.
In this paper we attempt to address the following question:
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We extend a framework and API for management of distributed learner profiles we have developed and described in [2, 3] with a protocol, which will ensure a consistency of the profile used in the collaborating adaptive applications.
In Section 2 we describe a motivating scenario and point out the shortcomings of the use of Web Services in the context of exchanging interoperable Learner Profiles. In Section 3 we describe our Learner API and in Section 4 we propose an extension to this API to cope up with the problems discussed in Section 2. Section 5 introduces more details about the proposed Learner Profile Consistency Management Protocol. Section 6 concludes this work and gives an outlook to future work. Figure 1 depicts a scenario of how to access and exchange learner profile fragments based on the model described in [3] . The fragments can be accessed by web services, which export the learner model and acts as a Learner Profile (LP) server. The web services provide functions for getting, deleting and updating a model of the fragment. Application/LP server interfacing web services handle all requests from the LP clients.
MOTIVATING SCENARIO
They perform as ontology mediators, i.e. for resolving mismatches between different used terminologies in the Learner Information level. Each client is uniquely identified at the server and can be used by a browsing or assessment system. Furthermore, a client can be used by other learning systems which want to make use of the learner profiles or which want to contribute to them. LP servers can exchange their local learner information with each other to enrich their Learner models. Each server maintains a list of LP Servers and the fragments maintained by each one. When a LP server receives a request from a LP client (adaptive application), it retrieves the learner information fragments from the hosting LP servers and returns an enriched learner profile to the requester. LP servers use web services to communicate with each other (LP server/LP server interfacing web services).
According to this scenario, several clients can access one model, which is distributed on several servers by invoking functions of the servers' web services. Figure 1 illustrates an example scenario where a learner is concurrently participating in several adaptive learning applications. The numbers on the arrows represent the sequence of the access actions made to the learner profile. In Step 1, the first application AP 1 requests the learner profile by invoking the get function of the web service on the LP server holding the fragment F 1 of the learner profile. The invoked web service in turn retrieves the learner information from the different fragments, builds a learner profile and returns it to the requesting client. In Step 2, the second application AP 2 contributes to the learner profile and updates F 3 by invoking the update function on the corresponding LP server web service. In
Step 3, AP 3 , used by AP 1 , retrieves the learner profile by invoking the web service on F 2 . At this point, it turns out that AP 1 and AP 2 (both applications involved in one learning process) have different views to the learner profile.
Such WS-based systems should guarantee consistent data manipulation. In contrast to traditional transactions, WS transactions live long, e.g. a few hours or days. Thus, if the strict locking mechanisms are used, an organization may not be able to access its resources even for a few days, until other organizations complete their works and release their resources. This also holds for Adaptive Learning Systems sharing Learner Profiles resources where locking learner profile fragments until the end of a learning process is undesirable.
Therefore, Web Services technologies should be extended to equip with transaction-processing functionalities. There are three proposals for protocols to extend the Web Services with transaction processing capabilities, i.e., Web Services Transactions specifications [10] , Business Transaction Protocol (BTP) [11] , and WS-CAF [12] . For efficient processing, these WS-based transaction protocols relax the isolation property rather than using strictly exclusive locking mechanisms such as the two-phase commit and the strict two-phase locking [13] . However, these protocols do not handle the inconsistency problem of isolation-relaxing transactions.
LEARNER PROFILE API
The learner profile API is derived from the ontology for learner profiles. It provides access classes to access and manipulate learner profile fragments about particular user feature represented by a concept from the ontology. 
LEARNER PROFILE CONSISTENCY MANAGEMENT
In our proposal we assume the following: 1) each Learner profile is uniquely identified, 2) learner information can be distributed among several fragments, 3) each server keeps a mapping between a Learner Profile ID and servers maintaining the relevant fragments. These assumptions are consistent with the API we have employed for our experiments.
To ensure a consistent Learner Profile view among concurrently running collaborating adaptive systems, each LP server should be able to notify the active adaptive systems about any updates made to the Learner Profile being used by them. Therefore, adaptive applications should inform the LP servers about the start and the end of the learning process they are involved in to enable the LP servers to keep track of all active applications and the LPs used by them. This can be achieved for example by subscribing/unsubscribing from the notification service provided by the LP servers.
In the example scenario given in Figure 1 , this means that the server holding F 3 should notify the server holding F 1 about the update action made to F 3 by AP 2 and the server holding F 1 in turn should notify AP 1 about this update (if AP 1 has already registered for the notification service). Upon the receipt of this notification, AP 1 (optionally) uses the new version of the Learner Profile fragment and updates its own Learner Model accordingly. Thus, after Step 3, both AP 1 and AP 3 will have the same view over the Learner Profile of the learner served by them.
CONSISTENCY MANAGEMENT PROTOCOL
To realize the proposed Learner Profile Consistency Management Protocol, we extend the framework described in Section 2 ( Figure 1 ) to support some additional operations and messages. More precisely, the LP server/LP server interfacing services should support the following operations:
SendLP operation: this operation is used to request a learner profile fragment from the LP server holding this fragment. It is invoked by sending a SOAP message: SendLP message (Table  1) including the LP_ID of the required learner profile and indicating whether the requester wants to register for notification service about any updates to this learner profile fragment. Upon the receipt of this message, the server sends its local learner information to the requester in a SOAP message.
ReceiveLP operation: this operation is invoked (on the requester side) by sending a SOAP message: ReceiveLP message (Table  2) including the requested learner fragment. This operation is invoked either as a response to a previous explicit request (through a SendLP message) or upon an update action to the relevant learner information fragment. Only those who are registered for notification service about this learner profile will receive the updated version.
StopNotification operation: this operation is used to unsubscribe from the notification service for a particular learner profile and is invoked by receiving a StopNotification message (Table 3 ). Figure 3 shows the WSDL description of the operations mentioned above.
<wsdl:portType name="ExchangeLPPortType"> <wsdl:operation name="SendLP"> <wsdl:input message="lp:LPRequest"/> </wsdl:operation> <wsdl:operation name="ReceiveLP"> <wsdl:input message="lp:LPResponce"/> </wsdl:operation> <wsdl:operation name="StopNotification"> <wsdl:input message="lp:StopNotification"/> </wsdl:operation> </wsdl:portType> 
DISCUSSION
In the proposed protocol we use a separated function (ReceiveLP) for delivering the learner profile instead of sending it as a response (output message) to a SendLP request. This is to enable sending updated versions of the learner information fragments to the appropriate clients in an asynchronous (eventbased) manner, i.e. whenever an update is made to the relevant learner profile fragment.
To implement this protocol, it is necessary for each LP server to maintain a mapping between LP servers, which are registered for notification service and the LP_IDs of the learner profiles they are registered for. Upon the receipt of any SendLP or StopNotification message, this mapping should be updated accordingly.
It is worthy to mention that for some adaptive learning systems, which update the learner information very frequent during the learning session, the number of the exchanged messages (particularly the ReceiveLP message) will increase significantly. Thus the load produced by these messages might be an issue. However, in the proposed protocol, adaptive applications optionally subscribe for a notification service and once they did, they still have the opportunity to unsubscribe from this service whenever they want.
CONCLUSION
In this paper, while encouraging the use of web services for interfacing loosely coupled collaborating adaptive learning systems, we also point out to the shortcomings of the use of Web Services with respect to learner profile consistency management. To address this problem, we extend a framework for management of distributed learner profiles we have developed with a protocol, which will ensure a consistency of the profile used in the collaborating adaptive applications. We are now working on integrating the extended functions to our current Learner API.
