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1. Einleitung
Carl Friedrich Gauß formulierte Anfang des neunzehnten Jahrhunderts die Fragestellung,
die heute als das klassische Kreisproblem bezeichnet wird. Er stellte fest, daß die Anzahl
von Gitterpunkten aus Z2 in einem Kreis mit Radius R etwa gleich dem Fla¨cheninhalt
dieses Kreises ist, und scha¨tzte den bei dieser Na¨herung gemachten Fehler u¨ber den Um-
fang des Kreises ab. Gauß fragte nun, inwieweit sich diese Abscha¨tzung verbessern la¨ßt.
Fortschritte in dieser Frage wurden erst Anfang des zwanzigsten Jahrhunderts erzielt,
und bis heute ist keine abschließende Antwort gefunden worden.
In dieser Arbeit werden wir neben dem klassischen Kreisproblem vor allem dessen
Verallgemeinerung auf die diskreten Bewegungsgruppen in der hyperbolischen Ebene
auf die sogenannten Fuchsschen Gruppen betrachten. Es waren Mathematiker wie Fe-
lix Klein und Henri Poincare´, die Ende des neunzehnten Jahrhunderts die Fuchsschen
Gruppen als den richtigen Zugang zu der von Riemann revolutionierten Funktionentheo-
rie erkannten und in das Zentrum ihrer mathematischen Forschung stellten. Bis heute
sind die Fuchsschen Gruppen und ihre Verallgemeinerung auf ho¨herdimensionale Ra¨ume
-die Kleinschen Gruppen- Gegenstand intensiver Forschung. Wie groß ihre Bedeutung
fu¨r zahlreiche Teilgebiete aus der Mathematik ist, tritt dabei immer sta¨rker hervor. Me-
thoden aus dem Gebiet der Funktionentheorie, der Geometrie, der dynamischen Systeme
sowie der fraktalen Geometrie und der Streu- und Spektraltheorie finden hier Anwendung
und ko¨nnen in ihrer Wechselwirkung untersucht werden.
Die Gitterpunktza¨hlfunktion einer Fuchsschen Gruppe za¨hlt die Bilder eines festen
Punktes unter der Operation der Gruppe in einem vorgegebenen Kreis. Das Studium die-
ser Za¨hlfunktion bietet einen wesentlich tieferen Einblick in das Wesen von Gitterpunkt-
problemen als es die Betrachtung des klassischen Kreisproblems vermag. Erscheint die
Anwendung von Spektraltheorie auf das Gitterpunktproblem im euklidischen Fall viel-
leicht noch als bloße Methode, so zeigt sich beim Studium der Gitterpunktza¨hlfunktionen
Fuchsscher Gruppen, wie eng das Gitterpunktproblem tatsa¨chlich mit der Spektraltheo-
rie zusammenha¨ngt. Das Verhalten der Gitterpunktza¨hlfunktion einer Fuchsschen Grup-
pe G wird durch die diskreten Eigenwerte des Laplace-Beltrami Operators auf der zu G
geho¨renden Riemannschen Fla¨che im Intervall [0, 1/4) und die zugeho¨rigen Eigenfunk-
tionen bestimmt.
In Kapitel 2 wird das klassische Kreisproblem behandelt und in Kapitel 3 das Gitter-
punktproblem geometrisch endlicher Fuchsscher Gruppen. Es geht insbesondere darum,
nicht nur die Ordnung der Restterme in den asymptotischen Formeln abzuscha¨tzen,
sondern auch obere und untere Schranken der Za¨hlfunktionen mit allen enthaltenen
Konstanten anzugeben. Dazu wird Hubers Methode aus [15] verallgemeinert, was durch
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eine Anwendung der Spektraltheorie von Maurin [21] gelingt, die schon von S. J. Pat-
terson in [29] auf Fuchssche Gruppen angewendet wurde. Im Falle geometrisch endli-
cher Fuchsscher Gruppen mit einem Fundamentalbereich von unendlichem Fla¨chenin-
halt ermo¨glichen es die gewonnenen Ergebnisse, den Konvergenzexponenten bzw. die
Hausdorffdimension der Limesmenge durch das Ausza¨hlen von Gitterpunkten mit belie-
big vorgegebener Genauigkeit zu approximieren. Zur Demonstration dieses Ergebnisses
wird mit einem Computerprogramm die Za¨hlfunktion einer speziellen Heckegruppe be-
stimmt und damit eine Abscha¨tzung ihres Konvergenzexponenten gegeben. Außerdem
kann fu¨r cofinite Fuchssche Gruppen ein Test auf die Existenz eines (neben dem Eigen-
wert 0) weiteren diskreten Eigenwertes angegeben werden.
An dieser Stelle mo¨chte ich mich bei Herrn Prof. Patterson fu¨r die Vergabe des
Themas und seine Unterstu¨tzung wa¨hrend der Erstellung dieser Arbeit bedanken. Mein
weiterer Dank gilt der Graduiertenfo¨rderung des Landes Niedersachsen sowie der Deut-
schen Forschungsgemeinschaft fu¨r die finanzielle Unterstu¨tzung.
1.1. Grundlegende Begriffe und Notationen
In diesem Abschnitt sollen kurz die fu¨r das Versta¨ndnis dieser Arbeit grundlegenden
Begriffe in Erinnerung gerufen werden. Außerdem werden einige Notationen erkla¨rt.
Wir erkla¨ren zuerst Gitter in der euklidischen Ebene. Es seien v1, v2 zwei linear
unabha¨ngige Vektoren des R2. Sie definieren eine Matrix A :=
(
vt1, v
t
2
)
. Diese definiert
ein Gitter Z ⊂ R2 mit den Punkten
ω = Atk k ∈ Z2 .
Fu¨r das Gitter Z definieren wir nun die Gitterpunktza¨hlfunktion als
N (R, p) := # {ω ∈ Z : ‖ω − p‖ ≤ R} ,
wobei ‖·‖ die euklidische Norm ist. Den Ausdruck
d (R, p) := N (R, p)− pi
area (T )
R2
mit T := R2 /Z werden wir als Restterm bezeichnen. Hierbei bezeichnet area (T ) den
Fla¨cheninhalt von T .
Das zentrale Thema dieser Arbeit ist die Gitterpunktza¨hlfunktion Fuchsscher Grup-
pen. Um Fuchssche Gruppen zu erkla¨ren, beno¨tigen wir den Begriff der hyperbolischen
Ebene. Als Modell fu¨r die hyperbolische Ebene verwenden wir die Einheitskreisscheibe
D := {z ∈ C : |z| < 1}
mit der Metrik
ds2 =
(
1− |z|2
)−2 |dz|2 ,
die eine Abstandsfunktion d (·, ·) auf D gibt. Die Gruppe der d-invarianten Automor-
phismen von D sei mit Con (1) bezeichnet. Eine diskrete Untergruppe von Con (1) wird
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als Fuchssche Gruppe bezeichnet. Sie operiert diskontinuierlich auf D. Ein anderes zu D
konform-a¨quivalentes Modell des hyperbolischen Raumes hat als Grund-Raum die obere
Halbebene
H := {z ∈ C : Im (z) > 0} .
Die Abbildung
f : H → (D, d)
z 7→ (z − i) / (z + i)
ist konform und induziert die Metrik
ds2 :=
1
4
Im (z)−2 |dz|2
auf H. Die durch ds gegeben Abstandsfunktion auf H bezeichnen wir ebenfalls mit d (·, ·).
Fuchssche Gruppen ko¨nnen also auch als auf H operierend aufgefaßt werden. Der Kon-
vergenzexponent δ einer Fuchsschen Gruppe G ist durch
δ := inf
s > 0 : ∑
g∈G
(cosh d (g (z) , w))−s <∞
 , z, w ∈ D
definiert. Diese Definition ist unabha¨ngig von z und w. Die Gitterpunktza¨hlfunktion
einer Fuchsschen Gruppe G definieren wir als
N (a; z, w) := # {g ∈ G : cosh d (g (z) , w) ≤ a} .
Wir werden geometrisch endliche Fuchssche Gruppen betrachten. Diese sind gerade die
endlich erzeugten Gruppen (in ho¨heren Dimensionen gilt das nicht mehr !). Fu¨r Details
sei auf Beardon [1] verwiesen. Gute Einfu¨hrungen zum Thema Fuchssche Gruppen sind
außerdem [30] und [25].
Es sollen nun noch zwei wichtige Notationen erkla¨rt werden. Fu¨r eine Teilmenge D
des Rm schreiben wir
f (x1, . . . , xn) = O (g1 (x1, . . . , xn)) +O (g2 (x1, . . . , xn)) + . . .+O (gm (x1, . . . , xn))
fu¨r (x1, . . . , xn) ∈ D, wenn es eine Konstante C > 0 und Funktionen g˜i (x1, . . . , xn),
i ∈ {1, . . . ,m} gibt, mit
|g˜i (x1, . . . , xn)|
gi (x1, . . . , xn)
≤ C fu¨r alle (x1, . . . , xn) ∈ D ⊂ Rm,
sodaß f (x1, . . . , xn) =
∑m
i=1 g˜i (x1, . . . , xn) fu¨r alle (x1, . . . , xn) ∈ D.
Wir schreiben
f (x) ∼ g (x) , fu¨r x→∞
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wenn
lim
x→∞
f (x)
g (x)
= 1,
und
f (x) = Ω (g (x))
wenn lim supx→∞
|f(x)|
g(x) > 0.
1.2. Zur Geschichte des Gitterpunktproblems
Eine Verbesserung der von Gauß durch einfache geometrische U¨berlegungen gewonnenen
Abscha¨tzung von d (R) gelang erst 1906. Sierpinski [39] zeigte mit spektraltheoretischen
Methoden
d (R) = O
(
R2/3
)
(1.2.1)
(siehe hierzu auch Landau [18], achter Teil, Kapitel 2 sowie l.c. Kapitel 2). Van der Corput
[4] zeigte 1923, daß die Konstante 2/3 in der obigen Gleichung durch eine kleinere Zahl
ersetzt werden kann. Der na¨chste Durchbruch gelang 1924 Littelwood und Walfisz [20].
Sie konnten
d (R) = O
(
R37/56
)
beweisen (37/56 = 0, 66071 . . .). Die letzte Verbesserung geht auf Huxley [16] zuru¨ck,
der 1993
d (R) = O
(
R46/73
)
zeigte (46/73 = 0, 63013 . . .). Es wird vermutet, daß
d (R) = O
(
R1/2+
)
fu¨r alle  > 0. Numerische Resultate unterstu¨tzen diese Vermutung. Daß die Asymptotik
nicht sta¨rker ist, zeigen Hardy [9] und Landau [17] im Jahre 1915. Sie beweisen
d (R) = Ω
(
R1/2 log1/4R
)
(siehe hierzu auch Landau [18] achter Teil, Kapitel 6).
Analog zum klassischen Kreisproblem kann man die Anzahl N (a; z, w) von Orbit-
punkten {g (w) : g ∈ G} einer Fuchsschen Gruppe G in der hyperbolischen Ebene in
einem Kreisgebiet {z′ ∈ D : cosh d (z, z′) ≤ a} mit Mittelpunkt z ∈ D bestimmen.
In der Literatur wird die Gitterpunktza¨hlfunktion fu¨r Fuchssche Gruppen wahr-
scheinlich zum ersten mal von Delsarte [5] [6] behandelt. Er stellt die Za¨hlfunktion
fu¨r cokompakte Fuchssche Gruppen durch eine Summe dar, in der die konfluente hyper-
geometrische Funktion sowie die Eigenwerte und Eigenfunktionen der Gruppe auftreten.
Diese Formel ist das Analogon zu der exakten Formel von Hardy fu¨r Z2.
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Die Asymptotik der Za¨hlfunktion Fuchsscher Gruppen wird zum ersten mal 1959 von
Huber in [11] untersucht. Fu¨r cokompakte Fuchssche Gruppen vom Geschlecht g beweist
er
N (a; z, w) ∼ 1
2 (g − 1) · a fu¨r a→∞
(siehe auch Buser [3], Kapitel 9, §4). Huber betrachtet dazu die Funktion
K (s, z, w) =
∑
g∈G
(cosh d (z, g (w)))−s , Re (s) > 1, (1.2.2)
gewinnt durch die Spektralzerlegung des G-invarianten Kerns K (s, z, w) mit Re (s) > 1
eine meromorphe Fortsetzung von K (s, z, w) in s auf ganz C und kann dann das Wiener-
Ikehara Theorem anwenden, um sein Resultat zu erhalten.
Die Arbeiten von Selberg [36], [37], [38] zur Spektraltheorie Fuchsscher Gruppen sind
besonders auch im Zusammenhang mit dem Gitterpunktproblem von Bedeutung. Außer
einer kurzen Fußnote in [36] auf Seite 62, die auf die Anwendbarkeit der gewonnenen
Spektralzerlegung auf das Gitterpunktproblem hinweist, hat Selberg jedoch nichts zur
Gitterpunktza¨hlfunktion vero¨ffentlicht.
Die Asymptotik der Za¨hlfunktion mit Fehlerterm wird 1975 von Patterson [26] be-
trachtet. Er zeigt, daß fu¨r eine cofinite Fuchssche Gruppe mit L2-Eigenfunktionen φ0 =
(area (H /G))−1/2 , φ1, φ2, . . . und Eigenwerten λ0 = 0, λ1, λ2, . . . (siehe Kapitel 3.1.2)
und mit sk := 12 +
√
1
4 − λk fu¨r λk ≤ 1/4 gilt, daß
N (a; z, w) =
2pi
area (H /G)
· a+
∑
1>sk>3/4
2
√
pi
Γ (sk − 1/2)
Γ (1 + sk)
φk (z)φk (w) ask +O
(
a3/4
)
(siehe auch Buser [3], Kapitel 9, §7). Gu¨nther [8] konnte den Exponenten 3/4 fu¨r cokom-
pakte Gruppen auf 2/3 verbessern. Er verallgemeinerte die Aussage außerdem auf alle
cokompakten Gruppen auf nicht kompakten symmetrischen Ra¨umen vom Rang eins.
Fuchssche und n-dimensionale Kleinsche Gruppen mit Fundamentalbereichen mit un-
endlichem Fla¨cheninhalt bzw. Volumen werden erstmals 1982 von Lax und Phillips [19]
untersucht. Sie zeigen, daß eine geometrisch-endliche Fuchssche bzw. Kleinsche Grup-
pe G mit Fundamentalbereichen von unendlichem Fla¨cheninhalt bzw. Volumen stets
nur endlich viele L2-Eigenfunktionen φ1, φ2, . . . , φn hat und benutzen Eigenschaften von
Lo¨sungen der Wellengleichung auf H /G und Sobolev Ungleichungen, um fu¨r die Gitter-
punktza¨hlfunktion von Fuchsschen Gruppen zu zeigen, daß
N (a; z, w) =
∑
1≥sk> 13 (1+δ)
2
√
pi
Γ (sk − 1/2)
Γ (1 + sk)
φk (z)φk (w) ask +O
(
(log a)5/6 a
1
3
(1+s1)
)
,
(1.2.3)
wobei λ1, . . . , λn die zu φ1, φ2, . . . , φn geho¨rigen Eigenfunktionen seien und sk wie oben
definiert sei. Vorausgesetzt ist dabei, daß es mindestens einen L2-Eigenwert gibt. Das
ist genau dann der Fall, wenn der Konvergenzexponent der Gruppe gro¨ßer als 1/2 ist
(bzw. fu¨r Kleinsche Gruppen in n-Dimensionen, wenn der Konvergenzexponent gro¨ßer als
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(n− 1) /2 ist). Man beachte, daß s1 gleich dem Konvergenzexponenten der Gruppe ist.
Analoge Ergebnisse erhalten Lax und Phillips fu¨r Kleinsche Gruppen in n Dimensionen.
Neben der Methode mit Spektraltheorie, die Asymptotik der Gitterpunktza¨hlfunk-
tion zu finden, gibt es einen Ansatz, der die Ergodentheorie des geoda¨tischen Flusses
heranzieht. Nicholls [24] beweist 1983 analog zu Hubers Resultat, daß fu¨r cofinite Klein-
sche Gruppen in n-Dimensionen mit Fundamentalbereich vom Volumen V gilt, daß
N (a; z, w) ∼ 2pi
V
· a fu¨r a→∞.
Dieses Resultat ist in dem von Patterson [26] enthalten. Nicholls benutzt keine Spektral-
theorie, sondern die Mischungseigenschaft des geoda¨tischen Flusses auf dem Tangential-
raum.
Da n-dimensionale Kleinsche Gruppen mit Konvergenzexponent δ ≤ (n− 1) /2 keine
L2-Eigenfunktionen besitzen, liefert die Spektraltheorie in diesem Fall keine befriedigen-
den Ergebnisse. Fu¨r eine geometrisch endliche Gruppe G mit δ > (n− 1) /2 erha¨lt man
u¨ber das Patterson Maß µ (siehe [28] und [30]) die L2-Eigenfunktion F zum kleinsten
Eigenwert λ1 = δ (1− δ) durch
F (x) =
∫
P (x, ζ)δ dµ (ζ) ,
wobei P (x, ζ) der Poissonkern des entsprechenden Modells des hyperbolischen Raumes
ist. Fu¨r die Details sei auf [30] und [25] verwiesen. Ist δ ≤ (n− 1) /2, so ist F -wie
oben u¨ber das Patterson Maß definiert- immer noch eine Eigenfunktion des Laplace-
Beltramioperators, ist jedoch nicht mehr quadratintegrabel. Man kann F dann als die
kleinste Resonanz auf H /G bezeichnen.
Fu¨r konvex-cokompakte Gruppen mit beliebigem δ (also insbesondere auch fu¨r δ ≤
(n− 1) /2) konnte Patterson [31] zeigen, daß es eine Konstante c > 0 gibt, sodaß
N (a; z, w) ∼ c · F (z)F (w) · aδ.
Fu¨r den Beweis benutzt er die meromorphe Fortsetzung der Reihe (1.2.2) (die Reihe
konvergiert hier fu¨r Re (s) > δ), die er u¨ber die meromorphe Fortsetzung des Resolven-
tenkerns erha¨lt. Die Fortsetzung des Resolventenkerns gelang 1987 Mazzeo und Melrose
[22]. Um das Wiener-Ikehara Theorem anwenden zu ko¨nnen, muß im wesentlichen noch
gezeigt werden, daß es auf der Abszisse {s ∈ C : Re (s) = δ} außer bei δ keine weite-
ren Pole gibt. Dies gelingt Patterson unter Verwendung der Ergodizita¨t des Patterson
Maßes.
Fu¨r geometrisch endliche Gruppen mit Spitzen zeigt B. O. Stratmann [40] u¨ber eine
Verallgemeinerung des Sullivan Schatten-Lemmas fu¨r das Patterson Maß, daß
N (a; z, z) = O
(
aδ
)
.
Im Falle, daß δ < (n− 1) /2, ist dieses Ergebnis in keinem der oben erwa¨hnten enthalten.
Abscha¨tzungen fu¨r den Fehlerterm der Asymptotik der Za¨hlfunktion wie in (1.2.3) sind
fu¨r δ ≤ (n− 1) /2 nicht bekannt.
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Fu¨r cokompakte Gruppen gibt Huber [15] 1995 eine Abscha¨tzung der Za¨hlfunktion
in der Form
N (a; z, z) ≥ 1
2 (g − 1) · a−D (a) fu¨r a > A
an, wobei er A und D explizit angibt. In A und in die Funktion D geht lediglich der
Injektivita¨tsradius von z ein.
Fu¨r cofinite Gruppen sind Ω-Resultate bekannt. R. Phillips und Z. Rudnick definieren
1994 in [32] den fu¨hrenden Term einer cofiniten Gruppe G als
Σ (a, z) :=
2pi
area (H /G)
· a+
∑
1>sk>1/2
2
√
pi
Γ (sk − 1/2)
Γ (1 + sk)
|φk (z)|2 ask
+8 (ρ+ 2 (log 2− 1)) a1/2
∑
sk=1/2
|φk (z)|2
mit a = cosh ρ und damit den Fehlerterm
d (a) := N (a; z, z)− Σ (a, z)
(mit Notation wie oben). Fu¨r cokompakte Gruppen und Untergruppen von PSL (2,Z)
mit endlichem Index zeigen sie, daß
d (a) = Ω
(
a1/2 log1/4− ρ
)
fu¨r alle  > 0 (wie oben ist a = cosh ρ). Fu¨r beliebige cofinite Gruppen zeigen sie
d (a) = Ω
(
a1/2−
)
fu¨r alle  > 0.
1.3. Ergebnisse
In folgendem Abschnitt sollen die Ergebnisse dieser Arbeit erla¨utert werden. Theorem
C und D werden nicht im Detail wiedergegeben, da beide recht lang sind.
Als erstes Resultat ist Theorem A aus Kapitel 2 zu nennen. Es pra¨zisiert Sierpinskis
Ergebnis (siehe Abschnitt 1.2 Seite 7) zur Gitterpunktza¨hlfunktion fu¨r das Gitter Z2 in
dem Sinne, daß numerische Abscha¨tzungen fu¨r den Restterm der Za¨hlfunktion gegeben
werden und verallgemeinert es außerdem auf beliebige Gitter. Eine Verallgemeinerung
auf alle kristallographischen Gruppen in der euklidischen Ebene, allerdings mit einer
etwas schwa¨cheren Abscha¨tzung fu¨r den Restterm, gaben schon Lax und Phillips in
[19]. Fu¨r ein Gitter Z betrachten wir die Gitterpunktza¨hlfunktion N (R, p) und den
zugeho¨rigen Restterm d (R, p) (siehe Abschnitt 1.1). In Kapitel 2 wird folgendes Theorem
bewiesen:
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Theorem A. Fu¨r ein Gitter Z mit Eigenwerten λ0 = 0 < λ1 ≤ λ2 ≤ · · · (siehe Kapitel
2.1) und mit
A :=
√
λ1 + λ3, B :=
√
2A2
(
λ
− 3
4
1 +
2
5
)
+ 4
√
2A
(
λ
− 1
4
1 +
1
3
)
,
gilt fu¨r R ≥ area2 (T ) ·max
{
λ
3
2
1
1875 , 22
}
, daß
|d (R, p)| ≤ 24, 1 · area 13 (T )R 23 +BR 12 + area−1 (T ) .
Insbesondere ist also
d (R, p) = O
(
R
2
3
)
.
Man beachte, daß die Abscha¨tzung des Restterms unabha¨ngig vom Basispunkt p ist.
In der mir bekannten Literatur wird -mit Ausnahme von [19]- ausschließlich der Fall Z =
Z2 behandelt. Die verwendete Methode (siehe Abschnitt 1.4) ist im wesentlichen dieselbe,
die Huber in [15] verwendet, um eine untere Schranke fu¨r die Gitterpunktza¨hlfunktion
cokompakter Fuchsscher Gruppen zu erhalten. Als einfache Folgerung ergibt sich:
Korollar A. Fu¨r das Gitter Z = Z2 gilt fu¨r R ≥ 22, daß
|d (R)| ≤ 24, 1 ·R 23 + 90 ·R 12 + 1.
Das wichtigste Ergebnis dieser Arbeit ist in Theorem B aus Kapitel 3.2 formuliert.
Kapitel 2 soll insbesondere dazu dienen, die Methode, welche zum Beweis von Theorem
B verwendet wird, anhand einfacherer Gitter -wie denen in der euklidischen Ebene- zu
erla¨utern. Anstatt eines euklidischen Gitters kann auch eine Fuchssche Gruppen in der
hyperbolischen Ebene und deren Za¨hlfunktion N (a; z, w) betrachtet werden (siehe Ab-
schnitt 1.1). Von besonderem Interesse ist Theorem B fu¨r geometrisch endliche Gruppen
mit einem Fundamentalbereich von unendlichem Fla¨cheninhalt. In diesem Fall ist der
Konvergenzexponent der Gruppe echt kleiner als Eins.
Theorem B. Es sei G eine geometrisch endliche torsionsfreie Fuchssche Gruppe mit
Konvergenzexponenten δ > 1/2, diskreten Eigenwerten λ1, λ2, . . . , λn ∈ [0, 1/4) und zu-
geho¨rigen normierten reellen Eigenfunktionen φ1, φ2, . . . , φn ∈ L2 (D/G). Es sei sk :=
1
2 +
√
1
4 − λk und also δ = s1. Dann gilt
N (a; z, w) =
∑
1≥sk> 13 (1+δ)
2
√
pi
Γ (sk − 1/2)
Γ (1 + sk)
φk (z)φk (w) ask +O
(
a
1
3
(1+δ)
)
.
Fu¨r cofinite und cokompakte Fuchssche Gruppen (also δ = 1) ergibt sich das be-
kannte Ergebnis, daß der Restterm ho¨chstens wie a2/3 wa¨chst (siehe Abschnitt 1.2). Lax
und Phillips zeigen in [19] eine asymptotische Abscha¨tzung wie die in Theorem B mit
anderen Methoden. Ihr Fehlerterm ist von der Ordnung O
(
(log a)5/6 a1/3(1+δ)
)
(siehe
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Abschnitt 1.2 Gleichung (1.2.3) ). Theorem B liefert also ein etwas besseres Ergebnis.
Der Beweis verallgemeinert die von Huber in [15] verwendete Methode auf geometrisch
endliche Gruppen mit einem Fundamentalbereich von unendlichem Fla¨cheninhalt. Es
wird gezeigt, wie neben einer unteren Schranke fu¨r die Za¨hlfunktion -wie Huber sie in
[15] fu¨r cokompakte Fuchssche Gruppen erha¨lt- auch eine obere Schranke der Za¨hlfunk-
tion angegeben werden kann. Die Methode benutzt die Spektraltheorie auf den zu den
Fuchsschen Gruppen geho¨rigen Riemannschen Fla¨chen. Im Fall von nicht cokompakten
geometrisch endlichen Fuchsschen Gruppen gibt es, anders als bei cokompakten Grup-
pen, neben dem diskreten Spektrum noch einen kontinuierlichen Anteil am Spektrum.
Wir benutzen die Spektraltheorie aus Maurin [21] Kapitel XVII §8 und §9, die schon
Patterson in [29] auf Fuchsschen Gruppen angewendet hat. Anders als Huber, der seine
Spektralzerlegungen als Summen u¨ber die Eigenfunktionen erha¨lt, mu¨ssen wir mit einem
Integral u¨ber ein Spektralmaß arbeiten.
Theorem C und D geben analog zu Theorem A numerische Abscha¨tzungen fu¨r den
Restterm aus Theorem B. Es sei hier direkt auf Abschnitt 3.3 verwiesen. Um obere
und untere Schranken fu¨r den Restterm angeben zu ko¨nnen, wird zusa¨tzliche Informa-
tion u¨ber die Fuchssche Gruppe beno¨tigt. Zum einen mu¨ssen wir uns auf Fuchssche
Gruppen mit nur genau einem L2-Eigenwert beschra¨nken, da weitere L2-Eigenwerte die
Asymptotik entscheidend beeinflussen und die zugeho¨rigen Eigenfunktionen als zusa¨tz-
liche Konstanten eingehen, u¨ber die wir wenig wissen (siehe Theorem B). Zum anderen
beno¨tigen wir a priori eine untere Schranke fu¨r den Konvergenzexponenten, welche echt
gro¨ßer als 1/2 ist.
In Kapitel 3.4 wird Theorem C dazu verwandt, fu¨r cofinite Fuchssche Gruppen einen
Test fu¨r die Existenz eines (neben Null) weiteren L2-Eigenwertes anzugeben.
Korollar B. Es sei G eine cofinite Fuchssche Gruppe mit einem Fundamentalbereich
vom Fla¨cheninhalt A. Es sei z ∈ D und
r := inj (z) > 0,
ν (r) :=
{
5
4 falls sinh
−2 r
2 <
5
4 ,
sinh−2 r2 falls sinh
−2 r
2 ≥ 54 ,
X0 :=
√
ν (r)− 1/4.
Gibt es nun ein a ∈ R mit
a > max
{
6, 0, 6 · C2/30
}
,
a >
(
C
−2/3
0 ·max {7, 8, 1, 6 ·X0}
)2
,
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so daß gilt, daß
N (a; z, z) >
2pi
A
a+ 15 ·
(
2pi
A
)1/3
· a2/3
+18 ·
(
2pi
A
)−1/3
a1/3 + 19 ·
(
2pi
A
)−2/3
a1/6
+
(
1, 5 · log 2pi
A
+ 0, 8 · log a+ 3 · ν (r) ρ+ 27
)
· a1/2 + 3
A
,
wobei ρ > 0 durch a = cosh ρ definiert ist, dann hat der Laplace-Beltrami Operator auf
D/G neben dem Eigenwert Null einen weiteren Eigenwert λ1 mit 0 < λ1 < 14 .
Es bezeichnet inj (z) den Injektivita¨tsradius von z ∈ D (siehe Abschnitt 3.1 Seite 32).
Als zweite Anwendung gibt Korollar C die Mo¨glichkeit, den Konvergenzexponenten
und die erste Eigenfunktion einer geometrisch endlichen Fuchsschen Gruppe u¨ber ihre
Za¨hlfunktion zu approximieren. Die Genauigkeit dieser Approximationen ha¨ngt von der
Gro¨ße des Kreises ab, in dem die Gitterpunkte ausgeza¨hlt werden.
Korollar C. Es sei G eine geometrisch endliche Fuchssche Gruppe, die nur genau einen
Eigenwert kleiner als 1/4 hat. Fu¨r den Konvergenzexponenten δ von G gebe es eine Zahl
δ0 > 1/2, sodaß δ ≥ δ0. Die normierte Eigenfunktion zum kleinsten Eigenwert δ (1− δ)
sei φ. Es sei z ∈ D, r := inj (z) > 0 und ν, X0 wie in Theorem C,
C := 2
√
pi
Γ (δ − 1/2)
Γ (1 + δ)
φ2 (z)
Weiter sei
f (x) := logC + δx.
Dann gilt fu¨r alle C0 > 0 und mit ρ > 0 definiert durch a = cosh ρ und fu¨r alle a ∈ R
mit
a > max
{
6, 0, 6 · C2/30
}
,
a >
(
C
−2/3
0 ·max {7, 8, 1, 6 ·X0}
) 2
2δ0−1
und mit
Bo (a) := log
{
N (a; z, z) + 7, 8 · C1/30 a2/3 + 3, 2 · C−1/30 a1/3(2−δ0)
+6, 7 · C−2/30 a1/6(5−4δ0) +
(
logC0 +
1
2
log a+ 2 · ν (r) ρ+ 19
)
· a1/2
}
− log
{
1− 3, 9 · C−2/30 a1/3(1−2δ0) −
2
pi
(
2 +
(
δ0 − 12
)−1)
a(1−2δ0)
−1, 5a−δ0 − 3
pi
a−δ0
}
,
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Bu (a) := log
{
N (a; z, z)− 11, 1 · C1/30 a2/3 − 18 · C−1/30 a1/3(2−δ0)
−19 · C−2/30 a1/6(5−4δ0)
− (1, 5 · logC0 + 0, 8 · log a+ 3 · ν (r) ρ+ 27) · a1/2
}
− log
(
1 + 3, 9 · C−2/30 a1/3(1−2δ0) +
3
2pi
a−δ0
)
,
daß
Bu (a) ≤ f (log a) ≤ Bo (a) .
Erfu¨llen a1 und a2 mit a1 < a2 die oben an a gestellten Bedingungen, so gilt fu¨r den
Konvergenzexponenten δ von G, daß
Bu (a2)−Bo (a1)
log a2 − log a1 ≤ δ ≤
Bo (a2)−Bu (a1)
log a2 − log a1
und fu¨r C wie oben definiert, daß
log (a2)Bu (a1)− log (a1)Bo (a2)
log a2 − log a1 ≤ C ≤
log (a2)Bo (a1)− log (a1)Bu (a2)
log a2 − log a1 .
In Appendix C ist ein Computerprogramm angegeben, das die Gitterpunktza¨hlfunk-
tion von Heckegruppen bestimmt. Die Heckegruppe Γµ ist die von den beiden in der
oberen Halbebene operierenden Isometrien
z 7→ z + µ, z 7→ −1
z
frei erzeugte Gruppe. Fu¨r µ > 2 hat Γµ einen Fundamentalbereich von unendlichem
Fla¨cheninhalt. Ein Ergebnis von Beardon gibt uns die Mo¨glichkeit, eine untere Schranke
fu¨r den Konvergenzexponenten zu bestimmen. Phillips und Sarnak beweisen, daß die
Heckegruppe Γµ fu¨r µ ≥ 2 nur genau einen L2-Eigenwert besitzt (siehe Abschnitt 3.4
Seite 53). Als Beispiel betrachten wir die Heckegruppe mit µ =2,4. Der Computer liefert
uns fu¨r Γ2,4
N
(
1012; 2i, 2i
)
= 23.383.324.507,
N
(
1014; 2i, 2i
)
= 1.097.048.219.243.
Es wurde auf einer SGI O2 gerechnet. Die Rechenzeit betrug etwa eine Woche. Aus
Korollar C folgt nun mit inj (2i) > log 2 fu¨r den Konvergenzexponenten δ von Γ2,4:
0, 80 ≤ δ ≤ 0, 87.
In [23] gibt McMullen einen Algorithmus an, mit dem man die Hausdorffdimension der
Limesmengen Kleinscher- und Fuchsscher Gruppen, sowie der Juliamengen rationaler
Abbildungen bestimmen kann. Er scha¨tzt die Konvergenzgeschwindigkeit seines Verfah-
rens ab und kommt zu dem Ergebnis, daß er O (N) Rechenschritte beno¨tigt, um die
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Hausdorffdimension auf N Stellen genau zu berechnen. Bei jedem Rechenschritt muß
fu¨r eine bestimmte U¨bergangsmatrix T die Gleichung
λ (Tα) = 1
gelo¨st werden, wobei λ (A) fu¨r den Spektralradius der Matrix A steht, und Tα die Ma-
trix bezeichnet ((ti,j)
α)i,j bezeichnet, fu¨r T = (ti,j)i,j . Die Lo¨sung fu¨r α ist dann eine
Approximation der zu bestimmenden Hausdorffdimension. Will man diese Gleichung nu-
merisch lo¨sen, so kann man mit dem Perron-Frobenius Theorem durch Iteration von Tα
den Wert von λ (Tα) bestimmen und die Gleichung λ (Tα) = 1 mit dem Newton Verfah-
ren lo¨sen. Der Fehler, der dabei gemacht wird, la¨ßt sich schwer exakt abscha¨tzen, und
so mu¨ssen die mit McMullens Algorithmus bestimmten Werte fu¨r Hausdorffdimensionen
als empirisch angesehen werden. Im Gegensatz dazu bietet Korollar C unter der Voraus-
setzung, daß die Gitterpunktza¨hlfunktion der zu untersuchenden Gruppe zuverla¨ssig fu¨r
große Radien bestimmt werden kann, die Mo¨glichkeit, rigorose untere und obere Schran-
ken fu¨r die Hausdorffdimension der Limesmenge, bzw. fu¨r den Konvergenzexponenten
einer geometrisch endlichen Fuchsschen Gruppe, anzugeben.
1.4. Die verwendete Methode
Es soll nun die Methode erla¨utert werden, die sowohl in Kapitel 2 als auch in Kapitel 3
verwendet wird, um respektive die Gitterpunktza¨hlfunktion fu¨r euklidische Gitter und
Fuchssche Gruppen abzuscha¨tzen. Da die Anwendung der Methode auf das klassische
Kreisproblem weniger technisch ist als die auf das Gitterpunktproblem in der hyperboli-
sche Ebene, soll sie hier auch anhand des klassischen Kreisproblems erkla¨rt werden. Alle
Details finden sich in Kapitel 2. Im wesentlichen ist die Methode die von Huber in [15]
auf cokompakte Fuchsschen Gruppen angewendete.
Fu¨r ein Gitter Z aus R2 -man denke z.B. am Z2- betrachten wir die Gitterpunktza¨hl-
funktion N (R, p) und den zugeho¨rigen Restterm d (R, p) fu¨r R ≥ 0 und p ∈ R2 (siehe
Abschnitt 1.1). Wie wir bereits sahen, gilt fu¨r den Restterm fu¨r festes p, daß
d (R, p) = O (R) .
Unser Ziel ist es, diese Abscha¨tzung zu verbessern. Dazu betrachten wir die Za¨hlfunktion
nicht wie oben nur als Funktion von R fu¨r einen festen Punkt p, sondern richten unsere
Aufmerksamkeit auf die Abha¨ngigkeit der Za¨hlfunktion vom Basispunkt p.
Als Funktion von p ist die Za¨hlfunktion “sehr” unstetig. Sie ist auf Bereichen kon-
stant, welche durch das Schneiden von Kreisen vom Radius R um eine Auswahl von
Gitterpunkten entstehen. Je gro¨ßer R wird, desto feiner wird die Unterteilung eines
Fundamentalbereiches von Z in solche Bereiche ausfallen. In Abbildung 1.1 sind die Be-
reiche aus [0, 1] × [0, 1] dargestellt, auf denen die Za¨hlfunktion N (R, ·) des Gitters Z2
konstant ist. Die erste Abbidung zeigt N (R, ·) fu¨r R =1,3 die zweite fu¨r R =1,9 und
letzt fu¨r R =18,5. Fu¨r die Radien 1,3 und 1,9 ist in den Bereichen der Zahlenwert, den
die Za¨hlfunktion dort annimmt, eingetragen. Die Komplexita¨t der Za¨hlfunktion fu¨r feste
große Radien R zeigt uns die letzte Abbildung.
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Abbildung 1.1.: Bereiche auf denen die Za¨hlfunktion konstant ist
Wir ko¨nnen den Restterm d (R, p) gleichma¨ßig fu¨r alle p abscha¨tzen, wenn wir die
“Schwankungen” von d (R, ·) (also des Restterms als Funktion von p) quantifizieren
ko¨nnen. Ein probates Mittel hierzu liefert uns die Spektraltheorie. Um die Methoden
der Spektraltheorie wirkungsvoll anwenden zu ko¨nnen, mu¨ssen wir die Gitterpunktza¨hl-
funktion zuerst gla¨tten. Definieren wir
k0 (r) :=
{
1 fu¨r 0 ≤ r ≤ R,
0 fu¨r r > R,
dann kann auch
N (R, p) =
∑
ω∈Z
k0 (‖ω − p‖)
geschrieben werden. Um N (R, ·) zu gla¨tten, ersetzen wir die Funktion k0 durch eine
differenzierbare Funktion kR, welche neben R noch von einem weiteren Parameter h
abha¨ngt, welcher als Maß fu¨r die Gla¨ttung angesehen werden kann. Dieser Parameter
wird spa¨ter fu¨r jedes R so gewa¨hlt werden, daß ein optimales Ergebnis erzielt wird. In
Kapitel 2 wird die Funktion kR noch ein wenig anders definiert, um gewisse Konstanten
klein zu halten. Wir definieren hier
b (x) := 2x3 − 3x2 + 1
und damit fu¨r h > 0 die Funktion kR ∈ C10 [0,∞) durch
kR (r) =

1 fu¨r 0 ≤ r ≤ R− h,
b
(
r−R+h
h
)
fu¨r R− h < r ≤ R,
0 fu¨r r > R
(siehe Abbildung 1.2).
Die beiden gegla¨tteten Za¨hlfunktionen
K[ (R, p) :=
∑
ω∈Z
kR (‖ω − p‖) und K] (R, p) :=
∑
ω∈Z
kR+h (‖ω − p‖)
geben uns obere und untere Abscha¨tzungen fu¨r die urspru¨ngliche Gitterpunktza¨hlfunktion
K[ (R, p) ≤ N (R, p) ≤ K] (R, p) . (1.4.1)
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Abbildung 1.2.: Die Gla¨ttungsfunktion
Diese glatteren Funktionen K[ und K] werden nun in Z-translationsinvariante Eigen-
funktionen des Laplaceoperators zerlegt, um ein Maß fu¨r ihre Schwankung zu erhalten.
Der Laplaceoperator auf T hat ein rein diskretes Spektrum. Die Eigenwerte seien mit
λ0 = 0, λ1, λ2, . . . bezeichnet und die zugeho¨rigen Eigenfunktionen mit φ0, φ1, φ2, . . .
(siehe Seite 20). Da K] und K[ stetig sind, bekommen wir absolut konvergente Reihen
K] (R, p) =
1
area (T )
∞∑
i=0
gkR (λi)φi (p) und
K[ (R, p) =
1
area (T )
∞∑
i=0
gkR+h (λi)φi (p) (1.4.2)
(siehe Theorem 2.1.3 auf Seite 22). Der Ausdruck area (T ) bezeichnet den Fla¨cheninhalt
von T . Die Koeffizienten ko¨nnen explizit berechnet werden
gk (λ) := 2pi
∫ ∞
0
k (r) J0
(√
λr
)
rdr,
wobei J0 die Besselfunktion nullter Ordnung ist (siehe Seite 21) . Mit Hilfe dieser Dar-
stellung ko¨nnen wir die Koeffizienten abscha¨tzen. Es gilt
|gkR (λ)| = O
(
R1/2λ−3/4
)
(1.4.3)
und
|gkR (λ)| = O
(
R1/2h−1λ−5/4
)
(1.4.4)
(siehe Lemma 2.2.1 und 2.2.2 auf Seite 24 ff.). Die Abscha¨tzung (1.4.3) ist gut in R,
jedoch kann mit ihr nicht die absolute Konvergenz der Summe aus (1.4.2) gezeigt werden.
In die Abscha¨tzung (1.4.4) geht die spezielle Form der Funktion kR ein. Wesentlich ist
dabei, daß kR auf einem Intervall der La¨nge h von 1 auf 0 abfa¨llt und differenzierbar
ist (die spezielle Wahl von b ist nur in Hinsicht auf diese beiden Eigenschaften wichtig).
Denken wir uns h in Abha¨ngigkeit von R gewa¨hlt, so wird die Abscha¨tzung (1.4.4),
wenn h mit wachsendem R kleiner wird, schlechter (als R1/2) in R. Der Fehler, den h
im fu¨hrenden Term (1.4.6) verursacht, wird mit abnehmendem h jedoch kleiner. Diese
beiden Pha¨nomene mu¨ssen am Ende ins Gleichgewicht gebracht werden.
Wir beno¨tigen noch die folgende Abscha¨tzung∑
λi<X
|φ (p)| = O (X) (1.4.5)
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(siehe Proposition 2.1.2 auf Seite 21). Sie gewinnt man durch ein Packungsargument wie
oben, angewandt auf das zu Z duale Gitter. Mit
Rest (R, h) :=
∑
λi>0
|gk (λ)|
folgt aus (1.4.1), (1.4.2) und
gk (0) =
pi
area (T )
R2 +O (Rh) , (1.4.6)
daß
N (R, p) =
2pi
area (T )
R2 +O (Rh) +O (Rest (R, h)) . (1.4.7)
Um nun Rest (R, h) abzuscha¨tzen, benutzen wir sowohl (1.4.3), als auch (1.4.4), indem
wir einen zusa¨tzlichen Parameter s > 0 einfu¨hren, sodaß
Rest (R, h) = Σ′ (s) + Σ∗ (s) mit
Σ′ (s) :=
∑
0<λi<s
|gk (λ)| , Σ∗ (s) :=
∑
λi>s
|gk (λ)| .
Fu¨r die Abscha¨tzung der ersten Summe benutzen wir (1.4.3) und fu¨r die zweite Summe
(1.4.4). An dieser Stelle wird außerdem noch (1.4.5) beno¨tigt. Es ergibt sich
Σ′ (s) = O
(
R1/2s1/4
)
, Σ∗ (s) = O
(
R1/2h−1s−1/4
)
(siehe Seite 25 ff.) und zusammen mit (1.4.7) also
N (R, p) =
pi
area (T )
R2 +O (Rh) +O
(
R1/2s1/4
)
+O
(
R1/2h−1s−1/4
)
.
Die optimale Wahl fu¨r h und s ist
h = R−1/3 und s = R2/3.
Mit dieser Wahl erhalten wir unser Endergebnis
N (R, p) =
pi
area (T )
R2 +O
(
R2/3
)
.
In Kapitel 2 wird genau nach diesem Muster vorgegangen. Allerdings werden die Kon-
stanten, die hier in den O-Termen verschwinden, explizit berechnet. Im Falle Fuchsscher
Gruppen wird analog verfahren. An die Stelle einer Summe u¨ber L2-Eigenfunktionen
tritt hier ein Integral u¨ber ein Spektralmaß. Um eine Abscha¨tzung wie (1.4.5) zu erhal-
ten, muß ein anderer Weg als im euklidische Fall gegangen werden. Die Spektralfunktion
dru¨ckt sich nicht als ein Integral u¨ber das Produkt einer Besselfunktion nullter Ordnung
und dem Kern aus. An die Stelle der Besselfunktionen treten nun Legendrefunktionen.
Das Appendix A ist der Untersuchung ihrer asymptotischen Eigenschaften gewidmet.
Im Unterschied zu den euklidischen Gittern muß der Parameter h im Falle Fuchsschen
Gruppen mit dem Radius des Kreises, in dem die Orbitpunkt geza¨hlt werden, wachsen.
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2. Das klassische Kreisproblem
Um die in dieser Arbeit verwendete Methode zum Za¨hlen von Gitterpunkten anhand
eines einfachen Beispiels zu demonstrieren, soll sie zuerst auf das klassische Kreispro-
blem angewendet werden. Das von Gauß formulierte klassische Kreisproblem stellt die
Frage nach der Anzahl von Punkten aus einem Gitter Z in einem Kreis mit großem
Radius. Fu¨r das Gitter Z betrachen wir die Gitterpunktza¨hlfunktion N (R, p) und den
zugeho¨rigen Restterm d (R, p) (siehe Abschnitt 1.1). In diesem Kapitel werden wir das
folgende Theorem beweisen:
Theorem A. Fu¨r ein Gitter Z mit Eigenwerten λ0 = 0 < λ1 ≤ λ2 ≤ · · · (siehe Kap.
2.1) und mit
A :=
√
λ1 + λ3, B :=
√
2A2
(
λ
− 3
4
1 +
2
5
)
+ 4
√
2A
(
λ
− 1
4
1 +
1
3
)
,
gilt fu¨r R ≥ area2 (T ) ·max
{
λ
3
2
1
1875 , 22
}
, daß
|d (R, p)| ≤ 24, 1 · area 13 (T )R 23 +BR 12 + area−1 (T ) .
Insbesondere ist also
d (R, p) = O
(
R
2
3
)
.
Daraus ergibt sich das folgende Korollar.
Korollar A. Fu¨r das Gitter Z = Z2 gilt fu¨r R ≥ 22, daß
|d (R, p)| ≤ 24, 1 ·R 23 + 90 ·R 12 + 1.
2.1. Die Spektraltheorie euklidischer Gitter
Es sei Z das durch die linear unabha¨ngigen Vektoren v1 und v2 definierte Gitter und
A =
(
vt1, v
t
2
)
. Das zu Z duale Gitter Z ′ ⊂ R2 sei durch die Punkte
ω′ = kA−1 k ∈ Z2
definiert. Es sei f eine unter Z-Translation invariante Funktion auf R2, die als Funktion
auf T = R2 /Z aufgefaßt, in L2 (T ) liegt. Die Funktion f (A·) : R2 → C2 ist in beiden
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Koordinaten periodisch mit Periode eins, und wir ko¨nnen f (Ax) in eine Fourierreihe
entwickeln:
f (Ax) =
∑
k∈Z2
ak exp (2piikx)
mit
ak =
∫
[0,1)2
f (Ax) exp (−2piikx) dx.
Dies ist aber a¨quivalent zu
f (x) =
∑
ω′∈Z′
aω′ exp
(
2piiω′x
)
mit
aω′ = area (T )
−1
∫
T
f (x) exp
(−2piiω′x) dx.
Die Funktion exp (2piiω′x) mit ω′ ∈ Z ′ ist eine unter Z-translationinvariante Eigenfunk-
tion des negativen Laplaceoperators −∆ = −
(
∂2
∂x21
+ ∂
2
∂x22
)
mit Eigenwert 4pi2 ‖ω′‖2. Es
gibt eine Anordnung der Elemente aus Z ′, sodaß
Z ′ =
{
ω′0, ω
′
1, · · ·
}
, mit
∥∥ω′i∥∥ ≤ ∥∥ω′j∥∥ fu¨r i < j.
Damit definieren wir
φi (x) := exp
(
2piiω′ix
)
, (2.1.1)
λi := 4pi2
∥∥ω′i∥∥2 .
Dann gilt
λ0 = 0 < λ1 ≤ λ2 ≤ . . . .
Das obige Resultat kann somit folgendermaßen formuliert werden:
Theorem 2.1.1. Fu¨r alle f ∈ L2 (T ) gibt es eine Spektralzerlegung (die in der L2-Norm
konvergiert):
f (x) =
∑
i
aiφi (x)
mit
ai := area (T )
−1
∫
T
f (x)φi (x)dx.
Es sei k eine reelle, meßbare Funktion auf R+mit kompaktem Tra¨ger. Durch
K (p) =
∑
ω∈Z
k (‖ω − p‖)
wird eine Z-invariante Funktion definiert. Wir wollen nun K in Eigenfunktionen des
Laplaceoperators entwickeln. Dazu gehen zu Polarkoordinaten p = (r cosϕ, r sinϕ) u¨ber.
Fu¨r die Metrik ds2, das Fla¨chenelement dA und den Laplace-Operator ∆ gilt
ds2 = rdϕ2 + dr2,
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dA = rdϕdr,
∆ = r−2∂2ϕ + ∂
2
r + r
−1∂r.
Nun soll der i-te Koeffizient berechnet werden.∫
T
K (p)φi (p)dA (p) =
∑
ω∈Z
∫
F
k (‖ω − p‖)φi (p)dA (p)
=
∫
R2
k (‖p‖)φi (p)dA (p)
=
∫ ∞
0
k (r)
∫ 2pi
0
φi (p (r, ϕ))dϕrdr.
Mit
Hi (r) :=
∫ 2pi
0
φi (p (r, ϕ)) dϕ
folgt durch Integration von − (∆φi) (p) = λiφi (p) u¨ber ϕ, daß
rH ′′i (r) +H
′
i (r) + λrHi (r) = 0.
Diese Differentialgleichung hat mit der Anfangsbedingung Hi (0) = C mit C > 0 die
Lo¨sung CJ0
(√
λr
)
, wobei J0 die Besselfunktion nullter Ordnung ist (siehe Watson [41]).
Wegen
lim
r↘0
∫ 2pi
0
φi (p (r, ϕ)) dϕ = 2pi
gilt dann
Hi (r) = 2piJ0
(√
λr
)
.
Mit der Definition
gk (λ) := 2pi
∫ ∞
0
k (r) J0
(√
λr
)
rdr (2.1.2)
folgt ∫
T
K (p)φi (p)dA (p) = gk (λi) .
Wir wollen nun
Nλ (X) := # {i : λi ≤ X}
nach oben abscha¨tzen. Das kann mit einem einfachen Packungsargument fu¨r das duale
Gitter geschehen.
Proposition 2.1.2. Es sei d :=
√
λ1 + λ3, dann gilt
Nλ (X) ≤ area (T )4pi
(√
X + d
)2
.
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Beweis. Es ist
Nλ (X) =
{
ω′ ∈ Z ′ : ∥∥ω′∥∥ ≤ √X
2pi
}
≤ pi area (T )
(√
X
2pi
+ diam
(
R2 /Z ′
))2
.
Mit diam
(
R2 /Z ′
)
=
√
‖ω′1‖2 + ‖ω′3‖2 = 12pi
√
λ1 + λ3 folgt die Behauptung.
Aus Theorem 2.1.1 und Proposition 2.1.2 folgt
Theorem 2.1.3. Es sei k eine reelle, stetige Funktion auf R+mit kompaktem Tra¨ger
und gk (λ) = O
(
(1 + λ)β
)
fu¨r ein β > 1. Fu¨r
K (p) :=
∑
ω∈Z
k (‖ω − p‖)
gilt dann
K (p) =
1
area (T )
∑
i
gk (λi)φi (p) ,
und die Summe konvergiert absolut.
Beweis. Theorem 2.1.1 gibt uns die Konvergenz im L2-Sinne, und aus Proposition 2.1.2
folgt ∑
i>X
|gk (λi)φi (p)| = O
(
X1−β
)
also die absolute Konvergenz. Mit der Stetigkeit von K folgt die Behauptung.
2.2. Abscha¨tzungen der Gitterpunktza¨hlfunktion.
Es sei Z ein Gitter auf R2 und
k0 (r) :=
{
1 fu¨r 0 ≤ r ≤ R,
0 fu¨r r > R.
Dann gilt fu¨r die Gitterpunktza¨hlfunktion N (R, p) := # {ω ∈ Z : ‖ω − p‖ ≤ R}, daß
N (R, p) =
∑
ω∈Z
k0 (‖ω − p‖) .
Die formale Entwicklung von N (R, p) nach den Eigenfunktionen des Laplaceoperators
sieht wie folgt aus:
piR2
area (T )
+
1
area (T )
∞∑
i=1
2piR√
λi
J1
(√
λiR
)
φi (p) . (2.2.1)
Hier ist J1 die Besselfunktion erster Ordnung. Die Voraussetzungen von Theorem 2.1.3
sind jedoch fu¨r k0 nicht erfu¨llt, und es kann nicht auf absolute Konvergenz der Reihe
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2.2.1 geschlossen werden. Fu¨r Z = Z2 und p = 0 geben Hardy und Landau einen Beweis
fu¨r die gleichma¨ßige Konvergenz von 2.2.1 gegen N (R, 0) (siehe z.B. [18]). Um absolute
Konvergenz zu bekommen, mu¨ssen wir k0 durch eine “glattere” Funktion approximieren.
Wir definieren hierzu wie Huber in [15]
b (x) :=
∫ 1
x
y (1− y) dy/I () , 0 ≤ x ≤ 1,
I () :=
∫ 1
0
y (1− y) dy,  > 0.
Diese Funktion hat die folgenden Eigenschaften:
1 = b (0) ≥ b (x) ≥ b (1) = 0 fu¨r 0 ≤ x ≤ 1, (2.2.2)
b′ (0) = b′ (1) = 0, (2.2.3)
b′
(
1
2
)
= −1/ (4I ()) , (2.2.4)
b′′ (x) < 0 fu¨r x ∈
(
0,
1
2
)
, b′′ (x) > 0 fu¨r x ∈
(
1
2
, 1
)
, (2.2.5)
∫ 1
0
b (x) dx =
1
2
. (2.2.6)
Nun definieren wir fu¨r 0 < h < R die Funktionen kR ∈ C10 [0,∞) durch
kR (r) =

1 fu¨r 0 ≤ r ≤ R− h1,
b
(
r−R+h1
h1
)
fu¨r R− h1 < r ≤ R,
0 fu¨r r > R.
Fu¨r  → 0 konvergiert b gegen die Funktion b0 : x 7→ 1 − x. Wu¨rden wir in den
Definitionen von kR , statt b die Funktion b0 einsetzten, so wa¨re kR in den Punkten
R− h1, R nicht differenzierbar.
Mit
K[ (R, p) :=
∑
ω∈Z
kR (‖ω − p‖) , K] (R, p) :=
∑
ω∈Z
kR+h (‖ω − p‖)
gilt
K[ (R, p) ≤ N (R, p) ≤ K] (R, p) .
Wir werden nun K1 (R, ·) und K2 (R, ·) mit den in Kapitel 2.1 gewonnenen Ergebnis-
sen in Eigenfunktionen des Laplaceoperators zerlegen und so eine obere und untere
Abscha¨tzung der Gitterpunktza¨hlfunktion erhalten. Wir beno¨tigen dazu Abscha¨tzungen
der Spektralfunktion gkR .
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Lemma 2.2.1. Fu¨r λ > 0 und R > 0 gilt
|gkR (λ)| = 2pi
∣∣∣∣∫ R
0
kR (r) J0
(√
λr
)
rdr
∣∣∣∣ ≤ 2piR1/2λ3/4 .
Beweis. Fu¨r Gλ (r) :=
∫ r
0 J0
(√
λx
)
xdx gilt:
|Gλ (r)| =
∣∣∣λ−1 [xJ1 (x)]√λr0 ∣∣∣
=
r√
λ
∣∣∣J1 (√λr)∣∣∣
≤ r
1/2
λ3/4
,
denn es ist ddx [xJ1 (x)] = xJ0 (x) (siehe Watson [41] Kapitel 2 ·12), und es gilt |J1 (x)| ≤
x−1/2 fu¨r x > 0. Die letzte Ungleichung fu¨r J1 folgert man leicht aus den von Watson in
[41] Kap. 7 · 3 gegebenen numerischen Abscha¨tzungen des Restterms in der asymptoti-
schen Entwicklung von J1 und aus der Tatsache, daß |J1 (x)| < 1/
√
2 fu¨r x > 0 (siehe
Watson [41] Kapitel 2 · 5 ). Weiter folgt durch partielle Integration∣∣∣∣∫ R
0
kR (r) J0
(√
λr
)
rdr
∣∣∣∣ = ∣∣∣∣∫ R
0
kR (r)G′λ (r) dr
∣∣∣∣
=
∣∣∣∣∫ R
R−h
Gλ (r) k′R (r) dr
∣∣∣∣
≤
∫ R
R−h
|Gλ (r)|
∣∣k′R (r)∣∣ dr.
Wegen k′R (r) ≤ 0 ist ∫ R
R−h
∣∣k′R (r)∣∣ dr = kR (R− h)− kR (R) = 1.
Zusammen folgt die Behauptung.
Lemma 2.2.2. Fu¨r λ > 0, R > 0 gilt
|gkR (λ)| = 2pi
∣∣∣∣∫ R
0
kR (r) J0
(√
λr
)
rdr
∣∣∣∣ ≤ 11piR1/22 · 4I ()hλ5/4 .
Wir definieren eλ (r) := J0
(√
λr
)
. Es gilt λreλ (r) = ddr (−re′λ (r)). Daraus folgt mit
zweimaliger partieller Integration und Eigenschaft 2.2.3
λ
∫ R
0
kR (r) eλ (r) rdr =
∫ R
0
kR (r)
d
dr
(−re′λ (r)) dr
=
∫ R
R−h
k′R (r) re
′
λ (r) dr
= −
∫ R
R−h
(
rk′′R (r) + k
′
R (r)
)
eλ (r) dr.
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Aus der von Watson in [41] Kapitel 7 · 3 gegebenen numerischen Abscha¨tzung des Rest-
terms in der Asymptotischen Entwicklung von J0 und aus |J0 (x)| < 1 fu¨r x > 0 (sie-
he Watson [41] Kap 2 · 5) folgt, daß |J0 (x)| ≤ x−1/2 fu¨r x > 0 ist. Aus 2.2.4 folgt
k′R (R− h/2) = −1/ (4I ()h). Durch partielle Integration und 2.2.5 ergibt sich damit∣∣∣∣∫ R
0
kR (r) eλ (r) rdr
∣∣∣∣ ≤ λ−5/4 ∫ R
R−h
(
r
∣∣k′′R (r)∣∣− k′R (r)) r−1/2dr
= λ−5/4
∫ R
R−h
(∣∣k′′R (r)∣∣+ 2k′′R (r)) r1/2dr
= λ−5/4
{∫ R−h/2
R−h
k′′R (r) r
1/2dr + 3
∫ R
R−h/2
k′′R (r) r
1/2dr
}
≤ λ−5/4
{(
R− h
2
) 1
2
∫ R−h/2
R−h
k′′R (r) dr + 3R
1
2
∫ R
R−h/2
k′′R (r) dr
}
=
R
1
2
4I ()hλ5/4
{
3−
(
1− h
2R
) 1
2
}
≤ 11R
1
2
4 · 4I ()hλ5/4 .
Beweis von Theorem A. Aus Lemma 2.2.2 folgt, daß kR die Voraussetzungen von Theo-
rem 2.1.3 erfu¨llt. Es gilt also
K[ (p) =
1
area (T )
∑
i
gkR (λi)φi (p) , K
] (p) =
1
area (T )
∑
i
gkR+h (λi)φi (p)
und die Summen konvergieren absolut. Wir definieren fu¨r s > λ1
R1 (p,R, h, s) :=
∑
{i:λ1≤λi<s}
|gkR (λi)| , (2.2.7)
R2 (p,R, h, s) :=
∑
{i:λi≥s}
|gkR (λi)| .
Es gilt dann
N (R, p) ≥ K[ (R, p) ≥ pi (R− h)
2
area (T )
− 1
area (T )
2∑
n=1
Rn (p,R, h, s) , (2.2.8)
N (R, p) ≤ K] (R, p) ≤ pi (R+ h)
2
area (T )
+
1
area (T )
2∑
n=1
Rn (p,R+ h, h, s) . (2.2.9)
Wir werden nun die Restterme R1 (p,R, h, s) und R2 (p,R, h, s) nach oben abscha¨tzen.
Fu¨r die Abscha¨tzung von R1 benutzen wir die Abscha¨tzung von gkR aus Lemma 2.2.1.
Diese ist gut in R, jedoch nicht geeignet, die Konvergenz der Summe zu erhalten. Fu¨r
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die Abscha¨tzung von R2 ziehen wir Lemma 2.2.2 heran und erhalten eine konvergente
Summe. Der Parameter s wird spa¨ter so in Abha¨ngigkeit vom Radius R gewa¨hlt werden,
daß wir die bestmo¨gliche Abscha¨tzung von K[ und K] erhalten. Wu¨rden wir nur Lemma
2.2.2 benutzen, so beka¨men wir in Theorem B lediglich d (R) = O
(
R
3
4
)
. In unserer
Rechnung beno¨tigen wir das folgende einfache, unbestimmte Integral∫
xµ
(√
x+ d
)2
dx = xµ+1
(
x
2 + µ
+
2dx
1
2
3
2 + µ
+
d2
µ+ 1
)
, fu¨r µ /∈ {−2,−3/2,−1} .
Mit Lemma 2.2.1 und Proposition 2.1.2 folgt
R1 (p,R, h, s) =
∫ s
λ1
|gkR (x)| dNλ (x)
≤ 2piR 12
∫ s
λ1
x−
3
4dNλ (x)
= 2piR
1
2
{[
x−
3
4Nλ (x)
]s
λ1
+
3
4
∫ s
λ1
x−
7
4Nλ (x) dx
}
≤ 1
2
area (T )R
1
2
{
s−
3
4
(√
s+ d
)2 + 3s 14 + 6dλ− 141 + d2λ− 341 }
≤ 2 area (T )R 12
(
s
1
4 + 2dλ
− 1
4
1 +
1
2
d2λ
− 3
4
1
)
. (2.2.10)
Wegen Lemma 2.2.2 und Proposition 2.1.2 gilt
R2 (p,R, h, s) =
∫ ∞
s
|gkR (x)| dNλ (x)
≤ 11piR
1
2
2 · 4I ()h
∫ ∞
s
x−
5
4dN (x)
≤ 11piR
1
2
2 · 4I ()h ·
5
4
∫ ∞
s
x−
9
4N (x) dx
≤ 55 area (T )R
1
2
8 · 4I ()h
[
−4x− 14 − 8
3
dx−
3
4 − 4
5
d2x−
5
4
]∞
s
≤ 55 area (T )
2 · 4I () ·
R
1
2
h
(
s−
1
4 +
2
3
ds−
3
4 +
1
5
d2s−
5
4
)
. (2.2.11)
Der Einfachheit halber setzen wir
A :=
2pi
area (T )
, B :=
55
2 · 4I () ,
C := 2dλ
− 1
4
1 +
1
2
d2λ
− 3
4
1 .
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Es sei s > max (1, λ1). Dann folgt aus 2.2.8, 2.2.10 und 2.2.11, daß
N (R, p) ≥ K[ (R, p) ≥ pi
area (T )
R2 − d1 (R, h, s) mit
d1 (R, h, s) := ARh+R
1
2
(
2s
1
4 + 2C +Bh−1s−
1
4 +Bh−1s−
1
2
(
2
3
ds−
1
4 +
1
5
d2s−
3
4
))
.
Da s > 1 ist, gilt
d1 (R, h, s) ≤ d˜1 (R, h, s) := ARh+R 12
(
2s
1
4 + 2C +Bh−1s−
1
4 +DBh−1s−
1
2
)
,
D :=
2
3
d+
1
5
d2.
Unter Vernachla¨ssigung des letzten Terms hat d˜1 (R, ·, ·) ein Minimum bei
h3 =
2B
A2
R−1, s
3
4 =
AB
4
R
1
2 .
Mit dieser Wahl fu¨r h und s gilt fu¨r R >
(
4
AB
)2 max{λ 321 , 1}, daß
d˜1 (R, h, s) = 3 (2AB)
1
3 R
2
3 + 2 (C +D)R
1
2 .
La¨ßt man noch  gegen Null gehen, so folgt fu¨r R ≥ area2(T )1875 max
{
λ
3
2
1 , 1
}
,
d1 (R, h1, s) ≤ 21.1 · area 13 (T )R 23 + a1R 12
mit
a1 := d2
(
λ
− 3
4
1 +
2
5
)
+ 4d
(
λ
− 1
4
1 +
1
3
)
.
Aus 2.2.9, 2.2.10 und 2.2.11 folgt
N (R, p) ≥ K] (R, p) ≥ pi
area (T )
R2 + d2 (R, h, s) mit
d2 (R, h, s) := ARh+Ah2 + (R+ h)
1
2 ·
·
(
2s
1
4 + 2C +Bh−11 s
− 1
4 +Bh−1s−
1
2
(
2
3
ds−
1
4 +
1
5
d2s−
3
4
))
.
Fu¨r s ≥ 1 und mit h < R gilt
d2 (R, h, s) ≤ d˜2 (R, h, s) := ARh+Ah2 +
√
2R
1
2
(
2s
1
4 + 2C +Bh−1s−
1
4 +DBh−1s−
1
2
)
.
Mit der Wahl
h3 =
2B
A2
R−1, s
3
4 =
AB
4
R
1
2 ,
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und es folgt
d˜2 (R, h, s) ≤
(
2 +
√
2
)
(2AB)
1
3 R
2
3 +
(2B)
2
3
A
1
3
R−
2
3 + 2
√
2 (C +D)R
1
2 .
Fu¨r R ≥ 55√
2pi
(area (T ))2 gilt
(2B)
2
3
A
1
3
R−
2
3 ≤ area−1 (T ) .
Fu¨r R ≥ (area (T ))2 ·max
{
λ
3
2
1
1875 , 22
}
gilt dann
d2 (R, h1, s) ≤ 24.1 · area 13 (T )R 23 +
√
2a1R
1
2 + area−1 (T ) .
Damit ist Theorem A bewiesen.
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3. Das Gitterpunktproblem in der
hyperbolischen Ebene
Das folgende Kapitel untersucht die Asymptotik der Gitterpunktza¨hlfunktion Fuchsscher
Gruppen. Vorbereitend dazu wird in Abschnitt 3.1 die Spektraltheorie Fuchsscher Grup-
pen diskutiert. Die wichtigsten Resultate sind in Proposition 3.1.3 und Theorem 3.1.5
formuliert. Im Abschnitt 3.1.2 werden die fu¨r uns wichtigen Eigenschaften des Spektrums
geometrisch endlicher Fuchsscher Gruppen erla¨utert. Abschnitt 3.2 entha¨lt den Beweis
des Theorems B, und Abschnitt 3.3 ist den numerischen Abscha¨tzungen der Za¨hlfunkti-
on gewidmet, welche in Theorem C und D formuliert sind. Schließlich werden Theorem
C und D im Abschnitt 3.4 angewendet, um einerseits in Korollar B fu¨r eine Fuchssche
Gruppe einen Test auf einen (neben Null) weiteren diskreten Eigenwert zu erhalten und
um andererseits in Korollar C den Konvergenzexponenten sowie die erste Eigenfunkti-
on einer Fuchsschen Gruppe vermittels ihrer Gitterpunktza¨hlfunktion zu approximieren.
Ist der Wert der Za¨hlfunktion fu¨r zwei Radien bekannt, so liefert Korollar C obere und
untere Schranken fu¨r beide Werte.
3.1. Die Spektraltheorie Fuchsscher Gruppen
In diesem Kapitel sollen die Grundlagen der Spektraltheorie des Laplace-Beltrami Ope-
rators auf Riemannschen Fla¨chen behandelt werden. Wir orientieren uns dabei bis zu
einem bestimmten Punkt an Patterson [29].
Jede Riemannsche Fla¨che la¨ßt sich als Quotient D/G darstellen, wobei D ⊂ C die
Einheitskreisscheibe und G eine beliebige Fuchsche Gruppe bezeichnet. Der Laplace
Operator ∆ auf D ist durch
∆ =
1
4
(
1− |z|2
) ∂
∂z
∂
∂z
definiert und induziert einen Laplace Operator auf D/G mit einem Definitionsbereich,
der dicht in H = L2 (D/G) liegt. Dieser Operator hat eine selbstadjungierte Fortsetzung
(siehe hierzu [35] I, S. 305ff.). Nach dem Spektraltheorem von v. Neumann gibt es ein
Maß µ mit Tra¨ger im Spektrum von −∆˜ und eine unita¨re Abbildung T von H auf das
direkte Integral ∫
Hλ dµ (λ)
mit der Eigenschaft, daß
T
(
−∆˜
)
T−1u = λu.
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Die Funktion J (λ) := dimHλ ist bezu¨glich µ meßbar. Das Spektrum von
(
−∆˜
)
liegt in
[0,∞) ([7], II, S. 104). Die Resolvente (−∆− λI)−1 ist fu¨r λ /∈ [0,∞) ein Integraloperator
vom Carlemantyp, d.h. ist r (z, w, λ) der Kern der Resolvente, dann ist
b (z) :=
∫
|r (z, w, λ)|2 dσ (w) <∞
eine stetige Funktion ([7] I, S. 323). Nach Maurin [21] Kapitel XVII §8 und §9 gilt dann
sogar:
Theorem 3.1.1. Fu¨r eine Fuchssche Gruppe G gibt es ein Maß µ auf R mit Tra¨ger in
[0,∞) und eine unita¨re Abbildung T von L2 (D/G) auf das direkte Integral∫
Hλ dµ (λ) .
Die Funktion J (λ) := dimHλ ist bezu¨glich µ meßbar, und es gibt Funktionen e (λ, z) =(
e1 (λ, z) , . . . , eJ(λ) (λ, z)
)
, wobei ej (·, z) meßbar ist und ej (λ, ·) ∈ C∞ (D/G) , sodaß
−∆ej (λ, z) = λej (λ, z) ,
und fu¨r jede Funktion f ∈ L2 (D/G) mit∫
|f (z)| b (z) dσ (z) <∞
fu¨r µ-fast alle λ gilt
(Tf) (λ) =
∫
D/G
f (z) e (λ, z)dσ (z) .
Bemerkung. Die Funktionen e (λ, ·) ko¨nnen fu¨r eine µ-Nullmenge identisch verschwinden.
Im Folgenden sollen die Funktionen e (λ, z) immer fu¨r die aus Theorem 3.1.1 ste-
hen. Es ist zu beachten, daß diese vektorwertig sind (evtl. auch unendlichdimensional).
Operationen mit ihnen beziehen sich immer auf den zugrundeliegenden Vektorraum. Ins-
besondere bedeutet die Multiplikation zweier Funktionen das Skalarprodukt ihere Werte.
3.1.1. Die Spektralzerlegung von Punktpaarinvarianten
Wir wollen Theorem 3.1.1 auf Integraloperatoren, die durch Punktpaarinvarianten defi-
niert sind, anwenden. Punktpaarinvarianten sind Funktionen k (z, w) : D ×D 7→ R mit
der Eigenschaft, daß
k (z, w) = k (g (z) , g (w))
fu¨r alle g ∈ Con (1). Ist k (z, w) eine Punktpaarinvariante, so gibt es eine Funktion k (x)
mit
k (z, w) = k (cosh d (z, w))
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(siehe [29]). Wir betrachten den G-invarianten Kern
K (z, w) :=
∑
g∈G
k (z, g (w)) .
Es habe nun k einen kompakten Tra¨ger. Wir wollen K (z, w) als Funktion von z auffassen
und [TK (·, w)] (λ) berechnen. Wir wa¨hlen dazu w = 0 und gehen zu Polarkoordinaten
ρ = d (0, z), ϑ = arg z u¨ber. Es ist dann
ds2 = dρ2 + sinh2 ρdϑ2,
und fu¨r das Fla¨chenelement dσ und den Laplaceoperator ∆ erha¨lt man
dσ (z (ρ, ϑ)) = sinh ρdρdϑ,
∆ =
∂2
∂ρ2
+ coth ρ
∂
∂ρ
+
1
sinh2 ρ
∂2
∂ϑ2
.
Es ist
∫
D/G
K (z, w) ej (λ, z)dσ (z) =
∫
D
k (z, w) ej (λ, z)dσ (z)
=
∫ ∞
0
k (cosh ρ) sinh ρ
∫ 2pi
0
ej (λ, z (ρ, ϑ))dϑdρ.
Nun soll die Funktion
Hλ,j (cosh ρ) :=
∫ 2pi
0
ej (λ, z (ρ, ϑ)) dϑ
berechnet werden. Es gilt Hλ,j ∈ C2 (1,+∞). Da ej (λ, z) eine Eigenfunktion von (−∆)
zum Eigenwert λ ist, gilt
∂2
∂ρ2
ej (λ, z) + coth ρ
∂
∂ρ
ej (λ, z) +
1
sinh2 ρ
∂2
∂ϑ2
ej (λ, z) + λej (λ, z) = 0.
Durch Integration u¨ber ϑ ergibt sich
∂2
∂ρ2
∫ 2pi
0
ej (λ, z) dϑ+ coth ρ
∂
∂ρ
∫ 2pi
0
ej (λ, z) dϑ+ λ
∫ 2pi
0
ej (λ, z) dϑ = 0,
und mit der Variablentransformation t = cosh ρ erha¨lt man(
t2 − 1)H ′′λ,j (t) + 2tH ′λ,j (t) + λHλ,j (t) = 0 (3.1.1)
fu¨r t > 1. Außerdem gilt
lim
t↘1
Hλ,j (t) = 2piej (λ,w) . (3.1.2)
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Die Differentialgleichung (3.1.1) ist die sogenannte Legendre-Differentialgleichung und
hat nach Lemma A.0.2 im Appendix wegen (3.1.2) genau eine Lo¨sung
Hλ,j (t) = 2piej (λ,w)Fλ (t) ,
wobei Fλ die im Appendix definierte Legendre-Funktion mit Fλ (1) = 1 ist. Mit der
Definition
hk (λ) := 2pi
∫ ∞
1
Fλ (t) k (t) dt (3.1.3)
erhalten wir also ∫
D/G
K (z, w) ej (λ, z)dσ (z) = hk (λ) ej (λ,w) . (3.1.4)
Wir wollen nun ∫
λ<X
e2 (λ, p) dµ (λ)
als Funktion von X nach oben abscha¨tzen und verallgemeinern dazu den Beweis von
Huber in [14] fu¨r cokompakte Fuchssche Gruppen auf beliebige Fuchssche Gruppen. Es
sei nun pi : D → D/G die kanonische Projektion, p ∈ D/G und p˜ ∈ D mit pi (p˜) = p.
Die Kreisscheibe mit hyperbolischem Radius r um x ∈ D sei mit Br (x) bezeichnet. Der
Injektivita¨tsradius inj (p) eines Punktes p ∈ D/G ist durch
inj (p) := sup
{
r ∈ R+ : pi |Br(p˜) ist injektiv
}
(3.1.5)
definiert.
Lemma 3.1.2. Es sei G eine beliebige Fuchssche Gruppe, p ∈ D/G und rp := inj (p)
der Injektivita¨tsradius von p. Die Funktion f : [0, cosh (rp)] → C sei quadratintegrabel.
Dann ist
1
2pi
∫ cosh rp
1
f2 (t) dt =
∫
e2 (λ, p)
(∫ cosh rp
1
f (t)Fλ (t) dt
)2
dµ (λ) .
Beweis. Es sei
k (z, w) :=
{
f (cosh d (z, w)) fu¨r d (z, w) < rp,
0 sonst
und K (z, w) :=
∑
g∈G k (z, g (w)). Dann ist einerseits
‖K (·, p)‖2 =
∫
k2 (z, p) dσ (z) = 2pi
∫ rp
0
f2 (cosh ρ) sinh ρdρ
= 2pi
∫ cosh rp
1
f2 (t) dt,
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und andererseits gilt nach Theorem 3.1.1 und Gleichung (3.1.4) aber
‖K (·, p)‖2 = ‖TK (·, p)‖2 =
∫
‖[TK (·, p)] (λ)‖2 dµ (λ)
=
∫
h2k (λ) e
2 (λ, p) dµ (λ)
= (2pi)2
∫
e2 (λ, p)
(∫ cosh rp
1
f (t)Fλ (t) dt
)2
dµ (λ) .
Proposition 3.1.3. Es sei G eine beliebige Fuchssche Gruppe, p ∈ D/G und rp :=
inj (p) der Injektivita¨tsradius von p. Dann ist fu¨r X ≥ sinh−2 (rp/2) ,∫
λ<X
e2 (λ, p) dµ (λ) ≤ 3
4pi
X.
Beweis. Es sei nun X ≥ sinh−2 (rp/2) , was a¨quivalent zu 1 + 2/X ≤ cosh rp ist. Wir
definieren die Funktion
f (t) :=
{
FX (t) fu¨r 1 ≤ t < 1 + 2/X,
0 fu¨r 1 + 2/X ≤ t ≤ cosh rp.
Aus Lemma 3.1.2 folgt
1
2pi
∫ 1+2/X
1
F 2X (t) dt =
∫
e2 (λ, p)
(∫ 1+2/X
1
FX (t)Fλ (t) dt
)2
dµ (λ)
≥
∫
λ<X
e2 (λ, p)
(∫ 1+2/X
1
FX (t)Fλ (t) dt
)2
dµ (λ) .
Aus Lemma A.0.4 und Lemma A.0.5 folgt
Fλ (t) ≥ FX (t) ≥ 0 in [0, 1 + 2/X] fu¨r λ < X,
und es gilt also∫ 1+2/X
1
FX (t)Fλ (t) dt ≥
∫ 1+2/X
1
F 2X (t) dt fu¨r λ < X.
Zusammen ergibt sich∫ 1+2/X
1
F 2X (t) dt
∫
λ<X
e2 (λ, p) dµ (λ) ≤ (2pi)−1 . (3.1.6)
Schließlich ist wegen Lemma A.0.4∫ 1+2/X
1
F 2X (t) dt ≥
∫ 1+2/X
1
(
1− X
2
(t− 1)
)2
dt =
2
3X
,
und mit (3.1.6) folgt die Behauptung.
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Aus der Cauchy-Schwarz-Ungleichung folgt:
Korollar 3.1.4. Es sei G eine beliebige Fuchssche Gruppe und r := min {inj (p) , inj (q)}.
Dann ist fu¨r X ≥ sinh−2 (r/2)∫
λ<X
∣∣∣e (λ, p) e (λ, q)∣∣∣ dµ (λ) ≤ 3
4pi
X.
Mit Hilfe dieses Korollars beweisen wir nun
Theorem 3.1.5. Es sei G eine beliebige Fuchssche Gruppe und k eine stetige Punktpaar-
invariante mit kompaktem Tra¨ger. Es sei K (p, q) =
∑
g∈G k (p, g (q)) und
hk (λ) = 2pi
∫ ∞
1
Fλ (t) k (t) dt.
Ist nun hk (λ) = O
(
(1 + λ)−β
)
fu¨r ein β > 1, so gilt, falls p und q keine Verzweigungs-
punkte sind, daß
K (p, q) =
∫
e (λ, p) e (λ, q)hk (λ) dµ (λ) . (3.1.7)
Das Integral konvergiert absolut.
Beweis. Es sei K ⊂ D/G ein beliebiges Kompaktum, das keine Verzweigungspunkte
entha¨lt. Dann ist r := inf {inj (p) : p ∈ K} > 0 und nach Korollar 3.1.4 gilt∫
λ<X
∣∣∣e (λ, p) e (λ, q)∣∣∣ dµ (λ) ≤ 3
4pi
X
fu¨r X ≥ sinh−2 (r/2). Es folgt, daß∫
λ>X
∣∣∣e (λ, p) e (λ, q)∣∣∣ |hk (λ)| dµ (λ) < CX1−β
mit einer Konstanten C unabha¨ngig von p, q und X. Das Integral aus 3.1.7 konvergiert
also als Funktion auf K×K absolut und gleichma¨ßig. Die Behauptung folgt nun aus der
L2-Konvergenz gegen K (·, ·) und der Stetigkeit von K (·, ·).
Patterson beweist die obige Aussage in [29] ohne die Einschra¨nkung, daß p, q keine
Verzweigungspunkte seien du¨rfen und fu¨r eine gro¨ßere Klasse von Punktpaarinvarianten
k.
3.1.2. Das L2-Spektrum Fuchsscher Gruppen
Um im folgenden Kapitel die Gitterpunktza¨hlfunktion abscha¨tzen zu ko¨nnen, beno¨ti-
gen wir Information u¨ber das Spektralmaß der zugrunde liegenden Fuchsschen Gruppe
im Intervall [0, 1/4]. Fu¨r geometrisch endliche Gruppen haben Lax und Phillips in [19]
bewiesen, daß das Spektrum in [0, 1/4] aus nur endlich vielen diskreten Eigenwerten
besteht. Fu¨r eine Fuchssche Gruppe G mit area (D/G) < ∞ ist der kleinste Eigenwert
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λ1 = 0. Wenn area (D/G) = ∞ ist, ist der kleinste Eigenwert λ1 > 0. Die diskreten
Eigenwerte sollen im weiteren mit λ1, λ2, . . . , λn bezeichnet werden. Die zugeho¨rigen
normierten Eigenfunktionen seien mit φ1, φ2, . . . , φn bezeichnet. Sie ko¨nnen alle reell-
wertig gewa¨hlt werden. Wir werden die Existenz mindestens eines diskreten Eigenwer-
tes beno¨tigen. Fu¨r geometrisch endliche Fuchssche Gruppen mit Konvergenzexponenten
δ > 1/2 gibt es stets einen diskreten Eigenwert. Die Eigenfunktion zum kleinsten Eigen-
wert λ1 = δ (1− δ) kann in diesem Fall mit Hilfe des Patterson Maßes konstruiert werden
(siehe Patterson [28], [30]). Als Folgerung ergibt sich insbesondere, daß die Eigenfunk-
tion zum kleinsten Eigenwert λ1 stets echt positiv ist. Da die u¨brigen Eigenfunktionen
orthogonal zu φ1 sind, mu¨ssen sie sowohl negative als auch positive Werte annehmen.
3.2. Die Asymptotik der Gitterpunktza¨hlfunktion
Fu¨r eine Fuchssche Gruppe G betrachten wir nun die in Abschnitt 1.1 definierte Gitter-
punktza¨hlfunktion N (a; z, w). Um obere und untere Abscha¨tzungen fu¨r diese Funktion
zu finden, gehen wir analog zum euklidischen Fall vor. Die Spektraltheorie fu¨r geo-
metrisch endliche Fuchssche Gruppen unterscheidet sich jedoch deutlich von der fu¨r den
euklidischen Torus. Zum einen sind die zu den von uns betrachteten Fuchsschen Gruppen
geho¨rigen Fla¨chen nicht notwendig kompakt, und es gibt deshalb einen kontinuierlichen
Anteil am Spektrum, zum anderen wird der fu¨hrende Term der Za¨hlfunktion bei geo-
metrisch endlichen Fuchsschen Gruppen von allen diskreten Eigenwerten kleiner als 1/4
bestimmt, wa¨hrend er im euklidischen Fall vom Eigenwert λ0 = 0 stammt. Wir werden
in diesem Kapitel das folgende Theorem beweisen.
Theorem B. Es sei G eine geometrisch endliche torsionsfreie Fuchssche Gruppe mit
Konvergenzexponenten δ > 1/2, diskreten Eigenwerten λ1, λ2, . . . , λn ∈ [0, 1/4) und zu-
geho¨rigen normierten reellen Eigenfunktionen φ1, φ2, . . . , φn ∈ L2 (D/G). Es sei sk :=
1
2 +
√
1
4 − λk und also δ = s1. Dann gilt
N (a; z, w) =
∑
1≥sk> 13 (1+δ)
2
√
pi
Γ (sk − 1/2)
Γ (1 + sk)
φk (z)φk (w) ask +O
(
a
1
3
(1+δ)
)
.
Fu¨r δ = 1 erha¨lt man Selbergs Ergebnis fu¨r cofinite Fuchssche Gruppen. Lax und
Phillips zeigen in [19] eine asymptotische Abscha¨tzung -wie die in Theorem B- mit an-
deren Methoden. Ihr Fehlerterm ist von der Ordnung O
(
(log a)5/6 a1/3(1+δ)
)
. Theorem
B liefert also ein etwas besseres Ergebnis.
Es sei G eine Fuchssche Gruppe und
k0 (r) :=
{
1 fu¨r 0 ≤ r ≤ a,
0 fu¨r r > a.
Dann gilt fu¨r die Gitterpunktza¨hlfunktion, daß
N (a; z, w) =
∑
g∈G
k0 (cosh d (g (z) , w)) .
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Um absolute Konvergenz in der Spektralentwickung zu bekommen, mu¨ssen wir k0 wie
im euklidischen Fall durch eine “glattere” Funktion approximieren. Wir definieren hierzu
wie in Abschnitt 1.4
b (x) := 2x3 − 3x2 + 1
und damit fu¨r h > 0 die Funktion ka ∈ C10 [0,∞) durch
ka (r) =

1 fu¨r 0 ≤ r ≤ a− h,
b
(
r−a+h
h
)
fu¨r a− h < r ≤ a,
0 fu¨r r > a.
In Abschnitt 1.4 findet man eine Abbildung, die ka (mit R statt a) darstellt. Huber
definiert in [15] eine Familie von Funktionen, in der unsere Funktion ka enthalten ist.
Folgende Eigenschaften von ka werden spa¨ter wichtig sein
k′a (a− h) = 0, k′a (a) = 0, (3.2.1)
∫ a−h
a
∣∣k′′a (x)∣∣ dx = h−1 ∫ 1
0
∣∣b′′ (x)∣∣ dx = 3h−1. (3.2.2)
Mit
K[a (z, w) :=
∑
g∈G
ka (cosh d (g (z) , w)) ,
K]a (z, w) :=
∑
g∈G
ka+h (cosh d (g (z) , w))
gilt
K[a (z, w) ≤ N (a; z, w) ≤ K]a (z, w) . (3.2.3)
Wir wollen nun die Spektralfunktion hka abscha¨tzen. Die Eigenwerte kleiner als 1/4
geben uns spa¨ter den fu¨hrenden Term in der Asymptotik der Gitterpunktza¨hlfunktion.
Lemma 3.2.1. Fu¨r 0 < λ < 1/4, a > 1, h < a und mit s (λ) := 12 +
√
1
4 − λ gilt
hka (λ) = 2
√
pi
Γ (s (λ)− 1/2)
Γ (1 + s (λ))
as(λ) +O
(
has(λ)−1
)
+O
(
a1/2
)
(3.2.4)
und genauso
hka+h (λ) = 2
√
pi
Γ (s (λ)− 1/2)
Γ (1 + s (λ))
as(λ) +O
(
has(λ)−1
)
+O
(
a1/2
)
. (3.2.5)
Beweis. Aus Korollar A.1.2 folgt
hka (λ) ≤ 2
√
pi
Γ (s (λ)− 1/2)
Γ (1 + s (λ))
as(λ) +O
(
a−
1
2
)
, (3.2.6)
hka (λ) ≥ 2
√
pi
Γ (s (λ)− 1/2)
Γ (1 + s (λ))
(a− h)s(λ) +O
(
(a− h)1/2
)
. (3.2.7)
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Mit as ≥ (a− h)s = as − s ∫ aa−h xs−1dx ≥ as − shas−1 fu¨r 0 ≤ s ≤ 1 folgt nun (3.2.4).
Und aus (3.2.4) folgt mit as ≤ (a+ h)s = as + s ∫ a+ha xs−1dx ≤ as + sh (a+ h)s−1 fu¨r
0 ≤ s < 1 und h < a auch (3.2.5).
Der Wert λ = 1/4 bedarf einer besonderen Betrachtung.
Lemma 3.2.2. Mit a = cosh ρ, a > 1 und λ ≥ 1/4 gilt
|hka (λ)| ≤ hka (1/4) = O
(
ρa1/2
)
.
Beweis. Aus den Integraldarstellungen (A.0.2) und (A.0.3) fu¨r Fλ folgt |Fλ (t)| ≤ F1/4 (t)
fu¨r t > 1, λ ≥ 1/4. Damit folgt
|hka (λ)| = 2pi
∣∣∣∣∫ a
1
Fλ (t) ka (t) dt
∣∣∣∣
≤ 2pi
∫ a
1
|Fλ (t)| ka (t) dt
≤ 2pi
∫ a
1
F1/4 (t) ka (t) dt = hka (1/4)
≤ 2pi
∫ a
1
F1/4 (t) dt.
Die Behauptung folgt nun aus Lemma A.2.1.
Die folgenden beiden Lemmata geben Abscha¨tzungen fu¨r die Spektralfunktion hka
fu¨r große λ. Huber beweist solche Abscha¨tzungen in [15] mit expliziten Konstanten.
In der Form, wie wir sie hier angeben, mu¨ssen wir λ von 1/4 weg beschra¨nken. Der
Einfachheit halber wa¨hlen wir als Voraussetzung λ > 1.
Lemma 3.2.3. Fu¨r λ > 1 gilt
|hka (λ)| = O
(
a1/2λ−3/4
)
.
Beweis. Mit Gλ (t) :=
∫ t
1 Fλ (y) dy gilt∣∣∣∣∫ a
0
ka (t)Fλ (t) dt
∣∣∣∣ = ∣∣∣∣∫ a
0
ka (t)G′λ (t) dt
∣∣∣∣
=
∣∣∣∣∫ a
a−h
Gλ (t) k′a (t) dt
∣∣∣∣
≤
∫ a
a−h
|Gλ (t)|
∣∣k′a (t)∣∣ dt.
Wegen k′a (t) ≤ 0 ist ∫ a
a−h
∣∣k′a (t)∣∣ dt = ka (a− h1)− ka (a) = 1,
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und es gilt also
|hka (λ)| ≤ |Gλ (a)| .
Zusammen mit Lemma A.2.2 folgt die Behauptung.
Die folgende Abscha¨tzung benutzt die speziellen Eigenschaften des Kerns ka und
die Legendre-Differentialgleichung, um Abscha¨tzungen fu¨r hka zu bekommen, die u¨ber
das Spektralmaß integrierbar sind. Huber beweist in [15] eine solche Abscha¨tzung fu¨r
eine Familie von Funktionen (in der unsere Funktion ka enthalten ist) unter Angabe
von Konstanten. Seine Funktionenfamilie ist besonders dazu geeignet, diese Konstanten
klein zu halten. Fu¨r ein Ergebnis -wie das aus Theorem B- ist unsere feste Wahl von ka
vo¨llig ausreichend.
Lemma 3.2.4. Fu¨r λ > 1 gilt
|hka (λ)| = O
(
a3/2h−1λ−5/4
)
.
Beweis. Fu¨r λ > 1 ist
(
tanhpi
√
λ− 1/4
)−1
beschra¨nkt. Nach Lemma A.2.3 gibt es also
eine Konstante C1 > 0, sodaß gilt
|Fλ (x)| ≤ C1λ−1/4
(
x2 − 1)−1/4 + C1λ−1/2x1/2 (x2 − 1)−1/2 . (3.2.8)
Die Legendre Differentialgleichung (A.0.1) la¨ßt sich auch in der Form
λFλ (x) = − d
dx
((
x2 − 1)F ′λ (x))
schreiben. Durch zweimalige partielle Integration und unter Benutzung von (3.2.1) folgt
λ
∫ a
1
ka (x)Fλ (x) dx = −
∫ a
1
ka (x)
d
dx
((
x2 − 1)F ′λ (x)) dx
=
∫ a
a−h
(
x2 − 1) k′a (x)F ′λ (x) dx
= −
∫ a
a−h
Fλ (x)
((
x2 − 1) k′′a (x) + 2xk′a (x)) dx.
Zusammen mit (3.2.8) ergibt sich
|hka (λ)| ≤ C1λ−5/4J (1/4) + C1λ−3/2a1/2J (1/2) (3.2.9)
mit
J (µ) :=
∫ a
a−h
(
x2 − 1)−µ ∣∣(x2 − 1) k′′a (x) + 2xk′a (x)∣∣ dx.
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Da k′a (x) ≤ 0 und wegen (3.2.1) und (3.2.2) folgt fu¨r µ ∈ {1/4, 1/2},
J (µ) ≤
∫ a
a−h
(
x2 − 1)−µ ((x2 − 1) ∣∣k′′a (x)∣∣− 2xk′a (x)) dx
=
∫ a
a−h
(
x2 − 1)1−µ ∣∣k′′a (x)∣∣ dx− 11− µ
∫ a
a−h
k′a (x)
d
dx
(
x2 − 1)1−µ dx
≤ 3
∫ a
a−h
(
x2 − 1)1−µ ∣∣k′′a (x)∣∣ dx
≤ 3 (a2 − 1)1−µ h−1 ∫ a
a−h
∣∣k′′a (x)∣∣ dx
≤ 9a2−2µh−1.
Setzt man dieses Ergebnis in (3.2.9) ein, ergibt sich
|hka (λ)| ≤ 9C1λ−5/4a3/2h−1 + 9C1λ−3/2a3/2h−1
und damit die Behauptung.
Um die asymptotische Entwicklung der Gitterpunktza¨hlfunktion zu erhalten, ent-
wickeln wir K[a (z, w) und K
]
a (z, w) in Eigenfunktionen des Laplaceoperators. Der Feh-
lerterm in der asymptotischen Entwicklung der Gitterpunktza¨hlfunktion wird durch den
Anteil in der Entwicklung in Eigenfunktionen durch Eigenwerte gro¨ßer gleich 1/4 be-
stimmt. Wir definieren
R (a, h) :=
∫ ∞
1/4
∣∣∣e (λ, z) e (λ,w)∣∣∣ |hka (λ)| dµ (λ)
und zeigen:
Lemma 3.2.5. Es gibt eine Konstante X0 > 0 und eine Funktion R (a, h, s), sodaß fu¨r
alle s > X0 und fu¨r alle a, h > 1, h < a mit a = cosh ρ gilt, daß
R (a, h) ≤ R (a, h, s) = O
(
a3/2s−1/4h−1
)
+O
(
a1/2s1/4
)
+O
(
ρa1/2
)
.
Beweis. Mit r := min {inj (z) , inj (w)}, X0 := max
{
1, sinh−2 (r/2)
}
und
p (λ, z, w) := e (λ, z) e (λ,w)
definieren wir
R1 :=
∫ X0
1/4
|p (λ, z, w)| |hka (λ)| dµ (λ) ,
R2 :=
∫ s
X0
|p (λ, z, w)| |hka (λ)| dµ (λ) ,
R3 :=
∫ ∞
s
|p (λ, z, w)| |hka (λ)| dµ (λ) ,
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sodaß also R (a, h) = R (a, h, s) = R1 +R2 +R3 ist. Aus Korollar 3.1.4 und Lemma 3.2.2
folgt mit a = cosh ρ
R1 ≤ 8ρa1/2 · 34piX0 = O
(
ρa1/2
)
.
Aus Korollar 3.1.4 folgt, daß es eine Konstante C1 > 0 gibt mit
G (x) :=
∫ x
0
|p (λ, z, w)| dµ (λ) ≤ C1x fu¨r x ≥ X0.
Fu¨r eine Funktion f ∈ C1 [a, b] mit f (λ) > 0 und f ′ (λ) ≤ 0 fu¨r λ ∈ [a, b] folgt durch
partielle Integration:∫ b
a
f (λ) |p (λ, z, w)| dµ (λ) =
∫ b
a
f (x) dG (x) (3.2.10)
≤ f (b)G (b) +
∫ b
a
(−f ′ (x))G (x) dx
≤ C1f (a) a+ C1
∫ b
a
f (x) dx.
Aus Lemma 3.2.3 folgt, daß es eine Konstante C2 > 0 gilt, sodaß |hka (λ)| ≤ C2a1/2λ−3/4
fu¨r λ > 1. Mit (3.2.10) und der Wahl f (λ) = C2a1/2λ−3/4 folgt
R2 ≤ C2
∫ s
X0
a1/2λ−3/4dµ (λ)
≤ C1C2a1/2s1/4 + C1C2a1/2
[
3x1/4
]s
X0
= O
(
a1/2s1/4
)
.
Nach Lemma 3.2.1 ist
|hka (λ)| ≤ C3a3/2h−1λ−5/4
fu¨r eine Konstante C3 > 0. Aus 3.2.10 folgt
R3 ≤ C3
∫ ∞
s
a3/2h−1λ−3/4dµ (λ)
≤ C1C3a3/2h−1s−1/4 + C1C3a3/2h−1 lim
T→∞
[
−5x−1/4
]T
s
= O
(
a3/2h−1s−1/4
)
.
Damit ist das Lemma bewiesen
Wir ko¨nnen jetzt Theorem B beweisen.
Beweis von Theorem B. Es sei G eine Fuchsche Gruppe mit Konvergenzexponenten
δ > 1/2. Nach Patterson [30] hat der Laplace-Beltrami Operator auf D/G den kleinsten
Eigenwert λ1 = δ (1− δ). Die zugeho¨rige normierte Eigenfunktion φ1 (z) la¨ßt sich u¨ber
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das Patterson Maß konstruieren, sie ist reell, positiv und liegt in L2 (D/G). Lax und Phil-
lips zeigen in [19] , daß das Spektrum des Laplace-Beltrami Operators in [0, 1/4) aus nur
endlich vielen diskreten Eigenwerten besteht. Diese Eigenwerte seien mit λ1, λ2, . . . , λn ∈
[0, 1/4) und zugeho¨rigen normierten Eigenfunktionen mit φ1, φ2, . . . , φn ∈ L2 (D/G)
bezeichnet. Die Funktionen φ2, . . . , φn sind ebenfalls reell, nehmen jedoch stets auch
negative Werte an (siehe Abschnitt 3.1.2). Wegen Lemma 3.2.4 folgt aus Theorem
3.1.5, daß die Spektralzerlegungen von K[a (z, w) und K
]
a (z, w) absolut konvergieren.
Mit p (λ, z, w) := e (λ, z) e (λ,w) gilt
K[a (z, w) =
∫ ∞
0
p (λ, z, w)hka (λ) dµ (λ) .
Wir definieren
Ci (z, w) := 2
√
pi
Γ (s (λi)− 1/2)
Γ (1 + s (λi))
φi (z)φi (w) .
Aus Lemma 3.2.1 und s (λ1) = δ folgt∫ 1/4
0
p (λ, z, w)hka (λ) dµ (λ) =
n∑
i=1
hka (λi)φi (z)φi (w)
=
n∑
i=1
Ci (z, w) as(λi) +O
(
haδ−1
)
+O
(
a1/2
)
,
und mit Lemma 3.2.5 gilt unter den Voraussetzungen a > 1, 0 < h < a, s > X0, daß
K[a (z, w) ≥
∫ 1/4
0
p (λ, z, w)hka (λ) dµ (λ)−R (a, h, s)
=
n∑
i=1
Ci (z, w) as(λi) +O
(
haδ−1
)
+O
(
a1/2
)
−R (a, h, s)
=
n∑
i=1
Ci (z, w) as(λi) +O
(
haδ−1
)
+O
(
a3/2s−1/4h−1
)
+O
(
a1/2s1/4
)
+O
(
ρa1/2
)
.
Wir wa¨hlen nun
h = a2/3(2−δ), s = a2/3(2δ−1).
Da δ > 1/2 vorausgesetzt ist, gilt fu¨r a > 1 sicherlich h < a. Fu¨r große a ist ebenfalls
s > X0 erfu¨llt, und wir erhalten
K[a (z, w) ≥
n∑
i=1
2
√
pi
Γ (s (λi)− 1/2)
Γ (1 + s (λi))
φi (z)φi (w) as(λi) +O
(
a1/3(δ+1)
)
.
Die umgekehrte Richtung fu¨r K]a (z, w) zeigt man ganz analog. Es gilt
K]a (z, w) =
∫ ∞
0
p (λ, z, w)hka+h (λ) dµ (λ) .
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Mit Lemma 3.2.1 und s (λ1) = δ folgt∫ 1/4
0
p (λ, z, w)hka+h (λ) dµ (λ) =
n∑
i=1
hka+h (λi)φi (z)φi (w)
=
n∑
i=1
Ci (z, w) as(λi) +O
(
haδ−1
)
+O
(
a1/2
)
.
Fu¨r 0 < h < a gilt R (a+ h, h, s) = O (R (a, h, s)) und mit Lemma 3.2.5 gilt unter den
Voraussetzungen a > 1, 0 < h < a, s > X0, daß
K]a (z, w) ≤
∫ 1/4
0
p (λ, z, w)hka+h (λ) dµ (λ) +R (a+ h, h, s)
=
n∑
i=1
Ci (z, w) as(λi) +O
(
haδ−1
)
+O
(
a1/2
)
+R (a+ h, h, s)
=
n∑
i=1
Ci (z, w) as(λi) +O
(
haδ−1
)
+O
(
a3/2s−1/4h−1
)
+O
(
a1/2s1/4
)
+O
(
ρa1/2
)
.
Wir wa¨hlen genau wie oben
h = a2/3(2−δ), s = a2/3(2δ−1).
Die Voraussetzungen an h und s sind fu¨r große a wieder erfu¨llt, und es folgt
K]a (z, w) ≤
n∑
i=1
2
√
pi
Γ (s (λi)− 1/2)
Γ (1 + s (λi))
φi (z)φi (w) as(λi) +O
(
a1/3(δ+1)
)
.
Aus 3.2.3 folgt damit die Behauptung von Theorem B.
3.3. Numerische Abscha¨tzungen der Za¨hlfunktion
In diesem Kapitel sollen nun numerische Abscha¨tzungen der Gitterpunktza¨hlfunktion
gegeben werden.
Theorem C. Es sei G eine Fuchssche Gruppe mit genau einem Eigenwert λ1 = δ (1− δ)
im Intervall [0, 1/4). Die zugeho¨rige normierte Eigenfunktion sei mit φ bezeichnet. Es
sei z ∈ D und
r := inj (z) > 0,
ν (r) :=
{
5
4 falls sinh
−2 r
2 <
5
4 ,
sinh−2 r2 falls sinh
−2 r
2 ≥ 54 ,
X0 :=
√
ν (r)− 1/4,
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C := 2
√
pi
Γ (δ − 1/2)
Γ (1 + δ)
φ2 (z) , C ′ := φ2 (z) .
Dann gilt fu¨r alle C0 > 0 und mit ρ > 0 definiert durch a = cosh ρ und fu¨r alle a ∈ R
mit
a > max
{
6, 0, 6 · C2/30
}
,
a >
(
C
−2/3
0 ·max {7, 8, 1, 6 ·X0}
) 2
2δ−1
,
daß
N (a; z, w) ≤ Caδ +
(
3, 9 · CC−2/30 + 11, 1 · C1/30
)
· a1/3(1+δ)
+18 · C−1/30 a1/3(2−δ) + 19 · C−2/30 a1/6(5−4δ)
+ (1.5 · logC0 + 0, 8 · log a+ 3 · ν (r) ρ+ 27) · a1/2 + 3C ′.
In Theorem D wird die Za¨hlfunktion nach unten abgescha¨tzt.
Theorem D. Es sei G eine geometrisch endliche Fuchssche Gruppe mit Konvergenzex-
ponenten δ > 1/2. Die normierte Eigenfunktion zum kleinsten Eigenwert λ1 = δ (1− δ)
sei φ ∈ L2 (D/G). Weiter sei z ∈ D, r := inj (z) > 0 und ν, X0 wie in Theorem C,
C := 2
√
pi
Γ (δ − 1/2)
Γ (1 + δ)
φ2 (z) , C ′ := φ2 (z) .
Dann gilt fu¨r alle C0 > 0 und mit ρ > 0 definiert durch a = cosh ρ und fu¨r alle a ∈ R
mit
a > max
{
6, 0, 6 · C2/30
}
,
a >
(
C
−2/3
0 ·max {7, 8, 1, 6 ·X0}
) 2
2δ−1
,
daß
N (a; z, z) ≥ Caδ −
(
3, 9 · CC−2/30 + 7, 8 · C1/30
)
· a1/3(1+δ)
−3, 2 · C−1/30 a1/3(2−δ) − 6, 7 · C−2/30 a1/6(5−4δ)
−
(
logC0 +
1
2
log a+ 2 · ν (r) ρ+ 19
)
· a1/2
−4C ′
(
2 +
(
δ − 1
2
)−1)
a(1−δ) − 1, 5C − 6C ′.
Um die in den Abscha¨tzungen auftretenden Konstanten mo¨glichst klein zu halten,
definieren wir den Kern ka aus dem vorherigen Kapitel etwas anders. Wie Huber in [15]
erkla¨ren wir eine Funktion b durch
b (x) :=
∫ 1
x
y (1− y) dy/I () , 0 ≤ x ≤ 1,
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I () :=
∫ 1
0
y (1− y) dy,  > 0.
Diese Funktion hat die folgenden Eigenschaften:
1 = b (0) ≥ b (x) ≥ b (1) = 0 fu¨r 0 ≤ x ≤ 1, (3.3.1)
b′ (0) = b′ (1) = 0, (3.3.2)
b′
(
1
2
)
= −1/ (4I ()) , (3.3.3)
b′′ (x) < 0 fu¨r x ∈
(
0,
1
2
)
, b′′ (x) > 0 fu¨r x ∈
(
1
2
, 1
)
, (3.3.4)
∫ 1
0
b (x) dx =
1
2
. (3.3.5)
Nun definieren wir fu¨r 0 < h < a die Funktion ka ∈ C10 [0,∞) durch
ka (r) =

1 fu¨r 0 ≤ r ≤ a− h,
b
(
r−a+h
h
)
fu¨r a− h < r ≤ a,
0 fu¨r r > a.
Mit
K[a (z, w) :=
∑
g∈G
ka (cosh d (g (z) , w)) ,
K]a (z, w) :=
∑
g∈G
ka+h (cosh d (g (z) , w))
gilt wieder
K[a (z, w) ≤ N (a, z, w) ≤ K]a (z, w) . (3.3.6)
Um numerische Abscha¨tzungen fu¨r K[ und K] zu bekommen, gehen wir wie in Kapi-
tel 3.2 vor, wobei wir allerdings alle Konstanten, die in den Ordnungsabscha¨tzungen
verschwinden, explizit berechnen und angeben.
Die folgenden beiden Lemmata geben Abscha¨tzungen fu¨r die Spektralfunktion hka
fu¨r λ > 1/4 wie Huber sie in [15] beweist.
Lemma 3.3.1. Fu¨r λ > 1/4 gilt
|hka (λ)| ≤
4
√
2a1/2
κ (λ)
, fu¨r a > 1,
|hka (λ)| ≤
(
2piα
κ3/2 (λ)
+
2piγ
κ2 (λ)
)
a1/2, fu¨r a > 3,
κ (λ) :=
(
λ− 1
4
)1/2
, α :=
√
2
pi
, γ :=
289
144
√
2
pi
.
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Beweis. Mit Gλ (t) :=
∫ t
1 Fλ (y) dy gilt∣∣∣∣∫ a
0
ka (t)Fλ (t) dt
∣∣∣∣ = ∣∣∣∣∫ a
0
ka (t)G′λ (t) dt
∣∣∣∣
=
∣∣∣∣∫ a
a−h
Gλ (t) k′a (t) dt
∣∣∣∣
≤
∫ a
a−h
|Gλ (t)|
∣∣k′a (t)∣∣ dt.
Wegen k′a (t) ≤ 0 ist ∫ a
a−h
∣∣k′a (t)∣∣ dt = ka (a− h)− ka (a) = 1,
und es gilt also
|hka (λ)| ≤ |Gλ (a)| .
Zusammen mit Lemma A.2.2 folgt die Behauptung.
Die folgende Abscha¨tzung benutzt die speziellen Eigenschaften des Kerns ka und die
Legendre-Differentialgleichung, um eine Abscha¨tzung fu¨r hka zu gewinnen, die u¨ber das
Spektralmaß integrierbar ist.
Lemma 3.3.2. Fu¨r λ > 1/4 und mit a > 5, 2 ≤ h < a− 3 gilt
tanhpiκ |hka (λ)| ≤
4piα
4I ()
(
a3/2
h
+
1
3
a1/2
)
1
κ1/2 (κ2 + 1/4)
+
4piβ
4I ()
(
a3/2
h
+ a1/2
)
1
κ (κ2 + 1/4)
,
κ = κ (λ) :=
(
λ− 1
4
)1/2
, α :=
√
2
pi
, β :=
19
18
√
2
pi
.
Beweis. Wir folgen Huber [15] S. 137-138. Die Legendre Differentialgleichung A.0.1 la¨ßt
sich auch in der Form
λFλ (x) = − d
dx
((
x2 − 1)F ′λ (x))
schreiben. Durch zweimalige partielle Integration und unter Benutzung von (3.3.1) und
(3.3.2) folgt
λ
∫ a
1
ka (x)Fλ (x) dx = −
∫ a
1
ka (x)
d
dx
((
x2 − 1)F ′λ (x)) dx
=
∫ a
a−h
(
x2 − 1) k′a (x)F ′λ (x) dx
= −
∫ a
a−h
Fλ (x)
((
x2 − 1) k′′a (x) + 2xk′a (x)) dx.
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Zusammen mit A.2.3 ergibt sich
|hka (λ)| ≤
α
κ1/2 (κ2 + 1/4)
J (1/4) +
βa1/2
κ (κ2 + 1/4)
J (1/2) (3.3.7)
mit
J (µ) :=
∫ a
a−h
(
x2 − 1)−µ ∣∣(x2 − 1) k′′a (x) + 2xk′a (x)∣∣ dx.
Da k′a (x) ≤ 0 und mit Eigenschaft 3.3.2 folgt
J (µ) ≤
∫ a
a−h
(
x2 − 1)−µ ((x2 − 1) ∣∣k′′a (x)∣∣− 2xk′a (x)) dx
=
∫ a
a−h
(
x2 − 1)1−µ ∣∣k′′a (x)∣∣ dx− 11− µ
∫ a
a−h
k′a (x)
d
dx
(
x2 − 1)1−µ dx
=
∫ a
a−h
(
x2 − 1)1−µ(∣∣k′′a (x)∣∣− 11− µk′′a (x)
)
dx.
Mit (3.3.4) ergibt sich
J (µ) ≤ µ
1− µ
∫ a−h/2
a−h
(
x2 − 1)1−µ k′′a (x) dx+ 2− µ1− µ
∫ a
a−h/2
(
x2 − 1)1−µ k′′a (x) dx
≤ µ
1− µ
(
(a− h)2 − 1
)1−µ ∫ a−h/2
a−h
k′′a (x) dx
+
2− µ
1− µ
(
a2 − 1)1−µ ∫ a
a−h/2
k′′a (x) dx,
und mit (3.3.3) folgt
J (µ) ≤
(
a2 − 1)1−µ
4I ()h
2− µ
1− µ −
µ
1− µ
(
(a− h)2 − 1
a2 − 1
)1−µ .
Wegen h < a− 3 gilt
0 <
(a− h)2 − 1
a2 − 1 < 1,
und da 0 < 1− µ < 1 ergibt sich(
(a− h)2 − 1
a2 − 1
)1−µ
>
(a− h)2 − 1
a2 − 1 = 1−
h (2a− h)
a2 − 1 .
Schließlich folgt mit h ≥ 2
J (µ) ≤
(
a2 − 1)1−µ
4I ()
(
2
h
+
2µ
1− µ
1
a+ 1
)
≤ 2
4I ()
(
a2(1−µ)
h
+
µ
1− µa
1−2µ
)
.
Zusammen mit 3.3.7 ergibt sich die Behauptung.
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Der Eigenwert λ = 1/4 bedarf einer besonderen Betrachtung.
Lemma 3.3.3. Mit a = cosh ρ, a > 1,λ ≥ 1/4 gilt
|hka (λ)| ≤ 8ρa1/2.
Beweis. Aus den Integraldarstellungen A.0.2 und A.0.3 fu¨r Fλ folgt |Fλ (t)| ≤ F1/4 (t)
fu¨r t > 1, λ ≥ 1/4. Damit folgt
|hka (λ)| = 2pi
∣∣∣∣∫ a
1
Fλ (t) ka (t) dt
∣∣∣∣
≤ 2pi
∫ a
1
|Fλ (t)| ka (t) dt
≤ 2pi
∫ a
1
F1/4 (t) ka (t) dt = hka (λ)
≤ 2pi
∫ a
1
F1/4 (t) dt.
Die Behauptung folgt nun aus Lemma A.2.1.
Die Eigenwerte kleiner als 1/4 geben uns spa¨ter den fu¨hrenden Term in der Asym-
ptotik der Gitterpunktza¨hlfunktion.
Lemma 3.3.4. Fu¨r 0 < λ < 1/4, a > 1 und mit s (λ) := 12 +
√
1
4 − λ gilt
hka (λ) ≤ Cas(λ) + 3a−
1
2 ,
hka (λ) ≥ C (a− h)s(λ) − 4
(
2 + κ−1
)
(a− h)(1−s(λ))
−C (a− h)(s(λ)−1) − 6 (a− h)− 32 − 1
2
C,
C = 2
√
pi
Γ
(
s (λ)− 12
)
Γ (1 + s (λ))
.
Um die Rechnungen zu vereinfachen, machen wir die Variablentransformation
κ (λ) =
√
λ− 1/4, fu¨r λ > 1/4
und definieren
h˜ka (κ) := hka
(
1/4 + κ2
)
fu¨r κ ≥ 0.
Wie in Kapitel 3.2 beginnen wir mit der Abscha¨tzung des Anteils in der Entwicklung in
Eigenfunktionen, welcher durch Eigenwerte gro¨ßer gleich 1/4 zustande kommt.
p (λ, z, w) := e (λ, z) e (λ,w) ,
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R (a, h) :=
∫ ∞
1/4
|p (λ, z, w)| |hka (λ)| dµ (λ)
=
∫ ∞
0
∣∣p (1/4 + κ2, z, w)∣∣ ∣∣∣h˜ka (κ)∣∣∣ 2κdµ (κ) .
Aus Korollar 3.1.4 folgt mit
G (x) :=
∫ x
0
∣∣p (1/4 + κ2, z, w)∣∣ 2κdµ (κ) .
Korollar 3.3.5. Fu¨r x ∈ R+ mit x2 ≥ sinh−2 r2 − 1/4, r := min {inj (z) , inj (w)} gilt
G (x) ≤ 3
4pi
(
1/4 + x2
)
.
Beweis. Wegen Korollar 3.1.4 gilt mit x, wie oben gefordert, daß∫ 1/4+x2
1/4
|p (λ, z, w)| dµ (λ) =
∫ x
0
∣∣p (1/4 + κ2, z, w)∣∣ 2κdµ (κ)
≤ 3
4pi
(
1/4 + x2
)
.
Lemma 3.3.6. Es seinen z, w ∈ D und
r := min {inj (z) , inj (w)} ,
ν (r) :=
{
5
4 falls sinh
−2 r
2 <
5
4 ,
sinh−2 r2 falls sinh
−2 r
2 ≥ 54 ,
X0 :=
√
ν (r)− 1/4.
Fu¨r s > X0, a > 3 und mit ρ > 0 definiert durch a = cosh ρ gilt
R (a, h) ≤ R (a, h, s) mit
R (a, h, s) :=
1
4I ()
(
15αa3/2
hs1/2
+
9βa3/2
hs
+
5αa1/2
s1/2
+
9βa1/2
s
)
+a1/2
(
6αs1/2 + 3γ log s+ 10−2s−1 +
6
pi
ν (r) ρ+
15γ
8
− 33α
8
)
,
α :=
√
2
pi
, β :=
19
18
√
2
pi
, γ :=
289
144
√
2
pi
.
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Beweis. Wir definieren
R1 :=
∫ X0
0
∣∣p (1/4 + κ2, z, w)∣∣ ∣∣∣h˜ka (κ)∣∣∣ 2κdµ (κ) ,
R2 :=
∫ s
X0
∣∣p (1/4 + κ2, z, w)∣∣ ∣∣∣h˜ka (κ)∣∣∣ 2κdµ (κ) ,
R3 :=
∫ ∞
s
∣∣p (1/4 + κ2, z, w)∣∣ (1− tanhpiκ) ∣∣∣h˜ka (κ)∣∣∣ 2κdµ (κ) ,
R4 :=
∫ ∞
s
∣∣p (1/4 + κ2, z, w)∣∣ tanhpiκ ∣∣∣h˜ka (κ)∣∣∣ 2κdµ (κ) .
Es gilt also R (a, h) = R1 +R2 +R3 +R4. Fu¨r eine Funktion f ∈ C1 [a, b] mit f (λ) > 0
und f ′ (λ) ≤ 0 fu¨r λ ∈ [a, b] folgt mit λ = 1/4 + κ durch partielle Integration.∫ κ2
κ1
f (λ) |p (λ, z, w)| 2κdµ (κ) =
∫ κ2
κ1
f (x) dG (x)
≤ f (κ2)G (κ2) +
∫ κ2
κ1
(−f ′ (x))G (x) dx
≤ f (κ1)G (κ1) + 34pi
∫ κ2
κ1
f (x)
d
dx
(
1
4
+ x2
)
dx
≤ 3
4pi
((
κ21 +
1
4
)
f (κ1) + 2
∫ κ2
κ1
f (x)xdx
)
.(3.3.8)
Wir scha¨tzen nun R1, . . . , R4 nach oben ab. Fu¨r R1 ziehen wir Lemma 3.3.3 und
Korollar 3.3.5 heran und erhalten
R1 (a, h) ≤ 6
pi
ν (r) ρa1/2
mit a = cosh ρ. Um R2 abzuscha¨tzen, benutzen wir die zweite Abscha¨tzung aus Lemma
3.3.1 und die Ungleichung 3.3.8. Wir halten uns dabei nahe an Huber [15].
R2 (a, h, s) ≤ 32
(
α
(
X20 +
1
4
)
X
3/2
0
+
γ
(
X20 +
1
4
)
X20
)
a1/2
+3
(∫ s
X0
(
ακ−1/2 + γκ−1
)
dκ
)
a1/2
=
(
3
2
αX
1/2
0 +
3
8
αX
−3/2
0 +
3
2
γ +
3
8
γX−20
)
a1/2
+
(
6αs1/2 + 3γ log s− 6αX1/20 − 3 logX0
)
a1/2
= a1/2
(
6αs1/2 + 3γ log s+ v (X0)
)
.
mit
v (x) = −9α
2
x1/2 +
3α
8
x−3/2 − 3γ log x+ 3γ
8
x−2 +
3
2
γ.
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Da v monoton fallend ist fu¨r x > 0 und X0 ≥ 1 gilt
v (X0) ≤ v (1) = 15γ8 −
33α
8
.
Es folgt
R2 (a, h, s) ≤ a1/2
(
6αs1/2 + 3γ log s+
15γ
8
− 33α
8
)
.
Der Rest R3 hat nur einen sehr kleinen Anteil an R. Es gilt
1− tanhpiκ = 2
e2piκ + 1
< 2e−2piκ.
Mit der ersten Abscha¨tzung in 3.3.1 und Korollar 3.3.5 folgt
R3 (a, h, s) ≤ 8
√
2a1/2
∫ ∞
s
x−1e−2pixdG (x)
≤ 8
√
2a1/2s−1
∫ ∞
s
e−2pixdG (x)
≤ 12
√
2a1/2s−1
∫ ∞
1
e−2pix
(
x2 +
1
4
)
dx
≤
√
2
pi
(
15
2
+
6
pi
+
3
pi2
)
e−2pia1/2s−1
≤ 10−2a1/2s−1.
Fu¨r R4 brauchen wir eine Abscha¨tzung von kha , die ab einem gewissen Punkt u¨ber das
gesamte Spektrum integrierbar ist. Aus Lemma 3.3.2 und Ungleichung (3.3.8) folgt fu¨r
s > X0 > 1
R4 (a, h, s) ≤ 3α4I ()
(
a3/2
h
+
1
3
a1/2
)(
s−
1
2 + 2
∫ ∞
s
κ1/2
(κ2 + 1/4)
dκ
)
+
3β
4I ()
(
a3/2
h
+ a1/2
)(
s−1 + 2
∫ ∞
s
1
(κ2 + 1/4)
dκ
)
≤ 15α
4I ()
(
a3/2
h
+
1
3
a1/2
)
s−1/2
+
9β
4I ()
(
a3/2
h
+ a1/2
)
s−1
=
1
4I ()
(
15αa3/2
hs1/2
+
5αa1/2
s1/2
+
9βa3/2
hs
+
9βa1/2
s
)
.
Wir ko¨nnen jetzt Theorem C und D beweisen.
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Beweis von Theorem C und D. Es sei G eine Fuchssche Gruppe mit Konvergenzexpo-
nenten δ > 1/2, und es gebe außer dem diskreten Eigenwert λ1 = δ (1− δ) keine weiteren
Eigenwerte im Intervall [0, 1/4). Die zu λ1 geho¨rige normierte Eigenfunktion φ1 (z) la¨ßt
sich u¨ber das Patterson Maß konstruieren und liegt in L2 (D/G). Wegen Lemma 3.2.4
folgt aus Theorem 3.1.5, daß die Spektralzerlegung von K]a (z, w) absolut konvergiert.
Mit p (λ, z, w) := e (λ, z) e (λ,w) gilt
K]a (z, w) =
∫ ∞
0
p (λ, z, w)hka+h (λ) dµ (λ) .
Wir definieren
C := 2
√
pi
Γ (δ − 1/2)
Γ (1 + δ)
φ2 (z) , C ′ := φ2 (z) ,
und
R˜ (a, h, s) := a−1/2R (a, h, s) .
Wegen Lemma 3.3.6 gilt
R˜ (a+ h, h, s) ≤ 1
4I ()
(
15αa
hs1/2
+
9βa
hs
+
20α
s1/2
+
18β
s
)
+6αs1/2 + 3γ log s+ 10−2s−1 +
6
pi
ν (r) ρ+
15γ
8
− 33α
8
.
Mit Lemma 3.3.4, (a+ h)δ = aδ + δ
∫ a+h
a x
δ−1dx ≤ aδ + δh (a+ h)δ−1 fu¨r 0 < δ < 1 und
Lemma 3.2.5 gilt
K]a (z, z) ≤
∫ 1/4
0
p (λ, z, z)hka+h (λ) dµ (λ) +R (a+ h, h, s)
≤ C (a+ h)δ + 3C ′ (a+ h)−1/2 + (a+ h) 12 R˜ (a+ h, h, s)
≤ Caδ + Ch (a+ h)δ−1 + (a+ h) 12 R˜ (a+ h, h, s) + 3C ′
≤ Caδ + Chaδ−1 + (a+ h) 12 R˜ (a+ h, h, s) + 3C ′. (3.3.9)
Wir lassen nun  gegen Null gehen. Es gilt
1
4I ()
→ 1 fu¨r → 0.
Der Restterm, der mo¨glichst klein gehalten werden muß, ist
H (a, h, s) := Chaδ−1 + (a+ h)
1
2 R˜ (a+ h, h, s) + 3C ′.
Wir mu¨ssen h und s in Abha¨ngigkeit von a so wa¨hlen, daß H (a, h, s) wenigstens fu¨r nicht
zu kleine aminimal wird. Fu¨r hinreichend große a liegt das Minimum vonH (a, h, s) unter
der Annahme, daß h(a) wesentlich schwa¨cher als a wa¨chst und s (a) → ∞ fu¨r a → ∞
hinreichend schnell, nahe bei dem Minimum vom
H˜ (a, h, s) := Chaδ−1 +Ah−1s−1/2 +Bs1/2,
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A := 15αa3/2, B := 6αa1/2
liegt. Man betrachte die Wahl von h und s in Kapitel 3.2. Fu¨r festes a hat H˜ sein
Minimum fu¨r (s, h) = (s0, h0) mit
s0 := C
2/3
0
(
A
B2
)2/3
a2/3(δ−1) =
1
2
C
2/3
0
(
25pi
36
)1/3
a1/3(2δ−1),
h0 :=
A
B
s−10 = 5C
−2/3
0
(
36
25pi
)1/3
a2/3(2−δ)
mit C0 = C. Da wir keine Kontrolle u¨ber C haben, fu¨hren wir die frei wa¨hlbare Konstante
C0 ein. Fu¨r diese Wahl von h und s wird im Appendix B der Restterm aus (3.3.10)
berechnet. Es folgt
K]a (z, z) ≤ Caδ +
(
3, 9 · CC−2/30 + 11, 1 · C1/30
)
· a1/3(1+δ)
+18 · C−1/30 a1/3(2−δ) + 19 · C−2/30 a1/6(5−4δ)
+ (1.5 · logC0 + 0, 8 · log a+ 3 · ν (r) ρ+ 27) · a1/2 + 3C ′.
Es mu¨ssen die folgenden Bedingungen an a, h0 und s0 erfu¨llt sein:
a > 5,
h0 ≥ 2,
h0 < a− 3,
s0 ≥ X0.
Diese Bedingungen sind erfu¨llt wenn
a > max
{
6, 0, 6 · C2/30
}
,
a >
(
C
−2/3
0 ·max {7, 8, 1, 6 ·X0}
) 2
2δ−1
(siehe Appendix B). Damit ist Theorem C bewiesen. Fu¨r den Beweis von Theorem D
gehen wir analog vor. Lax und Philiphs zeigen in [19], daß das Spektrum des Laplace-
Beltrami Operators in [0, 1/4) aus nur endlich vielen diskreten Eigenwerten besteht.
Diese Eigenwerte seien mit λ1, λ2, . . . , λn ∈ [0, 1/4) und zugeho¨rigen normierten Eigen-
funktionen mit φ1, φ2, . . . , φn ∈ L2 (D/G) bezeichnet. Wir definieren
Ci (z) := 2
√
pi
Γ (s (λ)− 1/2)
Γ (1 + s (λ))
φ2i (z) .
Es gilt Ci (z) > 0. Alle kleinen Eigenwerte liefern also ausschließlich positive Beitra¨ge zu
der Gitterpunktza¨hlfunktion. Es sei
C := 2
√
pi
Γ (s (λ)− 1/2)
Γ (1 + s (λ))
φ21 (z) , C
′ = φ21 (z) .
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Wir benutzen wieder (a− h)δ = aδ − δ ∫ aa−h xδ−1dx ≥ aδ − δhaδ−1 fu¨r 0 ≤ δ < 1. Mit
der gleichen Wahl fu¨r h und s und R (a, h, s) wie in Lemma 3.3.6 gilt dann
K[a (z, z) ≥
∫ 1/4
0
p (λ, z, z)hka (λ) dµ (λ)−R (a, h, s)
≥ C (a− h)δ − 4C ′
(
2 +
(
δ − 1
2
)−1)
(a− h)(1−δ)
−C (a− h)(δ−1) − 6C ′ (a− h)− 32 − 1
2
C1 (z)−R (a, h, s)
≥ Caδ − Chaδ−1 − 4C ′
(
2 +
(
δ − 1
2
)−1)
a(1−δ)
−Ca(δ−1) − 6C ′a− 32 − 1
2
C −R (a, h, s)
≥ Caδ −
(
3, 9 · CC−2/30 + 7, 8 · C1/30
)
· a1/3(1+δ)
−3, 2 · C−1/30 a1/3(2−δ) − 6.7 · C−2/30 a1/6(5−4δ)
−
(
logC0 +
1
2
log a+ 2 · ν (r) ρ+ 19
)
· a1/2
−4C ′
(
2 +
(
δ − 1
2
)−1)
a(1−δ) − 1, 5 · C − 6C ′.
Die Bedingungen an a, h0 und s0 sind die gleichen wie oben. Damit ist Theorem D
bewiesen.
3.4. Anwendungen
In diesem Kapitel sollen zwei Anwendungen von Theorem C und D gegeben werden.
Die erste ist als einfache Folgerung aus Theorem C ein Test auf die Existenz eines zwei-
ten kleinen Eigenwertes fu¨r cofinite Fuchssche Gruppen. Als zweite Anwendung werden
Theorem C und D dazu benutzt, den Konvergenzexponenten und die erste Eigenfunktion
einer geometrisch endlichen Gruppe u¨ber deren Gitterpunktza¨hlfunktion zu approximie-
ren.
3.4.1. Ein Test auf die Existenz eines zweiten kleinen Eigenwertes
Der kleinste Eigenwert einer cofiniten Fuchsschen Gruppe ist Null und die zugeho¨rige
normierte Eigenfunktion φ ist konstant
φ (z) =
1√
area (D/G)
.
Fu¨r cofinite Fuchssche Gruppen folgt aus Theorem C also:
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Korollar B. Es sei G eine cofinite Fuchssche Gruppe mit einem Fundamentalbereich
vom Fla¨cheninhalt A. Es sei z ∈ D und
r := inj (z) > 0,
ν (r) :=
{
5
4 falls sinh
−2 r
2 <
5
4 ,
sinh−2 r2 falls sinh
−2 r
2 ≥ 54 ,
X0 :=
√
ν (r)− 1/4.
Gibt es nun ein a ∈ R mit
a > max
{
6, 0, 6 · C2/30
}
,
a >
(
C
−2/3
0 ·max {7, 8, 1, 6 ·X0}
)2
,
so daß mit ρ > 0 definiert durch a = cosh ρ gilt, daß
N (a; z, z) >
2pi
A
a+ 15 ·
(
2pi
A
)1/3
· a2/3
+18 ·
(
2pi
A
)−1/3
a1/3 + 19 ·
(
2pi
A
)−2/3
a1/6
+
(
1, 5 · log 2pi
A
+ 0, 8 · log a+ 3 · ν (r) ρ+ 27
)
· a1/2 + 3
A
,
dann hat der Laplace-Beltrami Operator auf D/G neben dem Eigenwert Null einen wei-
teren Eigenwert λ1 mit 0 < λ1 < 14 .
Eine Klasse von Gruppen, fu¨r die ein solcher Test Anwendung finden ko¨nnte, sind
die Fermat Gruppen. Sie sind Untergruppen von
Γ (2) :=
{(
a b
c d
)
∈ SL (2,Z) :
(
a b
c d
)
≡
(
1 0
0 1
)
mod 2
}
.
Γ (2) wird frei erzeugt von
A =
(
1 2
0 1
)
und B =
(
1 0
−2 1
)
.
Die Fermat Gruppe der Ordnung N ist durch
Φ (N) :=
{
γ = Ap1Bq1Ap2Bq2 · · ·ApkBqk :
∑
pi ≡ 0 ≡
∑
qi mod N
}
definiert. Sie werden in [34] und [32] untersucht. Die Gitterpunktza¨hlfunktion wird in
diesen beiden Vero¨ffentlichungen mit einem Programm numerisch untersucht, welches
unserem, zu diesem Zwecke geschriebenem Programm, sehr a¨hnlich ist (siehe Appendix
C). In [34] wird von Phillips und Sarnak aufgrund der gewonnenen Daten vermutet, daß
es fu¨r N ≤ 8 keine Eigenwerte echt gro¨ßer als Null und kleiner als 1/4 gibt, wohingegen
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die Fermat Gruppen mit N ≥ 9 stets solche Eigenwerte besitzen. Die Abbildungen
auf Seite 77 und 78 zeigten die mit einem Computerprogramm (siehe Appendix C)
berechneten Werte von
d (a; i, i;N) := N (a; i, i;N)− 1
N2
· a
fu¨r a = 107 ·k mit k ∈ {1, . . . , 10000} jeweils fu¨r N = 1, 7, 8, 9. Die letzte Abbildung zeigt
das deutliche Anwachsen von d (a; i, i; 9) mit a, welches zu der Vermutung fu¨hrt, daß es
einen weiteren L2-Eigenwert gibt. Eine lineare Regression der Werte (log d (a; i, i; 9) , log a)
deutet auf etwas wie
d (a; i, i; 9) ∼ 0, 06 · a0.626
hin. Da der Exponent kleiner als 2/3 ist, liegt Φ (9) damit anscheinend außerhalb der
Mo¨glichkeiten unseres Tests, denn der Fehlerterm in Korolar B ist von der Ordnung a2/3.
Fu¨r N = 13 lassen die mit dem Computer gewonnenen Daten
d (a; i, i; 13) ∼ 0.06 · a0.754
vermuten. Unter dieser Annahme kann man abscha¨tzen, daß man die Za¨hlfunktion fu¨r
etwa a = 5 · 1019 bestimmten mu¨ßte, wollte man mit Korolar B zu einem positiven
Ergebnis kommen. Das liegt weit außerhalb unserer Mo¨glichkeiten.
3.4.2. Approximation des Konvergenzexponenten und der ersten
Eigenfunktion
In [30] formuliert Patterson das Problem, den Konvergenzexponenten einer geometrisch
endlichen Fuchsschen Gruppe u¨ber die Gitterpunktza¨hlfunktion zu vorgegebener Genau-
igkeit zu approximieren.
Aus Theorem B folgt fu¨r eine geometrisch endliche Fuchssche Gruppe mit Konver-
genzexponenten δ > 1/2 und Eigenfunktion φ zum kleinsten Eigenwert δ (1− δ), daß
logN (a; z, w) ∼ logC + δ log a
mit
C := 2
√
pi
Γ (δ − 1/2)
Γ (1 + δ)
φ (z)φ (w) .
Theorem C und D liefern nun fu¨r die Gerade
f (x) = logC + δx
(x = log a) zwei Konstanten Bu (a) und Bo (a) mit
Bu (a) ≤ f (log a) ≤ Bo (a) .
Hat man solche Konstanten fu¨r zwei oder mehr Werte von a, dann sind δ und C bis
auf einen bestimmbaren Fehler festgelegt. Die betrachtete Fuchssche Gruppe darf aller-
dings nur genau einen kleinen Eigenwert besitzen. Außerdem beno¨tigt man eine untere
Schranke fu¨r δ, die echt gro¨ßer als 1/2 ist, da ansonsten in Theorem C und D auftretende
Konstanten nicht nach oben abgescha¨tzt werden ko¨nnen.
55
Korollar C. Es sei G eine geometrisch endliche Fuchssche Gruppe, die nur genau einen
Eigenwert kleiner als 1/4 hat. Fu¨r den Konvergenzexponenten δ von G gebe es eine Zahl
δ0 > 1/2, sodaß δ ≥ δ0. Die normierte Eigenfunktion zum kleinsten Eigenwert δ (1− δ)
sei φ. Es sei z ∈ D, r := inj (z) > 0 und ν, X0 wie in Theorem C,
C := 2
√
pi
Γ (δ − 1/2)
Γ (1 + δ)
φ2 (z) .
Weiter sei
f (x) := logC + δx.
Dann gilt fu¨r alle C0 > 0 und mit ρ > 0 definiert durch a = cosh ρ und fu¨r alle a ∈ R
mit
a > max
{
6, 0, 6 · C2/30
}
,
a >
(
C
−2/3
0 ·max {7, 8, 1, 6 ·X0}
) 2
2δ0−1
und mit
Bo (a) := log
{
N (a; z, z) + 7, 8 · C1/30 a2/3 + 3, 2 · C−1/30 a1/3(2−δ0)
+6, 7 · C−2/30 a1/6(5−4δ0) +
(
logC0 +
1
2
log a+ 2 · ν (r) ρ+ 19
)
· a1/2
}
− log
{
1− 3, 9 · C−2/30 a1/3(1−2δ0) −
2
pi
(
2 +
(
δ0 − 12
)−1)
a(1−2δ0)
−1, 5a−δ0 − 3
pi
a−δ0
}
,
Bu (a) := log
{
N (a; z, z)− 11, 1 · C1/30 a2/3 − 18 · C−1/30 a1/3(2−δ0)
−19 · C−2/30 a1/6(5−4δ0)
− (1, 5 · logC0 + 0, 8 · log a+ 3 · ν (r) ρ+ 27) · a1/2
}
− log
(
1 + 3, 9 · C−2/30 a1/3(1−2δ0) +
3
2pi
a−δ0
)
,
daß
Bu (a) ≤ f (log a) ≤ Bo (a) .
Erfu¨llen a1 und a2 mit a1 < a2 die oben an a gestellten Bedingungen, so gilt fu¨r den
Konvergenzexponenten δ von G, daß
Bu (a2)−Bo (a1)
log a2 − log a1 ≤ δ ≤
Bo (a2)−Bu (a1)
log a2 − log a1
und fu¨r C wie oben definiert, daß
log (a2)Bu (a1)− log (a1)Bo (a2)
log a2 − log a1 ≤ C ≤
log (a2)Bo (a1)− log (a1)Bu (a2)
log a2 − log a1 .
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Die Familie der Heckegruppen besteht aus den durch die beiden in der oberen Halb-
ebene operierenden Isometrien
z 7→ z + µ, z 7→ −1
z
frei erzeugten Gruppen, welche im weiteren mit Γµ bezeichnet werden sollen. Fu¨r µ ≥ 2
ist Γµ eine Fuchssche Gruppe. In [33] beweisen Phillips und Sarnak in Theorem 6.1. .
Theorem (Phillips und Sarnak). Fu¨r µ > 2 hat die Heckegruppe Γµ genau einen
diskreten Eigenwert λ0 (µ). Es gilt
λ0 (2) = 0 und lim
µ→∞λ0 (µ) = 1/4. (3.4.1)
Als Funktion von µ wa¨chst λ0 streng monoton.
Die Tatsache (3.4.1) wurde bereits von Beardon [2] mit rein geometrischen Mitteln
bewiesen. Die Monotonie wurde zuerst von Elstrod [7] und unabha¨ngig von Elstrod auch
von Patterson [27] bewiesen. In [2] beweist Beardon insbesondere das folgende Theorem:
Theorem 3.4.1 (Beardon). Es seien s und t die beiden eindeutigen reellen Zahlen mit
∞∑
n=1
(nµ+ 1)−2s =
1
2
=
∞∑
n=1
(nµ− 1)−2t
und δ (µ) der Konvergenzradius von Γµ. Dann gilt 12 < s ≤ δ (µ) ≤ t.
Hiermit schließt Beardon auf (3.4.1). Wir wollen dieses Theorem benutzen, um eine
untere Schranke fu¨r den Konvergenzexponenten δ (µ) von Γµ zu erhalten. Gibt es fu¨r ein
δ0 > 1/2 ein N ∈ N mit
N∑
n=1
(nµ+ 1)−2δ0 ≥ 1
2
,
dann gilt nach Theorem 3.4.1, daß δ ≥ δ0 ist. Die Heckegruppen Γµ haben nach Theorem
3.4.2 nur genau einen Eigenwert kleiner als 1/4, wir ko¨nnen also mit Hilfe von Korollar
C durch Ausza¨hlen von Gitterpunkten den Konvergenzexponent δ (µ) und
2
√
pi
Γ (δ − 1/2)
Γ (1 + δ)
φ2 (z) ,
wobei φ die normierte Eigenfunktion zum kleinsten Eigenwert δ (µ) (1− δ (µ)) ist, mit
vorgegebener Genauigkeit approximieren. Mit dem im Appendix C angegebenen Com-
puterprogramm kann der Wert der Gitterpunktza¨hlfunktion N (a; 2i, 2i) fu¨r die Hecke-
gruppe Γµ bestimmt werden.
Als ein Beispiel soll Γ2,4 betrachtet werden. Wie man leicht mit einem geeigneten
Computerprogramm (z.B. Mathematica) nachrechnen kann, gilt
1000∑
n=1
(2, 4 · n+ 1)−2·0,76 = 0, 5009 · · · .
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Es folgt also δ (3) ≥ δ0 := 0, 76. Die obere Schranke, die Theorem 3.4.1 liefert, ist gro¨ßer
als Eins und damit ohne Bedeutung, denn fu¨r Fuchssche Gruppen ist der Konvergenz-
exponent ja stets kleiner oder gleich Eins. Mit dem Programm aus Appendix C wurde
N
(
1012; 2i, 2i
)
= 23.383.324.507,
N
(
1014; 2i, 2i
)
= 1.097.048.219.243
ermittelt. Es wurde auf einer SGI O2 gerechnet. Die Rechenzeit betrug etwa eine Woche.
Aus Korollar C folgt nun mit inj (z) > log 2, daß
0, 80 ≤ δ (2, 4) ≤ 0, 87.
In [23] gibt McMullen einen Algorithmus an, den er unter anderem auch zur Berechnung
des Konvergenzexponenten der Heckegruppen heranzieht. Er scha¨tzt insbesondere auch
die Genauigkeit seiner Berechnungen ab (fu¨r eine Diskusion siehe Abschnitt 1.3).
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A. Die Legendrefunktionen
Die Legendresche Differentialgleichung ist durch(
t2 − 1) f ′′ (t) + 2tf ′ (t) + λf (t) = 0, λ ∈ R (A.0.1)
definiert. Sie besitzt genau bei +1 und −1 schwache Singularita¨ten, und es gibt deshalb
genau eine Lo¨sung Fλ von A.0.1 mit Fλ ∈ C2 [−1,∞) und Fλ (1) = 1.
Lemma A.0.2. Ist G ∈ C2 (1,∞) eine Lo¨sung von A.0.1 mit
lim
t↘1
G (t) = α,
so ist
G = αFλ.
Einen Beweis findet man in [13] S. 217.
Unsere Abscha¨tzungen von Fλ gewinnen wir aus den folgenden Integraldarstellungen.
Der Einfachheit halber definieren wir
κ = κ (λ) :=
∣∣∣∣λ− 14
∣∣∣∣1/2 .
Lemma A.0.3. Fu¨r τ > 0, 0 ≤ λ ≤ 14 gilt
Fλ (cosh τ) =
√
2
pi
∫ τ
0
cosh (κ (λ)u)
(cosh τ − coshu)1/2
du. (A.0.2)
Fu¨r τ > 0, λ > 14 gilt
Fλ (cosh τ) =
√
2
pi
∫ τ
0
cos (κ (λ)u)
(cosh τ − coshu)1/2
du, (A.0.3)
tanh (piκ (λ))Fλ (cosh τ) =
√
2
pi
∫ ∞
τ
sin (κ (λ)u)
(cosh τ − coshu)1/2
du. (A.0.4)
Es bezeichne a (λ) die kleinste Nullstelle von Fλ im Intervall (1,∞). Nach [10] besitzt
Fλ fu¨r λ ≤ 14 keine Nullstelle in (1,∞). Wir setzen also
a (λ) = +∞ falls λ ≤ 1
4
.
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Lemma A.0.4. Es ist
Fλ (t) ≥ 1− λ2 (t− 1) in [1, a (λ)] .
Insbesondere gilt a (λ) ≥ 1 + 2λ .
Fu¨r einen Beweis siehe [12] S. 258-259.
Lemma A.0.5. Fu¨r λ ≤ X und 1 ≤ t ≤ a (X) gilt
Fλ (t) ≥ FX (t) ≥ 0.
Einen Beweis findet man in [13] auf Seite 221.
A.1. Abscha¨tzungen fu¨r kleine Eigenwerte
Wir wollen jetzt die fu¨r den fu¨hrenden Term wichtige Abscha¨tzung von
∫ a
1 Fλ (t) dt fu¨r
0 ≤ λ ≤ 14 gewinnen.
Proposition A.1.1. Fu¨r 0 ≤ λ < 14 , a > 1 und mit a = cosh ρ gilt
2pi
∫ a
1
Fλ (t) dt ≤ Ce(
1
2
+κ)ρ + 3e−
1
2
ρ
2pi
∫ a
1
Fλ (t) dt ≥ Ce(
1
2
+κ)ρ − 2 (2 + κ−1) e( 12−κ)ρ − Ce(κ− 12)ρ − 3e− 32ρ
mit
C :=
√
piΓ (κ)
Γ
(
3
2 + κ
) .
Wegen 2 cosh ρ− 1 ≤ exp ρ ≤ 2 cosh ρ folgt sofort
Korollar A.1.2. Fu¨r 0 ≤ λ < 14 , a > 1 und mit s (λ) := 12 + κ gilt
2pi
∫ a
1
Fλ (t) dt ≤ Cas(λ) + 3a−
1
2
2pi
∫ a
1
Fλ (t) dt ≥ Cas(λ) − 4
(
2 + κ−1
)
a(1−s(λ)) − Ca(s(λ)−1) − 6a− 32 − 1
2
C
mit
C := 2
√
pi
Γ (s (λ)− 1/2)
Γ (1 + s (λ))
.
Der Beweis ist in drei Lemmata aufgeteilt.
Lemma A.1.3. Fu¨r 0 ≤ λ ≤ 14 und mit a = cosh ξ und X = eξ gilt
2pi
∫ a
1
Fλ (t) dt = 2X
1
2
∫ 1
1/X
(1− y) 12
(
1− 1
X2y
) 1
2 (
(Xy)κ(λ) + (Xy)−κ(λ)
) dy
y
.
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Beweis. Wir setzen X = eξ und Xy = eu. Es ist
2pi
∫ a
1
Fλ (t) dt = 2pi
∫ ξ
0
Fλ (cosh τ) sinh τdτ
= 2
√
2
∫ ξ
0
∫ τ
0
cosh (κu)
(cosh τ − coshu)1/2
du sinh τdτ
= 2
√
2
∫ ξ
0
cosh (κu)
∫ ξ
u
sinh τ
(cosh τ − coshu)1/2
dτdu
= 4
√
2
∫ ξ
0
cosh (κu) (cosh ξ − coshu) 12 du
= 2
∫ ξ
0
(
eκu − e−κu) (eξ − e−ξ − eu − e−u) 12 du
= 2X
1
2
∫ 1
1/X
(1− y) 12
(
1− 1
X2y
) 1
2 (
(Xy)κ + (Xy)−κ
) dy
y
.
Lemma A.1.4. Fu¨r κ ∈ (0, 12] und X > 1 gilt∫ 1
1/X
(1− y) 12 yκdy
y
≤ Γ
(
3
2
)
Γ (κ)
Γ
(
3
2 + κ
) − κ−1X−κ +X−κ−1,∫ 1
1/X
(1− y) 12 yκdy
y
≥ Γ
(
3
2
)
Γ (κ)
Γ
(
3
2 + κ
) − κ−1X−κ.
Beweis. Es ist ∫ 1
1/X
(1− y) 12 yκdy
y
=
Γ
(
3
2
)
Γ (κ)
Γ
(
3
2 + κ
) − ∫ 1/X
0
(1− y) 12 yκdy
y
(A.1.1)
und ∫ 1/x
0
(1− y) 12 yκdy
y
= κ−1X−κ +
∫ 1/x
0
(
(1− y) 12 − 1
)
yκ
dy
y
.
Mit 0 ≤ 1− (1− y) 12 ≤ y folgt
−X−κ−1 ≤
∫ 1/X
0
(1− y) 12 yκdy
y
− κ−1X−κ ≤ 0.
Setzt man das in A.1.1 ein, so ist die Behauptung bewiesen.
Lemma A.1.5. Fu¨r κ ∈ (0, 12] und X > 1 gilt∫ 1
1/X
(1− y) 12 y−κdy
y
≤ κ−1Xκ + 1
2
Xκ−1,∫ 1
1/X
(1− y) 12 y−κdy
y
≥ κ−1Xκ − (2 + κ−1) .
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Beweis. Es gilt
A (X) :=
∫ 1
1/X
(1− y) 12 y−κdy
y
− X
κ
κ
=
∫ 1
1/X
(
(1− y) 12 − 1
)
y−κ
dy
y
− κ−1.
Wir benutzen 12y ≤ 1− (1− y)
1
2 ≤ y und erhalten
A (X) ≤ 1
2
∫ 1
1/X
y−κdy − κ−1 = −κ−1 + 1
2− 2κX
κ−1 − 1
2− 2κ
≤ 1
2
Xκ−1
und
A (X) ≥
∫ 1
1/X
y−κdy − κ−1 = −κ−1 + 1
1− κX
κ−1 − 1
1− κ
≥ −κ−1 − 2.
Wir ko¨nnen jetzt Proposition A.1.1 beweisen. Es ist
∫ 1
1/X
(
1− 1
X2y
)
f (y)
dy
y
≤
∫ 1
1/X
f (y)
dy
y
und∫ 1
1/X
(
1− 1
X2y
)
f (y)
dy
y
≥
∫ 1
1/X
f (y)
dy
y
− 1
X
∫ 1
1/X
f (y)
dy
y
,
mit f (y) := (1− y) 12 ((Xy)κ + (Xy)−κ) und Lemma A.1.3, A.1.4 und A.1.5 folgt
2pi
∫ a
1
Fλ (t) dt ≤ 2X
1
2
+κ
∫ 1
1/X
(1− y) 12 yκdy
y
+ 2X
1
2
+κ
∫ 1
1/X
(1− y) 12 y−κdy
y
≤ √pi Γ (κ)
Γ
(
3
2 + κ
)X 12 +κ − 2κ−1X 12 + 2X− 12 + 2κ−1X 12 +X− 12
=
√
pi
Γ (κ)
Γ
(
3
2 + κ
)X 12 +κ + 3X− 12 .
Außerdem gilt
2pi
∫ a
1
Fλ (t) dt ≥
√
pi
Γ (κ)
Γ
(
3
2 + κ
)X 12 +κ − 2κ−1X 12 + 2κ−1X 12
−2 (2 + κ−1)X 12−κ −√pi Γ (κ)
Γ
(
3
2 + κ
)Xκ− 12 − 3X− 32
≥ √pi Γ (κ)
Γ
(
3
2 + κ
)X 12 +κ − 2 (2 + κ−1)X 12−κ
−√pi Γ (κ)
Γ
(
3
2 + κ
)Xκ− 12 − 3X− 32 .
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Damit ist Proposition A.1.1 bewiesen. Fu¨r λ = 0 ergibt sich
Lemma A.1.6. Fu¨r a ≥ 1 gilt ∫ a
1
F0 (t) dt = a− 1.
A.2. Abscha¨tzungen fu¨r große Eigenwerte
Die folgenden Abscha¨tzungen sind wichtig fu¨r die Behandlung des kontinuierlichen Spek-
trums.
Lemma A.2.1. Fu¨r a > 1, a = cosh ρ gilt die Abscha¨tzung
2pi
∣∣∣∣∫ a
1
F1/4 (t) dt
∣∣∣∣ ≤ 8ρa1/2.
Beweis. Nach Proposition A.1.3 ist mit a = cosh ρ und X = eρ
2pi
∫ a
1
F1/4 (t) dt = 4X
1
2
∫ 1
1/X
(1− y) 12
(
1− 1
X2y
) 1
2 dy
y
.
Durch partielle Integration folgt
2pi
∫ a
1
F1/4 (t) dt ≤ 4X
1
2
∫ 1
1/X
(1− y) 12 d log y
= 4X
1
2
([
(1− y) 12 log y
]1
1/X
+
1
2
∫ 1
1/X
log y (1− y) 12 dy
)
≤ 4X 12 logX
≤ 8ρa1/2.
Proposition A.2.2. Es sei λ > 14 und
Gλ (x) :=
∫ x
1
Fλ (y) dy.
Fu¨r x > 1 gilt
|Gλ (x)| ≤ 2
√
2
pi
x1/2
κ
und fu¨r x ≥ 3 gilt
|Gλ (x)| ≤ αx
1/2
κ3/2
+ γ
x1/2
κ2
,
α :=
√
2
pi
, γ :=
289
144
√
2
pi
.
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Eine Beweis findet sich in [15] S. 152-156. Er ist sehr gut lesbar und benutzt die
Integraldarstellung (A.0.3). Fu¨r große λ wird die folgende Abscha¨tzung wichtig sein.
Proposition A.2.3. Fu¨r λ > 14 und x > 1 gilt
tanhpiκ |Fλ (x)| ≤ α
κ1/2
(
x2 − 1)−1/4 + β
κ
x1/2
(
x2 − 1)−1/2 ,
α :=
√
2
pi
, β :=
19
18
√
2
pi
.
Fu¨r einen Beweis siehe [15] S. 150-152. Hier wird die Integraldarstellung (A.0.4)
benutzt.
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B. Einige Abscha¨tzungen
Die im Abschnitt 3.3 beno¨tigten Rechnungen sind der U¨bersichtlichkeit halber in diesem
Appendix zusammengefaßt. Wir mu¨ssen
H (a, h0, s0) := Ch0aδ−1 + (a+ h0)
1
2 R̂ (a, h0, s0)
mit
R̂ (a, h, s) :=
15αa
hs1/2
+
9βa
hs
+
20α
s1/2
+
18β
s
+6αs1/2 + 3γ log s+ 10−2s−1 +
6
pi
ν (r) ρ+
15γ
8
− 33α
8
und
s0 :=
1
2
C
2/3
0
(
25pi
36
)1/3
a1/3(2δ−1),
h0 := 5C
−2/3
0
(
36
25pi
)1/3
a2/3(2−δ)
abscha¨tzen. Es gilt:
Ch0a
δ−1 ≤ 3, 9 · CC−2/30 a1/3(1+δ).
Da vorausgesetzt ist, daß h0 < a gilt
(a+ h0)
1/2 ≤
√
2a1/2.
Durch einfaches Einsetzen erha¨lt man weiter
15αah−10 s
−1/2
0 = 3
√
2α
(
25pi
36
)1/6
C
1/3
0 a
1/3δ−1/6
≤ 3, 9 · C1/30 a1/3δ−1/6,
9βah−10 s
−1
0 =
18
5
β
≤ 1, 8,
20αs−1/20 =
20√
2
αC
−1/3
0
(
36
25pi
)1/6
a−1/6(2δ−1)
≤ 12, 5 · C−1/30 a−1/6(2δ−1),
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18βs−10 = 2 · 18βC−2/30
(
25pi
36
)−1/3
a−1/3(2δ−1)
≤ 13, 2 · C−2/30 a−1/3(2δ−1),
6αs1/20 =
6α√
2
C
1/3
0
(
25pi
36
)1/6
a1/6(2δ−1)
≤ 3.9C1/30 a1/6(2δ−1),
3γ log s0 = 3γ log
(
C
2/3
0
(
25pi
8 · 36
)1/3
a1/3(2δ−1)
)
≤ 2γ logC0 + γ log a
≤ logC0 + 12 log a,
10−2s−10 =
1
200
C
−2/3
0
(
25pi
36
)−1/3
a−1/3(2δ−1)
≤ 4 · 10−3C−2/30 a−1/3(2δ−1).
Und es gilt also
H (a, h0, s0) ≤ 3, 9 · CC−2/30 a1/3(1+δ)
+
√
2 · a1/2 · {3, 9 · C1/30 a1/3δ−1/6 + 1, 8 + 12, 5 · C−1/30 a−1/6(2δ−1)
+13, 2 · C−2/30 a−1/3(2δ−1) + 3.9C1/30 a1/6(2δ−1)
+ logC0 +
1
2
log a+ 4 · 10−3C−2/30 a−1/3(2δ−1)
+2 · ν (r) ρ+ 16, 8}
≤ 3, 9 · CC−2/30 a1/3(1+δ)
+
√
2 · {7.8 · C1/30 a1/3(1+δ) + 12, 5 · C−1/30 a1/3(2−δ)
+13, 3 · C−2/30 a1/6(5−4δ) +
(
logC0 +
1
2
log a+ 2 · ν (r) ρ+ 18, 6
)
· a1/2}
≤
(
3, 9 · CC−2/30 + 11, 1 · C1/30
)
· a1/3(1+δ) + 18 · C−1/30 a1/3(2−δ)
+19 · C−2/30 a1/6(5−4δ) + (1, 5 · logC0 + 0, 8 · log a+ 3 · ν (r) ρ+ 27) · a1/2.
Fu¨r die untere Schranke beno¨tigen wir eine Abscha¨tzung von R (a, h0, s0). Die Rech-
nung ist die gleiche wie oben, nur daß der Term 20αs−1/20 durch 5αs
−1/2
0 und der Term
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18βs−10 durch 9βs
−1
0 ersetzt werden muß.Außerdem fa¨llt der Multiplikator
√
2 vor der
geschweiften Klammer weg.
Ch0a
δ−1 +R (a, h0, s0) ≤
(
3, 9 · CC−2/30 + 7, 8 · C1/30
)
· a1/3(1+δ)
+3, 2 · C−1/30 a1/3(2−δ) + 6.7 · C−2/30 a1/6(5−4δ)
+
(
logC0 +
1
2
log a+ 2 · ν (r) ρ+ 19
)
· a1/2.
Nun sollen noch die Bedingungen an a, h0, s0 als Bedingungen an a formuliert werden.
Die obigen Abscha¨tzungen sind richtig, wenn
a > 5,
h0 ≥ 2,
h0 < a− 3,
s0 ≥ X0.
Die Bedingung h0 ≥ 2 ist sicherlich erfu¨llt, wenn
a ≥ 2
5
C
2/3
0
(
36
25pi
)1/3
oder
a ≥ 0.6 · C2/30 .
Die Bedingung h0 < a− 3 la¨ßt sich schreiben als
a
(
1− 5C−2/30
(
36
25pi
)1/3
a1/3(1−2δ)
)
> 3. (B.0.1)
Wir fordern a > 6. Dann ist (B.0.1) erfu¨llt, wenn(
1− 5C−2/30
(
36
25pi
)1/3
a1/3(1−2δ)
)
<
1
2
.
Das ist a¨quivalent zu
a1/3(1−2δ) ≥ 10 ·
(
36
25pi
)1/3
· C−2/30
was gilt, wenn
a1/3(1−2δ) ≥ 7, 8 · C−2/30 .
Schließlich gilt s0 ≥ X0, wenn
a1/3(1−2δ) ≥ 2 ·
(
36
25pi
)1/3
·X0C−2/30
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oder wenn
a1/3(1−2δ) ≥ 1, 6 ·X0C−2/30 .
Zusammen ergeben sich folgende Forderungen an a :
a > max
{
6, 0, 6 · C2/30
}
,
a >
(
C
−2/3
0 ·max {7, 8, 1, 6 ·X0}
) 2
2δ−1
.
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C. Das Computerprogramm
In diesem Appendix wird ein Computerprogramm in C, welches die Gitterpunktza¨hl-
funktion fu¨r die (erweiterten) Fermat Gruppen ausza¨hlt, erla¨utert und abgedruckt. Au-
ßerdem ist noch ein kurzes C-Programm zum schnellen Ausza¨hlen von Gitterpunkten
des Gitters Z2 beigefu¨gt.
In der oberen Halbebene betrachten wir die beiden Isometrien
A =
(
1 µ
0 1
)
und B =
(
1 0
−2 1
)
, µ ≥ 2.
Es sei daran erinnert, daß die Matrix
A =
(
a b
c d
)
, a, b, c, d ∈ R
die Abbildung
g (z) =
az + b
cz + d
der oberen Halbebene H in sich repra¨sentiert, welche eine Isometrie bezu¨glich der auf H
gegebenen Metrik ist. Die Fermat Gruppe der Ordnung N ist durch
Φ (N) :=
{
γ = Ap1Bq1Ap2Bq2 · · ·ApkBqk :
∑
pi ≡ 0 ≡
∑
qi mod N
}
mit µ = 2 definiert. Sie ist eine Fuchssche Gruppe. Ihr Fundamentalbereich hat den
Fla¨cheninhalt 2piN2. Fu¨r Werte von µ > 2 erhalten wir Fuchssche Gruppen mit einem
Fundamentalbereich von unendlichem Fla¨cheninhalt.
Das unten aufgefu¨hrte Programm bestimmt die Werte von N (aj ; i, w) fu¨r eine Aus-
wahl von Radien aj ≤ a, indem es alle Worte der Form
γ = Ap1Bq1Ap2Bq2 · · ·ApkBqk , pi, qi ∈ Z
der Wortla¨nge nach berechnet, bis es auf ein Wort sto¨ßt dessen zugeho¨rige Isometrie γ
den Punkt w auf einen Punkt γ (w) abbildet, der außerhalb des Kreise mit hyperboli-
schem Radius ρ mit a = cosh ρ liegt, also bis cosh d (i, γ (w)) > a. Fu¨r jeden Kreisring
Aj := {w ∈ H : aj < cosh d (i, γ (w)) ≤ aj+1} ist ein Za¨hler vorgesehen. Liegt γ (w) in
diesem Annulus und ist
∑
pi ≡ 0 ≡
∑
qi mod N , so wird der entsprechende Za¨hler
erho¨ht. Wir mu¨ssen nun noch pru¨fen ob wir mit unserem Verfahren tatsa¨chlich alle Git-
terpunkte innerhalb des vorgegebenen Kreises um i mit Radius ρ durchlaufen. Dies ist
der Fall, wenn sich mit jedem Schritt unseres Programms der Abstand zu i vergro¨ßert.
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Liegt der Punkt w in dem Streifen S := {w ∈ H −1 < =w ≤ 1}, dann wird er un-
ter Anwendung von A auf einen Punkt außerhalb diese Streifens abgebildet, und sein
Abstand zu i vergro¨ßert sich also. Die Abbildung B kann auch als
CAC, mit C =
(
0 −1
1 0
)
, µ = 2
geschrieben werden. C ist eine Drehung um den Punkt i um 180 Grad und vera¨ndert den
Abstand zum Punkt i also nicht. Außerdem hat C die Eigenschaft, einen Punkt außerhalb
des Streifens S auf einen innerhalb vom S abzubilden. Daraus schließen wir, daß B einen
Punkt w außerhalb von S auf einen innerhalb von S wirft, dann wie A diesen Punkt auf
einen außerhalb von S abbildet, wobei sich die Distanz zu i vergro¨ßert und schließlich
mit C wieder in den Streifen S zuru¨ck abbildet. Die Distanz zu i vergro¨ßert sich also
bei jedem Schritt des Programms, und wir haben am Ende sicher jedes Element γ von
Φ (1) mit cosh d (i, γ (w)) ≤ a genau einmal berechnet. Aus Symmetriegru¨nden mu¨ssen
wir im Fall µ = 2 nur die mit A beginnenden Wo¨rter durchgehen und sparen so die
Ha¨lfte der Rechenzeit. Da die Rekursionstiefe fu¨r große Radien auch sehr groß wird (fu¨r
a = 1011 etwa hat man ein Rekursionstiefe von etwa 106), kommt es schnell zu einem
U¨berlaufen des internen Stacks. Um dieses Problem zu umgehen, wurde das Programm
leicht modifiziert. Die lokalen Variablen werden in Arrays verwaltet, und die Rekursion
wird mit Hilfe von goto-Befehlen aufgelo¨st. Das Programm ist dem in [32] und [34]
recht a¨hnlich hat aber den Vorteil, daß nur mit ganzzahligen Matrixeintra¨gen gerechnet
wird und so Rundungsfehler (bis zum endgu¨ltigem Bestimmen der Abstandsfunktion)
ausgeschlossen sind.
#include <stdio.h>
#include <math.h>
FILE *ausgabe;
/* Fermat Level */
int N;
/* HeckeParameter */
#define TRANSL_ZAEHLER 11.0
#define TRANSL_NENNER 5.0
/* Variablen fuer die Liste der Radien */
#define MAXRADIEN 100000
int AnzRadien;
double Counter[MAXRADIEN];
double RadiusVon,RadiusBis;
double step;
#define RADIUS(i) ( RadiusVon+(double)(i)*step )
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double Sx,Sy; /* der Startpunkt */
/* berechnet cosh(d(i,g(z)) mit g=(az+b)/(cz+d) z=x+iy */
double MoebiusDist(a,b,c,d,x,y)
double a,b,c,d,x,y;
{
double axb,cxd,q;
double px,py;
axb = a*x+b;
cxd = c*x+d;
q = cxd*cxd+c*c*y*y;
px = axb*cxd+a*c*y*y;
py = a*y*cxd-c*y*axb;
return(px*px/(2*py*q)+q/(2*py)+py/(2*q));
}
/* erhoeht Counter[i] um zwei falls der Gitterpunkt
im i-te Annulus liegt */
void Ausgabe(d)
double d;
{
if(d >= RadiusVon)Counter[(int)((d-RadiusVon)/step)+1]+=2;
else Counter[0]+=2;
}
Gpower(a,b,c,d,p,q)
double a,b,c,d;
int p,q;
{
int i;
double a1,b1,c1,d1;
double dist;
int p1;
/* in positiver Richtung */
p1=p+1;
for(i=1; (dist = MoebiusDist(
(a1 = TRANSL_NENNER*a+(double)(TRANSL_ZAEHLER*i)*c),
(b1 = TRANSL_NENNER*b+(double)(TRANSL_ZAEHLER*i)*d),
(c1 = TRANSL_NENNER*c),
(d1 = TRANSL_NENNER*d),Sx,Sy)) <= RadiusBis;i++,p1++){
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if( !(p1 % N) && !(q % N) )Ausgabe(dist);
Hpower(a1,b1,c1,d1,p1,q);
}
/* in negativer Richtung */
p--;
for(i=1; (dist = MoebiusDist(
(a1 = TRANSL_NENNER*a-(double)(TRANSL_ZAEHLER*i)*c),
(b1 = TRANSL_NENNER*b-(double)(TRANSL_ZAEHLER*i)*d),
(c1 = TRANSL_NENNER*c),
(d1 = TRANSL_NENNER*d),Sx,Sy)) <= RadiusBis;i++,p--){
if( !(p % N) && !(q % N) )Ausgabe(dist);
Hpower(a1,b1,c1,d1,p,q);
}
}
Hpower(a,b,c,d,p,q)
double a,b,c,d;
int p,q;
{
int i;
double a1,b1,c1,d1;
double dist;
int q1;
/* invertieren */
a1=a;b1=b;c1=c;d1=d;
a = -c1;b = -d1;c = a1;d = b1;
/* in positiver Richtung */
q1=q+1;
for(i=1; (dist = MoebiusDist(
(a1 = a+(double)(2*i)*c),
(b1 = b+(double)(2*i)*d),
(c1 = c),
(d1 = d),Sx,Sy)) <= RadiusBis;i++,q1++){
if( !(p % N) && !(q1 % N) )Ausgabe(dist);
/* invertierte Matrix uebergeben */
Gpower(-c1,-d1,a1,b1,p,q1);
72
}/* in negativer Richtung */
q--;
for(i=1; (dist = MoebiusDist(
(a1 = a-(double)(2*i)*c),
(b1 = b-(double)(2*i)*d),
(c1 = c),
(d1 = d),Sx,Sy)) <= RadiusBis;i++,q--){
if( !(p % N) && !(q % N) )Ausgabe(dist);
/* invertierte Matrix uebergeben */
Gpower(-c1,-d1,a1,b1,p,q);
}
}
/* macht eine lineare Regression fuer die Werte
(log(i-ter Radius),log(Counter[i]))
und gibt das Ergebniss in m und b zurueck (y = mx+b).*/
void Regress(Counter,Anz,m,b)
double *Counter;
int Anz;
double *m,*b;
{
int i;
double Mx=0.0,My=0.0;
double sxy=0.0,sxx=0.0;
for(i=0;i<Anz;i++){
Mx += log(RADIUS(i));
My += log((double)(Counter[i]));
}
Mx = Mx/(double)(Anz); My = My/(double)(Anz);
for(i=0;i<Anz;i++){
sxy += (log(RADIUS(i))-Mx)*(log((double)(Counter[i]))-My);
sxx += (log(RADIUS(i))-Mx)*(log(RADIUS(i))-Mx);
}
*m = sxy / sxx;
*b = My-(*m) * Mx;
}
73
int main(argc,argv)
int argc;
char *argv[];
{
int i,j;
double m,y0;
N = 1;
RadiusVon = 1e3;RadiusBis = 1e6;step = 1e3;
Sx = 0.0;Sy = 1.0;
if(!(ausgabe = fopen("daten.dat","w"))){
printf("Fehler beim oeffnen des Ausgabefiles\n");
exit(0);
}
fclose(ausgabe);
/* Anzahl der Radien berechen */
AnzRadien = (int)( (RadiusBis-RadiusVon)/step );
if(AnzRadien > MAXRADIEN){
printf("Maximale Anzahl der Radien u¨berschritten\n");
exit(0);
}
/* Za¨hler initalisieren */
for(j=0;j<=AnzRadien;j++)Counter[j]=0;
/* Zaehlen der Gitterpunkte */
Gpower(1.0,0.0,0.0,1.0,0,0);
/* Za¨hler umrechnen */
for(i=AnzRadien;i > -1;i--){
for(j=0;j < i;j++)Counter[i]+=Counter[j];
Counter[i]++;
}
/* Berechnung der Regressionsgeraden */
Regress(Counter,AnzRadien,&m,&y0);
/* Ausgabe */
if(!(ausgabe = fopen("daten.dat","a"))){
printf("Fehler beim oeffnen des Ausgabefiles!\n");
exit(0);
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}
fprintf(ausgabe,"Fermat (Hecke) Gruppe der Ordnung %d\n",N);
fprintf(ausgabe,"Translationsparameter %.2f\n",
(float)(TRANSL_ZAEHLER)/(float)(TRANSL_NENNER));
fprintf(ausgabe,"N(a;i,%.2lf +i %.2lf)~\
%.4lf*a^%.4lf\n",Sx,Sy,exp(y0),m);
fprintf(ausgabe,"von Radius %.0lf bis %.0lf in Schritten von %.0lf\n"
,RadiusVon,RadiusBis,step);
fprintf(ausgabe,"Radius Gitterpunkte\n");
fprintf(ausgabe,"---------------------\n");
for(i=0;i <= AnzRadien;i++)
fprintf(ausgabe,"%.0lf %.0lf\n",RADIUS(i),Counter[i]);
fclose(ausgabe);
}
Um Heckegruppen ausza¨hlen zu ko¨nnen, muß das Programm nur wenig vera¨ndert wer-
den. Wir konjugierten die Heckegruppen noch mit z 7→ 2z, um mit dem Programm vom
Punkt 2i (der anders als i kein Verzweigungspunkt ist) za¨hlen zu ko¨nnen. Die konjugierte
Heckegruppe wird von
z 7→ z + µ/2, z 7→ − 1
4z
erzeugt. Nur die Funktionen Gpower und Hpower mu¨ssen ersetzt werden:
Gpower(a,b,c,d)
double a,b,c,d;
{
int i;
double a1,b1,c1,d1;
double dist;
/* in positiver Richtung */
for(i=1; (dist = MoebiusDist(
(a1 = TRANSL_NENNER*a+(double)(TRANSL_ZAEHLER*i)*c),
(b1 = TRANSL_NENNER*b+(double)(TRANSL_ZAEHLER*i)*d),
(c1 = TRANSL_NENNER*c),
(d1 = TRANSL_NENNER*d))) <= RadiusBis;i++){
Ausgabe(dist);
if( (dist=MoebiusDist(-c1,-d1,4.0*a1,4.0*b1)) <= RadiusBis)
Ausgabe(dist);
Gpower(-c1,-d1,4.0*a1,4.0*b1);
}
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/* in negativer Richtung */
for(i=1; (dist = MoebiusDist(
(a1 = TRANSL_NENNER*a-(double)(TRANSL_ZAEHLER*i)*c),
(b1 = TRANSL_NENNER*b-(double)(TRANSL_ZAEHLER*i)*d),
(c1 = TRANSL_NENNER*c),
(d1 = TRANSL_NENNER*d))) <= RadiusBis;i++){
Ausgabe(dist);
if( (dist=MoebiusDist(-c1,-d1,4.0*a1,4.0*b1)) <= RadiusBis)
Ausgabe(dist);
Gpower(-c1,-d1,4.0*a1,4.0*b1);
}
}
Hpower(a,b,c,d)
double a,b,c,d;
{
double dist;
if( (dist=MoebiusDist(-c,-d,4.0*a,4.0*b)) <= RadiusBis)Ausgabe(dist);
Gpower(-c,-d,4.0*a,4.0*b);
}
Die Gruppe Φ (N) mit µ = 2 hat eine Fundamentalbereich vom Fla¨cheninhalt 2piN2.
Es gilt also
N (a, z, w) ∼ 1
N2
· a.
Mit dem obigen Programm wurden fu¨r N = 1, 7, 8, 9 und µ = 2 die Werte von
d (a; i, i;N) := N (a; i, i;N)− 1
N2
· a
fu¨r a = 107 · k mit k ∈ {1, . . . , 10000} bestimmt. In der folgenden Abbildung 3.1 bis 3.4
sind die berechneten Funktionen d (·; i, i;N) mit N = 1, 7, 8, 9 dargestellt. Sie werden im
Abschnitt 3.4 diskutiert.
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Abbildung 3.1.: Die Funktion d (·; i, i; 1)
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Abbildung 3.2.: Die Funktion d (·; i, i; 7)
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Abbildung 3.3.: Die Funktion d (·; i, i; 8)
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Abbildung 3.4.: Die Funktion d (·; i, i; 9)
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