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Existence and large-time asymptotics for solutions of semilinear
parabolic systems with measure data
Tomasz Klimsiak
Abstract. We study the Cauchy–Dirichlet problem for monotone semilinear uniformly elliptic second-order
parabolic systems in divergence form with measure data. We show that under mild integrability conditions
on the data, there exists a unique probabilistic solution of the system. We also show that if the operator
and the data do not depend on time, then the solution of the parabolic system converges as t → ∞ to the
solution of the Dirichlet problem for an associated elliptic system. In fact, we prove some results on the
rate of the convergence.
1. Introduction
Let D ⊂ Rd , d ≥ 2 be an open bounded domain. In the present paper, we study
systems of the form{
∂uk
∂t − At uk = f k(t, x, u) + μk in DT , k = 1, . . . , N ,
u|∂ D(t, ·) = 0, t ∈ (0, T ], u(0, ·) = ϕ on D.
(1.1)
Here, DT ≡ [0, T ]×D, μk, k = 1, . . . , N are bounded soft measures on R+×D, i.e.,
bounded Borel measures absolutely continuous with respect to the parabolic capacity












In this paper, we assume that f : DT × RN → RN is a continuous monotone vector
field, i.e., f (t, x, ·) is continuous for a.e. (t, x) ∈ DT and for some α ∈ R,
〈 f (t, x, y) − f (t, x, y′), y − y′〉 ≤ α|y − y′|2 (1.3)
for a.e. (t, x) ∈ DT and every y, y′ ∈ RN . Concerning the growth of f , we merely
require f to satisfy the following condition
f (·, ·, 0) ∈ L1(DT ), ∀r>0, y∈RN R0,T ( sup|y|≤r | f (·, ·, y)|) < ∞, m1-a.s., (1.4)
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where R0,T is the potential operator of ∂
∂t − At on DT . As for At , we assume that its
coefficient a : DT → Rd ⊗ Rd is a measurable symmetric matrix-valued function




ai j (t, x)ξiξ j ≤ |ξ |2, ξ ∈ Rd (1.5)
for a.e. (t, x) ∈ DT .
The aim of the present paper was twofold. In the first part of the paper, we focus
on the problem of existence of solutions to (1.1). One of the possible approaches
to the problem (1.1) is to use the framework of renormalized (or entropy) solutions.
Such a framework was successfully applied to scalar equations of the type (1.1) with
Leray-Lions-type operator At (see, e.g., [2]). For a function u on DT , put
fu(t, x) = f (t, x, u(t, x)), (t, x) ∈ DT .
We say that u : DT → Rk is a renormalized solution of (1.1) if fu ∈ L1(DT ), u
belongs to the space T 0,12 , i.e., for every s ≥ 0, Ts(uk) = ((−s)∨uk)∧s ∈ W 0,12 (DT )




− At uk = f ku (t, x) + μk, uk(t, ·)|∂ D = 0, t ∈ (0, T ], u(0, ·) = ϕ.
Unfortunately, showing that fu ∈ L1(DT ) under the growth condition (1.4) is in
general a complicated, if ever possible, task. Consequently, we do not know whether
u ∈ T 0,12 , and the concept of renormalized solutions is not applicable. However, we are
able to prove that under (1.4), the function fu is quasi-integrable, i.e., roughly speaking,
integrable except possibly on sets of small capacity (see Sect. 5 for details). This in
turn implies that u belongs to the stochastic Sobolev space W 0,1(XDT ) introduced
in [14] to investigate the obstacle problem with possible nowhere Radon reflection
measure. The space W 0,1(XDT ) is wider than T 0,12 but their elements are regular
enough to define correctly probabilistic solutions of (1.1) in W 0,1(XDT ) and prove the
uniqueness result.
For u ∈ B(DT ), let u¯(t, x) = u(T − t, x), and for a bounded soft measure μ on
DT , let μ¯ be the bounded soft measure on DT such that
∫
η¯ dμ = ∫ η dμ¯ for every
η ∈ Bb(DT ). Roughly speaking, u ∈ W 0,1(XDT ) is a probabilistic solution of (1.1) if
for quasi-every (q.e. for short) (s, x) ∈ DT ,
u¯(t, Xt ) = 1{ζ s>T }ϕ(XT ) +
∫ T∧ζ s
t







σ¯∇Xu¯(r, Xr ) dBr , t ∈ [0, T ∧ ζ s], Ps,x -a.s., (1.6)
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where σ · σ T = a, X = {(X, Ps,x ); (s, x) ∈ R+ × D} is a time-inhomogeneous
Markov process associated with the operator At , ζ s is the first exit time of (X, Ps,x )
from D, i.e.,
ζ s = inf{t ≥ s : Xt /∈ D}, (1.7)
and Aμ is the additive functional of X in the Revuz correspondence with μ. In the last
integral in (1.6), B is a standard d-dimensional Brownian motion and ∇Xu¯ stands for
the stochastic gradient of u¯ (see [14] or Sect. 5). Formula (1.6) can be regarded as a
nonlinear Feynman-Kac formula, because taking t = s and integrating it with respect
to the measure Ps,x , we get
u¯(s, x) = Es,x
(
1{ζ s>T }ϕ(XT ) +
∫ T∧ζ s
s






whenever the above integrals exist. We would like to stress that our probabilis-
tic solution u to (1.1) may be considered as some generalization of the notion of
renormalized (or entropy) solution, because if fu ∈ L1(DT ), then u ∈ T 0,12 , u ∈
Lq(0, T ; W 1,q0 (D)) for q ∈ [1, d+2d+1 ) and u is a renormalized (and entropy as well) so-
lution to (1.1) (see Remark 5.14). Perhaps, also the following comment is appropriate
at this point, although the probabilistic solution of (1.1) is in general weak and at first
glance its definition seems complicated, it is actually very convenient to deal with.
Our results on the existence and uniqueness of solutions of (1.1) generalize known
results in the sense that we consider semilinear parabolic systems with measure data
(semilinear elliptic systems with measure data are considered in [15,23]). We should
also stress that our results are proved for systems with f satisfying quite general
condition (1.3) for which the usual monotonicity methods do not apply and we only
require f to satisfy mild integrability condition (1.4) analogous to the integrability
condition considered for elliptic equations or systems in [2,15,23]. We also allow f
to depend on x .
In the second part of the paper, we investigate the asymptotic behavior as t → ∞ of
probabilistic solutions of (1.1) in the case where At = A, f and μ = (μ1, . . . , μN )
do not depend on time. Let μ˜k(B) = μk([0, 1] × B), k = 1, . . . , N , for any Borel
subset B of D. Our main result says that under the assumptions ensuring the existence
and uniqueness of a solution v to the elliptic system
{−Avk = f k(x, v) + μ˜k in D, k = 1, . . . , N ,
v|∂ D = 0 (1.9)
we have
u(t, x) → v(x) as t → ∞
for q.e. x ∈ D. As a matter of fact, we prove that there is c depending only on d,
such that for every t > 0 and q ∈ (0, 1),
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|u(t, x) − v(x)| ≤ c(1 − q)−1/q t−d/2
(
(Px (ζ 0 > t))(1−q)/q‖ϕ‖L1
+‖R f (·, 0)‖L1 + ‖Rμ˜‖L1 ≤ c(1 − q)−1/q t−d/2
)
(1.10)
for q.e. x ∈ D, where R is the potential operator of −A on D. From this, it follows in
particular that there exists c = c(, d, |D|) such that for every t > 0,
|u(t, x) − v(x)| ≤ c(1 − q)−1/q t−d/2(e−bt (1−q)/q‖ϕ‖L1 + ‖ f (·, 0)‖L1 + ‖μ˜‖T V ),
(1.11)
because it is known that Px (ζ 0 > t) ≤ ae−bt for some a, b > 0 depending only on
d, and |D| (the Lebesgue measure of D) and ‖Rμ˜‖L1 ≤C(d, λ, |D|)‖μ˜‖T V (‖μ˜‖T V
stands for the total variation of μ˜). For instance, if f (·, 0) = 0 and μ(dx) = 0, then
the rate of convergence in (1.11) is the same as in the classical case of one linear
equation (see [8]). We also show that in fact (1.10) holds for every x from the set
F0 = {x ∈ D; ∀ r > 0 R| f (·, 0)|(x) + (Rμ˜)(x) + R( sup
|y|≤r
| f (·, y)|)(x) < ∞}.
(1.12)
In case N = 1, the large-time asymptotic behavior of solutions to parabolic equa-
tions with measure or L1 data was investigated in [21,27–29] (in [27], the case of
general, possibly singular measures is considered). In all these papers in proofs, some
comparison results are used. Therefore, the methods of [21,27–29] cannot be applied
to systems considered in the present paper. Let us also point out that these methods do
not provide estimates of the difference between solutions to parabolic equations and
the corresponding stationary solutions.
Although the main results of the paper concern systems of PDEs and are analytic
in nature, the methods of proofs are those of stochastic analysis, Markov processes,
and especially the theory of backward stochastic differential equations. Therefore, in
Sects. 2–4, we give relevant background material concerning these topics. Then, in
Sect. 5, we prove our results on the existence and uniqueness of solutions of (1.1),
and in Sect. 6 results on their large-time behavior. Our idea of using the methods
of backward stochastic differential equations to the study of large-time behavior of
semilinear parabolic equations is new. It seems likely that it can be applied to wider
that (1.1) class of equations.
2. Preliminary results
Let us fix a probability space (,F , P) equipped with a filtration {Ft } satisfying
the usual conditions.
By B, we denote a standard d-dimensional {Ft }-Brownian motion. By A, we de-
note the set of all {Ft } progressively measurable real-valued processes and by V
(respectively, Vc) the subspace of A consisting of all increasing càdlàg (respectively,
continuous) processes Y such that Y0 = 0. M is the space of all processes Z ∈ A
such that P(
∫ T
0 |Zt |2 dt < ∞) = 1 for every T > 0. M p, p > 0, is the subspace of
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M consisting of all processes such that E(
∫ ∞
0 |Zr |2 dr)p/2 < ∞. By D (respectively,
S), we denote the space of all càdlàg (respectively, continuous) processes in A, and by
D p (respectively, S p), p > 0, the space of all processes Y ∈ D (respectively, Y ∈ S)
such that E supt≥0 |Yt |p < ∞. We say that a process Y is of class (D) if Y ∈ A and the
family {Yτ , τ ∈ T }, where T is the set of all finite {Ft }-stopping times, is uniformly
integrable. For a càdlàg process Y , we write
Yt = Yt − Yt− , Yt− = lim
s↗t Ys .
In the paper, we adopt the following convention. If S is a space of real functions and
N , d ∈ N, then by [S]N (respectively, [S]N×d ), we denote the space of all functions
of the form f = ( f 1, . . . , f N ) (respectively, f = [ f i, j ]N×d ) such that f i ∈ S for
i = 1, . . . , N (respectively, f i, j ∈ S for i = 1, . . . , N , j = 1, . . . , d). If A is an
N × d-dimensional real matrix, then |A| stands for traceAA∗.
Write
xˆ = sgˆn(x) = 1{x =0} x|x | , x ∈ R
N .
The following multidimensional version of the Itô–Tanaka formula will be frequently
used in the paper.
PROPOSITION 2.1. Let X be a progressively measurable process such that






Hs dBs, t ≥ 0
for some K ∈ [V]N , H ∈ [M]N×d . Then, there is L ∈ V such that for every p ≥ 1,
|Xt |p = |X0|p + p
∫ t
0
|Xs−|p−1〈Xˆs−, dKs〉 + p
∫ t
0









(|Xs |p − 〈|Xs |p−1 Xˆs,Xs〉), t ≥ 0.
Proof. The proof is a modification of the proof of [3, Lemma 2.2]. Obviously, it suffices
to prove the formula for t ∈ [0, T ]. Set uε(x) = (|x |2 + ε2)1/2, x ∈ RN , ε > 0. A
straightforward computation shows that
∇u pε (x) = pu p−2ε (x)x, D2u pε (x) = pu p−2ε (x)I + p(p − 2)u p−4ε (x)(x ⊗ x),
where I is the n-dimensional identity matrix. By the Itô–Meyer formula,
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u pε (Xs) = u pε (X0) +
∫ t
0
〈∇u pε (Xs−), dKs〉 +
∫ t
0











(Xs−)d[Xi , X j ]cs +
∑
0<s≤t
(u pε (Xs)−〈∇u pε (Xs−),Xs〉)




It is clear that
u pε (Xt ) → |Xt |p, I ε1 (t) → p
∫ t
0
|Xs−|p−1〈Xˆs−, dKs〉, ε ↘ 0
a.s. for t ∈ [0, T ]. Using arguments from the proof of [3, Lemma 2.2], one can show
that
I ε2 (t) → p
∫ t
0
|Xs |p−1〈Xˆs, Hs dBs〉, ε ↘ 0








)4−p |Xs |p−21{Xs =0}(|Hs |2−〈Xˆs, Hs H∗s Xˆs〉)ds
+ p(p − 1)(|Xs |u−1ε (Xs))4−p|Xs |p−21{Xs =0}|Hs |2
and





|Hs |2u p−4ε (Xs) ds.








|Hs |2−〈Xˆs, Hs H∗s Xˆs〉
)
−(p − 1)|Hs |2
}
ds
a.s. for every t ∈ [0, T ]. We now show the convergence of I ε4 (t). It is clear that
u pε (Xs) → |Xs |p, 〈∇u pε (Xs−),Xs〉 → 〈|Xs |p−1 Xˆs,Xs〉, s ∈ [0, T ].
Observe also that
|u pε (Xs)| ≤ sup
θ∈[0,1]
|∇u pε (θXs + Xs−)||Xs | ≤ 3 sup
0≤t≤T
(|Xt |p−1 + 1)|Xs |
and
|∇u pε (Xs−)| ≤ sup
0≤t≤T
(|Xt |p−1 + 1).
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Since
∑
0<t<T |Xs | ≤ |KT |, applying the Lebesgue dominated convergence theo-
rem shows that for every t ∈ [0, T ],




|Xs |p − 〈|Xs |p−1 Xˆs,Xs〉
)
, ε ↘ 0.
By what has already been proved, it follows that I ε3,2(t) is convergent. Put Lt (p) =
limε→0 I ε3,2(t). Then, L is a càdlàg increasing process, and as in the proof [3, Lemma
2.2], one can show that if p > 1, then Lt (p) = 0 for t ∈ [0, T ], which completes the
proof. 
REMARK 2.2. It is well known that the function v(x) = p|x |p−1 xˆ is the subgradi-
ent of the function u(x) = |x |p. Therefore, u(x)− u(y) ≥ 〈x − y, v(x)〉, x, y ∈ RN .





|Xs |p − 〈|Xs |p−1 Xˆs,Xs〉
)
, t ≥ 0
is increasing.
COROLLARY 2.3. Under the assumptions of Proposition 2.1, for every 0 ≤ t ≤ T
and p ≥ 1,
|Xt |p + c(p)
∫ T
t







|Xs |p−1〈Xˆs, Hs dBs〉,
where c(p) = p[(p − 1) ∧ 1]/2.
3. Backward stochastic differential equations
Let B denote a standard d-dimensional {Ft }-Brownian motion. Let σ be a bounded
{Ft }-stopping time, ξ be an Fσ -measurable random variable, A ∈ V and let f :
 × R+ × RN → RN be a measurable function such that f (·, y) is progressively
measurable for every y ∈ RN .
Let us recall that a pair (Y, Z) consisting of an RN -valued process Y and an RN×d -
valued processes Z is called a solution of BSDE(ξ, σ, f + dA) if
(a) Y, Z are {Ft }-progressively measurable, Y is càdlàg, P(
∫ σ
0 |Zt |2 dt < ∞) = 1,
(b) t → f (t, Yt ) ∈ L1(0, σ ), P-a.s.,
(c) Yt = ξ +
∫ σ




t Zs dBs, 0 ≤ t ≤ σ, P-a.s.
Let (Y, Z) be a solution of BSDE(ξ, σ, f + dA). By putting Yt = ξ, t ≥ σ, Zt =
0, t ≥ σ , we may and will assume in the sequel that the processes Y, Z are defined
for t ≥ 0. We also adopt the convention that ∫ ba = 0 for a ≥ b. Then, the stochastic
equation in (c) is satisfied for every t ≥ 0.
Let us consider the following assumptions.
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(A1) E (|ξ |p + (∫ σ0 | f (t, 0)| dt)p + |A|pσ ) < +∞.
(A2) There is μ ∈ R such that 〈y − y′, f (t, y) − f (t, y′)〉 ≤ μ|y − y′|2 for every
t ≥ 0, y, y′ ∈ RN .
(A3) For every t ≥ 0, y → f (t, y) is continuous.
(A4) For every r > 0, E ∫ σ0 sup|y|≤r | f (t, y)| dt < ∞.
In [3, Theorem 4.2], it is proved that under (A1)–(A4) with p > 1, there exists a
unique solution (Y, Z) ∈ S p ⊗ M p of BSDE(ξ, σ, f ). We will show how to modify
the proof of [3, Theorem 4.2] to get the existence and uniqueness in the general case,
i.e., for p ≥ 1 and nonzero process A.
The proof of [3, Theorem 4.2] is based on Lemma 3.1 and Proposition 3.2 in [3],
[26, Theorem 2.2] and [4, Lemma 2.2]. To state the generalizations of Lemma 3.1 and
Proposition 3.2 in [3] to equations with nonzero dA, we need the following hypothesis.
(A) There is μ ∈ R and a nonnegative progressively measurable process { ft , t ≥ 0}
such that 〈yˆ, f (t, y)〉 ≤ ft + μ|y| for all (t, y) ∈ R+ × RN .
For a process A ∈ V , we denote by |A|t its variation on the interval [0, t].
LEMMA 3.1. Assume (A). Let (Y, Z) be a solution of BSDE(ξ, σ, f + dA). If
Y ∈ D p and E(∫ σ0 ft dt)p + E |A|pσ < ∞ for some p > 0, then Z ∈ M p and there




e2at |Zt |2 dt
)p/2















Proof. The proof goes through as for [3, Lemma 3.1], with obvious changes. 
PROPOSITION 3.2. Assume (A). Let (Y, Z) be a solution of BSDE(ξ, σ, f + dA).
If Y ∈ D p and E(∫ σ0 ft dt)p + E |A|pσ < ∞ for some p > 1, then there exists C p





eapt |Yt |p +
(∫ σ
0
e2at |Zt |2 dt
)p/2)
≤ C p E
(











Proof. It suffices to repeat, with obvious changes, arguments from the proof of [3,
Proposition 3.2]. The only difference is that we use our Corollary 2.3 instead of [3,
Corollary 2.3]. 
We now prove the analogues of [26, Theorem 2.2] and [4, Lemma 2.2] for equations
with nonzero dA.
LEMMA 3.3. Assume that
〈 f (t, y), y〉 ≤ c|y|2, y ∈ RN , t ≥ 0 (3.1)
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for some c ≥ 0 and ‖ξ‖∞ + c + ‖|A|σ‖∞ ≤ r < ∞. If (Y, Z) is a solution of
BSDE(ξ, σ, f + dA) such that Y is of class (D), then ‖Y‖∞ ≤ r .
Proof. By Corollary 2.3,
|Yt | ≤ |ξ | +
∫ σ
t






Zs dBs, t ≥ 0.
Since Y is of class (D), it follows from (3.1) that |Yt | ≤ EFt (|ξ | + c + |A|σ ), t ≥ 0,
which implies the desired estimate. 
LEMMA 3.4. Assume (A1)–(A3) are satisfied with p = 2 and that | f (t, y)| ≤
c + | f (t, 0)| for every t ≥ 0, y ∈ RN . Then, there exists a unique solution (Y, Z) of
BSDE(ξ, σ, f + dA) such that (Y, Z) ∈ D2 ⊗ M2.
Proof. Using standard arguments, one can prove the existence of a unique solution







Z s dBs .
Furthermore, from [26], it follows that under the assumptions of the lemma, there
exists a unique solution (Y ′, Z ′) ∈ D2 ⊗ M2 of the BSDE
Y ′t = ξ +
∫ σ
t
f¯ (s, Y ′s) ds −
∫ σ
t
Z ′s dBs, t ∈ [0, σ ]
with f¯ (t, y) = f (t, y+Y t ). Set (Y, Z) = (Y ′ +Y , Z ′ + Z). Then, (Y, Z) is a solution
of BSDE(ξ, σ, f + dA). 
We are now ready to formulate and prove the existence and uniqueness result in
case p > 1.
THEOREM 3.5. Let p > 1. If (A1)–(A4) are satisfied, then there exists a unique
solution (Y, Z) ∈ D p × M p of BSDE(ξ, σ, f + dA).
Proof. Step 1. We first assume that a ≡ ‖ f (·, 0)‖∞ + ‖ξ‖∞ + ‖|A|σ‖∞ < ∞. Let
us define hn as in the first step of the proof of [3, Theorem 4.2] (with r > a). Then,
in much, the same way as in the proof of that theorem, but using Lemma 3.1 and
Proposition 3.2 instead of [3, Lemma 3.1] and [3, Proposition 3.2] and Lemmas 3.3
and 3.4 instead of [26, Theorem 2.2] and [4, Lemma 2.2], one can prove that there
exists a solution (Y, Z) ∈ D2 ⊗ M2 of BSDE(ξ, σ, f + dA).
Step 2. We define ξn, fn as in the second step of the proof of [3, Theorem 4.2] and
set Ant =
∫ t
0 1{|A|s≤n} dAs . The proof of the existence of a solution (Y, Z) ∈ D p ⊗ M p
of BSDE(ξ, σ, f + dA) goes as the proof of [3, Theorem 4.2], the only difference
being in the use of Lemma 3.1 and Proposition 3.2 instead of [3, Lemma 3.2] and [3,
Proposition 3.2]. 
We now turn to the case p = 1. We first prove the uniqueness result.
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THEOREM 3.6. Let p = 1. If (A2) is satisfied, then there exists at most one solution
(Y, Z) of BSDE(ξ, σ, f + dA) such that Y is of class (D).
Proof Without the loss of generality, we may assume that μ ≤ 0. Let (Y, Z),
(Y ′, Z ′) be the solutions of BSDE(ξ, σ, f + dA) such that Y, Y ′ are of class (D).




f (s, Ys) − f (s, Y ′s) ds −
∫ σ
t
Z s h Bs, t ≥ 0.
Let τk = inf{t ≥ 0;
∫ t
0 |Zs |2 ds ≥ k}. By the Itô–Meyer formula and (A2),
|Y t | ≤ |Y τk∧σ | +
∫ τk∧σ
t




〈 ˆsgn(Y s), Zs dBs〉 ≤ −
∫ τk∧σ
t
〈 ˆsgn(Y s), Zs dBs〉, t ≥ 0.
Taking the conditional expectation with respect to Ft on both sides of the above
inequality and then letting k → ∞ and using the fact that Y is of class (D), we
conclude that |Y t | = 0, t ≥ 0. 
For k > 0, let us put
Tk(y) = kyk ∨ |y| , y ∈ R
N .
THEOREM 3.7. Let p = 1. If (A1)–(A4) are satisfied, then there exists a solution
(Y, Z) of BSDE(ξ, σ, f + dA) such that (Y, Z) ∈ Dq ⊗ Mq for q ∈ (0, 1) and Y is
of class (D).
Proof. Without the loss of generality, we may assume that μ ≤ 0. Set




By Theorem 3.5, for every n ∈ N, there exists a solution (Y n, Zn) ∈ D2 ⊗ M2 of
BSDE(ξn, σ, fn + dAn). Let m ≥ n. Write δY = Y m − Y n, δZ = Zm − Zn, δξ =






|δZs |2 ds > k
}
.
By the Itô–Meyer formula, for t ≥ 0, we have
|δYt∧τk | ≤ |δYτk∧σ | +
∫ τk∧σ
t




〈 ˆsgn(δYs−), d(Ams − Ans )〉 +
∫ τk∧σ
t
〈 ˆsgn(δYs), δZs dBs〉
≤ |δYτk∧σ | +
∫ τk∧σ
t




d|Am − An|s +
∫ τk∧σ
t
〈 ˆsgn(δYs), δZs dBs〉,
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the last inequality being a consequence of monotonicity of fn with respect to y.
Conditioning with respect to Ft and using the fact that δY is of class (D), we conclude
from the above inequality that
|δYt | ≤ EFt
(
|ξ |1{|ξ |>n} +
∫ σ
0





for t ≥ 0. To complete the proof, it suffices now to repeat step by step the arguments
following Eq. (12) in the proof of [3, Proposition 6.4]. 
4. Markov processes and potential theory
To make our exposition in the next sections self-contained, in this section, we recall
some useful facts about diffusions associated with the operator At defined by (1.2),
their additive functionals and the Revuz correspondence between these functionals
and soft measures.
4.1. Time-inhomogeneous diffusions
Let  = C(R+;Rd) be the space of continuous Rd -valued functions on R+ =
[0,∞), X be the canonical process on , F0s,t = σ(Xu, u ∈ [s, t]). We define Fs,∞
as the completion of F0s,∞ with respect to the family P = {Ps,μ : μ is a probability
measure on B(Rd)}, where Ps,μ(·) =
∫
Rd Ps,x (·) μ(dx), and then we define Fs,t as
the completion of F0s,t in Fs,∞ with respect to P .
Let p denote the fundamental solution for the operator At defined by (1.2). It is
known (see [31]) that there exists a unique time-inhomogeneous Markov process
X = {(X, Ps,x ) : (s, x) ∈ R+ × Rd} associated with At . Namely, X is a unique
Markov process for which p is the transition density function, i.e.,
Ps,x (Xt = x; 0 ≤ t ≤ s) = 1, Ps,x (Xt ∈ ) =
∫

p(s, x, t, y) dy, t > s
for any  ∈ B(Rd). It is known (see [32]) that X admits the so-called strict Fukushima
decomposition, i.e., for every (s, x) ∈ R+ × Rd ,
Xt − Xs = As,t + Ms,t , s ≤ t, Ps,x -a.s.,
where M is a two-parameter martingale additive functional (MAF) of X of finite energy
and A is a two-parameter continuous additive functional (CAF) of X of zero energy.
Moreover,
〈Mis,·, M js,·〉t =
∫ t
s
ai j (r, Xr ) dr, s ≤ t, (4.1)




σ−1(r, Xr ) dMs,r , t ≥ s, (4.2)
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where σ · σ T = a is a Brownian motion under Ps,x . It is also known (see [20]) that
Bs,· is an {Fs,t }t≥s -Brownian motion.
4.2. Time-homogeneous diffusions
In what follows we will also make substantial use of time-homogeneous Markov
process X′ associated with the operator ∂
∂t + At (see [24]). A brief sketch of a useful
construction of X′ on an extension of  is given below.
We set
′ = R+ × , P ′s,x (B) = Ps,x ({ω ∈  : (s, ω) ∈ B}) (4.3)
and consider the process X on ′ defined as
Xt (s, ω) = (s + t, Xs+t (ω)), t ≥ 0. (4.4)
Let F ′0t = σ(Xu, u ≤ t), F ′0∞ = σ(Xu, u < ∞) and let F ′∞ denote the completion
of F ′0∞ with respect to the family P ′ = {P ′μ : μ is a probability measure on R+ ×
R
d} and F ′t denote the completion of F ′0t in F ′∞ with respect to P ′. Then, X′ =
{(Xt , P ′s,x ); (s, x) ∈ R+ × Rd} is a time-homogeneous Markov process with respect
to the filtration {F ′t } with the transition density
P ′(t, (s, x), ) = P(s, x, s + t, s+t ), (4.5)
where s+t = {x ∈ Rd : (s + t, x) ∈ }.
It is known (see [25]) that X′ admits the strict Fukushima decomposition, i.e., for
every (s, x) ∈ R+ × Rd ,
Xt = X0 + At + Mt , t ≥ 0, P ′s,x -a.s.,
where A is a CAF of X′ of zero energy and M is a MAF of X′ of finite energy. It is
also known (see [19]) that
p(At )(ω′) = As,s+t (ω), p(Mt )(ω′) = Ms,s+t (ω), t ≥ 0 (4.6)
for ω′ = (s, ω), where p : R+ × Rd → Rd is the orthogonal projection. Set
At = p(At ), Mt = p(Mt ), t ≥ 0
and for t ≥ 0 define τ(t) : ′ → R+ by putting
τ(t)(ω′) = s + t = τ(0)(ω) + t
for ω′ = (s, ω). From now on, we adopt the convention that if ξ is a random variable
on , then ξ(ω′) = ξ(ω) for ω′ = (s, ω) ∈ ′. With this convention
Xt = (τ (t), Xτ(t)), t ≥ 0.
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We put





σ−1(Xr ) dMr , t ≥ 0. (4.7)
By (4.1) and (4.6),
〈Mi , M j 〉t =
∫ t
0
ai j (Xr ) dr, t ≥ 0, P ′s,x -a.s.
for every (s, x) ∈ R+ × Rd . Therefore, B is a Brownian motion under P ′s,x for every
(s, x) ∈ R+ × Rd . In fact, by [20], it is an {F ′t }t≥0 -Brownian motion.
4.3. Capacity, soft measures, and quasi-continuity
Let W be the space of all u ∈ L2(R+; H10 (D)) such that ∂u∂t ∈ L2(R+; H−1(D))
endowed with the usual norm ‖u‖W = ‖u‖L2(R+;H10 (D)) + ‖
∂u
∂t ‖L2(R+;H−1(D)).
We define the parabolic capacity of an open set U ⊂ R+ × D as
cap(U ) = inf{‖u‖W : u ∈ W, u ≥ 1U a.e. in R+ × D}.
The parabolic capacity of a Borel set B ⊂ R+ × D is defined as
cap(B) = inf{cap(U ) : U is an open subset of R+ × D, B ⊂ U }.
We also consider the Newtonian capacity on D. For an open set U ⊂ D, we put
capN (U ) = inf{‖u‖H10 (D) : u ∈ H
1
0 (D), u ≥ 1U a.e. in D},
and for a Borel set B ⊂ D, we put
capN (B) = inf{capN (U ) : U is an open subset of D, B ⊂ U }.
From now on, we say that some property is satisfied for quasi-every (q.e. for short)
x ∈ D (respectively, (s, x) ∈ R+ × D) if it is satisfied except for some Borel subset
of D (respectively, R+ × D) of capN (respectively, cap) capacity zero.
Let μ be a Radon measure on D (respectively, R+ × D). Following [6], we say
that μ is soft if μ charges no set of cap N (respectively, cap) capacity zero. In what
follows by M0(D) (respectively, M0), we denote the set of all soft measures on D
(respectively, R+ × D) and by M0,b(D) (respectively, M0,b) the set of all bounded
soft measures on D (respectively, R+ × D).
Let B be a Borel subset of R+ × D (respectively, D) and u : B → R be a Borel
measurable function. We say that u is quasi-continuous if for every ε > 0, there exists
a closed set Fε ⊂ B such that cap(B \ Fε) < ε (respectively, capN (B \ Fε) < ε) such
that u|Fε is continuous. In the paper, we shall mostly work with functions on B = D
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or B = DT . We adopt the convention that for u defined on B = D ( respectively,
B = DT ) u(x) = 0 (respectively, u(t, x) = 0) for x ∈ Rd \ D (respectively,
(t, x) ∈ (R+ × Rd) \ DT ). It is well known that u on DT (respectively, D) is quasi-
continuous iff the process [0, ζτ )  t → u(Xt ) (respectively, [0, ζ 0)  t → u(Xt ))
is continuous under P ′s,x (respectively, P0,x ) for q.e. (s, x) ∈ DT (respectively, q.e.
x ∈ D). We will also consider quasi-càdlàg functions on DT , i.e., Borel functions u
on DT , such that the process [0, ζτ ]  t → u(Xt ) is càdlàg for q.e. (s, x) ∈ DT .
4.4. Additive functionals and soft measures
Let Es,x (respectively, E ′s,x ) denote the expectation with respect to Ps,x (respec-
tively, P ′s,x ) and let m1 denote the Lebesgue measure on R+ × Rd . Let ζ 0 be defined
by (1.7) with s = 0, i.e.,
ζ 0 = inf{t ≥ 0, Xt /∈ D}.
Let us recall that a positive AF A of X′ and a positive soft measure μ on R+ × D are
in the Revuz correspondence if



















for every f ∈ B+(R+×D). If 〈μ, 1〉 < ∞, then A is called integrable. It is known (see
[22,30]) that under (4.8), the family of all integrable positive AFs of X′ and the family
of all bounded positive soft measures on R+× D are in one-to-one correspondence. In
what follows the additive functional corresponding to a positive bounded soft measure
μ will be denoted by Aμ.
Let p′D denote the transition density of the process X′ killed on exiting R+ × D. It











f (z)p′D(t, (s, x), z) dμ(z)
)
dt (4.9)
for every f ∈ B+(R+ × D) (see [22]).
Suppose now that the coefficients of the operator (1.2) do not depend on time, i.e.,












It is well known that the fundamental solution for A has the property that p(s, x, t, y) =
p(t − s, x, y) for any t > s, x = y. Consequently, X = {(X, Px ) : x ∈ Rd},
where Px = P ′0,x is a time-homogeneous Markov process with the transition density
p(t, x, y) = p(0, x, t, y). It is also known (see, e.g., [9]) that in the time-homogeneous
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case, a positive CAF A of X and a positive soft measure μ on D are in the Revuz
correspondence if








e−αt f (Xt ) dAt
)
dm(x) (4.11)
for every f ∈ B+(D), where Ex denotes the expectation with respect to Px . If 〈μ, 1〉 <
∞, then A is called integrable. In [9], it is proved that the family of all integrable
positive CAFs of X and the family of all bounded positive soft measures on D are in
one-to-one correspondence via formula (4.11).
Let Aμ denote the additive functional corresponding to a positive bounded soft
measure μ, pD denote the transition density of the process X killed on exiting D, and
let G D(x, y) =
∫ ∞









f (y)pD(t, x, y) dμ(y) dt =
∫
D
f (y)G D(x, y) dμ(y)
(4.12)
for every f ∈ B+(D). In the whole paper for a fixed Borel positive measure μ on DT













G D(x, y) dμ(y).
Finally, let us recall that there is c depending only on d, such that p(t, x, y) ≤
Ct−d/2 for t > 0, x, y ∈ Rd (see, e.g., [1]). Therefore, by [5, Theorem 1.17], there is
c depending only on d, such that
sup
x∈Rd
Exζ 0 ≤ c|D|d/2, (4.13)
where |D| denotes the Lebesgue measure of D, whereas from Corollary to Proposition
1.18 in [5], it follows that there exists constants a > 0, b > 0 depending only on d,
and |D| such that for every t > 0,
sup
x∈Rd
Px (ζ 0 > t) ≤ ae−bt . (4.14)
5. Markov-type BSDEs and PDEs
Let us fix T > 0 and set DT = [0, T ] × D. In this section, we show existence and
uniqueness results for systems of PDEs of the form{
∂uk
∂t + At uk = − f k(t, x, u) − μk, k = 1, . . . , N ,
u|∂ D(t, ·) = 0, t ∈ [0, T ), u(T, ·) = ϕ on D, (5.1)
where At is given by (1.2).
Let f : DT × RN → RN . We consider the following hypotheses.
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(H1) f (·, ·, y) is measurable for every y ∈ RN and f (t, x, ·) is continuous for a.e.
(t, x) ∈ DT .
(H2) There is α ∈ R such that 〈 f (t, x, y)− f (t, x, y′), y − y′〉 ≤ α|y − y′|2 for every
y, y′ ∈ RN and a.e. (t, x) ∈ DT .
(H3) f (·, ·, 0) ∈ L1(DT ), μ ∈ M0,b(DT ), ϕ ∈ L1(D).
(H4) ∀r>0, y∈RN R0,T (sup|y|≤r | f (·, ·, y)|) < ∞, m1-a.e.
REMARK 5.1. It is known (see [17, Proposition 3.6]) that if f ∈ L1(DT ), then
R0,T | f | < ∞, m1-a.e. Therefore, (H4) is satisfied if sup|y|≤r | f (·, ·, y)| ∈ L1(DT )
for every y ∈ RN and r ≥ 0. However, the class of functions f ∈ B(DT ) such
that R0,T | f | < ∞, m1-a.e. is wider than L1(DT ). It includes in particular the space
L1(DT ; δ · m1), where δ(x) = dist(x, ∂ D) (see [17, Example 5.2]).
It is known that in case N = 1, one can find solutions of problems of the form
(5.1) in the (nonlinear) space T 0,12 of all Borel measurable functions u on DT such
that Tk(u) ∈ L2(0, T ; H10 (D)) for every k ≥ 1 (see [2,6]). In the case of systems,
the problem is more difficult, because we do not know whether the solutions or its
truncation have gradients in the usual sense (i.e., locally in some Sobolev space). This
is related to the lack of integrability of fu . The same problem appears in the case
of elliptic systems. In the scalar case, it is known that a solution of (5.1) belongs to
W 1,q0 (D) for every q ∈ [1, dd−1 ) (see [34]) but in case N > 1, the problem whether
a solution belongs to W 1,q0 (D) for some q ≥ 1 is open. To overcome the difficulty
in [15], the existence and uniqueness of elliptic systems with measure data similar to
(5.1) is proved in some wider than T 0,12 (see Corollary 5.6) linear space. The space
introduced in [15] makes essential use of the Markov process X associated with the
operator A defined by (4.10) and therefore may be called a stochastic Sobolev space.
In what follows we extend the ideas from [15] to parabolic systems. We begin with
the definition of the stochastic Sobolev space of functions depending on time.
Let W 0,1(XDT ) denote the set of all u ∈ F M (definition below) for which there
exists a sequence {un} ⊂ C∞c (DT ) such that for q.e. (s, x) ∈ DT ,∫ ζτ
0
|(un − u)(Xt )|2 dt → 0 in probability P ′s,x as n → ∞ (5.2)
and ∫ ζτ
0
|∇(un − um)(Xt )|2 dt → 0 in probability P ′s,x as n, m → ∞. (5.3)
In [14], it is proved that for every u ∈ W 0,1(XDT ), there exists a unique (a.e.)
function v ∈ B(DT ) such that for every {un} ⊂ C∞c (DT ) satisfying (5.2) and (5.3),∫ ζτ
0
|∇un(Xt ) − v(Xt )|2 dt → 0 in probability P ′s,x as n → ∞ (5.4)
for q.e. (s, x) ∈ DT .
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Given u ∈ W 0,1(XDT ), we denote by ∇Xu the unique function v satisfying (5.4).
Notice that directly from the construction of ∇Xu, it follows that ∇Xu = ∇u a.e. if
u ∈ L2(0, T ; H10 (D)).
By F M , we denote the space of Borel measurable functions u on DT such that for
q.e. (s, x) ∈ DT , P ′s,x (
∫ ζτ
0 |u(Xr )|2 dr < ∞) = 1. We say that un → u in F M if
(5.2) holds for q.e. (s, x) ∈ DT .
DEFINITION. Let un, u ∈ W 0,1(XDT ). We say that un → u in W 0,1(XDT ) if
un → u in F M and ∇Xun → ∇Xu in F M .
REMARK 5.2. (i) Let O(→) be the topology generated by the convergence in
















Indeed, by the Kantorovich–Kisyn´ski theorem (see [11,12]),
un → u in O(→) iff ∀(nk) ⊂ (n) ∃(nkl ) ⊂ (nk) unkl → u in W 0,1(XDT ). (5.5)
Assume that un → u in O(→) and (un) does not converge to u in | · |1. Then,
there exists ε > 0 and subsequence (nk) ⊂ (n) such that
|u − unk |1 > ε, k ≥ 1. (5.6)
On the other hand, by (5.5), there exists a subsequence (nkl ) ⊂ (nk) such that
unkl
→ u in W 0,1(XDT ). Hence, by the Lebesgue dominated convergence the-
orem, |unkl − u|1 → 0 as l → ∞, which contradicts (5.6). Now, assume that|un − u|1 → 0 as n → ∞ and let (nk) ⊂ (n). By [16, Proposition 3.3], there
exists a subsequence (nkl ) ⊂ (nk) such that unkl → u in W 0,1(XDT ). Since
(nk) ⊂ (n) was arbitrary, (5.5) implies that un → u in O(→).
(ii) By [14, Proposition 4.6], the space (W 0,1(XDT ),O(→)) is complete.
LEMMA 5.3. If u ∈ W 0,1(XDT ), θ ∈ C1(R) and there is c > 0 such that |θ ′(t)| ≤
c for t ∈ R, then θ(u) ∈ W 0,1(XDT ) and ∇X(θ(u)) = θ ′(u)∇Xu.
Proof. Since u ∈ W 0,1(XDT ), there exists a sequence {ηn} ⊂ Cc(DT ) such that
ηn → u and ∇ηn → ∇Xu in F M . Using the assumptions on θ , one can easily show
that θ(ηn) → θ(u) and ∇θ(ηn) = θ ′(ηn)∇ηn → θ ′(u)∇Xu in F M , which proves the
desired result. 
LEMMA 5.4. Let k ∈ R and u ∈ W 0,1(XDT ). Then, u ∧ k, u ∨ k ∈ W 0,1(XDT )
and
∇X(u ∧ k) = 1(−∞,k)(u)∇Xu = 1(−∞,k](u)∇Xu, a.e.,
∇X(u ∨ k) = 1(k,∞)(u)∇Xu = 1[k,∞)(u)∇Xu, a.e.
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1, if t ≤ k,








0 σn(r) dr, t ∈ R. Standard arguments show that θn(u) → u ∧ k in F M
and, by the use of Lemma 5.3, that ∇Xθn(u) = σn(u)∇Xu → 1(−∞,k)(u)∇Xu in F M .
Hence, u ∧ k ∈ W 0,1(XDT ) and ∇X(u ∧ k) = 1(−∞,k)(u)∇Xu. If we repeat the above















0 if t ≥ k
we will obtain ∇X(u ∧ k) = 1(−∞,k](u)∇Xu. 
Let F B denote the space of Borel measurable functions on DT such that for q.e.
(s, x) ∈ DT , P ′s,x (ess supr∈[0,ζτ ] |u(Xr )| < ∞) = 1. Observe that every quasi-càdlàg
function belongs to F B.
One of the reason why the space T 0,12 has been introduced is that the standard
Sobolev space L2(0, T ; H10 (D)) lacks the property that u ∈ L2(0, T ; H10 (D)) if
u is quasi-càdlàg (natural class for solutions of equations with measure data) and
Tk(u) ∈ L2(0, T ; H10 (D)) for every k ≥ 0. The following lemma shows the stochastic
Sobolev space has this remarkable feature.
LEMMA 5.5. If u ∈ F B and Tk(u) ∈ W 0,1(XDT ) for every k ≥ 0, then u ∈
W 0,1(XDT ).











|u|21{|u|>k}(Xr ) dr > ε
)
→ 0,


























|∇XTl(u)|21{|u|≥k}(Xr ) dr > ε
)
≤ P ′s,x (ess sup
r∈[0,ζτ ]
|u(Xr )| ≥ k).
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By the assumption that u ∈ F B, the right-hand side of the above inequality tends to
zero as k → ∞, which shows that ∇XTk(u) − ∇XTl(u) → 0 in F M as k, l → ∞.
Consequently, u ∈ W 0,1(XDT ). 
In [14], it is shown by examples that in general neither T 0,12 ⊂ W 0,1(XDT ) nor
T 0,12 ⊃ W 0,1(XDT ). However, we have the following corollary to Lemma 5.5.
COROLLARY 5.6. If u ∈ T 0,12 and u ∈ F B, then u ∈ W 0,1(XDT ).
Besides being nonlinear, another drawback to the space T 0,12 is that it is sometimes
too small in practice. For instance, in [14], it is proved that solutions of some types
of the obstacle problem are quasi-continuous and belong to W 0,1(XDT ) but do not
belong to T 0,12 .
EXAMPLE 5.7. Let B(0, k−1) = {x ∈ R2 : |x | < k−1}, D = B(0, 1), and let
α ∈ R.
(i) Put v(t, x) = 1 − |x |−α for (t, x) ∈ DT . Since capN (B(0, k−1)) → 0 as
k → ∞, v ∈ W 0,1(XDT ) and
∇Xv(t, x) = −αx |x |−(α+2), (t, x) ∈ DT
for every α ∈ R. If α ≥ 2, then v is not locally integrable, so there is no sense
to speak about its distributional derivative. But let us observe that v ∈ T 0,12 for
every α ∈ R.
(ii) Put u(t, x) = sin v(t, x), (t, x) ∈ DT . Then, by Lemma 5.3, u ∈ W 0,1(XDT )
and
∇Xu(t, x) = αx |x |−(α+2) cos(1 − |x |−α)
for every α ∈ R. One can check that for every ε > 0 and α > 1,∫
B(0,ε)
α|x |−(α+1)| cos(1 − |x |−α)| dx = ∞,
which shows that if α > 1, then u /∈ T 0,12 since Tk(u) = u for k ≥ 1. However,




αx |x |−(α+2) cos(1 − |x |−α)
)
,





αx |x |−(α+2) cos(1 − |x |−α)η(x) dm(x).
Accordingly, even if the distributional derivative of u ∈ W 0,1(XDT ) exists, it is
not a function in general.
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Following [18], we adopt the following definition.
DEFINITION. We say that a measurable function f : DT → R is quasi-integrable
if the function [0, ζτ ]  t → f (Xt ) belongs to L1([0, ζτ ]) P ′s,x -a.s. for q.e. (s, x) ∈
DT . The set of all quasi-integrable functions on DT will be denoted by q L1(DT ).
We say that a measurable function u on DT is of class (FD) if for q.e. (s, x) ∈ DT ,
the process u(X) on [0, ζτ ] is of class (D) under the measure P ′s,x .
REMARK 5.8. It is known (see [19]) that if f is quasi-integrable in the analytic
sense, i.e., if for every ε > 0, there exists an open set Gε ⊂ DT such that cap(Gε) < ε
and f|DT \Gε ∈ L1(DT \Gε) then f ∈ q L1. In particular, it follows that if f ∈ L1(DT ),
then f ∈ q L1(DT ). It is also clear that if R0,T | f | < ∞, m1-a.e., then f ∈ q L1(DT ).
DEFINITION. We say that a measurable function u : DT → RN is a solution of
system (5.1) if
(a) (t, x) → f (t, x, u(t, x)) ∈ q L1(DT ), u ∈ W 0,1(XDT ) and u is of class (FD),
(b) For q.e. (s, x) ∈ DT ,
u(Xt ) = 1{ζ>Tτ }ϕ(XTτ ) +
∫ ζτ
t







σ∇Xu(Xr ) dBr , t ∈ [0, ζτ ], P ′s,x -a.s. (5.7)
In what follows for a given function u on DT , we set
u¯(t, x) = u(T − t, x), (t, x) ∈ DT ,






η dμ¯, η ∈ Bb(DT ).
DEFINITION. We say that u is a solution of (1.1) on [0, T ] if u¯ is a solution of
(5.1) with fu replaced by f¯u, μ replaced by μ¯ and a replaced by a¯.
DEFINITION. Let (s, x) ∈ DT . We say that a pair (Y s,x , Zs,x ) consisting of
an RN -valued process Y s,x and an Rd × RN -valued process Zs,x is a solution of
BSDEs,x (ϕ, D, f + dμ) if Y s,x , Zs,x are {F ′t } progressively measurable, Y s,x is
càdlàg, t → f (Xt , Y s,xt , Zs,xt ) ∈ L1(0, ζτ ), P ′s,x -a.s., P ′s,x (
∫ ζτ
0 |Zs,xr |2 dr < ∞) = 1
and
Y s,xt = 1{ζ>Tτ }ϕ(XTτ ) +
∫ ζτ
t







Z s,xr dBr , t ∈ [0, ζτ ], P ′s,x -a.s.
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Observe that from the above two definitions, it follows that if u is a solution of (5.1),
then for q.e. (s, x) ∈ DT the pair (Y s,x , Zs,x ) = (Y, Z), where
(Yt , Zt ) = (u(Xt ), σ∇Xu(Xt )), t ∈ [0, ζτ ]
is a solution of BSDEs,x (ϕ, D, f +dμ). In the rest of this section, we are going to prove
that under (H1)–(H4), this statement can be reversed in the following sense. For q.e.
(s, x) ∈ DT , there exists a unique solution (Y s,x , Zs,x ) of BSDEs,x (ϕ, D, f +dμ) and
if we set u(s, x) = E ′s,x Y s,x0 for (s, x) ∈ DT , then u is a solution of (5.1). Moreover,
Y s,xt = u(Xt ), t ∈ [0, ζτ ], P ′s,x -a.s., Zs,x = σ∇Xu(X), dt ⊗ P ′s,x -a.s. (5.8)
Let us first state the following corollary to Theorem 3.7.
PROPOSITION 5.9. Assume (H1)–(H4). Let F be the set of those (s, x) ∈ DT
for which the data ζτ , f (X, ·, ·), ϕ(XTτ )1{ζ>Tτ }, Aμ satisfy assumptions (A1)–(A4)
under the measure P ′s,x . Then, cap(DT \ F) = 0, and for every (s, x) ∈ F, there exists
a unique solution (Y s,x , Zs,x ) of BSDEs,x (ϕ, D, f + dμ) such that (Y s,x , Zs,x ) ∈
Dq ⊗ Mq for q ∈ (0, 1) and Y s,x is of class (D).
Proof. That cap(DT \ F) = 0 follows from [16, Corollary 3.4] (see also [13, Remark
3.2]). The second assertion follows from Theorem 3.7. 
The crucial issue in the proof of representation (5.8) and existence of solution to
system (5.1) is regularity of the function DT  (s, x) → u(s, x) = E ′s,x Y s,x0 . In
most papers concerning probabilistic solutions for PDEs or stochastic representation
for solutions of PDEs, the regularity is proved by using the results of probabilistic
potential theory which may be applied when u(s, x) = E ′s,x
∫ ζτ
0 dAr for some AF of
X
′
. Here, such approach cannot be applied because in general, u does not admit the
last representation [in general, integrals on the right-hand side of (1.8) do not exists].
We cope with the problem of regularity of u in Propositions 5.10, 5.11.
PROPOSITION 5.10. Let F be a Borel subset of DT such that cap(DT \ F) = 0.
Assume that for every (s, x) ∈ F, the real process Y s,x is a continuous semimartingale
under P ′s,x such that Y
s,x
t∨ζ = 0, t ≥ 0, and there exists a Borel function v on DT such
that for every (s, x) ∈ F and every t ∈ [0, Tτ ],
v(Xt ) = Y s,xt , P ′s,x -a.s. (5.9)
Then, u(s, x) = E ′s,x Y s,x0 is a quasi-continuous version of v and for every (s, x) ∈ F,
u(Xt ) = Y s,xt , t ∈ [0, ζτ ], P ′s,x -a.s.
Proof. Let (s, x) ∈ F . Since Y s,x is a continuous semimartingale, there exists a finite
variation continuous process Rs,x and Zs,x ∈ M such that






Z s,xr dBr , t ∈ [0, ζτ ], P ′s,x -a.s.
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First, let us assume additionally that Y s,x is bounded. Write Ln = Y s,x − 1
n
and
U = Y s,x . Then, Ln < U and by [10], for every (s, x) ∈ F , there exists a unique
solution (Y n, Zn, Rn), on the space (′,F ′∞, P ′s,x ), of the reflected BSDE with final
condition ξ ≡ v(XDTτ ), lower barrier Ln and upper barrier U (RBSDEs,x (ξ, 0, Ln,U )
for short) such that Y n ∈ S2, Zn ∈ M and Rn ∈ V . By [10, Theorem 1.3], Y nt ≤
Y n+1t , t ∈ [0, ζτ ], P ′s,x -a.s. for every n ≥ 1. Therefore,
Y nt ↗ Yt , t ∈ [0, ζτ ], P ′s,x -a.s. (5.10)
Let us fix n ∈ N and set Ht = Y nt , t ∈ [0, ζτ ]. By [10],
Hkt ↗ Ht , t ∈ [0, ζτ ], P ′s,x -a.s., (5.11)
where Hk is the first component of the solution of RBSDEs,x (0, fk,U )with fk(t, y) =
k(y − Lnt )−. Let Hk,l denote the first component of the solution of BSDEs,x (v(T, ·),
fk,l) with fk,l(t, y) = k(y − Lnt )− − l(y − Ut )+. Then, by [7],
Hk,lt ↘ Hkt , t ∈ [0, ζτ ], P ′s,x -a.s. (5.12)
By (5.9), fk,l(·, y) = k(y −v(X)+ 1n )− − l(y −v(X))+, dt ⊗ P ′s,x -a.e. on [0, ζτ ]×
for every y ∈ R. Set gk,l(t, x, y) = k(y − v(x) + 1n )− − l(y − v(x))+. By [13],
Hk,lt = hk,l(Xt ), t ∈ [0, ζτ ], P ′s,x -a.s.,
where hk,l is a quasi-continuous version of the solution of PDE(0, gk,l). Let us put
h(s, x) = lim sup
k→∞
lim inf
l→∞ hk,l(s, x), (s, x) ∈ DT .
Then, by (5.11) and (5.12),
Ht = h(Xt ), t ∈ [0, ζτ ], P ′s,x -a.s.
for every (s, x) ∈ F . In particular, since H ∈ S2, the function h is quasi-continuous.
From what has already been proved it follows that for every n ≥ 1, there exists a
quasi-continuous function un such that
Y nt = un(Xt ), t ∈ [0, ζτ ], P ′s,x -a.s.
for every (s, x) ∈ F . Putting u(s, x) = lim supn→∞ un(s, x), (s, x) ∈ DT , we get by
(5.10) the desired result.
Now, we show how to dispense with the assumption that Y s,x is bounded. By the
Itô–Tanaka formula, Tk(Y ) is a semimartingale, so by the first part of the proof, the
function uk defined as uk(s, x) = E ′s,x Tk(Y s,x0 ), (s, x) ∈ DT , is quasi-continuous
and for each k ∈ N,
Tk(Y s,xt ) = uk(Xt ), t ∈ [0, ζτ ], P ′s,x -a.s. (5.13)
for every (s, x) ∈ F . But uk(s, x) = Es,x Tk(Y s,x0 ) = Tk(Es,x Y s,x0 ) since Y s,x0 is
constant P ′s,x -a.s. Therefore, letting k → ∞ in (5.13), we get the desired result for
Y . 
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PROPOSITION 5.11. Let F be a Borel subset of DT such that cap(DT \ F) = 0
and let u : DT → R be a Borel function. If u(X) is a continuous semimartingale
under P ′s,x on [0, ζτ ] for (s, x) ∈ F, then u ∈ W 0,1(XDT ) and there exists CAF A of
finite variation such that






σ∇Xu(Xr ) dBr , t ∈ [0, ζτ ], P ′s,x -a.s.
for every (s, x) ∈ F.





r dBr . Let us first assume that u is bounded. By [14], we know that
Y nt = un(Xt ), t ∈ [0, ζτ ], σ∇Xun(X) = Zn, dt ⊗ P ′s,x -a.e., (5.14)
where un ∈ W 0,1(XDT ) is a solution of OP (v(T, ·), 0, Ln,U ) (with two barriers).
Fix (s, x) ∈ F . Since Y = u(X) is a continuous semimartingale and the underlying
filtration is Brownian, there exists a finite variation continuous process Rs,x and a
process Zs,x ∈ M such that











r dBr . Since the process Y is continuous, from the proof of Propo-
sition 5.10 and Dini’s theorem, it follows that
P ′s,x ( sup
t∈[0,ζτ ]
|Y nt − Yt |2 > ε) → 0. (5.16)
Moreover, by [14, Proposition 6.1],
dRn,+ ≤ 1{Y nt =Lnt }dR+t , dRn,− ≤ 1{Y nt =Ut }dR−t .
Therefore, there exists a sequence of stopping times {τk} such that τk ≤ τk+1, k ≥
1, τk → ζτ P ′s,x -a.s. for q.e. (s, x) ∈ DT and for every k ≥ 1, the sequence {Y n,τk }
satisfies the condition UT (see, e.g., [33]). Therefore,
P ′s,x (〈Mn − Ms,x 〉ζτ > ε) → 0 (5.17)
(see, e.g., [33, Proposition 1.5]). From (5.14)–(5.17), we deduce that u ∈ W 0,1(XDT )
and σ∇Xu(XD) = Zs,x , dt ⊗ P ′s,x -a.e. Putting




we see that A is a CAF of finite variation and P ′s,x (R
s,x
t = At , t ∈ [0, ζτ ]) = 1, which
proves the proposition in the case u is bounded. In the general case, (5.15) still holds.
By the Itô–Tanaka formula, for every k > 0, we have
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1(−k,k](u(Xr ))Zs,xr dBr +
1
2
(Lkt − L−kt ), t ∈ [0, ζτ ],
where Lk (respectively, L−k) is the local time of the process u(X) at k (respectively,
−k). By the first step of the proof, Tk(u) ∈ W 0,1(XDT ) for every k ≥ 0. Since u is
quasi-continuous, u ∈ F B and hence, by Lemma 5.5, u ∈ W 0,1(XDT ). By the first
step of the proof,
Zs,x 1(−k,k](u(X)) = σ∇X(Tk(u))(X), dt ⊗ P ′s,x -a.e.
Hence, by Lemma 5.4,
Zs,x 1(−k,k](u(X)) = 1(−k,k](u(X))σ∇Xu(X), dt ⊗ P ′s,x -a.e.
for every k ≥ 0, which implies that
Zs,x = σ∇Xu(X), dt ⊗ P ′s,x -a.e.
The rest of the proof runs as in the first step. 
THEOREM 5.12. Assume (H1)–(H4). Then, there exists a unique solution u of
system (5.1). Moreover, there exists a version of u (still denoted by u) such that (5.7)
is satisfied for every (s, x) ∈ F, where F is defined in Corollary 5.9.
Proof. By Proposition 5.9, for every (s, x) ∈ F , there exists a solution (Y s,x , Zs,x ) of
BSDEs,x (ϕ, D, f + dμ) such that (Y s,x , Zs,x ) ∈ Dq ⊗ Mq for q ∈ (0, 1) and Y s,x is
of class (D). By [19, Proposition 3.5], u(Xt ) = Y s,xt , P ′s,x -a.s. for every (s, x) ∈ F and
every t ∈ [0, Tτ ], where u(s, x) = E ′s,x Y s,x0 . Our aim is to show that u is quasi-càdlàg,
belongs to W 0,1(XDT ) and representation (5.8) holds q.e. Note that we cannot apply
directly Propositions 5.10, 5.11 because we do not know that u(X) is continuous. To
overcome the difficulty, let us consider a solution (Y 1,s,x , Z1,s,x ) ∈ Dq ⊗ Mq , q ∈
(0, 1), of the BSDEs,x (ϕ, D, μ) such that Y 1,s,x is of class (D). By [19, Proposition
3.7], u1(s, x) = E ′s,x Y 1,s,x0 is quasi-càdlàg, u1 ∈ T 0,12 and for every (s, x) ∈ F ,
u1(Xt ) = Y 1,s,xt , t ∈ [0, ζτ ], P ′s,x -a.s., σ∇u1(X) = Z1,s,x , dt ⊗ P ′s,x -a.e.
(5.18)
Observe that
Y s,xt −Y 1,s,xt =
∫ ζτ
t
f (Xr , Y s,xr ) dr +
∫ ζτ
t
(Zs,xr − Z1,s,xr ) dBr , t ∈ [0, ζτ ], P ′s,x -a.s.
Applying Proposition 5.10 to each coordinate of the process Y s,x −Y 1,s,x , we conclude
that there is a quasi-continuous function v : DT → RN such that for every (s, x) ∈ F ,
Y s,xt − Y 1,s,xt = v(Xt ), t ∈ [0, ζτ ], P ′s,x -a.s.
Vol. 14 (2014) Existence and large-time asymptotics 937
From this and (5.18),
Y s,xt = u1(Xt ) + v(Xt ), t ∈ [0, ζτ ], P ′s,x -a.s.
But
v(s, x) = E ′s,x Y s,x0 − E ′s,x Y 1,s,x0 = u1(s, x) − u(s, x)
for q.e. (s, x) ∈ DT . Therefore,
Y s,xt = u(Xt ), t ∈ [0, ζτ ], P ′s,x -a.s.
It follows in particular that u is quasi-càdlàg. Since u1 is quasi-càdlàg, it belongs
to F B. Consequently, by Corollary 5.6, u1 ∈ W 0,1(XDT ). Therefore, from (5.18)
and Proposition 5.11 applied to each coordinate of the function v, it follows that
u ∈ W 0,1(XDT ) and
σ∇Xu(X) = Zs,x , dt ⊗ P ′s,x -a.e.
for every (s, x) ∈ F . Thus, u is a solution of (5.1). Uniqueness follows from Theorem
3.6. 
PROPOSITION 5.13. Let u be a solution of system (5.1). Then, ∇Xu ∈ Lqloc(DT )
for every q ∈ (0, 1).
Proof. Since u is of class (FD), u(X) is of class (D) on [0, ζτ ] under P ′s,x for q.e. (s, x) ∈
DT . Therefore, (u(X), σ∇Xu(X)) is a unique solution of BSDEs,x (ϕ, D, f +dμ). By
[3, Proposition 6.4], u ∈ Dq and ∇Xu ∈ Mq for q ∈ (0, 1). Applying the Itô–Meyer
formula to (5.7) and using (H2) and the fact that u is of class (FD), we get
|u(Xt )| ≤ E ′s,x
(
|ϕ(XTτ )|1{ζτ>Tτ } +
∫ ζτ
0






By [3, Lemma 6.1], for every q ∈ (0, 1),
E ′s,x sup
0≤t≤ζτ
|u(Xt )|q ≤ (1 − q)−1 E ′s,x
(
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≥ −1 E ′s,x
(∫ ζτ
0
|∇Xu(Xr )|q dr · ζ q/2−1τ
)















for q.e. (s, x) ∈ DT , where pD is the transition density of the process X killed
on exiting D. Therefore, the desired result follows from the well-known fact that
pD(s, x, ·, ·) is continuous and strictly positive on (s, T ] × D (see [1]). 
REMARK 5.14. From [19], it follows that if u is a probabilistic solution of (5.1)
such that f (·, u) ∈ L1(DT ), then u ∈ T 0,12 , u ∈ Lq(0, T ; W 1,q0 (D)) for q ∈ [1, d+2d+1 )
and u is a renormalized (entropy) solution of (5.1).
6. Large-time asymptotics
In this section, we prove our main results (1.10) and (1.11) on large-time behavior
of solutions of (1.1) in case A, μ and f do not depend on time. A key role in obtaining
(1.10), (1.11) play some a priori estimates on solutions of BSDEs which we present
below.
6.1. Large-time estimates for the solutions of BSDEs
Let μ be a soft measure such that Aμ is a CAF of X′. Let ζ nτ = (n − τ(0)) ∧ ζ and
let (Y n, Zn) be a solution of the BSDEs,x
Y nt = ϕ(Xn−τ(0))1{ζ>n−τ(0)} +
∫ ζ nτ
t







Znr dBr , 0 ≤ t ≤ ζ nτ
such that (Y n, Zn) ∈ Dq ⊗ Mq for q ∈ (0, 1) and Y n is of class (D). In the remainder
of the paper, we adopt the convention that Y nt = 0, t ≥ n − τ(0) and Znr = 0,
r ≥ n − τ(0).
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PROPOSITION 6.1. Assume that (H1)–(H4) are satisfied with α ≤ 0. Let n < m
and δYt = Y mt − Y nt , δZt = Zmt − Znt . Then, for every q ∈ (0, 1),
E ′s,x sup
t≥0
















| f (Xr , 0)| dr
)q)
for  = 0, 1, where Cq is the constant from Lemma 3.1.
Proof. Observe that
Y nt = Y n0 −
∫ t
0
1[0,ζ nτ ](r) f (Xr , Y nr ) dr −
∫ t
0









for t ≥ 0, where
V nt =
{
0, t < n − τ(0),
−Y nn−τ(0), t ≥ n − τ(0).
Put
ψ(t) = −Y m0 +
∫ t
0









+ Y n0 −
∫ t
0
1[0,ζ nτ ](r) f (Xr , Y nr ) dr −
∫ t
0





dV nr , t ≥ 0.
By the Itô–Meyer formula (see Corollary 2.3) and standard localization procedure for
local martingale N = ∫ ·0〈sgˆn(δYr−), δZr dBr 〉, for t ≤ m − τ(0), we have








Suppose that n − τ(0) < t ≤ m − τ(0). Since |δYm−τ(0)| = 0, it follows from (6.1)
that
|δYt | ≤ E ′s,x
(∫ m−s
t




〈1[0,ζmτ ](r)sgˆn(δYr−), dAμr 〉−
∫ m−s
t





〈sgˆn(δYr−), f (Xr ,Y mr )〉dr =
∫ ζmτ
t
〈sgˆn(Y mr−), f (Xr , Y mr )〉dr ≤
∫ ζ
n−τ(0)
| f (Xr , 0)| dr
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and ∫ ζmτ
t






〈sgˆn(δYr−), dV mr 〉
≤ |ϕ(Xm−τ(0))|1[0,ζmτ ].
By the above estimates, if n − τ(0) < t ≤ m − τ(0), then






| f (Xr , 0)| dr +|ϕ(Xm−s)|1[0,ζmτ ]|F ′t
)
≡ I (n, m).
Suppose now that 0 ≤ t ≤ n − τ(0). Then, by (6.1),
|δYt | ≤ E ′s,x
(∫ m−s
t








〈sgˆn(δYr−)1[0,ζ nτ ](r), dV nr 〉−
∫ m−s
t
〈sgˆn(δYr−)1[0,ζmτ ](r), dV mr 〉|Ft
)
≤ I (n, m)+E ′s,x
(∫ n−s
t








〈sgˆn(δYr−)1[0,ζ nτ ](r), dV nr 〉−
∫ n−s
t
〈sgˆn(δYr−)1[0,ζmτ ](r), dV mr 〉|F ′t
)
.
The last term is equal to zero. By (H2),
∫ n−τ(0)
t








〈(1[0,ζmτ ](r) − 1[0,ζ nτ ](r))sgˆn(δYr−), dAμr 〉 = 0.
By what has been already proved, for every t ≥ 0,









| f (Xr , 0)| dr |F ′t
)
. (6.2)
The desired estimate now follows from Lemma 6.1 in [3] and Lemma 3.1. 
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6.2. Large-time behavior of solutions of PDEs
In this subsection, we consider the operator A defined by (4.10) (with coefficients
not depending on time). Let us recall that for a nonnegative Borel measure μ on DT
(respectively, D), we write
R0,T μ(s, x) =
∫
DT
pD(s, x, t, y) dμ(t, y), (resp. Rμ(x) =
∫
D
G D(x, y) dμ(y)).
LEMMA 6.2. Let μ ∈ M+0,b(DT ). Then, there exists a PAF Aμ of X such that for




η(Xt ) dAμt =
∫
DT
η(θ, y)pD(s, x, t, y) dμ(t, y)
for every bounded η ∈ B(DT ).
Proof. See [13]. 
We say that a Borel measure μ on DT does not depend on time if for every A ∈
B([0, T ]) and B ∈ B(D),
μ(A × B) = λ(A) · μ˜(B) (6.3)
for some Borel measure μ˜ on D (Here, λ stands for the Lebesgue measure). Since
μ˜(B) = μ([0, 1] × B) for B ∈ B(D), μ˜ is uniquely determined by μ. From now
on, given μ not depending on time, we will denote by μ˜ the Borel measure on D
determined by (6.3). It is clear that if μ is soft with respect to cap, then μ˜ is soft
with respect to cap N (see Sect. 4.3). It is known (see [9]) that there exists a unique
continuous additive functional Aμ˜ of X = {(X, Px ≡ P ′0,x ) : x ∈ Rd} in the Revuz
correspondence with measure μ˜ or, equivalently, satisfying (4.12).
LEMMA 6.3. Let μ ∈ M+0,b(DT ) do not depend on time. Then, Aμ is continuous,
for every s ∈ [0, T ], R0,T μ(s, x) < ∞ for q.e. x ∈ D and
Aμt (0, ω) = Aμ˜t (ω) for Px -a.e. ω ∈ .
Proof. Since (X, Px ) is time homogeneous, pD(s, x, t, y) = pD(t − s, x, y) for t >
s, x, y ∈ D. Taking into account that μ = dt ⊗ μ˜, we therefore have
∫
DT
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It is known (see [9]) that for every bounded smooth measure μ˜ on D, the last integral
above is finite for q.e. x ∈ D. This proves that for every s ∈ [0, T ], R0,T μ(s, x)
< ∞ for q.e. x ∈ D. By [13], E ′s,x (Aμt − Aμt−) =
∫
D pD(s, x, t, y)μ(t, dy), where
μ(t, B) = μ({t}×B) for B ∈ B(D). Since μ = λ⊗μ˜, we conclude that μ(t, dy) ≡ 0
for every t ∈ [0, T ], which implies that Aμ is continuous. We may assume that
μ˜ ∈ H−1(D). If not, we argue as follows. It is known (see [9]) that for every smooth
measure μ˜ on D, there exists a generalized nest {Fn} such that 1Fn · μ˜ ∈ H−1(D)
for every n ≥ 1. We prove the assertion for each measure 1Fn · μ˜, and then, it is a
simple matter to deduce the assertion for μ˜. By the construction of the AF (see [13]),
for every (s, x) ∈ DT such that R0,T μ(s, x) < ∞,
E ′s,x sup
0≤t≤Tτ
|Aμnt − Aμt |2 → 0, (6.4)
where μn = fn · m1, fn = n(u − un), Aμnt (ω′) =
∫ t
0 fn(Xr (ω′)) dr, u is a solution
to the problem {
∂u
∂t − Au = μ,
u(0, ·) = ϕ, u(t, ·)|∂ D = 0, t ∈ (0, T ]
with some ϕ ∈ L2(D) and un, n ∈ N, are solutions to the problems{
∂un
∂t − Aun = n(u − un),
un(0, ·) = ϕn, un(t, ·)|∂ D = 0, t ∈ (0, T ]
with ϕn ∈ L2(D) such that ϕn → u(0, ·) in L2(D). Since μ does not depend on
time, one can choose u ∈ H10 (D) such that −Au = μ˜ and un ∈ H10 (D) such that
−Aun = n(u − un). By the construction of the PCAF Aμ˜ of (X, Px ),∫ t
0
fn(Xr (ω)) dr → Aμ˜t , t ≥ 0
for Ps,x -a.e. ω ∈ . But the sequence {
∫ t
0 fn(Xr (ω)) dr} is convergent for Px -a.e.
ω ∈  iff {∫ t0 fn(Xr (ω′)) dr} is convergent for P ′0,x -a.e. ω′ ∈ ′, which in view of
(6.4) gives the desired result. 
From now on, we assume that the measure μ and the right-hand side f do not
depend on time. Let us consider the following parabolic system of PDEs{
∂uk
∂t − Auk = f k(x, u) + μk, k = 1, . . . , N ,
u|∂ D(t, ·) = 0, t ∈ (0, T ], u(0, ·) = ϕ (6.5)
and elliptic system of PDEs{−Avk = f k(x, v) + μ˜k in D, k = 1, . . . , N ,
v|∂ D = 0. (6.6)
Let F0 = {x ∈ D; (0, x) ∈ F}, where F is the set defined in Proposition 5.9 with
T = ∞ (see (1.12)).
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THEOREM 6.4. Assume (H1)–(H4) with α ≤ 0. Let u, v be solutions of (6.5) and
(6.6), respectively. Then, for every t > 0, q ∈ (0, 1) and every x ∈ F0,
|u(t, x) − v(x)| ≤ c()(1 − q)−1/q
(
|Ptϕ(x)|P(1−q)/qx (ζ 0 > t) + |(Pt Rμ˜)(x)|
+|(Pt R f (·, 0))(x)|
)
. (6.7)
Proof. By Proposition 5.9, for every x ∈ F0 (hence for q.e. x ∈ D by Lemma 6.3),
there exists a solution (Y n, Zn) of BDSE0,x
Y nt = ϕ(Xn−τ(0))1{ζ>n−τ(0)} +
∫ ζ nτ
t







Znr dBr , 0 ≤ t ≤ ζ nτ . (6.8)
Let us recall that we put Znt = Y nt = 0 for t ≥ n − τ(0). By Proposition 6.1, for every
n < m and x ∈ F0, we have
E ′0,x sup
t≥0
|Y nt − Y mt |q + E ′0,x
(∫ ζ
0
|Znr − Zmr |2 dr
)q/2










| f (Xr , 0)| dr
)q)
. (6.9)
For every t > 0,
E ′0,x |ϕ(Xt )|q1{ζ>t} = Ex |ϕ(Xt )|q1{ζ 0>t}
≤ (Ex |ϕ(Xt )|)q · P1−qx (ζ 0 > t)




























= (Ex (Rμ˜)(Xt ))q = (Pt (Rμ˜)(x))q ≤ c()t−dq/2‖Rμ˜‖qL1 . (6.11)
Since ‖Rμ˜‖L1 = 〈Rμ˜, 1〉L2 and by (4.13), (R1)(x) = Exζ 0 ≤ c(d,)|D|d/2, it
follows that
‖Rμ˜‖L1 ≤ c(d,)|D|d/2‖μ˜‖T V . (6.12)
Similarly, since
∫ t
0 | f (Xr , 0)| dr =
∫ t




| f (Xr , 0)| dr
)q
≤ c(d,)t−dq/2‖Rν‖qL1 (6.13)
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and
‖Rν‖L1 ≤ c(d,)|D|d/2‖ f (·, 0)‖L1 . (6.14)
From (6.9)–(6.14), it follows that
E ′0,x sup
t≥0
|Y nt − Y mt |q + E ′0,x
(∫ ζ
0
|Znr − Zmr |2 dr
)q/2
→ 0 (6.15)
as n, m → ∞. Let us denote by (Y, Z) the limit of the sequence {(Y n, Zn)}. It is clear









| f (Xr , Y nr ) − f (Xr , Yr )| dr > ε, sup
t≥0
|Yt | ≤ R, sup
t≥0
|Y nt − Yt | ≤ R
)
+ P ′0,x (sup
t≥0
|Yt | > R) + P ′0,x (sup
t≥0
|Y nt − Yt | > R)
≡ I1(n, R, ε) + I2(R) + I3(n, R).
By (H1), (H4), and the Lebesgue dominated convergence theorem, I1(n, R, ε) → 0
as n → ∞. By (6.9), I3(n, R) → 0 as n → ∞. Finally, since Y ∈ Sq for q ∈
(0, 1), I2(R) → 0 as R → +∞. This shows that∫ ζ
t
f (Xr , Y nr ) dr →
∫ ζ
t
f (Xr , Yr ) dr (6.16)
in probability P ′0,x uniformly on [0, ζ ]. By (6.10), (6.15), and (6.16), we may pass to










Zr dBr , 0 ≤ t ≤ ζ, P ′0,x -a.s. (6.17)
By the Itô–Meyer formula,
|Y nt | ≤ E ′0,x
(∫ ζ
t












| f (Xr , 0)| dr |Ft
)
+ Ex (|ϕ(Xn)|1{ζ 0>n}|Ft ). (6.18)
But for t < n,
Ex (|ϕ(Xn)||Ft ) = EXt |ϕ(Xn−t )| = (Pn−t |ϕ|)(Xt ) ≤ c()(n − t)−d/2‖ϕ‖L1 .
Therefore, letting n → ∞ in (6.18), we obtain
|Yt | ≤ Ex
(∫ ζ
0
| f (Xr , 0)| dr |Ft
)
.
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From the above inequality, we conclude that Y is of class (D). Set (Y 0,n(ω), Z0,n(ω)) =
(Y n(0, ω), Zn(0, ω)) and (Y 0(ω), Z0(ω)) = (Y (0, ω), Z(0, ω)) for w ∈ . Then,
from (6.15), (6.17) and the fact that
Ex sup
t≥0
|Y 0,nt − Y 0t |q + Ex
(∫ ζ 0
0













Z0r dB0r , 0 ≤ t ≤ ζ 0, Px -a.s.
By what has already been proved, the pair (Y 0, Z0) has integrability properties under
which the solution to BSDEx (ζ, f + dμ˜) is unique (see [18]). Therefore, from [15],
it follows that (Y 0, Z0) has the representation
Y 0t = v(Xt ), 0 ≤ t ≤ ζ 0, Px -a.s., Z0 = σ∇v(X) on [0, ζ 0] × , dt ⊗ Px -a.e.
(6.20)
Moreover, by Theorem 5.12,
Y nt =un(Xt ), 0 ≤ t ≤ ζ nτ , P ′0,x -a.s., Zn =σ∇un(X) on [0, ζ nτ ]× ′, dt ⊗ P ′0,x -a.e.,
where un is a solution of the system{
∂un
∂t + Aun = − f (x, un) − μ,
un(n, ·) = ϕ, un(t, ·)|∂ D = 0, t ∈ [0, n)
Therefore, if we put ζ n,0τ (ω) = ζ nτ (0, ω), then
Y 0,nt = un(t, Xt ), 0 ≤ t ≤ ζ n,0τ , Px -a.s. (6.21)
and
Z0,n = σ∇un(·, X) on [0, ζ n,0τ ] × , dt ⊗ Px -a.e. (6.22)
It is an elementary check that
un(t, x) = u(n − t, x), t ∈ [0, n], x ∈ D. (6.23)
Letting m → ∞ in (6.9) and using (6.19), we obtain
Ex sup
t≥0










| f (Xr , 0)| dr
)q)
.
From this and (6.10), (6.11), (6.20)–(6.23), we get (6.7). 
COROLLARY 6.5. Assume (H1)–(H4) with α ≤ 0. Let u and v be solutions of
(6.5) and (6.6), respectively. Then, (1.11) is satisfied for q.e. x ∈ D. In particular, for
q.e. x ∈ D, u(t, x) → v(x) as t → ∞.
Proof. Follows from (6.7), (6.10)–(6.12), and (4.14). 
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