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C H A P T E R - I 
INTROUUCTIO:\' 
i (6),(7),(10),(12),(19),(20),(21),(26).(34),(35) ] 
One. of the Primary problem for man is the basic human 
anrJ economic problem of satisfying unlimited idesires . . 
This has always been the most troublesome humen problem. 
There are two approaches man may employ to bridge the 
gape between desires and resources. 
First he may try to increase his resources. This 
approach may take the form of hard work to make more money, 
so that he can satisfy most of his desires. 
The second approach is formamactually to limit his 
desires, so that the existing resources become sufficient 
to satisfy them . The two approaches are quite in contrast 
but both have found wide practice. This is the problem of 
decision making. Any problem that requires positive decision 
to be make can be as an operations Research problem,Although 
operation Research problem has existed since the creation of 
man. It was not until world war Ilnd. That the name operations 
Research was coined. During world war Ilnd George B.Dantzig 
(1963 ) gave a procedure for solving such decision making 
problems. Dantzig's work was primarily in the search of 
techniques to solve logistics problem for military planning. 
His research was encouraged by other scholars who were 
working on th^ same general subject ,J.Van Neuman ( 19625) 
L.Hurwicz ( 1961 ) and T.C. Koopman ( 195-] ). The original 
name given to the techniqiae was prograiiming of inter 
dependent activities on a linear structure and that was 
Latter shortend to linear programming. 
After world war Ilnd many scholars joined Dantzig 
in refining the technique and exploring the application 
potential of linear programming. However the team of A. 
Chornes and v/,w. Cooper has played a key role in introduc-
ing- (1968) and applying the technique to industrial problem 
A. major criticism of linear programming in that only one 
objective is oermited. The problem of multiple conflicting 
objectives is real in today's dynamic business environment 
and public sector, so the decision maker in the real world 
is one who attempts to achive a set of multiple objectives 
to the fullest possible extend in an environment of conflic-
ting intrest, incomplete information and limited resources. 
To resolve this a technique known as the goal prx>gram-
ming Was developed,linear goal programming is an extension 
of the linear pix)grariminf' that is capable of solving multiple 
objectives linear programming problem. 
One of the .Tost significant contribution that stimulated 
interest in the ap')lication of goal programming was a book 
written by A.Charnes and V.V/. Cooper (1968). Management 
models and industrial applications of goal programming in 
connection with unsolvaole linear programming problems. Addi-
tionally they pointed out the issue of goal attainment and 
the value of goal programming is allowing for goals to be 
flexible included in the model formulation. 
Another contribution during the 1960s that had a signi-
ficant impact on the formulation of the goal programming 
models and their application was contained in a text written 
by Y.Ijiri (1965). Management goals and a'ccounting for control 
Y. Ijiri, (1965) further developed the goal programming analysis 
based on the foundation laid by Chames and Cooper. He explained 
the use of preemptive priority factors to treat multiples con-
flicting objectives in accordance with their importance in 
the objective function Ijiri also suggested the generalized 
inverse approach as a solution method and in doing so establi-
shed goal programming as a distinct mathematical programming 
technique. 
It was until the end of 1960's and the early 1970's th!a.t goal 
progra'irning began recieving wide accloin as a decision making 
tool.The primary contributions in the 1970s have been in 
the area of application. A text written by Sang M. Lee 
(1972) goal programming for decision analysis significantly 
contributed to the continued growth in the use of goal 
programming lee's text describes the use of a modified 
simplex method for solving goal programming problems and 
also provides a computer program which he developed. The 
availability of this computer program allowed for the 
application of goal programming to Large scale problems 
that previously had been too tedius and time consuming 
to be worth solving lee's text provided the basis on which 
goal programming become a management tool of decision 
science. 
GOAL PROGRAI'lHING 
The general form of linear Programming model may 
be expressed as, 
n 
Max. (or Mini) z = f(x) = Z. C. x. 
0-1 J J 
n . . . . 
s.t. X. j^j ^ ^ - " ^ ^^ t ( i^ «1i^ »»n) 
0=1 
X . ^ 0 ( J =1 ,t..... .n) 
J 
For the complex linear Programfting problem it is nece-
ssary to introduce slack varlaole S., when ever inequality-
constraint exist in order to facililate the iterative solu-
tions. These slack veriables represent slack activity or 
idle resources. 
Linear Goal Programming is a modification and extension 
of linear Progra.Timing. 
METHEMATICAL MODEL OF GOAL PROGRAMMING: 
The general linear goal programming model ( with pree-
mptive weight) can be written as. 
P 
Hin imize z = ^ (Pk \ l ^ l - P3 w T 3 d - ) 
i=1 
n 
S u b j e c t t o y '^;. . X. + d i - d^ = g. , i=1 . . . . p 
.1 = 1 
n 
^ a^ X^ b^, i = P+1 P+n 
0 = 1 
X. di , d^ > 0 j = 1 . . n , i = 1-.'*.p 
ViiTien d" , d . d e v i a t i o n from t h e g o a l i ' 1 
P^,P^ = P r io r i t y factors 
Wi,k = relative weight of d^  in the Kth renking 
'^i>S « relative weight of d^- in the sth ranking 
and there are 1 goals m nongoal constrints and 
n decision variables. 
The goal Prograriming approach allows a simultaneaus 
solution of a system of complex objective rftther-than 
a single objective. In other words goal programming, is a 
technique that in capable of handling decision problems 
that deals with a single goal, with multiple subgoals as 
well as problems with goal with multiple subgoals. In 
addition , the objective function of a goal programming 
model may be composed of non homogeneous units of measures 
such as pounds and dollors rathar-then one type of unit. 
In goal Pix5granmiing instead of trying to njaximiize or 
minimize the objective criterian directly as in linear 
programming deviations between goals and what can be 
achieved within the given set of constraints are to be 
minimized. 
In the linear Programming solution procedure, the 
values of the choice variable dictated by the objective fun-
ction, the values of the slack variables unlike linear . 
Programming objective function, usually does not contain 
choice variables. Instead it contains Primarily the dev-
lation.-^ l variables that represent each type of goal as 
subgoal. The deviational variables is represented in two 
dimension in the objective function, a possitive and 
negative deviation from each subgoal anu for constraint 
Then the objective function becomes the minimization of 
these deviations based on the relative importance or prio-
rity assigned to them. 
In a very simple goal Programming problem where 
only one type of goal is involved , the model is not subla-
ntially different from a linear Programming model. The 
main difference arises when more then on-e goal,p(jssible conf-
licting and competitive enters into the system. 
Goal Programming Formulation; [(29),(33),(38),(AO),(41)| 
The formulation of goal programming problems is very 
similar to that of linear programming problems. The major 
differences are an explicit consideration of goals and how 
closely they can oe achieved anri the various priorities 
associated with the different goals. 
1.1 A. MODEL WITH SINGLE GOAL : 
Consider a firm manufacture two type of lock small 
size and medium size. The data are shown in the 
following table. If 60 h is available each week 
for each machines, how many locks should be the 
company produce to maximize profit. 
X^  = No. of small size locks. 
X2 = No. of medium size locks. 
Maximize Z = 7.5 X^  + IOX2 
Subject to X^  + 2X2 -j^  60 
1.5X^  + 1.5 X^ 4 60 
X^ 1 X2 > 0 
Data for single goal model. 
Profit 
Hours in machine A 
Hours in machine B 
Small 
7.50 
1.0 
1.50 
si ze Medium size 
10.0 
2.0 
1.50 
The goal for the company in this simplified 
problem in to maximize profits. However, we need to 
become a bit more specific. We should establish target 
(goal) for profits and then try to find a solution that 
comes as close as possiole to achieving the goal.Let 
us establish the profit goal as Rs.1000(per we'ek) Now 
it is possible to under achieve or exceed this goal so 
we must define deviational variaoles which indicate by 
hov/ much the goal in under achieved or exceeded.' 
Let, 
d~ = amount by which profit goal is under achieved, 
d = amount by which profit goal is exceeded 
The equation difining the goal is then 
Rs.7.50 X^  + Rs.10.0 X2 + d" - d"*" = Rs.lOOO 
The company wishes to minimize the underachievement 
of this goal, so the goal Programming formulation is 
Minimize Z = d~ 
Subject to 7.5 X^  + IOX2 + d~ - d"^  = 1000 
X^  + 2X2 ^ 60 
1.5X^  + 1.5X2 4 60 
X^,X2,d-,d* y, 0 
1.2 A MODEL V/ITH MULTIPLE GOALS; 
The addition that management v/ants to sell atleast 
10 of each locks.Achieving these goals is held to be 
as important as maximize profits. 
To formulate this problem we must have there pairs 
of deviational varia les one pair for each goal 
Let, 
dT = amount by which profit goal is underachieved, 
d^  = amount by which profit goal is exceeded. 
dp = amount by which small size sales goal is 
underachieved, 
dp = amount by which snail size sales goal is 
exceeded, 
dZ = amount by which medium size sales goal is 
underachieved, 
d, = amount by which medium size sales goal is 
exceeded. 
Then our problem becomes:-
Minimize Z = dT + d" + d~ 
Subject to 7,5X^  + lOX^ + d:[ - d^  = 1000 
X^  "^  ^ 2 • ^ 2 " ''° 
Xp + d Z - d , =10 
11 
1^ •" 2^2 4 60 
1.5x^  + 1.5X2 4 6° 
X^ ,X2,d:j,d* d" .d* ,d^ , d^ > 0 
1,3 A MODEL WITH MULTIPLE CONFLICTING GOALS : 
Now let us assume our decision maker is faced with 
multiple and conflicting goals. In order to resolve this 
difficulty , the decision maker must establish priorities 
for the goals we assume that the most important goal has 
a priority of 1 the next most important goal has a 
priority 2 etc. These priorities are considered preemptive, 
lower priority goals are satisfied only after, higher 
priority goals once have been satisfied we assign a prio-
rity factor of Pj^  to the ith priority Koal where 
P. "^ *^-i "that is there is no number- n > 0 such that 
n P^ .^^  "^  PjL . These priority factors are incorportLed 
into the objective function with the appropriate deviati-
onal variables. 
Suppose the Labour Union has refused to work any 
overtime , which will reduce the availa. le hours to 40h/v/eek 
in each department. Assvime the decision rri.nker has establ-
ished the followir-o; goals. 
12 
P^ ( P r i o r i t y 1) Do .lOt exceed kOh/\>feek of 
oroduct ion in each riia hine 
P p ( P r i o r i t y 2) Meet the sr-iles quota of 10 
fo r each 15ck . However,because 
t h e medium s i z e i s niore p r o f i t a b l e then the 
small s i z e , management would l i k e to weight 
achievement ox t h e s e goa l s by the p r o f i t of each 
lock . 
P, (Priority 3) Maximize profit (because operations 
are restricted to 40h.) 
Leit these variables be defined as before. Then we 
need to define two additional deviational variables for 
the amount of time worked in machine A and B. let these 
variables be d^  and dZ and d^  respectively, the goal 
programming model becomes. 
Minimize 2 = P^  d* +P^ d* + 7.5 Pg ^2 +10P2d;+P,d~ 
Subject to 7.5X^  + IOX2 + d:f - d^  = 500 
X^  +d~ - d^ =10 
X^ + +d~ - d-. =10 
2 3 5 
X^  + 2X2 +d;; - d^  =40 
1.5X^  + 1.5X2 +d^ - d^ =40 
X^,X2,d:j,d*,d2,d2,d~,d^,d~,d^,d^,d^, y^ 0 
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Because management wishes to limit overtime,dt 
and dc appear with priority 1 (indicated by $>^ ),The 
second Priority goal in to meet the sales quota's, wei-
ghted by the profitability of the locks. This is indic-
ated by the coefficient of 7.5 Pp and 10 Pp for dp <& dZ. 
Finally management would like to achieve these goals 
with the largest possible profit. 
1.4 PROPERTIES OF GOAL PR0GR^ 1^>1ING : 
1- The ordinary linear Prograramtng model allows only one 
goal, which is incorporated into the model in the form 
of an objective function. Goal Programming is capable 
of solving problem that may involve multiple conflicting 
goals. 
2- The solution procedure for goal programming requires that 
the goal with the highest priority be achieved first.An 
attempt is then made to achieve the next highest ranked 
goal, but achievement of this goal cannot be made at the 
expense of the higher ranked goal. Thus, the solution 
process attempts to achieve the most satisfactory level 
of attainment for all goals. As a result of this, a satis-
factory solution is achieved rather than an optimal 
solution. 
14 
3- Generally , the go-Ml programming objective function 
does not contain decision variables instead it 
contains the deviational variables that represent each 
type of goal or sub goal. Usually a deviational variable 
is represented in the objective function as a combina-
tion of the over achievement d* and the under achievement 
d~ from the present goal, that is in the form of d" + d 
Thus in essence, dj" + d, measures the distance 
uetv/een the ac'cual and desired attainment of the Kth 
goal >, Since the over achievement and the underachieve-
ment of a goal are mutually exclusive, either one or 
both of these variables must have a zero value in the 
final solution. 
If for some reson , it is desiracle to include 
the decision variables in the objection , then of course 
goal programniirjg will produce result for these variab-
les within the coftext of a minimization problem. 
4- Goal programming does not require the exact quantification 
of the merit of each goal in order to establish its rel-
ative merits or its utility. The stater.ient of the preera-
tive priority of the desired attainment of each goal in 
15 
an ordinal ranking scale would suffice for the 
inclusion of the goals in the constraints and objec-
tive function of the model, 
5- The above explanation indicates that the basic property 
of goal programming is thr^ t it provides a solution for 
problems involving multiple and conflicting goals , 
without need for an exact quontification of the utility 
of each goal. The solution of a goal programming model 
reveal the degree of attainment of the goals with the 
given inputs and under the specified conditions. Because 
of this property goal programming can be used as a means 
of sensitivity analysis 
1.5 APPLICATION AREAS OF GOAL PROGRAI«MING : [(30)| 
An important property of goal progra:r,niing in its capab-
ility to handle managerial problem that involve multiple 
i'-'compabible goal according to their importance. In 
general, a goal programming model per forms three types 
of analysis. 
1- It determines the input requirements to achieve a set of 
goals. 
2- It determines the degree of attainment of defined goals 
with given resources. 
16 
3- It provides the optimum solution under the varying 
inputs and goal structures. 
The goal programming approach to be taken should be 
carefully examined by the decision maker before he 
employes the technique. The most important advantage of 
goal programming in its grant flexibility, which allows 
model simulation with numerous variations of constriants 
and goal priorities. 
The most important limitation of goal programming 
belongs to the first category. The goal programming model 
simply provides the best solution under the given set 
of constraints and priority structure. Therefore, if the 
decision maker's goal priorities are not in accordance 
with the orgonization objectives, the solution will not 
be the global optimum for the organization. The 
application of goal programming for monagerial decision 
analysis forces the decision maker to think of goals and 
constraints interms of their importance to the 
organization. 
The following three are the most readily applicable 
areas of goal Prograrn:r;ing. 
17 
1- Allocation Problems : 
One of the basic decision problems in the optimum 
allocation of score resources. Let us assume that there 
are n different input resources that are limited to 
certain quantities and there are m different types of 
outputs that result from various combinations of the 
resources. The decision problem in to analyse the o|>timum 
combination of input resources to achieve certain goals 
set for outputs so that the total goal attainment can be 
maximized for the organization. A goal programming 
approach has been applied to the resource allocation 
problems in nonprofit institutions, 
2- Planning and scheduling Problem-
Kany decisicn pro ;lenis i-.ivolve some degree of planning and 
for Scheduling. In order to achieve certain goals in the 
future, decisions must be made concerning present and 
further actions to oe taken. To accomplish desired 
outputs, the optimum comDination of inputs in certain time 
periods must be identified. These inputs may include 
manpower , materials time, productions, capacity,technology 
18 
etc. Many problems such as production scheduling , 
location determination, financial planning,personnel 
planning , marketing strategy planning etc. can be 
analyzed by goal programming. 
3- Policy Analysis: 
For goverment agencies and nonprofit organizations 
the basic decision problem involves the assignment of 
priorities to various goals and developement of 
programmsioachieve there goals such decision process 
constitues the policy :^nalysis of organizations.Through 
the application of goal programming the goal organization 
in able to ascertain the soundness of its policies, the 
input requirements for achievement of sits goals and 
degree of goal attainment with the given resources. Goal 
Programming is particularly well suited for decision 
analysis in public and nonprofit organizations. 
C H A P T E R - I I 
19 
METHOD OF GOAL PROGRAMI^ IN'G : [ (8), (14), (20), (22) j 
In this Chapter a modified Simplex procedure is 
introduced to solve goal Programming problems. The 
simplex method is an alg*orithmic method that employ 
on iterative process so that the optimum solution 
is achieved through pro.^ ressive operations. 
2.1 SIMPLEX METHOD OF L.P.P. 
Consider the L.P.P. 
nax ( or Mini .) Z = CX 
Subject to AX = b^  
We can assume that A = ( a^  — a ) always contains 
a set of m independent vectors . For if this is not the 
case the original set of vectors is augmented by a set 
of m independent vectors and then we seek a solution 
to the extended problem under this assumption there are 
n different extreme points ( at most) . The simplex 
method consist in finding an extreme point of the feasible 
region and then proceed to another adjacent extreme point 
at which the value of the objective function is improved. 
20 
The second step is repeated until finally in a finite 
no. of steps on optimal solution is achieved or the 
method indicates that there is an unbounded solution. 
SIMPLEX ALGORITHM [,(18),(39) j 
Step 1 - Convert all the inequation of the constraints 
into equation by introducing slack or surplus 
variables in the constraints put the cost of 
these variables equalto zero. 
Step 2 - Obtain an initial basic feasible solution to 
the problem in the form 
X^ «= B^ 'b 
and put in the first column of the simplex 
tableaUi 
Step 3 - Compute the aet evaluation Z. - C. (J = 1.. n) 
using the relations. 
and a^  ^ A 
I) - If all ( Z . - c.) 'J?^  0 ( for max. ) then the initial 
basic feasible solution Xg is an optimum basic 
feasible solution. 
II) - If at least one ( Z - c. ) ¥^ 0 proceedonto 
next step. 
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Step 4 - If there are more than one negative Z - C. 
then choose the most negative of them let 
it be Z, - C, for some J = K 
I - If all Y^^4 0 (i = 1.. m ) then there is an 
unbounded solution to the given problem. 
II - If at least one Y.. > 0 then the corresponding 
vector Yi enters the basis. 
Step 5 - Compute the ratios S ^ ^^/^ik'^ik^ ^ i=i..m) 
and choose the minimum of them, let the minimum 
of these ratios be Br/Y^j^ Then the vactor Y^ , 
will leave the basis. The common element Y ^ 
is known as pivotal element. 
Stem 6 - Convert the pivotal element into unity by divid-
ing its row by the pivotal element itself and 
all other element in its column to zero by 
making use of the relations. 
^ 
^ij = ^ij - r^a/Yj,j^  Y^^ i-1— m+1 
J = 0— n 
^ Y 
^ri ' - ^ j Y 
r^k 
Step 8 - Go to step 4 and repeat the procedure until 
&^n 
either on optimum solution or Auabounded 
solution.is obtained. 
22 
2.2 KODIFIED SIMPLEX METHOC OF, GOAL PROGRAMMING; 
The simplex solution procedure for goal Programming 
problems is very similar to the simplex method of 
linear programming. However several distinct differences 
requires modification. For this reason, the simplex 
based method 6f goal programming is often reffered to 
as the modified simplex method . The best way to explain 
the modified simplex method of goal programming is 
through examples. 
Example- 1 » A television firm manufactures two types 
of products A and B and sells them at a profit of 
Rs.12 on type A and Rs.10 on type B, each with different 
oriental patterns presently, the production is at the 
devel<5J)ihent • stage"; The ihanageihent expedts -. 
• thnt in the very near future, with the addition of new 
special, purpose equipment and improved labour skills 
in this type of rug production, cost will be significantly 
reduced, resulting in higher profits. The present produ-
ction time and material cost per unit of model A and B 
rugs are given in the following table. 
Television sets manufacturing data. 
Products Pruduction time Material Cost 
A 10 hours/Unit Rs.16'/Unit 
B 20 hours/Unit Rs.12/Unit 
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On a daily basis, the company has 1000 Labour 
hours, producti .'M time and Rs.800 worth of material 
to be used for production. The planning department u 
would like to determine the most profitable product 
mix to be produced per day. 
The optimal solution to this problem in X^=20Units 
of product A and Xp = 40 Units of product B per day 
found by the management of television company to toe 
some what more than the expected demand for the next 
period. Thus the management feels that the production 
quantities should be adjusted to demand and yet a profit 
of a Rs.600 per day should be obtained, under these 
conditions how many units of products A and B should 
be produced each day , 
For the formulation of the goal programming model, 
we have to in-corporate the achievement of a Rs.600 
profit contribution goal per day to both the objective 
function and the constraint of the ordinary linear 
programming model, 
\\rhere, 
X.J « The quan t i t y of product A to be produced 
each day 
Xp - The q u a n t i t y of product B to be produciWi: 
ea':-h day. 
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P-j = Achieve a profit of Rs,600 per day 
d = Over achievement of Rs.600 profit per day, 
d~ = Under achievement of Rs.600 profit per day 
The model of the goal programming problem can 
he stated as follows. 
Minimize Z = d* + d~ 
Subject to 12X^ + lOXg + d"-d*» 600 
10X^ + 20X2 + S^  = 1000 
16X^ + 12X2 + S2 = 800 
X^,X2,d d~, S^,S2 > 0 
Where, 
S^  , S2 = slack variables 
The priority weight P^  is not shown in the objective 
function because of the lack of a second goal over which 
we can prefer the achievement of the first goal. 
The initial solution of the problem assumes as usual 
that the decision variaijles at zero level, thus S^ « 1000 
and S2 ^  800 . It follows that the company loses Rs«600 
per day. Hence d = 0 and d" = 600 . The result is that 
25 
our goal of Rr>.600 profit per day is achieved 'to the 
fullest because the deviational variables d and d~ 
become zero in the final iteration. 
The company has to produce only product A at the 
level of 50 units per day. 
Iteration of the Goal Programming Problem with a single 
goal. 
0 
0 
1 
Column 
c^ ^O/Basic 
Cl 
h 
0 
^2 
0 
Sl 
0 
^2 
1 
d" 
1 
d"^  Soluti< 
10 
® 
12 
20 
12 
10 
1 
0 
0 
0 
0 
0 
1 -1 
0 
0 
1 
X. 
0 
1 
0 
0 
25/2 1 
3/4 0 
® 0 
-3/4 -2 0 
1000 
800 
600 
Z.-C. 1 12 
u 0 
First Iteration 
Column C^/Basis 0 
10 
0 
X2 
0 
0 
Sl 
0 
0 
^2 
-2 
1 
d" 
0 
1 
d* 
600 
Solutic 
-5/8 0 0 500 
1/16 0 0 50 
-3/4 -1 1 0 
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Second (Final) iteration 
Column 
'3 
, 0 
0 
0 
^ J - = J 
C./3asis 
Sl 
1^ 
X2 
1 
0 
1^ 
0 
1 
0 
0 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
0 
35/4 
5/8 
-3/4 
0 
1 
d" 
25/2 
3/4 
-1 
-1 
1 
d^ 
-25/2 
-3/4 
1 
-1 
Solution 
500 
50 
0 
0 
2.3 The Modified Simplex Method of Goal Programming. 
Multiple Goals with Pre-emptive Priorities* 
Example-2. 
The sales department of the television company 
finds the optimal solution of example/unacceptable 
because it suggests producing product A at a level 
higher then the expected daily demand and not producing 
product B at all. The sales department recomends that 
product B be produced at a level of about 30 units per 
day and product A at a level to utilize the remaining 
production capacity, such that for both products a total 
profit of Rs.600 is achieved per day and the second 
priority to the achievement of producing product B at the 
level of 30 units per day. 
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For this problem , we can define the following 
goals and deviationals variables. 
P^  .Secure a profit of Rs,600 per day. 
Pp .Produce 30 unit of product B per day. 
d!j .Idle time for production facility per day. 
2 .'Unused materials each day. 
d^ .Under achievement of the profit goal, 
d^  .Over achievement of the profit goal 
dT .Under achievement of the production goal of 
product 3. 
d?^,Over achievement of the production goal of 
product B. 
The Goal Programming model of the problem is 
formulated as follows, 
Minimize Z = P^ d^  +P^d^*P2d^ + P2d^ 
Subject to 10X^ •>• 20X2 + d:[ - d| « 1000 
16X^ + 12X2 + dj - d* » 800 
12X^ + 10X2 + d^ - d^ « 600 
X.,,X2,d-,d2,d-,d~,d^,dJ, >/ 0 
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In this mouel t'-e negative deviational values 
d" and d" substitute the slack variables S^ and Sp 
used in the production time meterial usage constraints 
of the original model respectively. Note also that there 
are no goal statements about the production time and 
material in the problem. Thus dT and d" are not 
included in the objective function of the model, on 
the other hand because the profit goal has been assigned 
first priority the model will attempt to achieve this 
goal to fullest extent possible level of product B, 
Thus P^i and Pp are placed in appropriate places 
of the C. row and cdlumn. At this initial stage we have 
d^ = 1000 hours, dp =te:»800 , idle capacity , resulting 
in a last pr-;fit of d^ =Rs,,600 . per day and last produc-
tion of d^ = 30 units of prxDdtict B, pex' day, whether dZ 
or d, should appear in the basis of the initial solution 
where X^ = X- = 0 our reasoning is that no profit and 
hence no possitive deviation from the profit can toe expe-
cted in the initial solution on the contrary/liegative 
deviation from the goal. Thus as rule in the initial 
solution tableau of a goal programming model all d, must 
be considered at zero level arid hence only negative devi-
ational variable d7 must appear in the basis. 
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0 
0 
1^ 
^2 
z .-c. 
0 3 
C./Basis 
*i 
<^ i 
^i 
"l 
P2 
0 
''l 
10 
16 
© 
0 
0 
12 
0 
h 
20 
12 
10 
1 
1 
10 
0 
^ ; 
1 
0 
0 
0 
0 
0 
0 
i^ 
0 
1 
0 
0 
0 
0 
Pi 
'? 
0 
0 
-1 
0 
0 
0 
^2 
^ ; 
0 
0 
-0 
1 
0 
0 
1^ 
^ ; 
0 
0 
-^ 
0 
6 
-2 
^2 
.+ uti 
^^4 on. 
0 1000 
0 800 
0 600 
-1 30 
-2 30 
0 600 
A Significant change relative to one goal linear 
Programming is observed in the 2 - c. row of this 
J u 
initial tableau . Infact, v/e have two such rows, one 
for P^  and other for Pp . This is necessary because the 
goals defined by P^  and Pp are in different dimensions. 
Thus for computational purpose , Z , - C^  cannot be expre-
ssed -by a single row, as in case of ordinary linear 
programming or in the single goal case of goal programm-
ing. 
The criteria used to determine the entering variable 
is the rate of contribution of each variable in achieving 
the most important goal P-
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First Iteration: 
"a 
0 
0 
0 
^2 
Z.-C. 3 3 
• 
C ./Basis 
J 
^l 
h 
^4 
^2 
1^ 
0 
h 
0 
0 
1 
0 
0 
0 
0 
\ 
35/3 
-4/3 
5/6 
® 
1 
0 
0 
^1 
1 
0 
0 
0 
0 
0 
0 
i^ 
0 
1 
0 
0 
0 
0 
P1 
^3 
-5/6 
-4/3 
1/12 
0 
0 
-1 
^2 
^l 
0 
0 
0 
1 
0 
6 
1^ 
^ ; 
5/6 
4/3 
-1/12 
0 -
0 
-1 
^2 
< 
0 
0 
0 
-1 
-2 
0 
tion 
500 
0 
50 
30 
30 
0 
Second (Final)>Iteration: 
c S/ 
j Basis 
0 d~^ 
0 dg 
0 X^  
0 X2 
Po 
0 
>^i 
0 
0 
1 
0 
0 
0 
0 
X2 
0 
0 
0 
1 
0 
0 
0 
1^ 
1 
0 
0 
0 
0 
0 
0 
•^ 2 
0 
1 
0 
0 
0 
0 
^1 
s 
-5/6 
-4/3 
1/12 
0 
0 
-1 
^2 
^ ; 
-35/3 
4/3 
-5/6 
1 
-1 
0 
1^ ^2 
d^ d^ ion 
5/6 35/3 150 
4/3 4/3 40 
-1/12 5/6 25 
0 -1 30 
'0 -1 6 
- 1 0 0 
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. The second tableau indicates that the elements 
of the J "• ^ j rows are all zero or negative, hence 
there is no entering -variable that can be improve either 
of the two goals. Thus the optimal solution has been 
reached. 
P>l : Goal has been completely achieved i.e 
profit = Rs.600 
P2 : Goal has been completely achieved i.e. 
B = X2 =30 units 
X^  : 25 Units of product A to be produced 
per day, 
Xp : 30 Units of product B to be produced 
per day. 
d"^ : 150 hours under utilization pf production 
capacity. 
d^ : Rs.40 worth of material underutilization 
for the available material. 
2»^ Unusual Cases in the Solution of linear Goal 
Programming Problems. 
The simplex solution of ordinary linear Programming 
problems , some unusual cases will occur in the solution 
of goal programming problems. 
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1. Ter:7iination of the solution when Z. - C^ is still 
positive. 
If all Z. - C. coefficients are zero or negative 
J J 
the optical solution has beei: reached,However»the 
existence of a positive 2 _ c. coefficient in 
an iteration tableau does not necessarily mean 
that the solution is ;n«i>t optimal. For an optimality 
decision, deten^ iine whether any negative Z^-C^ 
value exists at a higher priority level in the some 
coliamn, where the positive Z. - C. value appears. 
J u 
If this is the case, the optimal solution has been 
reached, if not continue with the solution. 
2. Tie for Entering Variable. 
If in any iteration two or more columns have 
exactly the same positive Z. - C^  value at the 
highest unir«ittained goal level, a tie occurs in the 
seler-tion of the entering variable. In this case 
we can break the tie by selecting one of the vari-
ables arbitrarily. 
3. Tie for the leaving variable : . 
If in any iter tion the miniaaui nonaegfeitlve 
• J 
values of two or more i / a ^ j • r a t i o s <f6rtt'lie>f. 
' i i ^Ispients of the key 
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column are identical, v/e take arbitrary or select 
the variable with the higher priority factor as 
the leaving variable. 
4. Infeasible Initial Basis: 
The initial tableau of a goal programming 
problem only negative deviational variables, d"^ j 
1,5 
With positive sign to the left, must appear in the 
initial basis to the left must appear in the initial 
basis. Thus if a goal constraint is given in the 
form of 
^ a. . X. - dT = b. 
The initial tableau of the problem will have 
a negative deviational variable -dT in the basis. 
Thus the corresponding initial solution will be 
infeasible. This problem can be resolved by adding 
to the above constraint an artificial variable dT 
such that it becomes. 
J 
Now, in the objective function proportion of 
this goal constraint, an artificial priority factor 
P ( P Q > P']) raust be assigned to the artificial 
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variable dT , so that dT can be driven to zero in 
the optimal solution. 
5. Unbounded Solution: 
In goal programming each objective (goal) is bound 
by a finite right-hand side value. Thus, a positive or 
negative deviation from this value must also have a finite 
value. If the deviation from the goal is higher or lower 
then the raan-^gement can accept as satisfying, then the 
solution is not implemented. Thus in linear goal progra-
mming the concept of unbounded solution as it is known 
in ordinary linear programming does not exist. 
6. Alternative optimal solutions. 
A goal programming problem may have alternative sets 
of decision variables or deYiational variables that resu-
lts in the same optimal solution. 
7. Infeasible solution. 
The problem of infeasibility, a^  it exists in ordi-
nary linear programming , does not appdy to linear prog-
ramming, for which positive or negative deviation from a 
goal is acceptable. The end of the solution process the 
artificial deviation variable remains in the optimal 
tableau the solution is infeasibie and cannot be implem-
ented. 
C H A P T E R - I I I 
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3.1 - I NT EGSR GOAL PROGRAi-a-lI NG; [ (17 ) . (25). ( 36). ( 37 ) ^  
So for we have discussed the theory and method for 
solving goal programming problem in which the unknown 
variables were allowed to take any values. However there 
are many situations in which it would not make sense for 
these variables to assume other than integer values. For 
examples if the variab les in a given problem represent 
no. of cars to be manufactured, no. of persons to be 
hired or no, of machines to be purchased, then fractional 
solutions would be of little use. 
The goal programming problem in which some or all 
decision variables are required to be integers is known 
as integer goal programming problem. 
Mathematically the integer goal programming problem 
may be written as. 
m 
Minimize 
n 
Subject to 'S" C.X. + d" - d, = g. fi » 1,2-m) 
i=1 J J i ^ ^ ^ 
_n 
0= 
n 
a=i "^  ^ 
X.,d^,d^ ;> o (i=1,m,j=1. ..n) 
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3.2 -MBTHQDS FOR SOLVING INTEGER GOAL PROGRAMMING PROBLEM; 
[ (2), (28) I 
One way to get the integer solution is by rounding 
the non integer solution to the nearest integers some 
times however, such solution is either less than optimal 
or infeasible. It can be illustrated by the following 
example. 
Consider the problem 
Minimize Z = P^ d!' + Ppd^ + P,d' 
Subject to X^  + 0.1X2 + d;j - d| = 4 
X ^ . d - . d ^ = 2 
4X>, + ^2 •>• d^  - d^ = 20 
Xj,d^,d^ ~7/ 0 
The optimum solution to this is X<j = 3.8,X2 = 2.0 
and under achievements of goals are U^  = 0 , Up = 0, and 
U, = 2.8 Now, if this solution is rounded upward to X^"4.0 
X2 = 2.0 then the first priority goal would be violated, 
as U^  » 0, U2 = 0 and U, = 6.0 This is the most logical 
rounded solution, but observe what happens if the solut-
ion, should be X. = 4.0 and K2 = 0 This solution yields 
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1^ = 0 ^ 2 = 0, ami 4,0 and obvious improvement over the 
rounded solution of X^  = 3.0 and Xp = 2.0 , it is evident, 
therefore, that quite frequently a rounded solution may 
be either suboptimum or infeasible. Thus, there is a need 
to develop integer goal programming algorithms. There are 
several techniques for solving integer goal programming 
problems. Some of the t'echniques are the cu<ttiihg^  ipiane 
method & the branch & bound method. Each of thenais modi-
fied •varlniis of the same solution technique used for Sol 
ving integer linear programming problems. 
3.3- THE CUTTING-PLANS METHOD [ (15),(16) ] 
The cutting plane method of integer goal programming 
is adopted from Comorys "T^ sthodology in dealing with the 
all integer linear programming case. The basic approach 
is summarized as follows, 
Step.1 Solve the problem by the ordinary modified simplex 
method of goal progra;nming. 
Step.2 Examine the optimal solution . If all basic variables 
have integer volues, the integer optimal solution is 
derived. If one or more basic variables have fractional 
V(alues goto step 3. 
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Step.3 Construct a cutting plane and find a new optimal 
solution by using the modified dual simplex procedure 
of goal programming go to step 2. 
The first two steps and the deviation of the cutt-
ing ]J>lane procedure are exactly the same as the con-
ventional Gtomory approach. The Gomory condition for 
integrality inequality was as follows. 
m 
Where (a. ."Up designates the fraction component 
of the coefficient of the Jth. • non basic variable 
w. in the ith row of the final simplex tableau, and 
CbAp designates the fractional component of the right 
hand side value of the ith row in the same tableau. 
The Gktmory constraint equation in form of a goal 
constraint as follows, 
m 
As an illustration of the application of the 
cutting plane method. 
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Examole: ^ 
Consider example 2 of chapter 2 with only one 
change being to increase the production goal of 
product B from 30 to 35 , so that the solution can 
result in fractional values. 
Minimize 
Subject to 
Z = P^ d- +P^d* + P^d; + P^dJ 
10X^ + 20X2 + d~ = 1000 
16X^ + 12X2 + d2 = 800 
12X^ + 10X2 + d" -d* - 600 
X2 +d- - dj - 35 
X.| ,X2,d^  ,d2,d^,d^,d^,d^ ^ 0 
and integer. 
Initial Iteration 
^d ^ 1 
Basis 
0 d:; 
0 d" 
Pl ^; 
P2 ^l 
^2 
^d-^3 ^ 1 
; x^ 
10 
16 
® 
0 
0 
12 
X2 
20 
12 
10 
1 
1 
10 
^ ; 
1 
c 
0 
0 
0 
0 
i^ 
0 
1 
0 
0 
0 
0 
"? 
0 
0 
1 
0 
0 
0 
^4 
0 
0 
0 
1 
0 
0 
' \ 
0 
0 
-1 
0 
0 
-2 
< 
0 
0 
0 
-1 
-2 
0 
Solut-
ion 
1000 
800 
600 
35 
35 
600 
First Iteration 
40 
'3 
3 0 
Basis h 
0 
X, 
0 0 
d: t^ 
Solut-
ion 
0 d:[ 
0 d2 
0 X^  
P2 ^4 
^2 
^d-^j ^ 1 
0 
0 
1 
0 
0 
0 
70/6 
-8/6 
5/6 
® 
1 
0 
1 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
-5/6 
-4/3 
1/12 
0 
0 
-1 
0 
0 
0 
1 
0 
0 
5/6 
4/3 
-1/12 
0 
0 
-1 
0 
0 
0 
-1 
-2 
0 
500 
0 
50 
35 
35 
0 
Second (Final Iteration^ 
=0 
3^S 
Basis 
d; 
^2 
X, 
X2 
^2 
Pl 
^ 
1^ 
0 
0 
1 
0 
0 
0 
0_ 
X2 
0 
0 
0 
1 
0 
0 
0 
^T 
1 
0 
0 
0 
0 
0 
0 
^2 
0 
1 
0 
0 
0 
0 
^1 
^3 
-5/6 
-4/3 
1/12 
0 
0 
-1 
P, P, 
^^ 4 ^ ; 
-70/6 5/6 
8/6 4/3 
^2 Solut-
1 : ^"^ 
70/6 550/6 
-8/6 280/6 
-5/6 _1/12 5/6' 125/6 
1 0 
-1 0 
0 -1 
-1 35 
-1 0 
0 0 
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The optimum nonintoger solution is X^ = 125/6, 
X2 , 35, d" = - ^ ^ 5 — dl = 140/3 In accordance 
with the Gomory approach, a cutting plane is gen-
erated from a solution vector whose solution variable 
has the longest fractional part. This is done so that 
the new constraint will tend to "cut" as deeply as 
possible. Therefore the solution vector for X^  is 
selected to gener'ate a cutting plane. 
The Gomory constraint for integrality can be 
written as follows, 1/12 d" + 1/6 d^ + 1l/l2d*'7/ 5/6 
Hence the Gomory constraint equation in the form of 
a goal constraint would become . 
1/12 d" + 1/6 d~ + 11/12 d* -(- 5/6 d* + d^  - d^ « 5/6 
In order to meetithe inequality condition specified 
in the cutting plane, the positive deviation dc should 
be minimized. The simplex tableau with this new cons-
traint added to the problem and dZ being the basic 
variable. This can be achieved by assigning an artifi-
cial priority factor PQ (P y^ P..) to dZ and entering 
dc as the basic variable. 
42 
Iteration of the Initial Tableau of the New Problem. 
Since the solution value of the Gomory constraint 
equation is positive, the solution is feasible but not 
optimal, because dZ has not been reduced to zero.Thus 
the modified simplex method for goal programming( not 
the modified dual simplex method ) can be applied to 
derive a new solution. 
Initial tableau 
c 
0 
0 
0 
0 
0 
PQ 
^0-
Bap.is 
1^ 
^i 
^ 
^2 
S 
^0 
'^ d P2 
1^ 
0 
1^ 
0 
0 
1 
0 
0 
0 
0 
0 
0 
h 
0 
0 
0 
1 
0 
0 
0 
0 
0 
^; 
1 
0 
0 
0 
0 
0 
0 
0 
0 
^i 
0 
1 
0 
0 
0 
0 
0 
0 
1^ 
S 
-5/6 
-V3 
1/12 
0 
1/12 
1/12 
0 
-1 
^2 
^^ 4 
-70/6 
8/6 
-5/6 
1 
1/6 
1/6 
-1 
0 
^0 
<^i 
0 
0 
0 
0 
1 
0 
0 
0 
^ 
•»; 
5/6 
4/3 
2 Solu-
dj d;tion 
70/6 0 550/6 
-8/6 0 280/6 
-1/12 5/6 0 125/6 
0 -1 0 35 
^/12)5/6 1 5/6 
11/12 5/6 -1 5/6 
0 
-1 
- 1 0 0 
0 0 0 
k-5 
=J 
0 
0 
0 
0 
P1 
.^1 
^0 
3as.ls 
^1 
i^ 
^1 
X^ 
^ ; 
PQ 
^2 
Pl 
0 
^1 
0 
0 
1 
0 
0 
0 
0 
0 
0 
X2 
0 
0 
0 
1 
0 
0 
0 
0 
0 
^ ; 
1 
0 
0 
0 
0 
0 
0 
0 
0 
^2 
0 
1 
0 
0 
0 
0 
0 
0 
P1 
^•3 
-10/11 
-1 /11 
1/11 
0 
1/11 
0 
0 
-10/11 
^2 
^l 
-130 
T T 
12 
TT 
-9 
TT 
1 
2 
TT 
0 
-1 
2 
TT 
^0 
^ ; 
-10/11 
-16/11 
1/11 
0 
12/11 
0 
0 
12/11 
Pi 
4 
0 
0 
0 
0 
- 1 
0 
0 
0 
P2 0 
< ^ ; 
120 10 
''^ Ti 
1 
-20 16 
T T TT 
10 -1 
TT TT 
-1 0 
10 -12 
TT "TT 
0 0 
-1 0 
10 -12 
TT"Tr 
Sol. 
on 
1000 
-TT7 
^ 
230 
"TT 
35 
10 
0 
0 
10 
TT 
Cj C. 0 0 0 0 •^_j, P ; PQ PQ PI \ 0 °So l -
' " ' " X, X, d- d- - d ; d ; d ; d- d ; d* d; d ^ " t i -
0 dT 0 0 1 0 -10 -130 -10 0 0 12- 10 0 1000 
'1 •w 11 Ti TT TT TT "TF 
0 d l 0 0 0 1 -16 12 -16 0 0 -28 16 2 TT TT Tf TT TT ° ^ 
^ ^1 ^ ° ° ° 4 T -9 1 0 0 10 -1 0 230 
'^  TT TT TT TT TT" 
© Xp 0 1 0 0 0 1 0 0 0 -1 0 0 35 
P d* 0 0 0 0 1/11 2/11 12/11 0 1 10/11 -12 0 10/11 
PQ d^  0 0 0 0 1/11 2/11 1/11 ,1 0 ^^ /jj) ^ ° -'' '^^/^^ 
^ 0 0 0 0 i /Ti Tpn i / i r o o 10/11 10 0 10/11 
7 Po 0 0 0 0 0 -1 0 0 0 -1 6^ 0 10/11 
' ' j " pr 0 0 0 0 -10/11 2/11 12/11 0 0 10/11 ^12. 0 10/11 
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The new solution shown in the solution tableau also 
indicates a non integer solution. 
The Gomory constraint for integrality can be written 
is as follows, 
1/11d~ + 2/11d^ + 1/11d" + 10/11dJ + 10/11d* > 10/11 
Hence the Gomory constraint equation in the form of 
a goal constraint v/ould become . 
1/11d' + 2/11dJ + 1/11d" + 10/I1dj^  + 10/11d* + ^ Ig-dg - 10/11 
Thus the pure integer solution of the problem is 
X^  = 20 Units of product A. 
Xp = 36 Units of product B, 
dZ = 80 hours idle time perday. 
dp = Rs.48 df materials remaining unused perday. 
BRANCH AND BOUND MCTHOD i (9),(23),(24)^31) I 
Branch arid Bound method is very useful for solving 
integer programming problem in general. If the total No. 
of feasible solution for the problem being solved is small 
one can evaluate each feasible solution individually and 
select the optimum by comparing them with each other this 
46 
is known as total or exhaustive enumeration . 
In most real life problem the total enumeration 
method is not practicable as the number of feasible 
solution of the problem out to be very large. Branch 
and Bound provide a methodology to search for an opti-
mum feasible solution (jy doing only a partial enumera-
tion it is based on the fact that the value of the obj-
ective function for the optimum integer solution to a 
linear programming maximization (minimization) problem 
can never be greater than a optimum non integer solut-
ion. The optimum solution found by ignoring the integer 
requirement, therefore provides upper and (lower) bound 
for the value of the oojective function. 
The Branch and Bound procedure does not deal dire-
ctly with the integer, problem rather it consist a Odnt-
inuous problem defined by relaxin,^  the integer restrict-
ions on the variable then the solution space of the int-
eger problem is only a subset of the c intinuous space. 
If the optimal continuous solution is all integer 
then it is optimal for the integer programming problem 
other wise Branch nnd Bound technique is applied by 
implementing two basic operations. 
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1 = Branching 
2 « Bounding 
Basic approach 
The procedure for solving Integer Goal Programming 
as follows. 
1 =Solve the stated goal programming problem using the modi-
fied simplex method. If the solution has one or more non-
integer decision variaoles, continue to the next step. 
2 =Select the non-integer decision variable with the largest 
fraction and develop," absolute constraints" to bind the 
decision variable . The constraints are absolute in that 
they are entered into the solution basis first by arbit-
rarily setting their preemtive priority factor add math-
ematical weighting at an extremely high level • This inv-
olves the creation of two constraints such that, lower 
bound problem constraint is ^f ~ ^ i = ( I + f ) - f . and 
upper bound problem constraint is Xf - d. =(I+f)+(l-f) 
where Xf is the decision variable that has a Traction amo-
unt, T + f represents an optimal volue of X- divided into 
its integer I, and fraction d-f, component parts. The 
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deviational variables in the new constraint dT and 
d . are given an extrerr^ ely high mathematical weight 
and placed in priority P in the objective functions 
of two separate problems. 
3 =Solve the two new goal programming problems separately. 
If both result in integer solutions. Select the one 
thnt provides the greatest goal accomplishment. If only 
one is feasible, that branch is finished as additional 
binding constraints will only result in a less optimal 
solution. The other infeasible solution must be adjusted 
by tlie addition of more binding constraints on the other 
decision variables th-^ t h-^ s Joecome non-integer continue 
to the next step, 
U =Repeat step 2 and 3 for each solution that has a non-
integer decision variable, 
5 ^Continue to repeat step 4 until either feasible solution 
or infeasible soluti ms that violate higher level priori-
ties are observed at the end of each orHnch. 
6 =The optimal solution cr^.n then be selected for all of the 
feasible solutions on the basis of goal accomplishment. 
That is the solution that is integer ana provides the 
greatest go?tl accomplishment in the optimal solution. 
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Example 4» 
The following is the sa.Tie integer goal programming 
example that was solved in example 3. However, here we 
shall use the branch and bound algorithm for its solution. 
Minimize Z « P^ d~ + P.d^  + Pp*^ ' * ^2^1 
Subject to 10X^ + 20X2 + d^f = 1000 
16X^ + 12X2 + d~ = 800 
12X^ + 10X2 -»- d~ -dj = 600 
X2 ^ d; - dj = 35 
X^,X2,d~ , d2 , d~ , d^ , d^ > 0 
The modified goal programming solution yielded a non 
integer solution. 
X - 35 X - 1 ^ dT = ^ 
d- - 280 
The basic approach of the branch ana uound method is to 
partition the problem into two separate problems by introducing 
two new constraints. First v/e can introduce two new constrain 
nts for X^  as X^  ^ 20 ana X^  > 21 
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Thus the pure integer solution of the problem is 
X^ = 20 Units of product A 
X2 = 36 Units of product B 
d7 = 80 hours idle time perday 
dl = Rs.A8 of materials remaining unused per day. 
C H A P T E R - IV 
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APPLICATIONS OF GOAL PROGRAl'^ MING : 
4.1 Transportation Problem V/ith Multiple Objectives K27)< 
In many instances management may have multiple 
conflicting objectives to achieve from a given trans-
portation problem. In such a case, we must depart 
from the usual transportation method since it handle 
only one objective criterian the tranoportation cost. 
It is possible to apply the goal programming approach 
to such transportation problems. In order to demonstr-
ate an application of goal programming in the analysis 
of a transportation problem that involves multiple conf-
licting objectives e.g. 
The Hasting furniture company supplies colononical 
style rocking chairs . The company supplies this single 
P'oduct to four furniture stores at various different 
locations from three ware houses during the coming month 
the company will be unable to meet customer demands because 
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of an unexpected increase in the popularity of the 
rocking chair. Hov/ever, management has decided that 
certain customer demands must be satisfied even at 
the expense of others. In order to avoid gross ineq-
uality , mana^gernent decides to balance the proport-
ion of demands satisfied among those customers whose 
demand would not be fully met. 
The transportation problem is summarized : 
with unit transportation costs (C. .) given in 
-'•J 
i^Mrentheses. The decision variaole (X. .) represent the 
qu.-^ ntity of rockiri['; chairs to be transported from the 
ith ware.house to jth customer. 
However, in this case if thie problem is formulated 
as a standard linear. Programming problem with the obj-
ective of the transportation cost minimization and all 
other goals specified as constraints, the result v/ould 
be an infeasible solution . The company has decided to 
employ the goal programming approach. However, managem-
ent has specified that the goal programming solution 
would be undesirable. 
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Customer 
Ivere* house 
Supply 
1 X^^(5) X ^ ^ i A ) X^^(6) X^^(7) 300 
2 X2^(3) X22(3) X23(4) X^^CS) 200 
3 X3^(4) X32(5) X33(5) X3^(3) 400 
Demand 200 100 450 250 1000/900 
A Transportation problem with multiple objective. 
Management lists the following multiple goals according 
to their importance. 
1- Weet entire demand of customer 4 
2- Transport at least 100 rocking chairs over the route 
from ware_.house 3 to customer 1 . 
3- Meet at least 80 percent of the demand from each custo-
mer. 
4- Keep the total tr^ iisportation cost to no more than 110 
percent of budgeted Rs.2,950. 
5- Minimize transportation over the flooded route from 
ware, house 2 to customer 4. 
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6- Balance the percentage of demand satisfied between 
customers 1 and 3. 
y-r Minimize the total transportation costs for the 
problem. 
Goal Programming^  Model 
Variables 
X. . = number of rockinr; chairs to be transpor-
ted from the ith ware house to the jth 
customer. 
dT «= Under achievement of goals or constraints 
in the ith equation. 
d. = Over achievement of goals or constraints 
in the ith equation. 
Supply System constraints. 
Supply is restricted to the maximum capacity of 
ware_-houses. 
X^ +^X^ 2-'X^ +^X^ /^  4, 300 
^21*^22*^23-^^24 ^ 200 
^31*^32*^33*^34 4 400 
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L/emand Goals: 
It is assumed th^^t the finn does not provide more 
than thie customer demands. Therefore positive deviation 
can be excluded frrim dein.'-Mid goal constraints. 
X^^ + X2^ + X,^+ X^^ + d^ j" = 200 
^12 -^  "^ 22 -^  h2 *^42 ^ ^~2 = ^^^ 
X^3 + X23 + X^3 +X^^ + d- = 450 
^14 -^  ^ 24 •" ^ 34 •*-^ 4^4 -^  ^ 4 = 250 
Union Agreement = 
The Union agreement specifies that at least 100 
Units should be transported froni ware—house 3 to 
customer 1, 
The variaiile d~ represents negative deriation from 
the goal, while dZ is the amount of over achievement of 
this goal. 
X,. + d" - dr = 100 31 5 5 
Minimum satisfied Demand Goals. 
In order to avoid gross in equalities of demand 
satisfaction among the various customers, the goal of 
satisfying at least 80 percent of each customers demand 
is included. 
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X>,2 + X22 + X,2 + dy - dt = 80 
^13 " ^ 23 * ^33 * ^ 8 " ^ a ' ^^° 
^14 * ^ 24 -^  ^ 34 * ^ 5 - ^ 9 " 200 
Transportation Budget Goal 
The solution of the goal programming model should 
yield a total tran.^ port^ tion cost not exceeding 110 
percent of the budgeted of Rs.2,950 Hence, the maximum 
acceptable cost is :\s.3»245. If we denote the unit tran-
sportation cost from the ith ware house to the Jth 
customer as C. . then the .udget goal constraint becomes. 
Road hazard Goal 
The firm wishes to minimize transporting from ware-
house 2 to customer 4 . Sii ce floods have caused road 
hazards along th-^ t route. 
^24 - d^ l = 0 
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Balnnce - to - Customers Goal 
It is desireci to transport rocking chairs to 
customers 1 and 3 in such a manner that an equal' 
portion of demand for each is satisfied. 
This equation can be transformed to the following 
goal constraint. 
X ^^
 + X2^ + X^^ - 0.444(X^3 + X23 + X^^)* ci-2-d|2 = 0 
Transportation Cost Goal 
Since the firm wishes to minimize total transport-
ation costs, a gor-<l of zero cost is set and an attempt 
is made to minimize che positive deviation from this 
goal. 
S C, . X. . - dt-, =0 V Z_ in in 13 1 " " ij 
Now the complete goal programming model can be 
as 
formulated/follows 
9 
Minimize I ^'^^^l-^^z^T^'^^^Y. ^i+VlO^^S^II 
i=6 
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Subject to X.,^ +X^ 2'^ 1^3'^ 1^4 = 300 
^11-^ ^21*^31^^2 
X^2+X22+X^2'^^2 
X^3+X23-HX33+d3 
^14-^^2 4-^^34*^4 
X 3 ^ * d ; - d ; 
= 200 
= 100 
= 450 
= 250 
= 100 
^11*^21*^31*^6-^6 = ""^ O 
^l2'*"^22*^32*^7-^7 " ^^ 
X^3+X23+X33+d--d* = 360 
^<14*^24*^34*^9-^9 = ^00 
5X^^*2X^2*^^3*'^^14 
*5^21*^^22*^^23 
+6X2^+4X3^+5X32 
+2X33+3X3^+d-Q - d^Q =3245 
^24 - ^11 = 0 
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X^^+X2^+X^^-0.44/4X^^-0.444X2^-0.4^4X^^+d:j2-^12 " ° 
5X^ ^  +2X^ 2+^^13-*-'7^14+3X2^ +5X22+4X23+6X2^+4X^^ +5X^2 
Xij , d- , d1^  y, 0 
4.2 Goal Programming For Academic Planning (/-^\ /•x\ f^^\ (13)) 
There are several developments that have aggravated 
the difficulty in university management . These factors 
are. 
1. Increase in Enrollment: 
Expansion of enrollment has been observed'in all; .! i • 
aspects of higher education , and this trend is expected 
to continue in the future. According to the projection 
by the department of Engineering in 1985 approximately 
25000 degrees will be granted cor.'ioared to only 10000 degree 
in 1975. 
2. Expansion of Programs and Curriculums; 
Because of new development in technology and its 
application new couirses and programs must be added. Also 
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the increasing dernand for graduates with masters or 
doctrate degree hns force many institutions to expand 
their existing progra;i!S. 
3. Sxpansion of Facilities; 
To accomodate expanding enrollment and programs, 
new physical facilities are needed further more, requi-
rements set by college association, as facilities req-
uired for govennent research grants have force the exp-
ansion of facilities. 
^' Increase Research and Service Functions 
Because of the increased interest of private indus-
try and goverment In University research Universities 
play a significant role in the creation and dissemina-
tion of technology. 
5. Faculty 
The need for more faculty members and increasing 
salaries of Professors has a multiplier effect in the 
rising casts of higher education, 
6. Growth of Public Institutions : 
A significant shift of enrollment from private to 
public institutions has been observed in recent years. 
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In the 10 year period preceding 1975, the proportion of 
students attending public schools increased from 55 per-
cent to 65 percent. 
7. Teaching Kethod ; 
There have been many innovational teaching techni-
ques developed in the post decade such as computer-app-
lied courses, educational T.V. audiovisual aids, progr-
ammed education etc. 
A Goal Programminf; Model For Academic Resource Allocation; 
The rapid rate of technological development and the 
growing complexity of society has brought about renewed 
awnrness of the importance of higher education. There may 
be many reasons for this trend such as gradual reduction 
of federal research grants and a rate of expenditure inc-
rease in higher education that is faster than the rate of 
increase in state revenues. However another important rea-
son seems to be switch of high priorities from higher edu-
cation to more pressing social problems that require imed-
iate attention of the goverment. 
One of the most important functions of the University 
administrator is to acquire everincreasing operational 
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funds. The increasing financial pressure has greatly 
enhanced the importance of efficient resource allocation 
on the part of the institutions. 
Although management Science and mathematical models 
are developed and tought within the confines of academies, 
the application of these techniques for their own opera-
tion has been generally neglected. Perhaps in the part 
academic planning and operational effeciency were of no. 
significant import^nce. It is an urgent necessity for 
many institutions to develop a dynamic and systematic 
planning model for effecient resoiarce allocation for their 
survival, 
In recognition of the importance of planning and 
rational decision processes, many Universities have been 
and are in the process of establishing formal long-range 
planning models ?is well as utilizin,-^ , scientific decisions 
techr>iques. For example , the application of the Planning 
Programming. Budgetinf"; system to academic planning has 
become popular in the :)0Gt several years. The purpose of 
the Planning Prograinming-Budgeting system approach in the 
University is to .-achieve a nore efficient resource alloc-
ati.OM In achieving its objectives over a long term planning 
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horizon, under tliis s\/steni, Long rangt- planning is 
estaolisherl for program elements such as colleges, 
departiTients and cu-ricula, with the limited available 
resources for pursuing University goals, the arjministr-
ators have to eliminate some goals, postpone some and 
reduce others in scale in arders to fit desirable goals 
ifiito practical and feasible objectives. 
The majority of models have focused upon a specific 
segment of the total institution in great dept^h. with 
a nu.moer of specllized models such as prediction of stu-
dent population facility growth, facility requirements, 
expenditure analysis etc. the over till planning of the 
institution is attempted. They larger models have attem-
pted to encon:pass functions of the total University sys-
tem as well as to analyze interactions among major comp-
onents. 
The various models introduced thus for vary consid-
erably in their mathematical shopWstication, functions, 
methods, purposes sut'Jects and data. However, the majori-
ty of the models attempt to reduce some degree of uncert-
ainty based primarily upon past trends or data. 
The present situation in many Universities is one 
Of compromise and tense coexistence anong ail parties 
involved. Any effective model, therefore must be capable 
of reflecting the administrators, judgement about the 
priority of desired goals withing the constraints of the 
existing situation. Most models introduced thus far fail 
to meet this requirement. The goal programming approach 
appears to be the most appropipiate technique in develo-
ping a model to attain multiple, competitive and often 
conflicting goals with varying priorities. It is the 
purpose of this study to present a goal programming model 
for an optimum allocation of resources in institution of 
higher learning. 
The General Model : 
The development of a goal programming model, the 
following variables, constraints and constraints should 
be examined. 
Variables : 
X^  !=no, of graduate research assistants 
Xp =no. of graduate teaching assistants 
X, »no, of instructors, 
X. =no. of assistant professors without terminal 
degree. 
Xc -no. of associate professors without terminal 
r^ r\ f-T -y^ i^ A 
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Xg = no. of full professors without terminal degree. 
X„ » no. of part-time faculty without terminal 
degree, 
Xg = no. of special professors without terminal 
degree. 
Xg = no. of staff. 
Y:. = no. of assistant professors with terrainal 
degree. 
Yp = no, of associate professors with terminal 
degree. 
Y, = no, of full professors with temiinal degree, 
Y, = no. of part-time faculty with terminal degree, 
Yc = no. of special faculty with terminal degree. 
17 = total pay roll increase from prior year, compo-
sed of faculty, staff, and graduate assistant 
salary increases. 
Constants : 
a^  = percentage of the academic staff that is class-
ified as full time faculty. 
ap = percentage of academic staff at the under graduate 
level with terminal degree. 
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a^ = percentage of academic staff at the graduate 
level with terminal degree. 
a. = estimated no. of undergraduate student credit 
hours required per session. 
ac = estimated no. of graduate student;credit hours 
required per session. 
Sg = desired under graduate faculty/student ratio. 
ay = desired graduate faculty/student ratio. 
ao = desired faculty/staff ratio. 
BQ = desired faculty/graduate research assistant ratio. 
b>., = projected undergraduate student enrollment for 
the coming academic year, 
b^r - projected graduate student enrollment for the 
coming academic year. 
b^ /- = desired percentage increase in salary for graduate 
assistants. 
b^y = desired percentage increase in salary for faculty. 
b<.g = desired percentage increase in salary for staff, 
I^ iaximum teaching load, desired proportion of each 
faculty tj^e, and average salary defined as. 
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Variable Proportion Under graduate Graduate Salary 
X^- C^  
^2 ^2 
X5 C3 
^6 ^6 
^7 ^7 
^ 
Xg 
8^ 
Y3 C^ ^ 
Y4 C^2 
^5 ^13 
^ 
"2 
^3 
"4 
"5 
\ 
"7 
"e 
-
•^9 
' ' l O 
"11 
"12 
"13 
"1 
"2 
1 
"3 
t>4 
t 
*'5 
*>6 
1 
"7 
"8 
-
"9 
"10 
*-
"12 
"13 
^1 
Sl 
^2 
^3 
S4 
S5 
^6 
^7 
^8 
^3 
S4 
^5 
=6 
^7 
Constraints : 
A. Accreditation : 
1. A cer ta in percentage of the acadersic staff must be fu l l time 
facul t j ' . 
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( ^ ^ ) 
i=1 
8 5 
[F„ , ^ 1 * ^ i^ 3 >/ i^ 
1=1 
A given percentage of the faculty available for undergra-
duate and graduate teaching duties are usually required 
to passess the terminal degree. If we assUiHe for this 
model that X^ through X^ and y. through y, are available. 
undergraduate teaching assignment , and XQ and y^  through 
yc are available for graduate teaching responsibilities. 
We may write. 
^^ yi/ [%,h^i yi ] 
1=1 l-T i=1 
> ^2 
i=1 
y ^3 
There is usually a maximum number of student credit hours 
per session(for both graduate and under graduate ) that 
a faculty member may teach. It is not necessary to formulate 
a separate cor:straint for this requirement since it is 
easily in corporated into later constraints by selecting 
appropriate desired class sizes and teaching loads. 
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Total Number of Academic Staff : 
One of the most important determinants of the number 
of academic staff requirements is the estimated number of 
student credit hours ( both graduate and under graduate ) 
needed-per session. With this information plus the maximum 
desired teaching Loads of faculty members, the i^ equtrement 
of academic staff cah be determined. 
7 5 
2 1 b. X. + '51 b. o Yi y/ a, (Under graduate) 
i=1 ^ ^ i=i ^^^ ^ "+ 
8 5 
2 - ^ i ^i •*• 2 1 ^i+8 ^i ^ ^5 Urad^ate ) 
i=2 i=1 
Another aspect to be considered in the determination 
of academic staff requirements in the desired faculty/ 
student ratio. 
( 
( |1 ^i + ^ 1 ^1 j / ^12 ^ ^6 (^ "^ ®r graduate) 
Distribution of Academic Staff : 
(Graduate) 
It is necessary to impose some constraints on the 
distribution of the acadfimir faculty. If there were no 
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constraints, the model would call for the most productive 
type of faculty in terms of teaching load, and accreditation 
i.e. the assistant professors with terminal degrees and 
insti'uctors. In this model, v/e assume that the college 
desires to minimize the number of faculty without terminal 
coverage and to maximize those with terminal degrees. 
i=1 i=2 
1^ C^ T 
i - 1 
C . j T 
V.Tiere T 
Humber of S t a f f : 
i=1 
> y^ 
8 
i = 2 i=1 
This ob^ Jective may be incorporated into the model 
by designing a constraint that reflects a desired faculty/ 
staff ratio. 
8 5 
( Z X^  + l: y^ ) / Xg > a. 
i=2 i=1 
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Number of Graduate Research Assistants : 
To provide adequate research support for the academic 
staff, it is desired to assign graduate research assistants 
to faculty members. This can be handled by introducing a 
consistraint for desired faculty/graduate research assistant 
ratio. 
f h h * i, n^ /"" > a 9 
Salary Increase : 
To maintain a^adequate staff, it is necessary to prov-
ide periodie salary increases, One of the most viable means 
of meeting this competition is to offer salary increases 
according to the policy of the institution. The pay roll 
increase constraint is 
Net 1^ 1 Xj^ ) . b^CSjXj*^^ 3^ j;^ ^^ , 2 S^y^_^) 
i=3 
The Total Payroll Budget ; 
The increase ir. the salaries of the faculty, the 
staff and graduate assistants repre-sents only one facet 
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of the entire budget. The total payiroll budget is a 
major concern in a situation where limited resources 
are involved . The total payroll constraint can be 
expressed. 
S, £ X, * S, X3 . _i S, X.^, . i^ S, y,.2 
+ S Q Xg + V = P 
Where P represents the total payroll budget. 
Objective Function : 
The objective function is to minimize deviation, 
either negative or positive, from set goals with certain 
Preentive priority factors assigned by the dean of the 
College in accordance with the University policies, existing 
conditions, and hlis judgment. 
3 Ck)al Programming for Corporate Planning : /( 4 ) , (5), (32)< 
The use of goal programming for the optimization of top 
management corporate planning , There have been a number 
of studies concerning applications of goal programming to 
various decision problems, but non of there hae dtilt with 
top-level corporate planning , Goal programming is applied 
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to the corporate financial pl^ ajining for a publicity 
owned utility company . The study presents optimal 
solutions to the financinl decisions of the firm given 
the firms basis financial constraints, legal obligations 
and the long and short run goals of its top management. 
Technique For Top Level Planning Decision : 
There have been a great number of studies published 
concerning the application of various management Science 
techniques to top level corporate financial decisions. 
One technique thnt has been used widely in the analysis 
of financial decisions is that of setting the various 
constraints of a decision into a general mathematical form 
and solving tVie model through calculus or some other math-
ematical method . There is no universal format of the model, 
instead each model is custom made for the problem at hand, 
and the techniques that are to be used in analyzing the 
models are specific for each problem for example, Morris 
presenbed a model for the financial decision of whether or 
not to diversify a firm . He for-mulated the out comes of 
various decisions concerning the usage of the firms available 
resources in the form of second degree mathematical equations 
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and solve them in order to maximize the utility of a 
decision, Zongwill derived a method f6r solving a non 
linear pricing decision problem by transforming it into 
a sequence of unconstrained maximization problems. 
A second major technique that is used for financial 
planning decisions is the direct computer searchcprocedure. 
This procedure was appl;ed by Jones and by Buffa and Taubert 
to aggregate planning decisions. The technique involves the 
sequential examination of a finite set of feasible trial 
solutions of a certain function . By specifying values for 
all the indep, variables the technique produces the trial 
evaluation. If a trial improves the previous trial solution. 
Dynamic programmiiig is applied by Petrovic and by Briskin 
for planning decisions,,This technique involves the formula-
tion of relationships that describe the management problem 
and their association to a criterian function. The criterian 
function represents the management goal that Requires plann-
ing and action linear Programming has found wide applications 
in various planning problems . Examples of the uses of this 
technique abound in the literature. In this study, goal prog-
ramming is proposed for top management financial [filanning.It 
appear that goal programming overcome many limitations of the 
techniques mentioned above that have been suggested for mana-
gement planning problems. 
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The goal programming model that was developed contained 
7 choice variables j 26 deviational variables, and 13 const-
raints. The model constraints are presented belov/ in both 
descriptive and algebraic forms. 
1, Operation Expenses And Payroll : 
( Electricity revenue + gas revenue + bond fund + beginning 
balance + nonoperating revenue + deprecintive + amortization + 
Contribution form customers + Salvage + Article VII funds + 
antitrust funds ) - ( Operating expenses + payroll & employee 
benefits ) ^ 0 
( a^  X^  + 32^2 + X, + C2 + a, + a^ + ac + ag + ag + a^ Q + a^ j^-
fo^ + b^ ) > 0 
( Rs. 4,455, 440.0 X^  + 28,292.0 X2 + OX^ + 30,5090 + 2,275.0 + 
9,ft25.0 + 6.0 + 1,230.0 -»• 354.0 + 52.0 + 58.0 ) - ( 16,709.0 + 
18,200.00 ) ^ 0 or 
4,445.440X^ + 28,292.0 X2 •»• d:; - d* = 21,509.0 
Revenue and Expenditure Variables: 
— — — Revenue I97O Constants or 
Variables . Assumed 
Value 
Electricity revenue a-X^  
Rate per KIVHCRS. 1,000) X^  
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Estimated demand(l ,000 KIVH) 
Minimum or maximum desired rate 
Gas revenue 
Rate ^er MCF (te.1,000) 
Estimated demand (MCF) 
Minimum or raaxirauin desired rate 
Mon receation (Rs.1,000) 
Depreciation' (Rs. 1,000) 
Araorti2ation(Rs. 1,000) 
construction funds 
Bond fund (Rs. 1,000) 
Assumed upper Limit 
Improvement and contingency-
fund )Rs. 1,000) 
Ratio to earned revenue 
Contribution from customers(Rs.1,000) 
Salvage (Rs. 1,000) 
Article VII(Rs.1,000) 
Antitrust ( Rs. 1,000) 
^3 
Sic 
"3 
^6 
^7 
*10 
Hi 
Rs.4,455,440 
0,0144/KVffl 
28292 
0.492/MCF 
Rs.2.275.0 
Rs.9,425.0 
6.0 
0.0 
12.5% 
Rs.1,230.0 
354.0 
52.0 
58.2 
Expenses : I970 
Bond retirement (1^.1000) 
Tnterest payment (f'.s. 1,000) 
Variables Assume value 
Rs.3,130 
2601 
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Operating expenses (Fs.lOOO) 
Payroll and employee ben±fits(Rs.1000) 
Technical imporvement {.is. 1000) 
Desired ratio to earned revenue 
Payment of the city preliminary 
(Rs.1000) 
Ratio of payment to total assets 
Payment to the city final (Ps. 1,000) 
Ratio of payments to earned revenue 
Construction (Rs.1000) 
Desired construction(Rs.lOOO) 
Bond reserve fund (Rs.lOOO) 
]£t6rest reserve fund (Rs.lOOO) 
^6^1 
7^ 
8^ 
1^0 
16709 
18200 
.005 
.0151 
.14 
Rs.41220 
3220 
2514.7 
Begining and Ending Balances 
Total assets at the begining of 
the year 
Begining balance 
Ratio of surplus to total assets to 
lower rates 
Rs. 463,000 
30,509.0 
.25 
2. Payment of Principle, Interest, and Reserve Funds : 
(Electricity revenue + gas revenue + bond + begening balance* 
nonoperatinp, revenue + depreciation + amortization + contribution 
form' customer + salra;-';e + Article VII funds + antitrust funds )-
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(bond retirement +intere8t payment + operating expenses + 
+ payroll and employee benefits + bond reserve fund + interest 
fund ) > 0 
( a^ X^  + 32X2 + X^ + C2 + a^  + a^ + a^  + BQ + ag + a^ Q + a^^) -
( b^ + b2 + b^ 4. b^ + b,^^ + b^^ ) > 0 
( te. 4455.440 X^  + 28292X2 + 30509 + 2275 + 9,425 + 6.0 + 
1,230 + 354 + 52 + 58 ) - (3,130 + 2,601.2 + 16,709 + 18,200 + 
3,220 + 2,514.7 ) ^ 0 or 
4,455, 440.OX^ + 28,292.0X2 + d2 - d2 = 27,240.2 
3. Preliminary Payment To I & C Fund; 
(Electricity revenue + gas revenue + bond fund + begining 
balance + nonoperating revenue + depreciation + amortization+ 
contribution form customers + salvage + Article VII funds + 
antitrust funds ) - ( boni retirement +interest payment + 
operatin,": expenses + payroll and employee benefits + bond 
reserve fund +interest revenue fund + preliminary payments to 
the City ) > 0 
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( a^ X^  + 82X2 + X^ + Cg + a^ + a^ + a^ + ag + ag + a^ Q + a.|^  
(Rs. A,455 , 440 X^  + 23,292X2 + OX^ + 30,509 + 2,275 •»• 
9,425 + 6 + 1,230 + 354 + 52 + 58 ) - (3,1300 + 2,601.2 + 
16,709 + 18,200 + 3,220 + 2,514.7 + 0.0151(463,000) > 0 
or 
4,455 , 440X^ + 23,292X2 + d^ - d* =34,231.5 
t 
4. Prelimunary Payments to The City : 
( Electricity revenue + gas revenue + nonoperating 
revenue ) - ( bond retirement +i1n(terest payment + operating 
expenses + payroll and employee benefits + bond reserve fund + 
Interest reserve fund + i^ reliminary payments to the city + 
ratio of I & C fund to earned revenue ( electricity revenue +• 
gas revenue + nonoperatin;-- revenue ) ^ 0 
(a^X^ + 82X2 + a^ ) - (b^  + b2 + b^+b^+ bg + b^Q + b^C^ 
+ a 7 ( a>,X^  + a2X2 + a^ ) ^ 0 
( Rs.4,455,440X^  + 2'2^2X2 + 2,275 ) - (3,130 + 2601.2 +16709 + 
18,200 + 3,220 + 2,514.7 + 0.0151 (463,000 ) + 0.125(Rs.4,455,440X^ 
+ 28,292X2 + 2,275) > 0 
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Or, 
3,893,510X^ + 24,755.5X2 + d^ - d^ =51,375.1 
5. Fln^l Payments To The City : 
(Final payments to the city + preliminary payments 
to the city ) "^ ( ratio of city payments to earned revenue.) 
( electricity revenue + gas revenue + nonoperating revenue) 
^6 * ^ 6 1^ ^ ^7 ^ ^ 1^1 "^  ^ 2^2 "*• ^3 ^  
Xg + 0.0151( 463,000)> 0.14 (4,455,440X^ + 28,202X2 + 2,275) 
Or, 
6. 
623 , 761.6X^ + 3960X2 - X^ + d^  - d* = 6 672. 8 
Breakeven Constraint : 
( Electricity revenue + gas revenue •*• bond fund + non-
operating revenue + depreciation + amortization + contribution 
form customers + salvage + Article VII fund + antitrust 
fund ) - ( technical improvement + final payment to city + 
construction + bond retirement +interest payment + operating 
expenses •»• payroll and employee benefits + bond reserve 'fund + 
interest ,resrve fund + preliminary payments to the city ) — 0 
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( a^X^ + 32-'^? + X, + a , + a/^ + Sr + ag + a^ + a^Q + ^11) 
(X^ + Xg + Xy + b^ + b2 + b^ + b^ + b^ + b^Q + ^6^1^° ° 
(Z+,455,440X^ + 28,292X2 + X^+ 2 ,275 + 9 ,425 + 6 -t- 1,230 
+ 3 5 4 + 5 2 + 5 8 ) - ( X^ + Xg + Xy + 3 ,130 + 2 , 6 0 1 . 2 + 
16 ,709 + 18 ,200 + 3 ,220 + 2 , 5 1 4 . 7 + 6 , 9 9 1 . 3 1 ) = 0 
O r , 
4,45,440 X^  + 28,292X2 + X^ + X^ - X^ - Xg - Xy - Xg + 
dg - dg = 40,052.5 
7. Mew Bonds : 
Bond funds assumed bond upper limit 
h ^ % 
Or, 
X3 ^ 0.0 
X^ + d~ - d* = 0.0 
8, Minimum Electricity Rate : 
Electricity rate / KWH desired rate 
1^ "^ ^12 
X^  > 0 . 0 1 4 4 KWH 
Or , X^  + dg - dg = 0 .0144 
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9. Minimum Gas Rate : 
Gas rate / MCF > desired rate 
X2 > 0.492/MCF 
X2 + dg - d* = 0.492 
10. Technolo/=;ical Improvement : 
Technological improvement fund desired ratio of tech-
nological improvement to earned revenue ( electricity revenue 
+ gas revenue + nonoperating revenue ) 
X5 :^  b^ ( a^ X^  + 33X2 + a^ ) 
X^ 7/ 0.005 (4455,440X., + 28,292X2 + 2,275 ) 
Or, 
X5 - 22,277.2X^ - 141.5X2 + ^~^Q - <^\Q = 11.4 
11. Final Payment To I C Fund; 
I "V C fund "^ I o<^  C ratio to earned income 
( electricity revenue + gas revenue + nonoperating revenue) + 
( depreciation + anortization + contribution + contribution from 
customers + salvage + Article VII funds + antitrust funds ). 
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X^ > .125(4,455,440X^ + 28,292X2 + 2,275) +(9,452 + 6 + 1,230 
+ 354 + 52 + 58.2 ) 
X^-556,930X^ -3,536.5X2 + d^ -^ d^ ^ = 11,409.4 
12. Construeti .on : 
Construction desired construction 
h 
h 
> . 
> 
^8 
41,220 
0^' - + 
X^ + d^2 - ^ 12 = ^ ''»220 
13. Priority Structure For ^ '!ana^ ement Goals : 
P^  = The first priority of the firms top management, to avoid 
issuing any new bonds in 1970 . The city issued bonds in 1969, 
and there is no mood a-Tiong the citizens to consider new bonds. 
Therefore, P^  is to be assigned to dZ and d„ . 
Pp = The Second goal of the management , to meet the current 
operating and payroll expenses, as v;ell as payments of the bondi 
principp.l, intrest, and reserve fund expenses.However management 
feels, that the payment of operating and payroll expenses is twice 
as important as paying other expenses.Hence 2P2 is assigned to 
dT and P2 is assigned to dp . 
P, = The third priority of the management, to priovide the paym-
ents to the city 2P- is assigned to d^ and P, to dt. 
P. = The fourth priority of the management, tb secure desired. 
Pc- = The fifth priority of the management to secure desired 
funds for technological improvements of the firm's opera-
tion. Pr is assigned to d^Q. 
Pg = The sixth goal , to secure a desirable amount of 
funds for continuous construction project. 2Pg is assigned 
to d!^ 2 "to ensure that construction not go under the desired 
level, which is based tbn the bond and I & C funds. Then 
Pg is assigned to dT, , 
Py = The last goal of the management at least to maintain 
the current electricity and gas service rates. Therefore, 
Py is assigned to d~ and dq . Now the objection can be 
formulated as : 
. ; Min, Z = P^  (d~ + dy ) + 2|>2d:; "^ ^^ 3^ 5 * V S l ^ 
5^^ 10-^  V 1 3 * Py ^ ^ 8 * ^ 9 ^  
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