INTRODUCTION
Tt is becoming apparent that optimal control theory and non-linear programming are highly related. This point of view is illustrated by the recent text of Canon, Cullum and Polak [1] . It seems yet to be fully exploited, however.
Our purpose here is to utilize results from non-linear programming to establish a generalized version of the maximum principle for fixed-time discrete optimal control problems. These problems have been treated in various degrees of generality by a number of researchers ([1] , [3] , [4] , [5] , [10] , [11] , [12] ). We shall consider an extension of a version originally discussed by Halkin [3] and later generalized by Holtzman [4] and Canon, Cullum and Polak [1] . Thus, we will not require convexity of the set of admissible controls (though a certain convexity condition will be imposed) nor do we require differentiability with respect to the control variables. We also admit inequality constraints on the state variables as well as equality constraints on the initial and terminal state vectors.
For motivation, we might note that linear optimal problems trivially fit out framework. In addition, Halkin [3] fias shown that discrete approximations to continuous problems satisfy the hypothesis that we shall impose.
The non-linear programming approach that we adopt should be contrasted with previous approaches. We do not require intricate arguments based upon Brouwer's fixed point theorem, nor do we rely upon canonical approximations [1] . Instead, we utilize two basic resuits from non-linear programming stated as Lemma's 1 and 2 below. The first resuit is a direct conséquence of the implicit function theorem and a well-known lemma (see [7] ) due to Motzkin. It was established by Mangasarian and Fromowitz ([7] , [8] ). A short proof is given in [5] . Though the resuit is stated as a "maximum principle" in [7] , it has not been used previously in the present optimal control context, but rather as a direct extension of the classical Fritz John theorem of nonlinear programming applied with differentiability requirements that we do not impose.
The second resuit is essentially a special case of a theorem of Fan, Glicksburg and Hoffman ( [2] , [7] , p. 63). The version that we give can be established easily via an elementary separating hyperplane argument.
Bef ore stating these results, let us set some notation. R dénotes the rea numbers, R" w-dimensional real space (with the usual topology). Subscripting dénotes distinct vectors and superscripting vector components. This same convention will be applied to functions in the sensé that if g : R n -* R m 9
then g* dénotes the Z-th coordinate function, g* : and inequalities hold componentwise.
Lemma 1 (first linearization lemma): Let Cçif" be a convex set with a non-empty interior and let ƒ :
xeC.
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Assume that <p (x) is continuously differentiable in a neighborhood of x and that ƒ (x) and Ç (x) are differentiable at x. Then, if the vectors are linearly independent, the system V/(x)(Ax)>0, For convenience, let us record the following special case of this resuit to be used later. 
. T).
Our purpose will be to prove an extended version of the fact that H1-H5 imply this discrete maximum principle. We will use the first linearization Lemma and Remark 1 as basic tools.
Towards this end, it will be convenient to consider a generalized version of (P). Let U be a given subset of R L and suppose that each of the following functions are given:
F : /*"->ƒ?, Assume that y, z, u solve (?'). We shall impose the folîowing analogs of hypothesis HÏ-H5.
Hl) For every u e U the vector valued function H (y, z, w) is continuously differentiable with respect to (y, z) in a neighborhood of (y 9 z) = (y, z). With these associations H1-H5 are direct conséquences of H1-H5.
Observe that the assumptions imposed upon problem (P') do not require that y can be expressed as a function of z and u from H(y, z, u) = 0, although this is true for problem (P) with the associations given above.
H. GENERALIZED DISCRETE MAXIMUM PRINCIPLE
The proof of the generalized discrete maximum principle becomes parti, cularly transparent when U= [u t , ..., u k , u }. Let us begin by briefly introducing the argument in this case. The idea is to use the convexity of { H (y, z, u) : u e U }, L e. assumption H2, to replace the condition u e U in (P') so that Lemma 1 applies. Given any y and z and any 9 l5 0 2 ,..., 8 k with H2 implies the existence of a u = u(Q u ..., 9 fc , x, y) e U such that
Consequently, x y y and Qj = 0 must solve problem (P') when // (x, y, u) is replaced by the right-hand-side in the last equality and conditions £ 9^.
•£ 1 and 9; ^ 0 serve as the convex set C in Lemma 1. The maximum principle now can be established essentiaily by applying Lemmas 1 and 2 to the new problem. Details are presented below in the context of the gênerai case.
When the set U is not finite, a similar argument can be used by determining "finite generators" for U. The following elementary fact concerning matrix valued functions is useful. Let U be a given set and suppose that for each u e U, \|f (u) is a real valued matrix. We will call \|/ linearly independent over U if there is no n e R di , % # 0 such that n v| / (u) = 0 for all u e U.
Remark 2 ; ^ is linearly independent over U if and only if there are u ï9 .. . 9 u D e U such that the matrix has full row rank.
Proof:
If 7i e R**, % ^ 0 and n i|/ (u) = 0 for all u e U 9 then ir M = 0 foi any choice of u i9 w 2 , . .., u D e t/. Thus no M chosen as above can have full row rank.
Conversely, suppose that vj/ is linearly independent over U and that M is given. Let rows r Xi .. . 9 r k , k < d t be linearly independent rows of Afspanning its row space. Then any other row r k+1 of Af can be expressed uniquely via K M = 0 with xc rfc+i = 1 and n t = 0 for / ^ r v r 2 
has full row rank. Utilizing Hl and H3, we see that this problem satisfies the hypothesis of the first linearization lemma with the association x = (y, z, 9 1S ..., 9 D+1 ) and the obvious associations for (p and Ç. Note that V <p (x) = M' above which has fuU row rank. By that lemma, the following System has no solution :
Ee y <i, e y >o 0 = 1, ...,z)+i).
Observe that we have used H(y, z, u) = 0 here. Note that by scaling, (l)- (6) Consequently we may apply Remark 1 to system (l)- (4) and x t = x t (t == 0, '..., T) solve control problem (P); assume Hl through H5. Then the discrete maximum principle holds.
We previously showed that (P) is a special case of (P') and that H1-H5 hold when we make this association. Let a, u, u and 8 from 
III. AN EXTENSION
Holtzman [4] extended the discrete maximum principle by allowing g 0 to be a function of u as well as x t and introducing the concept of directional convexity. We show hère that an analogous assumption permits our proof of the generalized maximum principle to be extended easily. When only F and H below are functions of u, assumption H2' is equivalent to Holtzman's définition of directional convexity (see By the argument used previously to show that the set S is convex, we can easily establish that S* is convex. Since S± is convex and équations (l)- (6) in Theorem 1 have no solution for u e U, S x and 5| are disjoint hence separated by a hyperplane. But 5 2 £ closure S% (let 0 O+ x -> 1) so that S x and S 2 also are separated.
