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Abstract
We consider a double phase problem driven by the sum of the p-Laplace operator and a weighted
q-Laplacian (q < p), with a weight function which is not bounded away from zero. The reaction term
is (p − 1)-superlinear. Employing the Nehari method, we show that the equation has a ground state
solution of constant sign and a nodal (sign-changing) solution.
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1 Introduction
This paper was motivated by several recent contributions to the qualitative analysis of nonlinear problems
with unbalanced growth. We mainly refer to the pioneering contributions of Marcellini [18, 19, 20] who stud-
ied lower semicontinuity and regularity properties of minimizers of certain quasiconvex integrals. Problems
of this type arise in nonlinear elasticity and are connected with the deformation of an elastic body, cf. Ball
[1, 2].
1.1 Unbalanced problems and their historical traces
Let Ω be a bounded domain in RN (N ≥ 2) with a smooth boundary. If u : Ω → RN is the displacement
and Du is the N × N matrix of the deformation gradient, then the total energy can be represented by an
integral of the type
I(u) =
∫
Ω
f(x,Du(x))dx, (1)
where the energy function f = f(x, ξ) : Ω × RN×N → R is quasiconvex with respect to ξ, see Morrey [21].
One of the simplest examples considered by Ball is given by functions f of the type
f(ξ) = g(ξ) + h(det ξ),
where det ξ is the determinant of the N × N matrix ξ, and g, h are nonnegative convex functions, which
satisfy the growth conditions
g(ξ) ≥ c1 |ξ|
p; lim
t→+∞
h(t) = +∞,
where c1 is a positive constant and 1 < p < N . The condition p ≤ N is necessary to study the existence of
equilibrium solutions with cavities, that is, minima of the integral (1) that are discontinuous at one point
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where a cavity forms; in fact, every u with finite energy belongs to the Sobolev space W 1,p(Ω,RN ), and
thus it is a continuous function if p > N . In accordance with these problems arising in nonlinear elasticity,
Marcellini [18, 19] considered continuous functions f = f(x, u) with unbalanced growth that satisfy
c1 |u|
p ≤ |f(x, u)| ≤ c2 (1 + |u|
q) for all (x, u) ∈ Ω× R,
where c1, c2 are positive constants and 1 ≤ p ≤ q. Regularity and existence of solutions of elliptic equations
with p, q–growth conditions were studied in [19].
The study of non-autonomous functionals characterized by the fact that the energy density changes its
ellipticity and growth properties according to the point has been continued in a series of remarkable papers
by Mingione et al. [3, 4, 10, 11]. These contributions are in relationship with the work of Zhikov [32, 33],
which describe the behavior of phenomena arising in nonlinear elasticity. In fact, Zhikov intended to provide
models for strongly anisotropic materials in the context of homogenisation. In particular, he considered the
following model functional
Pp,q(u) :=
∫
Ω
(|Du|p + a(x)|Du|q)dx, 0 ≤ a(x) ≤ L, 1 < p < q, (2)
where the modulating coefficient a(x) dictates the geometry of the composite made of two differential mate-
rials, with hardening exponents p and q, respectively.
Another significant model example of a functional with (p, q)–growth studied by Mingione et al. is given
by
u 7→
∫
Ω
|Du|p log(1 + |Du|)dx, p ≥ 1,
which is a logarithmic perturbation of the p-Dirichlet energy.
1.2 Statement of the problem
Let Ω ⊆ RN be a bounded domain with a Lipschitz boundary ∂Ω. In this paper we study the following
double phase Dirichlet problem
−∆pu− div
(
a(z)|Du|q−2Du
)
= f(z, u) in Ω, u|∂Ω = 0, 1 < q < p. (3)
In this problem, ∆p denotes the p-Laplace differential operator defined by
∆pu = div
(
|Du|p−2Du
)
for all u ∈ W 1,p0 (Ω).
So, in problem (3) the differential operator is the sum of a p-Laplacian and of a weighted q-Laplace
operator with q < p and weight a ∈ L∞(Ω), a(z) > 0 for a.a. z ∈ Ω. The integrand in the energy functional
corresponding to this differential operator is k(z, t) = 1
p
tp + 1
q
a(z)tq for all t ≥ 0. This integrand exhibits
balanced growth since we have for some c0 > 0
1
p
tp ≤ k(z, t) ≤ c0 (1 + t
p) for a.a. z ∈ Ω, and all t > 0.
However, the presence of the weight a(·) which is not continuous and is not bounded away from zero, does
not permit the use of the nonlinear regularity theory of Lieberman [16] and the nonlinear strong maximum
principle of Pucci and Serrin [29, pp. 111,120]. In fact, these were the main tools used in the analysis of (p, q)-
equations (that is, equations driven by the sum of a p-Laplacian and of a q-Laplacian with no weight) and
they led to multiplicity results for such equations. We refer to the works of Mugnai and Papageorgiou [22],
Papageorgiou and Ra˘dulescu [23], and Papageorgiou, Vetro and Vetro [27], which deal with (p, q)-equations
with a (p− 1)-superlinear reaction term. In problem (3) the reaction (source) term f(z, x) is a measurable
function which is C1 in the x-variable and (p − 1)-superlinear as x→ ±∞. The approach developed in the
present paper is based on the Nehari method.
We mention that double phase equations arise in mathematical models of various physical phenomena.
We mention the works of Benci, D’Avenia, Fortunato and Pisani [5] (in quantum physics), Cherfils and
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Ilyasov [6] (in reaction-diffusion systems), Zhikov [32, 33] (in nonlinear elasticity theory). Recently, in a
series of remarkable papers Mingione et al. (see [3, 4, 10, 11]) produced local regularity results for equations
driven by the unbalanced double phase operator, namely when
−div
(
a(z)|Du|p−2Du
)
−∆qu with 1 < q < p.
In this case the integrand in the corresponding energy functional is
kˆ(z, x) =
1
p
a(z)tp +
1
q
tq for all t > 0
and we have
1
q
tq ≤ kˆ(z, x) ≤ cˆ0 (1 + t
p) for a.a. z ∈ Ω, all t > 0, some cˆ0 > 0 (unbalanced growth).
For such equations the appropriate functional space framework is provided by Musielak-Orlicz-Sobolev
spaces. This leads to more restrictive conditions on the weight a(·), which cannot be discontinuous and also
there are restrictions on the exponents 1 < q < p, namely p
q
< 1+ 1
N
. So, p and q cannot differ too much. We
also refer to the works of Colasuonno and Squassina [9], Ge, Lv and Lu [13], Liu and Dai [17], Papageorgiou,
Ra˘dulescu and Repovsˇ [24, 26], Qihu and Ra˘dulescu [30], and the survey paper of Ra˘dulescu [31].
2 Mathematical preliminaries and hypotheses
The balanced growth of the integrand k(z, ·) permits the use of the Sobolev space W 1,p0 (Ω) for the study of
problem (3). By ‖ · ‖ we denote the norm of W 1,p0 (Ω). Using the Poincare´ inequality, we have
‖u‖ = ‖Du‖p for all u ∈ W
1,p
0 (Ω).
Consider the following nonlinear eigenvalue problem
−∆pu = λˆ|u|
p−2u in Ω, u|∂Ω = 0.
It is well-known that this eigenvalue problem has a smallest eigenvalue λˆ1, which is isolated, simple and
the corresponding eigenfunctions have fixed sign. By uˆ1 we denote the positive, L
p-normalized (that is,
‖uˆ1‖p = 1) eigenfunction. Then uˆ1 ∈ C10 (Ω), uˆ1(z) > 0 for all z ∈ Ω and
∂uˆ1
∂n
|∂Ω < 0, with n(·) being the
outward unit normal on ∂Ω. We have
λˆ1 = inf
{
‖Du‖pp
‖u‖pp
: u ∈W 1,p0 (Ω), u 6= 0
}
, ‖Duˆ1‖
p
p = λˆ1‖uˆ1‖
p
p. (4)
For details we refer to Gasinski and Papageorgiou [12].
We introduce the conditions on the weight a(·).
H(a): a ∈ L∞(Ω), a(z) > 0 for a.a. z ∈ Ω.
We define the following quantity related to the double phase differential operator:
ϑ = inf


‖Du‖pp +
p
q
∫
Ω
a(z)|Du|qdz
‖u‖pp
: u ∈W 1,p0 (Ω), u 6= 0


. (5)
Lemma 2.1. If hypothesis H(a) holds, then ϑ = λˆ1.
Proof. By (4), (5) and hypothesis H(a), it is clear that we have
λˆ1 ≤ ϑ. (6)
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On the other hand, for every t > 0 we have
ϑ ≤
‖D(tuˆ1)‖
p
p +
p
q
∫
Ω
a(z)|D(tuˆ1)|
qdz
tp
(recall that ‖uˆ1‖p = 1)
= ‖Duˆ1‖
p
p +
1
tp−q
p
q
∫
Ω
a(z)|Duˆ1|
qdz
= λˆ1 +
1
tp−q
p
q
∫
Ω
a(z)|Duˆ1|
qdz (see (4)).
We let t→ +∞. Since q < p, we obtain
ϑ ≤ λˆ1,
⇒ ϑ = λˆ1 (see (6)).
The proof is now complete. 
Next, we introduce the conditions on the reaction function f(z, x). Recall that p∗ denotes the critical
Sobolev exponent corresponding to p, which is defined by
p∗ =
{
Np
N−p
, if p < N
+∞, if N ≤ p.
H(f): f : Ω × R → R is a measurable function such that for a.a. z ∈ Ω, f(z, 0) = 0, f(z, ·) ∈ C1(R \ {0})
and
(i) |f ′x(z, x)| ≤ a0(z)
(
1 + |x|r−2
)
for a.a. z ∈ Ω and all x ∈ R, with a0 ∈ L∞(Ω), p < r < p∗;
(ii) if F (z, x) =
∫ x
0
f(z, s)ds, then lim
x→±∞
F (z, x)
|x|p
= +∞ uniformly for a.a. z ∈ Ω and there exist τ ∈(
max{1, (r − p)N
p
}, p∗
)
and β0 > 0 such that
β0 ≤ lim inf
x→±∞
f(z, x)x− pF (z, x)
|x|τ
uniformly fo a.a. z ∈ Ω;
(iii) lim
x→0
f(z, x)
|x|q−2x
= 0 uniformly for a.a. z ∈ Ω;
(iv) 0 < (p− 1)f(z, x)x ≤ f ′x(z, x)x
2 for a.a. z ∈ Ω and all x 6= 0.
Remarks. Hypothesis H(f)(ii) implies that for a.a. z ∈ Ω, f(z, ·) is (p − 1)-superlinear. Hypothesis
H(f)(iv) implies that for a.a. z ∈ Ω we have
x 7→
f(z, x)
|x|p−1
is increasing on (0,∞) and on (−∞, 0),
x 7→ f(z, x)x− pF (z, x) is increasing in |x|.
Note that the above monotonicities are not strict, contrary to what was used in [13, 17].
Examples. Consider the following functions (for the sake of simplicity, we drop the z-dependence):
f1(x) = |x|
r−2x with p < r < p∗
f2(x) =
{
|x|s−2x− |x|p−2x, if |x| ≤ 1
k|x|p−2x ln |x|, if 1 < |x|
with p < s, k = s− p > 0.
Note that f2(·) although (p − 1)-superlinear, does not satisfy the well known Ambrosetti-Rabinowitz
condition, which is common in problems with a superlinear reaction (see [17]).
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Let ϕ :W 1,p0 (Ω)→ R be the energy (Euler) functional for problem (3) defined by
ϕ(u) =
1
p
‖Du‖pp +
1
q
∫
Ω
a(z)|Du|qdz −
∫
Ω
F (z, u)dz for all u ∈ W 1,p0 (Ω).
Evidently, ϕ ∈ C1(W 1,p0 (Ω)). We say that u ∈ W
1,p
0 (Ω) is a “weak solution” of problem (3), if
〈Ap(u), h〉+
∫
Ω
a(z)|Du|q−2(Du,Dh)RNdz =
∫
Ω
f(z, u)hdz for all h ∈W 1,p0 (Ω),
with Ap :W
1,p
0 (Ω)→W
−1,p′(Ω) =W 1,p0 (Ω)
∗
(
1
p
+ 1
p′
= 1
)
being the nonlinear map defined by
〈Ap(u), h〉 =
∫
Ω
|Du|p−2(Du,Dh)RNdz for all u, h ∈ W
1,p
0 (Ω).
As we have already mentioned, our approach is based on the Nehari method. For this reason, we introduce
the Nehari manifold for ϕ, defined by
N = {u ∈ W 1,p0 (Ω) : 〈ϕ
′(u), u〉 = 0, u 6= 0}.
As above, we denote by 〈·, ·〉 the duality brackets for the pair
(
W−1,p
′
(Ω),W 1,p0 (Ω)
)
. Evidently, the
nontrivial weak solutions of (3) belong to N . Also, since we want to produce nodal solutions, we will use
the following set
N0 = {u ∈W
1,p
0 (Ω) : u
+ ∈ N , −u− ∈ N}.
Recall that u+ = max{u, 0}, u− = max{−u, 0} for all u ∈ W 1,p0 (Ω). We have u
+, u− ∈ W 1,p0 (Ω) and
u = u+− u−, |u| = u++ u−. In the sequel, we will say “solution” and mean “weak solution”. Also, by | · |N
we denote the Lebesgue measure on RN .
3 Ground state solutions
In this section we prove the existence of a solution of (3) which minimizes ϕ|N . Such a solution is known as
a “ground state solution”.
Proposition 3.1. If hypotheses H(a), H(f) hold and u ∈W 1,p0 (Ω), u 6= 0, then there exists a unique tu > 0
such that tuu ∈ N .
Proof. We consider the fibering map µu : (0,∞)→ R defined by
µu(t) = ϕ(tu) for all t > 0.
Evidently, µu ∈ C1(0,∞) and using the chain rule, we have
µ′u(t) = t
p−1‖Du‖pp + t
q−1
∫
Ω
a(z)|Du|qdz −
∫
Ω
f(z, tu)udz.
We see that
µ′u(t) = 0⇔ tu ∈ N .
So, we consider the equation µ′u(t) = 0. This is equivalent to
‖Du‖pp =
∫
Ω
f(z, tu)
tp−1
udz −
1
tp−q
∫
Ω
a(z)|Du|qdz. (7)
In relation (7), the right-hand side is strictly increasing (see hypothesis H(f)(i) and recall that q < p).
So, there exists a unique tu > 0 such that
µ′u(tu) = 0,
⇒ 〈ϕ′(tuu), u〉 = 0 (by the chain rule),
⇒ 〈ϕ′(tuu), tuu〉 = 0,
⇒ tuu ∈ N .
The proof is complete. 
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Corollary 3.2. If hypotheses H(a), H(f) hold, then N 6= ∅.
Proposition 3.3. If hypotheses H(a), H(f) hold and u ∈ N , then ϕ(tu) ≤ ϕ(u) for all t > 0.
Proof. We consider the fibering map µu(·) introduced in the proof of Proposition 3.1. Since u ∈ N , we have
µ′u(1) = 0 and this is the unique critical point of µu(·).
On account of hypotheses H(f)(i), (ii), given η > 0, we can find cη > 0 such that
F (z, x) ≥
η
p
|x|p − cη for a.a. z ∈ Ω and all x ∈ R. (8)
Then for any t > 0 we have
ϕ(tu) ≤
tp
p
‖Du‖pp +
tq
q
∫
Ω
a(z)|Du|qdz −
tp
p
η‖u‖pp + cη|Ω|N (see (8))
=
tp
p
[
‖Du‖pp − η‖u‖
p
p
]
+
tq
q
∫
Ω
a(z)|Du|qdz + cη|Ω|N .
Choosing η > 0 such that ‖Du‖pp < η‖u‖
p
p, we have
ϕ(tu) ≤ c1t
q − c2t
p + cη|Ω|N for some c1 > 0, c2 > 0. (9)
Since q < p, from (9) we see that
µu(t) = ϕ(tu) < 0 for t > 1 big enough. (10)
On the other hand, hypotheses H(f)(i), (iii) imply that given ε > 0, we can find cε > 0 such that
F (z, x) ≤
ε
q
|x|q + cε|x|
r for a.a. z ∈ Ω and all x ∈ R. (11)
Therefore for t > 0 we have
ϕ(tu) ≥
tp
p
‖Du‖pp +
tq
q
∫
Ω
a(z)|Du|qdz −
εtq
q
‖u‖qq − cεt
r‖u‖rr (see (11))
≥
tp
p
‖u‖p +
tq
q
[∫
Ω
a(z)|Du|qdz − ε‖u‖qq
]
− c3t
r‖u‖r for some c3 > 0.
Since
∫
Ω
a(z)|Du|qdz > 0 (see hypothesis H(a) and recall that u 6= 0), by choosing ε > 0 small enough,
we have
∫
Ω
a(z)|Du|qdz ≥ ε‖u‖qq and so
ϕ(tu) ≥ c4t
p − c5t
r for some c4, c5 > 0.
Since p < r, it follows that
µu(t) = ϕ(tu) > 0 for all t ∈ (0, 1) small enough. (12)
From (10) and (12) we can infer that tu = 1 is a maximizer of µu(·) and so we have ϕ(tu) ≤ ϕ(u) for all
t > 0. 
Let m = inf
N
ϕ.
Proposition 3.4. If hypotheses H(a), H(f) hold, then m > 0.
Proof. Let u ∈ W 1,p0 (Ω) \ {0}. We have
ϕ(u) ≥
1
p
‖Du‖pp +
1
q
[∫
Ω
a(z)|Du|qdz − ε‖u‖qq
]
− c6‖u‖
r for some c6 > 0 (see (11)).
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Let c7 ∈
(
0, 1
p
)
. Since q < p, for u ∈ W 1,p0 (Ω) with 0 < ‖u‖p ≤ 1, we have
ϕ(u) ≥
(
1
p
− c7
)
‖Du‖pp + c7
[
‖Du‖pp +
1
qc7
∫
Ω
a(z)|Du|qdz − εc8‖u‖
p
p
]
− c6‖u‖
r for some c8 > 0
=
(
1
p
− c7
)
‖Du‖pp + c7
[
‖Du‖pp +
p
q
∫
Ω
a(z)
c9
|Du|qdz − εc8‖u‖
p
p
]
− c6‖u‖
r with c9 =
1
pc7
> 0
≥
(
1
p
− c7
)
‖Du‖pp + c7(λˆ− εc8)‖u‖
p
p − c6‖u‖
r (see Lemma 2.1).
Choosing ε ∈ (0, λˆ1/c8), we obtain
ϕ(u) ≥ c10‖u‖
p − c6‖u‖
r
for some c10 > 0 and all u ∈ W
1,p
0 (Ω) with ‖u‖p ≤ 1.
Because p < r, we can find ρ ∈ (0, 1) small, ρ ≤ 1
λˆ1
such that
ϕ(u) ≥ η0 > 0 for all ‖u‖ = ρ (note that ‖u‖p ≤
1
λˆ1
‖u‖ ≤ ρ).
Now we consider u ∈ N and choose τu > 0 such that τu‖u‖ = ρ. Then by Proposition 3.3, we have
ϕ(u) ≥ ϕ(τuu) ≥ η0 > 0,
⇒ m = inf
N
ϕ > 0.
The proof is now complete. 
The Nehari manifold is much smaller than W 1,p0 (Ω) and so some properties of ϕ which evidently fail
globally, can be true for ϕ|N . This is illustrated in the next proposition.
Proposition 3.5. If hypotheses H(a), H(f) hold, then ϕ|N is coercive.
Proof. Evidently, it suffices to show that if {un}n≥1 ⊆ N and ϕ(un) ≤ M for some M > 0 and all n ∈ N,
then {un}n≥1 ⊆W
1,p
0 (Ω) is bounded.
We have
‖Dun‖
p
p +
p
q
∫
Ω
a(z)|Dun|
qdz −
∫
Ω
pF (z, un)dz ≤ pM for all n ∈ N. (13)
Since un ∈ N , we have
〈ϕ′(un), un〉 = 0 for all n ∈ N,
⇒ −‖Dun‖
p
p −
∫
Ω
a(z)|Dun|
qdz +
∫
Ω
f(z, un)undz = 0 for all n ∈ N. (14)
We add (13) and (14) and have
(
p
q
− 1
)∫
Ω
a(z)|Dun|
qdz +
∫
Ω
[f(z, un)un − pF (z, un)] dz ≤ pM for all n ∈ N,
⇒
∫
Ω
[f(z, un)un − pF (z, un)] dz ≤ pM for all n ∈ N (15)
(recall that q < p and see hypothesis H(a)).
Hypotheses H(f)(i), (ii) imply that given β1 ∈ (0, β0), we can find c11 = c11(β1) > 0 such that
β1|x|
τ − c11 ≤ f(z, x)x− pF (z, x) for a.a. z ∈ Ω and all x ∈ R. (16)
Using (16) in (15), we obtain that
{un}n≥1 ⊆ L
τ (Ω) is bounded. (17)
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We first assume that N 6= p. It is clear by hypothesis H(f)(ii) that without any loss of generality, we
may assume that τ < r < p∗. Let t ∈ (0, 1) such that
1
r
=
1− t
τ
+
t
p∗
. (18)
The interpolation inequality (see for example Papageorgiou and Winkert [28, p.116]) implies that
‖un‖r ≤ ‖un‖
1−t
τ ‖un‖
t
p∗ for all n ∈ N,
⇒ ‖un‖
r
r ≤ c12‖un‖
tr for some c12 > 0 and all n ∈ N (19)
(see (17) and use the Sobolev embedding theorem).
Hypothesis H(f)(i) implies that
f(z, x)x ≤ c13 (1 + |x|
r) for a.a. z ∈ Ω, all x ∈ R and some c13 > 0. (20)
From (14) we have
‖Dun‖
p
p +
∫
Ω
a(z)|Dun|
qdz =
∫
Ω
f(z, un)undz
≤ c14 (1 + ‖un‖
r
r) for some c14 > 0 and all n ∈ N (see (20))
≤ c15
(
1 + ‖un‖
tr
)
for some c15 > 0 and all n ∈ N (see (19)),
⇒ ‖un‖
p ≤ c15
(
1 + ‖un‖
tr
)
for all n ∈ N (see hypothesis H(a)). (21)
From (18) and the condition on τ > 1 (see hypothesis H(f)(ii)), we see that tr < p. So, from (21) we
can infer that
{un}n≥1 ⊆W
1,p
0 (Ω) is bounded. (22)
Next, assume that N = p. In this case p∗ = +∞, but by the Sobolev embedding theorem we have
W 1,p0 (Ω) →֒ L
s(Ω) for all 1 ≤ s <∞.
So, for the previous argument to work, we need to replace p∗(= +∞), with s > r so big that
tr =
s(r − τ)
s− τ
< p (see (18) and note that N = p⇒ r − p < τ).
With such a choice of s > r, the previous argument works and we again reach (22). Therefore we can
conclude that ϕ|N is coercive. 
Proposition 3.6. If hypotheses H(a), H(f) hold, then we can find uˆ ∈ N such that ϕ(uˆ) = m = inf
N
ϕ > 0.
Proof. Let {un}n≥1 ⊆ N be a minimizing sequence, that is,
ϕ(un) ↓ m as n→∞.
From Proposition 3.5, we have that
{un}n≥1 ⊆W
1,p
0 (Ω) is bounded.
So, we may assume that
un
w
−→ uˆ in W 1,p0 (Ω) and un → uˆ in L
r(Ω). (23)
Since un ∈ N , we have
‖Dun‖
p
p +
∫
Ω
a(z)|Dun|
qdz =
∫
Ω
f(z, un)undz for all n ∈ N. (24)
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In (24) we pass to the limit as n → ∞ and use (23) and the weak lower semicontinuity of the norm
functional. We obtain
‖Duˆ‖pp +
∫
Ω
a(z)|Duˆ|qdz ≤
∫
Ω
f(z, uˆ)uˆdz. (25)
If uˆ = 0, then from (23) and (24), we see that
un → 0 in W
1,p
0 (Ω),
⇒ ϕ(un)→ m = ϕ(0) = 0,
a contradiction to Proposition 3.4. Therefore uˆ 6= 0.
If in (25) we have equality, then uˆ ∈ N and ϕ(uˆ) = m.
So, suppose that
‖Duˆ‖pp +
∫
Ω
a(z)|Duˆ|qdz <
∫
Ω
f(z, uˆ)uˆdz. (26)
Using the fibering map µuˆ(·) from the proof of Proposition 3.3 and from (26) we infer that
µuˆ(1) < 0,
⇒ tˆ = tuˆ ∈ (0, 1) (see (12) and Proposition 3.1). (27)
We have
m ≤ ϕ(tˆuˆ)
=
1
p
‖D(tˆuˆ)‖pp +
1
q
∫
Ω
a(z)|D(tuˆ)|qdz −
∫
Ω
F (z, tˆuˆ)dz
=
1
p
[∫
Ω
f(z, tˆuˆ)(tˆuˆ)dz −
∫
Ω
a(z)|D(tuˆ)|qdz
]
+
1
q
∫
Ω
a(z)|D(tˆuˆ)|qdz −
∫
Ω
F (z, tˆuˆ)dz (since tˆuˆ ∈ N )
=
∫
Ω
[
1
p
f(z, tuˆ)(tuˆ)− F (z, tˆuˆ)
]
dz +
(
1
q
−
1
p
)∫
Ω
a(z)|Duˆ|qdz
<
∫
Ω
[
1
p
f(z, uˆ)uˆ− F (z, uˆ)
]
dz +
(
1
q
−
1
p
)∫
Ω
a(z)|Duˆ|qdz
(see (27), hypothesis H(f)(iv) and recall that q < p)
≤ lim inf
n→∞
[∫
Ω
[
1
p
f(z, un)un − pF (z, un)
]
dz +
(
1
q
−
1
p
)∫
Ω
a(z)|Dun|
qdz
]
(see (23) and use Lemma 1.12 of Heinonen, Kilpela¨inen and Martio [14, p.16])
= m,
a contradiction. Therefore we conclude that uˆ ∈ N and ϕ(uˆ) = m. 
The next proposition shows that the Nehari manifold is a natural constraint for uˆ (see Papageorgiou,
Ra˘dulescu and Repovsˇ [25, p.425]). In what follows, we denote
Kϕ =
{
u ∈W 1,p0 (Ω) : ϕ
′(u) = 0
}
(the critical set of ϕ).
Proposition 3.7. If hypotheses H(a), H(f) hold and uˆ ∈ N satisfies ϕ(uˆ) = m, then uˆ ∈ Kϕ, uˆ is a
solution of (3), uˆ ∈W 1,p0 (Ω) ∩ L
∞(Ω) and uˆ does not change sign.
Proof. Consider the function k :W 1,p0 (Ω)→ R defined by
k(u) = ‖Du‖pp +
∫
Ω
a(z)|Du|qdz −
∫
Ω
f(z, u)udz for all u ∈W 1,p0 (Ω).
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Evidently, k ∈ C1(W 1,p0 (Ω)) and we have
〈k′(u), h〉 = p〈Ap(u), h〉+ q
∫
Ω
a(z)|Du|q−2(Du,Dh)RNdz −
∫
Ω
[f ′x(z, u)u+ f(z, u)]hdz
for all h ∈ W 1,p0 (Ω).
From Proposition 3.6, we know that
ϕ(uˆ) = m = inf
{
ϕ(u) : k(u) = 0, u ∈ W 1,p0 (Ω) \ {0}
}
.
Then by the Lagrange multiplier rule (see Papageorgiou, Ra˘dulescu and Repovsˇ [25, Theorem 5.5.9]), we
can find ϑ ≥ 0 such that
ϕ′(uˆ) + ϑk′(uˆ) = 0 in W−1,p
′
(Ω) =W 1,p0 (Ω)
∗, (28)
⇒ 〈ϕ′(uˆ), uˆ〉+ ϑ〈k′(uˆ), uˆ〉 = 0,
⇒ ϑ〈k′(uˆ), uˆ〉 = 0 (since uˆ ∈ N ).
If ϑ 6= 0, then we must have
〈k′(uˆ), uˆ〉 = 0,
⇒ p‖Duˆ‖pp + q
∫
Ω
a(z)|Duˆ|qdz −
∫
Ω
f(z, uˆ)uˆdz =
∫
Ω
f ′x(z, uˆ)uˆdz,
⇒ p
[
‖Duˆ‖pp +
∫
Ω
a(z)|Du|qdz −
∫
Ω
f(z, uˆ)uˆdz
]
+ (q − p)
∫
Ω
a(z)|Du|qdz
=
∫
Ω
[
f ′x(z, uˆ)uˆ
2 − (p− 1)f(z, uˆ)uˆ
]
dz,
⇒ 0 > (q − p)
∫
Ω
a(z)|Du|pdz ≥
∫
Ω
[
f ′x(z, uˆ)uˆ
2 − (p− 1)f(z, uˆ)uˆ
]
dz ≥ 0
(recall that uˆ ∈ N , q < p and see hypotheses H(a), H(f)(iv)),
a contradiction. Therefore ϑ = 0 and so from (28) we have
ϕ′(uˆ) = 0 in W−1,p
′
(Ω), (29)
⇒ uˆ ∈ Kϕ and uˆ is a solution of (3).
Invoking Theorem 7.1 of Ladyzhenskaya and Uraltseva [15, p.286] we have
uˆ ∈W 1,p0 (Ω) ∩ L
∞(Ω).
We claim that uˆ ∈ N has fixed sign. Arguing indirectly, suppose that uˆ is nodal (sign-changing). Then
u± 6≡ 0. From (29), we have
〈ϕ′(uˆ), h〉 = 0 for all h ∈W 1,p0 (Ω). (30)
In (30) we first choose h = uˆ+ ∈W 1,p0 (Ω) and then h = −uˆ
− ∈W 1,p0 (Ω). We obtain
〈ϕ′(uˆ+), uˆ+〉 = 0 and 〈ϕ′(−uˆ−),−uˆ−〉 = 0,
⇒ uˆ+ and − uˆ− ∈ N .
We have
m = ϕ(uˆ) = ϕ(uˆ+) + ϕ(−uˆ−) ≥ 2m,
⇒ m = 0, a contradiction since m > 0 (see Proposition 3.4).
We conclude that uˆ must have fixed sign. 
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4 Nodal solutions
In this section we produce a nodal solution for problem (3). To this end, we employ the following set, which
contains all nodal solutions of (3)
N0 = {y ∈ W
1,p
0 (Ω) : y
+ ∈ N , −y− ∈ N}.
Proposition 4.1. If hypotheses H(a), H(f) hold, then N0 6= ∅.
Proof. Consider y ∈ W 1,p0 (Ω) such that y
+ 6≡ 0, y− 6≡ 0 (that is, a nodal Sobolev function). According to
Proposition 3.1, we can find t± > 0 such that
t+y
+ ∈ N and t−y
− ∈ N .
We set
v = t+y
+ − t−y
−.
Evidently, v+ = t+y
+ ∈ N and v− = t−y− ∈ N . Therefore v ∈ N0 6= ∅. 
We set
m0 = inf
N0
ϕ.
Proposition 4.2. If hypotheses H(a), H(f) hold, then there exists y0 ∈ N0 such that m0 = ϕ(y0).
Proof. Let {yn}n≥1 ⊆ N0 be a minimizing sequence, that is,
ϕ(yn) ↓ m0 as n→∞. (31)
We have
ϕ(yn) = ϕ(y
+
n ) + ϕ(−y
−
n ) ≥ 2m > 0 for all n ∈ N (see Proposition 3.4),
⇒ m0 ≥ 2m > 0,
⇒ {ϕ(y+n )}n≥1 and {ϕ(−y
−
n )}n≥1 are bounded.
Then on account of Proposition 3.5, we see that{
y+n
}
n≥1
⊆W 1,p0 (Ω) and
{
y−n
}
n≥1
⊆W 1,p0 (Ω) are bounded.
So, we may assume that
y+n
w
−→ v1 and y
−
n
w
−→ v2 in W
1,p
0 (Ω).
As in the proof of Proposition 3.6 we show that v1 6= 0, v2 6= 0. Invoking Proposition 3.6, we can find
t1 > 0, t2 > 0 such that
t1v1 ∈ N and t2v2 ∈ N . (32)
We set
y0 = t1v1 − t2v2 with y
+
0 = t1v1, y
−
0 = t2v2. (33)
We have
m0 = lim
n→∞
ϕ(yn) (see (31))
= lim
n→∞
[
ϕ(y+n ) + ϕ(−y
−
n )
]
≥ lim inf
n→∞
[
ϕ(t1y
+
n ) + ϕ(−t2y
−
n )
]
(see Proposition 3.3 and recall that y+n ,−y
−
n ∈ N )
≥ ϕ(tv1) + ϕ(−t2v2)
(from the sequential weak lower semicontinuity of ϕ)
= ϕ(y0) (see (33))
≥ m0 (since y0 ∈ N0, see (32), (33)),
⇒ ϕ(y0) = m0, y0 ∈ N0.
The proof is now complete. 
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We show that N0 is a natural constraint for ϕ. To this end, we will use some tools from Nonsmooth
Analysis. In particular, we will use the generalized subdifferential in the sense of Clarke [7]. Let us recall
its definition. Suppose that X is a Banach space and Ψ : X → R is a locally Lipschitz function. For every
u, h ∈ X , we define
Ψ0(u;h) = lim sup
x→u
t↓0
Ψ(x+ th)−Ψ(x)
t
.
Then the mapping h 7→ Ψ0(u;h) is continuous and sublinear. We define the set
∂Ψ(u) = {u∗ ∈ X∗ : 〈u∗, h〉X ≤ Ψ
0(u;h) for all h ∈ X}
with 〈·, ·〉X being the duality brackets for the pair (X,X∗). By the Hahn-Banach theorem, ∂Ψ(u) 6= ∅ for
all u ∈ X and is convex and w∗-compact. The multifunction u 7→ ∂Ψ(u) is the generalized subdifferential of
Ψ(·). This notion has a very rich calculus, extending the smooth calculus and that of Convex Analysis (see
Clarke [7, 8]).
Proposition 4.3. If hypotheses H(a), H(f) hold, then y0 ∈ Kϕ and so y0 ∈ W
1,p
0 (Ω) ∩ L
∞(Ω) is a nodal
solution of problem (3).
Proof. With k :W 1,p0 (Ω)→ R as in the proof of Proposition 3.7, we have
ϕ(y0) = m0 = inf
{
ϕ(y) : k(y+) = 0, k(−y−) = 0, y± 6= 0
}
(see Proposition 4.2).
In this case we cannot apply the classical multiplier rule since the functions y 7→ k1(y) = k(y+) and
y 7→ k2(y) = k(−y−) are no longer of class C1. However, they are locally Lipschitz and so instead we can
use the nonsmooth multiplier rule of Clarke [8, p.221]. So, we can find ϑ1, ϑ2 ≥ 0 such that
0 ∈ ∂[ϕ+ ϑ1k1 + ϑ2k2](y0) (34)
with ∂[ϕ+ ϑ1k1 + ϑ2k2] being the generalized subdiffrerential in the sense of Clarke of the locally Lipschitz
function u 7→ ϕ(u)+ϑ1k1(u)+ϑ2k2(u) defined above. From the sum rule of the subdifferential calculus (see
Clarke [8, p.200]) and (34) we have
0 = ϕ′(y0) + ϑ1h
∗
1 + ϑ2h
∗
2 (35)
with h∗1 ∈ ∂k1(y0) and h
∗
2 ∈ ∂k2(y0). On (35) we act with y0 and obtain
0 = ϑ1〈h
∗
1, y
+
0 〉+ ϑ2〈h
∗
2,−y
−
0 〉 (36)
(note that ϕ′(y0) = ϕ
′(y+0 ) + ϕ
′(−y−0 ) and recall that y
+
0 ,−y
−
0 ∈ N ).
From the definition of the Clarke generalized subdifferential and the subdifferential calculus (see Clarke
[7, pp. 42,76]), we have
ϑ1〈h
∗
1, y
+
0 〉
≤ ϑ1
[
p‖Dy+0 ‖
p
p + q
∫
Ω
a(z)|Dy+0 |
qdz −
∫
Ω
[
f ′x(z, y
+
0 )(y
+
0 )
2 + f(z, y+0 )y
+
0
]
dz
]
= ϑ1
(
p
[
‖Dy+0 ‖
p
p +
∫
Ω
a(z)|Dy+0 |
qdz −
∫
Ω
f(z, y+0 )y
+
0 dz
]
+ (q − p)
∫
Ω
a(z)|Dy+0 |dz
)
− ϑ1
∫
Ω
[
f ′x(z, y
+
0 )(y
+
0 )
2 − (p− 1)f(z, y+0 )y
+
0
]
dz
≤ 0 (since y+0 ∈ N , q < p and using hypothesis H(f)(iv)). (37)
Similarly we show that
− ϑ2〈h
∗
2,−y
−
0 〉 ≥ 0. (38)
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From (36), (37) and (38) we infer that
ϑ1〈h
∗
1, y
+
0 〉 = 0 and ϑ2〈h
∗
2, y
−
0 〉 = 0.
If ϑ1 6= 0, then 〈h∗1, y
+
0 〉 = 0 and since y
+
0 ∈ N , as in the proof of Proposition 3.7, we have a contradiction.
Hence ϑ1 = 0. Similarly we show that ϑ2 = 0. Therefore we finally have
ϕ′(y0) = 0 (see (35)),
⇒ y0 ∈ Kϕ,
⇒ y0 ∈W
1,p
0 (Ω) ∩ L
∞(Ω) is a nodal solution (3).
The proof is now complete. 
So, we can finally state the following multiplicity theorem for problem (3).
Theorem 4.4. If hypotheses H(a), H(f) hold, then problem (3) has a ground state solution uˆ ∈W 1,p0 (Ω)∩
L∞(Ω) with fixed sign and a nodal solution y0 ∈W
1,p
0 (Ω) ∩ L
∞(Ω).
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