Abstract-Many software reliability growth models (SRGMs) have been analy zed for measuring the growth of software reliability. Selection of optimal SRGMs for use in a particular case has been an area of interest for researchers in the field of software reliability. A ll existing methodologies use same weight for each comparison criterion. But in reality, it is the fact that all the parameters do not have the same prio rity in reliability measurement. Keep ing this point in mind, in this paper, a co mputational methodology based on weighted criteria is presented to the problem of performance analysis of various non-homogenous Poisson process (NHPP) models. It is relat ively simple and requires less calculation.
I. Introduction
The software development process becomes increasingly time-consuming and expensive due to the complexity of software systems. In the mean t ime, the need for the high ly reliable software system is ever increasing. How to enhance the reliability of the software systems and reduce the cost to an acceptable level beco mes the main focus of the software industry. Methods of applying reliability and cost models to the software development practice are h ighly desired. Early work in the field of software reliab ility focused around proposing new models. Over the past 30 years, many SRGMs have been proposed for estimation of reliability gro wth of products during software development process [1] [2] [3] [4] [5] . Each model could be shown to work well with a unique data set, but no model appeared to do well on all data sets. Many researchers like Musa et al. have shown that some families of models have, in general, certain characteristics that are considered better than others [6] [7] [8] [9] ; for example, the geometric family o f models tends to have better predictive quality than other models. Research is going on for finding the techniques to choose the best model for an individual applicat ion among the existing models. Ideally we would like to be able to select, before starting, which model we should use. But in reality, it is almost an impossible task. Brocklehurst et al. suggest that the variable nature of software failures has made the model selection process very difficu lt [10] [11] [12] [13] [14] . Software failu res are caused by hidden design flaws and not by the psychological sciences that will someday show us how to select the model beforehand [14] [15] [16] [17] . Today we must evaluate different models, co mpare them, and choose the best. Goel and Oku moto published a paper describing a non homogeneous Poisson process model fro m the finite exponential class of models [18] [19] [20] [21] [22] [23] [24] [25] . This was one of the first non homogeneous Poisson process models proposed. Goel and Oku moto validated this model by showing that it predicted well on a unique data set. Goel and others started describing processes for which each model would be tested to see how well the model fits the data and predicts the future events. The assertion was that different models predict well on ly on certain data sets. By co mparing the predictive quality of d ifferent models, it is possible to select the best one for a given application. Abdel-Ghaly et al. co mpared the predict ive quality of 10 models using five different methods of comparison [20] [21] [22] . They showed that different methods of model selection result in different models being chosen. Also some of their co mparison methods were subjective and too much co mplex. Clearly a simp le and object ive method to select models is needed. Khoshgoftar and Woodcock proposed a method to select a reliability model among various alternatives using the log-likelihood function [22] [23] [24] [25] . They apply the method to the failure logs of a project. The method selected an S-shaped model as the most appropriate one. Till up to now, there is no such method that takes the weight of comparison criteria in selecting the appropriate model. All existing methods consider each comparison criteria with equal priority. But in real scenario, different criteria have different impact in measuring the software reliability. So to remove this flaw, we have developed a method in wh ich we have taken the weight of each criterion into account for overall ran king of the models for a given failure data. In weighted criteria method we take any nu mber of comparison-criteria with different weight for any number of models. After calcu lating the overall weighted value of different criteria for each model, we rank the models for a given failure data. The structure of our paper is organized as follows. Sect ion 2 rev iews few existing SRGMs. Section 3 g ives the idea about comparison criteria. Sect ion 4 explains our new proposed scheme. Section 5 analyzes the scheme (using case-study) on two different data sets . Section 5 concludes the paper with some remarks.
II. Description of Different SRGMs
The SRGMs have been widely used in analy zing and estimating the reliability related metrics of software products in many applications, such as telecommun ications as described by Zhang et al. and Jeske et al. We have to know some parameters before going into the details of different models. Let {X(t), t≥0 } denote a counting process representing the cumulat ive number of faults detected by the time t. An SRGM based on an NHPP with the mean value function (MVF), m(t ) can be formu lated as:
where n = 0, 1, 2, 3….. and m(t) represents the expected cumu lative nu mber of fau lts detected by the time t. The M VF m(t) is non-decreasing with respect to testing time t under the bounded condition m( ) = a, where a is the expected total number o f faults to be eventually detected. Knowing its value can help us to determine whether the software is ready to be released to the customers and how much more testing resources are required. It can also provide an estimate of the number of failures that will eventually be encountered by the customers. Generally, we can get distinct NHPP models by using different non-decreasing mean value functions. The failure intensity function at testing time t is ( )
The software reliability, i.e., the probability that no failures occur in (s, s+t) given that the last failure occurred at testing time s (s≥0, t>0), is ( ) , ( ( ) ( ) )-
The fault detection rate per fault at testing time t is given by ( )
There are several existing model well-known NHPP models with different MVFs, as describe below.
Goel-Okumoto Model
This model, first proposed by Goel and Oku moto, is one of the most popular NHPP model in the field of software reliab ility modeling. It is also called the exponential NHPP model. Considering failure detection as a Non ho mogeneous Poisson process with an exponentially decaying rate function, the mean value function is hypothesized in this model as
and the intensity function of this model is given as
where and a is the expected total number of faults to be eventually detected and b represents the fault detection rate.
Gompertz Growth Curve Model
Go mpertz Growth Curve Model is used in the Fujitsu and Numazu work. Many Japanese computer manufacturers and software houses have adopted this model since it is one of the simp lest S-shaped software reliability growth models. Its mean value function and intensity function are
where a is the expected total nu mber of faults to be eventually detected and b and k are parameters whose values are estimated using regression analysis.
Logistic Growth Curve Model
In general, software reliab ility tends to improve and it can be treated as a growth process during the testing phase. That is, the reliability gro wth occurs due to fixing faults. Therefore, under some conditions, the models developed to predict economic population growth could also be applied to predict software reliability growth. These models simp ly fit the cumulat ive nu mber of detected faults at a g iven time with a function of known fo rm. Logistic gro wth curve model is one of them and it has an S-shaped curve. Its mean value function and intensity function are where and a is the expected total number of faults to be eventually detected and k and b are parameters which can be estimated by fitting the failure data. Similar to the analysis given for the Go mpert z curve, the point of inflection is t inf = ln(k)/b. If k > 1, then t inf > 0 and we have an S-shaped results; when 0 < k≤1, then t inf ≤0 and no S-shaped curve is present. Therefore, the logistic reliability growth curve is S-shaped when k > 1 and b >0.
Generalized Goel NHPP Model
In order to describe the situation that software failure intensity increases slightly at the beginning and then begins to decrease, Goel p roposed a simple generalization of the Goel-Oku moto model with an additional parameter c. The mean value function and intensity function are
where a is the expected total nu mber of faults to be eventually detected and b and c are parameters that reflect the quality of testing.
Yamada Delayed S-Shaped Model
The Yamada Delayed S-Shaped model is a modification of the non homogeneous Poisson process to obtain an S-shaped curve for the cumulative number of failures detected such that the failure rate initially increases and later (exponentially) decays . It can be thought of as a generalized exponential model with failure rate first increasing and then decreasing. The software error detection process described by such an S-shaped curve can be regarded as a learning process because the testers' skills will gradually improve as time progresses. The mean value function and intensity function are
where a and b are the expected total nu mber of faults to be eventually detected and the fault detection rate, respectively.
Inflected S-Shaped Model
This model solves a technical problem in the GoelOku moto model. It was proposed by Ohba and its underlying concept is that the observed software reliability g rowth becomes S-shaped if faults in a program are mutually dependent, i.e., so me fau lts are not detectable before some others are removed. The mean value function is
The parameter r is the inflection rate that indicates the ratio of the nu mber of detectable fau lts to the total number of faults in the software, a is the expected total number of fau lts to be eventually detected, b is the fault detection rate, and is the inflection factor. On taking ( ) then the inflection S-shaped model mean value function and intensity function are given as
Modified Duane Model
Duane published a report that presented failure data of several systems during their develop ments in 1962 by analyzing the data. It was observed that the cumulat ive Mean-Time Bet ween-Failu res versus the cumulat ive operating time becomes close to a straight line if plotted on log-log paper. Later, a mod ified Duane model was proposed and it's hypothesized mean value function and its intensity function are given as 
Where a is the expected total number o f fau lts to be eventually detected.
Two-Error-Type Model
Yamada and Osaki proposed a software reliability growth model with non homogeneous fault detection rate by assuming that the errors can be divided into type 1 and type 2 errors. They assume that type 1 errors are easy to detect and type 2 errors are difficult to detect. The mean value function is
where a is the expected total nu mber of faults to be eventually detected, b(i) is the fault detection rate of type i error (i = 1, 2) and p(i) is the percentage of type i error (i = 1,2)
Weibull-Type Testing-Effort Function Model
Yamada et al. [3] proposed a software reliability growth model incorporating the amount of test effort expended during the software testing phase. The mean value function is
where a is the expected total nu mber of faults to be eventually detected, α is the total amount of test effort required by software testing, β is the scale parameter, γ is the shape parameter, and b is the fault detection rate.
Musa-Okumoto Model
Musa-Okumoto have been observed that the reduction in failure rate resulting fro m repair action following early failures are often greater because they tend to the most frequently occurring once, and this property has been incorporated in the model. The mean value function and intensity function of the model given as
Where a is the expected total number of fau lts to be eventually detected and b is the fault detection rate.
Yamada Imperfect Debugging Model 1
In general it is considered to be unrealistic in software reliability modelling to assume that the faults detected by software testing are perfectly removed without introducing new faults. Ya mada et.al proposed software reliability assessment models with imperfect debugging by assuming that new faults are sometimes introduced when the faults originally latent in the software system are corrected and removed during the testing phase. It is assumed that the fault detection rate is proportional to the sum of the nu mbers of faults remaining originally in the system and faults introduced by imperfect debugging. This model is described by a non homogeneous Poisson process. The mean value function and intensity are given as
where a is the expected total nu mber of faults to be eventually detected and b is the fault detection rate. is constant fault introduction rate. where a is the expected total nu mber of faults to be eventually detected and is constant fault introduction rate. r and β are constants.
Yamada Rayleigh et.al model

Yamada Imperfect Debugging Model 2
It assumes constant introduction rate and constant fault detection rate b. The mean value function and intensity function of model is given as
Yamada Exponenti al Model
It attempts to account testing effort and the mean value function and intensity function given below as
where a is the expected total nu mber of faults to be eventually detected and is constant fault introduction rate. r and β are constants.
Pham-Nordmann-Zhang (P-N-Z) model
It assumes that introduction rate is a linear function of testing time, and the fault detection rate function is non-decreasing with an inflexion S-shaped model. The mean value function of this model given as
where a is the expected total nu mber of faults to be eventually detected and is constant fault introduction rate. β is constant.
Pham-Zhang (P-Z) model
It assumes that introduction rate is exponential function of the testing time, and the fault detection rate is non decreasing with an inflexion S-shaped model. The mean value function and intensity function of this is given as
, a>0, b>0, c>0, α>0, β>0 where a is the expected total nu mber of faults to be eventually detected and is constant fault introduction rate. β and c are constants.
Pham Zhang IFD model
It assumes constant initial fault content function and imperfect fault detection rate co mbining the fau lt introduction phenomenon. The mean value of function and intensity function of this model given as
where a is the expected total nu mber of faults to be eventually detected and is constant fault introduction rate. d is constant.
Zhang-Teng-Pham model
It assumes constant fault introduction rate, and the fault detection rate function is nondecreasing with an infle-xion S shape model. The mean value function and intensity function of this model is given as
Where a is the expected total number o f fau lts to be eventually detected and is constant fault introduction rate. c, p and β are constants.
III. Comparison Criteria
A model can be judged according to its ability to reproduce the observed behavior of the software, and to predict the future behavior of the software fro m the observed failure data. To investigate the effectiveness of software reliab ility growth models, set a of comparison criteria is proposed to compare models quantitatively. The comparison criteria which we used are described as follows.
1.
The Bias is defined as:
It is the sum of the difference between the estimated curve, and the actual data.
2.
The mean square error (MSE) measures the deviation between the predicted values with the actual observations, and is defined as:
3.
The mean absolute error (MA E) is similar to MSE, but the way of measuring the deviation is by the use of absolute values. It is defined as:
The mean error of prediction (M EOP) sums the absolute value of the deviation between the actual data and the estimated curve, and is defined as:
5.
The accuracy of estimation (A E) can reflect the difference between the estimated numbers of all errors with the actual nu mber of all detected errors. It is defined as:
| |
Where and are the actual, and estimated cumulat ive number of detected errors after the test, respectively.
6.
The noise is defined as:
7.
The predictive-ratio risk (PRR) is defined as:
PRR measures the distance of model estimates fro m the actual data against the model estimate. 
It is the standard deviation of the prediction bias.
9.
The Root Mean Square Prediction Error (RM SPE) is a measure of the closeness with which the model predicts the observation. It is defined as: √ 10. Rsq can measure how successful the fit is in explaining the variation of the data. It is defined as:
∑ ( ∑ )
11. The sum of squared errors (SSE) is defined as:
12. The Theil statistic (TS) is the average deviation percentage over all periods with regard to the actual values. The closer Theil's Statistic is to zero, the better the prediction capability of the model. It is defined as:
In (1)- (12) , k represents the sample size of the data set, and p is the nu mber of parameters. The co mparison criteria, Root Mean Square Prediction Error (RMSPE) is a combination of the comparison criteria ‗bias' and ‗variance'. The criteria MSE, MAE and M EOP are used to measure the deviation whereas the criteria AE and SSE measure the errors. In order to avoid the replicat ion of the criteria and in order to investigate the effectiveness of software reliability models, a set of seven distinct comparison criteria namely mean absolute error (MA E), accuracy of estimation (A E), noise, predictive-ratio risk (PRR), Root Mean Square Prediction Error (RMSPE), R square (Rsq) and Theil statistic (TS) are proposed to compare models quantitatively.
IV. Our Ranking Methodol ogy
To depart fro m co mplexity of the formu lation of objective and constraint functions that occur when the mathematical p rogramming model is used in a mu ltiattributes decision problem, a modest attempt is made in this dissertation to develop a deterministic quantitative model based on weighted mean for the purpose of ranking of software reliability models. Since in this method we are using the weight of each criteria so we will called this method is weighted criteria method. For applying our methodology we use matrix to write the value of criteria for each model. Steps involved in weighted criteria method given as follows:-
Criteria Value Matrix
In this matrix each element a ij shows the value of j th criteria of i th model. Let us consider n number of SRGMs with m criteria. Th is matrix can be given below as:
Where (Amax) j = Maximu m value of j th criteria, (Amin) j = Minimum value of j th criteria and a ij = Value of j th criteria of i th model.
Criteria Rating
As these criterion rat ings are different for d ifferent software reliab ility models, hence, the criteria rating 
Criteria Weight
Let us consider X ij represent the rating of j th criteria of i th model. Weight of criteria will be W ij = 1-X ij .
( )
where i = (1, 2, 3… ...n) and j = (1, 2, 3 ….m)
Weight Matrix
The weight matrix can be represented as:
[ ]
Weighted Criteria Value Matrix
Weighted criteria value is calcu lated by mu ltiply ing the weight of each criterion with the criteria value i.e.
Permanent Value of Model
Permanent value of model is the weighted mean value of all criteria. This value is given below:- 
V. Case Study
Case Study 1:-A dataset (DS1) consider in Kapil Sharma et al. [22] having 100 reported defects has been taken fro m the open literature for evaluation, weighted criteria , and ranking of these sixteen NHPP software reliability gro wth models based on eight criteria as described above : MSE, MAE, M EOP, A E, Noise, RMSPE, SSE, and TS. The data set, as in Table 1 , was collected fro m a subset of products for four separate software releases at Tandem Co mputers Company. To avoid confidentiality issues, the number of faults was normalized fro m 0 to 100, and the amount of testing effort (TE) consumption was proportionally translated into the range (0, 10,000). The values of the parameters for these sixteen NHPP SRGMs have been estimated using the least square estimation (LSE) technique, and confidence bounds of 95%. The parameters have been estimated using time weeks because the weekly consumption of testing effort gradually decreased after the t=11 week. The estimated values of the parameters have been provided in Table  2 .The values of the eight comparison criteria considered in this case have been obtained using criteria formu las as describe above in section for each model. It is observed that the ranking of the SRGMs varies with respect to the selection of criteria set. Actually different criteria-set have different collective impact on the reliability o f software. In the present method, each comparison criteria is considered as an individual selection attribute for the evaluation and comparison of non-homogeneous Poisson process SRGMs. To avoid this problem, we apply weighted criteria methodology to rank the SRGMs based on all these eight criteria taken collect ively. Tab le 4 shows the rank calculated by weighted criteria methodology. 
VI. Conclusion
With the rapid development o f co mputer technology, wide use of co mputers to control all military and civ il systems and increasing demand of h igh quality software products, software reliab ility has become the primary concern and it is must to evaluate software reliability accurately and carefully to determine the system reliab ility. Various models have been proposed to demonstrate software reliability and its dependence on a number of factors related to the product or the software process. Ideally, these models provide a means of characterizing the development p rocess and enable software reliability practitioners to make predictions about the expected future reliability of software under development. Such techniques allow managers to accurately allocate time, money, and human resources to a pro ject with some level of confidence in its reliability. No software reliab ility growth model is optimal for all contributing criteria. This paper addresses the issue of optimal selection of software reliability growth models. The proposed method is suitable for ranking SRGMs based on a set of criteria taken all together. It is also used to perform sensitivity analysis to identify the most and the least dominating criteria. If we apply weighted matrix method on so many failure data sets then we can achieve the priorit ies of d ifferent criteria. So weighted criteria method uses some weight of each criterion to calculate the overall ran k o f a model. The method has the flexib ility to choose any number of criteria to obtain the final decision. Results can be improved by increasing the number of criteria. In all existing methodologies, calculat ion procedures are too much complex. The weighted criteria method uses a relatively simp le mathematical formu lation and straight forward calculation. It is capable of solving co mplex mu ltiattributes decision problems, incorporating quantitative factors.
