A one parameter family of algorithms is studied, which contains both the arithmetic-geometric mean of Gauss and its generalization by Borchardt, recently studied by J. and P. Borwein. We prove that the presence of an asymptotic formula for such an algorithm is, in view of the Poisson summation formula, equivalent to the vanishing of certain integrals. In the case of Gauss and Borchardt the latter involve theta functions. Finally, we investigate the question of convergence of the algorithm for complex values, thereby generalizing the corresponding result of Gauss.
Introduction
As is well-known, the arithmetic-geometric mean, studied by Gauss [8] and others, arises when iterating the map^ ^
As a generalization Borchardt [2] considered iterations of the 4-dimensional map a + b + c + e ,, b'
When putting b = c = e (and b' = c' = e') in (2) there arises from (2) the 2-dimensional map
The resulting mean has recently been thoroughly investigated in a beautiful paper by J. and P. Borwein [4] . (We understand that the same authors intend to treat more general "higher order" algorithms in a forthcoming monograph [€] .) They show that it has properties entirely parallel to the ones of the arithmetic-geometric mean. In particular, in both cases one has an asymptotic formula, viz. denoting the mean (that is, the limit of the iteration) by M holds in case (1) and
in case (2'). Now both maps can be imbedded in a one parameter family of maps 2) ft , « -; (5) taking 1 = 2 we get back (1) and taking A=4 we get back (2'). It seems-but up to our knowledge this has not been rigorously established yet-that the expected analogue (generalization) of (3) and (4) fails except in these two special cases. The map (5) has been discussed previously by us in [1, 10, 11] . In the present note we study a general class of iterations mimicking in various ways the behaviour of the arithmetic-geometric mean (1) and its generalization (2'), (4) . In particular, we show that in view of Poisson's summation formula the presence of an asymptotic formula of type (3), (4) is equivalent to vanishing of certain integrals depending on a discrete parameter. Moreover, we establish a kind of "duality". It turns out that the maps of the type (5) are self-dual in this sense. This is well-known in the theory of arithmetic-geometric mean [8] and is also inherent in the treatment in [4] .
All this is laid out in Sections 1-4. In Section 5, which is by and large independent of the rest of the paper, we study the convergence of the "generalized arithmetic-geometric mean" (5) for complex values of a, b: We prove there a partial extension of Gauss's classical results about the existence of the limit. In the case of the "ordinary" arithmetic-geometric mean (1) Gauss was able to connect the various "determinations" of the arithmetic-geometric mean through the theory of the modular function (see [4] for a contemporary treatment, and also some of the references given there). Of course, it is hardly probable that something similar is possible in general, except of course in the case A = 4 treated by Borchardt 
where / and g are homogeneous functions of degree 1 (see e.g. [1] ). It is then natural to use, instead of the variables a, b, assumed to be positive, the inhomogeneous parameter x = b/a. We will concentrate on the case b<a so 0 < x < l . Then one gets the one dimensional map where we have written g(x)=g(l,x), / ( x ) = / ( l , x ) . The corresponding mean M is invariant under the map in (2), which in inhomogeneous notation means that Now we restrict the situation further by imposing some conditions on #, / . As we are only aiming at being able to incorporate certain very concrete examples (mainly the algorithm in formula (5) in the Introduction, to which we will henceforth informally refer to as the generalized arithmetic-geometric mean), we need not be very explicit about the assumptions made. Roughly speaking, our policy is to assume that all functions are "analytic", meaning that they admit, when necessary, suitable expansions in powers of the variables. First of all we assume that <f>: (0, l)-»(0,1) is a diffeomorphism (or perhaps, better, a "bianalytic" such). Furthermore 1 is supposed to be a (quadratically) hyperattractive fixed point, meaning that (f>(x) = l+c l (x -l) 2 Note that rf o ,<*i>O-Remark 1. In the assumptions made clearly, the points 0 and 1 play to some extent a symmetric role. We shall therefore try to adhere to the convention, as was just made, that a subscript 0 refers to the point 0 and, similarly, that a subscript 1 refers to the point 1.
Note thus that the following considerations are somewhat formal, but it is clear that they are applicable in the examples of interest to us, this being our main ambition. 
Proposition 1. The functional equation (3) has a unique solution M continuous at
x = 1 such that M(l) = l.
Proof. It is clear that the infinite product
We then have:
Proposition 2. The functional equation (4) has a unique solution Z continuous at
Proof. Same proof as for Proposition 1 but now the solution is equivalently given explicitly by the formula
0), A n = A(n<0). Next we invoke the functional equation
which is essentially Boucher's equation for the map <£ (~1) ; to see this we have to rewrite
The following is well-known.
Proposition 3. 7 / 0 is a (quadratically) attractive fixed point for the map <^( -1) then equation (8) or (8') has a unique solution such that N(x)xc o x as x-*0.
Proof. Indeed, we have the explicit formula We remark that the range of N, apparently, is (0,1). The intuitive meaning of the function N is that we can use q = N(x) as a "uniformizSng" parameter near 0: an application of <t> l~l) (x) affects the change qi->q 2 , while an application of 4> itself causes
Returning to the original function equation (3) we see, in view of (5), that (3) has, besides the function M given by the infinite product (4) in the proof of Proposition 1, a second solution M' defined by v ' (log(l/N(x)))<'°g A "°s 2 >' Indeed, we get, using (5) and (8),
When is this quotient a constant? If this is the case, we can write
In particular, we have then an asymptotic formula (3) and (4) in the Introduction). In the next Section we will give a necessary and sufficient condition, in the form of the vanishing of infinitely many integrals, for this to be true.
Application of Poisson's summation formula
This formula states that if F is any function on the real line R=( -00,00) then, with appropriate assumptions and with appropriate interpretation of the summation, holds neZ ±
i.e. the left hand side is a periodic function of period 2K whose Fourier coefficients are obtained by restricting the Fourier transform F of F to the integers Z. Here, formally, the Fourier transform of F is defined as
with the inverse
In particular, the left hand side is independent of t iff F(n)=0 (neN), provided that F is real valued.
In our case, the natural parameter to be taken is 27rloglog(l/Ar(x)) Iog2
(Upon applying the map (f> (respectively <t> (~1] ), t experiences a change by -2n (respectively 2n) units. If x ranges from 0 to 1 then logN(x) ranges from oo to 0, while t ranges from oo to -oo.)
We assume that we are in the situation that there is an asymptotic formula, i.e.
Then by taking logarithms we obtain from (9) in Section 1 neZ lOg 2 or, differentiating with respect to t, If Poisson's summation formula is applicable and all other formalities are justified, we therefore may conclude (see the preceding discussion) that
or, by change of variables,
We are thus able to conclude:
Theorem 1. The validity of the asymptotic formula is equivalent to the vanishing of the infinitely many integrals in (2).
In the case of Gauss and Borchardt all the relevant data are expressible in terms of theta series, so as a result of our analysis we obtain the vanishing of certain integrals involving theta functions. The details of this will be worked out in Section 4, after we have developed the duality theory in Section 3.
Duality
Let / and 0 be as in Section 1. We define first a map i/r (0, l)-»(0,1) such that (Recall that /(1) = l,/(0)=(l/A).) As / is strictly increasing and ranges from I/A to 1, it is clear that \ji exists and is unique. Explicitly:
From the symmetric form of (1) it is apparent that i/f (2) = id. Put further I = (f>oi// and ( /i* = / ( " 1 ) o^ = ^o(/i ( " 1) oi|r. We will refer to (f>* as the adjoint map (with respect to / ) . As, solving out, </ > = /oi/r = i/ro(^* ( " 1) o^ it is clear that 0 plays a similar role to <j>* as 4>* plays to <j), with I (~l) taking the role of/, formally: <j>** = <j>. If 0* = <j> we say that </ > is self-adjoint (with respect to / ) . This is the same as to say that / is an involution, i.e. / ( 2 ) = id. In this case (<p self-adjoint) the coefficients in the expansions for / and 0 are related by the formula This is seen by expanding. Notice that d 0 , d t and c 0 are > 0 while c x <0.
We rewrite now the functional equation (3) Thus we find
2" / 1
If A = 2 this formula takes the shape /(x) = x / l -x 2 , well-known in the theory of the arithmetic-geometric mean [8] , and if A = 4 it can be found in [4] , in which case it reads = We claim now that (for any X) <j> is self-adjoint. . This can again be proved by expanding.
Remark 1.
In the self-adjoint case the algorithm can be given an elegant three dimensional formulation (in the case of the algorithms of Gauss and Borchardt this is known, see [8] and [4] or, equivalently,
The algorithms of Gauss and Borchardt revisited and some other examples
We return, as promised at the end of Section 2, to the algorithms of Gauss and Borchardt and wish to express, in these cases, the conditions in (2) of that Section in terms of theta functions.
We begin with the arithmetic-geometric mean (Example 1 in the Introduction with k = 2). In this case the relevant fact about theta functions is the set of formulae (see [3, p . 34]; we use the notation for theta functions of that book) (i) Dividing these two equations with each other and writing we obtain which is the "inverse" form of Bottcher's equation for the map <j). That is, it is formally equivalent to once more, we obtain Gauss's famous formula Consider now Borchardts' generalization (/=4). In this case we have, as a generalization of (1), see [4] , where we have written, still following [4] ,
we have again so we can make a similar transformation of formula (2), Section 2 in this case. However, owing to the complicated form of / now we have not been able to write down such an explicit result as in Gauss's case. Another example of an algorithm to which our "theory" applies is the cubic scheme encountered by the Borweins in another remarkable paper [5] :
it is cubic in the sense that the fixed points 0 and 1 are cubic, not quadratic repelling respectively attracting, which of course matters only little. In this case
From the last expression we readily see that it is question of a selfadjoint situation in our sense; it is related to the Fermat curve x 3 + y 3 = l rather than the circle x 2 + y 2 = l in the classical case of the arithmetic-geometric mean.
In the same paper [5] there appears another interesting example, viz. the iterative scheme which is fully analyzed there-the limit is given in terms of the hypergeometric function-and at least formally fits into the present scheme.
Finally, in the paper [4] , which we. have been quoting repeatedly, there occurs however also the iteration , , a + 2b-Jab ,, y/ab + b a,bv-*a'= Y*-, b = :^ , to which our "theory" does not apply in full. This is because in this case is, unfortunately, not an increasing function in the whole interval (0,1). In particular, it is meaningless to speak about self-adjointness.
The generalized arithmetic-geometric mean for complex values
We return to the generalized arithmetic-geometric mean, viz. the iterative scheme (cf. formula (5) 
but now we allow a and b, hitherto assumed to be real positive, to take complex values. In addition, we also assume that X ^ 2. Because of the two-valuedness of the square root, the interpretation of (1) 
Note also that a _ a = _ _ ( f e _ a ) .
Now iterate the map in (1) with given initial data, taking alternatively good and second choices according to some prescribed law. It follows immediately from (2) and (3) 
From (5) and (6) it follows that a/"^A 1 <u
with A : < 1. Indeed, we can take Using (7) we readily get Theorem 2. // we make infinitely many second choices then the algorithm converges also but the limit is always zero.
• Remark 1. For X = 2 these theorems are in essence due to Gauss [8] . Our treatment is copied on Cox [7] . Recently, an alternative proof in Gauss's case, based on monodromy, was given by Nishiwada [9] . In the case X>2 our result is not entirely exhaustive; it remains to determine when the limit is nonzero in the first case (Theorem 1). There remains also to connect the various values of it, what was of course Gauss's main objective in the classical case. But, as we have already pointed out in the Introduction, it is hardly likely that this can be done more explicitly unless A = 4.
However, one can always ask weaker questions. For instance, does the limit set have other points of accumulation than the origin?
