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Abstract. Given an infinite sequence of positive integers A, we prove that for every non-
negative integer k the number of solutions of the equation n = a1+ · · ·+ak, a1, . . . , ak ∈ A, is
not constant for n large enough. This result is a corollary of our main theorem, which partially
answers a question of Sa´rko¨zy and So´s on representation functions for multivariate linear
forms. Additionally, we obtain an Erdo˝s-Fuchs type result for a wide variety of representation
functions.
1. Introduction
Let A be an infinite sequence of positive integers. Denote by r(n,A) the number of solutions
of the equation n = a1 + a2, where a1, a2 ∈ A. In [3] the authors found, by means of analytic
arguments, that r(n,A) cannot be constant for n large enough. As it is shown in [2], and
elementary argument also exists: it is obvious that r(n,A) is odd when n = 2a, a ∈ A, and even
otherwise. So it is not possible that r(n,A) is constant for n large enough. This idea can be
easily generalized when we consider the number of solutions of the equation n = a1 + · · · + ap,
where a1, . . . , ap ∈ A and p is a prime number: if a ∈ A, the number of representations of pa
is congruent to 1 modulo p, while the number of representations of pa + 1 is congruent to 0
modulo p. As a can be chosen as big as desired, a contradiction is obtained if we suppose that
the representation function is constant for n large enough. However, the argument fails when we
consider a composite modulo, and it does not seem that the argument could be extended in the
general case using elementary tools.
These problems are particular cases of a question posted by Sa´rko¨zy and So´s [12]: given a
multivariate linear form k1x1 + · · · + krxr, consider the number of solutions of the equation
n = k1a1 + · · · + krar, where a1, . . . , ar ∈ A. For which multivariate linear forms the number
of solutions could be constant for n large enough? For bivariate linear forms with positive
coefficients the problem is completely solved: when we deal with the bivariate linear form x1+kx2,
k > 1, Moser [7] showed that there exists a setA such that the number of solutions of the equation
n = a1 +ka2 where a1, a2 ∈ A is constant and equal to 1 (see also [13] for additional properties of
these sequences of numbers). Recently, Cilleruelo and Rue´ [1] proved that for k1 and k2 satisfying
1 < k1 < k2 and gcd(k1, k2) = 1 the number of solutions of the equation n = k1a1 + k2a2 where
a1, a2 ∈ A is not constant for n large enough.
In this paper we found an answer to the question posed by Sa´rko¨zy and So´s for multivariate
linear forms in several cases: let 0 < k1 < k2 < · · · < kr be a finite sequence of positive integers
and consider the configuration m = {(k1,m1), . . . , (kr,mr)}, for m1, . . . ,mr > 0. Each value mi
is the multiplicity of ki, and the degree of m is gcd(m1, . . . ,mr). Given a configuration m, we con-
sider the associated multivariate linear form k1 (x1,1 + · · ·+ x1,m1)+ · · ·+kr (xr,1 + · · ·+ xr,mr ).
Given a sequence of positive integers A, the representation function of n with respect to m is
the number of different solutions of the equation
(1) n = k1 (a1,1 + · · ·+ a1,m1) + · · ·+ kr (ar,1 + · · ·+ ar,mr )
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where ai,j ∈ A. We denote this value by rm(n,A). Our first theorem deals with representation
functions which are polynomials:
Theorem 1. Let A be an infinite sequence of positive integers, and m a configuration of degree
s. Then, no polynomial of degree smaller than s− 1 can coincide with the function rm(n,A) for
n large enough.
As a trivial consequence, Theorem 1 solves the problem posted by Sa´rko¨zy and So´s for mul-
tivariate linear forms associated to configurations whose degree is greater than 1. Observe also
that the exponent s − 1 in Theorem 1 cannot be improved in general. To see this, let A = N
and consider the multivariate linear form x1,1 + · · ·+ x1,s. Then, the associated configuration is
m = {(1, s)} and the number of representations of n is rm(n,A) =
(
n+1
s−1
)
, which is a polynomial
of degree s− 1.
In this paper we also deal with a question related to Erdo˝s-Fuchs Theorem, motivated by
the lattice point problem: if we write S(n) =
∣∣{(x, y) ∈ Z2 : x2 + y2 ≤ n}∣∣ − pin, an estimate
by Hardy and Landau of S(n) states that S(n) = o
(
n1/4 (log n)
1/4
)
cannot hold. Erdo˝s-Fuchs
Theorem states a similar result for arbitrary sets: let A be an infinite sequence of positive integers
and ε > 0. Then
(2)
n∑
j=1
(r(j,A)− c) = O
(
n1/4−ε
)
cannot hold for any positive constant c (recall that r(j,A) is the number of solutions of the
equation a1 + a2 = j with a1, a2 ∈ A). The precise bound obtained by Erdo˝s and Fuchs is
o
(
n1/4 (log n)
−1/2
)
instead of O
(
n1/4−ε
)
. Further improvements of this theorem [6, 8] show
that a similar result also holds when the right hand side of (2) is equal to o
(
n1/4
)
, and in fact
this bound is the best possible [10]. Some results in this direction has been deduced for several
summands [14, 4], and also when considering the sum of different sequences [5, 11].
In this paper we get an Erdo˝s-Fuchs type result for representation functions associated to
configurations with degree greater than 1. In particular, we have the following theorem:
Theorem 2. Let A be an infinite sequence of positive integers, let m be a configuration of degree
s > 1 and ε > 0. Then,
n∑
j=1
(rm(j,A)− c) = O
(
n1/4−ε
)
cannot hold for any positive constant c.
In particular, Theorem 2 implies Theorem 1 in the case of polynomials of degree 0. The
method used to get the proof of Theorem 2 is divided in two cases, depending on the parity of
s. Our arguments generalize the one that appear in [8]. Observe that our bound is rougher than
the o
(
n1/4
)
that is known for other representation functions. However, our argument is shorter
and simpler compared with the one needed to get this exponent.
Plan of the paper: in Section 2 we introduce the necessary background in order to deal with
the problem, namely the use of generating functions in order to codify the problem, Carlson’s
Theorem for power series with radius of convergence 1. We prove Theorem 1 in Section 3, and
Theorem 2 in Section 4.
2. Tools
Generating functions: we codify all the enumerative information of the problem using gener-
ating functions: given a set A of non-negative integers we define the formal power series
fA(z) =
∑
a∈A
za.
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This series is called the generating function associated to the sequence A. Since its coefficients
are either 0 or 1, this formal power series is either a polynomial (if A is finite) or has a singularity
at z = 1 (if A is infinite). In the second case, the Taylor expansion of fA(z) around z = 0 has
radius of convergence equals to 1, hence all its singularities have modulo greater or equal to 1.
The combinatorial problem can be translated in the language of generating functions in the
following way. Let A be a sequence of non-negative integers and let m = {(k1,m1), . . . , (kr,mr)}.
Then, (
fA
(
zk1
))m1
. . .
(
fA
(
zkr
))mr
=
∑
ai,j∈A
zk1(a1,1+···+a1,m1)+···+kr(ar,1+···+ar,mr )
=
∞∑
n=0
rm(n,A)zn.
Carlson’s Theorem: further details on this result could be found in [9]. We denote by E the
disk {u ∈ C : |u| < 1}. Carlson’s Theorem assert the following dichotomy:
Theorem 3 (Carlson’s Theorem). Let f(z) =
∑∞
n=0 anz
n be a power series with integer coeffi-
cients and radius of convergence R = 1. Then either E is the domain of holomorphy of f(z) or
f(z) can be extended to a rational function of the form S(z)/(1 − zm)n, where S(z) ∈ Z[z] and
m,n ∈ N.
3. Proof of Theorem 1
Without loss of generality, we may assume that 0 ∈ A. We suppose that such a sequence A
exists, and we argue by contradiction. The case s = 1 is trivial, so we may assume that s > 1. We
assume that rm(n,A) is equal to a polynomial of degree at most s−2, namely q(n) =
∑d
i=0 qin
i,
with d < s− 1, for n large enough, say n > N . Using the generating function terminology,
(3)
∞∑
n=0
rm(n,A)zn = T (z) +
∞∑
n>N
q(n)zn = T (z) +
d∑
i=0
qi
∞∑
n>N
nizn = T0(z) +
d∑
i=0
qi
∞∑
n=0
nizn,
where T (z), T0(z) are polynomials with degree ≤ N . Each term of the form
∑∞
n=0 n
izn can be
written as Qi(z)(1−z)i+1 , where Qi(z) is a polynomial in z such that Qi(1) 6= 0. Hence, we can write
Expression (3) in the form
T0(z) +
d∑
i=0
qi
Qi(z)
(1− z)i+1 =
Q(z)
(1− z)d+1 ,
where Q(z) is a polynomial which satisfies that Q(1) 6= 0. Using now Equation (1), the generating
function fA(z) satisfies the relation
(4)
(
fA
(
zk1
))m1
. . .
(
fA
(
zkr
))mr
=
Q(z)
(1− z)d+1 .
Observe that Q(0) = T (0) = rm(0,A) = 1. As the degree of m is equal to s, Equation (4) can
be written in the form((
fA
(
zk1
))m1/s
. . .
(
fA
(
zkr
))mr/s)s
=
Q(z)
(1− z)d+1 ,
where each quotient mi/s is a non-negative integer (recall that each mi > 0). Note that the Tay-
lor development of
(
fA
(
zk1
))m1/s
. . .
(
fA
(
zkr
))mr/s
has non-negative integer coefficients and
radius of convergence equals to 1 (as each term has a singularity at z = 1). Carlson’s Theorem
asserts then that two situations may happen:
(
fA
(
zk1
))m1/s
. . .
(
fA
(
zkr
))mr/s
is either a ratio-
nal function or it has E as a domain of holomorphy. It is obvious that the second situation may
not happen. Let us assume the first condition, namely(
fA
(
zk1
))m1/s
. . .
(
fA
(
zkr
))mr/s
=
S(z)
(1− zm)n ,
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where S(z) ∈ Z[z], and consequently(
S(z)
(1− zm)n
)s
=
Q(z)
(1− z)d+1 .
This relation could be written as the equality S(z)s(1− z)d+1 = Q(z) (1− zm)ns. As Q(1) 6= 0,
observe then that all the roots ofQ(z) have degree multiple of s, namelyQ(z) = p(z)s for a certain
polynomial p(z). Hence S(z)s(1− z)d+1 = p(z)s (1− zm)ns and s divides d+ 1 < (s−1) + 1 = s,
which is a contradiction. 
4. Proof of Theorem 2
We write
∑n
j=1 (rm(n,A)− c) = an. We assume that an = O
(
n1/4−ε
)
. Using the generating
function methodology, this condition can be written as
1
1− z
(
fA
(
zk1
))m1
. . .
(
fA
(
zkr
))mr
=
c
(1− z)2 +
∞∑
n=0
anz
n.
As gcd(m1, . . . ,mr) = s > 1, we write FA(z) =
(
fA
(
zk1
))m1/s
. . .
(
fA
(
zkr
))mr/s
in the previous
equation, getting
(5) FA(z)s =
c
1− z + (1− z)
∞∑
n=0
anz
n.
We write m′i = mi/s. Observe that the nth Taylor coefficient of FA(z) is the number of solutions
of the equation
n = k1
(
a1,1 + · · ·+ a1,m′1
)
+ · · ·+ kr
(
ar,1 + · · ·+ ar,m′r
)
, ai,j ∈ A.
Consequently, considering the configuration m′ = {(k1,m′1), . . . , (kr,m′r)}, we have FA(z) =∑∞
n=0 rm′(n,A)zn.
Define hM (z) = 1 + z + · · ·+ zM−1 = 1−zM1−z . We start multiplying Equation (5) by hM (z)2 ,
getting the equality
FA(z)shM (z)2 =
c
1− z hM (z)
2 + hM (z)
2(1− z)
∞∑
n=0
anz
n,
which gives the inequality
(6) |FA(z)|s |hM (z)|2 ≤ cM
2
|1− z| + 2
∣∣∣∣∣hM (z)
∞∑
n=0
anz
n
∣∣∣∣∣ .
Let r be a positive real number slightly smaller than 1 (later we will define it properly). The
strategy of the proof is based on integrating (6) along the circle Sr = {z ∈ C : |z| = r} in order
to get bounds for both the left and right hand side. We distinguish two situations depending on
whether s is even or not.
4.1. The even case. Assume first that s is even, namely s = 2k. Starting with the left hand
side, we write FA(z)khM (z) =
∑∞
n=0 bnz
n. Observe that coefficients bn are positive integers, so
b2n ≥ bn for each n. We proceed applying Parseval’s Theorem; the following integral is considered
with respect to the normalized arc length |dz|2pir :
1
2pir
∫
Sr
∣∣FA(z)khM (z)∣∣2 |dz| = ∞∑
n=0
b2nr
2n ≥
∞∑
n=0
bnr
2n = FA
(
r2
)k
hM
(
r2
) ≥ FA (r2)kMr2M .
Let us get a bound for FA
(
r2
)
. As we are assuming that an = O
(
n1/4−ε
)
, as z → 1−,
FA(z)2k ∼ c1−z . Then, for r close enough to z = 1, there exists a constant C1 such that
FA
(
r2
)2k
=
c
1− r2 + (1− r
2)
∞∑
n=0
anr
2n ≥ C1
1− r2 .
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We conclude with the following bound:
(7)
1
2pir
∫
Sr
∣∣FA(z)khM (z)∣∣2 |dz| ≥ C2 M
(1− r2)1/2
r2M ,
where C2 = C
1/2
1 .
4.2. The odd case. In order to get a similar bound in the case where s is an odd integer,
namely s = 2k + 1, we apply Ho¨lder’s inequality over the left hand side of Equation (7). Recall
that for u, v complex-valued functions, this inequality states that
(8) ‖uv‖1 ≤ ‖u‖p‖v‖q,
where 1 ≤ p, q <∞ and 1p + 1q = 1. Choosing p = 2k+12k , q = 2k + 1, u = FA(z)2khM (z)
4k
2k+1 and
v = hM (z)
2
2k+1 in (8) and simplifying conveniently the exponents we get the inequality
(9)
1
2pir
∫
Sr
|FA(z)|2k+1 |hM (z)|2 |dz| ≥
(
1
2pir
∫
Sr |FA(z)|2k |hM (z)|
2 |dz|
) 2k+1
2k
(
1
2pir
∫
Sr |hM (z)|
2 |dz|
) 1
2k
We get bounds for both the numerator and the denominator of the right hand side of (9) by
applying Parseval’s Theorem. More concretely, for the numerator we apply an argument similar
to the one used to get bound (7), getting(
1
2pir
∫
Sr
|FA(z)|2k |hM (z)|2 |dz|
) 2k+1
2k
≥ M 2k+12k r2M 2k+12k
(
FA
(
r2
)k) 2k+12k
= M
2k+1
2k r2M
2k+1
2k FA
(
r2
) 2k+1
2 ≥ C3M
2k+1
2k r2M
2k+1
2k
(1− r2)1/2 ,
for a certain constant C3, and for the denominator we integrate directly (using Parseval’s Theo-
rem) (
1
2pir
∫
Sr
|hM (z)|2 |dz|
) 1
2k
= hM
(
r2
) 1
2k ≤M 12k .
Consequently, we deduce that
(10)
1
2pir
∫
Sr
|FA(z)|2k+1 |hM (z)|2 |dz| ≥
C3
M
2k+1
2k r2M
2k+1
2k
(1−r2)1/2
M
1
2k
= C3
M
(1− r2)1/2 r
2M 2k+12k .
4.3. The final argument. We continue with the right hand side of Equation (6). Applying
Parseval’s Theorem on the first summand
1
2pir
∫
Sr
cM2
|1− z| |dz| = cM
2
∞∑
n=0
1
42n
(
2n
n
)2
r2n ≤ cM2
(
1 +
∞∑
n=1
1
n
r2n
)
(11)
= cM2
(
1 + log
(
1
1− r2
))
< 2cM2 log
(
1
1− r2
)
,
and for the second summand, invoking Cauchy-Schwarz inequality we obtain
1
2pir
∫
Sr
∣∣∣∣∣hM (z)
∞∑
n=0
anz
n
∣∣∣∣∣ |dz| ≤ 12pir
(∫
Sr
|hM (z)|2 |dz|
)1/2∫
Sr
∣∣∣∣∣
∞∑
n=0
anz
n
∣∣∣∣∣
2
|dz|
1/2
=
(
M−1∑
n=0
r2n
)1/2( ∞∑
n=0
a2nr
2n
)1/2
≤M1/2
( ∞∑
n=0
a2nr
2n
)1/2
.(12)
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In order to get a bound for the sum in (12), we use that an = O(n
1/4−ε), hence
∞∑
n=0
a2nr
2n = O
( ∞∑
n=0
n1/2−2εr2n
)
= O
(
1
(1− r2)3/2−2ε
)
.
Resuming, joining bounds (11), (12) we have obtained
(13)
1
2pir
∫
Sr
cM2
|1− z| |dz|+
1
2pir
∫
Sr
∣∣∣∣∣hM (z)
∞∑
n=0
anz
n
∣∣∣∣∣ |dz| < 2cM2 log
(
1
1− r2
)
+ C ′
M1/2
(1− r2)3/4−ε ,
where C ′ is a constant.
For M large enough, write r2 = 1−M−(2+8ε). Observe that 1 > r2M = (1−M−1)M > 14 for
all M , hence bounds in (7) and (10) are asymptotically equal (up to a constant term). Note also
that that
(
1− r2)−1 = M2+8ε. Using this change of variables, bounds in Equation (7) and (10)
are the same, so it is not necessary to distinguish between them. We write C to denote the
constant C2 or C3 (that is, either C = C2 or C = C3 depending on whether s is even or odd,
respectively). Hence, substituting these asymptotic bounds in Equation (13) we get
CM2+4ε < 4c(1 + 4ε)M2 log (M) + C ′M2+4ε−8ε
2
,
or equivalently, for a certain constant C
(14) C < 4c(1 + 4ε)M−4ε log (M) + C ′M−8ε
2
.
Making M →∞ the right hand side of (14) tends to 0, and this contradiction finishes the proof
of Theorem 2. 
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