Fracture detection is a key step in wellbore stability and fractured reservoir fluid flow simulation. While different methods have been proposed for fractured zones detection, each of them is associated with certain shortcomings that prevent their full use in different related engineering applications. In this paper, a novel combined method is proposed for fractured zone detection, using processing of petrophysical logs with wavelet, classification and data fusion techniques. Image and petrophysical logs from Asmari reservoir in eight wells of an oilfield in southwestern Iran were used to investigate the accuracy and applicability of the proposed method. Initially, an energy matching strategy was utilized to select the optimum mother wavelets for de-noising and decomposition of petrophysical logs. Parzen and Bayesian classifiers were applied to raw, de-noised and various frequency bands of logs after decomposition in order to detect fractured zones. Results show that the low-frequency bands (approximation 2, a 2 ) of de-noised logs are the best data for fractured zones detection. These classifiers considered one well as test well and the other seven wells as train wells. Majority voting, optimistic OWA (ordered weighted averaging) and pessimistic OWA methods were used to fuse the results obtained from seven train wells. Results confirmed that Parzen and optimistic OWA are the best combined methods to detect fractured zones. The generalization of method is confirmed with an average accuracy of about 72%.
Introduction
Natural fractures have significant influence on reservoir behaviour and performance. Therefore, in modelling fractured reservoirs, understanding fracture properties is very important (Roehl and Choquette 1985) . Fractures can be detected both directly and indirectly using seismic sections, petrophysical logs (PLs), well tests, drilling mud loss history and core description (Thompson 2000 , Nelson 2001 , Martinez-Torres 2002 , Dutta et al 2007 ; however, each of these methods is subjected to some limitations in practice.
Since the mid-1980s and introduction of dipmeter technology and image logs, the process of fracture detection 3 Author to whom any correspondence should be addressed. and characterization of fracture properties, such as dip, dip direction, fracture density and fracture width, has become less problematic (Serra 1989) . Presently, these high-resolution data acquisition devices can detect small-scale variations and discontinuities in rocks. Unfortunately, no image log is available for thousands of wells drilled before these new technologies were available.
As fractures modelling with an inadequate volume of data can lead to misleading interpretations, any direct or indirect technique which increases the knowledge of fracture properties is highly valuable. In general, fracture modelling is an object-based practice which requires a larger amount of data, compared to pixel-based modelling.
Earlier attempts to detect natural fractures include the use of sonic waves (Hsu et al 1987) , wavelet transform (Daiguji et al 1997) , a so-called velocity deviation log (Flavio and Gregor 1999) , core data (Song et al 1998) and seismic data (Behrens et al 1998) . In a recent attempt, wavelet transform was applied to porosity log data and it was suggested that high-frequency variations correspond to the existence of fractures (Sahimi and Hashemi 2001) . To validate the model, permeability data were used, where large increases in permeability correspond to the existence of fractures. Surjaatmadja et al (2002) used a frequency decomposition approach to analyse downhole data to detect natural fractures. Martinez-Torres (2002) applied a fuzzy logic technique to various PLs, while a classification algorithm was used by Tran (2004) to study and detect natural fractures. Shen and Li (2004) have presented a combined approach for characterization of naturally fractured reservoirs. A shearwave technique to identify fault zones (Dutta et al 2007) , a wavelet transform applied to PLs (Mohebbi et al 2007) , factor analysis to detect open fractures near faults (Ozkaya and Siyabi 2008) and detecting fracture corridors using probabilistic decision trees (Ozkaya 2008) are other methods used by various researchers to identify and characterize natural fractures. Yan et al (2009) presented a method to model fracture porosity. They used petrophysical logs in order to create a synthetic image log. The proposed method was checked in a well in a gas saturated carbonate reservoir. Results of this study revealed that it is possible to identify fractures location and some of their properties.
The general deficiency of the majority of the previous studies is that they had inadequate volumes of data and they were unable to validate the method due to lack of image logs. More importantly, it is impractical to evaluate generalization possibility in the results, even to nearby wells, where the data are inadequate.
In this paper, a new combined method has been presented to detect fractured zones. All available PLs have been used in this methodology. Data processing has been done using a combination of wavelet decomposition, classification and data fusion approaches. The proposed methodology has been applied to eight wells in an oilfield located in southwest Iran, where sequences of fractured zones with variable fracture density are observed along with intact intervals in the Asmari Formation. Oligo-Miocene Asmari Formation is one of the most important carbonate oil reservoirs in Zagros Basin (Alavi 2004) . A large amount of data have been used in analyses, which enables us not only to check the accuracy of the method but also to study the possibility of its generalization.
Methodology
In this section, three techniques used in this study have been explained briefly.
Wavelet decomposition
Each of PLs shows the formation characteristics that lie along the well in one dimension (1D), i.e. depth. Therefore, a 1D wavelet approach has been used in this study. The following equation defines a discrete wavelet transformer (DWT) of a signal x(z) (Daubechies 1988 , Mallat 1989 , Jin et al 2008 :
This function transforms signal x(z) using mother wavelet ψ(z) from the depth domain (z) to translation (τ ) and scale (s) domains. In equation (1), z − τ is the depth translation. The term ( √ |s|) −1 is a normalization factor to remove the scale effect from wavelets with different scales. Figure 1 shows the procedure of wavelet decomposition. As this figure shows, in the first step, wavelet decomposes PLs into low-and high-frequency bands, which are called approximation (a 1 ) and details (d 1 ) respectively. In the second step, it decomposes a 1 into low-(a 2 ) and high-frequency (d 2 ) bands. This procedure can be continued for decomposing low-frequency bands into higher levels.
In this study, an energy matching strategy has been used to choose optimum mother wavelets in order to analyse PLs. In this strategy, PLs are first transformed from the depthwavelength domain to frequency-wavelength domain using a Fourier transform to detect the dominant frequency bands. PL energies, which are equal to the sum of squared amplitudes in dominant frequency bands, are calculated in the identified dominant frequency bands. Then, PLs are analysed using different mother wavelets, and their energies in the identified dominant frequency bands are calculated. The optimum mother wavelet is the one whose match between signal energy in dominant frequency bands and the signal energy obtained from Fourier transform (in similar frequency bands) becomes maximum (Burrus et al 1997) .
Parzen classifier
Parzen is a well-defined classification method. Parzen follows the following algorithm (Fukunaga and Hayes 1989, Theodoridis and Koutroumbos 2002) .
(a) Normalize data
where X i and x i are the normalization and primary amount of one of the logs at a certain depth respectively. μ i and δ i are the average and standard deviation of the same log respectively. 
where n is the number of utilized PLs. In this paper, n is equal to 10. (c) Count the number of data belonging to fractured or nonfractured classes in hyper-space. (d) Calculate the following function for fractured and nonfractured classes separately:
where K N represents the number of train well data of the fractured (non-fractured) class in the defined sub-space (V N ). N is the total number of fractured (non-fractured) zone data in the train well. Equation (4) normalizes counted train data of each class to their total data. As a result, f (x 0 ) is independent of the number of train data of each class. (e) The study depth (x 0 ) belongs to the class (fractured or non-fractured) which has larger f (x 0 ). (f) Repeat the above-mentioned process for the whole depths of the test well (depths are selected randomly).
Optimistic ordered weighted averaging
Based on seven classification results, optimistic ordered weighted averaging (OOWA) has been used for optimum judge of whether the specific depth of the test well is fractured or not. Ordered weighted averaging (OWA) is an effective fusion method introduced by Yager (1988) . An OWA operator of dimension n (the number of training wells) is a mapping F:R n → R that has an associated n vector, w i = (w 1 , w 2 , w 3 , w 4 , . . . , w k ). For each i, where 1 i n, the following equations are correct:
where b j is the jth largest element of the bag (a 1 , . . . , a n ), and k represents various depths in the test well. Therefore, m is the number of depth intervals in the test well.
In order to minimize error (e), w i has to be optimized:
where d k represents fracturing situation in depth k. In OOWA, w i is defined as a function of Orness coefficient(α). α characterizes the degree to which the aggregation is like an or (Max) operation (Yager 1988):
To find the optimum e, α should vary from 0 to 1 and e should be recalculated. The α which minimizes e shows optimum w i .
Procedures
Caliper, gamma ray (GR, uranium, thorium and potassium), sonic (DT), resistivity (RT), density (PEF and RHOB) and neutron (NPHI) logs were used in this study. Image logs were also used as fracture identification sources to verify the model. A binary coding system was applied to discriminate between fractured and non-fractured zones. In this system, fractured and non-fractured depths were given 1 and 0 codes respectively. First, optimum mother wavelets were selected for decomposition of PLs using an energy matching strategy. Parzen and Bayesian classifiers were used to detect fractured zones. PLs before and after de-noising, and also decomposed PLs containing a 1 , d 1 , a 2 , d 2 , a 3 and d 3 , were used for classification.
Classification was performed in two stages: first, investigating the capability of method, where fractured zones were detected in each individual well separately, and secondly investigating the capability of generalization, where PLs from seven wells were used for fractured zone detection in the eighth well.
In the generalization stage, there were seven probably different classification results in each depth of the test well; some classified the depth as a fractured zone, while other recognized it as a non-fractured zone. To approach a better judgment, various data fusion techniques such as majority voting, optimistic and pessimistic OWA were used. Comparing final results with image logs revealed that a combination of a 2 PLs data, Parzen classification and OOWA was the best approach to identifying fractured and nonfractured zones.
Significance of the proposed method
Optimum mother wavelets in eight study wells are presented in table 1, which shows that bior 5.5 was selected as optimum mother wavelet in five out of eight wells. The concept of classification for fractured zone detection using PLs is illustrated in figures 2 and 3. In both figures, all the data belong to a 2 frequency band of PLs in well 2. Histograms of PLs in figure 2 show the effect of fractured and non-fractured zones on PLs. In these histograms, on one hand, it can be seen that fractured zones have increased GR, uranium, DT and NPHI relatively, while have decreased PEF, RHOB and caliper relatively. On the other hand, in non-fractured zones, thorium, potassium, RT, PEF and RHOB are relatively increased, whereas potassium and NPHI are relatively decreased. In table 2, some possible reasons for these effects in the study wells have been discussed. Figure 3(a) shows the integrated effect of uranium and DT in discrimination of fractured zones. In this figure, there are three locations where fractured zones can be differentiated from non-fractured zones:
(i) high DT, low uranium (ii) high uranium, low DT (iii) medium uranium and DT.
The integrated effect of uranium, DT and RHOB in discrimination is shown in figure 3(b) . In this figure, there are five locations where fractured zones can be distinguished from non-fractured zones:
(i) medium DT, low uranium, low RHOB (ii) high DT, low uranium, medium RHOB (iii) medium DT, low uranium, low RHOB (iv) high DT, medium uranium, medium RHOB (v) low DT, high uranium, medium to high RHOB.
As a result, the basic hypothesis is that increasing variety of PLs will improve discrimination between fractured and non-fractured zones. Therefore, the entire PLs suite was used for classification, i.e. classification was performed in 10-dimensional (10D) spaces, where 10 is the number of utilized PLs. It should be mentioned that uranium and sonic (DT) are the most useful PLs in fractured zones detection because of their consistent behaviour in all wells, in addition to their better capability to discriminate.
To evaluate the capability of the classifiers in identifying fractured zones, 70% of PLs in each well were randomly selected as train data, and the remaining 30% were used as test data. Classifiers were applied to classify test data in each well. Based on the results, Parzen and a 2 were found to be the best classifier and best frequency band for fractured zone detection respectively.
The confusion matrix, which is a 2 × 2 matrix in this study, represents the results of the classification in the test depths (well). The four elements of this matrix are explained in Table 2 . Some evidences of the effect of fractured and non-fractured zones on PLs in the study wells.
Log Discussion
Caliper In drilling through a fractured zone, the rock edges of the fractures are often chipped away, thereby enlarging the borehole in the plane of the fracture system, whilst sometimes caliper reads less than bit size in fractured zones due to accumulation of lost-circulation material in the open fractures. In some of the study wells, the second effect is observed GR GR shows the cumulative effect of uranium, thorium and potassium. In the study wells, GR shows a sudden increase with any pick of uranium. This is a common observation in all the study wells Uranium Water dissolves uranium and deposits it in unconformities and especially fractured zones and causes high pick in its log. This is a common observation in all of the study wells Thorium Thorium minerals may be found as silt-sized particles in clay-stones (shale). Increasing volume of shale improves plasticity of rock. Fracture zones are less likely in these kinds of rocks. As a result, it is anticipated that thorium increases in non-fractured zones. This is a common observation in the majority of the study wells Potassium As there is no significant amount of Feldspar in the study formation, any high amount of potassium is due to clay minerals. Therefore, any increase in potassium corresponds to clayey formations which, because of plasticity, contain fewer fractures. It can be inferred that the increase in potassium is related to non-fractured zones. This is a common observation in the majority of the study wells DT Travel time depends on parameters such as lithology, porosity, fluid, etc. In fractured zones, especially where fractures are open, DT increases because P wave velocity is slower in fluids than solids. This is a common observation in all of the study wells.
RT
In fractured zones, RT decreases due to the brine effect. Therefore, any high resistivity interval is indicative of non-fractured zones. This is a common observation in majority of the study wells. Unfortunately, MSFL, which seems to be more useful, is not available PEF In fractured zones, where invasion could not happen due to existence of semi-closed fractures, the photoelectric factor decreases because elements of connate water have lower atomic number than rocks. This is common in the majority of the study wells, whilst in some other wells, high values of PEF are indicative of fractured zones, where fractures are open and filled with mud. Photoelectric cross section of barite is 267, while it is 4.9 for limestone and 1.85 for sandstone. A mud-filled fracture should, therefore, be detectable by increasing PEF. This is a common observation in some of the study wells. As a result, anomalous values of PEF are indicative of fractured zones in some of the study wells RHOB In fractured zones, where there are semi-closed fractures and invasion could not happen, the density decreases because connate water has lower density than rocks. This is a common observation in the majority of the study wells NPHI In fractured zones because of the increasing fluid content, the hydrogen content increases. Therefore, it is anticipated that NPHI would increase. This is a common observation in the majority of the study wells figure 4. When a 11 = 1, this indicates that all the real fractured zones in the test well are classified as fractured zones, i.e. 100% accuracy. Similarly, a 22 equal to 1 shows 100% accuracy in classifying real non-fractured zones as non-fractured ones. In this case, the trace of the confusion matrix will be equal to 2 which indicates 100% accuracy of the classification results. Consequently, the confusion matrix trace was considered as an indicator for classification accuracy. Table 3 summarizes the final results of the classification in eight study wells. The trace of the confusion matrix, the accuracy of the classification (half of the trace multiplied by 100) and approximated optimum h (the size of the Parzen window) are listed in this table. Based on the results, the average accuracy of the classification is about 74%, the accuracy of fractured zone detection is about 89% and the accuracy of non-fractured zone detection is about 60%. Optimum h in six out of eight wells is equal to 1 which shows the possibility of reaching a convergent h for fractured zone detection.
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Generalization potential
To evaluate generalization capability of the suggested method, PLs from seven wells (training wells) were separately used to detect fractured zones in the eighth well (the test well). The Parzen window, h, was optimized in each classification. For example, figure 5 shows searching for optimum h, when PLs from well 7 were used to detect fractured zones in well 5.
In this figure, h = 0.2 is optimum which maximizes the confusion matrix trace to 1.74. This optimum value of h shows about 84% accuracy in discriminating between fractured and non-fractured zones which is one of the best classification results in this study.
Seven classification results in test wells were fused using OOWA. Optimization of α (the coefficient which defines weights w i ) was done for all wells. Figure 6 shows optimization of α in well 1 where α varies between 0 and 1 with 0.01 increments. α = 0.13 is the optimum value and correspondingly, e = 210 is the minimum sum of the squared error. Table 4 presents the final results of fractured zone detection in eight study wells. As the table shows, the total accuracy varies between 55% and 89% (average 72%).
Data in table 4 reveal that identification of non-fractured zones is more accurate than fractured zones. The accuracy of non-fractured zones identification varies from 57% to 96% (average 81%), whereas, for fractured zones, it ranges between 42% and 68% (average 53%). It happens because of the dependence of accuracy on the proportion of fractured zones. In lower proportions, total accuracy increases while fractured zones detection accuracy decreases (figure 7). This is because of the logic behind the OOWA technique. In this technique, results are biased by the main class in order to minimize the error (the total error is more affected by the main class error). Therefore, where non-fractured zones are dominant, the accuracy of identifying these rises, while the accuracy of recognizing fractured zones drops. For example, in well 4 where the percentage of non-fractured zones is maximum (87.4%), the accuracy of non-fractured zones detection is about 96%. In this case, total accuracy is maximum (89%), while fractured zones detection accuracy is very low (42.7%). Total accuracy of the OOWA technique decreases where the proportion of fractured and non-fractured zones becomes equal, as there is no preferred class to bias the optimization process, in order to minimize the error. In this case, the accuracy of fractured zones detection increases as their influence increases in data fusion. Consequently, minimizing the fusion error is impossible without considering the role of fractured zones. For example in well 2 with 47.5% fractured zones, overall accuracy is minimum (about 55%), while fractured zones detection accuracy is more than average (53.3%). In figure 8, fractured zones detected by the proposed methodology in four sample wells are compared to the fractured zones identified by image log interpretation. The selected wells for this figure are representative of wells with poor and good accuracies. The comparison shows that the accuracy of fractured zones detection in wells 3 and 4 is the least, whereas in two other wells, it is the best. As the figure depicts, errors often occurred at the margins of fractured and non-fractured zones. Therefore, considerable compatibility is observed. Figure 8 also shows that at the top of the reservoir, especially in well 5, the results are more accurate. This is because of the fact that these parts represent upper Asmari which occupies the crest of studied anticline. As a result, in upper Asmari because of increasing curvature, not only fracture density but also fracture aperture is higher than middle and lower Asmari. Consequently, it is possible to conclude that the accuracy of the proposed methodology increases where fracture density and fracture aperture increase.
Conclusion
This paper proposes a novel combined methodology to detect fractured zones. The large amount of data used in this study are one of the points of strength of this study which supports the validity of the results. Caliper, gamma ray (GR, uranium, thorium and potassium), sonic (DT), resistivity (RT), density (PEF and RHOB) and neutron (NPHI) logs from eight wells in an Iranian oil field were used in order to identify fractured zones. Image logs of these wells were available which were used for validation of the proposed method. Wavelet decomposition, classification and data fusion are the techniques used in this study.
Optimum mother wavelets that were selected using energy matching strategy are utilized for decomposition of PLs. Based on the results, a 2 frequency band, Parzen classifier and OOWA data fusion techniques were identified as the best combination of methods for fractured zones detection.
According to the results, the method can be generalized with a total accuracy of 55-89% (average 72%). Due to the logic behind the OOWA fusion method, identification of nonfractured zones, which are dominant, is more accurate than fractured zones. The average accuracy of non-fractured zones detection is 81%, whereas for fractured zones it is 53%.
Fortunately, results show that detection errors often occurred at the marginal areas of fractured and non-fractured zones; therefore, considerable compatibility is observed. Meanwhile, in upper Asmari, where the formation is influenced by the crest of an anticline and both fracture density and apertures have increased, results are more accurate.
It was concluded that the accuracy of the method is dependent on the proportion of fractured to non-fractured zones. The total accuracy increases where non-fractured zones are dominant, while the accuracy of fractured zones detection decreases. In contrast, when the proportion of fractured to non-fractured zones approaches one, total accuracy decreases, whilst the accuracy of fractured zones detection increases.
