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Resume { Notre etude concerne le choix entre deux familles de methodes statistiques non supervisees de segmentation d'images
dans un contexte de melange de lois generalise. La premiere famille est la famille utilisant les champs de Markov caches. La
seconde, plus recente, est fondee sur l'utilisation des cha^nes de Markov cachees, formees par la transformation de l'ensemble des
pixels en un processus monodimensionnel par une transformation de type Peano. Dans les deux cas, nous sommes confrontes
au probleme de l'estimation d'un melange de lois. Dans un cadre de melange generalise, la forme du bruit pour chaque classe
est inconnue. Cependant, nous supposons qu'elle appartient a un ensemble de lois parametrees. Nous utilisons une methode
generale d'estimation (ICE-GEMI) pour laquelle nous etudions deux nouveaux criteres permettant de determiner la forme de
la loi. Finalement, nous sommes en presence de dierentes methodes de segmentation non supervisees que nous etudions an
d'apporter des elements de reponse quant au choix de la meilleure methode de segmentation a utiliser en fonction de l'image a
traiter.
Abstract { The subject of this paper is the choice between two families of unsupervised statistical methods for image seg-
mentation in the context of generalized distribution mixtures. The rst family is the method using hidden Markov elds. The
second, which is more recent, is based on the use of hidden Markov chains, formed by the transformation of the set of pixels into
a one-dimensional process via a Peano type scan. In both cases, we have to deal with the problem of estimating a distribution
mixture. In a generalized mixture context, the nature of the noise for each class is unknown. However, we suppose that it belongs
to a set of families dened by parameters. We use a general estimation method (ICE-GEMI) for which we propose two new
criteria that enable us to determine the form of the distribution. In this way, dierent unsupervised segmentation methods are
available. We have analyzed these in order to provide answers concerning the best segmentation method to use according to the
image being considered.
1 Introduction
Notre travail concerne le choix entre deux types de metho-
des statistiques non supervisees de segmentation d’images,
dans le contexte des melanges generalises. La premiere fa-
mille des methodes est la famille utilisant les champs de
Markov caches [4][8]. La deuxieme famille, plus recente,
est fondee sur les cha^nes de Markov cachees, formees par
la transformation de l’ensemble des pixels en un proces-
sus monodimensionnel par une transformation de type
Peano [1]. Ces deux types de familles ont deja ete com-
pares dans le cas classique de bruit gaussien et il s’est
avere que les methodes fondees sur les cha^nes, plus ra-
pides, peuvent e^tre competitives [9]. Notre travail consiste
a prolonger l’etude presentee dans [9] au cas des melanges
generalises. Nous sommes en face du probleme de l’esti-
mation de melange generalise lorsque la forme du bruit
pour chaque classe n’est pas connue. A titre d’exemple,
considerons le cas de deux classes ou le bruitage de cha-
cune d’entre elle peut e^tre gaussien ou exponentiel. Il y
a alors quatre possibilites de melanges classiques, et on
doit en plus de l’estimation des parametres, determiner
dans lequel de ces quatre cas on se trouve. Une famille
generale de methodes d’estimation de tels melanges (ap-
pelee ICE-GEMI) a ete proposee dans [5]. Un des elements
cle de ces methodes est le suivant : en supposant qu’un
echantillon est produit par une seule loi parametrique,
determiner la forme de cette loi parmi un ensemble de
formes admissibles. La methode utilisee pour resoudre ce
probleme dans le contexte des exemples proposes dans [5]
(lesquels concernent les cha^nes de Markov) est la mini-
misation de la distance de Kolmogorov. Nous etudions
dans ce travail deux autres solutions pour ce probleme
particulier : une fondee sur l’histogramme, l’autre fondee
sur l’estimation des densites par noyaux de convolutions.
Finalement, nous sommes en presence de six methodes
de segmentation non supervisees dierentes : trois corres-
pondant aux trois manieres (Kolmogorov, histogramme,
noyaux) de traiter le probleme particulier mentionne ci-
dessus dans le contexte des cha^nes de Markov, et les trois
autres reprennent ces me^mes procedures dans le contexte
des champs de Markov. L’ecacite de ces methodes va-
riant en fonctions de l’image, le probleme du choix de
la methode peut e^tre important. Dans cet article, nous
etudions les six methodes de segmentations non super-
visees an de choisir la methode la mieux adaptee en fonc-
tion de l’image traitee.
L’organisation de l’article est la suivante. La deuxieme
partie rappelle brievement les notions de modelisations
par champs et cha^nes de Markov caches ainsi que les al-
gorithmes de segmentations correspondants. Dans la troi-
sieme partie, nous abordons le probleme de l’estimation
des parametres denissant notre melange de lois. Quelques
resultats sont donnes dans la quatrieme partie. La cin-
quieme partie conclut notre article.
2 Modelisation Probabiliste et Clas-
sication bayesienne
2.1 Modeles de Markov caches
Soit S, card(S) = N , l’ensemble des pixels de l’image.
Nous considerons deux processus aleatoires X = (Xs)s2S
et Y = (Ys)s2S , X modelisant l’image des classes inob-
servables, Y l’image des observations. Chaque Xs prend
ses valeurs dans l’ensemble des classes Ω = f!1; : : : ; !kg
et nous supposons que les Ys sont a valeurs dans R. Nous
notons x = (xs)s2S et y = (ys)s2S des realisations des
processus X et Y. Dans le cadre des champs de Markov,
la loi de X est donnee par :
P [X = x] = e−U(x) (1)
ou l’energie U(x) sera dans cet article donnee par
U(x) =
X
(s;t)voisins
(xs; xt) (2)
et
(!i; !i) = −
(!i; !j) = 
(3)
Dans le cadre des cha^nes de Markov, la loi de X s’ecrit au
moyen d’une probabilite initiale i = P (X1 = wi); 1  i  k
et d’une matrice de transition homogene t denie par
(tij) = P (Xn+1 = wjjXn = wi). La loi de X est donnee
par :
P [X = x] = x1  tx1;x2  : : :  txN−1;xN : (4)
Plusieurs algorithmes de segmentation comme le MAP
[4] et le MPM [8] peuvent e^tre utilises. Dans la suite, nous
adoptons le MPM. Le principe est le suivant :
cxn = arg max
i=1;:::;k
P [Xn = wijY = y] (5)
3 Estimation des Parametres
3.1 Parametres a priori
Dans le cas ou X est un champ de Markov, plusieurs
estimateurs de  obtenus a partir de Y = y ont ete pro-
poses [2] [10] [6]. Dans notre etude, nous eectuons de
maniere iterative des tirages selon la loi a posteriori au
cours desquels nous estimons  a l’aide des probabilites
P (Xs = !ijr), ou r est le nombre de !i presents dans
le voisinage. Ainsi, pour obtenir la valeur de notre es-
timee, on eectue la moyenne des 5 valeurs obtenues (pour
r = 0; : : : ; 4).
Dans le contexte des cha^nes de Markov, l’estimation des
parametres a priori est eectuee de maniere iterative en
calculant a chaque iteration de nouveaux estimes a partir
de la loi a posteriori [5].
3.2 Parametres denissant les lois condi-
tionnelles
Pour l’estimation des lois conditionnelles, nous nous
placons dans le cadre general presente dans [5]. Nous de-
vons resoudre le probleme de l’estimation d’un melange
de loi. La forme de chaque loi conditionnelle est supposee
appartenir a un ensemble de formes parametrees  (gaus-
sienne, beta...). La methode d’estimation ICE-GEMI est
une methode iterative permettant de choisir la forme de
chaque densite conditionnelle parmi toutes les formes pre-
sentes dans  et d’estimer les parametres correspondants.
A l’iteration p, l’algorithme se deroule de la maniere sui-
vante :
{ Simuler une realisation xp de X selon sa loi a poste-
riori calculee avec les parametres estimes a l’iteration
p− 1
{ Pour chaque classe wi; 1  i  k, on construit les
ensembles Spi = fnjxpn = !ig. Soit ypi = (yn)n2Spi .
{ Pour chaque classe, on decide de la forme de la densite
conditionnelle correspondante au moyen d’un critere
C calcule a partir des ypi = (yn)n2Spi , puis on estime
ses parametres.
Nous etudions dans la suite trois criteres de choix C die-
rents dans le but de comparer leur performances. Le pre-
mier, propose dans un contexte de cha^nes de Markov [5],
utilise la fonction de repartition empirique Fn des obser-
vations. Nous proposons deux autres criteres, l’un base
sur l’histogramme empirique Hemp, l’autre base sur l’es-
timateur a noyau de convolution femp de la densite. C
est caracterise par la minimisation d’une distance entre
la fonction empirique consideree (densite ou fonction de
repartition) et son equivalent theorique calcule avec les
parametres estimes.
3.2.1 Utilisation de l'histogramme empirique
Soit f une densite de probabilite sur un intervalle I.
Soient Y1; : : : ; Yn des variables aleatoires independantes,
de densite commune f . L’histogramme empirique, sou-
vent utilise pour estimer f , est deni par le choix d’un
point x0 2 I et d’une largeur de pas h. Soit Nj le nombre
de realisations Yj tombant dans l’intervalle j deni par
[x0 + jh; x0 +(j+ 1)h[. Sur cet intervalle, nous donnons a
l’histogrammeHn le poids
Nj
nh . Celui-ci nous permet d’ob-
tenir sous l’histogramme une aire egale a 1 (identique aux
densites de probabilites). Dans le cadre de nos simulations,
nous prendrons x0 = min (y1; : : : ; yn). Nous xons le pas
a
h =
max (y1; : : : ; yn) −min (y1 ; : : : ; yn)
Nint
(6)
avec Nint le nombre d’intervalles de l’histogramme. Nous
prennons Nint = [ log nlog 2 + 1] [7]. Pour denir la forme de
la densite a retenir, nous utilisons la distance denie par
d = (
Z
I
(Hn(x) − f(x))2dx) 12 (7)
mieux adaptee que la distance d0 = supx2I(jHn(x)−f(x)j)
sensible a des ecarts ponctuels importants entre la densite
et l’ histogramme.
3.2.2 Utilisation de l'estimateur a noyau de la
densite
L’estimateur a noyau de convolution est couramment
utilise pour l’estimation de la densite de probabilite. A
partir d’un echantillon (y1; : : : ; yn) de taille n, l’estimateur
a noyau de la densite de probabilite f est donne par
fn(y) =
1
nh
nX
i=1
K(
y − yi
h
) (8)
ou K est un noyau, qui est une application de R dans R,
bornee, integrable par rapport a la mesure de Lebesgue et
d’integrale 1. Nous considerons le noyau gaussien deni
par K(y) = 1p
2
e−
y2
2 . Le parametre h est un nombre
reel positif dependant de la taille n de l’echantillon. La
determination analytique d’une valeur optimale de h, cru-
ciale pour la qualite de l’estimation, fait intervenir la vraie
densite de probabilite qui nous est inconnue. Plusieurs
approches permettent d’estimer cette valeurs [11]. Nous
prendrons comme valeur de h celle proposee dans [3] h =
snn
− 15 avec sn l’ecart-type empirique des observations. La
distance retenue pour le choix de la forme de la densite
sera encore la distance denie par (7).
3.2.3 Utilisation de la fonction de repartition em-
pirique
L’estimateur utilise pour la fonction de repartition F
est la fonction de repartition empirique donnee par
Fn(y) =
1
n
nX
i=1
1]−1;y](yi) (9)
Le choix sera eectue en considerant la distance de Kol-
mogorov denie par d = supy2R jFn(y) − F (y)j.
4 Simulations
Nous avons eectue les simulations sur dierentes ima-
ges modelisees par un melange de lois generalise. Nous
presentons dans les tableaux suivants quelques resultats
que nous obtenons. Nous utilisons une image relativement
homogene (\cible") puis une image tres inhomogene (\vil-
le"). Ces dierentes images sont chacunes constituees de
2 classes. L’image "cible" sera bruitee par une lois nor-
male N (0; 1) pour la classe 1 et par une loi exponen-
tielle de parametres ( = 1:5; u = 0) pour la classe 2
(f(x) = exp(−(x − u)) pour x  0; 0 sinon). L’image
\ville" est bruitee par une loi exponentielle de parametres
(1;−0:5) pour la classe 1 et par une loi Beta de parametres
(3; 1:5; 0; 1) pour la classe 2. Nous obtenons un taux d’er-
reur de classication aveugle egale a 32% pour la premiere
Champs - cible Hemp femp Fn
Lois B - B B - B B - E
Erreur MPM 7.7 8.1 6.1
Cha^nes - cible Hemp femp Fn
Lois N - B N - B B - B
Erreur MPM 14 14.2 10.3
Champs - ville Hemp femp Fn
Lois B - B B - B B - E
Erreur MPM 19 18.2 14.5
Cha^nes - ville Hemp femp Fn
Lois B - E B - E B - E
Erreur MPM 11.4 11.2 11.6
Tab. 1 { Lois reconnues et taux d’erreur MPM
image et 21% pour la seconde. Les resultats obtenus sont
presentes dans le tableau 1. Les segmentations sont presen-
tees dans la gure 2.
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Fig. 1 { Melange theorique et exemples d’estimes (\cible")
Nous pouvons remarquer que l’utilisation des champs de
Markov donne de meilleurs resultats de segmentation pour
le cas de l’image cible, relativement homogene, mais que
les resultats s’inversent pour le cas de l’image ville, for-
tement inhomogene donc mieux modelisee par une chaine
de Markov via le parcours de Hilbert. Par ailleurs, nous
notons une similarite dans le comportement des methodes
utilisant l’histogramme et le noyau, ce qui est normale,
l’histogramme n’etant qu’un cas simple et particulier de
noyau. Enn, l’utilisation de la fonction de repartition
s’avere plus ecace que l’utilisation de l’ histogramme et
du noyau gaussien.
(a) image cible (b) image Bruite
(c) image seg-
mente (cha^ne et
repartition)
(d) image seg-
mente (champs
et repartition)
(e) image ville (f) image Bruite
(g) image seg-
mente (cha^ne et
repartition)
(h) image seg-
mente (champs
et repartition)
Fig. 2 { Resultats des Segmentations
5 Conclusion
Nous avons traite dans cet article du probleme de la seg-
mentation statistique non supervisee (dans un contexte de
melange generalise) d’images. Nous avons propose die-
rentes variantes originales de la recente methode generale
d’estimation ICE-GEMI [5] et compare leurs ecacites sur
des images de synthese. D’une part, nous avons etudie
deux sous-methodes generales de ICE-GEMI : une fondee
sur les cha^nes de Markovs cachees et une autre sur les
champs de Markov caches. Il appara^t qu’aucune de ces
sous-methodes n’est uniformement plus ecace que l’autre.
D’autre part, nous avons teste trois manieres de traiter un
point particulier de ICE-GEMI consistant en choix, pour
chaque classe et a chaque iteration, d’une forme de densite
de probabilite dans un ensemble de formes admissibles. Le
choix fonde sur le calcul des fonctions de repartitions em-
piriques et la minimisation de la distance de Kolmogorov
semble preferable aux methodes concurrentes.
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