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KERNELS OF TOEPLITZ OPERATORS
ANDREAS HARTMANN AND MISHKO MITKOVSKI
Abstract. Toeplitz operators are met in different fields of math-
ematics such as stochastic processes, signal theory, completeness
problems, operator theory, etc. In applications, spectral and map-
ping properties are of particular interest. In this survey we will
focus on kernels of Toeplitz operators. This raises two questions.
First, how can one decide whether such a kernel is non trivial? We
will discuss in some details the results starting with Makarov and
Poltoratski in 2005 and their succeeding authors concerning this
topic. In connection with these results we will also mention some
intimately related applications to completeness problems, spectral
gap problems and Po´lya sequences. Second, if the kernel is non-
trivial, what can be said about the structure of the kernel, and
what kind of information on the Toeplitz operator can be deduced
from its kernel? In this connection we will review a certain number
of results starting with work by Hayashi, Hitt and Sarason in the
late 80’s on the extremal function.
1. Introduction
Toeplitz operators are natural generalizations of so-called Toeplitz ma-
trices. In the standard orthnormal basis of ℓ2(N) = {a = (an)n≥0 :
‖a‖22 :=
∑
n≥0 |an|
2 < ∞}, a Toeplitz operator is represented by the
infinite matrix
(1.1) T =

u0 u−1 u−2 u−3 · · ·
u1 u0 u−1 u−2
. . .
u2 u1 u0 u−1
. . .
...
. . .
. . .
. . .
...
 ,
where (un)n∈Z is a given sequence. If we identify ℓ
2(N) with the usual
Hardy space H2 of functions f(eit) =
∑
n≥0 ane
int with (an)n ∈ ℓ
2(N),
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and if we associate (formally) u with the Fourier series ϕ(eit) =
∑
n∈Z une
int
then
(Ta)k = ϕ̂f(k), k ≥ 0,
whenever that makes sense. Hence, Ta defines the sequence of Fourier
coefficients of the function
P+(ϕf),
where P+ : L
2(T) −→ L2(T), P (
∑
n∈Z ane
int) =
∑
n≥0 ane
int is the so-
called Riesz (or Szego˝) projection. We thus may define the Toeplitz
operator with symbol ϕ by
Tϕ : H
2 −→ H2, Tϕf = P+(ϕf),
which is a continuous operator on H2, and the associated matrix in the
orthonormal basis {zn}n≥0 of H
2 is given by (1.1).
Two special, but very important, Toeplitz operators are the shift op-
erator Sf = P+(zf) = zf and its adjoint S
∗f(z) = P+(z¯f) — the
so-called backward shift operator. Any Toeplitz operator satisfies the
following “almost commuting” relation
(1.2) S∗TϕS = Tϕ,
and as a matter of fact this latter operator equality — which is a kind
of displacement condition in the matrix reflecting the constance along
diagonals — characterizes Toeplitz operators.
A closely related class of operators which are also called Toeplitz op-
erators can be defined in the so called “continuous case”. For most
parts these theories are parallel to each other and studying one or the
other case mostly depends on the person’s taste. However, it should be
noted that some problems are much more natural to be considered in
the discrete setting while others are more suitable for the continuous
one. For this reasons in this survey we will switch from one case to the
other whenever appropriate.
In the continuous case one starts with a function u ∈ L∞(R) and asso-
ciates to it the convolution operator T : L2(R+) → L
2(R) defined, as
usual, by Tf = u ∗ f . If we want to consider T as an operator from
L2(R+) to itself it is natural, as in the “discrete case” above, to project
back from L2(R) onto L2(R+) using the Riesz projection P+ (now con-
sidered on the real line). The operator Tu = P+T : L
2(R+)→ L
2(R+)
obtained in this way is again called a Toeplitz operator with symbol u.
It should be noted here that in this form Tu is also known as a Wiener-
Hopf operator. In order to recover the form of the Toeplitz operators
discussed above it suffices to apply the Fourier transform. The “Fourier
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transformed” Tu becomes an operator on the Hardy space in the upper
half plane H2(C+) = FL
2(R+), given by TΦf = P+Φf , where Φ = uˆ
and P+ : L
2(R) → H2(C+) is the Riesz (or Szego˝) projection intro-
duced above. In the continuous case the role of the shift operator S is
played by the translation semigroup S(t) : L2(R+) → L
2(R+), t ≥ 0,
defined by (S(t)f)(x) = f(x + t). In the Fourier domain this semi-
group becomes S(t) : H2(C+) → H
2(C+), t ≥ 0, S(t)f = e
itxf(x).
Notice again that for each fixed t ≥ 0 both S(t) and S∗(t) are in
fact Toeplitz operators with very simple symbols eitz and e−itz . Sev-
eral results about Toeplitz operators can be viewed as perturbation
results for these two special (but important) classes of Toeplitz opera-
tors. Finally, notice that the analog of (1.2) in the continuous case is
S(t)∗TΦS(t) = TΦ, t ≥ 0 which can again be taken as defining property
for Toeplitz operators in the sense that any operator which satisfies
this identity must be unitarily equivalent to a Toeplitz operator. This
is the famous Nehari theorem which served as an inspiration for many
important results in harmonic analysis and operator theory.
Toeplitz operators, as introduced above, have numerous applications
in signal theory, stochastic processes, interpolation and sampling prob-
lems, etc., some of which will be overviewed in Subsection 1.3 below
and discussed in more details in Section 8. We refer to the monograph
by Bo¨ttcher and Silbermann [9] as a general reference on Toeplitz op-
erators and their applications. In this survey we will be interested in
a very specific topic in connection with Toplitz operators, namely the
kernels of these Toeplitz operators — so called — Toeplitz kernels. We
will try to give an overview of results about Toeplitz kernels — some
of which are very recent — connected to the following two topics:
(1) Triviality of Toeplitz kernels: Given a Toeplitz operator Tϕ,
how to tell from the symbol ϕ whether its kernel is trivial or
non-trivial?
(2) Structure of Toeplitz kernels: In case of non-triviality we would
like to understand the structure of a given Toeplitz kernel as a
subset of the Hardy space H2 or more generally Hp.
Besides being interesting objects to study intrinsically, as shown by
Makarov and Poltoratski [33], Toeplitz kernels are also interesting to
study because of their intimate connections to numerous problems in
complex and harmonic analysis, as well as mathematical physics. In
the remaining part of this introduction we would like to give a brief
overview of the topics that will be discussed in this paper.
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1.1. Triviality of Toeplitz kernels. As just mentioned, the first nat-
ural property that one would like to understand about Toeplitz kernels
is whether they are trivial or not. As far as we know, currently there
is no explicit, easily checkable, criterion for triviality of a Toeplitz ker-
nel for general symbols ϕ. However, if we restrict the class of symbols
ϕ, then the important results of Makarov and Poltoratski [34] provide
an “almost solution” of the triviality problem. We will discuss these
results in some detail in the last section of the paper. The class of sym-
bols which can be treated by Makarov-Poltoratski techniques consists
of unimodular symbols (unimodularity is no restriction of generality in
the discussion of kernels of Toeplitz operators as we will see later) of the
form Bb for inner functions B and b having their zeros accumulating
only at one common point and which both have only one possible sin-
gular point mass at that point (this corresponds to meromorphic inner
functions in the upper half plane). We will discuss more thoroughly a
list of problems related with this triviality question in Subsection 1.3.
1.2. Structure of Toeplitz kernels. Once the question of non-trivia-
lity is clarified, we now switch to the description of kernels of Toeplitz
operators, and the information that can be deduced from them. To
motivate the results that follow, consider the special case of Toplitz
operators Tϕ with symbols of the form ϕ = θ¯, where θ is some inner
function. Then clearly, Ker Tϕ = Kθ, where Kθ = H
2 ⊖ θH2 is the
model space generated by θ. It is a well know result of Beurling that
model spaces can be characterized exactly as those subspaces of H2
which are invariant under the backward shift. This raises the follow-
ing natural question: Does there exist some analogous characterization
for Toeplitz kernels with general symbols? The first step towards the
solution of this problem was made by Hitt [26] who characterized the
class of so called nearly invariant subspaces. From (1.2) it is easy to
check that every Toeplitz kernel is nearly invariant. However, not every
nearly invariant subspace can be represented as a Toeplitz kernel. Re-
call that a nearly invariant subspace (with respect to S∗) is a subspace
M of H2 satisfying the following property
f ∈M, f(0) = 0 =⇒ S∗f ∈M.
Hitt showed that nearly invariant subspaces (in H2) are of the form
M = gK2I ,
where K2I is the model space generated by the inner function I and g
is the extremal function of M , meaning that it maximizes the real part
at 0 among all the functions in M with norm one. Extremal functions
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played a crucial role in the work of Hayashi [24] who used them to
identify those nearly invariant subspaces which are exactly kernels of
Toeplitz operators (see Section 2 for precise definitions). Later, in
[45] Sarason gave an approach to Hayashi’s result using de Branges-
Rovnyak spaces.
As we will see below, one important consequence of this line of re-
sults is the fact that for Toeplitz kernels Ker Tϕ which are non-trivial
we can always assume that ϕ is a unimodular function which can be
represented as
ϕ =
Ig
g
.
This result represents the initial point in the Makarov-Poltoratski treat-
ment of injectivity (see Lemma 8.1 below).
The extremal function g appearing in Hitt’s description of nearly in-
variant subspaces can also be used to decide whether the corresponding
Toeplitz operator is onto [21]. One can view the surjectivity problem for
a Toeplitz operator Tϕ as a “strong-injectivity” problem for the adjoint
Toeplitz operator Tϕ¯. Namely, it is well known that the surjectivity of
any operator is equivalent to the left-invertibility of its adjoint. Left-
invertibility, on the other hand, being equivalent to injectivity with
closed range, can be naturally viewed as a type of “strong injectivity”.
So the Toeplitz operator Tϕ is surjective if and only if the Toeplitz op-
erator Tϕ¯ is “strongly injective”, i.e., the corresponding Toeplitz kernel
is “strongly trivial”. The properties of rigidity and exposed points
(for which there is still no meaningful characterization available) as
well as the Muckenhoupt (A2) condition are central notions here when
considering the Hilbert-space situation p = 2. The problem was also
considered for the non-hilbertian situation where the extremal function
does not have the same nice properties [22] (see also Hitt’s unpublished
paper [25]). Related results for p 6= 2 were discussed by Caˆmara and
Partington and will be presented in Section 7.
Bourgain factorization allowed Dyakonov to give another description
of Toeplitz kernels on Hardy spaces Hp: for every unimodular symbol
ϕ (unimodularity is no restriction of generality in the discussion of
kernels of Toeplitz operators as we will see later) the kernel Kerp Tϕ of
Tϕ considered now on H
p, is of the form
(1.3) Kerp Tϕ =
g
b
(KpB ∩ bH
p),
where the tripel (B, b, g) (in Dyakonov’s terminology) consists of two
Blaschke products B and b, and a bounded analytic function g which
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is also boundedly invertible. Being in a more general situation here
than the hilbertian case, we shall define KpI = H
p∩IzHp (on T) for an
inner function I. Clearly, in that situation we can replace the symbol
ϕ by
bB
g
g
.
We will give some interesting consequences of this representation in
Section 6. Dyakonov is actually able to construct symbols such that
the kernel of the Toeplitz operator takes precise given dimensions in
Hp depending on the values of p.
The representation (1.3) makes a connection with the completeness
problems discussed above. Completeness of a system of reproducing
kernels is via duality equivalent to uniqueness in the dual space. Then,
if Kerp Tϕ 6= {0}, where ϕ = bBg/g, then this means that the zeros of
b form a zero sequence of KpB. Though in Dyakonov’s result, B is a
Blaschke product, one can consider more general inner functions I.
Finally we would like to mention that a new connection between Toeplitz
kernels and multipliers between model space has been established in
the recent preprint [19]. In this topic one is for instance interested in
knowing whether the Toeplitz kernel, if non trivial, contains bounded
functions. This relates to Dyakonov’s result above as well as to an-
other result in the work of Makarov and Poltoratski (see [33, Section
4]). They discuss criteria which ensure that if a given Toeplitz ker-
nel is non-trivial in some Hp (and more generally in the Smirnov class
N+) then in a certain sense, increasing the size of KB in the Dyakonov
representation (1.3) ensures non-triviality for the smallest kernel in the
Hp-chain, i.e. in H∞.
1.3. Applications of Toeplitz kernels. Since the list of problems
which can be translated into injectivity problems of Toeplitz operators
is quite long, we will concentrate here our discussion to three spe-
cific problems. In the solution of each of these problems the Beurling-
Malliavin densities play a very important role. As will become clear
below the reason for this is the fact that the injectivity of many Toeplitz
operators is closely dependent on these densities.
The first problem concerns the geometry or basis properties of repro-
ducing kernels in model spaces. It is a well known idea that one can
use Toeplitz operators to study the basis properties of a the normal-
ized reproducing kernels in model spaces. This idea goes back at least
to the seminal paper by Hruschev, Nikolski, and Pavlov [27] who used
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the Toeplitz operator approach to finally settle the Riesz basis problem
for non-harmonic complex exponentials. They also proved that most
of the basis properties of sequences of normalized reproducing kernels
in model spaces can be described in terms of invertibility properties
of an appropriate Toeplitz operator. Let us briefly recall their well
known idea. Given a model space KI = H
2⊖ IH2, where I is an inner
function, and a sequence Λ ⊂ D (or in C+) the aim is to decide when
a sequence of normalized reproducing kernels{kIλ}λ∈Λ is complete, a
Riesz sequence, a Riesz basis, . . . in KI . It can easily be shown that
under certain conditions on Λ (see [39, Chapter D4]) this happens if
and only if the Toeplitz operator TIBΛ has dense range, is injective with
closed range (i.e. left invertible), invertible, . . . , where BΛ denotes the
Blaschke product with zeros set Λ. Indeed, if PI is the orthogonal pro-
jection from H2 toKI , then the basis properties translate into mapping
properties of PI : KBΛ −→ KI (under certain conditions on Λ). It is not
difficult to check that those mapping properties are reflected in those of
the Toeplitz operator TIBΛ (see [39, Lemma D4.4.4]). Note that TIBΛ
having dense range is equivalent to TI¯BΛ being injective. Now, the com-
pleteness problem for non-harmonic complex exponentials [42] can be
viewed as a completeness problem for normalized reproducing kernels
in a suitable model space. Therefore, it can be restated as an injectivity
problem for a suitable Toeplitz operator. This very well know notori-
ously difficult problem inspired a great deal of results in mathematical
analysis in the first half of the 20th century. Levinson gave in 1936 a
sufficient condition for completeness in Lp(I). After many unsuccessful
attempts, the problem was finally settled by Beurling and Malliavin in
1967 [5] relying heavily on their previous results [4]. There are several
different proofs that appeared since [35, 29, 30, 14] but none of them is
much simpler than the original one. The achievement of Makarov and
Poltoratski here was that they were able to adapt the deep ideas of
Beurling and Malliavin to give a metric characterization of injectivity
for Toeplitz operators with very general symbols (much more general
than symbols needed to solve the classical completeness problem for
complex exponentials). As a consequence they provided a solution to
the completeness problem for normalized reproducing kernels in a very
general class of model spaces.
The second problem we would like to mention here is the spectral gap
problem which is related to the uncertainty principle in harmonic anal-
ysis [23]. One of the broadest formulations of the uncertainty principle
says that a function (measure) and its Fourier transform cannot be si-
multaneously small. There are many mathematically precise versions
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of this heuristic principle depending on what kind of smallness one is
interested in. In the classical gap problem one is interested in the gaps
in the support of the measure and its Fourier transform. The heuristics
says that these gaps cannot be simultaneously too big. In other words,
if the support of the measure has gaps that are too big then then the
support of its Fourier transform cannot have too large gaps. As shown
by the second author and Poltoratski, for certain sets X , the gap [0, a]
where µˆ vanishes for a measure µ supported on X can be measured by
Beurling-Malliavin densities. More precise results and extensions will
be discussed in Section 8.
The third problem we want to present here is the Po´lya problem. Here
we make a connection with the area of entire functions which received
much interest in the past due to its intimate connections to the spectral
theory of differential operators, signal processing, as well as analytic
number theory. The Po´lya problem is a uniqueness problem and asks
for a description of separated real sequences with the property that
there is no non-constant entire function of exponential type zero (en-
tire function that grows slower than exponentially in each direction)
which is bounded on this sequence. Such sequences are called Po´lya
sequences. This problem, which plays a crucial role in the resolution
of several important problems in the recent years [1, 2], was resolved
only recently by Poltoratski and the second author in [36]. As in the
problems discussed above Toeplitz kernels play an important role in
the solution of this classical problem. Again the characterization of
Po´lya sequences is expressed in terms of Beurling-Malliavin densities.
2. Basic definitions
We denote by Hp, 0 < p < ∞, the classical Hardy space of analytic
functions on the unit disk D = {z ∈ C : |z| < 1}, for which
‖f‖pp := sup
0<r<1
1
2π
∫ π
−π
|f(reit)|pdt <∞,
and H∞ are the bounded analytic functions on D equipped with the
usual norm ‖f‖∞ := supz∈D |f(z)|. As usual, we identify functions f in
Hp with their non-tangential boundary limits on T also denoted by f .
More precisely, associating with f ∈ Hp its non-tangential boundary
function enables us to identify isometrically
Hp = {f ∈ Lp(T) : fˆ(n) = 0, n > 0}.
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In view of this observation, we will mostly not distinguish between f
and its boundary function, and when speaking about Hp in this paper
we indifferently mean the Hardy space of holomorphic functions on the
unit disk or its boundary values in Lp(T).
Observe that every function f ∈ Hp, as an analytic function on D, may
be written as its Taylor expansion
f(z) =
∑
n≥0
anz
n.
At least when p ≥ 1, we can associate with f on T its Fourier series,
and as a matter of fact, the coefficients an turn out to be the Fourier
coefficients of f on T. This identifies isometrically H2 with ℓ2 by asso-
ciating with f =
∑
n≥0 anz
n ∈ H2 the sequence (an)n≥0 of its Fourier
(or Tayler) coefficients.
2.1. Projection and Toeplitz operators. Given any function in
Lp(T), 1 < p < ∞, which is expressed as its Fourier series f(eit) =∑
n∈Z ane
int, we can associate its truncation to non-negative Fourier
coefficients:
P+ : L
p(T) −→ Lp(T),
f(eit) =
∑
n∈Z
ane
int 7−→ f(eit) =
∑
n≥0
ane
int.
This projection is called the Riesz (or Szego˝) projection. As mentioned
above, for p = 2, the norm in L2(T) is expressed as the ℓ2-norm of its
Fourier coefficients, and it is plain that in this situation P+ is conti-
nous (orthogonal projection). It turns out that this projection is also
continuous for 1 < p <∞.
Another way of defining the Riesz projection is via reproducing kernels.
For λ ∈ D, set
kλ(z) =
1
1− λz
, z ∈ D.
Then, for every f ∈ Hp and for every λ ∈ D,
(2.1) f(λ) = 〈f, kλ〉 :=
1
2π
∫ π
−π
f(eit)kλ(eit)dt,
which actually makes sense for every 1 ≤ p ≤ ∞. Equation (2.1)
explains the wording “reproducing kernel” for kλ. We then have
P+f(z) = 〈f, kz〉,
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and this is well-defined for every f ∈ Hp, 1 ≤ p ≤ ∞, z ∈ D. However,
when f ∈ L1(T) (or L∞(T)) then the function P+f may be in weak-
L1(T) (or in BMO(T)). We will not discuss these issues here and
concentrate mainly on p = 2 or on 1 < p <∞.
Pick now a bounded function ϕ ∈ L∞(T), then the Toeplitz operator
with Tϕ symbol ϕ is defined by
Tϕf = P+(ϕf).
When we consider Tϕ on H
2, then via the identification H2 − ℓ2 men-
tioned earlier this is exactly the form we had discussed in the introduc-
tion and which thus generalizes to Hp. Note that we can also write
Tϕf(z) = 〈ϕf, kz〉,
which not only makes sense for 1 < p < ∞ but also when p = 1 or
p =∞.
A similar set-up can be given in the upper half plane.
2.2. Factorization and model spaces. Let us turn back to Hardy
spaces. It is well known that every function f ∈ Hp maybe decomposed
in three factors
f = BSF,
where B is the Blaschke product carrying the zeros set Λ of f (counting
multiplicities):
B(z) =
∏
λ∈Λ
λ
λ
λ− z
1− λz
, z ∈ D,
(the normalization is chosen to make the Blaschke factors positive in
zero). Note that the product B converges if and only if Λ satisfies the
Blaschke condition ∑
λ∈Λ
(1− |λ|2) <∞.
The function S is the singular inner function determined by a positive
singular measure µ on T:
S(z) = exp
(
−
∫ π
−π
eit + z
eit − z
dµ(eit)
)
, z ∈ D.
Finally, F is an outer function which is uniquely determined by the
modulus of f on T
F (z) = exp
(∫ π
−π
eit + z
eit − z
log |f(eit)|dt)
)
, z ∈ D.
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Observe that |B| = |S| = 1 a.e. on T. Functions with |I| = 1 a.e. on T
are called inner, and any inner function is a product of Blaschke product
and a singular inner function (possibly trivial). Inner functions play a
central roˆle in Beurling’s characterization of shift invariant subspaces.
Recall that
S : Hp −→ Hp, Sf(z) = zf(z),
is called the shift operator.
Theorem 2.2 (Beurling). Let M ⊂ H2 be a closed subspace, non-
trivial (M 6= H2 and M 6= {0}). Then M is shift invariant if and only
if there is a (unique) inner function I such that M = IH2.
We can also consider the adjoint shift S∗ = Tz¯ which on D is given by
S∗f(z) =
f − f(0)
z
, z ∈ D.
Then passing to orthogonal complements we deduce that a closed non-
trivial subspace M ⊂ H2 is S∗-invariant if and only if there exists a
(unique) inner function I such that
(2.3) M = K2I := (IH
2)⊥ = H2 ⊖ IH2.
We will also use the notation KI = K
2
I . These are the so-called model
spaces which play a central roˆle in the theory of function models for cer-
tain classes of Hilbert space contractions (see e.g. [39, Chapter C]). By
a result of Douglas, Shapiro and Shields [16], these spaces can also be
defined by existence of so-called pseudo-continuations (which we won’t
discuss here). The definition (2.3) is not adapted to a generalization
to values p 6= 2. It is is easy to check that denoting by H20 = zH
2 the
H2-functions vanishing at 0, then
K2 = H2 ∩ IH20 ,
where the equality has to be interpreted on the circle via non-tangential
limits (the bar-sign here means complex conjugation). This definition
immediately passes to any value of p (but these spaces behave strangely
for p < 1 as discussed by Aleksandrov, for which we refer to the mono-
graph [12]):
Kp := Hp ∩ IHp0 .
The spaces Kp are widely studied spaces but are still far from being
completely understood. They constitute a central building block for
kernels of Toeplitz operators.
Let us recall three simple examples of model spaces.
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• When I(z) = zn, then KpI = K
2
I = Poln−1 the analytic polyno-
mials of degree at most n− 1;
• When I(z) = ea(z+1)/(z−1), then KI is isometrically isomorphic
to the Paley-Wiener space PWa/2 of entire functions of expo-
nential type a/2 which are square integrable on R.
• When I = B is a Blaschke product with simple zeros then
KpB = Lin(kλ : λ ∈ Λ)
− (closure in Hp, 1 < p < ∞). In
the special situation when the zeros of B form an interpolating
sequence, then every KpB-function is an ℓ
p-sum of normalized
reproducing kernels kλ/‖kλ‖p.
For 1 < p <∞, the spaces KpI can also be understood as ranges of the
following projection (orthogonal for p = 2)
PI = IP−I, P− = Id− P+,
where I is an inner function, so that KpI = PIH
p, and
kIλ(z) = PIkλ(z) =
1− I(λ)I(z)
1− λz
is the reproducing kernel.
2.3. Elementary properties of Toeplitz operators.
(2.4) ‖Tϕ‖H2→H2 = ‖ϕ‖∞
(for 1 < p <∞, p 6= 2, this equality is an equivalence);
(2.5) T ∗ϕ = Tϕ
(2.6) TϕTψ = Tϕψ ⇐⇒ ϕ ∈ H∞ or ψ ∈ H
∞;
(2.7) u inner =⇒ Ker Tu = Ku;
(2.8) ϕ ∈ H∞ =⇒ TϕKu ⊂ Ku.
Observe that (2.8) implies that the model spaces enjoy the so-called
F -property: If w is an inner function then
(2.9) f ∈ Ku and f/w ∈ H
p =⇒ f/w ∈ Ku.
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3. Invertibility and left-invertibility of Toeplitz
operators
It is slightly surprising that the injectivity problem for Toeplitz opera-
tors received significantly less attention in the past in comparison with
the invertibility problem. As part of the invertibility problem, the so
called injectivity with closed range (left-invertibility) of Toeplitz oper-
ators has been thoroughly studied. This is why we begin by giving a
brief overview of the most well-known results about invertibility and
left-invertibility of Toeplitz operators which could be used as a guide
in the study of the injectivity problem.
Recall that an operatorA : X → Y between two Banach spaces is called
left-invertible (bounded from below, injective with closed range) if there
exists a constant ǫ > 0 such that for every x ∈ X , ‖Ax‖Y ≥ ǫ‖x‖. Left
invertibility of Tϕ is equivalent to surjectivity of its adjoint Tϕ. The
following well known result gives a necessary condition for a Toeplitz
to be left-invertible (we refer to [9, p.65], see also [38, Theorem B4.2.7])
Theorem 3.1 (Hartman-Wintner). If ϕ ∈ L∞ but not invertible in
L∞, then Tϕ is not bounded below.
Hence, if Tϕ is left-invertible or onto, then we can assume that the
symbol ϕ is bounded away from zero, i.e., 0 < δ ≤ |ϕ| ≤ M < ∞.
In that situation, log |ϕ| is obviously integrable and hence there is an
outer function g ∈ H2 such that |g| = |ϕ| a.e. on T. As a matter of
fact g is invertible in H∞ and thus Tg is invertible with inverse T1/g.
Hence the Toeplitz operator Tϕ behaves like the Toeplitz operator Tϕ/g
which has a unimodular symbol.
Invertibility of Toeplitz operators has been studied in the 1960’s by
Devinatz and Widom in the Hilbert space situation. Their result can
be stated as follows
Theorem 3.2. Let ϕ ∈ L∞. Then the following are equivalent
• Tϕ is invertible on H
2.
• ϕ−1 ∈ L∞, and there exists h ∈ H2 such that
ϕ
|ϕ|
= ǫ
h
|h|
,
and |h|2 satisfies the Helson-Szego˝ condition (ǫ is a uni-modular
constant).
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Recall that a measurable function w on T is said to satisfy the Helson-
Szego˝ condition if
w = eu+v˜,
where u and v are real valued bounded functions with ‖v‖∞ < π/2. As
a matter of fact the Helson-Szego˝ condition turns out to be equivalent
to the Muckenhoupt (A2) condition. We introduce here the general
case of the (Ap) condition.
Definition 3.3. Let w be a positive measurable function on T. If
sup
I
(
1
|I|
∫
I
wp(eit)dt
)1/p
·
(
1
|I|
∫
I
w−p
′
(eit)dt
)1/p′
<∞,
where 1/p+ 1/p′ = 1 and I runs through all the subarcs of T, then we
say that wp satisfies the (Ap) condition.
Hunt, Muckenhoupt and Wheeden have shown that the already intro-
duced Riesz projection P+ is continuous on L
p(T, wpdm), 1 < p < ∞,
if and only if wp ∈ (Ap).
It is possible to give more equivalent conditions for invertibility of
Toeplitz operators. We just mention here the relation with Hankel op-
erators for which the Nehari theorem gives ‖Hϕ‖ = dist(ϕ,H
∞). Since
Hankel and Toeplitz operators complete each other: ϕf = Tϕf +Hϕf
(the reader who does not know anything about Hankel operators might
take this last identity as a definition of a Hankel operator), and when ϕ
is uni-modular we get an equivalent criterion for invertibility of Toeplitz
operators via Nehari’s theorem. Indeed, it is necessary and sufficient
that dist(ϕ,H∞) < 1 and dist(ϕ,H∞) < 1. We shall not use this
connection too much here.
Note also that in the special situation when ϕ is unimodular then the
condition ϕ−1 ∈ L∞ is automatic and the condition on invertibility is
essentially that of writing ϕ = h/h where |h|2 satisfies the Helson-Szego˝
or Muckenhoupt (A2) condition.
With the (Ap) condition in mind, it is natural to ask whether an invert-
ibility criterion can be found for Toeplitz operators onHp. As expected,
and shown by Rochberg [43], invertibility for Toeplitz operators on Hp
is characterized by the (Ap)-condition. In case ϕ is unimodular this
reads as: there is g ∈ Hp such that |g|p ∈ (Ap) and
ϕ =
g
g
a.e. on T.
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In this situation, it is possible to define explicitely an inverse at least
on a suitable dense set by
gT1/g.
Indeed, this operator makes sense on the dense set g Pol ⊂ Hp, and by
direct inspection it is seen to be the inverse to Tg/g on this dense set
(observe that the inverse is in general not a Toeplitz operator).
4. Injectivity of Toeplitz operators and rigid functions
In this section we start discussing some general elementary injectivity
properties of Toeplitz operators.
The following well known lemma by Coburn provides a very interesting
special property possessed by the class of Toeplitz operators (see e.g.
[39, Lemma B4.5.6]).
Lemma 4.1. Let ϕ ∈ L∞, then at least one of the kernels KerTϕ or
KerT ∗ϕ = KerTϕ has to be trivial.
Notice that there exist Toeplitz operators Tϕ such that both Tϕ and
Tϕ¯ are injective. Understanding such symbols is in the heart of the
injectivity problem.
For most applications one can concentrate on unimodular symbols. For
such symbols we have
(4.2) g outer in H2 =⇒ Tg/g injective on H
2.
This is easily seen by contradiction. Indeed, if f ∈ Ker Tg/g then
(Ig/g)f = ψ for some function ψ ∈ H2, ψ(0) = 0. Then H1 ∋ Igf =
gψ ∈ H10 which is possible only when gf = gψ = 0, i.e. f = 0.
Note that when I is inner, then Ig/g = (1 + I)g/((1 + I)g) also gives
a symbol of an injective Toeplitz operator.
If we reverse the numerator and the denominator, then the situation
changes crucially. Answering the injectivity problem for such symbols
requires the notion of rigidity which we will define now.
Definition 4.3. A function f ∈ H1 is rigid if it is uniquely determined
in H1 up to a positive constant multiplier by its argument: for every
g ∈ H1, f/g > 0 a.e. T, implies f = λg, λ ≥ 0.
This parallels in a way the definition of outer functions which are de-
termined by their moduli. Rigid functions are necessarily outer, since
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the argument of any inner factor I is for instance also given by (1+ I)2
(which can be immediately seen from elementary geometric consider-
ations). It is known that f is rigid in H1 if and only if f/‖f‖2 is an
exposed point in the unit ball of H1 ([15]). A simple sufficient condi-
tion for rigidity is for instance f ∈ H1 and 1/f ∈ H1 but this condition
is not necessary. In [28] the authors show that every polynomial with
no zeros in D and simple zeros on T is rigid. Moreover for every such
polynomial and f ∈ H∞ with ‖f‖∞ ≤ 1, the function p ◦ f is also
rigid. However, no useful characterization for rigid functions is known.
It turns out, rigidity is the right notion for injectivity of Tg/g:
g2 rigid in H1 ⇐⇒ Tg/g injective on H
2.
In fact this observation can also be used as an equivalent definition of
rigid functions (see [46, X-2]).
Rigid functions arise naturally in the frame of completely non-determi-
nistic gaussian processes. The idea is to relate the spectral mea-
sure dµ = wdm of the process, where w is log-integrable so that
w = |f |2 for some outer function f ∈ H2, and consider the map
T : L2(wdm) −→ L2, Th = fh which maps isometrically the future of
the process to H20 and the past to (f/f)H
2. The process is completely
non-deterministic if the future and the past have trivial intersection,
which happens exactly when Tf/f is injective. We refer to [7] for more
precise information on this topic.
5. Kernels of Toeplitz operators and extremal functions
5.1. Nearly invariant subspaces. We start recalling a definition
from the introduction.
Definition 5.1. A closed non trivial subspaceM of H2 is called nearly
invariant, if
f ∈M and f(0) = 0 =⇒ S∗f ∈M.
Any space of the form GK2I with G(0) 6= 0 is automatically nearly
invariant as can be seen from the following simple argument: if f =
Gh ∈ GK2I and f(0) = 0, then necessarily h(0) = 0. Hence
(5.2) S∗f = S∗(Gh) = zGh = Gzh = GS∗h ∈ GK2I .
However, the space GK2I is in general neither contained in H
2, nor
closed even it it were contained in H2. For this we would need that
|G|2dm is a Carleson and a reverse Carleson measure for K2I (the first
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condition guarantees that GK2I is a subspace of H
2 and the second one
that it is closed; we refer to [13], [49], [6]).
In his work on invariant subspaces of H2 on an annulus, Hitt [26]
described the nearly invariant subspaces in a precise way (he also wrote
an unpublished paper for the case 1 < p < ∞, [25]). Pick a nearly
invariant subspace M and associate the extremal function which is the
solution to the problem
sup{Re g(0) : g ∈M, ‖g‖2 ≤ 1}.
This problem has a unique solution. Indeed, the existence of a solution
follows from an argument based on normal families, and switching to
the equivalent problem
inf{‖g‖2 : g(0) = 1, g ∈M},
which is a closed convex set in the strictly convex space Hp, 1 < p <∞,
we see that the solution has to be unique.
Hitt observed that in the case p = 2 it is possible to divide isometrically
by the extremal function and that the resulting space is S∗-invariant:
Theorem 5.3 (Hitt). Let M be a nontrivial nearly S∗-invariant sub-
space of H2, with extremal function g. ThenM = gK2I , where I is some
inner function vanishing at the origin. Furthermore, g is an isometric
divisor on M : ‖f/g‖2 = ‖f‖2 for all f ∈M .
We will discuss the situation when p 6= 2 in Section 7.
The function g appearing in this result is not necessarily outer. Observe
that given any nearly invariant subspace with extremal function g and
associated inner function I, then picking another inner function J with
J(0) 6= 0, it follows from (5.2) that JgKI is nearly invariant.
On the contrary, when I(z) = z and g is any outer function, then
the space M = gKI is nearly invariant (as a matter of fact, the only
function in M vanishing at 0 is the zero function, the backward shift
of which is trivially in M). Picking an inner function J with J(0) = 0
leads to a space JgKI which is not nearly invariant.
Sarason described in a precise way the extremal function g using a de
Branges-Rovnyak spaces approach. This also allowed him to actually
characterize all the isometric multipliers on a given model space K2I .
For this we need to associate two parameters with g. First it is clear
that the extremal function is of unit norm, ‖g‖ = 1. Then the measure
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|g(eit)|2dt is a probability measure. Now the function
1
2π
∫ π
−π
eit + z
eit − z
|g(eit)|2dt
has positive real part and hence is the Caley transform of a function b
in the unit ball of H∞:
(5.4)
1 + b(z)
1− b(z)
= G(z) :=
1
2π
∫ π
−π
eit + z
eit − z
|g(eit)|2dt.
This maybe reinterpreted as saying that |g(eit)|2dt is the Aleksandrov-
Clark measure associated with the function b. Observe that |g(eit)|2dt
is absolutely continuous so that b is not an inner function (we won’t go
further here into de Branges-Rovnyak spaces). Now set [44]
a =
2g
G+ 1
,
and observe that
b =
G− 1
G+ 1
.
Then
|a|2 + |b|2 =
4|g|2 + |G|2 − 2ReG+ 1
|G+ 1]2
,
and since |G| = |g| a.e. on T, we obtain |a|2 + |b|2 = 1 a.e. T. As a
result, every normalized H2-function g can be written as
g =
a
1− b
,
where a and b are bounded analytic functions and |a|2 + |b|2 = 1 a.e.
T.
Sarason’s achievement in this context was to observe that whenever I
divides b, then setting b = Ib0, the function
g =
a
1− Ib0
multiplies isometrically on KI . We have to assume I(0) = 0 which
ensures that the extremal function is in the space as it should. Observe
that if g multiplies isometrically on KI , where I(0) = 0, then it is
automatically the extremal function as seen from the following equality
(we can assume that Re(g(0)) > 0):
sup{|gh(0)| : gh ∈ gK2I , ‖gh‖ = 1}
= g(0) sup{|h(0)| : h ∈ K2I , ‖h‖ = 1} = g(0)
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(the last observation follows from the fact that |h(0)| ≤ ‖h‖ ≤ 1 and
1 ∈ KI). Let us state this observation as a separate result [44, Theorem
2].
Theorem 5.5 (Sarason). Let I be any inner function, I(0) = 0. Then
for every couple a, b of bounded holomorphic functions on T with |a|2+
|b0|
2 = 1 the function
g =
a
1− Ib
multiplies isometrically on KI (and is thus an extremal function of
gK2I .
5.2. Kernels of Toeplitz operators. Let ϕ ∈ L∞(T), and consider
the Toeplitz operator Tϕ. Since a Toeplitz operator is also defined by
the operator identity (1.2) we easily see that the kernel of a Toeplitz
operator is nearly invariant. Let us formally check this observation
already mentioned earlier. Suppose Tϕf = 0 and f(0) = 0, then
Tϕ(S
∗f) = (S∗TϕS)(S
∗f) = S∗Tϕf = 0,
since when f(0) = 0 then SS∗f = f .
This introduces immediately the next question: is it possible to identify
the kernels of Toeplitz operators beyond arbitrary backward invariant
subspaces? The answer to this question was given by Hayashi [24].
It is here that we need again rigid functions. He gave the following
classification.
Theorem 5.6 (Hayashi). Let M be a nearly invariant subspace with
associated extremal function g and inner function I (I(0) = 0). Then
M is the kernel of a Toeplitz operator if and only if the function
g0 =
a
1− b0
is rigid. Here g is given by the Sarason parameters as
g =
a
1− Ib0
.
It is known that when g0 is rigid so will be g (see e.g. [45, Corollary to
Proposition 6]). However, the converse is false: we refer to [24, Section
3] for an example of a function g = a/(1 − Ib0) such that g
2 is rigid
but g20 = (a/(1− b0))
2 is not, and the nearly invariant subspace gK2I is
not the kernel of a Toeplitz operator.
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Observe that in this situation g is automatically outer (since rigid func-
tions are outer as we have seen earlier). Note however that it is not
required that b0 is outer, it can actually have inner factors.
Moreover, with the functions g and I associated with the kernel of a
Toeplitz operators Tϕ, ϕ ∈ L
∞, it is easy to check that
Ker Tϕ = gKI = Ker TIg/g.
So, as already observed, when considering kernels of Toeplitz operators,
we can always assume that ϕ is a unimodular function represented as
ϕ =
Ig
g
.
Note that we do not claim that an arbitrary Toeplitz operator Tϕ can
be represented by TIg/g.
5.3. Surjectivity. As it turns out, the extremal function g of the
kernel of a Toeplitz operator contains even more information about
the operator itself. We have seen earlier that rigidity of g20, where
g0 = a/(1 − b0), guarantees that the nearly invariant subspace is the
kernel of a Toeplitz operator which can be chosen to be TIg/g. If more-
over |g0|
2 satisfies the (A2) condition, then the Toeplitz operator TIg/g
is onto. That is the result in [21].
Theorem 5.7 (Hartmann-Sarason-Seip). Let ϕ be a unimodular sym-
bol. If Ker Tϕ is non trivial and Ker Tϕ = gKI , where g = a/(1− Ib0),
then Tϕ is onto if and only if |g0|
2 ∈ (A2).
This result also makes a connection with left invertibility since Tϕ is
onto if and only if Tϕ is left-invertible. As discussed in the introduction,
left-invertibility of Toeplitz operators plays a central roˆle for describing
Riesz sequences of reproducing kernels (or interpolating sequences) in
model spaces (see [39, Section 4.4]).
Note that rigidity of g20 is equivalent to injectivity of Tg0/g0 while |g0|
2 is
equivalent to invertibility of Tg0/g0, so the (A2) condition is a stronger
requirement.
In order to construct a function g0 such that g
2
0 is rigid but |g
2
0| /∈ (A2),
one can use the fact that the (A2)-condition is open, which means that
when a weight satisfies (Ap) then it also satisfies (Ar) for r sufficiently
close to p. It is easily seen that if g0 ∈ H
2 and 1/g0 ∈ H
2 but 1/g0 /∈
H2+ǫ for any ǫ > 0, then g20 is rigid but does not define an (A2)-weight.
For such an example we refer to [21].
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6. Bourgain factorization
Another way of writing the kernel of a Toeplitz operator was explored
by Dyakonov [17]. Using the Bourgain factorization he was able to
prove the result below. We shall first introduce some notation. When
Tϕ is considered on H
p, then we denote by Kerp Tϕ the corresponding
kernel. By a triple we mean three functions (B, b, g), where B and b
are Blaschke products and g is an invertible function in H∞.
Theorem 6.1 (Dyakonov, 2000). (i) For any 0 6= ϕ ∈ L∞, there exists
a triple (B, b, g) such that
(6.2) Kerp Tϕ =
g
b
(KpB ∩ bH
p), 1 ≤ p ≤ ∞.
(ii) Conversely, given a triple (B, b, g), one can find a ϕ ∈ L∞ for
which (6.2) holds true. In fact, it suffices to pick ϕ = bBg/g.
The triple appearing in (i) of the above theorem is not unique.
The representation (6.2) is interesting in that it is naturally related
to the injectivity problem and hence to the completeness problem in
KpI . Indeed, if K
p
I ∩ bH
p is non trivial, then there is a function in KpI
vanishing on the zeros of b. We will address the completeness problem
in Section 8.
Putting both representations together, i.e. the Hitt-Hayashi represen-
tation and the Dyakonov representation of the kernel of a Toeplitz
operator, we obtain (in the case p = 2):
GKI = Ker TIG/G =
g
b
(K2B ∩ bH
2),
where G = a/(1 − Ib0) is the extremal function of Ker TIG/G and
(B, b, g) is the associated Dyakonov triple. The triple (I, 1, G) found
from Hitt’s result is in general not suitable for the Dyakonov descrip-
tion since G is in general neither in H∞ nor 1/G.
Starting from his result on kernels of Toeplitz operator, Dyakonov went
on further constructing symbols ϕ for which the dimension of the ker-
nels Kerp Tϕ varies in a prescribed way depending on p. More precisely
he has the following result.
Theorem 6.3. Given exponents 1 = p0 < p1 < · · · < pN = ∞, and
integers n1 > n2 > · · · > nN = 0, there exist Blaschke products B and
b satisfying
dim(KpB ∩ bH
p) = nj , p ∈ [pj−1, pj),
for j = 1, . . . , N .
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The idea of the construction may be illustrated for N = 3 by choosing
G(z) =
m1∏
k=1
(z − ζk)
−1/p1 ·
n2∏
l=1
(z − ηl)
−1/p2 ,
where ζk and ηl are different points on the circle and m1 = n1 − n2.
Then G ∈ Hp, p < p1 and 1/G ∈ H
∞ (implying that G is rigid). It
remains to put ϕ = zn1G/G. For more details we refer the reader to
[17].
7. More on the case p 6= 2
Concerning the theory developped in Section 5, the situation is much
less clear in the non-Hilbert situation. For instance the extremal func-
tion does no longer have the nice multiplier properties it had for p = 2.
This will be discussed in Subsection 7.1 below.
We will also discuss a more general notion of rigidity. This can actually
be defined for the case q > 0 as it was defined for q = 1 (see Definition
4.3, and replace H1 by Hq), i.e. a function f ∈ Hq is rigid if it is
uniquely determined in Hq (up to a positive constant multiplier) by
its argument. Clearly this is equivalent to say that for every function
g ∈ Hq
g/f ≥ 0 a.e. T =⇒ g = λf for some λ ≥ 0.
Concerning injectivity of specific Toeplitz operators, the following re-
sult can be shown by a similar argument as in the case p = 2 (see
also[11, Theorem 5.4])
Theorem 7.1. The Toeplitz operator Tf/f is injective on H
p if and
only if f 2 is rigid in Hp/2.
With this notion of rigidity in mind, we will present some extensions
of Hayashi’s result to p 6= 2 as discussed in [11] and [10] in Subsection
7.2. Those authors also observed that the notion of near invariance can
be replaced in the following way. Let M be a closed subspace of Hp,
then M is nearly invariant if
f ∈M, fz ∈ Hp =⇒ f ∈M.
Since fz /∈ Hp when f(0) 6= 0 the above observation is immediate. The
idea is to replace the function z by more general functions, and call M
nearly η-invariant if
f ∈M, fη ∈ Hp =⇒ f ∈M.
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Note that by the F -property (2.9) kernels of Toeplitz operators are
automatically nearly θ-invariant whenever θ is inner. However, we will
not discuss this matter in this survey.
We end the section with some results on minimal kernels.
7.1. Extremal functions. Extremal functions for general p are de-
fined in exactly the same way as in the case p = 2, i.e. if M = Kerp Tϕ,
then G is the unique solution to the extremal problem
sup{ReG(0) : g ∈M, ‖G‖p ≤ 1}.
Concerning the extremal function of the kernel of a Toeplitz operator,
as soon as p 6= 2 we lose the nice isometric multiplier property. In
general G is even not an isomorphic multiplier as illustrated by the fol-
lowing result ([22]), and which relies on a notion of variational identity
for extremal problems valid for general p (as can be found in [47]).
Theorem 7.2 (Hartmann-Seip). Let Tϕ be a Toeplitz operator on H
p,
1 < p <∞, and G the extremal function of Kerp(Tϕ).
(1) If p ≤ 2, then GK2I ⊂ Kerp(Tϕ) ⊂ GK
p
I and ‖f/G‖p ≤ cp‖f‖p
for every function f ∈ Kerp(Tϕ).
(2) If p ≥ 2, then GKpI ⊂ Kerp(Tϕ) ⊂ GK
2
I and ‖f‖p ≤ cq‖f/G‖p
for every function f ∈ Kerp(Tϕ) (1/p+ 1/q = 1).
In general, none of these norm estimates can be reversed unless p = 2.
We refer to [22] were explicit examples are constructed showing the
failure of the reverse inequalities in general.
Still, we can relate the function G with the situation p = 2. Since
G ∈ Kerp Tϕ, we have ϕG = Iψ, with I an inner function vanishing
at 0 and ψ an outer function in Hp. The function I will be called the
associated inner function.
Theorem 7.3. Let Tϕ be a Toeplitz operator on H
p, 1 < p < ∞,
and G the extremal function of Kerp Tϕ with associated inner function
I. Then g = Gp/2 is the extremal function of a nearly S∗-invariant
subspace of H2 expressible as gK2I .
Since g is extremal for gK2I , from Sarason’s description we know that
g =
a
1− Ib
,
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where a and b are bounded analytic functions with |a|2+|b|2 = 1 a.e. on
T. A natural question is to ask whether gK2I is the kernel of a Toeplitz
operator, or in other words if g20 is rigid in H
1 where g0 = a/(1−b). An
answer to this question, especially when KpI is not finite dimensional,
would certainly give some more insight in the structure of kernels of
Toeplitz operators for p 6= 2. There are some partial answers due to
Camaˆra and Partington that will be discussed in the next subsection.
7.2. Finite dimensional kernels of Toeplitz operators. In this
subsection we discuss the special situation when Kerp Tϕ is finite di-
mensional. Recall from Theorem 7.2 that if G is the extremal function
of the kernel, then Kerp Tϕ is included between GK
p
I and GK
2
I (with
the right order depending on whether p ≥ 2 or p ≤ 2). From that
observation, the only way of Kerp Tϕ to be finite dimensional is that I
is a finite Blaschke product. In this situation, we get in particular that
KpI = K
2
I which is just a space of rational functions:
KpI = K
2
I =
{
p(z)∏n
j=1(1− λjz)
: p ∈ Poln−1
}
,
where λj are the zeros of I repeated with multiplicity, and Poln−1 are
the analytic polynomials of order at most n− 1. In particular
Kerp Tϕ = GK
2
I = GK
p
I = G
{
p(z)∏n
j=1(1− λjz)
: p ∈ Poln−1
}
.
Observing that h(z) =
∏n
j=1(1 − λjz) is an outer function which is
obviously invertible in H∞, we can also write
Kerp Tϕ =
G
h
Poln−1 .
See also [10, Theorem 2.8]. Note that replacing the denominator
∏n
j=1(1−
λjz) by any other dominator h˜ :=
∏n
j=1(1− µjz), where µ are zeros of
some other finite Blaschke product with same degree as I we get
Kerp Tϕ = GK
2
I = G˜K
2
B,
where G˜ = Gh˜/h, and h˜/h is invertible in H∞.
A more subtle question is to decide whether a given space of the form
GPoln−1 can be the kernel of a Toeplitz operator. A partial answer
to this question can be found in Dyakonov’s result Theorem 6.2 which
states that when G is boundedly invertible, then GKI is the kernel
of a Toeplitz operator (and in particular when I(z) = zn which gives
KI = Poln−1). So the interesting case appears when G is unbounded.
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Let us consider the case n = 1, then we need that CG = Kerp Tϕ. This
immediately gives that G is the extremal function (thus necessarily
outer) of the kernel and the associated inner function is I(z) = z.
Hence
Kerp Tϕ = GKI = CG.
Note that when p = 2, then by Hayashi’s and Sarason’s result we know
that
G(z) =
a(z)
1− zb(z)
where |a|2 + |b|2 = 1 a.e. on T, and G20 = (a/(1− b))
2 is rigid. Even in
the more general finite dimensional situation (and for arbitrary 1 < p <
+∞) it turns actually out that the rigidity assumption is not needed
for g20 but only for g
2 (this contrasts to the general situation discussed
for p = 2).
In this connection we start citing [11, Theorem 5.4] here for the disk.
Theorem 7.4 (Camaˆra-Partington). Let f ∈ Hp and M = Cf the
space generated by f . Then M is the kernel of a Toeplitz operator if
and only if f 2 is rigid in Hp/2.
Observe that replacing GKz by G˜Kbλ as explained above conserves
rigidity (G and G˜ are simultaneously rigid or not).
The above result generalizes to finite dimensional spaces (see [10, The-
orem 3.4]) which we again cite for the disk.
Theorem 7.5 (Camaˆra-Partington). Let M ⊂ Hp (1 < p < ∞) be a
finite dimensional subspace dimM = N < ∞. Then M is the kernel
of a Toeplitz operator if and only if M = GKzN = GPolN−1 and G
2 is
rigid in Hp/2.
Note that for a unimodular symbol ϕ [33, Lemma p.15] states that
dimKerp Tϕ = n + 1 if and only if dimKerp Tbn
i
ϕ = 1 where bi is the
Blaschke factor of the upper half-plane vanishing at i.
7.3. Minimal kernels. Another observation from the work of Camaˆra
and Partington concerns minimality of kernels. For a given function
f ∈ Hp, the minimal kernel associated with f is the kernel of a Toeplitz
operator such that the kernel of any other Toeplitz operator which
annihilates f contains this minimal kernel. The following, in a sense
natural, result holds ([11, Theorem 5.1]).
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Theorem 7.6 (Camaˆra-Partington). Given f = Iu ∈ Hp, 1 < p <∞.
Then the minimal kernel is given by
Kmin(f) = Kerp TIu/u.
In other words, for every ϕ ∈ L∞(T), if f ∈ Kerp Tϕ, then
Kmin(f) ⊂ Kerp Tϕ.
Note that it is clear that Kmin(f) contains f . If f
2 were rigid, then
we would have Kmin(f) = Cf as seen in Theorem 7.4, and the above
theorem would be trivial. So, the interesting situation is when f is not
rigid. This still remains largely unexploited territory. We refer to [11]
where some examples are discussed and again some links with rigidity
are established. Note that when p = 2, and u can be represented as
a/(1 − Ib) with |a|2 + |b|2 = 1, and u20 = (a/(1 − b))
2 is rigid, then
Kmin(f) = uK
2
I and u is extremal for this kernel. In particular, the
minimal kernel can have arbitrary dimension (it can be finite or infinite
dimensional). Theorem [11, Theorem 5.2] gives a general criterion for
Kmin(f) to be finite dimensional.
Theorem 7.7. Let 0 6= f = Iu ∈ Hp. Then Kmin(f) is finite dimen-
sional if and only if I is a finite Blaschke product and Kerp Tu/u is finite
dimensional.
We refer to [10, Theorem 3.7] which gives a criterion for the latter
kernel to be finite-dimensional in terms of suitable factorizations of the
symbol. Still, it is not clear how to obtain these factorizations from
arbitrary symbols. Note that for instance if u = (1 + θ)u0, where θ is
inner so that (1 + θ)u0 is outer, then it is always possible to write
u
u
=
(1 + θ)u0
(1 + θ)u0
=
θu0
u0
,
which defines a symbol containing at least u0Kθ.
8. Triviality of Toeplitz kernels and applications
In the preceding sections of this survey we have largely discussed the
structure of (non trivial) kernels of Toeplitz operators. It is now time to
discuss the problem of deciding when the kernel of a Toeplitz operator
is non trivial. An answer to that question was proposed in the work
by Makarov and Poltoratski who realized that a resolution of several
classical open problems in the area of complex and harmonic analysis
can be reformulated in terms of injectivity of Toeplitz kernels. As
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already mentioned earlier, these include the completeness problem for a
wide class of model spaces, but also the gap problem, the type problem,
the determinacy problem, and several others. The goal of this section
is to give an overview of these results and to explain the general ideas
behind their proofs. The accent will be of course placed on the role of
the Toeplitz kernels.
This somewhat longer section will be organized in the following way. In
the first part we will concentrate on the triviality problem for Toeplitz
kernels. In the second part we will touch upon several of the above
mentioned applications.
As already mentioned in the introduction, a more natural setting for
the results that will be discussed in this section is the continuous set-
ting, so everything in this section will be done exclusively in the upper
half-plane and the real line. Let TU : H
2 → H2 be a Toeplitz operator
with a unimodular symbol U . The most interesting case in applica-
tions is the one when the symbol is a quotient of two meromorphic
inner functions, i.e., U = Θ¯Ψ with Θ, Ψ meromorphic inner functions.
Recall that an inner function is said to be meromorphic if it can be
extended to a meromorphic function on C. It is not hard to see that
those are exactly the inner functions that can be represented as SaBΛ,
where S(z) = eiz and BΛ(z) is the Blaschke product whose zero set Λ
has no accumulation points on the real line. We will keep using S(z)
(as Makarov and Poltoratski do) to denote the singular inner function
eiz. Every meromorphic inner function Θ can be represented on the
real line by Θ = eiθ, where θ : R → R is some strictly increasing con-
tinuous branch of the argument of Θ. Note that the fact that Θ is
a meromorphic inner function implies that θ is real-analytic. There-
fore, the symbols that are of most interest can be written as U = eiγ,
with γ : R → R being a real-analytic function of bounded variation
(difference of two real-analytic increasing functions).
The fundamental problem that was solved by Makarov and Poltoratski
was the injectivity problem for Toeplitz operators with this type of
symbols. As we said earlier one would like to be able to say whether
TU is injective or not just by looking at the argument γ of the symbol U .
Recall first the two extreme cases discussed in Subsection 1.2, namely,
U = Θ¯ and U = Ψ. In the first case clearly TU = TΘ¯ is not injective,
whereas in the second case TU = TΨ is injective. If we look at this in
terms of the arguments it suggests that if the argument function γ is
decreasing, then we don’t have injectivity, and if the argument func-
tion is increasing we have injectivity (actually more then injectivity).
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It turns out that this trivial guess is not that far from the truth, but
making it precise requires a great deal of effort. The first step towards
the goal is given by the following simple (but fundamental) lemma. Be-
fore stating this lemma we recall that each outer function H ∈ H2 can
be represented (on the real line) as H = eh+ih˜, where h = log |H| and
satisfies h ∈ L1(dΠ) and eh ∈ L2(R). Here dΠ(t) = dt
1 + t2
. Conversely,
each function h : R → R satisfying the last two conditions defines an
outer function H determined on the real line by H = eh+ih˜. We use
h˜ in the above formulas (and throughout this section) to denote the
Hilbert transform of h ∈ L1(dΠ) defined by
h˜(x) =
1
π
v.p.
∫
R
(
1
x− t
+
1
1 + t2
)
h(t)dt.
Lemma 8.1 (Makarov, Poltoratski). A Toeplitz operator TU : H
2 →
H2 with unimodular symbol U is non-injective if and only if there exists
an inner function Φ and an outer function H ∈ H2 such that
U = Φ¯
H¯
H
.
Alternatively, in terms of arguments, TU is non-injective if and only if
the real-analytic increasing argument γ of U = eiγ can be represented
in the form γ = −ϕ− h˜, where ϕ is the argument of some meromorphic
inner function and h ∈ L1(dΠ), eh ∈ L1(R).
Part of this lemma has already been discussed in (4.2).
Roughly speaking this lemma says that a Toeplitz operator TU is not
injective if U is “close to being equal” to Φ¯ for some inner function
Φ which is exactly one of the extreme cases discussed above. The
phrase “close to being equal”, that we used in the previous sentence is
admittedly very imprecise. However, as we will try to explain below
it is not as wrong as it looks. Indeed, one of the crucial parts of
Makarov-Poltoratski’s proof consists in showing that the term H¯/H
can be discarded by paying only a very small penalty.
The lemma above tells us that we need to find a way to tell when the
argument of the symbol γ can be represented in the form −ϕ−h˜, where
ϕ is the (increasing) argument of some meromorphic inner function
and h ∈ L1(dΠ), eh ∈ L2(R). To do this Makarov and Poltoratski
first considered the following simpler problem: How to tell by looking
at γ whether it can be represented as γ = d + h˜, for some decreasing
d and h ∈ L1(dΠ). To solve this problem they used the Riesz sunrise
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construction and considered the portion of the real line Σ(γ) ⊂ R
defined by
Σ(γ) = {x ∈ R : γ(x) 6= sup
t∈[x,∞)
γ(t)}.
It is not hard to show that this set is open and consequently can be
represented as a countable disjoint union of open intervals Σ(γ) =
∪In. Furthermore, for each connected component In = (an, bn) we
have γ(an) = γ(bn) and γ(x) < γ(an) = γ(bn) for all x ∈ (an, bn). As
a side note we mention that this construction was used by F. Riesz to
provide one of the first proofs that the maximal operator is of weak type
(1, 1). It was later used as a basis for the famous Calderon-Zygmund
decomposition (see e.g. [20]). Let γ∗ : R → R be a function defined
by γ∗(x) := sup{γ(t) : t ∈ [x,∞)}. Clearly γ∗ is a decreasing function
which is constant on each of the intervals In. Moreover, the difference
δ := γ∗−γ is a non-negative function supported on Σ(γ). This way we
have a representation γ = γ∗−δ with γ∗ decreasing. It is left to examine
when the difference function δ can be represented as h˜ for some h ∈
L1(dΠ). It turns out that this is not always the case. However, under
an appropriate assumption on Σ(γ) (that will be given momentarily) it
is never too far from being true. The idea is to compare δ to a similar
but much simpler function β which is also supported on Σ(γ). We
define β on each In by the tent function Tn whose graph is an isosceles
right triangle with a base equal to In, i.e., Tn(x) = dist(x,R \ In).
Define then β : R → R as a linear combination of the tent functions
β =
∑
n ǫnTn with a freedom to choose the coefficients later. It is
easy to see that a sufficient condition for β ∈ L1(dΠ) is the so called
shortness condition:
(8.2)
∑
n
|In|
2
1 + dist(0, In)2
<∞,
With this condition in place it is not hard to show that for any ǫ > 0
one can choose the coefficients 0 < ǫn < ǫ so that
(1) |β ′| . ǫ, and
(2) δ − β can be represented as a sum of atoms, i.e., it belongs to
the real Hardy space H1Re(dΠ).
Since H1Re(dΠ) ⊂ L˜
1(dΠ) this gives the following representation
γ(x)− ǫx = γ∗(x) + (δ(x)− β(x)) + (β(x)− ǫx).
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Obviously the last term can be written as a sum of a bounded and
a decreasing function. Therefore, it can be absorbed by the first two
terms. This way, under the shortness assumption, we obtain the desired
representation of γ(x) − ǫx for any ǫ > 0. This beautiful idea, to use
atoms to show that a function is a Hilbert transform of an L1-function,
can be traced back to Beurling-Malliavin [5].
It is remarkable that the shortness condition above is almost necessary
for γ to have such a representation. Namely, it can be shown that if
the shortness condition fails, i.e., if
(8.3)
∑
n
|In|
2
1 + dist(0, In)2
=∞,
then for no ǫ > 0 the function γ(x) + ǫx can be represented as a sum
of a decreasing function d and h˜, with h ∈ L1(dΠ).
To summarize, we have the following result as the first step towards the
solution of the injectivity problem for Toeplitz kernels. It is sometimes
called “little multiplier theorem”.
Theorem 8.4 (Makarov-Poltoratski). Let γ : R→ R be a real-analytic
function of bounded variation (difference of two increasing functions).
Assume also that γ′ is bounded from below.
(i) If Σ(γ) does not satisfy the shortness condition 8.2, then for
every ǫ > 0 the function γ(x) + ǫx cannot be represented as a
sum d+ h˜ of a decreasing function d and some h ∈ L1(dΠ).
(ii) If Σ(γ) satisfies the shortness condition 8.2, then for every ǫ > 0
the function γ(x) − ǫx can be represented as d + h˜ for some
decreasing function d and some h ∈ L1(dΠ).
There is an interesting function-theoretic interpretation of this result.
Namely, in analogy with usual Toeplitz kernels in H2 one can also
define Smirnov-Nevanlinna Toeplitz kernels Ker+ TU as sets of locally
integrable functions f ∈ N+ such that Uf¯ ∈ N+, where we use N+
as usual to denote the Smirnov class on the upper half-plane. It can
be shown that for a unimodular symbol U = eiγ the Toepliz kernel
Ker+ TU is trivial if and only if the argument γ can be represented as
a sum d + h˜ of a decreasing function d and some h ∈ L1(dΠ). This
way one can view the theorem above as a solution to the injectivity
problem in the Smirnov-Nevanlinna case.
To solve the injectivity problem in the Hardy case requires an even
more ingenious idea which also goes back to the work of Beurling and
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Malliavin [4]. It is sometimes called the “big multiplier theorem”. It
shows that under some rather mild regularity assumptions on γ the
shortness condition above is enough (up to an arbitrary small ǫ gap)
to determine whether a function γ : R → R can be represented in the
form γ = −ϕ − h˜, where ϕ is argument of some meromorphic inner
function, h ∈ L1(dΠ), and morover eh ∈ L1(R). Thus, in the view of
Lemma 8.1, the shortness condition can be used as an almost necessary
and sufficient condition to test injectivity of Toeplitz operators. To
prove this one needs to address the following two problems:
(1) replace the decreasing function d with a stronger requirement
that d = −ϕ, where ϕ is an argument of some meromorphic
function,
(2) in addition to condition h ∈ L1(dΠ) we would also need the
condition eh ∈ L2(R).
The second problem is much harder and its solution lies much deeper.
We will outline here only the main idea behind the proof skipping many
of the technical difficulties. For details we refer to [34]. It should be
noted that a similar idea was also used in [14]. The crucial part of this
problem can be formulated in the following way: Given a non-negative
real-analytic function h ∈ L1(dΠ), with h˜′ . 1, and ǫ > 0, find a
function m : R → R such that h ≤ m and ǫx − m˜(x) is essentially
an increasing function. Indeed, assume that we can show that such a
function m exists. Let γ = d + h˜, with d decreasing and h ∈ L1(dΠ).
Then
γ(x)− ǫx = d(x)− (ǫx− m˜(x)) + (h˜(x)− m˜(x)).
This implies that there exists an argument of a meromorphic inner
function (not a finite Blaschke product) ϕ1 and a bounded function u
such that γ = −ϕ1+u+h˜1, where h1 = h−m ≤ 0. It is then not hard to
show that any such function can be represented as −ψ+ k˜, where ψ as
an argument of some inner function and ek ∈ Lp(R) with p < 1 (see [34]
for details). Finally, one can improve the condition ek ∈ Lp(R), p < 1
to ek1 ∈ L1(R) by moving an appropriate part of ψ to k˜. We now
return to the main problem; to find a function m ∈ L1(dΠ) such that
h ≤ m and ǫ − m˜′(x) ≥ o(1). The first step consists in showing that
the a priori assumptions on h imply that h0(x) = h(x)/|x| satisfies∫
h0(x)h˜
′
0(x)dx < ∞. The second step is then to use the finiteness of
the last integral to set up the following extremal problem: Minimize
I(m0) =
∫
h0(x)h˜
′
0(x)dx+ ǫ
∫
|x|h0(x)dΠ(x)
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over all non-negative functions m0 ∈ L
1(dΠ) satisfying m0 ≤ h0. Usual
abstract arguments can be used to show that this extremal problem has
a solution m0. Finally, the way the extremal problem is set up allows
one to show that m(x) = |x|m0(x) satisfies our desired conditions.
We can now state the “almost characterization” of the injectivity of
Teoplitz operators in terms of the shortness condition.
Theorem 8.5 (Makarov-Poltoratski). Let TU : H
2 → H2 be a Toeplitz
operator with a unimodular symbol U = eiγ. Let γ : R → R be a real-
analytic function such that γ = ϕ − ψ where ϕ is an argument of a
meromorphic inner function and ψ is an increasing function such that
|ψ′| ≃ 1.
(i) If Σ(γ) doesn’t satisfy the shortness condition 8.2, then for every
ǫ > 0 the Toeplitz operator TV : H
2 → H2 with symbol V =
Ueiǫψ is NOT injective.
(ii) If Σ(γ) satisfies the shortness condition 8.2, then for every ǫ > 0
the Toeplitz operator TV : H
2 → H2 with symbol V = Ue−iǫψ is
injective.
In fact, Makarov and Poltoratski proved a more general result which
also includes Toeplitz operators for which the function ψ appearing
in the above theorem is allowed to satisfy |ψ′(x)| . |x|κ as x → ∞.
This can be viewed as an extension of the classical Beurling-Malliaving
theorem.
We now show how this result and its extensions were used in the recent
solutions of several long-standing classical problems. More details as
well as several other applications can be found in [41].
8.1. Completeness problem. We have already mentioned in the in-
troduction that the completeness of a sequence of reproducing kernels
{kIλ}λ∈Λ in a model spaceKI can be characterized by the injectivity con-
dition of TI¯BΛ . The classical problem for completeness of non-harmonic
complex exponentials on L2[0, 1] is equivalent to the completeness prob-
lem for the normalized reproducing kernels in the model space KS
where S(z) = eiz. Thus, in this classical case, Theorem 8.5 can be
reformulated in terms of the Beurling-Malliavin densities. Namely,
Proposition 8.6. Let Λ = {λn} ⊂ R be a discrete sequence of real
numbers. Let Θ = eiθ be some meromorphic inner function whose
increasing argument θ satisfies θ(λn) = 2nπ for all n.
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(i) If |θ′(x)| ≃ |x|κ, then sup{a ≥ 0 : Ker TΘ¯Sa 6= {0}} is equal to
D−BM (Λ), the interior Beurling-Malliavin density of Λ.
(ii) For general θ we have inf{a ≥ 0 : KerTS¯aΘ 6= {0}} is equal to
D+BM (Λ), the exterior Beurling-Malliavin density of Λ. In other
words, the radius of completeness for the sequence of complex
exponentials {eiλnx}, i.e., the supremum of all a > 0 for which
the sequence is complete in L2[0, a] is equal to D+BM (Λ).
The same approach can be utilized to solve the completeness problems
for other families of special functions which naturally show up as eigen-
functions of some classical singular Sturm-Liouville (Schro¨dinger) op-
erators. Many of these operators are singular at the endpoints which
prevents direct application of the classical Beurling-Malliavin result
(which corresponds to case when the characteristic function Ψ for the
operator satisfies the condition |Ψ′(x)| . 1). In these instances the gen-
eral form of Theorem 8.5 which allows a polynomial growth of |Ψ′(x)|
needs to be used.
8.2. Spectral gap and oscillation. Recall from the introduction that
in the classical gap problem one is interested in the gaps in the support
of the measure and its Fourier transform. The heuristics says that these
gaps cannot be simultaneously too big. In other words, if the support
of the measure has gaps that are too big then then the support of its
Fourier transform cannot have too large gaps. It is customary to call
the gap in the support of the Fourier transform a spectral gap. The
most rudimentary form of this principle is the well known fact that a
measure that is supported on a finite interval [−a, a] (so it is zero on
a big portion of the real line) cannot have a spectral gap of positive
measure. Indeed, the Fourier transform of such a measure is an entire
function which obviously cannot vanish on a set of positive measure on
the real line. A more advanced version is the Riesz brothers theorem
saying that a measure that is supported on [0,∞) (so still being zero
on a big portion of R) also cannot have any spectral gaps. The general
problem — the gap problem — can be formulated in the following way.
Given a closed set X ⊆ R, determine the largest spectral gap that a
measure supported on X can have. More precisely, we would like to
find a way to compute the so called gap characteristics G(X) of X
which is defined by
G(X) := sup{a ≥ 0 : ∃µ, suppµ ⊆ X, µˆ = 0 on [0, a]}.
There are several classical results that address this problem, especially
the part when G(X) = 0. The well known Beurling gap theorem [30]
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says that if a non-zero measure µ is supported on a closed set X whose
complement Xc is long in the sense of 8.3, then µˆ cannot vanish on any
interval of positive length. Another well known result in this direction
is due to Levinson [32] who showed that if the tail M(x) = |µ|(x,∞)
of a non-zero measure µ satisfies
∫
logM(x)dΠ(x) = −∞, then again
the measure µ cannot have a spectral gap of positive length. A more
sophisticated results generalizing these two classical statements were
proved by de Branges [14], and later Benedicks [3].
A first step towards the final solution of the gap problem was obtained
by Poltoratski and the second author in [36] where it was proved that
for closed sets X which are discrete and separated the gap character-
istics of X is equal to the interior Beurling-Malliavin density of X .
Theorem 8.7 (Mitkovski-Poltoratski). If X = {xn} is a separated
discrete set, i.e., infm6=n |xn − xm| > 0, then G(X) = D
−
BM(X).
This result was later extended by Poltoratski [40] to arbitrary closed
sets X . He proved that in the general case, besides the density of X , an
additional subtle energy condition enters into play. The shortest way
to formalize the energy condition is through the notion of d-uniform
sequences. A real sequence Λ = {λn} is d-uniform if 1) it is regular
with density d, i.e., there exists a sequence of disjoint intervals {In} in
R satisfying the shortness condition
∑
n(|In|/(1 + dist(0, In)))
2 < ∞,
and |In| → ∞ as n→ ±∞, such that
#(Λ ∩ In)− d|In| = o(|In|) as |n| → ∞.
and 2) it satisfies the following energy condition: there exists a short
partition {In} such that∑
n
#(Λ ∩ In)
2 log+ |In| − EIn(dnΛ)
1 + dist(0, In)2
<∞,
where EI(µ) =
∫∫
I,I
log |x − y|dµ(x)dµ(y), is the usual energy of the
compactly supported measure 1I(x)dµ(x). The measure dnΛ entering
in the energy condition above is the counting measure on Λ. The
solution of the gap problem is given by the following theorem.
Theorem 8.8 (Poltoratski [40]). For any closed set X ⊂ R,
G(X) = π sup{d : ∃ d-uniform sequence {λn} ⊂ X}.
Very recently, the second author jointly with Poltoratski, refined these
results even further [37], and obtained a generalization of the Beurling
spectral gap theorem that strengthened this theorem by a factor of two.
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More precisely, in this paper, among other things, a metric description
of the gap characteristic was obtained when the positive and the neg-
ative parts of the measure are supported in certain prescribed parts of
the set. The gap characteristic of a pair of disjoint closed subsets A
and B of R is defined by
G(A,B) = sup{a > 0 : ∃µ 6≡ 0, suppµ− ⊆ A, suppµ+ ⊆ B, µˆ ≡ 0 on (−a, a)}.
As in the case of G(X), the description of G(A,B) depends on two
properties of A and B: their density and their energy.
Theorem 8.9 (Mitkovski-Poltoratski [37]). For any disjoint closed sets
A,B ⊂ R,
G(A,B) = π sup{d : ∃ d-uniform sequence {λn}, {λ2n} ⊂ A, {λ2n+1} ⊂ B}.
As a simple consequence of this oscillation theorem one obtains a sharp-
ening of the famous oscillation theorem of Eremenko and Novikov [18]
(their theorem solved an old problem of Grinevich from 1964 that was
included in Arnold’s list of problems).
Theorem 8.10 (Mitkovski-Poltoratski [37]). If σ is a nonzero signed
measure with spectral gap (−a, a) then there exists an a/π-uniform se-
quence {λn} such that σ has at least one sign change in every (λn, λn+1).
The crucial step towards the proof of both the gap theorem and the os-
cillation theorem above is the following result about annihilating mea-
sures for a very large class of de Branges spaces. This is where Toeplitz
kernels enter into play.
Theorem 8.11 (Mitkovski-Poltoratski [37]). Let BE be a regular de Branges
space and let Φ(z) = E(z¯)/E(z) be the corresponding meromorphic in-
ner function. If µ is a non-zero measure that annihilates BE then there
exists a meromorphic inner function Θ such that {Θ = 1} ⊂ supp µ+
for which the Smirnov-Nevanlinna kernel Ker+ TΦ¯Θ is non-trivial. The
same holds for the support of the negative part of µ as well.
8.3. Po´lya’s problem. As discussed in the introduction, a Po´lya se-
quence is a separated real sequence with the property that there is
no non-constant entire function of exponential type zero (entire func-
tion that grows slower than exponentially in each direction) which is
bounded on this sequence. Historically, first results on Po´lya sequences
were obtained in the work of Valiron [48], where it was proved that the
set of integers Z is a Po´lya sequence. Later, in ignorance of the work
of Valiron, this problem was popularized by Po´lya, who posted it as an
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open problem. Subsequently many different proofs and generalizations
were given (see for example section 21.2 of [31] or chapter 10 of [8] and
references therein).
In his famous monograph [32] Levinson showed that if |λn−n| ≤ p(n),
where p(t) satisfies
∫
p(t) log |t/p(t)|dt/(1+ t2) <∞ and some smooth-
ness conditions, then Λ = {λn} is a Po´lya sequence. In the same time
for each such p(t) satisfying
∫
p(t)dt/(1 + t2) =∞ he was able to con-
struct a sequence Λ = {λn} that is not Po´lya sequence. As it often
happens in problems from this area, the construction took considerable
effort (see [32], pp. 153-185). Closing the gap between Levinson’s suffi-
cient condition and the counterexample remained an open problem for
almost 25 years until de Branges [14] solved it assuming extra regular-
ity of the sequence. These results have remained strongest for a very
long time.
Jointly with A. Poltoratski [36] the second author recently derived the
following complete characterization of Po´lya sequences.
Theorem 8.12 (Mitkovski-Poltoratski [36]). A separated real sequence
Λ = (λn)n∈Z is a Po´lya sequence if and only if its interior Beurling-
Malliavin density D−BM (Λ) is positive.
Here are some details of how Toeplitz kernels enter in the solution of
this problem. Let F be an entire function of exponential type 0 which
is bounded (say by M) on Λ. Choose a meromorphic inner function Θ
such that {Θ = 1} = Λ. This should be done carefully, but we won’t
go into technicalities here. The choice of Θ and the description of
D−BM(Λ) in terms of Toeplitz kernels imply that KerTΘ¯Sc is nontrivial
for all c > 0. As before S denotes the innner function S(z) = eiz. Pick
some h ∈ KerTΘ¯Sc with L
2-norm 1. It can be shown that one has the
following Clark-type representation for the function hF :
(8.13) h(z)F (z) =
1−Θ(z)
2πi
∫
F (t)h(t)
t− z
dσ(t),
where σ is the Clark measure associated to the inner function Θ. Fur-
thermore for any n ∈ N, F n is still an entire function of exponential
type 0 (bounded byMn on Λ) so that one has the same Clark-type rep-
resentation for hF n as well. A simple estimate then provides a bound
for h(x)F (x)n for all x ∈ R. Taking the n-th root and using that n
is arbitrary help to get rid of h. This way we obtain that F must be
bounded on R which combined with the fact that F is of zero type
implies that F is constant function.
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