We present a surface compression method that stores surfaces as wavelet-compressed signed-distance volumes. 
Introduction
The rapid increase in computing power and advancements in surface acquisition techniques have enabled the creation of meshes of 400 million triangles and larger [18, 15] . This has led to a dilemma in surface visualization: meshes of this size and complexity require both efficient compression techniques and a capacity for level-of-detail interrogation. Progressive compression algorithms enable both efficient compression and level of detail reconstruction. A progressive compression algorithm re-orders the bit stream in such a way that the most relevant information is near the front of the stream. Thus, with a small number of bits a usable approximation of a surface can be obtained for interaction and browsing. This paper presents a system for progressively compressing surfaces via a signeddistance representation. Our approach efficiently represents complex surfaces with arbitrary numbers of components, removes the need to explicitly store the topology of the surface, and can be extended to time-varying surfaces.
Recently, subdivision surfaces have been shown to be effective for surface compression as the connectivity information only needs to be stored for the base mesh. The work of Khodakovsky [14] and Bertram [2] show that waveletbased techniques on subdivision surfaces result in competitive compression rates and allow for progressive decompression. However, subdivision techniques require a coarse base mesh. Base mesh construction for large and complex surfaces with many components is difficult and often infeasible. Even if a base mesh is produced, a surface with hundreds or thousands of components requires topological modification in order to achieve usable progressive reconstructions.
In this paper we advocate an alternative approach to surface compression which is based on a signed-distance volume representation [26, 6] . A signed-distance volume is a trivariate function encoding the minimum distance to a surface for each volume sample. The sign changes as the surface is crossed. Figure 1 depicts the data flow in our system. The resulting compressed surface is reconstructed by extracting the isosurface with zero distance.
The signed-distance representation does not directly specify the topology of the surface. This freedom from storing the topology increases the potential for using simple algorithms that will extend elegantly to high genus surfaces The compression system comprises four modules. The input surface is transformed into a distance representation then decomposed into linear B-spline wavelet coefficients. A thresholding algorithm is applied that sets a large number of wavelet coefficients to zero. The distance information is used to insure that the surface geometry is retained. Finally, a zero-tree coder produces the progressive bit stream.
and time-varying surfaces. We achieve a multiresolution representation by applying a linear B-spline wavelet decomposition to the implicit function. Compressing multiresolution signed-distance functions has been studied in [8, 7] . Our contribution is a complete system that overcomes the problems of existing distance-based compression methods. The main features of our method are as follows:
1. Progressiveness: we generate a progressive encoding of the distance function which can be partially reconstructed from the most relevant bits of the most relevant wavelet coefficients. The implicit nature of our representation facilitates topology modification to reduce the complexity of the approximate surfaces beyond what is attainable by subdivision surface methods.
2. Scalability: the method is not limited by the need to re-map a complex surface to a base mesh with subdivision connectivity. Our thresholding method removes wavelet coefficients that do not contribute to the zero set resulting in a size related to the surface complexity.
3. Simplicity: the distance volume representation dispenses with a lot of the algorithmic complexity associated with base mesh construction and explicit topology tracking. All operations in our method are performed on regularly sampled volumes.
4.
Autonomy: the algorithm requires only a desired bit count in order to produce a compressed file. This is in contrast to subdivision methods which may require explicit base mesh vertex positioning for sharp features [14] , editing operations [11] , or multiple fitting parameters for obtaining the base mesh [1] .
Related Work
Wavelet transforms have been used to obtain multiresolution representations of scalar volume data for rendering and compression [19, 20, 21, 9, 10] . Tao [23] describes a system for progressively transmitting volume data encoded as wavelet coefficients. Volume compression techniques [18, 13] based on wavelet transforms have been used to facilitate the visualization of large data sets. The present work uses standard wavelet transforms on volumetric data but is not concerned with representing the entire volume. We retain only the minimal number of wavelet coefficients necessary to represent a surface.
Multiresolution techniques have also been investigated in the implicit surface literature. Velho et. al. [25] proposed a multi-scale implicit representation based on a biorthogonal B-spline wavelet transform. Their technique produces a representation based only on B-spline scaling functions. They eliminate the wavelet coefficients by projecting the wavelets onto the scaling basis functions at the next finer scale. This eliminates the wavelet coefficients at the cost of an increased number of scaling coefficients. The trade-off is that all modeling and rendering operations are performed on a hierarchical B-spline representation. The work does not explicitly treat the problem of compressing the resulting data.
Closely related to the present work is the technique of Grisoni [8, 7] . They represent the field function of an implicit surface as a sampled volume and apply a wavelet transform to obtain a multiresolution representation. Following Velho's method, they project the wavelets onto the scaling basis at the next finer level producing a data structure with only scaling coefficients. Their thresholding scheme operates on the projected coefficients. The location of the wavelet coefficients is not considered in the thresholding process. In some cases coefficients affecting the reconstructed surface may be thresholded. They propose a sparse representation based on a hash table storing the location and value of each coefficient in a packed three byte block. Coefficients at coarser scales require fewer bits for encoding position and thus increase the number bits available for quantizing the coefficient value. The present work provides both a location-based thresholding scheme and a progressive bit ordering that reduces geometric error and improves compression.
Signed-Distance Volumes
A signed-distance volume encodes the minimum distance to a surface for each sample point. The distance changes sign at the surface so that negative values lie on one side and positive values on the other. Given a closed shape, the sign determines whether a point is inside or outside of the shape. For isosurfaces, the notion of inside and outside is not always applicable as the surface may exit the distance volume. In these cases the sign of the distance is determined by the scalar function without relying on notions of inside/outside. We formally define the signed distance from a surface as:
where × Ò´Üµ is negative on one side of the surface and positive on the other. Most scanned objects are single closed components. An inside/outside relation can be defined for closed meshes if triangle normal vectors are oriented consistently. Isosurfaces from trilinearly interpolated scientific data also have this property although an isosurface may have a boundary on the boundary of the sampled volume. In such cases the boundary of the distance volume must coincide with the boundary of the scientific data. In the remainder of the paper we will use ´Üµ to denote the approximate distance as computed by a distance transform algorithm.
Error Metrics
Surface errors are required to study the rate distortion properties of our algorithm. We adopt the Ä ¾ error metric used in [14] and measured by the METRO tool [4] . The error is defined by taking the maximum of ´ µ and ´ µ, where ´ µ is the distance between two surfaces and defined as:
and ´Ü µ is the Euclidean distance from a point Ü ¾
to the closest point on . All errors reported in this paper are relative to the bounding box diagonal length.
The Distance Transform
We apply a distance-transform algorithm to surfaces defined by triangle meshes and to isosurfaces from regularly sampled volumetric data. The transform produces an approximation of the actual distance function based on the closest-point propagation algorithm of Breen [3] . We have modified Breen's algorithm so that it runs in Ç´Òµ time. The distance volume is initialized with closest-point information for all cells intersecting the surface to be encoded (the zero Table 1 . Properties of distance samples set). These are the only explicit computations with respect to the input surface. Once the zero set is initialized the propagation algorithm assigns the closest points to the rest of the volume samples. The zero set signs are also initialized and this information is propagated along with the closest points.
The propagation technique is essentially a point sampling approach, as the approximation is produced with respect to the initial set of closest points in the zero set. We begin by describing the propagation algorithm, then describe the zero set initialization methods for scanned and scientific surfaces.
Closest Point Propagation
The distance transform operates on a volume of regularly spaced samples. Let × denote a sample of a distance volume. Table 1 lists the properties of a distance sample ×. The output of the algorithm is a regular volume of signed distance values.
The closest point propagation algorithm relies on the following heuristic: the closest point of a sample × will in most cases be geometrically close to the closest points of the neighbors of ×. The propagation algorithm is as follows:
For all distance samples ×: ´×µ Ñ Ü Ó Ø Initialize the zero set of the distance field as described in the following sections. Place all zero set samples in a FIFO queue É while É is not empty do
Breen et. al. presents a method based on a priority-queue that always examines the sample with the smallest distance, insuring that each sample is visited only once by the algorithm. This leads to an expected running time of Ç´Ò ÐÓ Òµ where Ò is number of samples in the distance volume. The algorithm presented here computes the same approximate distance volume, but may set the distance value of a sample multiple times. In our experiments, the number of updates per distance sample tends towards one as the resolution of the distance volume increases. For the data shown in this paper each distance sample is updated only 1.1 times on average. Thus, the algorithm runs in time Ç´Òµ on these surfaces because a simple queue provides constant time access.
Zero Set Initialization of Isosurfaces
Our implementation can produce signed-distance volumes of isosurfaces defined on regularly sampled scalar fields. Instead of formally defining the isosurface with respect to trilinear interpolation, we compute closest points based on local gradient estimates. The distance approximation is constructed at the same resolution as the initial scalar field. The algorithm examines each volume cell in the scalar field. If the cell contains the isosurface, then the distance samples at the cell corners are initialized with closest point information. Once a distance sample has been initialized it is not reinitialized later for another incident cell.
We denote the scalar field by ´×µ. Let ¼ denote the isovalue of the desired isosurface. We define a linear approximation about a sample × as × ¼ µ ×µ · Ö ´×µ´× ¼ ×µ and compute the closest point:
The scalar field gradient at a given sample point × is estimated by central differencing. The sign of the distance is positive if ´×µ ¼ and negative otherwise. This approximation is inaccurate for high curvature regions but can be computed very efficiently. Greater accuracy can be obtained by performing Newton iterations, or by extracting a mesh and applying the technique in the next section.
Zero Set Initialization of Meshes
The zero set initialization for triangle meshes operates on individual triangles. The algorithm does not use edge or vertex adjacency information. In the pseudocode below, ÐÐ Û Ø is defined as the distance between distance samples in the Ü, Ý, and Þ directions. The zero-set initialization algorithm proceeds as follows: place the sample on the queue of zero set samples. Set a flag indicating that the sample is queued to prohibit duplication.
Set ×Ò´×µ based on whether Ô´×µ lies on a face, edge, or vertex as explained below.
The sign of a given sample is computed based on the location of its closest point (vertex, edge, or face). Figure 2a shows the simplest case where the closest point lies on a face. In this case the sign is given by the sign of Ò ¡ Ô where Ò is the triangle normal and Ô is the vector from the closest point to the distance sample. If the closest point lies on an edge as in Figure 2b , then there are are two dot products (one for each triangle sharing the edge). The absolute values of the dot products are compared and the sign of the larger dot product is taken. Finally, a closest point which coincides with a vertex of the mesh as in Figure 2c may be ambiguous if some dot products are negative and others are positive. In these cases the distance sample is marked as ambiguous and no sign information is propagated for it. After the distance transform has completed the ambiguous samples are revisited and the following heuristic is applied: the signs of the 26-neighbors are examined and the sign of the majority of the neighbors is assigned to the sample. Our method is very similar to the technique in Huang et. al. [12] . However, their algorithm does not detect the ambiguous vertex clos- est points and may initialize the incorrect sign.
Wavelet Transforms
A wavelet transform [17] decomposes a signal into a sequence of wavelet coefficients representing the details of the signal at several levels of resolution. These coefficients are often of small value and can be compressed efficiently.
Fast Wavelet Transform
We use the fast wavelet transform of Mallat [16] to generate multiresolution representations. The left half of Fig. 3 shows one step of decomposition algorithm. At each step a low pass filter produces a set of scaling coefficients ( ·½ ) which coarsely approximate the input data. Additionally, a high pass filter produces a set of wavelet coefficients ( ·½ ) representing the details lost in the coarse approximation. These two filtering steps are repeated recursively on the coarse approximations to obtain a multiresolution representation. At each stage the size of the data is down sampled by a factor of two. We will use the term subband to refer to a set of wavelet coefficients generated by one step of the transform.
The original data can be reconstructed by reversing the process with another set set of filters and . The right half of Fig. 3 shows one reconstruction step. Both filters are preceded by an up sampling by two which inserts zeros between each pair of input values. The low pass filter , when combined with up-sampling, is similar to a subdivision operator, smoothing coarse approximations. The high pass filter re-introduces the details encoded by and enables exact reconstruction of the data. In the present work we use the linear B-spline wavelets with The 2D extension of the algorithm in Fig. 3 is shown in Fig. 4 . The one dimensional transform is alternately applied to each dimension, creating subbands 1 and 3 in the Ü direction ( ½ , ¿ ) and subbands 2 and 4 in the Ý direction ( ¾ , ). The 3D case follows the same pattern as Fig.   4 except that the transform directions cycle through the Ü, Ý, and Þ directions. Some readers may note that in image processing applications the high pass coefficients resulting from the Ü direction filtering are processed by the filter bank a second time in the Ý direction yielding three sub-bands per level in the 2D case and seven subbands in 3D (after a Þ pass). In contrast, our approach generates one subband per level for data of any dimension. Our method requires fewer computations, and in our tests produces better compression.
Thresholding
The goal of the thresholding step is to reduce the number of values that need to be coded by setting insignificant wavelet coefficients to zero. An aggressive thresholding method is required for efficient distance volume compression. Our distance-based thresholding method removes all wavelet coefficients that do not contribute to the reconstructed surface. Thresholding too many coefficients could result in spurious surface components appearing in the distance field. Currently, we do not have a formalism that allows us to prove that new components or handles are not added under the method we present. For complicated surfaces a verification step can be performed that checks the original distance volume against the distance volume reconstructed after the thresholding step and warns of any irregularities. The thresholding method presented here did not modify the topology of surfaces we have tested. Figure 5 illustrates the thresholding operation in 2D. On the left is the wavelet transformed signed-distance field showing five wavelet subbands. On the right we have the original signed-distance field as computed for the two curves shown inside. The support of a wavelet coefficient in is shown as the shaded rectangle. The wavelet coefficient in can be thresholded because its support does not effect the curves being represented.
Two methods are used to determine whether a given wavelet coefficient should be set to zero. First, a bounding sphere is computed that contains the wavelet support. The distance value at the center of the sphere is sampled, and if this distance is greater than the radius, the coefficient is set to zero. If the radius of the bounding sphere is greater than the distance value, then the surface must intersect the sphere. For these coefficients, the distance values in the support of the wavelet are examined, and the coefficient is set to zero if all of the distance values are the same sign.
Zero Tree Coding
A progressive wavelet coder should send the most significant bits of the most significant wavelet coefficients first. This amounts to encoding the locations of the significant coefficients as efficiently as possible. A zero tree coder [22] generates a progressive bit stream by utilizing the observation that wavelets decay in magnitude at finer resolutions. That is, if one defines a hierarchy of wavelet coefficients from one subband to the next it is likely that the child coefficients will be smaller than the parent.
A zero tree is defined as a hierarchy of coefficients for which Ì for every coefficient in the hierarchy, where Ì is a threshold used to determine the significance of any given coefficient. The zero tree hierarchy is based on observations of the decay of wavelet coefficients [22] in image data and is independent of the support of the wavelets. The zero tree relation is defined for a quadtree-like hierarchy in 2D and an octree-like hierarchy in 3D. Figure 6 depicts the 2D case for our subband ordering. Two hierarchies are shown, one for the Ü direction (subbands 1, 3, and 5) and one for the Ý direction (subbands 2 and 4). A zero tree coder is particularly well suited to the distance based thresholding method as the thresholded coefficients are spatially contiguous.
The coding algorithm repeatedly traverses the wavelet coefficients in a predefined order. At any point in the coding process the wavelet coefficients are divided into two groups: those that are not yet significant, and those that have been found to be significant during the current traversal or a preceding one. The threshold Ì starts at half the value of the largest wavelet coefficient, and is divided in half after each traversal. Thus, each traversal progressively adds more wavelet coefficients to the significant group and removes them from the insignificant group. A zero tree is coded by a single symbol the informs the decoder that every coefficient in the hierarchy is insignificant with respect to the current threshold. Zero trees efficiently encode the positions of the insignificant coefficients. Once a coefficient is deemed significant, its sign bit and its most significant bit are transmitted. On each subsequent traversal another bit is added to its representation. Our implementation follows [22] which contains pseudocode and a small worked example of the algorithm.
Results
We demonstrate our system on two surfaces. First, a horse model [5] provides a comparison of the performance of the signed-distance volume approach with the subdivision surface approach in [14] . Second, we compress a large isosurface to demonstrate the ability of our system to represent complex surfaces with many components. All file sizes are the result of applying the gzip utility to the progressive bit-streams resulting from our zero tree coder. The images referenced in this section were generated by extracting a triangulation from the distance field and rendering the triangles with smooth (Gouraud) shading. [24] generates between ½ bits per vertex. Thus, one could expect the lossless non-progressive compression of the horse mesh to produce a file between ¼ kilobytes in size. Our progressive coding begins to represent the muscle structure of the horse at about ¿¼ kilobytes. Our algorithm is of course a lossy compression technique. Figure 8 compares the performance of the subdivision surface method of Khodakovsky [14] with our approach. The vertical axis in figure 8 shows the meansquared geometric error defined in section 3.1 normalized to the bounding box diagonal. The cubic subdivision surface approach produces smaller compressed sizes than the distance-volume method for this smooth model. The base mesh used for the subdivision method consists of ½¾¾ vertices. This small size enables quite efficient compression of the base mesh. The subdivision-surface method utilizes cubic B-spline wavelets, while the distance volume is decomposed over linear B-spline wavelets. The distance-volume curve approaches a minimum possible error at large file sizes. This limiting error is determined by the sampling rate of the distance volume. Figure 9 shows four reconstructions of a complex isosurface compressed with our system. The data set depicts the turbulent mixing of two fluids [18] at a resolution of 2048x2048x1920. The isosurface shown here derives from a subset of 256x256x384 samples. The distance transform was computed at the same resolution as the subset of the scalar field. Our system retains the major features of the surface for small sizes and achieves good compression through topological modification. This surface is less well suited to subdivision surface techniques as the size of the base mesh is much larger due to the complex topology and large number of components. Finally, we present performance results for our system. Table 2 shows the time required for each stage of the distance transform. All times are reported for an SGI O2 work station with ¿¾¼ megabytes of ram and a ¾¼¼ megahertz MIPS R5000 processor. A smaller version of the turbulence data was used to avoid virtual memory effects. The zero set initialization cost of triangle meshes is due to the large number of intersection computations. In contrast, the simple linear approximation used for scalar field data is very efficient. The propagation time is manageable even for large data sets. Some improvement is possible if the distance samples are reordered to improve cache coherence when visiting a sample's 26-neighborhood.
Data
The wavelet transform required ½ ½¼ seconds depending on the resolution of the data. This range of times reflects data sets capable of fitting in the main memory of our workstation. The distance based thresholding required 14 seconds for a 32x68x57 distance volume of the horse model and 52 seconds for a 96x208x173 volume. The threshold time was roughly 2 minutes for the 256x256x384 turbulence data. The turbulence data was processed on an Onyx machine capable of holding all run time data structures in main memory. The threshold times are the result of examining samples of the distance volume multiple times for each wavelet coefficient near the surface. The zero tree coder took from ¼ to ¿ seconds for the horse model at various resolutions and geometric errors. The zero tree coder took between ½ and ¾¼ seconds for the isosurface depending on the number of bits produced.
Discussion
Our algorithm successfully produces progressive encodings of signed-distance volumes. However, subdivision surface approaches still produce more compact surface representations for smooth surfaces. One drawback of our current implementation is the use of the gzip utility as a backend. This is less efficient than an entropy coding technique specifically tailored for wavelet transforms. An arithmetic coder applied to the coefficient magnitudes should reduce the file sizes even further.
The geometric error for small bit counts can be improved by modifying the ordering of the bits. A standard zero tree coder assumes an Ä ½ error because the significance test depends only on the value of the coefficient and not on the size of the corresponding wavelet support. It is possible for wavelet coefficients at the finest level to have bits emitted along with coefficients at a coarser level. However, the mean-squared geometric error metric integrates over the surface area, implying that the significance test should include the support of the wavelet. Incorporating the support of the wavelets would insure that all of the early bits increase the accuracy of the coarser scale wavelets instead of potentially adding fine scale wavelets, thus improving the overall error.
The encoding process should be modified so that the topology is simplified at early stages and is refined as more bits are added. Our implementation does not track topology changes and allows both simplifications and refinements to occur. This can produce holes in thin shapes at small numbers of bits that disappear later in the decoding process. A method for ordering the topology changes and increasing the significance of the wavelet coefficients affecting those areas could mitigate this problem. Topological modification requires that new error metrics be constructed that do not overly penalize surfaces for which many small components have been eliminated in favor of larger ones. The error metric used in this paper over-emphasizes the errors of small components that have been removed at early stages of reconstruction.
Finally, an important area of future work is to characterize the trade offs between low-order compact basis functions and higher order basis functions with large support. For smooth functions, higher order wavelets are more efficient and exhibit faster convergence than lower order wavelets. However, higher order basis functions have larger support, resulting in fewer thresholded coefficients.
Conclusion
We have presented an algorithm that produces progressively compressed signed-distance volumes. Our method does not require a re-meshing step and can handle surfaces with an arbitrary number of components given an appropriate sampling rate. Our representation does not explicitly represent the surface topology, enabling topological modification without complicating the data structures used in the implementation. We believe our approach is best suited to surfaces with complicated topology and many components. Time-varying surfaces pose many problems that can be overcome with an implicit representation. We believe our compression techniques can be extended to the time domain to produce an efficient yet simple surface representation.
