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RANKIN-COHEN BRACKETS ON QUASIMODULAR
FORMS
FRANÇOIS MARTIN AND EMMANUEL ROYER
Abstrat. We give the algebra of quasimodular forms a olletion of
Rankin-Cohen operators. These operators extend those dened by Co-
hen on modular forms and, as for modular forms, the rst of them
provides a Lie struture on quasimodular forms. They also satisfy a
Leibniz rule for the usual derivation. Rankin-Cohen operators are
useful for proving arithmetial identities. In partiular, we explain why
Chazy equation has the exat shape it has.
Introdution
The purpose of this paper is to present a generalisation for quasimodular
forms of the Rankin-Cohen brakets for modular forms: for eah n ≥ 0,
k, ℓ, s, t positive integers, we dene bilinear dierential operators [ , ]n send-
ing M˜≤sk × M˜
≤t
ℓ to M˜
≤s+t
k+ℓ+2n. We have denoted M˜
≤s
k the vetor spae of
quasimodular forms of weight k and depth less or equal than s on SL(2,Z)
(see setion 1.1 for the denitions).
We give a quite preise desription of the image of this bilinear form in
terms of modular and paraboli forms. This allows us to obtain eiently
lassial dierential equations and arithmetial identities.
Then we prove that the Rankin-Cohen brakets satisfy the Leibniz rule
for the normalized usual derivation (D := d2πidz ): D[f, g]n = [D f, g]n +
[f,D g]n.
The rst setion is a presentation of the denitions and lassial re-
sults onerning quasimodular forms and Rankin-Cohen brakets on modular
forms.
In the seond setion, we prove the following theorem.
Theorem 1. Let k, ℓ in Z>0, s ∈ {0, . . . , ⌊k/2⌋}, t ∈ {0, . . . , ⌊ℓ/2⌋} and
n ∈ Z≥0. Dene
Φn;k,s;ℓ,t(f, g) :=
n∑
r=0
(−1)r
(
k − s+ n− 1
n− r
)(
ℓ− t+ n− 1
r
)
Dr f Dn−r g.
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Then
Φn;k,s;ℓ,t
(
M˜≤sk , M˜
≤t
ℓ
)
⊂ M˜≤s+tk+ℓ+2n.
In some ase we get a more preise desription in terms of the spaes of
modular forms Mk and the spaes of paraboli forms Sk.
Proposition 2. Under the hypothesis of theorem 1, if n > 0 then
Φn;k,s;ℓ,t
(
M˜≤sk , M˜
≤t
ℓ
)
∈ Sk+ℓ+2n ⊕
s+t⊕
j=1
Dj Mk+ℓ+2n−2j.
If moreover n > s+ t, then
Φn;k,s;ℓ,t
(
M˜≤sk , M˜
≤t
ℓ
)
∈ Sk+ℓ+2n⊕
s+t−1⊕
j=1
DjMk+ℓ+2n−2j⊕D
s+t Sk+ℓ+2n−2s−2t.
The same onlusion holds if n = s+ t and f or g vanishes at innity.
Remark 1. This notion is onsistent with the one for modular forms, the
standard Rankin-Cohen braket of f ∈Mk and g ∈Mℓ is Φn;k,0;ℓ,0(f, g) (see
paragraph 1.2).
Remark 2. For n ≥ 0, a bilinear dierential operator Ψ sending M˜≤sk ×
M˜≤tℓ to
⋃
v M˜
≤v
k+ℓ+2n is neessarily (for weight ompatibility reasons) a linear
ombination of (f, g) 7→ Dr f Dn−r f , r ∈ {0, . . . , n}. Suh a dierential
operator sends in priniple M˜≤sk × M˜
≤t
ℓ to M˜
≤s+t+n
k+ℓ+2n (see lemma 7). So the
operator Φ introdued before has the advantage of reduing the depth of the
quasimodular form obtained, and it was not obvious that suh an operator
was existing.
Remark 3. Theorem 1 is valid for quasimodular forms on any subgroup of
nite index in SL(2,Z).
In the third setion, we show that the behaviour of this operator under
derivation is natural.
Theorem 3. Under the hypothesis of theorem 1, for all f ∈ M˜≤sk and g ∈
M˜≤tℓ ,
DΦn;k,s;ℓ,t(f, g) = Φn;k,s;ℓ+2,t+1(f,D g) + Φn;k+2,s+1;ℓ,t(D f, g).
Remark 4. For f of weight k and exat depth s and g of weight ℓ and exat
depth t, we write [f, g]n instead of Φn;k,s;ℓ,t(f, g). Reall (see proposition 6)
that if h has weight w > 0 and depth d then Dh has weight w+2 and depth
d+ 1. The following theorem may then be rewritten as
D[f, g]n = [D f, g]n + [f,D g]n.
For modular forms, Zagier, Cohen and Manin showed [CMZ97℄ that the
sum of Rankin-Cohen brakets denes an assoiative produt on the alge-
bra M =
∏
k≥0Mk. In a reent paper, Bieliavski, Tang and Yao [BTY07℄
showed that this sum is isomorphi to the standard Moyal produt. Do the
Rankin-Cohen brakets for quasimodular forms introdued here have suh a
geometri interpretation ?
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The existene of Rankin-Cohen brakets (thanks to proposition 2) provides
a new tool to obtain arithmetial identities. For example, we reover the
Ramanujan dierential equations, Chazy dierential equation (and explain
why suh a dierential equation has to exist), van der Pol equality and Niebur
equality. As usual, dene for h ≥ 2 the Eisenstein series:
(1) Eh(z) := 1−
2h
Bh
+∞∑
n=1
σh(n) exp(2πinz)
where Bh is the Bernoulli number and
σh(n) :=
∑
d|n
dh.
One of the three Ramanujan equations is
DE2 = −
1
12
(E4 − E
2
2).
It is a diret onsequene of
[E2,∆]1 = ∆E4
where ∆ is the unique primitive form of weight 12 on SL(2,Z). If we write
τ(n) for the nth oeient of ∆, Niebur [Nie75℄ equality is
τ(n) = n4σ1(n)− 24
n−1∑
a=1
(35a4 − 52a3n+ 18a2n2)σ1(a)σ1(n− a)
and it follows from
[E2, E2]4 = −48∆.
Van der Pol [vdP51℄ equality is
τ(n) = n2σ3(n) + 60
n−1∑
a=1
a(9a− 5n)σ3(a)σ3(n− a).
It follows from
[E4,DE4]1 = 960∆.
Many examples of the two previous type are given in [RS07℄. Finally, a quite
astonishing equality is Chazy dierential equation. Its usual form is
D3E2 = E2D
2E2 −
3
2
(DE2)
2
and it follows from
(2) [[K,∆]1,∆]1 = 24∆K
2
where K = [E2,∆]1. The most outer braket is on modular forms sine it
may be shown that [K,∆]1 has depth 0. That suh a dierential equation
has to exist is a onsequene of the following proposition that we prove using
Rankin-Cohen brakets.
Proposition 4. Let n ≥ 0 and r ∈ {0, . . . , n}. Then
Dr E2D
n−r E2 ∈
n−4⊕
j=0
j≡n (mod 2)
Dj S2n+4−2j ⊕ CD
nE4 ⊕ CD
n+1E2.
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In partiular, [E2, E2]0 ∈ CE4+CDE2, [E2, E2]2 ∈ CD
2E4, [E2, E2]4 ∈ C∆
and
[E2, E2]2n ∈ S4(n+1) ⊕D
2 S4n if n ≥ 3.
Indeed for n = 2, this proposition implies that both quasimodular forms
E2D
2E2 and (DE2)
2
are in CD2E4⊕CD
3E2. Hene Vect(E2D
2E2, (DE2)
2) =
Vect(D2E4,D
3E2) and D
3E2 is a linear ombination ofE2D
2E2 and (DE2)
2
:
this is the shape of Chazy equation.
1. Overview
1.1. Quasimodular forms. In this setion, we introdue usual denitions
and notations and reall some useful properties of quasimodular forms. For
a more detailed introdution, see [MR05, 17℄.
We introdue the following notations: let γ =
(
a b
c d
)
∈ SL(2,Z) and
z ∈ H, we dene
X(γ, z) :=
c
cz + d
and
X(γ) : z 7→ X(γ, z).
As usual, the omplex upper half-plane is denoted by H. For k ≥ 0, f : H →
C and γ =
(
a b
c d
)
∈ SL(2,Z) the funtion (f |
k
γ) is dened by (f |
k
γ)(z) =
(cz + d)−kf(γz).
Denition 5. Let k ∈ Z≥0 and s ∈ Z≥0. An holomorphi funtion f : H →
C is a quasimodular form of weight k, depth s (over SL(2,Z)) if there exist
holomorphi funtions Q0(f), Q1(f), . . . , Qs(f) on H suh that
(3) (f |
k
γ) =
s∑
i=0
Qi(f)X(γ)
i
for all
(
a b
c d
)
∈ SL(2,Z) and suh that Qs(f) is not identially vanishing
and f has no negative terms in its Fourier expansion. By onvention, the 0
funtion is a quasimodular form of depth −∞ and any weight.
Remark 5. Taking γ =
(
1 0
0 1
)
and γ =
(
1 1
0 1
)
in (3) implies that f is periodi of
period 1 hene has a Fourier expansion. The denition requires this Fourier
expansion to be of the shape
f(z) =
+∞∑
n=0
f̂(n)e2πinz.
The set of quasimodular forms of weight k and depth s is denoted by M˜ sk .
It is often more onvenient to use the C-vetorial spae of quasimodular forms
of weight k and depth less or equal than s, whih is denoted by M˜≤sk . It an
be shown that there are no quasimodular forms (exept 0) of negative weight
or of depth s > k/2 [MR05, lemme 120℄. Hene we extend our notation by
dening M≤sk = {0} if k < 0 and M
≤s
k =M
≤k/2
k if s > k/2.
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Remark 6. With this denition, the spae Mk of modular forms of weight k
for SL(2,Z) is exatly the spae M˜≤0k .
Remark 7. A basi example of quasimodular form whih is not a modular
form is E2 dened in (1). It satises for all γ ∈ SL(2,Z) the transformation
property
(E2 |
2
γ) = E2 +
6
πi
X(γ),
proving that E2 ∈ M˜
1
2 (see e.g., [MR05, lemme 19℄).
The spae M˜∗ =
⋃
k,s
M˜≤sk is equipped with a natural ltered-graded algebra
struture (the graduation aording to the weight, the ltration aording to
the depth). The anonial multipliation (f, g) 7−→ fg denes a morphism
M˜≤sk × M˜
≤t
ℓ −→ M˜
≤s+t
k+ℓ .
If f ∈ M˜≤sk , the sequene (Qi(f))i∈Z is dened by the quasimodularity
ondition (3), if i ∈ {0, . . . , s}, and Qi(f) = 0 for i /∈ {0, . . . , s}. One an
show that Q0(f) = f and Qi(f) ∈ M˜
≤s−i
k−2i [MR05, Lemme 119℄.
Quasimodular forms are the natural extension of modular forms into a
stable by derivation spae, beause of the following proposition.
Proposition 6. If k > 0, the normalized derivation D :=
d
2πidz
maps M˜ sk
to M˜ s+1k+2.
For r ∈ Z≥0, write f
(r) := Dr(f) and f ′ = f (1). The following lemma
onnets the transformation equation of f and f (r).
Lemma 7. Let f ∈ M˜≤sk . Then,
(4)
(Dr f |
k+2r
γ) =
s+r∑
i=0
 r∑
j=0
1
(2πi)j
j!
(
r
j
)(
k + r − i+ j − 1
j
)
Dr−j Qi−j(f)
X(γ)i
for all r ∈ Z≥0 and γ ∈ Γ.
Proof. The result is obtained indutively on r: it is obvious for r = 0, and
for the indution suppose that for r ≥ 0, formula (4) holds. Let g = f (r).
For i ∈ Z we have
(5) Qi(g) =
r∑
j=0
1
(2πi)j
j!
(
r
j
)(
k + r − i+ j − 1
j
)
Qi−j(f)
(r−j) ∈ M˜≤s+r−ik+2r−2i.
Then using proposition 6 (whih implies that f (r+1) ∈ M˜≤r+s+1k+2r+2 ) and lemma
118 of [MR05℄ we nd
(f (r+1) |
k+2r+2
γ) =
s+r+1∑
i=0
(
Qi(g)
′ +
k + 2r − i+ 1
2πi
Qi−1(g)
)
X(γ)i.
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From (5) we ompute
Qi(g)
′ +
k + 2r − i+ 1
2πi
Qi−1(g) =
Qi(f)
(r+1)+
k + 2r − i+ 1
(2πi)r+1
r!
(
k + 2r − i
r
)
Qi−r−1(f)+
r∑
j=1
1
(2πi)j
Qi−j(f)
(r+1−j)
×
(
r!
(r − j)!
(
k + r − i+ j − 1
j
)
+
(k + 2r − i+ 1)r!
(r + 1− j)!
(
k + r − i+ j − 1
j − 1
))
.
Formula (4) for r + 1 instead of r follows by expanding the binomial oe-
ients. 
Finally, we shall need the following struture result. For ompletness, we
provide a short proof that should onvine that the theory requires E2.
Proposition 8. Quasimodular forms an be expressed as linear ombinations
of derivatives of modular forms and E2 :
M˜
≤k/2
k =
k/2−1⊕
i=0
DiMk−2i ⊕ CD
k/2−1E2.
Proof. We proeed by desent on the depth. If f has weight k and depth s,
we would like to have a modular form g suh that f −Ds g has depth stritly
less than s. For any g ∈ Mk−2s, multiple use of dierentiation theorem
[MR05, Lemme 118℄ lead to
(6) Qs(D
sg) =
(
1
2πi
)s
s!
(
k − s− 1
s
)
g.
If
(
k−s−1
s
)
6= 0, whih happens if s < k/2, we an hoose
g = (2πi)s
(k − 2s− 1)!
(k − s− 1)!
Qs(f) ∈Mk−2s.
For s = k/2, we use
Qk/2(D
k/2−1E2) =
(
1
2πi
)k/2−1(k
2
− 1
)
!
6
πi
and hoose
α =
πi
6
·
(2πi)k/2−1(
k
2 − 1
)
!
Qk/2(f) ∈M0 = C
to obtain
f − αDk/2E2 ∈ M˜
≤k/2−1
k .

1.2. Usual Rankin-Cohen brakets for modular forms. The Rankin-
Cohen brakets have been introdued by Cohen after a work of Rankin.
These are bilinear dierential operators, whose main property is to preserve
modular forms. More preisely, let Γ be a nite index subgroup of SL(2,Z).
We write Mk(Γ) for the spae of modular forms of weight k over Γ. For eah
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n ≥ 0, (f, g) ∈Mk(Γ)×Mℓ(Γ), dene the n-Rankin-Cohen braket of f and
g by
(7) [f, g]n =
n∑
r=0
(−1)r
(
k + n− 1
n− r
)(
ℓ+ n− 1
r
)
Dr f Dn−r g.
Then [f, g]n ∈Mk+ℓ+2n(Γ). Moreover, if Φ is a bilinear dierential operator
sending Mk(Γ) ×Mℓ(Γ) to Mk+ℓ+2n(Γ) for all Γ ⊂ SL(2,Z) a nite index
subgroup, then (up to onstant) Φ(f, g) = [f, g]n. For an overview of Rankin-
Cohen brakets inluding a proof of these results
1
, see for instane [Zag94℄,
[Zag92℄ or [MR05℄.
Rankin-Cohen brakets appear to be useful in various mathematial do-
mains as for instane invariant theory ([UU96℄ and [CMS01℄) or non-ommutative
geometry [Yao07℄.
2. Rankin-Cohen brakets
We prove our main result (theorem 1). For n ≥ 0 and any sequene
a = (ar)0≤r≤n, the bilinear forms we study take the form
Φa(f, g) =
n∑
r=0
ar D
r f Dn−r g.
We rst establish a suient ondition on a (lemma 9). For s, t and n
nonnegative integers, we introdue the set
E(s, t, n) =
{
(u, v, α, β) ∈ Z4≥0 : u ≤ s, v ≤ t, α+ β ≤ u+ v+n− s− t− 1
}
.
Lemma 9. Let k, ℓ in Z>0, s ∈ {0, . . . , ⌊k/2⌋}, t ∈ {0, . . . , ⌊ℓ/2⌋} and
n ∈ Z>0. For a = (ar)0≤r≤n satisfying
n∑
r=0
ar
(
r
α
)(
n− r
β
)
(k + r − u− 1)!(ℓ+ n− r − v − 1)! = 0
for all (u, v, α, β) ∈ E(s, t, n), one has
Φa
(
M˜≤sk , M˜
≤t
ℓ
)
⊂ M˜≤s+tk+ℓ+2n.
Proof. Let f ∈ M˜≤sk and g ∈ M˜
≤t
ℓ . From lemma 7 we dedue
(Φa(f, g) |
k+ℓ+2n
γ) =
n∑
r=0
ar(f
(r) |
k+2r
γ)(g(n−r) |
ℓ+2(n−r)
γ)
=
s+t+n∑
i=0
C(a; i)(f, g)X(γ)i
1
The uniqueness result needs explanations: it is proved by using only algebrai argu-
ments, the demonstration does not depend on the group Γ or on growth onditions. Of
ourse, it is possible that for some xed group Γ the uniqueness result does not hold (for
instane if Mk(Γ) = {0} !).
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with
(8)
C(a; i)(f, g) =
∑
(i1,i2)∈Z2≥0
i1+i2=i
n∑
r=0
ar
r∑
j1=0
(
1
2πi
)j1
j1!
(
r
j1
)(
k + r − i1 + j1 − 1
j1
)
×
n−r∑
j2=0
(
1
2πi
)j2
j2!
(
n− r
j2
)(
ℓ+ n− r − i2 + j2 − 1
j2
)
Qi1−j1(f)
(r−j1)Qi2−j2(g)
(n−r−j2).
It follows that Φa(f, g) ∈ M˜
≤s+t
k+ℓ+2n if and only if C(a; s + t + i) = 0 for all
i ∈ {1, . . . , n}. This is easily seen to be equivalent to
∑
u
∑
v
∑
(α,β)∈Z2
≥0
α+β=n+u+v−s−t−i
(
1
2πi
)n−α−β∑
r
ar(r − α)!(n − r − β)!
×
(
r
α
)(
n− r
β
)(
k + r − u− 1
r − α
)(
ℓ+ n− r − v − 1
n− r − β
)
Qu(f)
(α)Qv(g)
(β) = 0
for all i ∈ {1, . . . , n}, the sets of summation being determined by the binomial
oeients. Hene, Φa
(
M˜≤sk , M˜
≤t
ℓ
)
⊂ M˜≤s+tk+ℓ+2n is implied by
(9)
∑
r
ar
(
r
α
)(
n− r
β
)
(k + r − u− 1)!(ℓ + n− r − v − 1)! = 0
for all (u, v, α, β) ∈ E(s, t, n). 
Remark 8. The statement of the previous lemma is in fat an equivalene,
if we ask Φa to satisfy Φa
(
M˜≤sk (Γ), M˜
≤t
ℓ (Γ)
)
⊂ M˜≤s+tk+ℓ+2n(Γ) for eah nite
index subgroup Γ of SL(2,Z): indeed for {a(u, v, α, β)} a non identially zero
family of omplex numbers, ifΨ: (f, g) 7→
∑
(u,v,α,β)∈E(s,t,n) a(u, v, α, β)Qu(f)
(α)Qv(g)
(β)
satisfy Ψ(M˜≤sk (Γ), M˜
≤t
ℓ (Γ)) = 0, then exists M > 0 suh that the minimum
of dim(M˜≤sk (Γ)) and dim(M˜
≤t
ℓ (Γ)) is stritly smaller than M . However, as
for modular forms, for eah A > 0 exists Γ a nite index subgroup of SL(2,Z)
suh that dim M˜≤sk (Γ) > A and dim M˜
≤t
ℓ (Γ) > A (reall that k, ℓ ∈ Z>0).
We shall now give a neessary ondition for a satisfying the ondition of
lemma 9.
Lemma 10. Let k, ℓ in Z>0, s ∈ {0, . . . , ⌊k/2⌋}, t ∈ {0, . . . , ⌊ℓ/2⌋} and
n ∈ Z>0. If a = (ar)0≤r≤n satises
n∑
r=0
ar
(
r
α
)(
n− r
β
)
(k + r − u− 1)!(ℓ+ n− r − v − 1)! = 0
for all (u, v, α, β) ∈ E(s, t, n), then there exists λ ∈ C suh that
ar = λ(−1)
r
(
k + n− s− 1
n− r
)(
ℓ+ n− t− 1
r
)
for all r ∈ {0, . . . , n}.
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Proof. Dene b = (br)0≤r≤n by
br = ar(k + r − s− 1)!(ℓ+ n− r − t− 1)!
for all r. Then
n∑
r=0
br
(
r
α
)(
n− r
β
)(
k + r − u− 1
s− u
)(
ℓ+ n− r − v − 1
t− v
)
= 0
for all (u, v, α, β) ∈ E(s, t, n). Choosing u = s, t = v and β = 0 leads to
F (α)(1) = 0 for all α ∈ {0, . . . , n−1} where F is the generating (polynomial)
funtion of b dened by
F (x) =
n∑
r=0
brx
r.
This implies the existene of µ ∈ C suh that F (x) = µ(x − 1)n and thus
br = µ(−1)
r
(n
r
)
. The result follows by dening
λ = µ
n!
(k − s+ n− 1)!(ℓ − t+ n− 1)!
.

We obtain the existene of the Rankin-Cohen operator for quasimodular
forms in showing that the vetor a we found in lemma 10 is admissible.
Lemma 11. Let k, ℓ in Z>0, s ∈ {0, . . . , ⌊k/2⌋}, t ∈ {0, . . . , ⌊ℓ/2⌋} and
n ∈ Z>0. Let a = (ar)1≤r≤n be dened by
ar = (−1)
r
(
k − s+ n− 1
n− r
)(
ℓ− t+ n− 1
r
)
.
Then
Φa
(
M˜≤sk , M˜
≤t
ℓ
)
⊂ M˜≤s+tk+ℓ+2n.
Proof. By lemma 9 it sues to hek that
(10) ∑
(r1,r2)∈Z≥0×Z≥0
r1+r2=n
(−1)r1
r1!r2!
(
r1
α
)(
r2
β
)(
k − u− 1 + r1
s− u
)(
ℓ− v − 1 + r2
t− v
)
= 0
for all (u, v, α, β) ∈ E(s, t, n). Fix (u, v, α, β) ∈ E(s, t, n), then (10) is the
oeient of order n in the produt P1(X)P2(X) where
P1(X) =
+∞∑
r1=0
(−1)r1
r1!
(
r1
α
)(
k − u− 1 + r1
s− u
)
Xr1
P2(X) =
+∞∑
r2=0
1
r2!
(
r2
β
)(
ℓ− v − 1 + r2
t− v
)
Xr2 .
We have
P1(X) =
Xα
α!
Q
(α)
1 (X)
with
Q1(X) =
+∞∑
r1=0
(−1)r1
r1!
(
k − u− 1 + r1
s− u
)
Xr1
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and
Q1(X) =
X−k+s+1
(s− u)!
R
(s−u)
1 (X)
with
R1(X) =
+∞∑
r1=0
(−1)r1
r1!
Xr1+k−u−1
= Xk−u−1e−X .
We therefore may write P1(X) = Π1(X)e
−X
where Π1 is a polynomial of
degree α+ s − u. Similary, P2(X) = Π2(X)e
X
where Π2 is a polynomial of
degree β + t− v. It follows that P1P2 is a polynomial of degree α+ β + s+
t − u − v. Finally, sine, by denition, α + β − u − v < n − s − t we get
(10). 
Remark 9. With the help of the hypergeometri methods [PWZ96, Chapter
3℄, we obtain that
Π1(X) = (−1)
α
s−u+α∑
r=α
(
k + α− u− 1
k + r − s− 1
)(
r
α
)
Xr
r!
and
Π2(X) = (−1)
β
t−v+β∑
r=β
(−1)r
(
ℓ+ β − v − 1
ℓ+ r − t− 1
)(
r
β
)
Xr
r!
Previous lemmas prove theorem 1.
3. Rankin-Cohen brakets and derivation
In this setion, we prove theorem 3. First, we remark that
(11) Φn;k,s;ℓ,t(f, g)
′ =
n−1∑
r=0
(−1)r
[(
k − s+ n− 1
n− r
)(
ℓ− t+ n− 1
r
)
−
(
k − s+ n− 1
n− r − 1
)(
ℓ− t+ n− 1
r + 1
)]
f (r+1)g(n−r)
+
(
k − s+ n− 1
n
)
fg(n+1) + (−1)n
(
ℓ− t+ n− 1
n
)
f (n+1)g.
Next,
Φn;k,s;ℓ+2,t+1(f, g
′) =
(
k − s+ n− 1
n
)
fg(n+1)
−
n−1∑
r=0
(−1)r
(
k − s+ n− 1
n− r − 1
)(
ℓ− t+ n
r + 1
)
f (r+1)g(n−r)
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so that
(12) Φn;k+2,s+1;ℓ,t(f
′, g) + Φn;k,s;ℓ+2,t+1(f, g
′) =(
k − s+ n− 1
n
)
fg(n+1) + (−1)n
(
ℓ− t+ n− 1
n
)
f (n+1)g
+
n−1∑
r=0
(−1)r
[(
k − s+ n
n− r
)(
ℓ− t+ n− 1
r
)
−
(
k − s+ n− 1
n− r − 1
)(
ℓ− t+ n
r + 1
)]
f (r+1)g(n−r)
and equality from (11) and (12) follows by expanding the binomial oe-
ients.
4. A more preise struture result
In this setion, we prove proposition 2. Let n > 0. If f ∈ M˜ sk and g ∈ M˜
t
ℓ
then Φn;k,s;ℓ,t(f, g) has weight k + ℓ + 2n and depth less than s + t. Sine
n > 0 this depth is not maximal sine
s+ t ≤
k
2
+
ℓ
2
<
k + ℓ+ 2n
2
.
Then it follows from proposition 8 that
Φn;k,s;ℓ,t(f, g) ∈Mk+ℓ+2n ⊕
s+t⊕
j=1
Dj Mk+ℓ+2n−2j.
However, the denition of Φn;k,s;ℓ,t(f, g) implies that its Fourier oeient
at 0 is 0 and sine this is also true for derivatives of modular forms we get
Φn;k,s;ℓ,t(f, g) ∈ Sk+ℓ+2n ⊕
s+t⊕
j=1
Dj Mk+ℓ+2n−2j.
The ontribution to Φn;k,s;ℓ,t(f, g) oming from
Sk+ℓ+2n ⊕
s+t−1⊕
j=1
Dj Mk+ℓ+2n−2j
has depth stritly less than s+ t. Hene
Qs+t (Φn;k,s;ℓ,t(f, g)) = Qs+t(D
s+t g)
where g ∈Mk+ℓ+2n−2s−2t. Sine
Qs+t(D
s+t g) = (2πi)−s−t
(k + ℓ+ 2n − s− t− 1)!
(k + ℓ+ 2n− 2s− 2t− 1)!
g
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(see (6)), to prove that g is paraboli we shall prove that the Fourier oe-
ient at 0 of Qs+t (Φn;k,s;ℓ,t(f, g)) is 0. From (8) we get
(13)
Qs+t (Φn;k,s;ℓ,t(f, g)) =
∑
u
∑
v
∑
(α,β)∈Z2
≥0
α+β=n+u+v−s−t
(
1
2πi
)n−α−β∑
r
ar(r−α)!(n−r−β)!
×
(
r
α
)(
n− r
β
)(
k + r − u− 1
r − α
)(
ℓ+ n− r − v − 1
n− r − β
)
Qu(f)
(α)Qv(g)
(β).
Sine derivatives of quasimodular forms have Fourier oeients vanishing
at 0, the only ontribution to the Fourier oeient of Qs+t (Φn;k,s;ℓ,t(f, g))
at 0 is given by (α, β) = (0, 0) in (13). However, the summation is on (α, β)
suh that α + β = n + u + v − s − t and we have n + u + v − s − t > 0 if
n > s+ t. Thanks to (13) we also see that if f ∈ M˜≤sk and g ∈ M˜
≤t
ℓ satises
s+ t > 0 and ĝ(0) = 0 then
Φs+t;k,s;ℓ,t(f, g) ∈ Sk+ℓ+2s+2t ⊕
s+t−1⊕
j=1
DjMk+ℓ+2s+2t−2j ⊕D
s+t Sk+ℓ.
5. Appliations
An easy but useful onsequene of the fat that D∆ = ∆E2 is the following
lemma.
Lemma 12. Let n ≥ 0. Let f ∈ M˜≤sk and g ∈ M˜
≤t
ℓ . There exists h ∈
M˜≤s+tk+ℓ+2n suh that
Φn;k,s;ℓ,t(f,∆g) = ∆h.
For example, we have
Φ1;k+12,s;12,0(∆f,∆) = ∆Φ1;k,s;12,0(f,∆).
5.1. Homogoneous produts of derivatives of E2. In this setion we
prove proposition 4 by reursion on n. For n = 0 we have E22 = E4 +
12DE2 ∈ CE4 ⊕ CDE2. Assume that:
Dr E2D
n−r E2 ∈
n−4⊕
j=0
j≡n (mod 2)
Dj S2n+4−2j⊕CD
nE4⊕CD
n+1E2 (0 ≤ r ≤ n).
Deal rst with the ase where n = 2m is even. By reursion hypothesis,
we have
D
(
Dr E2D
n−r E2
)
= Dr E2D
n+1−r E2 +D
r+1E2D
n−r E2
∈
n−4⊕
j=0
j≡n (mod 2)
Dj+1 S2n+4−2j ⊕ CD
n+1E4 ⊕ CD
n+2E2.
The set {Dr E2D
n−r E2, 0 ≤ r ≤ n} has m+1 distint terms (orresponding
to 0 ≤ r ≤ m). The set {Dr E2D
n+1−r E2, 0 ≤ r ≤ n + 1} has also m + 1
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distint terms (orresponding to 0 ≤ r ≤ m). It follows that{
Dr E2D
n+1−r E2 +D
r+1E2D
n−r E2, r ∈ {0, . . . ,m}
}
and {
Dr E2D
n+1−r E2, r ∈ {0, . . . ,m}
}
are basis of the same spae with hange of basis matrix given by
1 0 . . . . . . 0
1 1
.
.
.
.
.
.
0 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 1 0
0 . . . 0 1 2
 .
It follows that for any r ∈ {0, . . . ,m} (hene any r ∈ {0, . . . , n}) we have
Dr E2D
n+1−r E2 ∈
n−3⊕
j=0
j≡n+1 (mod 2)
Dj S2n+6−2j ⊕ CD
n+1E4 ⊕ CD
n+2E2.
We now deal with the ase where n = 2m − 1 is odd. Again, by reursion
hypothesis, we have
D
(
Dr E2D
n−r E2
)
= Dr E2D
n+1−r E2 +D
r+1E2D
n−r E2
∈
n−4⊕
j=0
j≡n (mod 2)
Dj+1 S2n+4−2j ⊕ CD
n+1E4 ⊕ CD
n+2E2.
The subspae generated by all the quasimodular forms Dr E2D
n+1−r E2 +
Dr+1E2D
n−r E2 when r runs over {0, . . . , 2m− 1} is the hyperplane{
2m∑
r=0
αr D
r E2D
2m−r E2|
2m∑
r=0
(−1)rαr = 0
}
hene it is suient for the proof of our reursion step to nd a linear om-
bination
2m∑
r=0
αr D
r E2D
2m−r E2 ∈
2m−4⊕
j=0
j even
Dj S4m+4−2j ⊕ CD
2mE4 ⊕ CD
2m+1E2
with
2m∑
r=0
(−1)rαr 6= 0.
This is the step where we use Rankin-Cohen brakets. Sine [E2, E2]2m+2 ∈
M˜≤24m+8 we have Q2 ([E2, E2]2m+2) ∈ S4m+4 (see (13) for the uspidality).
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Equation (8) ombined with the fat that Q1(E2) is onstant implies that
(14) Q2 ([E2, E2]2m+2) =
24
(2πi)2
(2m+ 2)D2m+1E2 +
4
(2πi)2
[
2m+2∑
r=2
(−1)r
(
2m+ 2
r
)2(r
2
)(
r + 1
2
)
Dr−2E2D
2m+2−r E2
+
2m+1∑
r=1
(−1)r
(
2m+ 2
r
)2(r + 1
2
)(
2m+ 3− r
2
)
Dr−1E2D
2m+1−r E2
]
.
Let
αr(N) = 2(−1)
r
(
r
2
)(
N
r
)(
N
r − 1
)
(N + 1− 2r).
Equation (14) gives
2m+2∑
r=2
αr(2m+ 2)D
r−2E2D
2m+2−r E2 =
(2πi)2Q2 ([E2, E2]2m+2)− 24(2m+ 2)D
2m+1E2
∈ S4m+4 ⊕CD
2m+1E2.
Let βr(N) = (−1)
rαr(N). We prove that
A(N) =
N∑
r=2
(−1)rαr(N) =
∑
r∈Z
βr(N)
is stritly negative (hene diers from 0). Zeilberger's algorithm (e.g., on the
open-soure omputer algebra systemMaxima) [PWZ96, Chapter 6℄ provides
a funtion K(N, r) suh that2
2(N + 1)(2N − 1)βr(N)−N(N − 1)βr(N + 1) =
K(N, r + 1)βr+1(N)−K(N, r)βr(N).
More preisely
(15) K(N, r) =
(r − 2)(r − 1)(N + 1)[3N3 + 8N2(1− r) +N(4r2 − 6r + 3)− 2r2 + 4r − 2]
(N − 2r + 1)(N − r + 1)(N − r + 2)(N − 1)
.
We dedue the reursive formula
A(N + 1)
A(N)
=
2(N + 1)(2N − 1)
N(N − 1)
whih, sine A(2) = 4, implies
A(N) = −N(N − 1)
(
2N − 2
N − 1
)
< 0.
Finally, we have found a funtion whih belongs to the hyperplane. This
ompletes the proof.
2
Note that no algorithm is needed to hek that K(N, r) as dened in (15) works.
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5.2. Niebur formula. From proposition 4 we obtain
Φ4;2,1;2,1(E2, E2) ∈ S12 = C∆.
The omputation of the rst oeients gives Φ4;2,1;2,1(E2, E2) = −48∆.
This is the dierential equation proved by Niebur in [Nie75℄ :
23 · 3∆ = 18(D2E2)
2 + E2D
4E2 − 16DE2D
3E2
and omparing the Fourier expansions gives Niebur formula.
5.3. van der Pol formula. From proposition 2 we obtain
Φ1;4,0;6,1(E4,DE4) ∈ S12.
The omputation of the rst oeient gives Φ1;4,0;6,1(E4,DE4) = 960∆.
This is the dierential equation proved by van der Pol:
4E4D
2E4 − 5(DE4)
2 = 960∆.
It leads to
τ(n) = n2σ3(n) + 60
∑
a+b=n
(4b− 5a)bσ3(a)σ3(b)
= n2σ3(n) + 60
n−1∑
a=1
(9a2 − 13an + 4n2)σ3(a)σ3(n− a)
= n2σ3(n) + 60
n−1∑
b=1
(9b2 − 5bn)σ3(a)σ3(n− a)
and the summation of the two last equalities implies the van der Pol formula
in its original form [vdP51, eq. (53)℄:
τ(n) = n2σ3(n) + 60
n−1∑
a=1
(2n− 3a)(n − 3a)σ3(a)σ3(n− a).
5.4. Chazy equation. Reall that we proved at the end of the introdution
that an equation of the shape
αE2D
2E2 + β(DE2)
2 = D3E2
has to exist. Coeients α and β an be omputed by identiations of the
rst Fourier oeients. Our aim in this setion is to give an interpretation
of this equation in terms of Rankin-Cohen brakets. We have
Φ1;2,1;12,0(E2,∆) ∈ ∆M˜
≤1
4 = C∆E4
hene
Φ1;2,1;12,0(E2,∆) = ∆E4
and
Φ1;4,0;12,0(E4,∆) ∈ ∆M6 = C∆E6
hene
Φ1;4,0;12,0(E4,∆) = 4∆E6
so that
Φ1;16,0;12,0 (Φ1;2,1;12,0(E2,∆),∆) = ∆Φ1;4,0;12,0(E4,∆) = 4∆
2E6.
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Next we ompute
Φ1;30,0;12,0(∆
2E6,∆) = ∆
2Φ1;6,0;12,0(E6,∆) ∈ ∆
3M8 = C∆
3E24
hene
Φ1;30,0;12,0(∆
2E6,∆) = 6∆
3E24 = 6∆Φ1;2,1;12,0(E2,∆)
2
and
Φ1;30,0;12,0 (Φ1;16,0;12,0 (Φ1;2,1;12,0(E2,∆),∆) ,∆) = 24∆Φ1;2,1;12,0(E2,∆)
2.
This is (2). We dedue the usual form of the Chazy equation in the following
way. From
K := Φ1;2,1;12,0(E2,∆) = E2D∆− 12DE2∆ = ∆(E
2
2 − 12DE2)
we get
L := Φ1;16,0;12,0(K,∆) = 16K∆−12DK∆ = 4∆
2(E32−18E2 DE2+36D
2E2)
and sine
Φ1;30,0;12,0(L,∆) = 30LD∆− 12DL∆
= 24∆3
(
E42 − 24E
2
2 DE2 + 72E2 D
2E2 + 36(DE2)
2 − 72D3E2
)
the equality Φ1;30,0;12,0(L,∆) = 24∆K
2
gives the Chazy equation
2D3E2 − 2E2D
2E2 + 3(DE2)
2 = 0.
Referenes
[BTY07℄ Pierre Bieliavsky, Xiang Tang, and Yijun Yao, Rankin-Cohen brakets and for-
mal quantization, Adv. Math. 212 (2007), no. 1, 293314. MR MR2319770
[CMS01℄ Y. Choie, B. Mourrain, and P. Solé, Rankin-Cohen brakets and invariant theory,
J. Algebrai Combin. 13 (2001), no. 1, 513. MR MR1817700 (2002a:11039)
[CMZ97℄ Paula Beazley Cohen, Yuri Manin, and Don Zagier, Automorphi pseudodif-
ferential operators, Algebrai aspets of integrable systems, Progr. Nonlinear
Dierential Equations Appl., vol. 26, Birkhäuser Boston, Boston, MA, 1997,
pp. 1747. MR MR1418868 (98e:11054)
[MR05℄ François Martin and Emmanuel Royer, Formes modulaires et périodes, Formes
modulaires et transendane, Sémin. Congr., vol. 12, So. Math. Frane, Paris,
2005, pp. 1117. MR MR2186573 (2007a:11065)
[Nie75℄ Douglas Niebur, A formula for Ramanujan's τ -funtion, Illinois J. Math. 19
(1975), 448449. MR MR0382171 (52 #3059)
[PWZ96℄ Marko Petkov²ek, Herbert S. Wilf, and Doron Zeilberger, A = B, A K Pe-
ters Ltd., Wellesley, MA, 1996, With a foreword by Donald E. Knuth, With a
separately available omputer disk. MR MR1379802 (97j:05001)
[RS07℄ B. Ramakrishnan and Brundaban Sahu, Rankin-Cohen Brakets and van
der Pol-Type Identities for the Ramanujan's Tau Funtion, arXiv:0711.3512v1
[math.NT℄ (2007), 14 pages.
[UU96℄ André Unterberger and Julianne Unterberger, Algebras of symbols and modular
forms, J. Anal. Math. 68 (1996), 121143. MR MR1403254 (97i:11044)
[vdP51℄ Balth van der Pol, On a non-linear partial dierential equation satised by the
logarithm of the Jaobian theta-funtions, with arithmetial appliations. I, II,
Nederl. Akad. Wetensh. Pro. Ser. A. 54 = Indagationes Math. 13 (1951),
261271, 272284. MR MR0042599 (13,135a)
[Yao07℄ Yi-Jun Yao, Autour des déformations de rankin-ohen,
thèse, Éole polytehnique, january 2007, Available at
http://www.imprimerie.polytehnique.fr/Theses/Files/Yao.pdf .
RANKIN-COHEN BRACKETS ON QUASIMODULAR FORMS 17
[Zag92℄ Don Zagier, Introdution to modular forms, From number theory to physis
(Les Houhes, 1989), Springer, Berlin, 1992, pp. 238291. MR MR1221103
(94e:11039)
[Zag94℄ , Modular forms and dierential operators, Pro. Indian Aad. Si.
Math. Si. 104 (1994), no. 1, 5775, K. G. Ramanathan memorial issue.
MR MR1280058 (95d:11048)
Université Blaise Pasal  Clermont-Ferrand, Laboratoire de Mathéma-
tiques Pures, Les Cézeaux, F63177 Aubière edex, Frane
E-mail address: Franois.Martinmath.univ-bplermont.fr
Université Blaise Pasal  Clermont-Ferrand, Laboratoire de Mathéma-
tiques Pures, Les Cézeaux, F63177 Aubière edex, Frane
E-mail address: Emmanuel.Royermath.univ-bplermont.fr
