Abstract -We present in this paper an Independent Gabor Features (IGF) method and its ap- 
Introduction
Face recognition involves computer recognition of personal identity based on geometric or statistical features derived from face images [4] , [46] , [42] . Even though humans can detect and identify faces in a scene with little or no effort, building an automated system that accomplishes such objectives is, however, very challenging. The challenges are even more profound when one considers the large variations in the visual stimulus due to illumination conditions, viewing directions or poses, facial expression, aging, and disguises such as facial hair, glasses or cosmetics. The enormity of the problem has involved hundreds of scientists in interdisciplinary research but the ultimate solution remains elusive [34] , [35] . Face recognition research provides the cutting edge technologies in commercial, law enforcement, and military applications. An automated vision system that performs the functions of face detection, verification and recognition will find countless unobtrusive applications, such as airport security and access control, building (embassy) surveillance and monitoring, human-computer intelligent interaction and perceptual interfaces, and smart environments at home, office, and cars [34] , [36] , [4] , [42] .
An automated face recognition system includes several related face processing tasks, such as detection of a pattern as a face, face tracking in a video sequence, face verification, and face recognition. Face detection generally learns the statistical models of the face and nonface images, and then applies a two-class classification rule to discriminate between face and nonface patterns.
Face tracking predicts the motion of faces in a sequence of images based on their previous trajectories and estimates the current and future positions of those faces. While face verification is mainly concerned with authenticating a claimed identity posed by a person, face recognition focuses on recognizing the identity of a person from a database of known individuals.
Face detection is the first stage of an automated face recognition system, since a face has to be located before it is recognized. Earlier efforts had been focused on correlation or template matching, matched filtering, sub-space methods, deformable templates, etc.. Recent approaches emphasize on data-driven learning-based techniques, such as the statistical modeling methods [31] , [44] , [43] , the neural network-based learning methods [40] , [44] , the statistical learning variable illumination and facial expression; and (ii) an ORL data set that contains 400 images corresponding to 40 subjects. The effectiveness of the IGF method is shown in terms of both absolute performance indices and comparative performance against some popular face recognition schemes such as the Gabor wavelet-based classification method [8] , the kernel PCA method [52] , the kernel Fisherfaces method [51] , the hybrid neural-network method [22] , the feature line method [24] , and the Eigenfaces method [45] . Experimental results indicate that (i) the independent Gabor features greatly enhance the face recognition performance as well as reduce the dimensionality of the feature space when compared with the Gabor features; and (ii) the PRM classification method coupled with the independence property further enhances face recognition performance. In particular, the IGF method achieves 98.5% correct face recognition accuracy when using 180 features for the FERET data set, and 100% accuracy for the ORL data set using 88 features.
The remainder of this paper is organized as follows: Sect. 2 describes the related works of face recognition by applying popular statistical techniques such as the PCA, Gabor wavelets, and ICA. While Sect. 3 derives a Gabor feature vector representation, Sect. 4 describes how to use such Gabor vector to derive the IGF method for face recognition. Sect. 5 assesses the performance of the IGF method on the face recognition task by applying the FERET and the ORL data sets and by comparing with some popular face recognition schemes such as the Gabor wavelet-based classification method [8] , the kernel PCA method [52] , the kernel Fisherfaces method [51] , the hybrid neural-network method [22] , the feature line method [24] , and the Eigenfaces method [45] . Finally we conclude our paper and discuss promising directions for future work in Sect. 6.
Related Works
Popular statistical techniques play a very important role in developing face recognition methods [42] , [4] , [35] , [15] , [1] , [10] , [20] . While PCA is widely used in face recognition due to their representation and discrimination properties, Gabor wavelets add nicely the local and orientational characteristics to their transformed features, and ICA improves upon the PCA scheme by considering higher order (¤ ¦ ¥ ) statistics and thereupon enhances the classification performance.
PCA defines a starting set of features for both face representation and recognition. Kirby and Sirovich [19] showed that any particular face can be (i) economically represented along the eigenpictures coordinate space, and (ii) approximately reconstructed using just a small collection of eigenpictures and their corresponding projections ('coefficients'). Applying PCA technique to face recognition, Turk and Pentland [45] developed a well-known Eigenfaces method which sparked great interest in applying statistical techniques to face recognition. PCA is an optimal representation criterion in the sense of mean square error, however, it does not consider the classification aspect. To improve the classification performance, one should combine PCA with some classification criterion, such as the Bayes classifier [31] , [26] .
Gabor wavelets model quite well the receptive field profiles of cortical simple cells [13] . The Gabor wavelet representation, therefore, captures salient visual properties such as spatial localization, orientation selectivity, and spatial frequency. Lades et al. [21] demonstrated the use of Gabor wavelets for face recognition using the Dynamic Link Architecture (DLA) framework.
The DLA starts by computing the Gabor jets, and then it performs a flexible template comparison between the resulting image decompositions using graph-matching. Wiskott et al. [50] have expanded on DLA when they developed a Gabor wavelet based elastic bunch graph matching method to label and recognize human faces. Based on the 2D Gabor wavelet representation and the labeled elastic graph matching, Lyons et al. [30] , [29] proposed an algorithm for two-class categorization of gender, race, and facial expression. The algorithm includes two steps: registration of a grid with the face using either labeled elastic graph matching [21] , [50] or manual annotation of 34 points on every face image [30] ; and categorization based on the features extracted at grid points using linear discriminant analysis (LDA). Donato et al. [8] compared a method based on Gabor representation with other techniques and found that the former gave better performance.
ICA has emerged recently as one powerful solution to the problem of blind source separation [5] , [18] , [16] , while its possible use for face recognition has been shown in [2] , [8] by using a neural network approximation. ICA searches for a linear transformation to express a set of random variables as linear combinations of statistically independent source variables [5] . The search criterion involves the minimization of the mutual information expressed as a function of high order cumulants. While PCA considers the 2nd order moments only and it uncorrelates the data, ICA would further reduce statistical dependencies and produce a sparse and independent code useful for subsequent pattern discrimination and associative recall [33] . The role ICA plays is to seek non-accidental and sparse feature codes analogue to the goal of sensory systems "to detect redundant features and to form a representation in which these redundancies are reduced and the independent features and objects are represented explicitly" [14] . ICA thus provides a more powerful data representation than PCA [18] .
Gabor Feature Analysis
The Gabor wavelets, which capture the properties of spatial localization, orientation selectivity, spatial frequency selectivity, and quadrature phase relationship, seem to be a good approximation to the filter response profiles encountered experimentally in cortical neurons [6] , [12] , [17] , [3] .
The Gabor wavelets have been found to be particularly suitable for image decomposition and representation when the goal is the derivation of local and discriminating features. Most recently, Donato et al [8] have experimentally shown that the Gabor filter representation gave better performance for classifying facial actions. In this section, we review the basics on Gabor wavelets, describe the Gabor feature representation of images, and derive a Gabor feature vector for face
Gabor wavelets are used for image analysis because of their biological relevance and computational properties [6] , [21] , [23] , [11] , [8] . The Gabor wavelets, whose kernels are similar to the 2D receptive field profiles of the mammalian cortical simple cells, exhibit strong characteristics of spatial locality and orientation selectivity, and are optimally localized in the space and frequency domains.
The Gabor wavelets (kernels, filters) can be defined as follows [21] , [8] : is the spacing factor between kernels in the frequency domain [21] .
The Gabor kernels in Eq. 1 are all self-similar since they can be generated from one filter, the mother wavelet, by scaling and rotation via the wave vector
. Each kernel is a product of a Gaussian envelope and a complex plane wave, while the first term in the square brackets in Eq. 1 determines the oscillatory part of the kernel and the second term compensates for the DC value.
The effect of the DC term becomes negligible when the parameter S , which determines the ratio of the Gaussian window width to wavelength, has sufficiently high values.
In most cases one would use Gabor wavelets at five different scales,
, and eight orientations, x p g q i P k l l R r o [12] , [17] , [3] , [49] . Fig. 2 shows the real part of the Gabor kernels at five scales and eight orientations and their magnitudes, with the following parameters:
, and D t ¥
. The kernels exhibit strong characteristics of spatial locality and orientation selectivity, making them a suitable choice for image feature extraction when one's goal is to derive local and discriminating features for (face) classification.
The Gabor wavelet representation of an image is the convolution of the image with a family of Gabor kernels as defined by Eq. The convolution outputs (both the real part and the magnitude) of a sample image (the first image in Fig. 4 ) and those Gabor kernels (see Fig. 2 ) are shown in Fig. 3 . The outputs exhibit strong characteristics of spatial locality, scale and orientation selectivity corresponding to those displayed by the Gabor wavelets in Fig. 2 by a factor to reduce the dimensionality of the original vector space, and then normalize it to zero mean and unit variance, which is a common normalization procedure in face recognition [48] . Let 
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denote a normalized output (downsampled by and normalized to zero mean and unit variance), then the feature vector c is defined as follows:
where is the transpose operator. The feature vector thus encompasses all the outputs,
), as important discriminating information.
Independent Component Analysis of the Gabor Features for Face Recognition
We now describe our Independent Gabor Features (IGF) method for face recognition. The
Gabor feature vector introduced in Sect. 3.2 resides in a space of very high dimensionality: g ¡ , where
¢ is the dimensionality of the vector space. Psychophysical findings indicate, however, that "perceptual tasks such as similarity judgment tend to be performed on a low-dimensional representation of the sensory data. Low dimensionality is especially important for learning, as the number of examples required for attaining a given level of performance grows exponentially with the dimensionality of the underlying representation space" [9] . Lowdimensional representations are also important when one considers the intrinsic computational aspect. Principal component analysis [7] is the method of choice when the primary goal is to project the similarity judgment for face recognition into a low dimensional space [45] . An important property of PCA is its optimal signal reconstruction in the sense of minimum Mean Square Error (MSE) when only a subset of principal components is used to represent the original signal.
Following this property, an immediate application of PCA is dimensionality reduction:
where 
PCA driven coding schemes are optimal and useful only with respect to data compression and decorrelation of low (second) order statistics. The Independent Component Analysis (ICA) method, which expands on PCA as it considers higher (¤
¿ ¥
) order statistics, is used here to derive independent Gabor features found useful for the recognition of human faces. ICA of a random vector seeks a linear transformation that minimizes the statistical dependence between its components [5] . In particular, let 
To derive the ICA transformation È , Comon [5] developed an optimization criterion for measuring the independence of the components of the random vector
Ê
. This criterion calculates the Kullback-Leibler divergence (or relative entropy) of the two pdf's corresponding to the left and the right sides of Eq. 10:
Eq. 11 specifies the average mutual information of 
By means of Eq. 12 and 13, which provide an way to approximate the mutual information, Comon [5] developed an optimization procedure (minimization of the mutual information) that consists of three major steps: (i) a whitening procedure, which involves only second-order statistics, cancels the last term of Eq. 12; (ii) a number of rotation transformations, which apply highorder statistics by means of ç -statistics, minimize the second term on the right side of Eq. 12 while keeping the others constant; and (iii) a normalization procedure, which standardizes the column vectors of È in Eq. 9 in terms of order, norm, and phase (sign), defines a unique ICA representation. 
Ê c
, of the image is thus defined as follows:
The next step after the extraction of an appropriate set of features is the classifier design. When the underlying probability density functions are known, the Bayes classifier yields the minimum error. This error, called the Bayes error, is the optimal measure for feature effectiveness when classification is of concern, since it is a measure of class separability. The Probabilistic Reasoning
Model (PRM) method [26] defines a Bayes linear classifier under the assumption that the withinclass covariance matrices are identical and diagonal. Such an assumption is especially reasonable for the IGF method, since the features derived by the IGF method have independent components (note that the 'identical and diagonal' assumption takes place after the ICA transformation rather than before it). As a result, the IGF method applies the MAP Bayes rule via the PRM method for classification. In particular, Let
, be the mean of the training samples for class ñ p after the ICA transformation. The IGF method exploits, then, the following MAP classification rule of the PRM method [26] : , and the cosine similarity measure,
, which are defined as follows:
where F F denotes the norm operator.
We assess the feasibility and performance of the Independent Gabor Features (IGF) method on the face recognition task, using two data sets: (i) a FERET [38] data set that contains 600 frontal face images corresponding to 200 subjects, which are acquired under variable illumination and facial expression; and (ii) an ORL data set that contains 400 images corresponding to 40 subjects. The effectiveness of the IGF method is shown in terms of both absolute performance indices and comparative performance against some popular face recognition schemes such as the Gabor wavelet-based classification method [8] , the kernel PCA method [52] , the kernel Fisherfaces method [51] , the hybrid neural-network method [22] , the feature line method [24] , and the Eigenfaces method [45] .
There are many facial databases available for evaluating face recognition algorithms. We now briefly review the FERET facial database, the ORL face database, the Yale face database, the Purdue face database, and the M2VTS multimodal face database and the extended M2VTS multimodal face database (XM2VTSDB). These are commonly used databases in the face recognition community, and the ORL, Yale, and Purdue face databases are publicly available for noncommercial use.
The FacE REcognition Technology (FERET) facial database [38] The M2VTS multimodal face database and the extended M2VTS multimodal face database (XM2VTSDB) contain audio and video sequences useful for speech and face verification.
The two data sets used to evaluate our IGF method are from the FERET facial database and the ORL face database. The FERET database is chosen because it has become the de facto standard for evaluating face recognition technologies. The ORL database is chosen to facilitate the comparison of our IGF method with recent face recognition methods, such as the kernel PCA method [52] , the kernel Fisherfaces method [51] , the feature line method [24] , the hybrid neural-network method [22] , which used the ORL database for performance evaluation.
The FERET data set used in our experiments includes 600 face images corresponding to 200 subjects such that each subject has three images. The spatial and grey-level resolutions of the images are 256 384 and 256, respectively. In order to extract the facial region, the images are normalized to the size of 128 128 using the manually detected centers of the eyes. Fig. 4 shows some examples of the normalized images. Two images are randomly chosen from the three images available for each subject for training, while the remaining image is used for testing.
In particular, Fig. 4 shows in the top two rows the examples of training images used in our experiments, and in the bottom row the examples of test images.
All the 400 images from the ORL database are used to evaluate the face recognition performance of our IGF method. 
Two sets of experiments are carried out using the FERET data set and the ORL data set, respectively. The IGF method is compared against some popular face recognition schemes such as the Gabor wavelet-based classification method [8] , the kernel PCA method [52] , the kernel Fisherfaces method [51] , the hybrid neural-network method [22] , the feature line method [24] , and the Eigenfaces method [45] .
The first set of experiments is carried out using the FERET data set. For comparison purpose, we first experimented with the original images as shown in Fig. 4 by applying the Eigenfaces method [45] . When 180 features (the specific number of features chosen here facilitates later comparison with other methods) were used, the face recognition rates were 70.5%, 42.5%, and less preferentially weights the low frequencies in the PCA space. As the cosine similarity measure does not compensate the low frequency preference, it performs the worst.
We then experimented with the Gabor convolution outputs,
, derived in Sect. 3.2 using the Gabor wavelet based classification method [8] . For the first set of experiments, we downsampled the Gabor wavelet representation,
, by a factor of 16 to reduce the dimensionality and normalized
to unit length, as suggested by Donato et al. [8] . We use
to represent such Gabor transformation. The classification performance using such Gabor outputs was shown in Table 1 . The best performance, 76% correct recognition rate, was achieved using the Table 1 suggested that the Gabor feature vector carried quite similar discriminant information to the one used in [8] , and the performance differences using the three different downsampling factors were not significant. We therefore chose 64 as the downsampling factor for the Gabor convolution outputs, since it reduces to a larger extent the dimensionality of the vector space than the other two factors do. (We experimented with other downsampling factors as well. When the downsampling factors are 256 and 1024, the performance is marginally less effective; when the downsampling factor is 4096, the recognition rate drops dramatically.)
The experimental results lead to the following findings: (i) The classification performance with the Gabor convolution outputs is better than that achieved by the Eigenfaces method using the original face images, a finding consistent with the reports in [8] .
(ii) The recognition rate in our experiments is not as high as those reported in [8] and [50] , which is either because they used a large number of video sequences and a small number of subjects, like [8] , or because they applied additional bunch graph method on top of the Gabor representation, like [50] . Note that face recognition tasks usually involve a large number of classes (subjects), but only a few training examples per subject [37] . (iii) Even though these Gabor wavelet classification methods outperform the Eigenfaces method, the dimensionalities of the Gabor features are still too high: 40k, 160k, 40k, 10k (where k = 1,024) for
, and 2
, respectively. High dimensionality often causes the "curse of dimensionality" in statistical estimations and is detrimental to the intrinsic computation aspect.
We experimented then with the independent Gabor features, which were computed as follows:
first, PCA reduced the dimensionality of the Gabor convolution outputs downsampled by a factor 64; and second, ICA derived the independent Gabor features from the reduced Gabor convolution outputs. Using these independent Gabor features, we first implemented face recognition by method. In particular, the IGF method achieves 98.5% correct face recognition rate when using 180 features.
The second set of experiments is carried out using the ORL data set. We first experimented with the original ORL images as shown in Fig. 5 by applying the Eigenfaces method [45] . Fig. 8 shows face recognition performance of the Eigenfaces method when using between 40 and 100
features. Note that the correct recognition rate means the accuracy rate for the top response being correct. Fig. 8 shows that the Eigenfaces has 88% to 89.5% correct recognition rate using between 40 and 100 features. This result is consistent with the one reported by Lawrence et al. [22] who found that using between 40 to 100 Eigenfaces resulted in similar performance, and with five images per person for training and testing, respectively, Eigenfaces resulted in 10.5%
error.
We experimented then with the independent Gabor features derived from the Gabor wavelet representation of the scaled ORL images as shown in Fig. 6 . Fig. 8 shows face recognition performance of the IGF method using the ORL data set. From Fig. 8 , we can see that (i) the IGF method performs better than the Eigenfaces method by a large margin -a finding consistent with the results when the FERET data set is utilized; and (ii) the IGF method achieves 100% correct recognition accuracy when 88 features are used. This result shows that the IGF method with a zero error rate compares favorably against the recent face recognition schemes that apply the same ORL database for performance evaluation, such as the kernel PCA method with an error rate 2.25% [52] , the kernel Fisherfaces method with an error rate 1.25% [51] , the hybrid neuralnetwork method with an error rate 3.8% [22] , the feature line method with an error rate 3.1%
[24].
Conclusions
We introduced in this paper an Independent Gabor Features (IGF) method for face recognition. The IGF method derives first a Gabor feature vector based upon a set of downsampled Gabor wavelet representations of face images by incorporating different orientation and scale local features. Independent component analysis operates then on the Gabor feature vector, whose dimensionality has been reduced by PCA, and derives independent Gabor features. Finally, the independence property of the independent Gabor features leads to the application of the PRM method for classification. The rationale behind integrating the Gabor wavelets and the ICA is two-fold. On the one hand, the Gabor transformed face images exhibit strong characteristics of spatial locality, scale and orientation selectivity, similar to those displayed by the Gabor wavelets.
Such characteristics produce salient local features, such as the features in the neighborhood of the eyes, the nose and the mouth, that are most suitable for face recognition. On the other hand, ICA would further detect redundant features and to form a representation in which these redundancies are reduced and the independent features are represented explicitly [14] . Such independent features are most useful for subsequent pattern discrimination and associative recall [33] . The IGF method facilitates automatic implementation because it does not involve non-trivial manual annotation of shape points [28] , and it expands on our previous conference paper [27] by adding more experiments and new comparisons with recent face recognition methods.
Our next goal is to search for a sparse code of the Gabor wavelet representation of face images, before forming the Gabor feature vector and applying the IGF method for classification. The sparse code should represent the sparse structures displayed by the features of the Gabor transformed face images in terms of spatial locality, scale and orientation selectivity. Such a sparse coding scheme has been suggested by Olshausen and Field [33] for natural image analysis. Another possibility is to search, using the Evolutionary Pursuit (EP) method [25] , for the sparse features directly with the twin goals of reducing the amount of data used for classification and simultaneously providing enhanced discriminatory power. The search for such features would be driven by the need to increase the generalization ability of the learning classification machine as a result of leveraging the trade-off between minimizing the empirical risk encountered during training and narrowing the confidence interval for reducing the guaranteed risk while testing on unseen data [47] .
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