Automatic recognition of human faces is a significant problem in the development and application of pattern recognition. In this paper, we introduce a simple technique for identification of human faces in cluttered scenes based on neural nets. In detection phase, neural nets are used to test whether a window of 18x27 pixels contains a face or not. A major difficulty in learning process comes from the large database required for face / nonface images. We solve this problem by dividing these data into two groups. Such division results in reduction of computational complexity and thus decreasing the time and memory needed during the test of an image. The proposed face recognition technique consists of three parts; preprocessing, feature extraction, and recognition steps. Gradient Vector method is used for facial feature extraction. A face recognition system based on recent method which concerned with both representation and recognition using artificial neural networks is presented. It then evaluates the performance of the system by applying two photometric normalization techniques: histogram equalization and homomorphic filtering. The system produces promising results for face verification and face recognition.
is organized as follows. Section 2 describes the system process flow and the modules of the proposed face recognition system. Section 3 elaborates the methodology used for the preprocessing, feature extraction, and classification of the proposed system. Section 4 presents and discusses the experimental results and the conclusions are drawn in section 5.
II. SYSTEM OVERVIEW
The proposed face recognition system consists of two phases which are the enrollment and recognition/verification phases as depicted in Fig. 1 . It consists of several modules which are Image Acquisition, Face Detection, Training, Recognition and Verification.
Fig. 1 Block diagram face detection

A. Enrollment phase
The image is acquired using a web camera and stored in a database. Next, the face image is detected and trained. During training, the face image is preprocessed using geometric and photometric normalization. The features of the face image are extracted using several feature extraction techniques. The features data is then stored together with the user identity in a database. 
III. METHODOLOGY
A. Preprocessing
The purpose of the pre-processing module is to reduce or eliminate some of the variations in face due to illumination. It normalized and enhanced the face image to improve the recognition performance of the system. The photometric normalization consists of removing the mean of the geometrically normalized image and scaling the pixel values by their standard deviation, estimated over the whole cropped image. The photometric normalization techniques applied are Histogram Equalization, and Homomorphic Filtering.
1) Histogram equalization
Histogram equalization is the most common histogram normalization or gray level transform, which purpose is to produce an image with equally distributed brightness levels over the whole brightness scale. It modifies the dynamic range (contrast range) of the image and as a result, some important facial features become more apparent. The steps to perform histogram equalization are as follow:
1. For an N x M image of G gray-levels, create two arrays H and T of length G initialized with 0 values. 2. Form the image histogram: scan every pixel and increment the relevant member of H--if pixel X has intensity p, perform
3. Form the cumulative image histogram Hc, use the same array Hto store the result.
(2) MN Rescan the image and write an output image with gray-levels q, setting q = T[p].
2) Homomorphic filtering
The Homomorphic filtering algorithm is similar to that of Horn's algorithm except the low spatial frequency illumination is separated from the high frequency reflectance by Fourier high pass filtering.. After the homomorphic filtering process, I(x,y), the processed illumination should be drastically reduced due to the high-pass filtering effect, while the reflectance R(x,y) after this procedure should still be very close to the original reflectance. The steps of this algorithm are as follow: 
Suppress low frequency components in Fourier domain
where H(u,v) is a filter in the frequency domain whose entries corresponding to the low frequencies are smaller than 1 (suppression of low-frequency components, the illumination) while the rest entries are 1 to keep the high frequency components in the signal (mostly the reflectance) unchanged. 
Take inverse Fourier transform
L '(x, y)ΔF-'[H(u, v)L(u, v)] = F-1 [H(u, v)R(u, v)] + F-1 [H(u, v)I(u, v)] Δ R '(x,
B. Feature Extraction
The purpose of the feature extraction is to extract the feature vectors or information which represents the face. The feature extraction algorithms used are Gradient feature extraction.
Gradient feature extraction
In my approach, I extract direction features via the directional decomposition of gradient map. The gradient direction features are obtained in three steps: gradient computation, directional decomposition, and feature reduction. After the pre-processing of local window image f(x; y) (18*27 pixels), the gradient vector g(x; y) = [gx; gy] T is computed at each pixel location using the Sobel operator. The two masks of Sobel operator for computing horizontal and vertical gradient components, respectively, are shown in Fig. 4 . Accordingly, the two components are computed by gx (x; y) = f (x + 1, y − 1) + 2f (x + 1, y) + f (x + 1,y + 1) − f (x − 1, y − 1) −2f (x − 1; y) − f (x − 1; y + 1) gy(x; y) = f (x − 1, y + 1) + 2f (x, y + 1)
The gradient vector g(x; y) is stored in a gradient map containing two components gx (x, y) and gy (x; y), which 
C. Classification
The purpose of the classification submodule is to map the feature space of a test data to a discrete set of label data that serves as template. The classification techniques used are, Artificial Neural Network,
Artificial neural networks (ANN)
ANN is a machine learning algorithm that has been used for various pattern classification problems such as gender classification, face recognition, and classification of facial expression. ANN classifier has advantages for classification such as incredible generalization and good learning ability. The ANN takes the features vector as input, and trains the network to learn a complex mapping for classification, which will avoid the need for simplifying the classifier. Being able to offer potentially greater generalization through learning, neural networks/learning methods have also been applied to face recognition in The ANN paradigm that is used in this application is Multilayer Feedforward Neural Networks (MFNNs). MFNNs are a form of non linear network consisting of a set of inputs (forming the input layer), followed by one or more hidden layers of nonlinear neurons and an output layer of non-linear neurons as shown in Fig.  2 . MFNN is an ideal means of tackling a whole range of difficult tasks in pattern recognition and regression because of its highly adaptable non-linear structure. In order to train the network to perform a given tasks the individual weights (wij)for each neuron are set using a supervised learning algorithm known as the error-correction back-propagation algorithm as depicted in Fig. 3 , which involves repeatedly presenting the network with samples from a training set and adjusting the neural weights in order to achieve the required output. It is essentially a gradient descent method, where when adjusting the weight matrices, the direction is move to the greatest descent. The learning constant, i, must be chosen with care. If it is too large, the algorithm may repeatedly overshoot the solution, which will lead to slow convergence or even no convergence at all. However, if it is too small, the algorithm will only approach the solution at a very slow rate, again leading to a slow convergence and increasing the chances of the algorithm becoming stuck in local minima. Two main methods of overcoming these problems are momentum and adaptive learning. For momentum method, if we are consistently moving in the same direction, then we want to build up some momentum in [8] . That direction. This will help us to go through any small local minima and hopefully speed up convergence.
Fig. 5 Flow Chart
IV. EXPERIMENTAL RESULTS
The purpose of the experiment is to evaluate the performance of the face recognition system by applying the photometric normalization techniques: homomorphic filtering and histogram equalization, to the face images. The face images are frontal face images, which are taken from our local face images database. 
Goal
V Conclusion
In summary, artificial Neural Networks and especially MLPs are one of the promises for the future in pattern recognition. They offer an ability to perform tasks outside the scope of traditional processors. They can recognize patterns within large datasets and then generalize those patterns into recommended courses of action. Yet, even though they are not traditionally programmed, the designing of neural networks does require a skill. This skill involves a strategy to acquire the necessary data to train the network. It also involves the selection of learning rules, transfer functions, data preprocessing methods and mainly how to connect the neurons within the network.
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