We consider the problem of minimizing the bandwidth required to repair a failed node when data is stored across n nodes in a distributed manner, so as to facilitate reconstruction of the entire data by connecting to any k out of the n nodes. We provide explicit and optimal constructions which permit exact replication of a failed systematic node.
I. INTRODUCTION
We consider the setting of data storage across n nodes in a distributed manner. A data collector (DC) should be able to reconstruct the entire data by connecting to any k out of the n nodes and downloading all the data stored in them. When a node fails, it has to be regenerated back using the existing nodes. An obvious means of accomplishing this is to use a Reed-Solomon type MDS code where each node stores a single finite field symbol and where one downloads the entire file for regeneration of a failed node. However, storing vectors in place of symbols makes it easy to extract partial information from a node, and helps in reducing the amount of download required for regeneration of a failed node, termed as repair bandwidth.
Recently, there has been additional interest in storing data in systematic form as no post processing is required when the DC connects to the k systematic nodes. On failure of a systematic node, due to their preferred status, there is a need to replace it with an exact replica as quickly as possible. Replacement of a failed node by an exact replica is termed exact regeneration.
In this paper, we consider the problem of minimizing the repair bandwidth for exact regeneration of the systematic nodes. The file to be stored is of size B. Each node can store α units of data (symbols) given by
When a node fails, the failed node has to be regenerated back by downloading β symbols each from d existing nodes as shown in Figure 1 . We consider only linear codes. Consider the exact regeneration of a systematic node, say node l by connecting to some set of d nodes. Each symbol stored is a linear function of the source symbols. By (1) the linear functionals associated with the symbols of any k − 1 of the d nodes are linearly independent of those associated with the symbols of node l. Hence an additional α linear functionals are necessary to exactly regenerate node l. From this it follows that a lower bound on the repair bandwidth dβ is given by
Note that the bound is not restricted to linear codes and holds for the general case as well. In particular, for β = 1 we have
Our focus in the current paper is on the case β = 1. Given a construction for β = 1, constructions for larger β can be obtained by partitioning the data into smaller chunks. Reconstruction and regeneration will be performed separately on these smaller chunks, using the construction for β = 1. This greatly reduces the additional storage and processing requirement. We say a code is optimal exact regenerating if it achieves the the lower bound on repair bandwidth for the exact regeneration of the systematic nodes.
It is not known whether this lower bound is achievable for the problem of exact regeneration of the systematic nodes, and we address this issue in the present paper. For α = 1, we get B = k and the lower bound as d ≥ k. In this case, any [n, k]-MDS code will achieve the lower bound for exact regeneration. Hence, we will consider α > 1 throughout. All our results hold for any n (clear that n ≥ d + 1). We prove that for d ≥ 2k − 3 the lower bound on repair bandwidth is achievable for any β. Here we also establish the necessity of interference alignment. For d ≥ 2k − 1 we provide optimal explicit code constructions. We show that for d ≤ 2k − 4 the lower bound is not achievable with β = 1. We also give a code for all values of k and d, optimal for d ≥ 2k − 1. We have categorized the (k, d) parameter set with respect to the lower bound on repair bandwidth in Figure 2 .
In an independent work [2] , authors consider the same setting and provide constructions for codes corresponding to a repair bandwidth that is significantly higher than the lower bound on repair bandwidth.
The pioneering paper in this area [1] considers a more general setting in which each node stores slightly more data than the minimum required, namely α = (B/k)ν for some ν ≥ 1, in order to reduce the repair bandwidth. In this scheme, the regenerated node need not be identical to the failed node as long as it maintains all the properties of the system. The authors establish a tradeoff between the amount of storage in each node α and the repair bandwidth dβ. In the present paper, we are interested only in the case ν = 1 which corresponds to the Minimum Storage Regeneration (MSR) point on the tradeoff. The bound given in equation (2) matches with the MSR point on the tradeoff.
In our previous work [3] , we consider the problem of exact regeneration, however for that value of ν > 1 which minimizes the repair bandwidth. We give explicit codes for the other extreme point on the tradeoff, and an approximately exact regenerating code for the MSR point, both of which minimize the repair bandwidth at the respective points.
In the rest of the paper, the results are presented in terms of k and α, as this leads to a more intuitive understanding of the codes. In Section II we give a subspace viewpoint which will be used throughout the paper. Explicit and optimal code constructions for k ≤ α are given in Section III. The existence and construction of optimal codes for k ≤ α + 2 is given in Section IV. In Section V we prove that the lower bound on the repair bandwidth is not achievable for k ≥ α + 3 with β = 1. A coding scheme for all values of k and α is provided in Section VI, optimal for k ≤ α.
Due to lack of space, complete proofs are relegated to [4] .
II. SUBSPACE VIEWPOINT FOR LINEAR CODES
By a linear code, we mean that any symbol stored is a linear combination of the source symbols, and only linear operations are allowed on them. Define a vector z of length B consisting of the source symbols.
where z i is a column vector of length α. Each source symbol can independently take values from F q , a finite field of size q. Hence the B source symbols can be thought of as forming a B-dimensional vector space over F q .
Since the code is linear, any stored symbol can be written as t z for some column vector . These vectors which specify the kernels for the stored symbols define the code, and the actual symbols stored depend on the instantiation of z. Since a node stores α symbols, it can be considered as storing α vectors of the code, and hence can be represented by a α × B matrix. We will say that the node stores this matrix. Linear operations performed on the stored symbols are equivalent to the same operations performed on the corresponding vectors. Hence storing an α × B matrix is equivalent to storing a subspace of dimension at most α. However, from (1) and the reconstruction requirement it is clear that each node must store a subspace of dimension equal to α.
For m = 1, . . . , n denote the matrix stored by node m as
jl . There are n storage nodes, out of which k are systematic and store α data symbols each in uncoded form. For m = 1, . . . , k, systematic node m stores the symbol set z m . Thus for l = 1, . . . , k,
where 0 α is α × α zero matrix, and I α is α × α identity matrix. Hence for non-systematic node m, G (m) l denotes the components along systematic node l, stored in node m.
For regeneration of a failed systematic node, d other nodes provide one symbol each. We say that each node passes a vector for the regeneration of the failed node. In the vectors passed by the non-systematic nodes, the components along the existing systematic nodes constitute interference.
Let
] represent the vector passed by node m for the regeneration of node l where v (m,l) i , (i = 1, . . . , k) is an α-length row vector representing the component along the symbols of the systematic node i. Thus ∀l, v (m,l) i (i = 1, . . . , k, i = l) constitute interference. Note that the vector passed by a node for regeneration also depends on which other nodes are participating. For brevity, we will not indicate the same in the notation.
Throughout this paper, we use superscripts to refer to the node numbers, and subscripts to index the elements of any matrix. e i represents an α-length unit row vector with 1 in i th position and 0 elsewhere. We say two vectors are aligned if they are linearly dependent. A code with parameters k and α will be referred to as (k, α) code.
III. OPTIMAL EXPLICIT CODE FOR k ≤ α
In this section an explicit linear construction is given, which achieves optimal exact regeneration of systematic nodes for k ≤ α. The construction assumes that when a systematic node fails, the existing k − 1 systematic nodes and any α non-systematic nodes participate in the regeneration. First, we provide a code construction for k = α. Codes for any k ≤ α can be obtained by modifying the code for k = α. A detailed example of the code construction is given in [4] .
A. Explicit Code Construction for k = α
Let Ψ be an (n − k) × α Cauchy matrix [6] with elements drawn from F q . i.e,
. . .
. . , n are αlength row vectors. A Cauchy matrix has the property that any submatrix is full rank. The minimum field size required for the construction of this Cauchy matrix is: q ≥ α + n − k. Note that since n − k ≥ α ≥ 2 (as n ≥ d + 1) we will have q ≥ 4.
For m = k + 1, . . . , n, i, j = 1, . . . , α, set
where is any arbitrary value such that = 0 and 2 = 1.
Note that there always exists such a value for q ≥ 4. 1) Regeneration: Consider regeneration of systematic nodê l(∈ {1, . . . , k}). All non-systematic nodes which participate in the regeneration pass theirl th row, i.e. if non-systematic node m(∈ {k + 1, . . . , n}) participates in the regeneration,
l,l are all aligned along the direction of el. Hence v (l,l) can be used to remove interference along the systematic node l from v (m,l) , ∀m participating in the regeneration.
Also from (6), g (m) l,l are rows of the Cauchy matrix Ψ, and hence are linearly independent. Using these α linearly independent vectors, the systematic nodel can be regenerated.
2) Reconstruction: For reconstruction to be successful, the matrices stored in the k nodes to which the DC connects, when juxtaposed one below the other, should form a B ×B full rank matrix. Reconstruction is trivially satisfied if the DC connects to k systematic nodes. Consider the DC connecting to p nonsystematic nodes, and k − p systematic nodes, 1 ≤ p ≤ k. Let δ 1 , . . . , δ p be the p non-systematic nodes to which the DC connects and let Ω 1 , . . . , Ω p be the p systematic nodes to which the DC does not connect. Reconstruction is successful if and only if the pα × pα matrix R formed by removing the components along the systematic nodes to which DC connects in G (δ1) , . . . , G (δp) is non-singular.
Theorem 1: R is full rank. Proof (Sketch): By a series of row operations and using the full rank property of the Cauchy matrix we show that R reduces to a block diagonal matrix. Each of the resulting block matrices turn out to be non-singular as 2 = 1.
B. Explicit Code construction for k < α
The theorem given below shows the existence and construction for any k < α.
Theorem 2: If there exists a (k, α) linear code for exact regeneration of the systematic nodes, then there also exists a (k, α) linear code for any k ≤k.
Proof (Sketch): In the (k, α) code, remove the last (k − k)α columns from each node matrix to obtain the new node matrices of size α × kα. Consider only the set of first k systematic nodes along with all the non-systematic nodes. This forms a (k, α) code. Assume that the data stored in the (k −k) other systematic nodes is known globally. Now regeneration and reconstruction are same as in the (k, α) code.
For a given k and α, first construct a (k, α) code witĥ k = α. Then using the method described in the above theorem construct the code for desired k.
IV. EXISTENCE AND CONSTRUCTION FOR k ≤ α + 2
The existence and construction of exact regenerating codes which meet the bound given by (3) is shown for the parameter set k ≤ α+2. This proof assumes that when a systematic node fails, the existing k − 1 systematic nodes participate in the regeneration along with any α non-systematic nodes, passing one symbol each. The proof can be extended to the general case as well, where any d existing nodes can be used for the regeneration.
A. Approach
In the sequel, the reconstruction and regeneration conditions will be cast as product of rational polynomials. We will need to show that there exists a set of non-zero values such that these polynomials are all well defined and non-zero. Using the algorithm given by Koetter and Medard in [5] , assignments to the variables can be found such that the product polynomial is well defined and non-zero.
B. Necessary Properties
Lemma 3: For reconstruction property to hold, for any nonsystematic node m, G (m) l must be full rank ∀l ∈ {1, . . . , k}. Proof (Sketch): Required for reconstruction when the DC connects to the k − 1 systematic nodes other than l, and to the non-systematic node m.
Lemma 4: For the regeneration of a failed systematic node l (∈ {1, . . . , k}), the components along node l in the vectors passed by the α non-systematic nodes participating in the regeneration must be linearly independent.
Proof (Sketch): Required for the regeneration of the failed node.
Lemma 5: (Need for Interference Alignment) For the regeneration of a failed systematic node l, and for anyl ∈ {1, . . . , k},l = l, the vectors v (m,l) l , m = k +1, . . . , n should be aligned.
Proof (Sketch): This will allow the existing systematic nodes to pass just one vector and cancel out the interference in its direction in the vectors passed by the non-systematic nodes.
Theorem 6: A necessary and sufficient condition for exact regeneration of a failed systematic node l by connecting to the existing k − 1 systematic nodes and α non-systematic nodes is that the set of vectors passed by these non-systematic nodes satisfy Lemmas 4 and 5.
Proof (Sketch): Lemma 5 allows cancelling out all the interference. Lemma 4 makes sure that all α dimensions of the failed systematic node can be regenerated back.
C. Structure of the Code
For m = k + 1, . . . , n and i = 1, . . . , k, let
is an α-length row vector for j = 1, . . . , α. For regeneration of the systematic node l(∈ {1, . . . , α}), each non-systematic node passes the l th row of its node matrix. To satisfy Lemma 5 we choose, for m = k + 1, . . . , n, i = 1, . . . , α, j = 1, . . . , k,
Thus, for regeneration of systematic nodes 1, . . . , α, the interference is aligned. To satisfy (9), we choose the structure of the code to be of the following form: into these polynomials, we show that these polynomials are well defined and non-zero.
Theorem 8: The lower bound on repair bandwidth can be achieved for k < α + 2
Proof: For a given α, the code described for k = α + 2 can be modified using Theorem 2 to obtain a code for any k < α + 2.
V. NON-ACHIEVABILITY FOR k ≥ α + 3
We define two codes to be equivalent if the corresponding nodes of both codes store the same subspace, and pass the same vectors for regeneration of any node. The only difference may be in the representation of what is stored in a node, i.e. in the node matrices.
Lemma 9: If there exists a code for exact regeneration of systematic nodes for k ≥ α+1, then there exists an equivalent code with the following property: for i = 1, . . . , α, j = 1, . . . , k, , j = i h
for any non-systematic node m. Proof (Sketch): Consider a code which performs exact regeneration of the systematic nodes. For any non-systematic node m in this code, to satisfy Lemmas 3, 4 and 5, the code has to be of the form given by (10).
Henceforth in this section, we will consider all node matrices to be of this form.
Remark: In this code, for the regeneration of the p th systematic node (for 1 ≤ p ≤ α), each non-systematic node passes the p th row of its node matrix.
Corollary 10: For l = α+1, . . . , k, and any non-systematic nodes m and m , H
Corollary 11: For k ≥ α + 1 and any non-systematic node m, any α vectors out of v (m,1) , . . . , v (m,k) are linearly independent.
Proof: The choice of the first α systematic nodes was arbitrary in the equivalent code construction given in Lemma 9. Given a set of α systematic nodes, consider them as first α systematic nodes and construct the equivalent code. By Lemma 9, each non-systematic node passes its i th row for regeneration of the systematic node i (∈ {1, . . . , α}). Hence they are independent.
Theorem 12: For a linear code with β = 1, exact regeneration of systematic nodes meeting the lower bound in (3) is not possible for k ≥ α + 3.
Proof (Sketch): In the vectors passed by non-systematic nodes for the regeneration of the systematic node α + 3, components along the systematic nodes α + 1 and α + 2 need to be aligned (Lemma 5). Similarly, for regeneration of systematic node α + 2 , components along the systematic nodes α + 1 and α + 3 need to be aligned. These two conditions together force the component along the systematic node α + 3 in the vectors passed by non-systematic nodes for the regeneration of systematic node α + 3 to be aligned. This contradicts Lemma 4 and hence exact regeneration of systematic node α + 3 is not possible.
VI. A CODING SCHEME FOR ANY (k, α)
In this section, a coding scheme is described which can be used for all values of k and α. This scheme assumes that when a systematic node fails, the existing k − 1 systematic nodes and any α non-systematic nodes participate in the regeneration. This can be easily extended to a more general case.
A. Scheme Description
Divide the k systematic nodes into α groups. Similar to the scheme given in [2] , for regeneration of a systematic node, the systematic nodes in the same group as the failed node pass all their α symbols. The remaining systematic nodes and some α non-systematic nodes pass one symbol each.
The structure of the code is as follows. Let µ(l) ∈ {1, . . . , α} denote the group to which the systematic node l belongs. Consider a set of variables a i,j , for m = k + 1, . . . , n, i = 1, . . . , k, j = 1, . . . , α, j = µ(i). Let b
Let matrix B (m) i be an α × α matrix such that it has b (m) i as its µ(i) th row, and zeros elsewhere. Let the node matrix of non-systematic node m be
for i = 1, . . . , k, m = k + 1, . . . , n.
For example, suppose k = 5, α = 3 and the systematic nodes are grouped as follows: {1, 2}, {3}, {4, 5}. Then the node matrix stored by non-systematic node m is . . , k}). α non-systematic nodes, say m 1 , . . . , m α pass the µ(l) th row of their node matrices. The systematic nodes in other groups, say node l in group µ(l ) (µ(l ) = µ(l)), pass the vector [0 · · · 0 e µ(l) 0 · · · 0] where the unit vector is in the position l . Since the component along node l in the vector passed by any non-systematic node is a (m) l e µ(l) , it can be subtracted out. The existing systematic nodes in the group µ(l) pass all their symbols and hence components along these nodes can also be cancelled out. Hence, for regeneration, the components given out by the non-systematic nodes along the direction of the l th systematic node should be linearly independent. This leads to a condition where a polynomial has to be non-zero. It can be shown that this polynomial is not identically zero.
2) Reconstruction: Reconstruction is trivially satisfied if DC connects to k systematic nodes. Consider DC connecting to p non-systematic nodes, and k − p systematic nodes, 1 ≤ p ≤ k. Let δ 1 , . . . , δ p be the non-systematic nodes to which it connects. Let Ω 1 , . . . , Ω p be the p systematic nodes to which it does not connect. As in Section III-A2, reconstruction condition leads to the matrix given by (7) which has to be shown to be non-singular. By setting b (δj ) Ωi = 0 ∀i, j (15) a (δj ) Ωi
the reconstruction matrix becomes an identity matrix, and the corresponding polynomial is non zero. Hence, assignment to variables satisfying all the conditions can be obtained using the algorithm given by Koetter and Medard [5] . This scheme can be extended to regeneration using any combination of systematic and non-systematic nodes provided that the systematic nodes in the same group as the failed node participate in regeneration. The extended proof will involve a few more conditions of polynomials being non-zero.
B. Analysis
For k ≤ α, if all the α nodes are kept in different groups, this scheme achieves the minimum repair bandwidth and hence is optimal. For k > α, the amount of data to be downloaded for exact regeneration of a systematic node depends on the number of nodes in its group. If there are η nodes in a group, the total number of symbols required to regenerate a node in that group is given by:
Lemma 13: The average repair bandwidth for exact regeneration of systematic nodes using the above described scheme is minimum when the groups are uniformly divided.
Proof: Directly follows from equation (17) Let s = k/α . Uniform division of groups would imply that out of the α groups, k mod α groups contain s + 1 nodes each and the rest contain s nodes each. The average amount of download required for exact regeneration of the systematic nodes in our scheme is compared with the scheme proposed by Wu and Dimakis in [2] (Group interference alignment) in Figure 3 . The lower bound on the repair bandwidth is also plotted along side. It can be seen that for d ≥ 2k−1 (i.e k ≤ α) our scheme achieves the lower bound. For smaller values of d, the amount of data downloaded is higher. However, whether this achieved value of repair bandwidth is optimal or not is not known for d ≤ 2k − 4.
