For positive integers n and q and a monotone graph property A, we consider the two player, perfect information game WC(n, q, A), which is defined as follows. The game proceeds in rounds. In each round, the first player, called Waiter, offers the second player, called Client, q + 1 edges of the complete graph K n which have not been offered previously. Client then chooses one of these edges which he keeps and the remaining q edges go back to Waiter. If at the end of the game, the graph which consists of the edges chosen by Client satisfies the property A, then Waiter is declared the winner; otherwise Client wins the game. In this paper we study such games (also known as Picker-Chooser games) for a variety of natural graph theoretic parameters, such as the size of a largest component or the length of a longest cycle. In particular, we describe a phase transition type phenomenon which occurs when the parameter q is close to n and is reminiscent of phase transition phenomena in random graphs. Namely, we prove that if q ≤ (1 − ε)n, then Client can avoid connected components of order cε −2 ln n for some absolute constant c > 0, whereas, for q ≥ (1 + ε)n, Waiter can force a giant, linearly sized, connected component in Client's graph. We also prove that Waiter can force Client's graph to be pancyclic for every q ≤ cn, where c > 0 is an appropriate constant.
Introduction
The theory of positional games on graphs and hypergraphs goes back to the seminal papers of Hales and Jewett [12] and of Erdős and Selfridge [10] . It has since become a highly developed area of combinatorics (see the monograph of Beck [3] and the recent monograph [15] ). The most popular and widely studied positional games are the so-called Maker-Breaker games MB(n, q, A). In each round of such games, Maker claims one previously unclaimed edge of the complete graph K n and then Breaker responds by claiming q previously unclaimed edges. Maker's goal is to build a graph which satisfies the monotone increasing property A, whereas Breaker aims to prevent Maker from achieving his goal. Since this is a finite, perfect information game with no chance moves and without the possibility of a draw, one of the players must have a winning strategy. It has been observed long ago, that very often (although by no means always) the winner of the game could be predicted using a heuristic known as the probabilistic intuition. This intuition suggests that the player who has a higher chance to win the game when both players are playing randomly is also the one who wins
The probabilistic intuition turns out to be useful for Waiter-Client games as well. In particular, it is known to hold when A is the property of admitting a clique of a given fixed order [5] and when it is the property of having diameter two [8] .
This article is devoted to the study of Waiter-Client games with respect to several natural global graph properties. In the first part of the paper we consider the order of a largest connected component in Client's graph. Playing a (q : 1) Waiter-Client game on E(K n ), and assuming both Waiter and Client follow their optimal strategies, let L(n, q) denote the order of a largest connected component in Client's graph if Client tries to minimize this quantity and Waiter tries to maximize it. We prove the following phase transition type result. Theorem 1.1. Let n be a sufficiently large integer and let 0 < ε = ε(n) < 1. If q ≥ (1 + ε)n, then Client has a strategy to ensure that L(n, q) ≤ cε −2 ln n will hold for some absolute constant c. On the other hand, if q ≤ (1 − ε)n, then Waiter has a strategy to ensure that L(n, q) ≥ 2εn − 2. Theorem 1.1 is a new and remarkable manifestation of the probabilistic intuition. It is well-known that, when q is close to n, the size of a largest component in Client's graph when both players play randomly (and thus Client's graph is the random graph G(n, ⌊ n 2 /(q + 1)⌋)) undergoes a phase transition (see, e.g., [7, 16] ). Namely, if q ≥ (1 + ε)n, then there exists an absolute constant c > 0 such that, asymptotically almost surely (or a.a.s. for brevity), every connected component in RandomClient's graph has at most cε −2 ln n vertices. On the other hand, if q ≤ (1 − ε)n, then a.a.s. there exists a connected component on at least (2 + o ε (1))εn vertices in RandomClient's graph. By the aforementioned results, for every fixed ε > 0 and every q which is not in the critical window ((1 − ε)n, (1 + ε)n), the size of a largest component in Client's graph when both players play randomly and when both players follow their optimal strategies is of the same order of magnitude. Moreover, the dependency on ε exhibited by random graphs in the sub-critical regime and the super-critical regime, matches the bounds stated in Theorem 1.1.
Note that Maker-Breaker games exhibit an even stronger phase transition type behavior than that of random graphs. Indeed, it was proved in [6] that if q = cn for some constant c < 1, then Maker can build a connected component on Θ(n) vertices, whereas, if c > 1, then Breaker can ensure that the order of every connected component in Maker's graph will be bounded from above by some constant (which depends on c). Moreover, it was shown in [6] that the width of the critical window is O( √ n). Our next result shows that this is not the case with Waiter-Client games. Proposition 1.2. If q = cn for some constant c > 0, then L(n, q) = Ω(ln n).
Next, we consider the connectivity game, that is, the game in which Waiter's goal is to ensure L(n, q) = n.
Similarly to the Avoider-Enforcer connectivity game, played under strict rules [14] , we determine the exact threshold bias for the Waiter-Client version.
Theorem 1.3. For every integer n ≥ 4, Waiter can force Client to build a connected subgraph of K n if and only if q ≤ ⌊n/2⌋ − 1.
It is interesting to note that, exactly as with strict Avoider-Enforcer games (see Theorem 1.5 in [14] ), as soon as Client has n − 1 edges, his graph is forced to be connected. On the other hand, for Maker-Breaker games [11] , monotone Avoider-Enforcer games [13] and random graphs [7, 16] , connectivity requires (1/2 + o(1))n ln n edges.
In the second part of the paper we study cycle lengths in Client's graph. Our main result in this part is that soon after Waiter can force Client to build a connected graph, he can also force him to build a Hamilton cycle and, in fact, even a pancyclic graph.
Theorem 1.4. Let n be a sufficiently large integer and let q = q(n) be an integer. Then, playing a (q : 1) Waiter-Client game on E(K n ), the following hold:
, then Client has a strategy to keep his graph acyclic throughout the game.
(ii) There exists a positive constant c such that, if q ≤ cn, then Waiter has a strategy to ensure that, at the end of the game, Client's graph will be pancyclic.
Let C = C(n) denote the family of edge-sets of all connected graphs on n vertices and let H = H(n) denote the family of all Hamiltonian graphs on n vertices. Let q C denote the largest integer q for which Waiter has a winning strategy in WC(n, q, C) and let q H denote the largest integer q for which Waiter has a winning strategy in WC(n, q, H). It follows from Theorems 1.3 and 1.4 that q H = Θ(q C ). Our next result shows that, in contrast to Maker-Breaker games, q H = (1 + o(1))q C . Proposition 1.5. Let n be a sufficiently large integer and let q = q(n) ≥ 0.49n be an integer. Then, playing a (q : 1) Waiter-Client game on E(K n ), Client can ensure that, at the end of the game, the minimum degree in his graph will be at most one.
Preliminaries
For the sake of simplicity and clarity of presentation, we do not make a particular effort to optimize the constants obtained in some of our proofs. Most of our results are asymptotic in nature and whenever necessary we assume that the number of vertices n is sufficiently large. Our graph-theoretic notation is standard and follows that of [21] . In particular, we use the following.
For a graph G, let V (G) and E(G) denote its sets of vertices and edges respectively, and let v(G) = |V (G)| and
denote the set of edges of G with one endpoint in A and one endpoint in B, and let e G (A,
, respectively. Often, when there is no risk of confusion, we omit the subscript G from the notation above.
Let X be a finite set and let F be a family of subsets of X. The transversal family of F is F * := {A ⊆ X : A ∩ B = ∅ for every B ∈ F}.
Assume that some Waiter-Client game, played on the edge-set of some graph H = (V, E), is in progress (in some of our arguments, we will consider games played on graphs other than K n ; a formal definition of such games will be given in the next paragraph). At any given moment during this game, let G W = (V, E W ) denote the graph spanned by Waiter's edges, let G C = (V, E C ) denote the graph spanned by Client's edges and let
The edges of E F are called free.
We would like to state two known game-theoretic results which will be used repeatedly in this paper. In order to do so, we need the following more general definition of Waiter-Client games. Given a positive integer q, a finite set X and a family F of subsets of X, the Waiter-Client game WC(X, F, q) is defined as follows. In each round, Waiter chooses q + 1 free elements of X and offers them to Client, who then chooses one of them which he keeps and the remaining q elements are claimed by Waiter. If at some point there are less than q + 1 free elements of X left, then Waiter claims all of them. Waiter wins WC(X, F, q) if, by the end of the game, he is able to force Client to claim all elements of some A ∈ F; otherwise Client wins the game.
As observed by Beck [3] , one can use the well-known potential method of Erdős and Selfridge [10] , which is based on the derandomization of the first moment method, to obtain the following result.
Theorem 2.1 (implicit in [3] ). Let q be a positive integer, let X be a finite set, let F be a family of (not necessarily distinct) subsets of X and let Φ(F) = A∈F (q + 1) −|A| . Then, playing the Waiter-Client game WC(X, F, q), Client has a strategy to avoid fully claiming more than Φ(F) sets in F.
The following potential type result is a rephrased version of Corollary 1.5 from [4] .
Theorem 2.2 ([4]
). Let q be a positive integer, let X be a finite set and let F be a family of subsets of X. If
then Waiter has a winning strategy for the WC(X, F * , q) Waiter-Client game.
Finally, let us remark that offering more board elements in a round cannot help Waiter. Therefore, we will sometimes allow Waiter to do so. Formally, we have the following slightly stronger result.
Proposition 2.3. Let q ≤ q ′ be positive integers, let X be a finite set and let F be a family of subsets of X. If Waiter has a winning strategy for the WC(X, F, q ′ ) Waiter-Client game, then he also has a strategy to win the Waiter-Client game WC(X, F, q) in at most |X|/(q ′ + 1) rounds.
The rest of this paper is organized as follows: in Section 3 we prove Proposition 1. Proof of Proposition 1.2. We present a strategy for Waiter to force a path of length Θ(ln n) in Client's graph.
Let t * = max t : n 10q 2 t · 10q ≥ q 2/3 ; a straightforward calculation shows that 2 t * = Θ(ln n). For every integer 0 ≤ t ≤ t * , Waiter will force Client to build pairwise disjoint paths P 1 , . . . , P mt such that:
x is an endpoint of P i and y is an endpoint of P j , then xy is free.
In particular, m t * ≥ 1 by definition and, as noted above, 2 t * = Θ(ln n); this proves our claim.
Our claim holds trivially for t = 0. Assuming Waiter was able to force Client to build such paths for some integer 0 ≤ t < t * , he will force such paths for t + 1 as follows. ; using the definition of t * , a straightforward calculation shows
· 10q. Assume that, for some 0 ≤ i ≤ r − 1, Client's graph already contains a matching M i of size i between X t and Y t . Waiter offers q + 1 free edges of E(X t , Y t ) which are not incident with any vertex of V (M i ). Since (⌊m t /2⌋ − i)(⌈m t /2⌉ − i) − i(q + 1) ≥ q + 1 holds for every i ≤ r, these q + 1 edges exist and so Waiter can force the required matching in Client's graph. ✷ Our next goal is to prove Theorem 1.1. We consider the upper bound first. Before proving this bound, we will state and prove two simple claims.
Claim 3.1. Let t ℓ (k) denote the number of labeled spanning trees of K k with at most ℓ leaves. If k > 2ℓ, then
Proof. Let T be a spanning tree of K k with at most ℓ leaves. It is easy to see that the number of vertices of T of degree at least 3 is less than ℓ. Hence, at least k − 2ℓ vertices of T are of degree 2. The label of each such vertex appears exactly once in the Prüfer code of T . The claim now follows since the number of appropriate sequences is at most
Claim 3.2. Let T = (V, E) be a tree on m vertices. Then the number of ordered r-tuples (P 1 , . . . , P r ) of (not necessarily distinct) paths of T whose union forms a subtree of T is at least (m/4) 2r .
Proof. For every vertex w ∈ V , let r w = max{v(C) : C is a connected component of T \ w}. Let v be a vertex which minimizes {r w : w ∈ V }. Suppose for a contradiction that C 1 is a connected component of T \ v for which v(C 1 ) > m/2. Let u denote the unique neighbor of v in C 1 . It is easy to see that r u < r v contrary to our choice of v. It follows that there exists a partition A ∪ B of V \ {v} such that |B| ≥ |A| ≥ m/4 and C ⊆ A or C ⊆ B for every connected component C of T \ v. For every (a 1 , . . . , a r ) ∈ A r and (b 1 , . . . , b r ) ∈ B r there is an r-tuple (P 1 , . . . , P r ) of paths of T such that a i and b i are the endpoints of P i for every 1 ≤ i ≤ r. Clearly, the number of such r-tuples is |A| r · |B| r ≥ (m/4) 2r . Moreover,
We can now prove the upper bound of Theorem 1.1.
Proof. Let F r be the family of all ordered r-tuples (P 1 , . . . , P r ) of (not necessarily distinct) non-trivial paths of K n for which r i=1 P i is a tree. We would like to bound Φ(F r ) = A∈Fr (q + 1) −|A| from above (note that there is some abuse of notation here. Formally, F r is actually a multi-family of trees, where every tree T appears several times in F r , once for every ordered r-tuple (P 1 , . . . , P r ) for which r i=1 P i = T . We use this notation as we feel it will help the reader remember we are dealing with a multi-family). Let F 1 r denote the family of all ordered r-tuples (P 1 , . . . , P r ) ∈ F r for which v( r i=1 P i ) ≤ 6r and let F 2 r denote the family of all ordered r-tuples (P 1 , . . . , P r ) ∈ F r for which v(
We will first bound each of these terms separately.
For every (P 1 , . . . , P r ) ∈ F 1 r , the tree r i=1 P i and the ordered (2r)-tuple of endpoints of the P i 's determine (P 1 , . . . , P r ) uniquely. Hence
where c 1 > 0 is some absolute constant.
In order to obtain an effective upper bound on Φ 2 we will be more careful when estimating the number of r-tuples whose union is a given tree. If (P 1 , . . . , P r ) ∈ F 2 r and T = r i=1 P i , then every leaf of T must be an endpoint of some P i . Let (a 1 , . . . , a r , b 1 , . . . , b r ) be the vector of endpoints, where a i and b i are the endpoints of P i for every 1 ≤ i ≤ r. There are (2r) ℓ ways to determine the leftmost position of each of these ℓ leaves in this vector and k 2r−ℓ ways to fill in the remaining 2r − ℓ positions. Hence
where we used the obvious fact that the number of trees with exactly ℓ leaves is not larger than the number of trees with at most ℓ leaves in the first inequality, Claim 3.1 in the second inequality and the fact that (k/ℓ) ℓ is increasing for k > 6r and ℓ ≤ 2r.
A straightforward calculation shows that the function f (x) = x 4r (1 + ε) −x attains its maximum at x = 4r/ ln(1 + ε). Hence, using (2) and the fact that ln(1 + x) ∼ x if x tends to 0, we infer that
where c 2 > 0 is some absolute constant.
Combining (1) and (3), we conclude that
where c 3 > 0 is some absolute constant.
It thus follows by Theorem 2.1 that Client has a strategy to ensure that his graph will contain less than c r 3 n 2 r 2r+1 /ε 4r ordered r-tuples from F r . Suppose that L is a connected component of G C of order s and let T be a spanning tree of L. In view of Claim 3.2, there are at least (s/4) 2r ordered r-tuples of non-trivial paths of T whose union is a subtree of T . Hence
Substituting r = ⌊ln n⌋ in (5), we obtain s ≤ cε −2 ln n, for some absolute constant c > 0.
The lower bound in Theorem 1.1 is an immediate consequence of the following theorem, which will also play a crucial role in the proof of Theorem 1.3.
Theorem 3.3. For every sufficiently large integer n and every positive integer q, Waiter has a strategy to ensure that L(n, q) ≥ min{n, 2(n − q − 1)}.
Proof. Since the assertion of the theorem is trivially true for q ≥ n − 2, we can assume that q ≤ n − 3. Moreover, since min{n, 2(n − q − 1)} = n whenever q ≤ (n − 1)/2 − 1 and since L(n, q) is a non-increasing function of q, we may assume that q ≥ (n − 1)/2 − 1.
We present a strategy for Waiter and then prove it allows him to ensure that Client's graph will contain a connected component on n vertices if q = (n − 1)/2 − 1 (in particular, we assume that n is odd in this case), or on at least 2(n − q − 1) vertices if q ≥ n/2 − 1. At any point during the game, if Waiter is unable to follow the proposed strategy, then he forfeits the game.
In light of Proposition 2.3, we will sometimes assume that Waiter offers strictly more than q + 1 edges in a round. The proposed strategy is divided into the following two stages.
Stage I: Waiter forces Client to build a tree T which satisfies the following three properties:
(c) There exists an ordering u 1 , . . . , u q+1 of the vertices of
This stage lasts exactly n − q − 2 rounds and as soon as it is over, Waiter proceeds to Stage II.
Stage II: For every 1 ≤ i ≤ min{n − q − 1, q + 1}, in the ith round of this stage Waiter offers Client all the free edges of E(u i , V (T ) ∪ {u 1 , . . . , u i−1 }). If q ≥ n/2, then, additionally, for every n − q ≤ j ≤ q + 1, Waiter offers one arbitrary free edge of E(u j , V (T ) ∪ {u 1 , . . . , u i−1 }).
It remains to prove that Waiter can indeed follow the proposed strategy without forfeiting the game and that, by doing so, he achieves his goal. We consider each stage separately.
Stage I: We will prove by induction on i the following more general claim: Waiter has a strategy to ensure that the following three properties will hold immediately after the ith round for every 1 ≤ i ≤ n − q − 2:
(a ′ ) Client's graph is a tree T i with i edges.
(c ′ ) There is an ordering u 1 , . . . , u n−i−1 of the vertices of
Note that for i = n − q − 2, Properties (a ′ ), (b ′ ) and (c ′ ) entail Properties (a), (b) and (c) (with T = T n−q−2 ).
In the first round Waiter offers edges xy 1 , . . . , xy q+1 for arbitrary vertices x, y 1 , . . . , y q+1 ∈ V (K n ). Assume without loss of generality that Client selects xy 1 . Clearly Properties (a ′ ) and (b ′ ) are satisfied. Let z 1 , . . . , z n−q−2 be an arbitrary ordering of the vertices of
. . , z n−q−2 , y 3 , . . . , y q+1 ) shows that Property (c ′ ) is satisfied as well. This proves our claim for i = 1.
Assume then that the claim holds for some 1 ≤ i ≤ n − q − 3; we will show that it holds for i + 1 as well. In the (i + 1)st round, Waiter offers all the free edges of E({u n−q , u n−q+1 , . . . , u
Hence, by the induction hypothesis, Property (c ′ ) for i implies that the total number of edges offered is at least ((n − i − 1) − (n − q) + 1) · 1 + 1 · (i + 1) = q + 1. Client selects one of these edges and it readily follows that Properties (a ′ ) and (b ′ ) are satisfied immediately after the (i + 1)st round. By reordering the vertices of V (K n ) \ V (T i+1 ) if needed, one can verify that Property (c ′ ) is satisfied as well.
Stage II: It suffices to show that in every round of this stage, Waiter offers at least q + 1 free edges. Let t = 0 if q = (n − 1)/2 − 1 and t = 1 if q ≥ n/2 − 1. Fix an arbitrary 1 ≤ i ≤ n − q − 2 + t and assume that Waiter did not yet forfeit the game and is about to play the ith round of Stage II (note that q + 1 = n − q − 2 for q = (n − 1)/2 − 1). It follows by the proposed strategy for this stage, that no edge which is incident with u i was offered by Waiter in the jth round for any 1 ≤ j < i. Therefore, we infer by Property (b) that
and by Property (c) that
Furthermore, because of Property (c), for every n − q ≤ j ≤ q + 1 there was at least one free edge in E(u j , V (T )) at the end of Stage I. Similarly, because of Property (b), for every n − q ≤ j ≤ q + 1 all edges of E(u j , {u 1 , . . . , u i−1 }) were free at the end of Stage I. Note that, during the first i − 1 rounds of Stage II, the number of Waiter's edges which are incident to u j increased by at most by i − 1. Hence, for every 1 ≤ i ≤ n − q − 2 + t, immediately before the ith round of Stage II, there is still a free edge in E(u j , V (T ) ∪ {u 1 , . . . , u i−1 }). It follows that
Combining (6), (7) and (8) 
Since we have shown that Waiter can play according to the proposed strategy without forfeiting the game, it readily follows from the description of the strategy that for every 1 ≤ i ≤ (n − q − 2) + (n − q − 2 + t), immediately after the ith round, Client's graph is a tree with i edges. In particular, Client is forced to build a connected component of order 2(n − q − 2) + t + 1 = min{n, 2(n − q − 1)} in exactly 2(n − q − 2) + t rounds.
We end this section with a (by now, very easy) proof of Theorem 1.3.
Proof of Theorem 1.3. If q ≤ ⌊n/2⌋ − 1, then it follows by Theorem 3.3 that Waiter can force Client's graph to have a connected component on n vertices and thus be itself connected. On the other hand, if q > ⌊n/2⌋ − 1, then by the end of the game, Client's graph will contain strictly less than n − 1 edges and will therefore be disconnected. ✷
Circumference, Hamiltonicity and Pancyclicity
The main goal of this section is to prove Theorem 1.4. Starting with Part (i), we will in fact prove several results on the circumference of Client's graph. Consider a (q : 1) Waiter-Client game on E(K n ) in which Waiter aims to maximize the circumference of Client's graph and Client tries to minimize it. Assuming both players follow their optimal strategies, denote the length of a longest cycle in Client's graph by Cyc(n, q); if Client's graph is a forest, then we put Cyc(n, q) = 0. Our results will demonstrate that Cyc(n, q) exhibits a similar behavior to that of the circumference of the random graph G n,
Theorem 4.1. The following hold for every positive integers n and q = q(n).
(i) If q ≥ 1.1n, then Cyc(n, q) = 0.
(ii) If q = n + η, where 1 ≤ η = η(n) ≤ 0.1n, then Cyc(n, q) ≤ 10n/η · ln ln(n/η).
Proof. For an integer m ≥ 3 let F m denote the family of edge-sets of all cycles of length at least m in K n . Then
where the last equality follows from the Taylor expansion − ln(1 − x) = ∞ k=1 x k /k. Now, one can easily verify that Φ(F 3 ) < 1 if q ≥ 1.1n and that Φ(F m ) < 1 if q = n + η for some 1 ≤ η = η(n) ≤ 0.1n and m = ⌊10n/η · ln ln(n/η)⌋. Consequently, Parts (i) and (ii) of the theorem follow from Theorem 2.1.
In order to prove (iii), we present a strategy for Waiter; it is divided into the following five simple stages.
, Waiter forces Client to build a path P = (u 1 , . . . , u ⌈η/2⌉ ).
Stage II: Let r = ⌊ √ n⌋ and let X 1 , . . . , X r be pairwise disjoint subsets of V 1 , each of size ⌊n 1/4 ⌋. For every 1 ≤ i ≤ r, in the ith round of this stage, Waiter offers Client q+1 arbitrary free edges of E(X i , {u 1 , . . . , u ⌊η/6⌋ }).
Stage III: Let Y 1 , . . . , Y r be pairwise disjoint subsets of V 2 , each of size ⌊n 1/4 ⌋. For every 1 ≤ i ≤ r, in the ith round of this stage, Waiter offers Client q + 1 arbitrary free edges of E(Y i , {u ⌈η/3⌉ , . . . , u ⌈η/2⌉ }).
Stage IV:
In the only round in this stage, Waiter offers Client q + 1 arbitrary free edges of E(W 1 , W 2 ).
Stage V: Waiter offers all the remaining free edges in an arbitrary order.
It is evident that, if Waiter is able to play according to the proposed strategy, then at the end of the game, Client's graph will contain a cycle of length at least η/2−2·η/6 = η/6. Using our assumption that η ≥ 10n 3/4 , it is easy to verify that e(X i , {u 1 , . . . , u ⌊η/6⌋ }) ≥ q + 1 and e(Y i , {u ⌈η/3⌉ , . . . , u ⌈η/2⌉ }) ≥ q + 1 hold for every 1 ≤ i ≤ r and that e(W 1 , W 2 ) ≥ q + 1.
Hence, Waiter is able to follow Stages II, III and IV of the proposed strategy. As for Stage I, for every 1 ≤ i < η/2, in the ith round of the game, Waiter forces Client's graph to be a path P i+1 = (u 1 , . . . , u i+1 ) such that every edge of K n [V 3 \ {u 1 , . . . , u i }] is free. This is done by offering q + 1 edges u i x 1 , . . . u i x q+1 for arbitrary vertices x 1 , . . . x q+1 ∈ V 3 \ {u 1 , . . . , u i }. These edges exist since q + 1 = n − η + 1 ≤ |V 3 | − i. Finally, he can trivially follow Stage V of the proposed strategy.
Note that in the super-critical regime, i.e. when q < (1 − o(1))n, our lower bound on Cyc(n, q), stated in Theorem 4.1, is of the same order of magnitude as our lower bound on L(n, q), stated in Theorem 3.3. In particular, if q is such that Waiter can force Client to build a connected graph, then he can also force him to build a cycle of length Θ(n).
We would now wish to prove Theorem 1.4(ii). Before doing so, we discuss the well-known relation between expanders and Hamiltonicity. We begin by recalling some definitions and known results. 
Definition 4.3. For a graph G, a non-edge uv / ∈ E(G) is called a booster of G, if either G ∪ {uv} is Hamiltonian, or the longest path in G ∪ {uv} is strictly longer than the longest path in G.
The following lemma is essentially due to Pósa [20] .
Lemma 4.4.
A connected non-Hamiltonian (2, α)-expander has at least α 2 n 2 /2 boosters.
We will deduce Theorem 1.4(ii) from a series of lemmata. Before stating our first lemma, we need one more definition.
Definition 4.5. A bipartite graph G with bipartition
Our first lemma asserts that, even when playing with a linear bias, Waiter can force Client to claim an edge between any two large disjoint sets. Lemma 4.6. Let G be a complete bipartite graph with bipartition (U, W ), where |U | = n and |W | = ⌊5n/6⌋. Let d and q = q(n) ≤ n/(150d) be positive integers. Let F be the family of edge-sets of all induced subgraphs G ′ ⊆ G with V (G ′ ) = A ∪ B such that A ⊆ U is of size a = ⌈n/(7d)⌉ and B ⊆ W is of size b = ⌈n/7⌉. Then, for sufficiently large n, Waiter has a winning strategy in WC(E(G), F * , q), i.e. he can force Client to claim at least one element in every A ∈ F.
Proof. Let q and F be as in the statement of the lemma and let
−|A|/(2q−1) .
In light of Theorem 2.2, in order to prove the lemma, it suffices to verify that Ψ(F) < 1/2. Let m = ⌊5n/6⌋ and let δ = 1/150. Then q ≤ δn/d and
For δ = 1/150, it is easy to verify that 1/(98δ) > 1/7 · log 2 16 + 1/(7d) · log 2 (20d). For sufficiently large n, it then follows that Ψ(F) < 1 2 as claimed.
Our second lemma asserts that, playing on a complete bipartite graph, Waiter can force Client to build a half-expander. Proof. Let G and q be as in the statement of the lemma. Let W ⊆ V 2 be a set of size ⌊5n/6⌋ and let
In order to prove the lemma, we present a strategy for Waiter; it is divided into the following two simple stages. It follows by Lemma 4.6 that Waiter can play according to Stage I of the proposed strategy. Moreover, we claim that |N H (A)| ≥ d|A| holds at the end of Stage I for every A ⊆ V 1 such that n/(7d) ≤ |A| ≤ 2n/(3d). Indeed, suppose for a contradiction that there exists a set A ⊆ V 1 such that n/(7d) ≤ |A| ≤ 2n/(3d) and yet |N H (A)| < d|A|. Then |W \ N H (A)| > 5n/6 − d|A| ≥ n/6 but E H (A, W \ N H (A)) = ∅ contrary to Stage I of the proposed strategy.
Our next goal is to show that Waiter can play according to Stage II of the proposed strategy as well. We first claim that r < n/(7d). Indeed, otherwise there exist sets A 1 , . . . , A t ∈ S such that n/(7d) ≤ |T | ≤ 2n/(7d), where T := t i=1 A i . However, it follows by the definition of S and by a simple inductive argument that |N H (T )| < d|T | contrary to our proof that sets of such sizes expand. It now follows that |Y | ≥ |V 2 \ W | − dr ≥ n/6 − 1 − n/7 > (q + 1)d holds at any point during Stage II. Hence, Waiter can indeed play according to Stage II of the proposed strategy as claimed.
In order to complete the proof of our claim, that by the end of the game, Client's graph is a (d, 2/(3d))-half-expander on (V 1 , V 2 ), it remains to show that small sets expand as well. Let A ⊆ V 1 be an arbitrary set of size 1 ≤ |A| ≤ n/(7d) such that |N H (A)| < d|A|. Then there exists a partition B ∪ X 1 ∪ . . . ∪ X p of A (it is possible that B = ∅), where |N H (B)| ≥ d|B|, p ≥ 1 and X i ∈ S for every 1 ≤ i ≤ p (we simply successively remove inclusion minimal non-expanding subsets of A until we are left with an expanding set). It follows by Stage II of the proposed strategy that
Our third lemma asserts that half-expanders admit a large matching.
Lemma 4.8. Let d ≥ 1 and let r be a sufficiently large integer. Let X and Y be disjoint sets of sizes |X|, |Y | ∈ {r − 1, r} and let G be a (d, 2/(3d))-half-expander on (X, Y ). Then, for every T ⊆ X of size at most r/(2d), there is a matching in G which saturates T .
Combining (9) and (10) we obtain that
Similarly, combining (9) and (11) we obtain that
By the definition of the arc orientations in H we have that ||U t 0 ∩ X i | − |U t 0 ∩ X j || ≤ 1 for every 0 ≤ i, j ≤ 3. Consequently, it follows by (12) and (13) that
where the last inequality holds for sufficiently large r.
Our fifth lemma asserts that, playing on E(K n ), Waiter can quickly force Client to build a connected expander which admits a cycle of every short length.
Lemma 4.10. Let d ≥ 4 and let n be a sufficiently large integer. If q ≤ n/(1000d), then, playing a (q : 1) Waiter-Client game on E(K n ), Waiter has a strategy to ensure that after at most 200nd rounds, Client's graph G C will satisfy all of the following properties:
(ii) G C contains a cycle of length k for every 3 ≤ k ≤ ⌈n/6⌉;
Proof. By Proposition 2.3 we may assume that q = ⌈n/(1000d)⌉. In order to prove the lemma, we present a strategy for Waiter which is divided into six stages. In the first stage Waiter will ensure Property (i). In the next four stages he will ensure Property (ii); each stage is devoted to cycles of a specific remainder modulo 4. Finally, in the last stage Waiter will ensure Property (iii).
, and (V 6 , V 2 ), respectively.
Stage II: Let m = ⌈n/5⌉ and let Stage It remains to prove that Waiter can follow the proposed strategy and that, by doing so, he ensures within 200nd rounds that Client's graph will satisfy Properties (i), (ii) and (iii). Starting with the former, it follows from Lemma 4.7 that Waiter can play according to Stage I of the proposed strategy. The path P m needed for Stage II exists by Lemma 4.9 and the matchings needed for Stages IV and V exist by Lemma 4.8. Since, moreover, 4q + k < m holds for every k ≤ ⌈n/6⌉, it is straightforward to verify that Waiter can play according to Stages II, III, IV and V of the proposed strategy. Finally, since q ≤ ⌊|V i |/2⌋ − 1 holds for every 2 ≤ i ≤ 6, it follows by Theorem 1.3 that Waiter can play according to Stage VI of the proposed strategy.
Next, we prove that by following the proposed strategy, Waiter ensures that Client's graph will satisfy Properties (i), (ii) and (iii). In Stage VI, Waiter makes sure that G C [V i ] is connected for every 2 ≤ i ≤ 6. Since, moreover, G j is a (d, 2/(3d))-half-expander, for every 1 ≤ j ≤ 7, it follows that G C is connected as well. This proves (iii).
Finally, we prove that Waiter can achieve his goals quickly. It is evident that Stage I lasts at most
rounds.
In Stages II, III, IV and V, for every 3 ≤ k ≤ ⌈n/6⌉ Waiter spends exactly one round forcing a cycle of length k in G C . Therefore, Stages II, III, IV and V together last at most n/6 rounds.
It follows by Proposition 2.3 and by Theorem 1.3 that Stage VI lasts at most
To summarize, Waiter can force Client to build a graph which satisfies Properties (i), (ii) and (iii) in at most 200nd rounds.
Our sixth lemma asserts that, playing on E(K n ), Waiter can force Client to build a Hamiltonian expander which admits a cycle of every short length. The proof of Hamiltonicity is analogous to Beck's proof for Maker-Breaker games [1] .
Lemma 4.11. There exists a constant c > 0 such that for sufficiently large n and q < cn, playing a (q : 1) Waiter-Client game on E(K n ), Waiter has a strategy to force Client to build a graph G C which satisfies all of the following properties:
Proof. In order to prove the lemma, we present a strategy for Waiter; it is divided into the following two stages.
Stage I: In at most 1200n rounds, Waiter forces Client to build a connected graph which satisfies Properties (i) and (ii).
Stage II: As long as G C is not Hamiltonian, in every round of this stage, Waiter offers Client q + 1 free boosters of his current graph G C .
Since, by definition, after claiming at most n boosters, Client's graph becomes Hamiltonian, it is evident that if Waiter can follow the proposed strategy, then he can ensure that, at the end of the game, Client's graph will satisfy Properties (i), (ii) and (iii). It thus remains to prove that he can indeed do so.
It follows by Lemma 4.10, with d = 6, that Waiter can play according to Stage I of the proposed strategy.
As noted above, Stage II lasts at most n rounds. Therefore, the entire game lasts at most 1201n rounds.
Since being an expander is a monotone increasing property, at any point during Stage II, G C is a (2, 1/120)-expander. Therefore, by Lemma 4.4, there are at least n 2 /28800 boosters of G C in K n . By choosing c to be sufficiently small, we can ensure that n 2 /28800 − 1201nq > 0. It follows that, at any point during Stage II, there are enough free boosters for Waiter to offer.
Finally, we can complete the proof of the main result of this section.
Proof of Theorem 1.4(ii). Let V 1 ∪ V 2 be a partition of V (K n ) such that n 2 := |V 2 | = ⌊n/7⌋ and n 1 := |V 1 | = n − n 2 . Letc < 1/120 be the constant whose existence in ensured in Lemma 4.11, applied to K n 2 , and let q <cn 2 . In order to prove the theorem, we present a strategy for Waiter; it is divided into the following four stages.
Stage I: Offering only edges with both endpoints in V 1 , Waiter forces Client to build a graph
which satisfies Properties (i), (ii) and (iii) of Lemma 4.11.
Stage II: Offering only edges with both endpoints in V 2 , Waiter forces Client to build a graph
Stage III: Let v 1 . . . v n 1 be a Hamilton path in G 1 . In the unique round of this stage, Waiter offers Client q + 1 free edges of E(v n 1 , V 2 ).
Stage IV: Let v 1 . . . v n 1 w 1 , . . . w n 2 be a Hamilton path in G C and let S = {z ∈ V 2 : there exists a Hamilton path in G 2 between w 1 and z} .
For every 1 ≤ j ≤ n 1 − 1, in the jth round of this stage, Waiter offers Client q + 1 free edges of E(v j , S).
It is evident that Waiter can play according to Stage III of the proposed strategy and it follows by Lemma 4.11 that he can play according to Stages I and II as well. In order to prove that he can play according to Stage IV of the proposed strategy, it suffices to prove that |S| ≥ q + 1. It follows from Pósa's extension-rotation technique and the expansion properties of G 2 that |S| ≥ ⌊n 2 /120⌋. For sufficiently large n 2 we then have |S| ≥cn 2 + 1 ≥ q + 1. Now, fix some 3 ≤ k ≤ n. If 3 ≤ k ≤ n 1 /6, then by Lemma 4.11, there is a cycle of length k in G 1 . In order to ensure the existence of long cycles, let k = n − j + 1 for some 1 ≤ j ≤ n 1 − 1 (note that n − n 1 + 2 = n 2 + 2 ≤ n 1 /6). Let v j w denote the edge Client claims in the jth round of Stage II and let P w be a path between w 1 and w in G 2 . Then v j . . . v n 1 w 1 P w wv j is a cycle of length k in G C . ✷
We end this section with a simple proof of Proposition 1.5.
Proof of Proposition 1.5. Fix some q ≥ 0.49n. In order to prove the theorem, we present a strategy for Client; it is divided into the following two simple stages.
Stage I: At any point during the game, let V 0 denote the set of isolated vertices in G C and let U = V (K n )\V 0 . As long as |U | < n/4, Client plays arbitrarily. As soon as |U | ≥ n/4 first occurs, this stage is over and Client proceeds to Stage II.
Stage II: At the end of Stage I, let x ∈ V 0 be a vertex for which d G W (x) ≥ d G W (y) for every y ∈ V 0 . In every round of this stage, if possible, Client claims an arbitrary edge which is not incident to x; otherwise, he plays arbitrarily.
It is evident that Client can follow the proposed strategy. It thus remains to prove that, by doing so, he ensures that δ(G C ) ≤ 1 will hold at the end of the game.
Let t denote the total number of rounds played in Stage I. At the end of Stage I, let k = |U |; clearly k ∈ {⌈n/4⌉, ⌈n/4⌉ + 1} and t ≥ k/2. At the end of Stage I, we have e(
. Therefore, at the end of Stage I, the average over V 0 of Waiter's degree is
where the last inequality holds for q ≥ 0.49n. It thus follows by the choice of x that d G W (x) > n − 2q. By the description of the proposed strategy, we conclude that Client will claim at most one edge incident to x and thus δ(G C ) ≤ d G C (x) ≤ 1 will hold at the end of the game. ✷
Concluding remarks and open problems
The giant component game. We have proved that, similarly to the random graph G(n, p), the component structure of Client's graph undergoes a phase transition. Namely, we proved that if at the end of the game, Client's graph contains at most (1 − ε)n/2 edges, where ε > 0 is an arbitrarily small constant, then both players have a strategy to ensure that the size of a largest connected component in Client's graph will be of order ln n, whereas if Client's graph contains at least (1 + ε)n/2 edges, then Waiter has a strategy to force a giant, linearly sized component in Client's graph. In the sub-critical regime, Client's strategy ensures that every connected component in his graph will contain at most cε −2 ln n vertices for some constant c > 0. This is the same dependency on ε as in the random graph G(n, (1 − ε)/n). In the super-critical regime, Waiter's strategy ensures that the largest connected component in Client's graph will contain at least 2εn − 2 vertices. This is the same dependency on ε as in the random graph G(n, (1 + ε)/n). We believe that the latter bound (as stated in Theorem 3.3) is sharp.
Conjecture 5.1. For any constant ε > 0 and sufficiently large n, if q = (1 − ε)n, then L(n, q) = min{n, 2(n − q − 1)}.
It would be interesting to study L(n, q) in the critical window, i.e. when q = (1 + o(1))n. We can prove that if q = n + k and ω(1) = k = k(n) = o(n), then L(n, q) = o(n) (this is done by applying Theorem 2.1 to the family of labeled non-trivial paths in K n , thus proving L(n, q) ≤ 2 n/ε), but there is still room for improvement. We would also like to know whether one can obtain a similar result in the super-critical regime, i.e. when q = n − k for some ω(1) = k = k(n) = o(n). Another challenging task is to determine the width of the critical window.
A Waiter-Client Lehman type result. Recall that q C denotes the largest integer q for which Waiter has a winning strategy in the (q : 1) Waiter-Client connectivity game on E(K n ). It was proved in Theorem 1.3 that q C = ⌊n/2⌋ − 1. This is precisely the same as the threshold bias of the strict Avoider-Enforcer connectivity game [14] . However, the arguments used for proving these two results are completely different. In particular, in [14] , the result follows from a more general Lehman type result (see [19] for Lehman's Theorem). We are interested whether an analogous result holds for Waiter-Client games as well.
Question 5.2. Let q be a positive integer and let G be a graph which admits q + 1 pairwise edge disjoint spanning trees. Playing a (q : 1) Waiter-Client game on E(G), is it true that Waiter can force Client to build a spanning tree?
For q = 1, this question was answered affirmatively in [9] .
Avoiding cycles. It was proved in Theorem 4.1 that, for q ≥ 1.1n, Client can keep his graph acyclic, whereas for q ≤ (1 − ε)n, Waiter can force Client to build a cycle. We believe that the latter is asymptotically tight.
Conjecture 5.3. For any constant ε > 0 and integer q ≥ (1 + ε)n, playing a (q : 1) Waiter-Client game on E(K n ), Client has a strategy to keep his graph acyclic.
Note that, similarly to the case of L(n, q) we know very little about the behavior of Cyc(n, q) in the critical window, i.e. when q = (1 + o(1))n.
Minimum degree k and k-connectivity. We determined q C precisely in Theorem 1.3 and determined q H up to a multiplicative constant factor in Theorem 1.4. There are other natural graph properties A, which seem simpler than Hamiltonicity, for which we can prove that q A = Θ(n) but cannot determine its asymptotic value (as for the special cases of connectivity and Hamiltonicity, q A denotes the largest integer q for which Waiter has a winning strategy in WC(n, q, A)). For example, for a positive integer k, let D k = D k (n) denote the property of n-vertex graphs having minimum degree at least k and let C k = C k (n) denote the property of being k-vertex-connected. It is not hard to see that n/(2k) − 3 ≤ q C k ≤ q D k ≤ n/k. Indeed, the upper bound follows directly from the simple fact that every graph on n vertices with minimum degree at least k has at least kn/2 edges; we can in fact improve it slightly by an argument analogous to the proof of Proposition 1.5. The lower bound can be obtained via the following simple strategy. Let V 1 ∪ . . . ∪ V k be an equipartition of V (K n ). Using Theorem 1.3, Waiter first forces Client to build a connected graph on V i for every 1 ≤ i ≤ k. For every 1 ≤ i < j ≤ k, let G ij = (V i ∪ V j , E(V i , V j )) and let H 1 ij and H 2 ij be edge disjoint (q + 1)-regular subgraphs of G ij . In an arbitrary order, for every 1 ≤ i < j ≤ k, every x ∈ V i and every y ∈ V j , Waiter offers q + 1 edges of H 1 ij incident to x and q + 1 edges of H 2 ij incident to y. It is not hard to see that the graph built by Client admits k internally pairwise vertex disjoint paths between any pair of vertices and is thus k-connected by Menger's Theorem. We are currently not able to determine q D k asymptotically; not even for k = 1. At present, we are also unable to determine q C k asymptotically for any k ≥ 2.
Similarly, we do not know the answer to the following two questions (though we suspect it is positive):
Question 5.4. Is there an integer k ≥ 2 for which q D k is substantially larger than q C k ? Question 5.5. Is q C 2 substantially larger than q H ?
