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Abstract
We register, explicitly, equivalences and dual equivalences between cat-
egories of abstract quadratic forms theories and (sub)categories of multi-
rings and multifields.
1 Multigroups and Multirings
This section is a compiled o basic definitions and results included for the
convenience of the reader. For more details, consult [6].
Multigroups are a generalization of groups. We can think that a multigroup
is a group with a multivalued operation:
Definition 1.1 Amultigroup is a quadruple (G, ∗, r, 1), whereG is a non-empty
set,
∗ : G×G→ P(G) \ {∅} and r : G→ G are functions, and 1 is an element of G
satisfying:
i - If z ∈ x ∗ y then x ∈ z ∗ r(y) and y ∈ r(x) ∗ z.
ii - y ∈ 1 ∗ x iff x = y.
iii - With the convention x ∗ (y ∗ z) =
⋃
w∈y∗z
x ∗ w and (x ∗ y) ∗ z =
⋃
t∈x∗y
t ∗ z,
x ∗ (y ∗ z) = (x ∗ y) ∗ zfor all x, y, z ∈ G.
A multigroup is said to be commutative if
iv - x ∗ y = y ∗ x for all x, y ∈ G.
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Example 1.2
a - Suppose (G, ·, 1) is a group. Defining ∗(a, b) = {c ∈ G : c = a · b} and
r(g) = g−1, we have that (G, ∗, r, 1) is a multigroup.
We have too, an another description to multigroups, due by Marshall in [6]:
Definition 1.3 A multigroup is a quadruple (G,Π, r, i) where G is a non-empty
set, Π is a subset of G×G×G, r : G→ G is a function and i is an element of
G satisfying:
I - If (x, y, z) ∈ Π then (z, r(y), x) ∈ Π and (r(x), z, y) ∈ Π.
II - (x, i, y) ∈ Π iff x = y.
III - If ∃p ∈ G such that (u, v, p) ∈ Π and (p, w, x) ∈ Π then ∃q ∈ G such that
(v, w, q) ∈ Π and (u, q, x) ∈ Π.
A multigroup is said to be commutative if
IV - (x, y, z) ∈ Π iff (y, x, z) ∈ Π.
In fact, these definitions decribes the same object, and that connection is
estabilished by the following lemma:
Lemma 1.4 For any multigroup G as in the second version, we have:
a - r(i) = i.
b - r(r(x)) = x.
c - (x, y, z) ∈ Π iff (r(y), r(x), r(z)) ∈ Π.
d - (i, x, y) ∈ Π iff x = y.
e - If ∃q ∈ G such that (v, w, q) ∈ Π and (u, q, x) ∈ Π then ∃p ∈ G such that
(u, v, p) ∈ Π and (p, w, x) ∈ Π.
f - For each a, b ∈ G, there exists c ∈ G such that (a, b, c) ∈ Π.
Proof:
a - As i = i, (i, i, i) ∈ Π by II. By I, (r(i), i, i) ∈ Π and by II, r(i) = i.
b - x = x
II
⇒ (x, i, x) ∈ Π
I
⇒ (r(x), x, i) ∈ Π
I
⇒ (r(r(x)), i, x) ∈ Π
II
⇔ r(r(x)) =
x.
c - (x, y, z)
I
⇔ (z, r(y), x) ∈ Π
I
⇔ (r(z), x, r(y)) ∈ Π
I
⇔ (r(y), r(x), r(z)) ∈ Π.
d - Let (i, x, y) ∈ Π.
(i, x, y) ∈ Π
I
⇒ (y, r(x), i) ∈ Π
I
⇒ (r(y), i, r(x)) ∈ Π
I
⇒ r(y) = r(x)
(b)
⇒ y = r(r(y)) = r(r(x)) = x.
Conversely, suppose x = y.
x = y ⇒ r(x) = r(y)
II
⇒ (r(y), i, r(x)) ∈ Π
I+(b)
⇒ (y, r(x), i) ∈ Π
I
⇒ (i, x, y) ∈ Π.
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e - (u, q, x) ∈ Π
I
⇒ (x, r(q), u) ∈ Π
(c)
⇒ (q, r(x), r(u)) ∈ Π. Then, (v, w, q) ∈
Π and (q, r(x), r(u)) ∈ Π, so by axiom III, there exists t ∈ G such that
(w, r(x), t) ∈ Π and (v, t, r(u)) ∈ Π.
(w, r(x), t) ∈ Π
(b)
⇒ (x, r(w), t) ∈ Π
I
⇒ (r(t), w, x) ∈ Π, and
(v, t, r(u)) ∈ Π
(b)
⇒ (r(t), r(v), u) ∈ Π
I
⇒ (u, v, r(t) ∈ Π.
Hence Defining p = r(t), we have (u, v, p) ∈ Π and (p, w, x) ∈ Π.
f - Hence (b, r(b), i) ∈ Π and (a, i, a) ∈ Π, by (e), there exists c ∈ G such that
(a, b, c) ∈ Π and (c, r(b), a) ∈ Π.
Now, let (G, ∗, r, 1) a multigroup in the sense 1.1. We can define a multigroup
(G,Π∗, r, i) taking i = 1 and Π∗ = {(a, b, c) : c ∈ a ∗ b}. The validate of the
axioms I,II, III (and IV) for (G,Π∗, r, i) are direct consequence of axioms i,ii, iii
and (iv) in (G, ∗, r, 1).
Conversely, let (G,Π, r, i) a multigroup in the sense 1.3. By 1.4(f), the
function ∗Π : A × A → P(A) \ {∅}, gives by ∗Π(a, b) = a ∗Π b := {c ∈ G :
(a, b, c) ∈ Π} is well defined. Hence, Let (G, ∗Π, 1) with 1 = i. Then, the
validate of the axioms i,ii (and iv) for (G, ∗Π, 1) are direct consequence of I,II
(and IV) for (G,Π, r, i). For the axiom iii, let x ∈ a ∗Π (b ∗Π c). Then x ∈ a ∗Π q
for some q ∈ b ∗Π c. As (b, c, q) ∈ Π and (a, q, x) ∈ Π, by 1.4(e), there exists
p ∈ Π such that (a, b, p) ∈ Π and (p, c, x) ∈ Π and then, x ∈ p∗Πc with p ∈ a∗Π b
that imply x ∈ (a ∗Π b) ∗Π c. Finally, let y ∈ (a ∗Π b) ∗Π c. So y ∈ p ∗Π c for some
p ∈ a ∗Π b, then and (a, b, p) ∈ Π and (p, c, y) ∈ Π. By III, there exists q ∈ Π
such that (b, c, q) ∈ Π and (a, q, y) ∈ Π. Hence y ∈ a ∗Π q and q ∈ b ∗Π c, that
imply y ∈ a ∗Π (b ∗Π c). Therefore, (G, ∗Π, 1) is a multigroup in the sense 1.1.
From here, we will define multirings and study this structure with more
details:
Definition 1.5 A multiring is a sextuple (R,+, ·,−, 0, 1) where R is a non-
empty set, + : R × R → P(R) \ {∅}, · : R × R → R and − : R → R are
functions, 0 and 1 are elements of R satisfying:
i - (R,+,−, 0) is a commutative multigroup;
ii - (R, ·, 1) is a commutative monoid;
iii - a0 = 0 for all a ∈ R;
iv - If c ∈ a+ b, then cd ∈ ad+ bd. Or equivalently, (a+ b)d ⊆ ab+ bd.
R is said to be a multidomain if do not have zero divisors, and R will be a
multifield if every non-zero element of R has multiplicative inverse. We will use
two conventions: if Z,W ⊆ R and x ∈ R, Z +W =
⋃
{x + y : x ∈ Z, y ∈ W}
and Z + x = Z + {x} =
⋃
{z + x : z ∈ Z}.
Example 1.6 a - As in example 1.2(a), every ring, domain and field is a mul-
tiring, multidomain and multifield respectively.
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b - Q2 = {−1, 0, 1} is a multifield with the usual product and the multivalued
sum defined by relations

0 + x = x+ 0 = x, for every x ∈ Q2
1 + 1 = 1, (−1) + (−1) = −1
1 + (−1) = (−1) + 1 = {−1, 0, 1}
c - Let be V ⊆ Rn an algebraic set and A as the coordinate ring of V , i.e, the
ring R[X ] of polinomial functions f : V → R. Define an equivalence relation
∼ on A by f ∼ g ⇔ f(x) and g(x) has the same sign for all x ∈ V . Thus,
Qred(A) = A/ ∼ is called the real reduced multiring. The operations are
defined by:

f ∈ g + h⇔ ∃f ′, g′, h′ ∈ A
such that f ′ = g′ + h′, f ′ = f, g′ = g, and h′ = h
gh = gh, −f = −f, 0 = 0, 1 = 1
Taking n = 1, we have a counter-example to show that ad+ bd ( (a + b)d
in general: x2 + x3 ∈ xx + x1 but x2 + x3 /∈ x(x + 1), and this not happen
because x2 + x3 > 0 and x(x+ 1) < 0 for x near to 0 with x 6= 0.
d - In the set R+ of positive real numbers, we define a▽ b = {c ∈ R+ : |a− b| ≤
c ≤ a + b}. We have that R+ with the usual product and ▽ multivalued
sum is a multifield, called triangle multifield [8]. We denote this multifield
by T R+.
e - Let K = {0, 1} with the usual product and the sum defined by relations
x + 0 = 0 + x = x, x ∈ K and 1 + 1 = {0, 1}. This is a multifield called
Krasner’s multifield [5].
Lemma 1.7 Let F be a multifield. Then (a+b)d = ad+bd for every a, b, d ∈ F .
Proof:
We have (a + b)d ⊆ ad + bd already. For the other inclusion, if d = 0, it is
done. If d 6= 0, we have:
(ad+ bd)d−1 ⊆ (ad)d−1 + (bd)d−1 = ad+ bd⇒
ad+ bd = [(ad+ bd)d−1]d ⊆ (a+ b)d.
In the sequel, we will extend some terminology of commutative alge-
bra from multirings and multifields. As expected, many concepts such that
morphisms, ideals, fractions and localizations has a natural generalization for
multirings. We treat of them and explain some pathologies that appears in the
multivalued world.
Definition 1.8 An ideal of a multiring A is a non-empty subset of A such that
a + a ⊆ a and Aa = a. An ideal p of A is said to be prime if 1 /∈ p and
ab ∈ p ⇒ a ∈ p or b ∈ p. An ideal m is maximal if m ⊆ a ⊆ A ⇒ a = m or
a = A. We will denote Spec(A) = {p ⊆ A : p is a prime ideal}.
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With the notion of ideal, we can define some new multirings structures with
the language of commutative algebra in mind:
Definition 1.9
a - If {Ai}i∈I is a family of multirings, then the product Πi∈IAi is a multiring
in the natural (componentwise) way.
b - Let a ⊆ A an ideal. Elements of A/a are cosets a = a + a, a ∈ A. We
define a multiring structure on A/a by a + b = {c : c ∈ a + b}, −a = −a,
the zero and the unit element of A/a are 0 = 0 and 1 = 1 respectively and
mutiplication on A/a is defined by ab = ab.
c - Let S be a multiplicative set in A. Elements of S−1A have the form a/s,
a ∈ A, s ∈ S, a/s = b/t iff atu = bsu for some u ∈ S. 0 = 0/1, 1 = 1/1 and
the operations are defined by (a/s) · (b/t) = ab/st, and c/u ∈ a/s + b/t iff
cstv ∈ atuv + bsuv for some v ∈ S.
d - If D is a multidomain, we define the multifield of fractions ff(D) := (D \
{0})−1D.
Now, we present a construction that will be used several times below:
Definition 1.10 Fix a multiring A and a multiplicative subset S of A. Define
an equivalence relation ∼ on A by a ∼ b iff as = bt for some s, t ∈ S. Denote
by a the equivalence class of a and set A/mS = {a : a ∈ A}. Defining a +
b = {c : cv ∈ as + bt, for some s, t, v ∈ S}, −a = −a, and ab = ab we have
that (A/mS,+, ·,−, 0, 1) is a multiring. When S =
∑
A∗2, we will denote
A/m
∑
A∗2 = Qred(A).
Let S be a non-empty subset of a multiring A. We define the ideal gen-
erated by S as 〈S〉 :=
⋂
{a ⊆ A ideal : S ⊆ a}. If S = {a1, ..., an}, we easily
check that
〈a1, ..., an〉 =
∑
Aa1 + ...+
∑
An, where
∑
Aa =
⋃
n≥1
{a+ ...+ a︸ ︷︷ ︸
n times
}.
If A satisfy the second-half distributive, then
∑
Aa = Aa. The following lemma
is an useful property. The proof is the same of the ring case:
Lemma 1.11
a - An ideal p of a multiring A is prime iff A/p is a multidomain.
b - An ideal m of a multiring A is maximal iff A/m is a multifield.
c - Every ideal maximal is prime.
Proposition 1.12 For any multiring A, Spec(A) has a natural topology giving
it the structure of a spectral space [4]. Basic open sets have the form D(a) :=
{p ∈ Spec(A) : a /∈ p}.
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Proof:
Let Φ : Spec(A)→ {0, 1}A the embedding morphism given by
Φ(p) = (xa)a∈A, where xa =
{
0 if a ∈ p
1 if a /∈ p
The topology on Spec(A) induced by Φ (giving {0, 1} the discrete topology and
{0, 1}A the product topology) is the so-called patch topology, i.e., the topology
with subbasis consisting of the sets {D(a), Spec(A)\D(b) : a, b ∈ A}. It suffices
to show that Spec(A) with the patch topology is a Boolean space or, equivalently,
that the image of Φ is closed in {0, 1}A [4].
For this, we will decompose Im(Φ) as an intersection of closed subsets in
{0, 1}A. Observe that the x = (xa)a∈A ∈ Im(Φ) has the following relations:

x0 = 0, x1 = 1
xa = 1 and xb = 1⇒ xab = 1
xa = 0 and xb = 0⇒ xc = 1, for all c ∈ a+ b
(1)
For this reason, we define

V0 = {0} ×
∏
a∈A\{0}
{0, 1}
V1 = {1} ×
∏
a∈A\{1}
{0, 1}
Va+b = {0} × {0} ×
∏
c∈a+b
{0} ×
∏
d∈A\{a+b∪{a,b}}
{0, 1}
Vab =
(
{0} × {0} ×
∏
d∈A\{a,ab}
{0, 1}
)
∪
(
{0} × {0} ×
∏
d∈A\{b,ab}
{0, 1}
)
Uab = {1} × {1} × {1} ×
∏
d∈A\{a,b,ab}
{0, 1}
B =
⋃
a,b∈A
Va+b, C =
⋃
a,b∈A
Vab, D =
⋃
a,b∈A
Uab
We have that B,C and D are closed subsets, and by 1, Im(Φ) = V0∩V1∩B∩C∩
D. Indeed, if x = Φ(p), the relations 1 asserts that x ∈ V0∩V1 ∩B∩C ∩D, and
if y ∈ V0 ∩ V1 ∩B ∩C ∩D, the same relations implies that q = {a ∈ A : ya = 0}
is a prime ideal of A. Then, Im(Φ) is closed in {0, 1, }A.
Now, we treat about morphisms:
Definition 1.13 Let A and B multirings. A map f : A→ B is a morphism if
for all a, b, c ∈ A:
i - c ∈ a+ b⇒ f(c) ∈ f(a) + f(b);
ii - f(−a) = −f(a);
iii - f(0) = 0;
iv - f(ab) = f(a)f(b);
v - f(1) = 1.
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For multirings, there are various sorts of “substrucutre” that one can con-
sider. For rings, these all coincide. If A,B are multirings, we say A is embedded
in B by the morphism ι : A→ B if ι is injective. We say A is strongly embedded
in B ifA is embedded in B and, for all a, b, c ∈ A, ι(c) ∈ ι(a)+Bι(b)⇒ c ∈ a+Ab.
We say A is a submultiring of B if A is strongly embedded in B and, for all
a, b ∈ A and all c ∈ B, c ∈ ι(a) +B ι(b)⇒ c ∈ ι(A).
The category of multifields (respectively multirings) and theirs morphisms
will be denoted by MF (respectively MR). Some of the properties of rings
morphisms are not extend to multirings morphisms. Next, are some counterex-
amples:
Example 1.14
a - Let f : R→ Q2 be f(x) = sgn(x), (with convention that sgn(0) = 0). f is a
multiring morphism, but f is not injective and Kerf = {0}. Also R/Kerf
is not isomorphic to Q2.
b - The inclusions functions Q2 →֒ R and T R+ →֒ R are not multiring mor-
phisms.
2 Ordering Structures
The standart Artin-Schreier can be extended to the multifield theory as in
section 3 of [6]. For the convenience of the reader, we will list some results that
we will use in the next sections:
Definition 2.1 Let F be a multifield. A subset P of F is called an ordering if
P +P =⊆ P , P ·P ⊆ P , P ∪−P = F and P ∩−P = {0}. The real spectrum of
a multifield F , denoted Sper(F ), is defined to be the set of all orderings of F .
Definition 2.2 A preordering of a multifield F is defined to be a subset T of
F satisfying T + T ⊆ T , T · T ⊆ T and F 2 ⊆ T . Here, F 2 := {a2 : a ∈ F}.
A multifield F is said to be real if −1 /∈
∑
F 2. If F is real, then −1 6= 1. A
preordering T of F is said to be proper if −1 /∈ T .
Proposition 2.3 Let F be an multifield and T a proper preordering of F . Then
T =
⋂
P∈XT
P , where XT = {P ∈ Sper(F ) : T ⊆ P}.
Proof:
Proposition 3.4 of [6].
Consider the multifield Q2. {0, 1} is an ordering on Q2. For any ordering P
on a multifield F , QP (F ) = F/mP ∼= Q2 by a unique isomorphism. Orderings
of a multifield F correspond bijectively to a multiring homomorfism σ : F → Q2
via P = σ−1({0, 1}).
Proposition 2.4 For a real multifield F are equivalent:
a - The multiring morphism F → Qred(F ) is an isomorphism;
b -
∑
F 2 = {0, 1};
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c - For all a ∈ F , a3 = a and (a ∈ 1 + 1)⇒ (a = 1).
Proof:
Proposition 4.1 [6].
Definition 2.5 (Corollary 4.2 in [6]) A multifield F is said to be real re-
duced if a3 = a and (a ∈ 1 + 1)⇒ (a = 1) for all a ∈ F . This implies that the
morphism a 7→ a from F to Qred(F ) is an isomorfism.
A morfism of real reduced multifield is just a morfism of multifields. The
category of real reduced multifields will be denoted by MFred.
Theorem 2.6 (Local-Global principle) For any real reduced multifield F ,
the natural embedding F →֒ Q
Sper(F )
2 is a strong embedding.
Proof:
Proposition 4.4 [6].
Definition 2.7 Let A be a multiring. A subset P of A is called an ordering
if P + P ⊆ P , P · P ⊆ P , P ∪ −P = A and P ∩ −P is a prime ideal of A,
called the support of P . Orderings of a multiring A correspond bijectively to
multiring homomorphisms σ : A→ Q2 via P = σ−1({0, 1}). The real spectrum
of a multiring A, denoted Sper(A), is defined to be the set of all orderings of A.
Proposition 2.8 (Local-Global principle) Let A be a multiring with −1 /∈∑
A2 and T a proper preordering of A. Then:
1. QT (A) is a multiring.
2. QT (A) is strong embedded in Q
XT
2 .
Proof:
Proposition 7.3 [6].
Definition 2.9 (Corollary 7.6 in [6]) A multiring A is said to be real re-
duced if the following properties holds for all a, b, c, d ∈ F :
i - 1 6= 0;
ii - a3 = a;
iii - c ∈ a+ ab2 ⇒ c = a;
iv - c ∈ a2 + b2 and d ∈ a2 + b2 implies c = d.
This implies that the morphism a 7→ a from A to Qred(A) is an isomorfism.
A morfism of real reduced multirings is just a morfism of multirings. The
category of real reduced multirings will be denoted by MRred.
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3 Real Reduced Multifields and Abstract Or-
dering Spaces
In this section, we will construct a functor MFred → AOS where AOS is
the category of Abstract Ordering Spaces as in [7]. This fuctor was cited by
Marshall in [6], so we will make the details and examine some properties.
Recall that for any setX , {−1, 1}X is made into a group by defining (ab)(x) =
a(x)b(x), and that if G is a group of exponent 2, the character group of G is the
group χ(G) := Hom(G,Z2) (here, we consider G and Z2 as topological groups).
Definition 3.1 (Space of Orderings) An abstract ordering space or space of
orderings, abbreviated AOS, is a pair (X,G) satisfying:
AX1 - X is a non-empty set, G is a subgroup of {−1, 1}X, G contais the
constant function −1, and G separates points in X (i.e, if x, y ∈ X , x 6= y,
then there exists a ∈ G such that a(x) 6= a(y)).
If a, b ∈ G we define the value set D(a, b) to be the set of all c ∈ G such
that for each x ∈ X either c(x) = a(x) or c(x) = b(x). In particular, a and b
are both elements of D(a, b).
AX2 - If x ∈ χ(G) satisfies x(−1) = −1 and a, b ∈ ker(x) ⇒ D(a, b) ⊆ ker(x),
then x is in the image of the natural embedding X →֒ χ(G).
AX3 (Associativity) - For all a, b, c ∈ G, if t ∈ D(a, r) for some r ∈ D(b, c)
then t ∈ D(s, c) for some s ∈ D(a, b).
Definition 3.2 A morphism α from an AOS (X,G) to an AOS (Y,H) is a
mapping α : X → Y such that for each h ∈ H , the composite function h ◦ α :
X → {−1, 1} is an element of G (and in particular, α is surjective). Note that
this implies that α induces a group homomorphism h 7→ h ◦ α from H to G.
Also α−1(U(h)) = U(h ◦ α) for each h ∈ H , so α is continuous.
An isomorfism from (X,G) to (Y,H) is a morphism α : X → Y which
is bijective and such that the induced group homomorfism h 7→ h ◦ α is also
bijective.
Theorem 3.3 Let (X,G) a space of orderings and set M(G) = G ∪ {0} where
0 := {G}. Then (M(G),+, ·,−, 0, 1) is a real reduced multifield with the extended
operations:
• a · b =
{
0 if a = 0 or b = 0
a · b otherwise
• −(a) = (−1) · a
• a+ b =


{b} if a = 0
{a} if b = 0
M(G) if a = −b, and a 6= 0
D(a, b) otherwise
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Proof:
Firstly, observe that + is well-defined. Then, we will verify the conditions
of definition 1.5:
i - For this, we will check the conditions of definition 1.1.
a - If a = 0 or a = −b, then d ∈ a+b implies trivially that a ∈ d+(−b) and
b ∈ (−a) + d. Now, let a, b 6= 0 with a 6= −b (this implies d 6= 0). We
prove that (d(x) ∈ {a(x), b(x)} ∀x ∈ X)⇒ (a(x) ∈ {d(x),−b(x)} ∀x ∈
X), and it is suffice for prove that a ∈ d+ (−b) and b ∈ (−a) + d. Let
x ∈ X . If c(x) = a(x) is done. If c(x) 6= a(x) then c(x) = b(x). If
c(x) = b(x) = 1, then a(x) = −1 = −b(x), and if c(x) = b(x) = −1,
then a(x) = 1 = −b(x), finalizing the argument.
b - (y ∈ x+ 0)⇔ (x = y) is direct consequence of the definition of sum.
c - a + 0 = 0 + a and a + (−a) = M(G) = (−a) + a. Let a, b ∈ M(G),
a, b 6= 0 and a 6= −b. How D(a, b) = D(b, a), we have a + b = b + a.
Then, the commutativity holds.
d - Now we prove the associativity. Let a = 0 (the cases b = 0 and c = 0
are analogous). Then 0 + (b + c) = {0 + g : g ∈ b + c} = b + c and
(0 + b) + c = ({b}) + c = b+ c.
Now, let a, b, c 6= 0 with a = −c.
(a+ b) + (−a) =
⋃
{g + (−a) : g ∈ a+ b} =M(G) (I)
because a ∈ a+ b; and
a+ (b+ (−a)) =
⋃
{a+ h : h ∈ b+ (−a)} =M(G) (II)
because −a ∈ b+(−a). So (I) = (II) and (a+b)+(−a) = a+(b+(−a)).
For the case a, b, c 6= 0, a = −b (the cases b 6= −c is analogous) we have
(a+ (−a)) + c =
⋃
{g + c : g ∈M(G)} =M(G) (III)
and
a+ ((−a) + c) =
⋃
{a+ h : h ∈ (−a) + c} =M(G) (IV)
because −a ∈ (−a) + c. So (III) = (IV) and (a + (−a)) + c = a +
((−a) + c). Finally, let a, b, c 6= 0, a 6= −b, b 6= −c and a 6= −c.
(a+ b) + c = c+ (a+ b) =
⋃
{c+ g : g ∈ a+ b} =
⋃
g∈D(a,b)
D(c, g) (V)
and
a+ (b + c) =
⋃
{h+ a : h ∈ b+ c} =
⋃
h∈D(b,c)
D(h, a) (VI)
By the inductive description of the value sets (as in 2.2 of [7]) we have
(V) = (VI). Then (a+ b) + c = a+ (b + c) for all a, b, c ∈M(G).
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ii - We conclude that (M(G), ·, 1) is a commutative monoid as consequence
of (G, ·, 1) is an abelian group and the extended definition of · to M(G).
Beyond this, we have that every nonzero element of M(G) has an inverse.
iii - a · 0 = 0 for all a ∈ M(G) is a consequence of the extended definition of
multiplication to M(G).
iv - If a = 0 or a 6= −b, then (d ∈ a + b) ⇒ ∀g(gd ∈ ga + gb) is direct
consequence of the definition of sum. Next this, let a, b 6= 0 with a 6= −b
and d ∈ a + b = D(a, b). Then d(x) = a(x) or d(x) = b(x) for all x ∈ X .
Hence, g(x)d(x) = g(x)a(x) or g(x)d(x) = g(x)b(x) for all x ∈ X and
gd ∈ ga+ bg. Thus we have g(a+ b) ⊆ ga+ gb for all a, b, g ∈M(G).
Then, (M(G),+,−, ·, 0, 1) is a multifield. As G is a subgroup of {−1, 1}X,
we have that G is a group of exponent 2, i.e, g2 = 1 for all g ∈ G and then,
a3 = a for all a ∈M(G). If a ∈ 1+ 1, then a(x) = x for all x ∈ X . This implies
a = 1. Consequently, M(G),+,−, ·, 0, 1) is a real reduced multifield.
Corollary 3.4 The correspondence G 7→M(G) defines a contravariant functor
M : AORop →MFred.
Proof:
Let (X,G) and (Y,H) abstract ordering spaces and α : Y → X be an AOR-
morphism. By definition 3.2, α induces a group homomorfism ϕ : G→ H given
by ϕ(g) = g ◦α. Define M(α) = ϕ˜ :M(G)→M(H) extending this morphism ϕ
toM(G) making ϕ˜(0) = 0. Note that we alread have ϕ(1) = 1 and ϕ(−1) = −1.
Then, we just need to prove that for all a, b, c ∈ G, c ∈ a+ b⇒ ϕ˜ ∈ ϕ˜+ ϕ˜.
We can suppose a, b, c 6= 0 and a 6= −b without loss of generality. Hence, we
will prove that c ∈ D(a, b)⇒ ϕ(c) ∈ D(ϕ(a), ϕ(b)).
c ∈ D(a, b)⇒ c(x) = a(x) ∨ c(x) = b(x)∀x ∈ X ⇒
c(α(y)) = a(α(y)) ∨ c(α(y)) = b(α(y))∀ y ∈ Y ⇒
c ◦ α ∈ D(a ◦ α, b ◦ α)⇒ D(ϕ(a), ϕ(b))
therefore M(ϕ) is a MF-morphism. If (Z,K)
β // (Y,H)
α // (X,G) are
AOR-morphism, with ϕ : G → H and τ : H → K the respectively induced
group homomorphisms, the fact of M(αβ) = M(β)M(α) is direct consequence
of αβ be an AOR-morphism.
Let F be an real reduced multifield. Observe that by the local-global
principle for multifield we have the following identities:
• a ∈ a+ b;
• If a 6= 0, then a+ (−a) = F ;
• a 6= 0⇒ σ(a) 6= 0 for all σ ∈ Sper(F ).
Now, let χ(F ) = {σ ∈ {−1, 1}F : σ(ab) = σ(a)σ(b)} and define{
X = {x ∈ χ(F ) : x(−1) = −1 and a, b ∈ Ker(x)⇒ a+ b ⊆ Ker(x)}
G = {σ ∈ {−1, 1}X : ∃ f ∈ F such that σ(x) = x(f), ∀x ∈ X}
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Lemma 3.5 There is a bijective correspondence between (X, Sper(F )) and (G,F ).
Proof:
We will proof that the correspondence x 7→ x′ : F → Q2, x′(f) = x(f) if
f 6= 0 and x′(0) =) define a bijection A : X → Sper(F ) and the correspondence
σ 7→ fσ when σ(x) = x(fσ) for all x ∈ X define a bijection B : G→ F .
• A and B are well-defined. We need to prove that x′ : F → Q2 is a
multifield morphism and that
⋂
x∈X Ker(x) = {1}, hence by this, x(f) =
x(g) for all x ∈ X implies that fg−1 ∈
⋂
Ker(x) = {1} and then, f = g.
i - x′ is a morphism. In fact, we just need to prove that a ∈ b + c ⇒
x(a) ∈ x(b) + x(c). How the zero case is undefined, let a, b, c 6= 0. If
x(b) 6= x(c), then x(b)+x(c) = Q2 and it is done. If x(b) = x(c) = 1,
a ∈ (b + c)∗ ⊆ Ker(x) ⇒ x(a) ∈ x(b) + x(c). If x(b) = x(c) = −1,
then −a ∈ (−b− c)∗ ⊆ Ker(x)⇒ x(a) ∈ x(b) + x(c).
ii -
⋂
x∈X Ker(x) = {1}. Let a 6= 1 in F
∗. How F is a real reduced
multifield,
a /∈ {0, 1} =
∑
F 2 =
⋂
P∈Sper(F )
P.
Let P an ordering such that a /∈ P and σ : F → Q2 its associate
morfism. Note that σ(a) = −1 and σ|F∗ ∈ X , because
a, b ∈ Ker(σ)⇒ σ(a+ b) ⊆ σ(a) + σ(b) = {1} ⇒ (a+ b)∗ ⊆ Ker(σ|F∗)
Therefore a /∈
⋂
x∈X Ker(x).
• A and B are injective.
x 6= y ∈ X ⇒ ∃ f ∈ F ∗ such that x(f) 6= y(f)⇒ x′(f) = x(f) 6= y(f) = y′(f).
σ 6= γ ∈ G⇒ ∃x ∈ X such that σ(x) 6= γ(x)⇒ x(fσ) 6= x(fγ)⇒ fσ 6= fγ .
• A and B are surjective. Given σ ∈ Sper(F ), we already proof that σ|F∗ ∈
X and so A(σ|F∗) = σ. For B, let f ∈ F ∗, define σf ∈ {−1, 1}X given by
σf (x) = x(f) for all x ∈ X . Then σf ∈ G and B(σf ) = f .
Theorem 3.6 With the above notation, (X,G) is an abstract ordering space.
Proof:
Notation: if σ ∈ G, fσ = B(σ) and if f ∈ F
∗, σf = B
−1(f). Given
σ, γ ∈ G, define D(σ, γ) = {τ ∈ G : ∀x ∈ X, τ(x) ∈ {σ(x), γ(x)}}. We have
D(σ, γ) = {τ : fτ ∈ (fσ + fγ)∗}.
τ ∈ D(σ, γ)⇔ τ(x) = σ(x) ∨ τ(x) = γ(x)⇔ ∀x ∈ X, τ(x) ∈ σ(x) + γ(x)
lemma 3.5
⇔ K ∈ Sper(F ),K(fτ ) ∈ K(fσ) + (fγ)
local-global principle
⇔ fτ ∈ (fσ + fγ).
Now, we will check each axiom of definition 3.1:
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AX1 - G ⊆ {−1, 1}X is a subgroup, because σfσg = σfg, 1 ∈ G and (σf )−1 =
σf−1 . Moreover, −1 = σ−1 ∈ G, because x(−1) = −1 for all x ∈ X . We
alread have that G separate points.
AX2 - Let Π ∈ χ(G) with Π(σ−1) = −1 and σ, γ ∈ Ker(Π) ⇒ D(σ, γ) ⊆
Ker(Π). We need to find x ∈ X such that Π(σ) = σ(x) for all σ ∈ G.
Define x : F ∗ → {−1, 1} by x(f) = Π(σf ). Note that x ∈ χ(F ) and
x(−1) = −1. To proof that x ∈ X we need that a, b ∈ Ker(x)⇒ (a+b)∗ ⊆
Ker(x).
a, b ∈ Ker(x)⇒ σa, σb ∈ Ker(Π)⇒ D(σa, σb) ⊆ Ker(Π)
Then
c ∈ (a+ b)∗ ⇒ σc ∈ D(σa, σb) ⊆ Ker(Π)⇒ c ∈ Ker(x)
Therefore, x ∈ X . Moreover, given σ = σf ∈ G, we have
Π(σ) = Π(σf ) = x(f) = σf (x) = σ(x)
finalizing the argument for AX2.
AX3 - Given σ, γ, τ ∈ G, let i ∈ D(σ, j) with j ∈ D(γ, τ). We will show that
i ∈ D(σ, j), j ∈ D(γ, τ) ⇒ fi ∈ (fσ + fτ )∗ and fj ∈ (γ+fτ )∗. How the
sum in F is associative, there exist l ∈ fσ + fγ with fi ∈ fl + fγ .
If l = 0, we have fσ = −fγ and fi − fγ and then, fi ∈ (1 + fγ)∗ and
1 ∈ (fσ + fγ)∗ ⇒ i ∈ D(σ1, γ) and σ1 ∈ D(σ, γ). If l 6= 0, i ∈ D(σl, γ)
with σl ∈ D(σ, γ).
Theorem 3.7 There exist an equivalence of categories between AORop and
MFred.
Proof:
DefineM : AOSop →MFRed and Spec :MFRed → AOS
op as we already
defined in corollary 3.4 and theorem 3.6. Follow by that M ◦ Spec ∼= IdMFRed
and Spec ◦M ∼= IdAOSop .
4 Real Reduced Multirings and Abstract Real
Spectra
This section is dedicated to construct a functor MRred → ARS where ARS is
the category of Abstract Real Spectra as in [7]. This is another fuctor cited by
Marshall in [6] that we will analyze.
Recall that, {−1, 0, 1} has a natural ordering relation and for any set X ,
{−1, 0, 1}X denotes the set of all functions a : X → {−1, 0, 1}. This is a monoid
with the operation given by (ab)(x) = a(x)b(x).
Definition 4.1 (Abstract Real Spectra) An abstract real spectrum or space
of signs, abreviatted to ARS, is a pair (X,G) satisfying:
13
AX1 - X is a non-empty set, G is a submonoid of {−1, 0, 1}X, G contais the
constants functions −1, 0, 1, and G separates points in X .
If a, b ∈ G, the value set D(a, b) is defined to be the set of all c ∈ G such
that, for all x ∈ X , either a(x)c(x) > 0 or b(x)c(x) > 0 or c(x) = 0. The
value set Dt(a, b) is defined to be the set of all c ∈ G such that, for all x ∈ X ,
either a(x)c(x) > 0 or b(x)c(x) > 0 or c(x) = 0 and b(x) = −a(x). Note that
c ∈ Dt(a, b)⇒ c ∈ D(a, b). Conversely, c ∈ D(a, b)⇒ c ∈ Dt(ac2, bc2).
AX2 - If P is a submonoid of G satisfying P ∪ −P = G, −1 /∈ P , a, b ∈ P ⇒
D(a, b) ⊆ P and ab ∈ P ∩ −P ⇒ a ∈ P ∩ −P or b ∈ P ∩ −P , then there
exists x ∈ X (necessarily unique) such that P = {a ∈ G : a(x) ≤ 0}.
AX3 (Strong Associativity) - For all a, b, c ∈ G, if p ∈ Dt(a, r) for some
q ∈ Dt(b, c) then p ∈ Dt(r, c) for some r ∈ Dt(a, b).
Definition 4.2 A morphism of ARS’s (X,G)→ (Y,H) is a mapping τ : X →
Y such that for each a ∈ H , the composite mapping is a ◦ τ : X → {−1, 0, 1}
is an element of G (so τ is surjective and induces a mapping a 7→ a ◦ τ from H
to G). τ is said to be an isomorfism if the mappings X → Y and H → G are
bijective.
Theorem 4.3 Let (X,G) an abstract real spectra and define a+ b = {d ∈ G :
d ∈ Dt(a, b)}. Then (G,+, ·,−, 0, 1) is a real reduced multiring.
Proof:
Firstly, observe that + is well-defined. Then, we will verify the condi-
tions of definition 1.5. Commutativity, associativity and neutral element (a ∈
Dt(0, b)⇔ a = b) are imediate. In fact, the unique non-trivial part of the proof
is
a ∈ Dt(b, c)⇒ b ∈ Dt(a,−c) and c ∈ Dt(−b, a).
We will prove that b ∈ Dt(a,−c) and the case c ∈ Dt(−b, a) analogous. Let
x ∈ X and a ∈ Dt(b, c). Remember that a ∈ Dt(b, c) means that a(x)b(x) > 0
or a(x)c(x) > 0 or a(x) = 0 and b(x) = c(x) happens for all x ∈ X .
If a(x)b(x) > 0, then b(x)a(x) > 0 and it is done. If a(x)c(x) > 0, we have
some cases:
• a(x) = c(x) = 1. We can suppose that a(x)b(x) ≤ 0 and b(x) ∈ {0, 1}. If
b(x) = 0 it is done. If b(x) = 1, then b(x)[−c(x)] > 0.
• a(x) = c(x) = 1. Again, we will suppose that a(x)b(x) ≤ 0 and b(x) ∈
{0, 1}. If b(x) = 0 it is done. If b(x) = 1, then b(x)[−c(x)] > 0.
• a(x) = 0 and b(x) = c(x). If b(x) = c(x) = 0 then b(x) = 0 and a(x) =
c(x). If b(x) = c(x) 6= 0, then b(x)c(x) > 0.
Hence G is a multiring. For the real reduced part, we have imediatelly that
1 6= 0 and a3 = a for all a ∈ G.
c ∈ Dt(a, ab2)⇔ c(x)a(x) = 0 ∨ (c(x) = 0 ∧ a(x) = 0)⇔ c = a
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and
c ∈ Dt(a2, b2)⇔ ∀x ∈ G(c(x) = 1 ∨ (c(x) = 0 ∧ a(x)b(x) = 0))
This implies that c is uniquely determined. Therefore, G is a real reduced
multiring.
Corollary 4.4 There is a functor M : ARSop →MRred.
Proof:
Let (X,G) and (Y,H) be abstract real spectras and τ : Y → X be a ARS-
morphism. Define M(X) how the real reduced multiring as in theorem 4.3 and
M(τ) = f when f : G→ H is the group homomorfism induced by τ . We have
tat c ∈ a+b⇒ c ∈ Dt(a, b)⇒ f(c) ∈ Dt(f(a), f(b))⇒ f(c) ∈ f(a)+f(b) by an
argument analogous to the corollary 6.8. Then M(τ) is a multiring morphism
and this is suffice to prove that M is a (contravariant) functor.
Theorem 4.5 Let A be an real reduced multiring and consider the strong em-
bedding i : A→ Q
Sper(A)
2 given by i(a) = aˆ : Sper(A) → Q2 when aˆ(σ) = σ(a).
Define Aˆ = i(A). Then (Sper(A), Aˆ) is an abstract real spectra.
Proof:
We will check each definition of 4.1:
AX1 - Is consequence of Aˆ be a submultiring of Q
Sper(A)
2 .
AX2 - Let P be a submonoid of Aˆ such that P ∪−P = Aˆ, −1 /∈ P , a, b ∈ P ⇒
D(a, b) ⊆ P and ab ∈ P ∩ −P ⇒ a ∈ P ∩ −P or b ∈ P ∩ −P . First, Fora
Temer. Second, observe that
Dt(a, b) = {d : d ∈ a+ b}. (2)
In fact, d ∈ Dt(a, b) if and only if ∀σ ∈ Sper(A), σ(d)σ(a) > 0 or
σ(d)σ(b) > 0 or σ(d) = 0, and σ(a) = −σ(b) if and only if σ(d) ∈
σ(a) + σ(b) for all σ ∈ Sper(A). By the local-global principle for
multirings we have that this happens if and only if d ∈ a+ b.
AX3 - This is consequence of 2 and associativity.
Theorem 4.6 There exist an equivalence of categories between ARSop and
MRred.
Proof:
DefineM : ARSop →MRRed and Spec :MRRed → ARS
op as we already
defined in corollary 4.4 and theorem 4.5. Follow by that M ◦ Spec ∼= IdMRRed
and Spec ◦M ∼= IdARSop .
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5 Special Groups and Multifields
Definition 5.1 (Special Group) A special group (SG) is an tuple (G,−1,≡),
where G is a group of exponent 2, i.e, g2 = 1 for all g ∈ G; −1 is a distinguished
element of G, and ≡⊆ G×G×G×G is a relation (the special relation), satisfying
the following axioms for all a, b, c, d, x ∈ G:
SG 0 - ≡ is an equivalence relation on G2;
SG 1 - 〈a, b〉 ≡ 〈b, a〉;
SG 2 - 〈a,−a〉 ≡ 〈1,−1〉;
SG 3 - 〈a, b〉 ≡ 〈c, d〉 ⇒ ab = cd;
SG 4 - 〈a, b〉 ≡ 〈c, d〉 ⇒ 〈a,−c〉 ≡ 〈−b, d〉;
SG 5 - 〈a, b〉 ≡ 〈c, d〉 ⇒ 〈ga, gb〉 ≡ 〈gc, gd〉, for all g ∈ G.
SG 6 (3-transitivity) - the extension of ≡ for a binary relation on G3 is a
transitive relation.
A group of exponent 2 satisfying SG0-SG5 is called pre-special group (PSG).
A PSG (or SG) (G,−1,≡) is reduced (RPSG, RSG respectively) if 1 6= −1 and
if 〈a, a〉 ≡ 〈1, 1〉 ⇒ a = 1.
A n-form (or form of dimension n ≥ 1) is an n-tuple of elements of G. An
element b ∈ G is represented on G by the form ϕ = 〈a1, ..., an〉, in simbols
b ∈ DG(ϕ), if there exists b2, ..., bn ∈ G such that 〈b, b2, ..., bn〉 ≡ ϕ. Now, some
examples:
Example 5.2 (The trivial special relation) Let G be a group of exponent
2 and take −1 as any element of G diferent of 1. For a, b, c, d ∈ G, define
〈a, b〉 ≡t 〈c, d〉 if and only if ab = cd. Then Gt = (G,≡t,−1) is a SG ([3]).
Example 5.3 (Special group of a field) Let F be a field. We denote F • =
F \ {0}, F •2 = {x2 : x ∈ F •} and ΣF •2 = {
∑
i∈I x
2
i : I is finite and xi ∈ F
•2}.
Let G(F ) = F •/F •2. In the case of F is be formally real, we have ΣF •2 is
a subgroup of F •, then we take Gred(F ) = F
•/ΣF •2. Note that G(F ) and
Gred(F ) are groups of exponent 2. In [3] they prove that G(F ) and Gred(F )
are SG’s with the special relation given by usual notion of isometry, andGred(F )
is always reduced.
Definition 5.4 A map (G,≡G,−1)
f // (H,≡H ,−1) between PSG’s is a
morfism of PSG’s or PSG-morfism if f : G → H is a homomorfism of groups,
f(−1) = −1 and for all a, b, c, d ∈ G
〈a, b〉 ≡G 〈c, d〉 ⇔ 〈f(a), f(b)〉 ≡H 〈f(c), f(d)〉
A morfism of special groups or SG-morfism is a PSG-morfism between the cor-
respondents PSG’s. f will be an isomorfism if is bijective and f, f−1 are PSG-
morfisms.
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The category of special groups (respectively reduced special groups) and
theirs morphisms will be denoted by SG (respectively RSG). Now, we will
analyze the connections between the SG and MF . For this, we need more
results about special groups and their caracterization. For this, we use the
results proved in Lira’s thesis [1]. Consider these axioms concerns about a
group of exponent 2 with a distinguished element:
SG 7 - ∀a ∀a′ ∀x∀t ∀t′ ∀y[(a, a′) ≡ (x, t) ∧ (t, t′) ≡ (1, y)]
⇒ ∃a′′ ∃s ∃s′[(a, a′′) ≡ (y, s) ∧ (s, s′) ≡ (1, x)].
An equivalent statment for SG7 is⋃
t∈DG(1,y)
DG(x, t) =
⋃
s∈DG(1,x)
DG(y, s)
for all x, y ∈ G.
SG 8 - For all forms f1, ..., fn of dimension 3 and for all a, a2, a3, b2, b3 ∈ G,
〈a, a2, a3〉 ≡ f1 ≡ ... ≡ fn ≡ 〈a, b2, b3〉 ⇒ 〈a2, a3〉 ≡ 〈b2, b3〉.
SG 9 - ∀a ∀b ∀c ∀d[〈a, b, ab〉 ≡ 〈c, d, cd〉 ⇒ 〈b, a, ab〉 ≡ 〈c, d, cd〉]
Proposition 5.5 Let G be an group of exponent 2 and ≡G a binary relation
on G×G verifying the axioms SG0-SG5. Are equivalent:
i - ≡G|= SG6
ii - ≡G|= SG7 ∧ SG8
iii - ≡G|= SG9
Proof:
[1] page 32.
Proposition 5.6 Let (G,≡,−1) be a special group and define M(G) = G∪{0}
where 0 := {G}1. Then (M(G),+,−, ·, 0, 1) is a multifield, where
• a · b =
{
0 if a = 0 or b = 0
a · b otherwise
• −(a) = (−1) · a
• a+ b =


{b} if a = 0
{a} if b = 0
M(G) if a = −b, and a 6= 0
DG(a, b) otherwise
Proof:
Firstly, observe that + is well-defined. Then, we will verify the conditions
of definition 1.5:
1Here, the choice of the zero element was ad hoc. Indeed, we can define 0 := {x} for any
x /∈ G.
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i - For this, we will check the conditions of definition 1.1.
a - d ∈ a+0 = {a} imply d = a, and by this, follow that a ∈ d+(−0) and
0 ∈ (−a) + d. Let a = −b and d ∈ a + (−a) = M(G). If d = 0, then
a ∈ d+(−(−a)) = 0+a and −a ∈ (−a)+0. If d 6= 0, then a ∈ DG(d, a)
and −a ∈ DG(−a, d) so a ∈ d+ (−(−a)) = d + a and −a ∈ (−a) + d.
Finally, let a, b 6= 0 with a 6= −b, and d ∈ a + b. Then there exist
g ∈ M(G) \ {0} such that 〈d, g〉 ≡ 〈a, b〉. By SG4, 〈d,−a〉 ≡ 〈−g, b〉
(and 〈b,−g〉 ≡ 〈−a, d〉 by SG1). So a ∈ d+ (−b) and b ∈ (−a) + d.
b - (y ∈ x+ 0)⇔ (x = y) is direct consequence of the definition of sum.
c - a + 0 = 0 + a and a + (−a) = M(G) = (−a) + a. Let a, b ∈ M(G),
a, b 6= 0 and a 6= −b. How DG(a, b) = DG(b, a), we have a+ b = b+ a.
Then, the commutativity holds. Observe that if a, b 6= 0 with a 6= −b,
then 0 /∈ a+ b.
d - Now we prove the associativity. Let a = 0 (the cases b = 0 and c = 0
are analogous). Then 0 + (b + c) = {0 + g : g ∈ b + c} = b + c and
(0 + b) + c = ({b}) + c = b+ c.
Now, let a, b, c 6= 0 with a = −c.
(a+ b) + (−a) =
⋃
{g + (−a) : g ∈ a+ b} =M(G) (I)
because a ∈ a+ b, and
a+ (b+ (−a)) =
⋃
{a+ h : h ∈ b+ (−a)} =M(G) (II)
because −a ∈ b+(−a). So (I) = (II) and (a+b)+(−a) = a+(b+(−a)).
For the case a, b, c 6= 0, a = −b (the cases b 6= −c is analogous) we have
(a+ (−a)) + c =
⋃
{g + c : g ∈M(G)} =M(G) (III)
and
a+ ((−a) + c) =
⋃
{a+ h : h ∈ (−a) + c} =M(G) (IV)
because −a ∈ (−a) + c. So (III) = (IV) and (a + (−a)) + c = a +
((−a) + c). Finally, let a, b, c 6= 0, a 6= −b, b 6= −c and a 6= −c.
(a+ b)+ c = c+(a+ b) =
⋃
{c+g : g ∈ a+ b} =
⋃
g∈DG(a,b)
DG(c, g) (V)
and
a+ (b + c) =
⋃
{h+ a : h ∈ b+ c} =
⋃
h∈DG(b,c)
DG(h, a) (VI)
By SG7 (applying SG5) we have (V) = (VI). Then (a + b) + c =
a+ (b+ c) for all a, b, c ∈M(G).
ii - We conclude that (M(G), ·, 1) is a commutative monoid as consequence
of (G, ·, 1) is an abelian group and the extended definition of · to M(G).
Beyond this, we have that every nonzero element of M(G) has an inverse.
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iii - a · 0 = 0 for all a ∈ M(G) is a consequence of the extended definition of
multiplication to M(G).
iv - If a = 0 or a 6= −b, then (d ∈ a + b) ⇒ ∀g(gd ∈ ga + gb) is direct
consequence of the definition of sum. Next this, let a, b 6= 0 with a 6= −b
and d ∈ a+ b. By SG5 gd ∈ ga+ bg. Thus we have g(a+ b) ⊆ ga+ gb for
all a, b, g ∈M(G).
Then, (M(G),+,−, ·, 0, 1) is a multifield.
Corollary 5.7 The correspondence G 7→ M(G) defines a faithful functor M :
SG →MF .
Proof:
Let f : G → H be a SG-morphism. We will extend f to M(f) : M(G) →
M(H) by M(f) ↿G= f and M(f)(0) = 0. By the definition of SG-morphism
we have M(f)(1) = 1, M(f)(−a) = −a and M(f)(ab) = M(f)(a)M(f)(b). As
d ∈ DG(a, b) implies f(d) ∈ DH(f(a), f(b)) we have d ∈ a + b ⇒ M(f)(d) ∈
M(f)(a) + M(f)(b) for all a, b ∈ M(G). So M(f) is a multiring morphism.
Now, let G
f // H
g // K be SG-morfisms. How M(f ◦ g) ↿G= f ◦ g =
M(f) ↿G ◦M(g) ↿G and M(f ◦g)(0) = 0 =M(f)◦M(g)(0), we haveM(f ◦g) =
M(f) ◦M(g). Then M : SG →MF is a functor.
This functor is faithful, because if G and H are special groups and f, g : G→
H are SG-morphisms such that M(f),M(g) : M(G) → M(H) are equal, then
M(f)|M(G)\{0} =M(g)|M(G)\{0} and therefore f = g, since M(G) \ {0} = G.
Proposition 5.8 Let G be an SG and M(G) as above. Then:
i - a2 = 1 for all a ∈M(G)•;
ii - a+ (−a) =M(G) for all a ∈M(G)•;
iii - If ab = cd and a ∈ c+ d then c ∈ a+ b for all a, b, c, d ∈M(G)•;
iv - If ab = cd = ef , a ∈ c+d and c ∈ e+f then a ∈ e+f for all a, b, c, d, e, f ∈
M(G)•;
v - If there exists x, y, z ∈ F • such that

ax = cy
a = xz
c = yz
and


a ∈ c+ y
b ∈ x+ z
d ∈ y + z
then there exists t, v, w ∈ F • such that

bt = cv
b = tw
d = vw
and


b ∈ c+ v
a ∈ t+ w
d ∈ v + w
Proof:
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i - Is just the fact of G be a group of exponent 2.
ii - Is the extended definition os sum.
iii - Is the symmetry of ≡G.
iv - Is the transitivity of ≡G.
v - Is the 3-transitivity.
Definition 5.9 A multifield F satisfying the properties I-V of proposition 5.8
will be called aspecial multifield (SMF). Note that, if G is a SG, then M(G) is
a SMF.
Theorem 5.10 If F is a special multifield the (F •,≡,−1) is a special group
where 〈a, b〉 ≡ 〈c, d〉 ⇔ ab = cd and a ∈ c+ d.
Proof:
By (i), we have that (F •, 1) is a group of exponent 2. Now, we will check
each axiom of definition 5.1:
SG0 - By (ii) 1 ∈ ab − ab, so ab ∈ 1 + ab and a ∈ b + a. As ab = ab, then
〈a, b〉 ≡ 〈a, b〉, i.e, ≡ is reflexive. If 〈a, b〉 ≡ 〈c, d〉, then ab = cd and
a ∈ c+d. By (iii), c ∈ a+ b, so 〈c, d〉 ≡ 〈a, b〉 and ≡ is symmetric. Finally,
suppose that 〈a, b〉 ≡ 〈c, d〉 and 〈c, d〉 ≡ 〈e, f〉. First, ab = cd and cd = ef
implies ab = ef . Second, a ∈ c+d and c ∈ e+f by (iv), we have a ∈ e+f .
Therefore 〈a, b〉 ≡ 〈e, f〉.
SG1 - As F is a multifield, ab = ba. By (ii), 1 ∈ ab− ba, then ab ∈ 1 + ba and
b ∈ a+ b. Therefore 〈a, b〉 ≡ 〈b, a〉.
SG2 - a · 1 = (−a) · (−1) and by (ii), 1 ∈ a + (−a), then a = a · 1 ∈ 1 + a =
1 + (−a) · (−1). Therefore 〈a,−a〉 ≡ 〈1,−1〉.
SG3 - Follow by definition.
SG4 - 〈a, b〉 ≡ 〈c, d〉 ⇒ ab = cd and a ∈ c+ d.
ab = cd⇒ −abbc = −bccd⇒ −ac = −bd (3)
a ∈ c+ d⇒ c ∈ a+ acd⇒ c ∈ a+ b⇒ b ∈ a− c⇒
b ∈ −a+ c⇒ −ab ∈ 1− ac⇒ −ab ∈ 1− bd⇒ a ∈ −b+ d (4)
so by 3 and 4 follow that 〈a,−c〉 ≡ 〈−b, d〉.
SG5 - 〈a, b〉 ≡ 〈c, d〉 ⇒ ab = cd and a ∈ c + d
I
⇒ (ga)(gb) = (gc)(gd) and
ga ∈ gc+ gd ⇒ 〈ga, gb〉 ≡ 〈gc, gd〉.
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SG9 - 〈a, b, ab〉 ≡ 〈c, d, cd〉 ⇒ there exists x, y, t ∈ F • such that

〈a, x〉 ≡ 〈c, y〉
〈b, ab〉 ≡ 〈x, z〉
〈d, cd〉 ≡ 〈y, z〉
⇒


ax = cy and a ∈ c+ y
a = xz and b ∈ x+ z
c = yz and d ∈ y + z
then by (v) there exists t, v, w ∈ F • such that

bt = cv and b ∈ c+ v
b = tw and a ∈ t+ w
d = vw and d ∈ v + w
⇒


〈b, t〉 ≡ 〈c, v〉
〈a, ab〉 ≡ 〈t, w〉
〈d, cd〉 ≡ 〈v, w〉
this implies 〈b, a, ab〉 ≡ 〈c, d, cd〉.
Corollary 5.11 There is a functor S : SMF → SG.
Proof:
In the objects of SMF , we define S(F ) = F • how the special group as stated
in theorem 5.10. Now, let σ : F → K be a SMF-morphism. Define S(σ) = σ|F• .
We have that S(σ) is a group homomorphism with S(σ)(−1) = −1. If a, b 6= 0
and c ∈ a + b, c 6= 0, then there exists d ∈ F • such that 〈a, b〉 ≡S(F ) 〈c, d〉,
and as c ∈ a+ b→ σ(c) ∈ σ(a) + σ(b), we have 〈σ(a), σ(b)〉 ≡S(K) 〈σ(c), σ(d)〉.
Therefore:
(c ∈ a+ b→ σ(c) ∈ σ(a) + σ(b))⇒ (c ∈ DS(F )(a, b)→ σ(c) ∈ DS(K)(σ(a), σ(b)))
And S(σ) is a SG-morphism. Applying the same argument, we proof that
S(στ) = S(σ)S(τ). Hence, S is a morphism.
Theorem 5.12 There exist an equivalence of categories between SG and SMF .
Proof:
By the corollaries 5.7 and 5.11, we have functors M : SG → SMF and
S : SMF → SG. We will proof that M ◦ S ∼= IdSMF and S ◦M ∼= IdSG .
i - M ◦ S ∼= IdSMF . Let F be a SMF. How S(F ) = F • and M(S(F )) =
S(F ) ∪ {0}, we have M(S(F )) = F . Next, let σ : F → K be a SMF-
morphism. We have that S(σ) = σ|F• and M(S(σ)) is defined with the
extension S(σ)(0) = 0. Therefore M(S(σ)) = σ and M ◦ S ∼= IdSMF .
ii - S ◦M ∼= IdSG . Let G be a SG. Again, M(G) = G ∪ {0} and S(M(G)) =
M(G)\{0}. Hence S(M(G)) = G. Next, let f : G→ H be a SG-morphism.
HowM(f) is defined with the extension f(0) = 0 and S(M(f)) =M(f)|M(G)\{0},
we have that S(M(f)) = f and S ◦M ∼= IdSG , finalizing the proof.
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6 Real semigroups, Reduced Special Groups and
Multirings
Definition 6.1 (Ternary Semigroup) A ternary semigroup (abbreviated TS)
is a struture (S, ·, 1, 0,−1) with individual constants 1, , 0,−1 and a binary op-
eration “·” such that:
TS1 - (S, ·, 1) is a commutative semigroup with unity;
TS2 - x3 = x for all x ∈ S;
TS3 - −1 6= 1 and (−1)(−1) = 1;
TS4 - x · 0 = 0 for all x ∈ S;
TS5 - For all x ∈ S, x = −1 · x⇒ x = 0.
We shall write −x for (−1) · x. The semigroup verifying conditions [TS1]
and [TS2] (no extra constants) will be called 3-semigroups.
Example 6.2
a - The three-element structure 3 = {1, 0,−1} has an obvious ternary semi-
group structure.
Here, we will enrich the language {·, 1, 0,−1} with a ternary relation D. In
agreement with 4.1, we shall write a ∈ D(b, c) instead of D(a, b, c). We also set:
a ∈ Dt(b, c)⇔ a ∈ D(b, c) ∧ −b ∈ D(−a, c) ∧−c ∈ D(b,−a).
The relations D and Dt are called representation and transversal representation
respectivel.
Definition 6.3 (Real Semigroup) A real semigroup (abbreviated RS) is a
ternary semigroup together with a ternary relation D satisfying:
RS0 - c ∈ D(a, b) if and only if c ∈ D(b, a).
RS1 - a ∈ D(a, b).
RS2 - a ∈ D(b, c) implies ad ∈ D(bd, cd).
RS3 (Strong Associativity) - If a ∈ Dt(b, c) and c ∈ Dt(d, e), then there
exists x ∈ Dt(b, d) such that a ∈ Dt(x, e).
RS4 - e ∈ D(c2a, d2b) implies e ∈ D(a, b).
RS5 - If ad = bd, ae = be and c ∈ D(d, e), then ac = bc.
RS6 - c ∈ D(a, b) implies c ∈ Dt(c2a, c2b).
RS7 (Reduction) - Dt(a,−b) ∩Dt(b,−a) 6= implies a = b.
RS8 - a ∈ D(b, c) implies a2 ∈ D(b2, c2).
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The definition of morphism is quite standard: f : (G, ·, 1, 0−1)→ (H, ·, 1, 0−
1) is an RS-morphism if f : G→ H is a morphism of semigroups, (i.e, f(ab) =
f(a)f(b), f(1) = 1 and f(0) = 0); f(−1) = −1 and a ∈ D(b, c) ⇒ f(a) ∈
D(f(b), f(c)) (hence a ∈ Dt(b, c) ⇒ f(a) ∈ Dt(f(b), f(c))). The category of
realsemigroups and their morphisms will be denoted by RS.
Proposition 6.4 The properties below holds in any realsemigroup G, for arbi-
trary a, b, c, d, e ∈ G:
i - a ∈ Dt(b, c)⇒ −b ∈ Dt(−a, c).
ii - 0 ∈ D(a, b).
iii - a ∈ Dt(b, c)⇒ ad ∈ Dt(bd, cd).
iv - a ∈ D(0, 1) ∪D(1, 1)⇒ a = a2.
v - d ∈ D(ca, cb)⇒ d = c2d.
vi - a2 ∈ D(1, b). Hence (by (iv)), Id(G) = D(1, 1).
vii - a ∈ Dt(b, b)⇔ a = b.
viii - a ∈ D(0, 0)⇔ a = 0.
ix - 1 ∈ Dt(1, a).
x - Dt(1,−1) = G.
xi - ab ∈ D(1,−a2).
xii - 0 ∈ Dt(a, b)⇔ a = −b.
xiii - a ∈ D(b, c) ∧ b, c ∈ D(x, y)⇒ a ∈ D(x, y).
xiv - a ∈ D(b, c)⇔ ab ∈ D(1, bc) ∧ ac ∈ D(1, bc) ∧ a2 ∈ D(b2, c2).
xv - Dt(a, b) 6= ∅.
xvi - (Weak Associativity) a ∈ D(b, c) ∧ c ∈ D(d, e) ⇒ ∃x[x ∈ D(b, d) ∧ a ∈
D(x, e)].
xvii - a ∈ D(b, c)⇔ a ∈ Dt(a2b, a2c).
Proof:
The itens (i)-(xvi) is just proposition 2.3 in [2]. For the item (xvii), (⇒) is
just RS6 and (⇐) is RS4 (or RS2 + TS2).
Proposition 6.5 The ternary semigroup 3 = {1, 0,−1} has a unique structure
of real semigroup, with representation given by:

D3(0, 0) = {0};
D3(0, 1) = D3(1, 0) = D3(1, 1) = {0, 1};
D3(0,−1) = D3(−1, 0) = D3(−1,−1) = {0,−1};
D3(1,−1) = D3(−1, 1) = 3
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and transversal representation given by:

Dt
3
(0, 0) = {0};
Dt
3
(0, 1) = Dt
3
(1, 0) = Dt
3
(1, 1) = {1};
Dt
3
(0,−1) = Dt
3
(−1, 0) = Dt
3
(−1,−1) = {−1};
Dt
3
(1,−1) = Dt
3
(−1, 1) = 3
Proof:
See corollary 2.4 in [2].
Theorem 6.6 (Separation Theorem from [2]) Let G be a RS, and a, b, c ∈
G and XG = Hom(G,3). Then:
i - a ∈ DG(b, c) if and only if for all h ∈ XG, h(a) ∈ D3(h(b), h(c)).
ii - a ∈ DtG(b, c) if and only if for all h ∈ XG, h(a) ∈ D
t
3
(h(b), h(c)).
iii - If a 6= b, there is h ∈ XG such that h(a) 6= h(b).
Proof:
See theorem 4.4 in [2].
Theorem 6.7 Let (G, ·, 1, 0,−1, D) be a realsemigroup and define + : G×G→
P(G) \ {∅}, a + b = {d ∈ G : d ∈ Dt(a, b)} and − : G → G by −(g) = −1 · g.
Then (G,+, ·,−, 0, 1) is a real reduced multiring.
Proof:
Firstly, observe that by 6.4(xv) the sum is well-defined, i.e, Dt(a, b) 6= ∅ for
all a, b ∈ G.
Now, we will check that G is a multiring: of course, by RS0 we have a+ b =
b+ a (i.e, Dt(a, b) = Dt(b, a)) and

d ∈ Dt(a, b)⇔ d ∈ D(a, b) ∧ −a ∈ D(−d, b) ∧ −b ∈ D(a,−d)
a ∈ Dt(d,−b)⇔ a ∈ D(d,−b) ∧ −d ∈ D(−a,−b) ∧ b ∈ D(d,−a)
b ∈ Dt(−a, d)⇔ b ∈ D(−a, d) ∧ a ∈ D(−b, d) ∧ −d ∈ D(−a,−b)
So d ∈ Dt(a, b) ⇒ a ∈ Dt(d,−b) ∧ b ∈ Dt(−a, d), or in other words, d ∈
a + b ⇒ a ∈ d + (−b) ∧ b ∈ (−a) + d. If x = y, by RS1 x ∈ 0 + y. Conversely,
let x ∈ 0 + y. We just proved that 0 ∈ x− y and 0 ∈ y− x then by RS7, x = y.
How RS3 states the associativity (like 1.3) we have that G is a commutative
multigroup.
Because the commutative semigroup structure of (G, ·,−1, 0, 1), we have that
(G, ·, 1) is a commutative monoid and a · 0 = 0 for all a ∈ G. The distributive
law is just 6.4(iii), we have that G is a multiring.
Finally, we prove that G is real reduced. We alread have that −1 6= 0 and
a3 = a. We have too, that 1 ∈ Dt(1, b2) by 6.4(ix) then by 6.4(iii) a ∈ Dt(a, ab2).
Now, how t3 = t we have
t ∈ Dt(v2x,w2y)⇔ t ∈ D(v2x,w2y) ∧ −v2x ∈ D(−t3, w2y) ∧ −w2y ∈ D(v2x,−t3)
RS4
⇔ t ∈ D(x, y) ∧−v2x ∈ D(−t, y) ∧−w2y ∈ D(x,−t)
(5)
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Hence, how by RS1 −a ∈ D(−a,−x) for all a, x ∈ G, follow
x ∈ Dt(a, ab2)⇔ x ∈ Dt(a2 · a, (ab)2 · a)
5
⇔
x ∈ D(a, a) ∧ −a ∈ D(−x, a) ∧ −ab2 ∈ D(a,−x)⇔
[x ∈ D(a, a) ∧ −a ∈ D(−x, a) ∧ −a ∈ D(a,−x)] ∧ −ab2 ∈ D(a,−x)⇔
x ∈ Dt(a, a) ∧ −ab2 ∈ D(a,−x)
6.4(vii+x)
⇔ x = a
Then a + ab2 = {a}. For the last property, we have by theorem 6.6(ii), we
have that d ∈ Dt(b2, c2) ⇔ h(d) ∈ Dt
3
(h(b2), h(c2)) for every h ∈ XG. How by
proposition 6.5 Dt(t2, s2) is unitary for every s, t ∈ 3, we have that Dt(b2, c2)
is unitary for every b, c ∈ G.
Hence, by definition 2.9 G is a real reduced multiring.
Corollary 6.8 There is a functor M : RS →MRred.
Proof:
Let R,S ∈ RS and f : R → S a RS-morphism. Define M(R) how the real
reduced multiring as in theorem 6.7 and M(f) = f . Of course, M(f) is a mul-
tiring morphism, because c ∈ a + b ⇒ c ∈ Dt(a, b) ⇒ f(c) ∈ Dt(f(a), f(b)) ⇒
f(c) ∈ f(a) + f(b). This is suffice to prove that M is a functor.
Lemma 6.9 (Q2, ·, 1, 0,−1, D) (example 1.6(b)) is a realsemigroup, when Dt(a, b) =
a+ b and d ∈ D(a, b)⇔ d ∈ d2a+ d2b.
Proof:
Remember that Q2 = {−1, 0, 1} is the multifield when · the usual product
and the sum is defined by

0 + x = x+ 0 = x, for every x ∈ Q2
1 + 1 = 1, (−1) + (−1) = −1
1 + (−1) = (−1) + 1 = {−1, 0, 1}
We also have that:
a ∈ Dt(b, c)⇔ a ∈ a2b+ a2c ∧ −b ∈ −b2a+ b2c ∧ −c ∈ c2b− c2a,
because x2 ∈ {0, 1} for all x ∈ Q2. Now, we will check each axiom of definition
6.3:
RS0 - Is just commutativity of sum.
RS1 - Analyzing each case, we have a ∈ a+ a2b = a3+ a2b for every a, b ∈ Q2,
then a ∈ D(a, b).
RS2 - a ∈ D(b, c) ⇔ a ∈ a2b + a2c
d3=d
⇒ ad ∈ (ad)2bd + (ad)2cd ⇒ ad ∈
D(bd, cd).
RS3 - Is just associativity of sum.
25
RS4 - If c 6= 0 and d 6= 0, then c2 = d2 = 1, and D(c2a, d2b) = D(a, b). If
c = 0, we have D(c2a, d2b) = D(0, d2b), and e ∈ D(0, d2b) ⇔ e ∈ 0 + d2b
then e = d2b. If d = 0, then e = 0 and e ∈ D(0, b). If d 6= 0, d2 = 1 and
e = b, and e ∈ D(0, b).
RS5 - Is just the compute of each case, in the same line of RS4.
RS6 - Is just the definition of D.
RS7 - Follow by item (ii) of definition 1.1, i.e, y ∈ 0 + x⇔ x = y.
RS8 - Is just the compute of each case, in the same line of RS4.
Then, (Q2, ·, 1, 0,−1, D) is a realsemigroup.
Theorem 6.10 Let A be a real reduced multiring. Then (A, ·, 1, 0,−1, D) is a
realsemigroup, when Dt(a, b) = a+ b and d ∈ D(a, b)⇔ d ∈ d2a+ d2b.
Proof:
By the local-global principle for multirings, is suffice prove the case A = Q2,
and this case is the lemma 6.9 above.
Corollary 6.11 There exist an equivalence of categories between RS andMRred.
Proof:
Define the functor S : MRred → RS as in corollary 6.8. The proof of
S ◦M ∼= IdRS and M ◦ S ∼= IdMRred
is mutatis mutandis of theorem 5.12.
Finally, we provide a diagram for a better visualization of the functors ob-
tained:
SG ∼=
//

SMFoo 
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