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Abstract
In this paper we introduce techniques from complex harmonic anal-
ysis to prove a weaker version of the Geometric Arveson-Douglas Con-
jecture for complex analytic subsets that is smooth on the boundary
of the unit ball and intersects transversally with it. In fact, we prove
that the projection operator onto the corresponding quotient module
is in the Toeplitz algebra T (L∞), which implies the essential normality
of the quotient module. Combining some other techniques we actually
obtain the p-essential normality for p > 2d, where d is the complex
dimension of the analytic subset. Finally, we show that our results
apply for the closure of a radical polynomial ideal I whose zero variety
satisfies the above conditions. A key technique is defining a right in-
verse operator of the restriction map from the unit ball to the analytic
subset generalizing the result of Beatrous’s paper [6].
1 Introduction
A complex Hilbert space H is called a Hilbert module (over the polynomial
ring C[z1, · · · , zn]) if for every p ∈ C[z1, · · · , zn] there is a bounded linear
operator Mp on H and the map C[z1, · · · , zn] → B(H), p → Mp is an
algebra homomorphism. Examples include the Bergman module, Hardy
module and the Drury-Arveson module over Bn, the unit ball of C
n. A
submodule P ⊂ H is a Hilbert subspace of H that is closed under the
module multiplications Mp. Let Q be the orthogonal complement of P in
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H. ThenQ is the quotient Hilbert module with the homomorphism taking zi
to the compression ofMzi to Q. A Hilbert module H is said to be essentially
normal (p-essentially normal ) if the commutators [Mzi ,M
∗
zj ] belong to the
compact operators K(H) ( Schatten p class Sp), for any 1 ≤ i, j ≤ n. Hilbert
modules play an important role in multivariate operator theory. In his paper
[3], Arveson made a conjecture, which was refined by the first author in [10]
to the following form:
Arveson-Douglas Conjecture. Let H be one of L2a(Bn), H2(Bn) and
H2n(Bn). Assume I is a homogeneous ideal of C[z1, · · · , zn] and P is the
closure of I in H. Then for all p > dimZ(I), the quotient module Q = P⊥
is p-essentially normal. Here Z(I) is the zero set of I and dimZ(I) denotes
the complex dimension of Z(I).
The Arveson-Douglas Conjecture has been proved under various condi-
tions. Arveson [4] provd the case when I is generated by monomials; Guo
[15] proved the case when n = 2; Guo and Wang [16] proved the case when
I is a principal homogenous ideal, when the complex dimension of Z(I) ≤ 1,
and for any homogenous ideal I when the dimension n ≤ 3; they [17] also
proved the case when I is a quasi-homogeneous ideal and n = 2; the first
author and Wang [12] proved the case for L2a(Bn) when I is any principal
ideal; in [11], the first author and Sarkar reduced the quasi-homogenous case
to the homogenous ones; Shalit [26] proved the case when the submodule
possesses the stable division property.
In many cases( cf. [13]), especially when I is radical, one can prove that
[I], the closure of the ideal I, consists of all the holomorphic functions in H
that vanish on V (I). Here
V (I) = {z ∈ Bn : p(z) = 0,∀p ∈ I}.
In these cases, we can relate the submodule [I] to its zero variety. The follow-
ing conjecture first appeared in [20] and is a reformulation of the Arveson-
Douglas Conjecture in these special cases.
Geometric Arveson-Douglas Conjecture. Let M be a homogeneous va-
riety in Bn. Let
P = {f ∈ H : f |M = 0}
and Q = P⊥. Then the quotient module Q is p-essentially normal for every
p > dimM . Here H is an analytic Hilbert module(cf. [7]), such as the
Bergman module L2a(Bn), the Hardy module H
2(Bn) or the Drury-Arveson
module H2n(Bn).
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There is also a weaker form of the two conjectures: to replace p-essential
normality with essential normality. Shalit and Kennedy [20] proved the case
when M can be decomposed into varieties having “good” properties; Engliˇs
and Eschmeier [14] proved the case when M is a homogeneous subvariety
that is smooth away from the origin and the case whenM is a (not necessar-
ily homogeneous) smooth submanifold that intersects ∂Bn transversally; the
first author, Tang and Yu [13] proved the weaker form under the assumption
that M is a (not necessarily homogenous) complete intersection space that
intersects ∂Bn transversally and has no singular point on ∂Bn.
In this paper we mainly consider the weaker form of the Geometric
Arveson-Douglas Conjecture on a not necessarily homogeneous variety. The
methods of this paper differ from those in [13] and [14]. We obtain essential
normality by proving that the projection operator onto the submodule is
in the Toeplitz algebra. This approach is new and allows us to analyse the
conjecture using tools from complex harmonic analysis. Part of our ideas
come from Sua´rez’s paper [27] and the first author, Tang and Yu’s paper
[13].
In section 3, we use some ideas in Sua´rez’s paper [27] to show that the
existence of a positive measure onM that defines an equivalent norm on the
quotient module will imply the essential normality of the quotient module.
Theorem 1.1. (Theorem 3.1) If there exists a positive measure µ onM such
that the L2µ norm and Bergman norm are equivalent on the quotient mod-
ule Q, i.e., ∃C, c > 0 such that ∀f ∈ Q,
c‖f‖2 ≤
∫
M
|f(w)|2dµ(w) ≤ C‖f‖2,
then the quotient module Q is essentially normal.
Equivalently, we show that the existence of an extension map which
is a right inverse of the restriction map from Bn to the zero variety(cf.
[6] and section 4.2 in [13]) implies the essential normality of the quotient
module.(See the remark in the end of section 3). Moreover, as a consequence
of the proof, we have the following interesting corollary:
Corollary 1.2. (Corollary 3.2) Assume the same hypotheses as in The-
orem 3.1, then the projection operators P and Q are in the Toeplitz al-
gevra T (L∞).
In section 4, we combine techniques from complex harmonic analysis with
those from classical operator theory to prove that such a measure always
exists under some conditions. More precisely, we have the following theorem:
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Theorem 1.3. (Theorem 4.3) Suppose M˜ is a complex analytic subset of
an open neighborhood of Bn satisfying the following conditions:
(1) M˜ intersects ∂Bn transversally.
(2) M˜ has no singular point on ∂Bn.
Let M = M˜ ∩ Bn and let P = {f ∈ L2a(Bn) : f |M = 0}. Then the submod-
ule P is essentially normal.
Applying the previous corollary to this case, we show that the corre-
sponding projection operator is in the Toeplitz C∗-algebra.
Corollary 1.4. (Corollary 4.12) Suppose M satisfies the properties of The-
orem 4.3, then the projection operator onto P is in the Toeplitz algebra
T (L∞).
In connection with the theory of holomorphic extension, our approach
proves the existence of an extension operator from the analytic subset to
the unit ball that is bounded in the L2 norm. This result extends the result
in [6]. We conclude section 4 with a remark related to this topic, including
the following corollary.
Corollary 1.5. (Corollary 4.15) Suppose M˜ is a d-dimensional complex an-
alytic subset of an open neighborhood of Bn which intersects ∂Bn transver-
sally and has no singular point on ∂Bn. Let M = M˜ ∩ Bn, µ = (1 −
|w|2)n−ddvd on M and P be the closed subspace of L2(µ) generated by ana-
lytic polynomials. Then P is exactly the range of the restriction operator
R : L2a(Bn)→ L2(µ), f 7→ f |M .
Equivalently, there is an extension operator
E : P → L2a(Bn),
which is a right inverse of R.
Section 5 is an attempt towards the full Geometric Arveson-Douglas
Conjecture. We combine our methods and the methods in [28] to show:
Theorem 1.6. (Theorem 5.4) Under the assumptions of Theorem 4.3, the
quotient module Q is p-essentially normal for all p > 2d.
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In fact, we prove that the range space P is p-essentially normal for p > d.
Although we didn’t get the p(p > d)-essential normality of Q, we still think
it’s possible to prove it using similar methods.
In section 6, we relate the Geometric Arveson-Douglas Conjecture with
the Arveson-Douglas Conjecture. We prove the following theorem by ex-
tending the proof in the appendix of [13] to our case.
Theorem 1.7. (Theorem 6.1) Suppose I ⊂ C[z1, · · · , zn] is a radical poly-
nomial ideal. If M˜ := Z(I) has no singular point on ∂Bn and intersects ∂Bn
transversally, then [I] = {f ∈ L2a(Bn) : f |M = 0}. Here M = M˜ ∩ Bn. As a
consequence, the quotient module Q = [I]⊥ is p-essentially normal, p > 2d.
Moreover, the projection operator onto Q is in the Toeplitz algebra T (L∞).
Our result generalizes the essential normality results of those in [14]
and [13]. Moreover, it was not shown in the previous two papers that the
projection operators are in the Toeplitz algebra. This could be useful, for
example, in the study of joint invertibility and joint Fredholmness of Toeplitz
operators on the submodules and quotient modules.
This new method is simple and calculable. We believe that there is more
to be discovered. We hope to obtain generalizations to p-essential normality(
p > d) and varieties satisfying other assumptions in the future.
2 Preliminaries
Let Bn be the unit ball of C
n. The Bergman space L2a(Bn) is defined as all
holomorphic functions on Bn that is square integrable.
L2a(Bn) = {f : Bn → C| f is holomorphic and
∫
Bn
|f(w)|2dvn(w) <∞}.
Here vn is the normalized volume measure on Bn. For g ∈ L∞(Bn), the
Toeplitz operator is defined by
Tg : L
2
a(Bn)→ L2a(Bn), f 7→ PL2a(Bn)(gf)
where PL2a(Bn) is the projection operator from L
2(Bn) to L
2
a(Bn). The
Toeplitz algebra T (L∞) is the C∗ subalgebra of B(L2a(Bn)) generated by
Tg, g ∈ L∞(Bn). The space L2a(Bn) is a Hilbert module with module mul-
tiplications Tp, p ∈ C[z1, · · · , zn]. By definition, a submodule of L2a(Bn) is a
closed subspace that is invariant under Tzi , i = 1, · · · , n.
In the rest of this paper,M will always mean a subset of Bn, P means the
submodule of L2a(Bn) consisting of all functions that vanish on M and Q =
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P⊥. We also use P , Q to denote the corresponding projection operators to
each space. Note that under this setting,
Q = span{kz : z ∈M}.
In order to prove the essential normality of the submodule P , we need
the following lemma, which is well known.
Lemma 2.1. Suppose P is a submodule of the Bergman module L2a(Bn),
then the following are equivalent:
(1) The submodule P is essential normal.
(2) The quotient module Q is essential normal.
(3) [P,Mzi ] ∈ K(L2a(Bn)), i = 1, · · · , n.
(4) [Q,Mzi ] ∈ K(L2a(Bn)), i = 1, · · · , n.
Next we introduce some elementary tools in complex harmonic analysis,
which will be used frequently in this paper.
For z ∈ Bn, write Pz for the orthogonal projection onto the complex
line Cz and Qz = I − Pz. The function
ϕz(w) =
z − Pz(w) − (1− |z|2)1/2Qz(w)
1− 〈w, z〉
is the (unique) automorphism of Bn that satisfies ϕz ◦ϕz = id and ϕz(0) = z.
The following Lemma is in Chapter 2 of [25].
Lemma 2.2. Suppose a, z, w ∈ Bn, then
(1)
1− 〈ϕa(z), ϕa(w)〉 = (1− 〈a, a〉)(1 − 〈z, w〉)
(1− 〈z, a〉)(1 − 〈a,w〉) .
(2) As a consequence of (1),
1− |ϕa(z)|2 = (1− |a|
2)(1 − |z|2)
|1− 〈z, a〉|2 .
(3) The Jacobian of the automorphism ϕz is
(Jϕz(w)) =
(1− |z|2)n+1
|1− 〈w, z〉|2(n+1) .
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The pseudo-hyperbolic metric on Bn is defined by
ρ(z, w) = |ϕz(w)|.
And the hyperbolic metric is defined by
β(z, w) =
1
2
log
1 + ρ(z, w)
1− ρ(z, w) .
Thus ρ(z, w) = tanh β(z, w). It’s well known that the two metrics are in-
variant under actions of Aut(Bn), the group of holomorphic automorphisms
of Bn. That is, given ψ ∈ Aut(Bn),
ρ(z, w) = ρ(ψ(z), ψ(w)),
β(z, w) = β(ψ(z), ψ(w))
for all z, w ∈ Bn. For r > 0, z ∈ Bn, write
D(z, r) = {w ∈ Bn : β(w, z) < r} = {w ∈ Bn : ρ(w, z) < sr},
where sr = tanh r. In this paper, we use D(z, r) to denote the hyperbolic
ball in Bn and use Dd(z
′, r) to denote the hyperbolic ball in Bd. The nota-
tion B(z, δ) is used to denote the Euclidian ball with center z and radius δ.
Lemma 2.3. [25, 2.2.7] For z ∈ Bn, r > 0, the hyperbolic ball D(z, r) con-
sists of all w that satisfy:
|Pw − c|2
s2rρ
2
+
|Qw|2
s2rρ
< 1,
where P = Pz, Q = Qz, and
c =
(1− s2r)z
1− s2r|z|2
, ρ =
1− |z|2
1− s2r|z|2
.
Thus D(z, r) is an ellipsoid with center c, radius of srρ in the z direction
and sr
√
ρ in the directions perpendicular to z. Therefore the Lebesgue
measure of D(z, r) is
vn(D(z, r)) = Cs
2n
r ρ
n+1,
where C > 0 is a constant depending only on n. Note that when we fix r, ρ is
comparable with 1−|z|2. Hence v(D(z, r)) is comparable with (1−|z|2)n+1.
Suppose ν is a positive, finite, regular, Borel measure. The operator
Tνf(z) =
∫
Bn
f(w)
(1− 〈z, w〉)n+1 dν(w)
defines an analytic function for every f ∈ H∞. The following lemma can be
seen from the proof of Lemma 2.1 in [27].
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Lemma 2.4. Let ν be a positive, finite, regular, Borel measure on Bn and r >
0. Then the following are equivalent. When one of these conditions holds,
ν is called a Carleson measure ( for L2a(Bn)).
(1) supz∈Bn
∫
Bn
(1−|z|2)n+1
|1−〈w,z〉|2(n+1)dν(w) <∞,
(2) ∃C > 0 : ∫ |f |2dν ≤ C ∫ |f |2dv for all f ∈ L2a(Bn),
(3) supz∈Bn
ν(D(z, r))
vn(D(z, r))
<∞,
(4) Tν extends to a bounded linear operator on L
2
a(Bn).
Suppose ν is a Carleson measure, by Fubini’s Theorem, we have:
〈Tf, g〉 =
∫
Bn
f(w)g(w)dν(w), ∀f, g ∈ L2a(Bn).
The operator Tν plays an important role in this paper. As a corollary of
Theorem 7.3 in [27], we have:
Lemma 2.5. Suppose ν is a Carleson measure, then the operator Tν belongs
to the Toeplitz algebra of L∞ symbols T (L∞).
The following lemma is crucial to our proof of essential normality. One
can find a proof in [22, Proposition 1.4].
Lemma 2.6. If f ∈ C(Bn), then Tf essentially commutes with every oper-
ator in the Toeplitz algebra T (L∞).
We will use the following lemma frequently in calculation. One can find
a proof in [25, Proposition 1.4.10].
Lemma 2.7. For z ∈ Bn, c real, t > −1, define
Ic(z) =
∫
S
dσ(ζ)
|1− 〈z, ζ〉|n+c
and
Jc,t(z) =
∫
Bn
(1− |w|2)tdv(w)
|1− 〈z, w〉|n+1+t+c .
When c < 0, then Ic and Jc,t are bounded in Bn. When c > 0, then
Ic(z) ≈ (1− |z|2)−c ≈ Jc,t(z).
Finally,
I0(z) ≈ log 1
1− |z|2 ≈ J0,t(z).
The notation a(z) ≈ b(z) means that the ratio a(z)/b(z) has a positive finite
limit as |z| → 1.
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3 Carleson Measure and Holomorphic Extension
In this section we reveal some connection between the Geometric Arveson-
Douglas Conjecture and the holomorphic extension theory. Our idea come
from Sua´rez’s paper [27].The following theorem is the main theorem of this
section. It’s connection with holomorphic extension theory is discussed in
Remark 3.6 in the end of this section. Also, a new result extending that of
[6] is stated in Remark 4.14 in the next section.
Theorem 3.1. If there exists a positive, finite, regular, Borel measure µ onM such
that the L2µ norm and Bergman norm are equivalent on Q, i.e., ∃C, c > 0
such that ∀f ∈ Q,
c‖f‖2 ≤
∫
M
|f(w)|2dµ(w) ≤ C‖f‖2,
then the submodule P is essentially normal.
Proof. First, we prove that the measure µ is a Carleson measure. From the
assumption, we have for any z ∈ Bn,∫
Bn
(1− |z|2)n+1
|1− 〈w, z〉|2(n+1) dµ(w) =
∫
M
|kz(w)|2dµ(w)
=
∫
M
|Qkz(w)|2dµ(w)
≤ C‖Qkz‖2
≤ C.
The second equality is because kz−Qkz ∈ P , therefore kz(w) = Qkz(w),∀w ∈
M . By Lemma 2.4, µ is a Carleson measure.
Next we show that the projection P is a continuous function calculous
of Tµ and therefore is in the Toeplitz algebra. From the equation
〈Tµf, f〉 =
∫
M
|f(w)|2dµ(w), ∀f ∈ L2a(Bn)
we see that Tµ is positive and vanishes on P . Also, the equivalence of L
2(µ)-
norm and Bergman norm on Q implies that Tµ is bounded below on Q.
Therefore 0 is isolated in σ(Tµ) and P = ker Tµ. Take any continuous
function f on R that vanishes at 0 and equals 1 on the rest of the spectrum,
then Q = f(Tµ).
Finally, by Lemma 2.5, Q is in the Toeplitz algebra. By Lemma 2.6 and
Lemma 2.1, the quotient module Q is essentially normal and so is the sub-
module P . This completes the proof.
9
As a consequence of the proof of Theorem 3.1, we have the following:
Corollary 3.2. Assume the same as Theorem 3.1, then the projection op-
erators P and Q are in the Toeplitz algevra T (L∞).
The following example is the starting point of our research.
Example 3.3. Suppose M is the intersection of a d-dimension hyperplane
and Bn, where d < n. We can identify M with the unit ball in C
d. Let P be
the submodule of L2a(Bn) consisting of all the functions that vanish onM and Q
be the orthogonal complement of P .
Let ρ be the weighted bergman measure on M : dρ = c(1 − |z|2)n−ddmd,
where md is the Lebesgue measure onM and c > 0 is chosen such that ρ(M) =
1 . It is well-known that the weighted Bergman space on M defined by
L2a,n−d(M) = {f is an analytic function on M :
∫
M
|f(w)|2dρ(w) <∞}
is a reproducing kernel Hilbert space on M with reproducing kernels
{Kn−dz (w) =
1
(1− 〈w, z〉)n+1 : z ∈M}.
Since Q is also the reproducing kernel Hilbert space with the same reproduc-
ing kernels, one can identify the two spaces(cf.[1]). It’s also clear that ρ is a
Carleson measure for the n-dimensional Bergman space L2a(Bn). Then the
equation
〈Tρf, g〉 =
∫
M
f(w)g(w)dρ(w), ∀f, g ∈ L2a(Bn)
shows that Tρ = Q.
Remark 3.4. From Example 3.3, one might suspect that there is always a
measure on M that defines the same norm on Q. We show that this is not
the case, even when M consists of finite points.
Example 3.5. Suppose M = {a1, · · · , am} ⊂ Bn, then there exists a positive
measure µ on M such that ∀f ∈ Q,
‖f‖2 =
∫
M
|f |2dµ
if and only if m = 1.
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Proof. The “if” part is obvious, we prove the “only if” part.
Suppose µ is supported on M such that the equation holds, then µ =
m∑
i=1
ciδi, where ci ≥ 0 and δi are the point masses at ai, i = 1, · · · ,m. For
any tuple x1, · · · , xm ∈ C, let x =
m∑
i=1
xikai ∈ Q. Then
‖x‖2 =
∑
i,j
xixj〈kai , kaj 〉.
On the other hand,
∫
M
|x(w)|2dµ(w) =
m∑
i=1
ci|x(ai)|2
=
m∑
i=1
ci(1− |ai|2)−(n+1)|
m∑
j=1
xj〈kaj , kai〉|2.
Let G be the m×m matrix (〈kai , kaj 〉)ij , then
‖x‖2 = (x1 . . . xm)G


x1
...
xm


and
∫
M
|x(w)|2dµ(w) = (x1 . . . xm)G


d1 . . . 0
...
. . .
...
0 . . . dm

G∗


x1
...
xm


where di = ci(1− |ai|2)−(n+1). Since xi are arbitrary, we have
G = G


d1 . . . 0
...
. . .
...
0 . . . dm

G∗.
This only holds when G is diagonal, which implies m = 1.
Remark 3.6. Given a positive Carleson measure µ on M , the restriction
map
R : L2a(Bn)→ L2(µ), f 7→ f |M
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is bounded. Assume that kerR = P , then by the open mapping theorem,
the hypotheses in Theorem 3.1 is equivalent to that R has closed range. If
L is a closed subspace of L2(µ) containing RangeR and there is a bounded
linear operator E : L → L2a(Bn) such that RE = IdL, then RangeR = L,
therefore is closed. These seems redundant but will be very useful in practice.
For example, given Theorem 4.3 in [13], one easily sees that the weighted
measure in [13] satisfies Theorem 3.1. So the essential normality of the
corresponding submodule follows. On the other hand, suppose µ satisfies the
assumption of Theorem 3.1, the map
E : RangeR→ Q ⊂ L2a(Bn), Rf 7→ f ∈ Q
is an extension operator. So this also provides a way to solve the holomorphic
extension problem related to the topic in [6].
Remark 3.7. Theorem 3.1 also relates to the reverse Carleson inequal-
ity(cf. [21]). One can think of the requirements in Theorem 3.1 as a reverse
Carleson inequality on the zero variety.
Corollary 3.8. Suppose M is an interpolating sequence, then the corre-
sponding projection P is in the Toeplitz algebra and the submodule P is
essentially normal.
4 Geometric Arveson-Douglas Conjecture
In this section, we construct a measure satisfying the hypotheses of Theorem
3.1 for any complex analytic subset that intersects ∂Bn transversally and has
no singular point on ∂Bn.
Definition 4.1. Let Ω be a complex manifold. A set A ⊂ Ω is called a
(complex) analytic subset of Ω if for each point a ∈ Ω there are a neighbor-
hood U ∋ a and functions f1, · · · , fN holomorphic in this neighborhood such
that
A ∩ U = {z ∈ U : f1(z) = · · · = fN (z) = 0}.
A point a ∈ A is called regular if there is a neighborhood U ∋ a in Ω such
that A∩U is a complex submanifold of Ω. A point a ∈ A is called a singular
point of A if it’s not regular.
Definition 4.2. Let Y be a manifold and let X,Z be two submanifolds of
Y . We say that the submanifolds X and Z are transversal if ∀x ∈ X ∩ Z,
Tx(X) + Tx(Z) = Tx(Y ).
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Theorem 4.3. Suppose M˜ is a complex analytic subset of an open neigh-
borhood of Bn satisfying the following conditions:
(1) M˜ intersects ∂Bn transversally.
(2) M˜ has no singular point on ∂Bn.
Let M = M˜ ∩ Bn and let P = {f ∈ L2a(Bn) : f |M = 0}. Then the submod-
ule P is essentially normal.
Note that in this case, condition (1) is equivalent to that M˜ is not tangent
with ∂Bn at every point of M˜ ∩∂Bn. Condition (2) implies that M˜ has only
finite singular points inside Bn.
Corollary 4.4. Under the assumption of Theorem 4.3, the projection oper-
ator P is in the Toeplitz algebra T (L∞).
In order to prove Theorem 4.3, we need to establish a few lemmas.
Lemma 4.5. Let α be the intersection of a d-dimensional affine space
and Bn. Then α is a d-dimensional ball. Let r be the radius of α and v be
the volume measure on α. Then for any function f holomorphic on α and
any R > 0, z ∈ α,∫
α∩D(z,R)
f(w)
(1− |w|2)n−d
(1 − 〈z, w〉)n+1 dv(w) = r
−2CRf(z).
where
CR =
∫
Dd(0,R)
(1− |w|2)n−ddν(w).
Here Dd(0, R) means the hyperbolic ball in Bd centered at 0 with radius R and ν is
the volume measure on Bd.
Proof. Let z0 be the center of α and let
φ : α→ β = 1
r
(α− z0), z 7→ 1
r
(z − z0).
The affine space β is the intersection of a hyperplane and Bn, therefore can
be identified with Bd. Clearly φ is biholomorphic. For z ∈ α, consider the
map
ϕzφ
−1 : β → γ = ϕz(α).
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By [25, Proposition 2.4.2], γ is an affine space containing 0. Hence γ can
also be identified with Bd. So ϕzφ
−1 is an automorphism of Bd and therefore
preserves the hyperbolic metric. We get
φ(D(z,R) ∩ α) = φϕ−1z ϕz(D(z,R) ∩ α) = φϕ−1z (D(0, R) ∩ γ)
= φϕ−1z (Dd(0, R)) = Dd(φ(z), R).
Therefore ∫
α∩D(z,R)
f(w)
(1− |w|2)n−d
(1− 〈z, w〉)n+1 dv(w)
=
∫
Dd(φ(z),R)
fφ−1(η)
(1− |φ−1(η)|2)n−d
(1 − 〈z, φ−1(η)〉)n+1 dν(φ
−1(η))
=
∫
Dd(φ(z),R)
fφ−1(η)
(r2 − r2|η|2)n−d
(r2 − r2〈φ(z), η〉)n+1 r
2ddν(η)
= r−2
∫
Dd(φ(z),R)
fφ−1(η)
(1− |η|2)n−d
(1 − 〈φ(z), η〉)n+1 dν(η)
= r−2CRf(z).
The last equation comes from the following argument.
In general, if g is holomorphic on Bd, for R > 0 and ξ ∈ Bd,∫
Dd(ξ,R)
g(η)
(1− |η|2)n−d
(1 − 〈ξ, η〉)n+1 dν(η)
=
∫
Dd(0,R)
gϕξ(w)
(1− |ϕξ(w)|2)n−d
|1 − 〈ξ, ϕξ(w)〉)n+1
(1− |ξ|2)d+1
(1− 〈w, ξ〉|2(d+1) dν(w)
=
∫
Dd(0,R)
gϕξ(w)
(1 − 〈ξ, w〉)n+1(1− |ξ|2)n−d(1− |w|2)n−d(1− |ξ|2)d+1
(1− |ξ|2)n+1|1− 〈ξ, w〉|2(n−d)|1− 〈w, ξ〉|2(d+1) dν(w)
=
∫
Dd(0,R)
gϕξ(w)
(1− |w|2)n−d
(1 − 〈w, ξ〉)n+1 dν(w)
= CRg(ξ).
This completes the proof.
Lemma 4.6. For t > 0, we have
lim
r→1−
sup
z∈Bd
∫
w∈Bd:r<|w|<1
(1− |w|2)t
|1− 〈z, w〉|d+1 dν(w) = 0.
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Proof. Let
I(z) =
∫
S
1
|1− 〈z, ζ〉|d+1 dσ(ζ).
Where S is the unit sphere in Cd and σ is the volume measure on S. By
Lemma 2.7, there exists C > 0 such that
I(z) ≤ C(1− |z|2)−1.
Hence∫
r<|w|<1
(1− |w|2)t
|1− 〈z, w〉|d+1 dν(w) =
∫ 1
r
∫
S
(1− s2)t
|1− 〈z, sζ〉|d+1 s
2d−1dσ(ζ)ds
=
∫ 1
r
(1− s2)ts2d−1I(sz)ds
≤ C
∫ 1
r
(1− s2)t(1− |sz|2)−1ds
≤ C
∫ 1
r
(1− s2)t−1ds→ 0. (r → 1−)
This completes the proof.
Suppose M˜ is as in Theorem 4.3. We first assume that M˜ is connected.
For 0 ≤ s < t ≤ 1, define
M ts = {z ∈M | s ≤ |z| < t}.
Write Ms = M
1
s ,M
t = M t0. Since M˜ has no singular point on ∂Bn, we can
cover ∂Bn ∩ M˜ with finite open sets {Ui}, Ui ⊂ M˜ such that:
(1) For each i, we can find n − 1 of the canonical basis of Cn, denoted
ei1 , · · · , ein−1 such that for any z ∈ Ui, the n vectors {z, ei1 , · · · , ein−1} spans Cn.
(2) M˜ has local coordinates on each Ui, i.e., there exists open set Ωi ⊂
C
d and ϕi : Ωi → Ui which is one to one and holomorphic.
Fix z ∈ Ui, apply the Gram-Schimidt process to {z, ei1 , · · · , ein−1} to obtain
a new basis {f z1 , · · · , f zn}, then z = (z1, 0, · · · , 0) under this basis. Let Gz :
Ωi → Ui, Gz = (gz1 , · · · , gzn) be the expression of ϕi under the new basis.
Note that the new basis and expression depend continuously on z.
Since M˜ intersects ∂Bn transversally, by possibly refining the cover {Ui} we
can assume that for each Ui, ∀z ∈ Ui, (∂g
z
1
∂z1
, · · · , ∂gz1∂zd ) is non-zero at z. Since
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the matrix [
∂gzi
∂zj
(z)]1≤i≤n,1≤j≤d has rank d, by possibly refining {Ui} again
we could get 2 ≤ k1, · · · , kd−1 ≤ n for each Ui, such that the determi-
nant
∂(gz1 ,g
z
k1
,··· ,gz
kd−1
)
∂(z1,··· ,zd) |z 6= 0, ∀z ∈ Ui. Let ǫ be the Lebesgue number of the
cover {Ui} and let Vi = {z ∈ Ui| d(z, ∂Ui) > 12ǫ}, then ∂Bn ∩ M˜ ⊂ ∪Vi. The
function
∂(gz1 ,g
z
k1
,··· ,gz
kd−1
)
∂(z1,··· ,zd) (w) is uniformly continuous on {(z, w)|z ∈ V¯i, w ∈
Ui}. Therefore ∃δ > 0 such that ∀z ∈ Vi, ∀w ∈ B(z, δ),
∂(gz1 ,g
z
k1
,··· ,gz
kd−1
)
∂(z1,··· ,zd) (w) 6=
0. By the implicit function theorem, we have:
Lemma 4.7. There exists a finite open cover {Vi} of ∂Bn∩M˜ and δ > 0 such
that for any fixed Vi, we can pick d − 1 numbers out of {2, · · · , n}, assume
they are {2, · · · , d} without loss of generality, such that ∀z ∈ V¯i and ∀w ∈
B(z, δ),
w = (w1, · · · , wd, F zd+1(w′), · · · , F zn(w′))
under the basis {f z1 , · · · , f zn}, where w′ = (w1, · · · , wd). The functions F zi (w′) are
holomorphic on w′ and depends continuously on z.
In the later discussion, whenever we fix a z ∈ Vi, we will discuss under
the new basis {f zi }ni=1 and the new expression (w′, F zd+1, · · · , F zn) and we
will omit the superscript “z” for convenience. Moreover, we will denote any
constant that depends only onM by C as long as it doesn’t cause confusion.
So C may refer to different constant in different places.
By Proposition 1 in [8, Page 31], the assumptions in Theorem 4.3 implies
M˜ has only finite singular points in Bn. Let Σ = {z1, · · · , zm} be the set
of all singular points of M˜ inside Bn. Take 0 < s1 < 1 such that Σ ∩
Ms1 = ∅. Then the volume measure vd is well-defined on Ms1 . In local
coordinates, vd corresponds to the volume form E(w)dx1 ∧ dy1 ∧ · · · ∧ dyd,
where E(w) is the square root of the absolute value of the determinant of
the matrix representation of the metric tensor on Ms1 . Note that E(w) is
uniformly continuous on z and w. Let
δ =
m∑
i=1
(1− |zi|2)n+1δzi ,
where δzi is the point mass at zi. For s1 < s < 1, let
dµs = (1− |w|2)n−ddvd|Ms + dδ.
We will prove that for s sufficiently close to 1, µs satisfies the assumption
of Theorem 3.1, therefore Theorem 4.3 holds.
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Fix z ∈ Vi(and the basis depending on z), define a map
pz : M˜ ∩B(z, δ)→ TM˜ |z
(w′, Fd+1(w′), · · · , Fn(w′)) 7→ (w′,
d∑
i=1
∂Fd+1
∂wi
(z′)(wi−zi), · · · ,
d∑
i=1
∂Fn
∂wi
(z′)(wi−zi))
Here TM˜ |z is the tangent space of M˜ at z. Note that by construction,
Fi(z
′) = 0, i = d + 1, · · · , n. Clearly, pz is one to one and holomorphic,
pz(w)− w ⊥ z and
|pz(w)− w| = O(|w′ − z′|2).
Lemma 4.8. Fix R > 0, then there exists 1 > s2 > s1, such that
(1) ∀z ∈Ms2 , D(z,R) ⊂ B(z, δ).
(2) ∀z ∈Ms2 , ∀w ∈ D(z,R), pz(w) ∈ Bn.
(3) sup
w∈D(z,R)
|1−|pz(w)|21−|w|2 − 1| → 0, |z| → 1.
(4) sup
w∈D(z,R)
β(pz(w), w) → 0, |z| → 1.
Proof. By Lemma 2.3, it’s easy to see that (1) holds as long as we take s2 suf-
ficiently close to 1.
To prove (2), we notice first that Lemma 2.3 also implies
sup
w∈D(z,R)
|w − z| = O((1− |z|2) 12 ).
Therefore
sup
w∈D(z,R)
|pz(w) − w| = O(1− |z|2).
Since 〈z, pz(w)〉 = 〈z, w〉 6= 0, ϕz(pz(w)) is well defined. It’s easy to verify
that
ϕz(ξ) ∈ Bn if and only if ξ ∈ Bn.
So we only need to make sure that ϕz(pz(w)) ∈ Bn. Since
|ϕz(pz(w))− ϕz(w)| = (1− |z|
2)
1
2
|1− 〈w, z〉|O(1− |z|
2) = O((1− |z|2) 12 )
and
|ϕz(w)| ≤ sR,
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when we take s2 sufficiently close to 1, we have |ϕz(pz(w))| < 1. Therefore
(2) is proved.
We prove (4) first. Take s2 so close to 1 that ∀z ∈ Ms2 , ∀w ∈ D(z,R),
ϕz(pz(w)) ∈ D(0, 2R). On D(0, 2R), the hyperbolic distance and Euclidian
distance are equivalent. Hence
β(pz(w), w) = β(ϕz(pz(w)), ϕz(w)) ≤ C|ϕz(pz(w)) − ϕz(w)| → 0,
as |z| → 1.
Finally, since pz(w) = ϕwϕw(pz(w)) and |ϕw(pz(w))| → 0, apply Lemma 2.2
(2), we have
1− |pz(w)|2
1− |w|2 =
1− |ϕw((pz(w)))|2
|1− 〈ϕw(pz(w)), w〉|2 .
Notice that |ϕw(pz(w))| = ρ(w, pz(w)) tends to 0 uniformly. We have (3).
This completes the proof.
Lemma 4.9. For 1 > s > s1, the measure
dµs = (1− |w|2)n−ddvd|Ms +
m∑
i=1
(1− |zi|2)n+1δzi
is a Carleson measure.
Proof. Fix R > 0, by Lemma 2.4, we only need to prove that∫
D(z,R)∩Ms
(1− |w|2)n−ddvd(w) ≤ C(1− |z|2)n+1
for some constant C > 0. Since
1− |w|2
1− |z|2 =
1− |ϕz(w)|2
|1− 〈ϕz(w), z〉|2 ≤ C,
it suffices to show
vd(D(z,R)) ≤ C(1− |z|2)d+1.
Since
vd(D(z,R)) =
∫
{w′:w∈D(z,R)}
E(w′)dv(w′) ≤ C
∫
{w′:w∈D(z,R)}
dv(w′).
By definition, |ϕz′(w′)| ≤ |ϕz(w)|, so
{w′ : w ∈ D(z,R)} ⊂ Dd(z′, R).
Therefore
vd(D(z,R)) ≤ C(1− |z|2)d+1.
This completes the proof.
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Lemma 4.10. There exists a constant C > 0 such that
T 3δ > CTδ.
Proof. The lemma follows from the fact that Tδ has closed range and is
positive.
Lemma 4.11. For any ǫ > 0, there exists 1 > s3 > s1 and R > 0 such that,
(1)
sup
z∈Ms3
∫
Ms3
(1− |z|2)n−d2 (1− |w|2)n−d2
|1− 〈z, w〉|n+1 dvd(w) <∞.
(2) ∀z ∈Ms3 ,∫
Ms3\D(z,R)
(1− |z|2)n−d2 (1− |w|2)n−d2
|1− 〈z, w〉|n+1 dvd(w) < ǫ.
Proof. We prove (1) and (2) together. For z ∈ V¯i ∩Ms1 and R > 0,∫
Ms3
(1− |z|2)n−d2 (1− |w|2)n−d2
|1− 〈z, w〉|n+1 dvd(w)
≤
∫
B(z,δ)∩Ms3
(1− |z|2)n−d2 (1− |w|2)n−d2
|1− 〈z, w〉|n+1 dvd(w)
+
∫
Ms3\B(z,δ)
(1− |z|2)n−d2 (1− |w|2)n−d2
|1− 〈z, w〉|n+1 dvd(w)
For the second part, the integrand is smaller than Cδ−2(n+1)(1− s23)n−d be-
cause
|1− 〈z, w〉| ≥ (1−Re〈z, w〉) ≥ 1
2
(|z|2 + |w|2 − 2Re〈z, w〉) = 1
2
|z − w|2.
So when s3 is close to 1, the second part will be smaller than
1
2ǫ.
19
For the first part,∫
B(z,δ)∩Ms3
(1− |z|2)n−d2 (1− |w|2)n−d2
|1− 〈z, w〉|n+1 dvd(w)
=
∫
{w′:w∈B(z,δ)∩Ms3}
(1− |z′|2)n−d2 (1− |w|2)n−d2
|1− 〈z′, w′〉|n+1 E(w
′)dv(w′)
≤ C
∫
Bd
(1− |z′|2)n−d2 (1− |w′|2)n−d2
|1− 〈z′, w′〉|n+1 dv(w
′)
= C
∫
Bd
(1− |z′|2)n−d2 (1− |ϕz′(η′)|2)
n−d
2
|1− 〈z′, ϕz′(η′)〉|n+1
(1− |z′|2)d+1
|1− 〈z′, η′〉|2(d+1) dv(η
′)
= C
∫
Bd
(1− |η′|2)n−d2
|1− 〈z′, η′〉|d+1 dv(η
′).
Where the second equality from the bottom is by change of variable w′ =
ϕz′(η
′). By the proof of Lemma 4.6, the integral above is uniformly bounded,
this proves (1).
The above argument also gives∫
Ms3∩B(z,δ)\D(z,R)
(1− |z|2)n−d2 (1− |w|2)n−d2
|1− 〈z, w〉|n+1 dvd(w)
≤
∫
{ϕz′ (w′):w∈B(z,δ)∩Ms3\D(z,R)}
(1− |η′|2)n−d2
|1− 〈z′, η′〉|d+1 dv(η
′).
Claim: There exists c > 0 such that for any R > 0,
{ϕz′(w′) : w ∈ B(z, δ) ∩Ms3\D(z,R)} ∩ csRBd = ∅.
Assume the claim, then (2) follows from Lemma 4.6.
Now we prove the claim. For z ∈Ms1 , w ∈ B(z, δ), let η = ϕz(w), η′ be
the first d entries of η. Then η′ = ϕz′(w′).
|η|2 − |η′|2 = 1− |z|
2
|1− 〈w, z〉|2
n∑
i=d+1
|f zi (w′)|2
≤ C 1− |z
′|2
|1− 〈w′, z′〉|2 |w
′ − z′|2
≤ C
(
1
|1− 〈w′, z′〉|2 |z1 −w1|
2 +
d∑
i=2
1− |z′|2
|1− 〈w′, z′〉|2 |wi|
2
)
= C|η′|2.
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Thus
|η|2 ≤ (C + 1)|η′|2.
If w /∈ D(z,R), then |η| = |ϕz(w)| ≥ sR. Therefore |η′| ≥ 1√C+1sR. Take c =
1√
C+1
and the proof is complete.
Proof. proof of Theorem 4.3 First, we prove the theorem under the as-
sumption that M is connected. Then the dimension of M at every regular
point is the same. Let 0 < d < n be the dimension.
Let ǫ > 0 be determined later. Let R > 0 and s3, s2 be as in Lemma 4.11 and
Lemma 4.8. Let s = max{s2, s3} and 1 > s′ > s be such that ∀z ∈ Ms′ ,
D(z, 2R) ∩M ⊂Ms. We may enlarge s (and the associated s′ )in the proof
and still denote it by s ( s′ ).
We will prove that T 3µs ≥ cTµs for some c > 0. Since Tµs is self-adjoint
and ker Tµs = P . Tµs is bounded below on Q. This will give us the desired
result, by Theorem 3.1.
Denote P(µs) to be the closure of the restriction of all analytic poly-
nomials to M in L2(µs) . Clearly RangeR ⊂ P(µs). Suppose s′ < t < 1,
for every z ∈ M ts′ , there is an open neighborhood U ∋ z contained in Ms
and doesn’t touch ∂Bn such that M has local coordinates on U . It’s easy
to prove that for a compact set V ⊂ U , there is a constant C > 0 such that
∀p ∈ C[z1, · · · , zn], ∀z ∈ V ,
|p(z)|2 ≤ C
∫
U
|p(w)|2dvd(w) ≤ C ′
∫
M
|p(w)|2dµs(w).
Clearly the same is true for z = zi, i = 1, · · · ,m. Suppose K ⊂ M is
compact, then K is contained in M t for some t < 1. Assume t > s′, we
can cover M ts′ with finite compact neighborhoods Vi as above. So there is a
constant C > 0 such that for any analytic polynomial p, ∀z ∈M ts′ ∪ Σ,
|p(z)|2 ≤ C
∫
M
|p(w)|2dµs(w).
For z ∈M s′\Σ, using the maximum modulus principle, we have
|p(z)|2 ≤ sup
w∈M t
s′
∪Σ
|p(w)|2 ≤ C
∫
M
|p(w)|2dµs(w).
This means the evaluation at every point inM is bounded on P(µs). There-
fore we can think of f ∈ P(µs) as a pointwisely defined function onM(instead
of an equivalence class in L2(µs)). Also, it’s easy to prove that under this
definition, ∀f ∈ L2a(Bn),∀z ∈M,Rf(z) = f(z).
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In conclusion, the space P(µs) is a reproducing kernel Hilbert space
on M , and the reproducing kernels on any compact subset are uniformly
bounded.
Consider the operator
T : P(µs)→ L2(µs), T f = fχ
Ms
′
s
.
Then T is compact: suppose {fk} ⊂ P(µs) and fk weakly converges to 0.
Then fk converges to 0 pointwisely and are uniformly bounded on M
s′
s . By
the above argument and the dominance convergence theorem,
‖Tfk‖2 =
∫
Ms′s
|f(w)|2dµs(w)→ 0.
So T is compact, therefore |T | is compact. Since ‖Tf‖ = ‖|T |f‖, ∀f ∈
P(µs). Using the spectral decomposition of |T |, we see that for any 0 < a <
1, there exists a finite codimensional subspace L ⊂ P(µs), such that ∀f ∈ L,∫
Ms′s
|f |2dµs ≤ (1− a)
∫
M
|f |2dµs,
so ∫
M
|f |2dµs′ ≥ a
∫
M
|f |2dµs.
We will use this in the last part of our proof.
Define the operator
T˜µs : P(µs)→ P(µs)
T˜µsf(z) =
∫
M
f(w)
1
(1− 〈z, w〉)n+1 dµs(w), ∀z ∈M
By definition, ∀F ∈ L2a(Bn), T˜µsRf = RTµsF . Since
‖RTµsF‖2µs = 〈T 3µsF,F 〉 ≤ ‖Tµs‖2〈TµsF,F 〉 = ‖RF‖2µs
T˜µs is bounded on P(µs). We will show that T˜µs is bounded below.
For z ∈Ms′ , f = RF ∈ P(µs), F ∈ L2a(Bn),
T˜µsf(z) =
∫
Σ
f(w)Kw(z)dµs(w) +
∫
Ms
f(w)
(1− |w|2)n−d
(1 − 〈z, w〉)n+1 dvd(w).
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Consider the map pz : D(z, 2R) ∩M → TM |z defined before Lemma 4.8,
by (4) of Lemma 4.8, by enlarging s, we could assume β(pz(w), w) <
1
2R,
∀w ∈ D(z, 2R). Therefore
pz(D(z, 2R) ∩M) ⊃ D(z, 3
2
R) ∩ TM |z
and
p−1z (D(z,
3
2
R) ∩ TM |z) ⊃ D(z,R) ∩M.
Define
I(z) =
{∫
Σ f(w)Kw(z)dµs(w) z ∈ Σ∫
p−1z (D(z,
3
2
R)∩TM |z) f(w)
(1−|w|2)n−d
(1−〈z,w〉)n+1 dvd(w) z ∈Ms′
and
II(z) = T˜µsf(z)− I(z)
Then I(z) + II(z) = T˜µsf(z), ∀z ∈Ms′ ∪Σ.
For I(z),∫
M
|I(z)|2dµs′ = 〈T 3δ F,F 〉+
∫
Ms′
|I(z)|2(1− |z|2)n−ddvd(z).
By Lemma 4.10, the first part is greater than c〈TδF,F 〉 = c
∫
M |f(w)|2dδ.
If z ∈Ms′ ,
I(z) =
∫
p−1z (D(z,
3
2
R)∩TM |z)
f(w)
(1− |w|2)n−d
(1 − 〈z, w〉)n+1 dvd(w)
=
∫
D(z, 3
2
R)∩TM |z
fp−1z (η)
(1 − |p−1z (η)|2)n−d
(1− 〈z, η〉)n+1
E(w′)
E(z′)
dv(η)
=
∫
D(z, 3
2
R)∩TM |z
fp−1z (η)
(1− |η|2)n−d
(1 − 〈z, η〉)n+1 g(η)dv(η)
where
g(η) =
(1− |p−1z (η)|2)n−d
(1− |η|2)n−d
E(w′)
E(z′)
.
By Lemma 4.8 (3) and the absolute continuity of E, we could enlarge s (so
that the Euclidian size of D(z, 2R) is small enough) such that g(η) is suffi-
ciently close to 1 and
|g(η) − 1| ≤ ǫg(η).
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By Lemma 4.5,∫
D(z, 3
2
R)∩TM |z
fp−1z (η)
(1− |η|2)n−d
(1 − 〈z, η〉)n+1 dv(η) = Czf(z),
where Cz ≥ C 3
2
R. And
|
∫
D(z, 3
2
R)∩TM |z
fp−1z (η)
(1− |η|2)n−d
(1 − 〈z, η〉)n+1 (g(η) − 1)dv(η)|
≤ ǫ
∫
D(z, 3
2
R)∩TM |z
|fp−1z (η)|
(1− |η|2)n−d
|1 − 〈z, η〉|n+1 g(η)dv(η)
≤ ǫ
∫
Ms
|f(w)| (1− |w|
2)n−d
|1 − 〈z, w〉|n+1 dvd(w)
So ∫
Ms′
|I(z)|2(1− |z|2)n−ddvd(z)
≥ 1
2
C23
2
R
∫
Ms′
|f(z)|2(1− |z|2)n−ddvd(z)
−ǫ2
∫
Ms′
(∫
Ms
|f(w)| (1− |w|
2)n−d
|1 − 〈z, w〉|n+1 dvd(w)
)2
(1− |z|2)n−ddvd(z)
Using Holder’s inequality and Lemma 4.11 (1), the second part is smaller
than
ǫ2
∫
Ms′
(∫
Ms
(1− |w|2)n−d2 (1− |z|2)n−d2
|1− 〈z, w〉|n+1 dvd(w)
)
·
(∫
Ms
|f(w)|2 (1− |w|
2)
3(n−d)
2 (1− |z|2)n−d2
|1− 〈z, w〉|n+1 dvd(w)
)
dvd(z)
≤ Cǫ2
∫
Ms
∫
Ms′
(1− |w|2)n−d2 (1− |z|2)n−d2
|1− 〈z, w〉|n+1 dvd(z)
|f(w)|2(1− |w|2)n−ddvd(w)
≤ C2ǫ2
∫
Ms
|f(w)|2(1− |w|2)n−ddvd(w)
≤ C2ǫ2
∫
M
|f |2dµs.
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The above estimation is inspired from [19]. We will use the same kind of
argument in the estimation of II(z). Combining the above, we have∫
M
|I(z)|2dµs′ ≥ C1
∫
M
|f |2dµs′ − C2ǫ2
∫
M
|f |2dµs.
Next we estimate II(z).∫
M
|II(z)|2dµs′(z)
=
m∑
i=1
∣∣∣∣
∫
Ms
f(w)
(1− |w|2)n−d
(1− 〈zi, w〉)n+1 dvd(w)
∣∣∣∣
2
(1− |zi|2)n+1 +
∫
Ms′
∣∣∣∣TδF (z) +
∫
Ms\p−1z (D(z, 32R)∩TM |z)
f(w)
(1− |w|2)n−d
(1 − 〈z, w〉)n+1 dvd(w)
∣∣∣∣
2
(1− |z|2)n−ddvd(z)
≤ A+ 2B + 2C.
Where
A =
m∑
i=1
∣∣∣∣
∫
Ms
f(w)
(1− |w|2)n−d
(1− 〈zi, w〉)n+1 dvd(w)
∣∣∣∣
2
(1− |zi|2)n+1,
B =
∫
Ms′
|Tδf(z)|2(1− |z|2)n−ddvd(z),
and
C =
∫
Ms′
∣∣∣∣
∫
Ms\p−1z (D(z, 32R)∩TM |z)
f(w)
(1− |w|2)n−d
(1− 〈z, w〉)n+1 dvd(w)
∣∣∣∣
2
(1−|z|2)n−ddvd(z).
Let a = d(Σ,Ms), we have
A ≤ (1/2a2)−2(n+1)
m∑
i=1
(1− |zi|2)n+1
(∫
Ms
|f(w)|(1 − |w|2)n−ddvd(w)
)2
≤ C
(∫
Ms
|f(w)|2(1− |w|2)n−ddvd(w)
)(∫
Ms
(1− |w|2)n−ddvd(w)
)
≤ C(1− s2)n−d
∫
M
|f(w)|2dµs(w)
where the first inequality is because
|1− 〈zi, w〉| ≥ 1−Re〈zi, w〉 ≥ 1/2(|zi|2 + |w|2 −Re〈zi, w〉) = 1/2|zi − w|2
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and the second inequality is by Holder’s inequality. By taking s closer to 1,
we could make
A ≤ ǫ2
∫
M
|f(w)|2dµs(w).
Similar argument will give us
B ≤ ǫ2
∫
M
|f(w)|2dµs(w).
Now we estimate C.
C ≤
∫
Ms′
∣∣∣∣
∫
Ms\D(z,R)
f(w)
(1− |w|2)n−d
(1− 〈z, w〉)n+1 dvd(w)
∣∣∣∣
2
(1− |z|2)n−ddvd(z)
≤
∫
Ms′
(∫
Ms\D(z,R)
(1− |w|2)n−d2 (1− |z|2)n−d2
|1− 〈z, w〉|n+1 dvd(w)
)
·
(∫
Ms\D(z,R)
|f(w)|2 (1− |w|
2)
3(n−d)
2
|1− 〈z, w〉|n+1 dvd(w)
)
(1− |z|2)n−d2 dvd(z)
≤ ǫ
∫
Ms
(∫
Ms′\D(w,R)
(1− |w|2)n−d2 (1− |z|2)n−d2
|1− 〈z, w〉|n+1 dvd(z)
)
·|f(w)|2(1− |w|2)n−ddvd(w)
≤ ǫ2
∫
Ms
|f(w)|2(1− |w|2)n−ddvd(w).
Combining the three inequalities, we get∫
M
|II(z)|2dµs′(z) ≤ 5ǫ2
∫
M
|f |2dµs.
Finally, we have∫
M
|T˜µsf(z)|2dµs(z) ≥
∫
M
|T˜µsf(z)|2dµs′(z)
≥ 1
2
∫
M
|I(z)|2dµs′(z)−
∫
M
|II(z)|2dµs′(z)
≥ C
∫
M
|f |2dµs′ − C ′ǫ2
∫
M
|f |2dµs
This holds for all f ∈ P(µs). From the argument in the beginning, we can
find a finite codimensional space L ⊂ P(µs) such that ∀f ∈ L,∫
M
|f |2dµs′ > 1
2
∫
M
|f |2dµs.
26
Therefore ∀f ∈ L,∫
M
|T˜µsf(z)|2dµs(z) ≥ (
1
2
C − C ′ǫ2)
∫
M
|f |2dµs
Take ǫ > 0 such that α = 12C − C ′ǫ2 > 0. Then
‖T˜µsf‖2µs ≥ α‖f‖2µs , ∀f ∈ L.
Next we show that ker T˜µs = {0}. Consider the commuting diagram
Q
Tµs
//
R

Q
R

P(µs)
T˜µs
// P(µs)
Since T˜µs is positive, it suffices to show that RangeT˜µs is dense in P(µs). We
already know that RangeTµs is dense in Q( since ker Tµs = {0}). Therefore
RTµs(Q) is dense in R(Q), which is dense in P(µs). SoRangeT˜µs ⊃ RTµs(Q)
is dense in P(µs). Hence ker T˜µs = {0}.
Now suppose T˜µs is not bounded below, then there exists a pairwise
orthogonal sequence {fn} ⊂ P(µs), ‖fn‖µs = 1 such that ‖T˜µs(fn)‖µs → 0,
n→∞. Since L is finite codimensional,
‖fn − Lfn‖µs → 0, n→∞.
But
‖T˜µsLfn‖µs ≤ ‖T˜µsfn‖µs + ‖T˜µs(fn − Lfn)‖µs → 0, n→∞,
a contradiction. So T˜µs is bounded below.
Suppose
‖T˜µsf‖2µs ≥ c‖f‖2µs , ∀f ∈ P(µs),
then ∀F ∈ L2a(Bn),
〈T 3µsF,F 〉 = ‖T˜µsRF‖2µs ≥ c2‖RF‖2µs = c2〈TµsF,F 〉.
This means T 3µs ≥ c2Tµs , which implies that Tµs is bounded below on Q.
Therefore ‖‖˙µs and ‖‖˙ are equivalent on Q. This completes the proof when
M˜ is connected.
If M˜ is not connected, then by the theorem in [8, Page 52], after restrict-
ing it to a smaller neighborhood of Bn, we can divide M˜ into finitely many
connected components, each two having positive Euclidian distance(although
they may have different dimensions). Then we divide II(z) into more parts,
the rest of the proof remains unchanged.
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Corollary 4.12. Suppose M satisfies the properties of Theorem 4.3, then
the projection operator onto P is in the Toeplitz algebra T (L∞).
Remark 4.13. (1) Set dν = (1− |w|2)n−ddvd|Ms, then Tν is a finite rank
perturbation of Tµs and ker Tν = P . Restricting to Q, Tµs is invertible
and Tν is a finite rank perturbation. So Tν has index 0. Since Tν
doesn’t vanish on Q, it is invertible. Therefore 0 is also isolated in
σ(Tν), i.e., the measure ν also satisfies the hypotheses of Theorem
3.1. But how to prove it directly is still a problem. Also, for any
positive measure µ on M that is greater than ν, since Tµ ≥ Tν and
they have the same kernel, µ also satisfies the assumptions in Theorem
3.1. In particular, we can choose µ to be the measure that defines the
weighted Bergman space on M(cf. [13]). For measures µ satisfying
the hypotheses of Theorem 3.1, the spaces P(µ) are the same(with
equivalent norms). Sometimes we write P for simplicity.
(2) By Proposition 4.4 in [13], the extensions associated to the quotient
module and the module P are unitarily equivalent. If we can prove
that the analytic polynomials are dense in the weighted Bergman space
L2a,n−d(M) defined in [13], i.e., P = L2a,n−d(M), then the quotient
module also defines a K-homology class of the boundary M˜ ∩ ∂Bn,
which we expect to be the fundamental class of M˜ ∩∂Bn defined by the
CR-structure on it.
(3) Now that we already know the projection Q is in the Toeplitz algebra,
there is an easier way to check if a measure µ satisfy the hypotheses
of Theorem 3.1. For example, suppose we know that
‖Tµx −Qx‖ ≤ a < 1, ∀x ∈MA/Bn,
where Sx for an operator S is defined in [27], then from Theorem 10.1
in [27], it’s easy to prove that Tµ is Fredholm as an operator on Q.
Therefore Tµ is invertible whenever Tµ doesn’t vanish on Q.
Remark 4.14. By the previous remark (1), the proof of Theorem 4.3 gives
an extension operator from P(µs) to L2a(Bn). This is a generalization of
Theorem 4.3 in [13]. We state it as a corollary.
Corollary 4.15. Suppose M˜ is a d-dimensional complex analytic subset of
an open neighborhood of Bn which intersects ∂Bn transversally and has no
singular point on ∂Bn. Let M = M˜ ∩ Bn, µ = (1 − |w|2)n−ddvd on M and
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P be the closed subspace of L2(µ) generated by analytic polynomials. Then
P is exactly the range of the restriction operator
R : L2a(Bn)→ L2(µ), f 7→ f |M .
Equivalently, there is an extension operator
E : P → L2a(Bn),
which is a right inverse of R.
In the case of [6] and [13], P(µs) coincides with the weighted Bergman
space on M . We don’t know whether the two spaces are the same in general.
The papers [6] and [13] prove the existence of a extension map by giving
an integral formula directly and proving the boundedness of it. In fact, our
proof also shows the existence of an integral formula defining the extension
operator E. ∀f ∈ P, ∀z ∈ Bn,
Ef(z) = 〈Ef,Kz〉 = 〈f,E∗Kz〉P =
∫
M
f(w)E∗Kz(w)dµ(w).
This is a new result in the theory of holomorphic extension.
5 p-Essential Normality for p > 2d
This section is an attempt to solving the unweakened Geometric Arveson-
Douglas Conjecture. Throughout this section, we assume M satisfies the
hypothesis of Theorem 4.3. Let µ = (1−|w|2)n−ddvd, where d is the complex
dimension of M . Then from Remark 4.13 above, µ satisfies the hypothesis
of Theorem 3.1. The restriction operator R is one-to-one when restricted
to the quotient space Q. In this section, we will show that the range space
P ⊂ L2(µ) is p-essentially normal( p > d) as a Hilbert module. Moreover,
we will show that for p > 2d, the two modules are “equivalent” modulo Sp,
in particular, Q is p-essentially normal for p > 2d.
The following lemma is a generalization of Lemma 7 in [28].
Lemma 5.1. Suppose 2 ≤ p < +∞ and G(z, w) is µ-measurable in both
variables. Let AG be the integral operator on L
2(µ) defined by
AGf(z) =
∫
M
G(z, w)Kw(z)f(w)dµ(w).
If ∫
M
∫
M
|G(z, w)|p|Kw(z)|2dµ(z)dµ(w) < +∞,
then AG is in the Schatten p class Sp.
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Proof. When p = 2 the result is well-known. When |G(z, w)| is bounded,
let h(z) = (1− |z|2)−1/4, then∫
M
|G(z, w)Kw(z)|h(z)dµ(z) ≤ C
∫
M
1
|1− 〈z, w〉|n+1(1− |z|2)1/4 dµ(z)
≤ C
∫
Bn
1
|1− 〈z, w〉|n+1(1− |z|2)1/4 dv(z)
≤ C(1− |w|2)−1/4.
Similarly, ∫
M
|G(z, w)Kw(z)|h(w)dµ(w) ≤ Ch(z).
By Schur’s test, AG defines a bounded operator. Now let dν be the measure
|Kw(z)|2dµ(z)dµ(w) on M ×M and consider the map
L2(ν) + L∞(ν)→ B(L2(µ)), G(z, w) → AG.
Then by non-commutative interpolation(cf. [24] ), the lemma is true.
Lemma 5.2. Let
Tˆµ : L
2(µ)→ L2(µ), Tˆµf(z) =
∫
M
f(w)Kw(z)dµ(w),
Mˆzi : L
2(µ)→ L2(µ), f 7→ zif.
Then the commutator [Mˆzi , Tˆµ] ∈ Sp, ∀p > 2d.
Proof. It’s easy to check that
[Tˆµ, Mˆzi ]f(z) =
∫
M
(wi − zi)Kw(z)f(w)dµ(w), ∀z ∈M, ∀f ∈ L2(µ).
Let G(z, w) = wi − zi in the last lemma, then it suffices to prove that∫
M
∫
M
|z − w|p|Kw(z)|2dµ(w)dµ(z) < +∞, ∀p > 2d.
Now when |z −w| > δ the intergrade is bounded. On the other hand, using
the same technique in the last section,∫
B(z,δ)∩M
|z − w|p|Kw(z)|2dµ(w)
≤ C
∫
Bd
|z′ − w′|p (1− |w
′|2)n−d
|1− 〈z′, w′〉|2(n+1) dvd(w
′)
≤ C
∫
Bd
(1− |w′|2)n−d
|1− 〈z′, w′〉|2(n+1)−p/2
≤ C(1− |z|2)−(n+1−p/2).
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Therefore ∫
M
∫
M
|z − w|p|Kw(z)|2dµ(w)dµ(z)
≤ C
∫
M
(1− |z|2)−(n+1−p/2)dµ(z)
= C
∫
M
(1− |z|2)p/2−d−1dvd(z).
Using local coordinates, the last integral is less than
C
∫
Bd
(1− |z|2)p/2−d−1dv(z),
which is bounded when p > 2d. This completes the prove.
Lemma 5.3. The module P is p-essentially normal for all p > d. That is
[Mzi ,M
∗
zj ] ∈ Sp, p > d, where Mzi are the multiplication operators on P.
Proof. Since the module action on L2(µ) is normal, from Proposition 4.1
in [4], it suffices to show that [P, Mˆzi ] ∈ Sp, p > 2d. Clearly Tˆµ is self-
adjoint and P is a C∞-functional calculous of Tˆµ. Combining lemma 5.2
and Proposition 5 in Appendix I of [9] one gets the desired result.
Now we are ready to prove the main theorem of this section.
Theorem 5.4. Under the assumptions of Theorem 4.3, the quotient module
Q is p-essentially normal for all p > 2d.
Proof. Consider the following commuting graph:
Q
Szi
//
R

Q
R

P Mzi // P
Then Szi = R
−1MziR. Therefore
[Szi , S
∗
zj ] = R
−1MziRR
∗M∗zjR
∗−1 −R∗M∗zj(RR∗)−1MziR.
On the other hand, for any f , g ∈ Q,
〈Rf,Rg〉 =
∫
M
f(z)g(z)dµ(z) = 〈Tµf, g〉.
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Hence R∗R = Tµ. Also, from the following commuting graph,
Q
Tµ
//
R

Q
R

P T˜µ // P
T˜µ = RTµR
−1 = RR∗RR−1 = RR∗. From lemma 5.3, [T˜µ,Mzi ] = [Tˆµ, Mˆzi ]|P ∈
Sp, p > 2d. Therefore
[Szi , S
∗
zj ]
= R−1Mzi T˜µM
∗
zjR
∗−1 −R∗M∗zj T˜−1µ MziR
= R∗MziM
∗
zjR
∗−1 −R∗M∗zjMziR∗−1 (modulo Sp)
= R∗[Mzi ,M
∗
zj ]R
∗−1 ∈ Sp
for p > 2d. This completes the proof.
Remark 5.5. Although our proof doesn’t give p-essential normality for
p > d, we still think it is true in our case. In the case of a hyperplane,
the operators [Tˆµ, Mˆzi ]|P are 0, therefore there are no obstructions in this
case. It’s possible that after modifying the measure and using more detailed
estimation, one can show that the above operators are in Sp, p > d, which
would imply the unweakened Geometric Arveson-Douglas Conjecture.
6 Arveson-Douglas Conjecture
Suppose I ⊂ C[z1, · · · , zn] is a polynomial ideal. Let M˜ = Z(I), the zero
variety of I. If M˜ satisfies the hypotheses of Theorem 4.3, then we know
that the quotient module Q is p-essential normal, ∀p > 2d. In this section,
we show that when I is radical, [I] = P . Here [I] is the closure of I in
L2a(Bn). Therefore we prove the weak Arveson-Douglas Conjecture for such
ideals.
Theorem 6.1. Suppose I ⊂ C[z1, · · · , zn] is a radical polynomial ideal. If
M˜ := Z(I) has no singular point on ∂Bn and intersects ∂Bn transversally,
then [I] = {f ∈ L2a(Bn) : f |M = 0}. Here M = M˜ ∩ Bn. As a consequence,
the quotient module Q = [I]⊥ is p-essentially normal, p > 2d. Moreover,
the projection operator onto Q is in the Toeplitz algebra T (L∞).
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To prove the above theorem, we will show that the extension operators
corresponding to the subvariety 1/tM˜ for t in a small interval [1, t0] are
uniformly bounded.
In general, suppose M˜ satisfies the assumptions of Theorem 4.3. Then
for t close enough to 1, 1/tM˜ also satisfies the hypotheses of Theorem 4.3.
Equivalently, there is an extension operator from M t to tBn. In the proof of
Theorem 4.3, the number ǫ depends on M˜ , R and s depend on ǫ and M˜ and
s′ depends on s and R. By taking a larger R, we can find 0 < s < s′ < 1
and t1 > 1 such that ∀1 ≤ t ≤ t1, the measure
dµts =
m∑
i=1
(t2 − |zi|2)n+1δzi + (t2 − |w|2)n−ddvd|M t
is suitable for the proof of Theorem 4.3. That means, suppose f ∈ L2a(tBn),∫
Ms′s
|f |2dµts ≤ 1/2
∫
M
|f |2dµts,
then
〈T 3µtsf, f〉 ≥ α〈Tµtsf, f〉
for some α > 0 that doesn’t depend on t. We remind the reader that there
is in fact a normalizing constant between the spaces corresponding 1/tM˜
and M˜ , but since it tends to 1 as t tends to 1, we omit the difference.
Let Pt, Qt, Tµts and Rt be the obvious ones. Then Pt = RangeRt. Define
Et : Pt → Qt, f |M t 7→ f ∈ Qt,
T˜µts : Pt → Pt, f 7→ RtTµtsEtf.
Then T˜µts are uniformly bounded for all t. Let L1 ⊂ P1 be the finite co-
dimensional subspace that ∀f ∈ L1,∫
Ms′s
|f |2dµ1s ≤ 1/3
∫ 1
M
|f |2dµ1s.
Then ∀f ∈ R−11 L1 ⊂ Q1,
〈T 3µ1sf, f〉 ≥ α〈Tµ1sf, f〉 ≥
α
‖Tµ1s‖
‖Tµ1sf‖2.
So ∫
M1
|Tµ1sf |2dµ1s ≥ c‖Tµ1sf‖2.
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This means for every function g ∈ L1 := T˜µ1sL1,
‖E1g‖ ≤ C‖g‖µ1s .
There is a natural inclusion Pt ⊂ Pt′ , t′ ≤ t, given by restriction. In par-
ticular, Pt ⊂ P1, ∀t ≥ 1. Let Lt = L1 ∩ Pt. Then for t close enough to 1,
∀f ∈ Lt, ∫
Ms′s
|f |2dµts ≤ 1/2
∫
M t
|f |2dµts.
So ∀g ∈ Lt := T˜µtsLt, ‖Etg‖ ≤ C‖g‖µts .
The spaces Lt ⊂ Pt have the same co-dimension: since the polynomials are
dense, we can find finite dimensional space N consisting of(restriction of)
polynomials such that N +L1 = P1, N ∩L1 = {0}. Then it’s easy to prove
that N + Lt = Pt, N ∩ Lt = ∅. Since the operators T˜µts are one to one and
surjective, codimLt = codimLt = dimN .
We denote the norms ‖ · ‖µts by ‖ · ‖t from this point. Let η > 0 be
determined later. We can take finite dimensional space N consisting of
polynomials such that N + L1 = P1 and ∀f ∈ N ,∀g ∈ L1,
|〈f, g〉1|
‖f‖1‖g‖1 < η.
Claim: ∃t0 > 1, such that ∀1 ≤ t ≤ t0, ∀f ∈ N , ∀g ∈ Lt,
|〈f, g〉t|
‖f‖t‖g‖t < 1/2.
Suppose the claim is not true, then there exists a sequence tn → 1, fn ∈
N , gn ∈ Ltn , ‖fn‖tn = ‖gn‖tn = 1, such that
〈fn, gn〉tn ≥ 1/2.
Then gn = T˜µtns hn, hn ∈ Ltn , by previous discussion,
‖hn‖tn ≤ C‖gn‖tn = C
for some C > 0. It’s easy to show that the norms ‖ · ‖t are uniformly
equivalent on the space N . So fn(has a subsequence) tends to some f ∈ N
uniformly on all ‖ · ‖tn norms. Hence for sufficiently large n we have
|〈f, gn〉tn | ≥ 1/3.
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We also have ‖f‖1 = 1. So
|〈T˜µtns f, hn〉tn | = |〈f, gn〉tn | ≥ 1/3.
Finally, we prove that
|〈T˜µtns f, hn〉tn − 〈T˜µ1sf, hn〉1| → 0, n→∞.
Since
|〈T˜µ1sf, hn〉1| = |〈f, T˜µ1shn〉1| < η‖f‖1‖T˜µ1shn‖1 ≤ Cη,
Take η such that Cη ≤ 1/4, this proves the claim
|T˜µtns f(z)| ≤ |
∫
M tns
f(w)
(t2n − |w|2)n−d
(t2n − 〈z, w〉)n+1
dvd(w)|
+|
m∑
i=1
f(zi)
(t2n − |zi|2)n+1
(t2n − 〈z, zi〉)n+1
|
≤ C
∫
M tns
(t2n − |w|2)n−d
|t2n − 〈z, w〉|n+1
dvd(w) + C
≤ C + C
∫
M tns ∩B(z,δ)
(t2n − |w|2)n−d
|t2n − 〈z, w〉|n+1
dvd(w)
≤ C + C
∫
tnBd
(t2n − |w′|2)n−d
|t2n − 〈z′, w′〉|n+1
dv(w′)
≤ C + C log 1
1− |z′/tn|2
≤ C + C log 1
t2n − |z|2
.
The above estimation is similar with those used in the last section, we omit
the details. The third inequality from the bottom is from Lemma 2.7.
〈T˜µtns f, hn〉tn − 〈T˜µ1sf, hn〉1
=
∫
M tn
T˜µtns f(z)hn(z)dµ
tn
s (z)−
∫
M1
T˜µ1sf(z)hn(z)dµ
1
s(z)
=
∫
M tn1
T˜µtns f(z)hn(z)dµ
tn
s (z)
+
∫
M1s
(
T˜µtns f(z)− T˜µ1sf(z)
(1− |z|2)n−d
(t2n − |z|2)n−d
)
hn(z)dµ
tn
s (z)
+
m∑
i=1
(
T˜µtns f(zi)(t
2
n − |zi|2)n+1 − T˜µ1sf(zi)(1− |zi|2)n+1
)
hn(zi)
= In + IIn + IIIn
35
Clearly IIIn → 0, n→∞. For the first part,
|
∫
M tn1
T˜µtns f(z)hn(z)dµ
tn
s (z)|
≤
(∫
M tn1
|T˜µtns f(z)|2dµtns
)1/2
‖hn‖tn
≤ C
(∫
M tn1
(C + C log
1
t2n − |z|2
)2(t2n − |z|2)n−ddvd(z)
)1/2
≤ Cvd(M tn1 )→ 0.
For the second part, since
|T˜µtns f(z)− T˜µ1sf(z)
(1− |z|2)n−d
(t2n − |z|2)n−d
|2(t2n − |z|2)n−d
≤ 2(C + C log 1
t2n − |z|2
)2(t2n − |z|2)n−d
+2(C + C log
1
1− |z|2 )
2(1− |z|2)n−d (1 − |z|
2)n−d
(t2n − |z|2)n−d
≤ C
By the dominance convergence theorem,∫
M1s
|T˜µtns f(z)− T˜µ1sf(z)
(1− |z|2)n−d
(t2n − |z|2)n−d
|2(t2n − |z|2)n−ddvd(z)→ 0.
Using the holder’s inequality, we see that IIn → 0. So the proof of claim is
complete.
proof of Theorem 6.1. For ∀f ∈ N ,∀g ∈ Lt,
‖f + g‖2t = ‖f‖2t + ‖g‖2t + 2Re〈f, g〉t
≥ ‖f‖2t + ‖g‖2t − ‖f‖t‖g‖t ≥ 1/2(‖f‖2t + ‖g‖2t ).
By continuity, there is a constant C ′ > 0 such that ∀1 ≤ t ≤ t0, ∀f ∈ N ,
‖Etf‖ ≤ C ′‖f‖t. So for any h ∈ Pt, h = f + g, f ∈ N , g ∈ Lt,
‖Et(f + g)‖2 ≤ ‖Etf‖2 + ‖Etg‖2 ≤ C(‖f‖2t + ‖g‖2t ) ≤ 2C‖f + g‖2t .
So the extension operators Et are uniformly bounded.
Knowing the above result, the proof of Theorem 6.1 is exactly the same
as in the appendix of [13].
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7 Summary
This paper combines ideas from various subject to solve the Geometric
Arveson-Douglas Conjecture. First, we view the quotient module as a repro-
ducing kernel Hilbert module on the variety(cf. [1]) and seek an equivalent
norm given by a measure. The fact that operators of the form Tµ are in
the Toeplitz algebra(cf. [27]) is crucial to our proof. Second, we use the
idea that Toeplitz operators are “localized” (cf. [18][27]) and apply it on
the variety, instead of the whole unit ball. Finally, we observe that the fact
that the size of the hyperbolic balls tend to 0 uniformly as the centers tend
to the boundary forces the Bergman reproducing kernels Kz(w) to act “al-
most” like reproducing kernels on the quotient space. Using Theorem 4.7 in
[23], we see that these kind of argument also work for the weighted Bergman
spaces.
The techniques from complex harmonic analysis reveals some connection
between the Geometric Arveson-Douglas Conjecture and the extension of
holomorphic functions(cf. [6]). This idea first appeared in [13] and has
inspired us to seek connections from different angles.
Under the hypotheses of this paper, quotient modules are closely related
to weighted Bergman spaces on the variety. Therefore whatever is true for
the Bergman space may also be true on the quotient space. Moreover, the
idea of looking at the operator Tµ “locally” on M offers a way to study the
Geometric Arveson-Douglas Conjecture for more general varieties. These
relationships will be the future focuses of our research.
Another direction we plan to consider is extending the index result in
[13]. Recall in [13], a generalization of the Boutet de Monvel result is ob-
tained using the methods in [5]. It seems likely we can extend the proofs to
cover our case.
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early stage of our research, for reading the drafts of this paper and for the
valuable suggestions he gave us. We also would like to thank Kai Wang
for the valuable discussions over Wechat. The second author would like to
thank Kunyu Guo, her advisor in Fudan University, for inviting her to the
world of mathematical research and the advice he gave over emails. She
also want to thank her fellows in Fudan University, especially Zipeng Wang,
for drawing her attention to complex harmonic analysis before her visit to
Texas A&M University.
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