In this paper, we investigate a class of affine nonlinear systems with a triangular-like structure and present its necessary and sufficient condition for global controllability, by using the techniques developed by Sun Yimin and Guo Lei recently. Furthermore, we will give two examples to illustrate its application.
Introduction
The controllability of nonlinear systems has been investigated extensively over the past three decades, and considerable significant progress has been obtained by introducing some powerful methods, including the well-known differential geometric method; see, for example, the textbooks [1−5] , which summarized many important and basic results in this aspect. However, most of the existing results in the literature on controllability of general nonlinear systems are of local nature.
As for the study of global controllability, there are two main approaches in the literature. The first one is to analyze the structure of reachable sets; see, for example, refs. [6] [7] [8] , in which ref. [6] studied the topological property of the reachable set of general nonlinear system, ref. [7] is the first paper which introduced semi-simple Lie algebras into control and systems engineering field to discuss the controllability of systems, and ref. [8] studied and gave the necessary condition and the sufficient condition of two dimensional affine nonlinear system. The other approach is to study the relationship between local and global controllability, in which the local results are to be extended to global ones under certain conditions [9−14] , in which ref.
[9] deepened our recognition on local and global controllability by giving a counter-example for Jurdjevic's problem (namely, whether every family of analytic vector fields on a connected analytic manifold which has the accessibility property is controllable on this manifold), ref. [10] gave some sufficient conditions for the global controllability of affine nonlinear systems with constant control matrix, ref. [11] gave some necessary conditions for the global controllability of planar affine nonlinear systems, ref. [12] investigated and obtained some sufficient conditions for the global controllability of switched bilinear systems, and ref. [13] gave some sufficient conditions for the global controllability of general nonlinear systems by introducing a concept called continuous fountains. However, most of the results seem to be complex and restricted; for example, the main results in ref. [14] (see, p. 44 and p. 109) gave some necessary and sufficient conditions for planar affine nonlinear systems, but they cannot include the standard controllability criterion for planar linear systems. The recent contribution [15, 16] does not have these drawbacks, where the necessary and sufficient condition for the global controllability of planar affine nonlinear systems were obtained under some natural hypotheses. Moreover, the ideas in refs. [15, 16] provide a new approach to the study of more general planar systems and of some high dimensional systems. In this paper, we give a generalization of the main result in ref. [16] , by taking the advantage of a triangular-like structure. Finally, we present two examples to illustrate the application of our results. The remainder of the paper is organized as follows: The main results and some illustrative examples are given in sections 2 and 3, respectively, and some auxiliary lemmas and the proof of the main theorem are given and proven in section 4. Section 5 concludes the paper with some remarks. Finally, the Appendix will give the proofs of an important lemma.
Main results
Before introducing our main results Theorem 2.1, we first give the definition of global controllability. Consider the following affine nonlinear systeṁ
where x ∈ R n is the state vector, and u ∈ R m is the input vector; F (x) ∈ R n×1 , G(x) ∈ R n×m are locally Lipschitz matrix functions. We need the following definition of global controllability of nonlinear systems [2, 6] .
Definition 2.1. The control system (2.1) is said to be globally controllable, if for any two points x 0 and x 1 ∈ R n , there exists a right continuous control vector function u(·) such that the trajectory of the system (2.1) under u(·) satisfies x(0) = x 0 and x(T ) = x 1 for some finite time T 0. In this paper, we give a generalization of the main theorem in ref. [16] to high dimensional control systems with a triangular-like structure. First, we should introduce the main result in ref. [16] , where we obtained the criterion of the global controllability for the following planar affine nonlinear system:ẋ
where
, and v is the control function taking values on R.
Definition 2.2 [15, 16] . A control curve of the system (2.2) is defined to be a solution (x 1 (t), x 2 (t)) of the following differential equation on the plane:
where g i (x) and i = 1, 2 are the same as those in (2.2). Theorem A [15, 16] . The necessary and sufficient condition of the global controllability of the system (2.2) is that the function g 1 (x)f 2 (x) − g 2 (x)f 1 (x) changes its sign over every control curve.
We may call the function g 1 (x)f 2 (x) − g 2 (x)f 1 (x) as the criterion function for global controllability of the system (2.2), denoted as C(x). Now, we present the main result of this paper. Consider the following n-dimensional affine nonlinear control system with a triangular-like structure (n 3):
. . .
. . , n, namely they are the (n − 2)-time smooth func-
. . , n, and u is the right-continuous control function taking values on R.
The key idea here is to take the advantage of a triangular-like structure and to apply the results on planar affine nonlinear systems (see ref. [16] ) to the subsystem (2.2) of the system (2.3). Therefore, we have the following main result of this paper. 
changes its sign over every control curve of the system (2.2), where
The proof of Theorem 2.1 will be given in section 4. Next, we will give two examples to show its application.
Examples
Example 3.1. We first consider the following systeṁ
where a and b are positive constants (see ref. [17] p. 510).
According to Theorem 2.1, we only need to study the following subsystem:
where v is control input. It is easy to know that the control curve of the system (3.2) is
where c 1 and c 2 are any constants, and the criterion function C = −ax
Obviously, the criterion function C changes its sign over any control curve. By Theorem A, the subsystem (3.2) is globally controllable. Therefore, the system (3.1) is also globally controllable. QED We now give a further example where the control curve of the subsystem cannot be solved explicitly.
Example 3.2. Consider the following three-dimensional affine nonlinear systeṁ
Similarly, by Theorem 2.1, we should investigate the global controllability of the following subsystem:ẋ
where v is control input. Obviously, its criterion function C is
Although the control curve of the system (3.4) cannot be solved explicitly, we know its two ends extend to infinite (see ref. [15] ), namely, for every control curve (
2 (t) → +∞, when t → a and b. Therefore, by eq. (3.5) the criterion function C changes its sign over any control curve. Hence, the system (3.3) is globally controllable by Theorem 2.1.
The proofs of main results
Before proving Theorem 2.1, we first introduce the following Lemma 4.1.
Lemma 4.1. The control system (2.3) is globally controllable if and only if the following control systemẏ
It is easy to know that the transformation Φ is a global diffeomorphism anḋ
First, we prove the necessity of Lemma 4.1.
Since Φ is a global diffeomorphism, for any two points Y 1 and Y 2 in R n , there exist two points
. Because the system (2.3) is globally controllable, there is a control function u(t) such that the trajectory γ(t)
It is easy to know that Γ(t) is the trajectory of the control system (4.
. Therefore, the system (4.1) is globally controllable.
Obviously, the sufficiency of Lemma 4.1 can be proven similarly. This completes the proof of Lemma 4.1. QED Now, we first give a tiny generalization for Theorem A, i.e., the following Lemma 4.2, which will play an important role in the proof of Theorem 2.1.
In the same way, we consider the following planar affine nonlinear system:
, and u is the control function taking values on R. The proof of Lemma 4.2 will be given in Appendix. Here, we can prove Theorem 2.1.
Proof of Theorem 2.1. We will show that the system (2.3) is globally controllable by proving the system (4.1) being globally controllable.
The necessity of Theorem 2.1 can be proven similarly as the Theorem A in ref. [15] , therefore, we only need to prove the sufficiency of Theorem 2.1.
For any two points
T , and y = (y 1 , y 2 ) T . Since the subsystem (4.5) of (2.3) is globally controllable, according to Theorem A and Lemma 4.2, there exists a C n−2 controlū(y) such that the trajectory γ(t) satisfies γ(0) = y 0 and γ(T ) = y 1 , T 0. Now, we prove the sufficiency of Theorem 2.1 by considering the following two cases.
Since g(y 0 ) = 0, by the results in ordinary differential equations (see ref. Now, we take any control u 1 (t) for the system (4.1), then the following function Similarly, we take the same treatment to the corresponding trajectories in the neighborhood of y 1 in the plane (y 1 , y 2 ) and obtain a new curve as above. By the proof method of Lemma 4.2 (see Appendix), the Whitney smooth extension theorem [19] and the results in ordinary differential equations (see ref.
[18]), we can obtain a C n−2 control functionū(y 1 , y 2 ) such that the corresponding trajectoryγ of the subsystem (4.5) satisfiesγ(0) = y 0 andγ(T ) = y 1 ,T 0. Now, it is easy to know that the function
is our desired control and the trajectoryγ of the system (4.1) under u(t) satisfiesγ(0) = Y 0 andγ(T ) = Y 1 , T 0. This is because if the curve consisting of γ 1 , γ 2 and the segment of γ between z 3 and z 1 is given, the corresponding control u(y) is uniquely defined (see Appendix).
We first consider the case: det(f (y 0 ), g(y 0 )) = 0.
Since the criterion function g 1 (y 1 , y 2 )f 2 (y 1 , y 2 ) −g 2 (y 1 , y 2 )f 1 (y 1 , y 2 ) changes its sign over the control curve passing through the point y 0 on the plane (y 1 , y 2 ), by the similar methods in ref. [15] , it is easy to know that there exists a control function u 2 (t) such that the positive trajectory of the system (4.1) reaches a pointȲ 0 = (ȳ such that the trajectory of the system (4.1) from the pointȲ 0 toȲ 1 . This completes the proof of Theorem 2.1. QED Finally, we will present a conjecture to end this paper. From the proof process above, it is obvious that the conditions f i and g i ∈ C n−2 , i = 1, 2, . . . , n play a very important role.
Nevertheless, these conditions should not be certainly necessary for the global controllability of the system (2.3). Therefore, we try to give a conjecture as follows: Conjecture. When the functions f i and g i in (2.3) are local Lipschitz, i = 1, 2, . . . , n, Theorem 2.1 is also valid.
Concluding remarks
In this paper, by using the techniques and methods developed in ref. [15] , we generalized the main result in ref. [15] and presented a necessary and sufficient condition for the global controllability of the high dimensional affine nonlinear systems with a triangular-like structure. In fact, the main contribution of this paper contrasting with ref. [15] is to give a corresponding geometrical interpretation for the global controllability of the affine nonlinear system with a triangular-like structure. In addition, we also gave two examples to show the application of our theorems. For future investigation, it is desirable to extend the main results of this paper to more general high dimensional nonlinear control systems.
Appendix
In this Appendix, we will give the proof of Lemma 4.2.
Figure 2
First of all, we will show that for any point x 0 in R 2 (see, e.g., Figure 2 ) and for any function u, if det(f (x 0 ), g(x 0 )) = 0, then the vector field of the control system (4.5) at x 0 points to one side of the straight-line which passes through the point x 0 with direction g(x 0 ); and if det(f (x 0 ), g(x 0 )) = 0, then the vector field parallels to this straight-line.
We note that the vector field at the point x 0 is f (x 0 ) + g(x 0 )u(x 0 ). Let ·, · be the inner product of two vectors, andg be a fixed non-zero vector which is orthogonal to g, i.e., g,g = 0 and g = 0. Then, it is easy to see that
which is not zero by our assumption det(f (x 0 ), g(x 0 )) = 0, since f (x 0 ) is not parallel to g(x 0 ) and so is not orthogonal tog. From this, we know that for any u(x), the sign of
) is actually independent of u(x 0 ), which means that the vector field of the system (4.5) at x 0 points to only one side of the straight-line which passes through the point x 0 with direction g(x 0 ). Proof.
Step 1. We first prove that there exists a neighborhood U (x 0 , δ) of x 0 and a control curve passing through x 0 , which separates U (x 0 , δ) into two parts denoted by U a (x 0 , δ) and
, and one of which, for example,
Since g(x 0 ) = 0, by the results of ordinary differential equations (see ref. [18] pp. 48-50),
there is a neighborhood U (x 0 , δ) of x 0 , such that the control curves can be viewed approximately as a series of parallel straight-lines as shown in Figure 3 (Otherwise, we may use the similar arguments to ref. [15] ). Obviously the control curve Γ 1 passing through x 0 separates U (x 0 , δ) into two disjoint parts. Since det(f (x 0 ), g(x 0 )) = 0, by continuity, there exists a neighborhood of x 0 on which we also have det(f (x), g(x)) = 0. Without loss of generality, we assume that this neighborhood is U (x 0 , δ).
is any non-zero vector which is orthogonal to g(x 0 ). Without loss of generality, suppose
, the angle fromg(x 0 ) to f (x 0 ) is acute angle. Hence, as shown in Figure   3 , the side which the vectorg(x 0 ) points to is the side which the positive semi-trajectory of the system (4.5) under any control u(x 0 ) with initial point x 0 will go to. We denote this side as
, by the same methods in ref. [15] , there exists a C ∞ curve γ connecting points x 0 and x 1 as shown in Figure 3 , and the corresponding tangent vector field
Next, we proceed to construct a control u(x) such that the curve γ is a part of the positive semi-trajectory of the control system (4.5) with initial point x 0 . Let us take
Therefore, u can be defined by equation (A2) on the curve γ, and is m-time smooth. Then, by the Whitney smooth extension theorem [19] , we can extend u m-time smoothly to the whole plane. Furthermore, we have the following equation by (A2)
Hence, under this control u, the vector field of (4.5) and that of the curve γ are tangent. Consequently, the curve γ must be a part of the positive semi-trajectory of the system (4.5) with initial point x 0 (see ref. [18] pp. 12-13). This implies that
Step 2. Secondly, we will prove that R(x 0 ) is an open set.
For simplicity, we suppose that the control curves, denoted by Γ i , i = 1, 2, . . ., are parallel straight-lines in the neighborhood U (x 0 , δ), and that x 0 lies on Γ 1 as shown in Figure 4 . Proof. We prove this lemma by considering the following two cases.
Let γ 1 denote the segment between x 0 and x 1 of the positive semi-trajectory of (4.5) under u 1 (x) with the initial point x 0 , and γ 2 denote the segment between x 1 and x 2 of the positive semi-trajectory of (4.5) under u 2 (x) with the initial point x 1 . Without loss of generality, we suppose that x 1 is the point that γ 1 intersects with γ 2 for the first time, as shown in Figure 5 .
Now, we will complete the proof by considering four further subcases in the following. will go to one side of the control curve passing through x 1 .
As explained before, we may let Γ i , i = 1, 2, ... be parallel control curves in U (x 1 ). Also, let z 1 ∈ Γ 1 and z 2 ∈ Γ 3 as shown in Figure 5 . Now, by the method in ref. [15] , we can construct a C ∞ curve γ to connect z 1 and z 2 smoothly (i.e., the new curve consisting of γ 1 , γ and γ 2 is (m + 1)-time smooth at z 1 and z 2 ). Then, following the method in Lemma A.1, we can construct a C m control u(x) to drive the positive semi-trajectory of (4.5) from x 0 to x 2 .
, and the vector field of the system (4.5) under u 1 and u 2 at x 1 are in the same direction as shown in Figure 6 .
In this subcase, γ 2 will coincide with the control curve Γ 1 passing through
and the trajectory of (4.5) under u 1 with initial point x 1 also coincides with Γ 1 in U 2 (x 1 ).
Let z 1 and z 2 be two distinct points in U 2 (x 1 ) ∩ γ 2 as shown in Figure 6 . Now, we take the control u(x) on the segment of Γ 1 between x 1 and z 1 to be also u 1 (x), and on the segment of γ 2 between z 2 and x 2 to be also u 2 (x). Then, we can easily define u(x) on the segment of Γ 1 between z 1 and z 2 such that u(x) is m-time smooth on γ 1 ∪ γ 2 and on which the vector field of the system (4.5) under u(x) has no singular point (i.e., the direction of the vector field is from z 1 to z 2 as shown in Figure 6 ). Finally, by the Whitney smooth extension theorem [19] , the desired control u(x) can also be constructed. In this subcase, γ 1 and γ 2 must coincide with the control curve Γ 1 passing through x 1 in U 2 (x 1 ) which contradicts with the our assumption that x 1 is the point that γ 1 intersects with γ 2 for the first time.
Let Γ 1 be the control curve passing through the point x 1 , and γ 1 intersects with Γ 1 at y 1 for the first time and γ 2 intersects with Γ 1 at y 2 for the last time as shown in Figure 8 . Obviously, Γ 1 separates the plane into two sides which are named A-side and B-side, respectively. Without loss of generality, we suppose that x 0 and x 2 lie in different sides as shown in Figure 8 .
By the proof process above, it is easy to know that in any neighborhood of y 1 Since the criterion function C(x) changes its sign on the control curve Γ 1 , there exist a point P and its neighborhood U (P ) such that the vector field of the system (4.5) in U (P ) point to B-side at any control input as shown in Figure 8 . three parts above. Now, we prove that there must exist infinite many reachable points in Part-A or Part-B of any small neighborhood U (z) of z. Otherwise, we suppose there exists a neighborhood of z such that all reachable points are on Γ 1 . By z ∈ ∂(R(x 1 )), there exists a reachable point for any small neighborhood U (z) of z. By Lemma A.1, the reachable set is open, which contradicts with our assumption. Therefore, we assume that there exist infinite many reachable points in R(x 1 ) in Part-A, without loss of generality. Let a normal vector of Γ 1 beg(x) = (−g 2 (x), g 1 (x)) T , x ∈ Γ 1 . Then,g(x) must point to one of the two sides separated by Γ 1 . Without loss of generality, we supposeg(x) points to the Side-B as shown in Figure 9 . By the condition of Lemma 4.2, there exists a point y ∈ Γ 1 such that g 1 (y)f 2 (y) − g 2 (y)f 1 (y) > 0, then the vector field of the system (4.5) at y under any control u must point to the Side-B. We may suppose that there exists a small enough neighborhood U (y) of y such that g 1 (x)f 2 (x) − g 2 (x)f 1 (x) > 0, ∀ x ∈ U (y), and the control curve in U (y) can be viewed as a series of parallel straight-lines by using an argument based on diffeomorphism (see ref. [18] pp. 48-50) as shown in Figure 9 . By our assumption above, there exists a point z 1 ∈ R(x 1 )∩ Part-A such that the control curve Γ 2 passing through z 1 reaches U (y). Since z 1 is in the Part-A, then Γ 2 ⊂ Side-A by the uniqueness of solutions of ordinary differential equations as shown in Figure 9 . Let L be a straight-line passing the point y and perpendicular to Γ 1 in U (y) as shown in Figure 9 . There exist two C ∞ controlsū 2 (x) andū 1 (x) such that the positive semi-trajectory γ 2 and the negative semi-trajectory γ 1 with initial z 1 and z reach L at z 2 and z 3 , respectively, and z 2 is located above z 3 as shown in Figure 9 (see ref. [15] ).
Therefore, we can construct a C ∞ curve γ connecting the two points z 2 and z 3 smoothly, which is not tangent to the control curves at any point on γ as shown in Figure 9 . For the curve γ, we can define its nonzero smooth vector field k(x) = (k 1 (x), k 2 (x)), x ∈ γ, the direction of which is shown as in Figure 9 (in fact k(x) is the tangent vector of γ). By a similar method as in Lemma A.1, we can obtain a new C m control function such that z ∈ R(z 1 ). Finally, for z 1 ∈ R(x 1 ), we have z ∈ R(x 1 ) by Lemma A.2. Hence, by Lemma A.1, z is the inner point of R(x 1 ), which contradicts with our assumption. Therefore, R(x 1 ) = R 2 .
Case 2. det(f (x 1 ), g(x 1 )) = 0. Let Γ 3 denote the control curve of the system (4.5) passing through x 1 . By the condition of Lemma 4.2, there is a point x 2 such that det(f (x 2 ), g(x 2 )) = 0.
