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ON THE ZEROS OF EISENSTEIN SERIES FOR Γ∗0(2) AND Γ
∗
0(3)
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Abstract. We locate all of the zeros of the Eisenstein series associated with the Fricke
groups Γ∗0(2) and Γ
∗
0(3) in their fundamental domains by applying and expanding the
method of F. K. C. Rankin and H. P. F. Swinnerton-Dyer (“On the zeros of Eisenstein
series”, 1970).
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1. Introduction
Let k > 4 be an even integer. For z ∈ H := {z ∈ C ; Im(z) > 0}, let
(1) Ek(z) :=
1
2
∑
(c,d)=1
(cz + d)−k
be the Eisenstein series associated with SL2(Z). Moreover, let
F := {|z| > 1, −1/2 6 Re(z) 6 0} ∪ {|z| > 1, 0 6 Re(z) < 1/2}
be the standaard fundamental domain for SL2(Z).
F. K. C. Rankin and H. P. F. Swinnerton-Dyer considered the problem of locating the zeros of Ek(z)
in F [RSD]. They proved that n zeros are on the arc A := {z ∈ C ; |z| = 1, pi/2 < Arg(z) < 2pi/3} for
k = 12n + s (s = 4, 6, 8, 10, 0, and 14). They also said in the last part of the paper, “This method can
equally well be applied to Eisenstein series associated with subgroup of the modular group.” However, it
seems unclear how widely this claim holds.
Here, we consider the same problem for Fricke groups Γ∗0(2) and Γ
∗
0(3) (See [K], [Q]), which are
commensurable with SL2(Z). For a fixed prime p, we define the following:
(2) Γ∗0(p) := Γ0(p) ∪ Γ0(p)Wp,
where
(3) Γ0(p) :=
{(
a b
c d
) ∈ SL2(Z) ; c ≡ 0 (mod p)} , Wp := ( 0 −1/√p√p 0 ) .
Let
(4) E∗k,p(z) :=
1
pk/2 + 1
(
pk/2Ek(pz) + Ek(z)
)
be the Eisenstein series associated with Γ∗0(p). The regions
F
∗(2) :=
{
|z| > 1/
√
2, −1/2 6 Re(z) 6 0
}⋃{
|z| > 1/
√
2, 0 6 Re(z) < 1/2
}
,
F
∗(3) :=
{
|z| > 1/
√
3, −1/2 6 Re(z) 6 0
}⋃{
|z| > 1/
√
3, 0 6 Re(z) < 1/2
}
are fundamental domains for Γ∗0(2) and Γ
∗
0(3), respectively.
Define A∗2 := {z ∈ C ; |z| = 1/
√
2, pi/2 < Arg(z) < 3pi/4}, and A∗3 := {z ∈ C ; |z| = 1/
√
3, pi/2 <
Arg(z) < 5pi/6}. We then have A∗2 = A∗2 ∪ {i/
√
2, ei(3pi/4)/
√
2} and A∗3 = A∗3 ∪ {i/
√
3, ei(5pi/6)/
√
3}.
In the present paper, we will apply the method of F. K. C. Rankin and H. P. F. Swinnerton-Dyer (RSD
Method) to the Eisenstein series associated with Γ∗0(2) and Γ
∗
0(3). We will prove the following theorems:
Theorem 1. Let k > 4 be an even integer. All of the zeros of E∗k,2(z) in F
∗(2) are on the arc A∗2.
Theorem 2. Let k > 4 be an even integer. All of the zeros of E∗k,3(z) in F
∗(3) are on the arc A∗3.
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2. RSD Method
At the beginning of the proof in [RSD], F. K. C. Rankin and H. P. F. Swinnerton-Dyer considered the
following:
(5) Fk(θ) := e
ikθ/2Ek
(
eiθ
)
,
which is real for all θ ∈ [0, pi]. Considering the four terms with c2 + d2 = 1, they proved that
(6) Fk(θ) = 2 cos(kθ/2) +R1,
where R1 is the rest of the series (i.e. c
2 + d2 > 1). Moreover they showed
(7) |R1| 6 1 +
(
1
2
)k/2
+ 4
(
2
5
)k/2
+
20
√
2
k − 3
(
9
2
)(3−k)/2
.
They computed the value of the right-hand side of (7) at k = 12 to be approximately 1.03562, which is
monotonically decreasing in k. Thus, they could show that |R1| < 2 for all k > 12. If cos(kθ/2) is +1 or
−1, then Fk(2mpi/k) is positive or negative, respectively.
In order to determine the location of all of the zeros of Ek(z) in F, we need the valence formula:
Proposition 2.1 (valence formula). Let f be a modular function of weight k for SL2(Z), which is not
identically zero. We have
(8) v∞(f) +
1
2
vi(f) +
1
3
vρ(f) +
∑
p∈SL2(Z)\H
p6=i, ρ
vp(f) =
k
12
,
where vp(f) is the order of f at p, and ρ := e
i(2pi/3) (See [S]).
Write m(k) :=
⌊
k
12 − t4
⌋
, where t = 0 or 2, such that t ≡ k (mod 4). Then, k = 12m(k) + s (s =
4, 6, 8, 10, 0, and 14).
As F. K. C. Rankin and H. P. F. Swinnerton-Dyer observed, the fact that Ek(z) has m(k) zeros on
the arc A, the valence formula, and Remark 1 below, imply that all of the zeros of Ek(z) in the standard
fundamental domain for SL2(Z) are on A ∪ {i, ρ} for every even integer k > 4.
Remark 1. Let k > 4 be an even integer. We have
k (mod 12) vi/
√
3(Ek) vρ3(Ek) k (mod 12) vi/
√
3(Ek) vρ3 (Ek)
0 0 0 6 1 0
2 1 2 8 0 2
4 0 1 10 1 1
3. Γ∗0(2) (Proof of Theorem 1)
3.1. Preliminaries. We define
(9) F ∗k,2(θ) := e
ikθ/2E∗k,2
(
eiθ/
√
2
)
.
Before proving Theorem 1, we consider an expansion of F ∗k,2(θ).
By the definition of Ek(z), E
∗
k,2(z) (cf. (1), (4)), we have
2(2k/2 + 1)eikθ/2E∗k,2
(
eiθ/
√
2
)
= 2k/2
∑
(c,d)=1
(ce−iθ/2 +
√
2deiθ/2)−k + 2k/2
∑
(c,d)=1
(ceiθ/2 +
√
2de−iθ/2)−k.
Now, (c, d) = 1 is split in two cases, namely, c is odd or c is even. We consider the case in which c is
even. We have
2k/2
∑
(c,d)=1
c:even
(ce−iθ/2 +
√
2deiθ/2)−k =
∑
(c,d)=1
d:odd
(
√
2c′e−iθ/2 + deiθ/2)−k (c = 2c′)
=
∑
(c,d)=1
c:odd
(ceiθ/2 +
√
2de−iθ/2)−k.
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Similarly,
2k/2
∑
(c,d)=1
c:even
(ceiθ/2 +
√
2de−iθ/2)−k =
∑
(c,d)=1
c:odd
(ce−iθ/2 +
√
2deiθ/2)−k.
Thus, we can write the following:
(10) F ∗k,2(θ) =
1
2
∑
(c,d)=1
c:odd
(ceiθ/2 +
√
2de−iθ/2)−k +
1
2
∑
(c,d)=1
c:odd
(ce−iθ/2 +
√
2deiθ/2)−k.
Hence, we use this expression as a definition.
In the last part of this section, we compare the two series in this expression. Note that for any pair
(c, d), (ceiθ/2 +
√
2de−iθ/2)−k and (ce−iθ/2 +
√
2deiθ/2)−k are conjugates of each other. Thus, we have
the following lemma:
Lemma 3.1. F ∗k,2(θ) is real, for all θ ∈ [0, pi].
3.2. Application of the RSD Method. We will apply the method of F. K. C. Rankin and H. P. F.
Swinnerton-Dyer (RSD Method) to the Eisenstein series associated with Γ∗0(2). Note that N := c
2 + d2.
First, we consider the case of N = 1. Because c is odd, there are two cases, (c, d) = (1, 0) and
(c, d) = (−1, 0). Then, we can write:
(11) F ∗k,2(θ) = 2 cos(kθ/2) +R
∗
2,
where R∗2 denotes the remaining terms of the series.
Now,
|R∗2| 6
∑
(c,d)=1
c:odd, N>1
|ceiθ/2 +
√
2de−iθ/2|−k.
Let vk(c, d, θ) := |ceiθ/2+
√
2de−iθ/2|−k, then vk(c, d, θ) = 1/
(
c2 + 2d2 + 2
√
2cd cos θ
)k/2
, and vk(c, d, θ) =
vk(−c,−d, θ).
Next, we will consider the following three cases, namely, N = 2, 5, and N > 10. Considering θ ∈
[pi/2, 3pi/4], we have the following:
When N = 2, vk(1, 1, θ) 6 1, vk(1,−1, θ) 6 (1/3)k/2.
When N = 5, vk(1, 2, θ) 6 (1/5)
k/2, vk(1,−2, θ) 6 (1/3)k.
When N > 10,
|ceiθ/2 ±
√
2de−iθ/2|2 > c2 + 2d2 − 2
√
2|cd|| cos θ|
> (c2 + d2)/N = N/3,
and the remaining problem concerns the number of terms with c2 + d2 = N . Because c is odd, |c| =
1, 3, ..., 2N ′ − 1 6 N1/2, so the number of |c| is not more than (N1/2 + 1)/2. Thus, the number of terms
with c2 + d2 = N is not more than 2(N1/2 + 1) 6 3N1/2, for N > 5. Then,
∑
(c,d)=1
c:odd, N≥10
|ceiθ/2 +
√
2de−iθ/2|−k 6
∞∑
N=10
3N1/2
(
N
3
)−k/2
6
18
√
3
k − 3
(
1
3
)(k−3)/2
=
162
k − 3
(
1
3
)k/2
.
Thus,
(12) |R∗2| 6 2 + 2
(
1
3
)k/2
+ 2
(
1
5
)k/2
+ 2
(
1
3
)k
+
162
k − 3
(
1
3
)k/2
.
Recalling the previous section (RSD Method), we want to show that |R∗2| < 2. However, the right-hand
side is greater than 2, so this bound is not good. The case in which (c, d) = ±(1, 1) gives a bound equal
to 2. We will consider the expansion of the method in the following sections.
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3.3. Expansion of the RSD Method (1). In the previous subsection, we could not obtain a good
bound for |R∗2|, where (c, d) = ±(1, 1). Note that “vk(1, 1, θ) = 1 ⇔ θ = 3pi/4”. Furthermore,
“vk(1, 1, θ) < 1 ⇔ θ < 3pi/4”. Therefore, we can easily expect that a good bound can be obtained
for θ ∈ [pi/2, 3pi/4− x] for small x > 0. However, if k = 8n, then we need |R∗2| < 2 for θ = 3pi/4 in this
method. In the next section, we will consider the case in which k = 8n, θ = 3pi/4.
Define m2(k) :=
⌊
k
8 − t4
⌋
, where t = 0, 2 is chosen so that t ≡ k (mod 4), and ⌊n⌋ is the largest integer
not more than n.
Let k = 8n+ s (n = m2(k), s = 4, 6, 0, and 10). We may assume that k > 8.
The first step is to consider how small x should be. We consider each of the cases s = 4, 6, 0, and 10.
When s = 4, for pi/2 6 θ 6 3pi/4, (2n + 1)pi 6 kθ/2 (= (4n + 2)θ) 6 (3n + 1)pi + pi/2. So the last
integer point (i.e. ±1) is kθ/2 = (3n + 1)pi, then θ = 3pi/4 − pi/k. Similarly, when s = 6, and 10, the
last integer points are θ = 3pi/4− pi/2k, 3pi/4− 3pi/2k, respectively. When s = 0, the second to the last
integer point is θ = 3pi/4− pi/k.
Thus, we need x 6 pi/2k.
Lemma 3.2. Let k > 8. For all θ ∈ [pi/2, 3pi/4− x] (x = pi/2k), |R∗2| < 2.
Proof. Let k > 8 and x = pi/2k, then 0 6 x 6 pi/16. If 0 6 x 6 pi/16, then 1− cosx > 3164x2.
|eiθ/2 +
√
2e−iθ/2|2 > 3 + 2
√
2 cos(3pi/4− x) = 1 + 2(1− cosx) + 2 sinx
> 1 + 4(1− cosx) > 1 + (31/16)x2.
|eiθ/2 +
√
2e−iθ/2|k > (1 + (31/16)x2)k/2 > 1 + (31/4)x2. (k > 8)
vk(1, 1, θ) 6
1
1 + (31/4)x2
6 1− 31× 256
31pi2 + 1024
x2.
Thus,
2vk(1, 1, θ) 6 2− (265/9)/k2.
Furthermore,
2
(
1
3
)k/2
+ 2
(
1
5
)k/2
+ 2
(
1
3
)k
+
162
k − 3
(
1
3
)k/2
6 35
(
1
3
)k/2
(k > 8).
Then, we have
|R∗2| 6 2−
265
9
1
k2
+ 35
(
1
3
)k
.
Next, if we can show that
35
(
1
3
)k/2
<
265
9
1
k2
or
3k/2
35
>
9
265
k2,
then the bound is less than 2. The proof will thus be complete.
Let f(x) := (1/35)3x/2− 9265x2. Then, f ′(x) = (log 3/70)3x/2− 18265x, f ′′(x) = ((log 3)2/140)3x/2− 18265 .
First, f ′′ is monotonically increasing for x > 8, and f ′′(8) = 0.63038... > 0, so f ′′ > 0 for x > 8. Second,
f ′ is monotonically increasing for x > 8, and f ′(8) = 0.72785... > 0, so f ′ > 0 for x > 8. Finally, f is
monotonically increasing for x > 8, and f(8) = 0.14070... > 0, so f > 0 for x > 8. 
3.4. Expansion of the RSD Method (2). For the case of “k = 8n, θ = 3pi/4”, we need the following
lemma:
Lemma 3.3. Let k be an integer such that k = 8n for some n ∈ N. If n is even, then F ∗k,2(3pi/4) > 0.
On the other hand if n is odd, then F ∗k,2(3pi/4) < 0.
Proof. Let k = 8n (n > 1). By the definition of E∗k,2(z), F
∗
k,2(z) (cf. (4), (9)), we have
F ∗k,2(3pi/4) =
ei3(k/8)pi
2k/2 + 1
(
2k/2Ek(−1 + i) + Ek
(−1 + i
2
))
.
By the transformation rule for SL2(Z),
Ek(−1 + i) = Ek(i), Ek ((−1 + i)/2) = (1 + i)kEk(1 + i) = 2k/2Ek(i).
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Then,
(13) F ∗8n,2(3pi/4) = 2e
inpi 2
4n
24n + 1
F8n(pi/2),
where 2
4n
24n+1 > 0, F8n(pi/2) = 2 cos(2npi) +R1 > 0. The question is then: “Which holds, Fk(pi/2) < 0 or
Fk(pi/2) > 0?”
F. K. C. Rankin and H. P. F. Swinnerton-Dyer showed (6) and (7) [RSD]. They then proved that
|R1| < 2 for k > 12. This was necessary only for k > 12. Now we need |R1| < 2 for k > 8. The value
of the right-hand side of (7) at k = 8 is 1.29658... < 2, which is monotonically decreasing in k. Thus, we
can show
(14) |R1| < 2 for all k > 8.
Then, the sign (±) of F ∗k,2(3pi/4) is that of einpi . Thus, the proof is complete. 
Next, we proved that E∗k,2(z) has m2(k) zeros on the arc A
∗
2. In order to determine the location of all
of the zeros of E∗k,2(z) in F
∗(2), we need the valence formula for Γ∗0(2):
Proposition 3.1. Let f be a modular function of weight k for Γ∗0(2), which is not identically zero. We
have
(15) v∞(f) +
1
2
vi/
√
2(f) +
1
4
vρ2(f) +
∑
p∈Γ∗
0
(2)\H
p6=i/√2, ρ2
vp(f) =
k
8
,
where ρ2 := e
i(3pi/4)
/√
2.
The proof of this proposition is similar to that for Proposition 2.1 (See [S]).
If k ≡ 4, 6, and 0 (mod 8), then k/8 − m2(k) < 1. Thus, all of the zeros of E∗k,2(z) in F∗(2) are
on the arc A∗2. On the other hand, if k ≡ 2 (mod 8), then we have E∗k,2(i/
√
2) = ikE∗k,2(i/
√
2) by the
transformation rule for Γ∗0(2). Then, we have k/8−m2(k)− vi/√2(E∗k,2)/2 < 1.
In conclusion, for every even integer k > 4, all of the zeros of E∗k,2(z) in F
∗(2) are on the arc A∗2.
Remark 2. (See Proposition A.1) Let k > 4 be an even integer. We have
k (mod 8) vi/
√
2(E
∗
k,2) vρ2(E
∗
k,2) k (mod 8) vi/
√
2(E
∗
k,2) vρ2(E
∗
k,2)
0 0 0 4 0 2
2 1 3 6 1 1
4. Γ∗0(3) (Proof of Theorem 2)
4.1. Preliminaries. We define
(16) F ∗k,3(θ) := e
ikθ/2E∗k,3
(
eiθ/
√
3
)
.
Similar to the case of F ∗k,2(θ), we can write the following:
(17) F ∗k,3(θ) =
1
2
∑
(c,d)=1
3∤c
(ceiθ/2 +
√
3de−iθ/2)−k +
1
2
∑
(c,d)=1
3∤c
(ce−iθ/2 +
√
3deiθ/2)−k.
The following lemma is then obtained:
Lemma 4.1. F ∗k,3(θ) is real, for all θ ∈ [0, pi].
4.2. Application of the RSD Method. Note that N := c2 + d2.
First, we consider the case of N = 1. We can then write the following:
(18) F ∗k,3(θ) = 2 cos(kθ/2) +R
∗
3,
where R∗3 denotes the remaining terms.
Let vk(c, d, θ) := |ceiθ/2+
√
3de−iθ/2|−k. We will consider the following cases: N = 2, 5, 10, 13, 17, and
N > 25. Considering θ ∈ [pi/2, 5pi/6], we have the following:
When N = 2, vk(1, 1, θ) 6 1, vk(1,−1, θ) 6 (1/2)k.
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When N = 5, vk(1, 2, θ) 6 (1/7)
k/2, vk(1,−2, θ) 6 (1/13)k/2,
vk(2, 1, θ) 6 1, vk(2,−1, θ) 6 (1/7)k/2.
When N = 10, vk(1, 3, θ) 6 (1/19)
k/2, vk(1,−3, θ) 6 (1/28)k/2.
When N = 13, vk(2, 3, θ) 6 (1/13)
k/2, vk(2,−3, θ) 6 (1/31)k/2.
When N = 17, vk(1, 4, θ) 6 (1/37)
k/2, vk(1,−4, θ) 6 (1/7)k,
vk(4, 1, θ) 6 (1/7)
k/2, vk(4,−1, θ) 6 (1/19)k/2.
When N > 25, |ceiθ/2 ±
√
3de−iθ/2|2 >N/6,
and the number of terms with c2 + d2 = N is at most (11/3)N1/2, for N > 16. Then,
∑
(c,d)=1
3∤c, N≥25
|ceiθ/2 +
√
3de−iθ/2|−k 6
∞∑
N=25
11
3
N1/2
(
1
6
N
)−k/2
6
352
√
6
k − 3
(
1
2
)k
.
Thus,
(19) |R∗3| 6 4 + 2
(
1
2
)k
+ 6
(
1
7
)k/2
· · ·+ 2
(
1
7
)k
+
352
√
6
k − 3
(
1
2
)k
.
The cases of (c, d) = ±(1, 1), ±(2, 1) give a bound equal to 4. We will consider an expansion of the
method similar to that of Γ∗0(2).
4.3. Expansion of the RSD Method (1). Similar to the method of Γ∗0(2), we will consider θ ∈
[pi/2, 5pi/6− x] for small x > 0. In the next subsection, we also consider the case in which k = 12n, θ =
5pi/6.
Define m3(k) :=
⌊
k
6 − t4
⌋
, where t = 0, 2 is chosen so that t ≡ k (mod 4). We may assume that k > 8.
How small should x be? Let k = 12m3(k) + s. Considering each case, namely, s = 4, 6, 8, 10 and 14,
we need x 6 pi/3k.
Lemma 4.2. Let k > 8. For all θ ∈ [pi/2, 5pi/6− x] (x = pi/3k), |R∗3| < 2.
Before proving the above lemma, we need the following preliminaries.
Proposition 4.1. Let k > 8 be an even integer and x = pi/3k, then
4 + 2
√
3 cos
(
5pi
6
− x
)
>
(
3
2
)2/k (
1 +
256× 7× 13
3× 127× k x
2
)
.
Proof. We have,(
3
2
)2/k
=
∞∑
n=0
(2 log 3/2)n
n!
1
kn
6 1 +
(
2 log
3
2
)
1
k
+
1
2
(
2 log
3
2
)2(
3
2
)2/k
1
k2
,
3 + 2
√
3 cos
(
5pi
6
− pi
3k
)
>
pi√
3
1
k
.
Let x = pi/3k. Then, we have
f1(k) := 4 + 2
√
3 cos
(
5pi
6
− pi
3k
)
−
(
3
2
)2/k (
1 +
256× 7× 13× pi2
27× 127
1
k3
)
.
If k = 8, then f1(8) = 0.00012876... > 0. Next, if k > 10, then
f1(k) >
1
k
{
pi√
3
− 2 log 3
2
− 1
2
(
2 log
3
2
)2(
3
2
)2/k
1
k
− 256× 7× 13× pi
2
27× 127
(
3
2
)2/k
1
k2
}
>
1
k
× 0.24004... (k > 10) > 0.

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Proposition 4.2. Let k > 8 be an even integer and x = pi/3k, then
7 + 4
√
3 cos
(
5pi
6
− x
)
> 32/k
(
1 +
256× 7× 13
3× 127× k x
2
)
.
Proof. We have
32/k 6 1 + (2 log 3)
1
k
+
1
2
(2 log 3)232/k
1
k2
,
6 + 4
√
3 cos
(
5pi
6
− pi
3k
)
>
2pi√
3
1
k
.
Similar to the proof of Proposition 4.1, let x = pi/3k, and write
f2(k) := 7 + 4
√
3 cos
(
5pi
6
− pi
3k
)
− 32/k
(
1 +
256× 7× 13× pi2
27× 127
1
k3
)
.
If k = 8, then f2(8) = 0.015057... > 0. Next, if k > 10, then
f2(k) >
1
k
× 0.29437... > 0.

Proof of Lemma 4.2. Let k > 8 and x = pi/3k, then 0 6 x 6 pi/24.
By Proposition 4.1
|eiθ/2 +
√
3e−iθ/2|2 >
(
3
2
)2/k (
1 +
256× 7× 13
3× 127× k x
2
)
.
|eiθ/2 +
√
3e−iθ/2|k >
(
3
2
)(
1 +
256× 7× 13
3× 127× k x
2
)k/2
>
3
2
+
64× 7× 13
127
x2. (k > 8)
vk(1, 1, θ) 6
2
3
− (128× 7× 13/127)
(9/2) + (64× 3× 7× 13/127)x2x
2 6
2
3
− 107
8
x2. (x 6 pi/24)
Similarly, by Proposition 4.2
|2eiθ/2 +
√
3e−iθ/2|2 > 32/k
(
1 +
256× 7× 13
3× 127× k x
2
)
.
|2eiθ/2 +
√
3e−iθ/2|k > 3 + 128× 7× 13
127
x2.
vk(2, 1, θ) 6
1
3
− 107
16
x2.
Thus,
2vk(1, 1, θ) + 2vk(2, 1, θ) 6 2− 107pi
2
24
1
k2
.
In Eq. (19), replace 4 with the bound 2− 107pi224 1k2 . Then,
|R∗3| 6 2−
107pi2
24
1
k2
+ 176
(
1
2
)k
.
Similarly to the method for Γ∗0(2), we can easily show that the bound is less than two for k > 8. 
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4.4. Expansion of the RSD Method (2). For the case “k = 12n, θ = 5pi/6”, we need the following
lemma:
Lemma 4.3. Let k be the integer such that k = 12n for some n ∈ N. If n is even, then F ∗k,3(5pi/6) > 0.
On the other hand, if n is odd, then F ∗k,3(5pi/6) < 0.
Proof. Let k = 12n (n > 1). Similarly to (13),
(20) F ∗12n,3(5pi/6) = 2e
inpi 3
6n
36n + 1
F12n(2pi/3),
where 3
6n
36n+1 > 0, F12n(2pi/3) = 2 cos(4npi) +R1 > 0 (cf. (14)). 
Proposition 4.3 (Valence formula for Γ∗0(3)). Let f be a modular function of weight k for Γ
∗
0(3), which
is not identically zero. We have
(21) v∞(f) +
1
2
vi/
√
3(f) +
1
6
vρ3(f) +
∑
p∈Γ∗
0
(3)\H
p6=i/√3, ρ3
vp(f) =
k
6
,
where ρ3 := e
i(5pi/6)
/√
3.
If k ≡ 4, 8, 10 and 0 (mod 12), then k/6 −m3(k) < 1. On the other hand, if k ≡ 2, 6 (mod 12), we
have E∗k,3(i/
√
3) = 0 and k/6−m3(k)− vi/√3(E∗k,3)/2 < 1.
In conclusion, for every even integer k > 4, all of the zeros of E∗k,3(z) in F
∗(3) are on the arc A∗3.
Remark 3. (See Proposition B.1) Let k > 4 be an even integer. We have
k (mod 12) vi/
√
3(E
∗
k,3) vρ3(E
∗
k,3) k (mod 12) vi/
√
3(E
∗
k,3) vρ3(E
∗
k,3)
0 0 0 6 1 3
2 1 5 8 0 2
4 0 4 10 1 1
Remark 4. Getz[G] considered a similar problem for the zeros of extremal modular forms of SL2(Z). It
seems that similar results do not hold for extremal modular forms of Γ∗0(2) and Γ
∗
0(3). We plan to look
into this in the near future.
APPENDIX. On the space of modular forms for Γ∗0(2) and Γ
∗
0(3)
We need theories of the spaces of modular forms for Γ∗0(2) and Γ
∗
0(3) in order to decide the orders
at some zeros. We refer to J. -P. Serre’s “A Course in Arithmetic” [S], which presents theories for the
space of modular forms for SL2(Z).
Let Mk,p be the space of modular forms for Γ
∗
0(p) of weight k, and let M
0
k,p be the space of cusp forms
for Γ∗0(p) of weight k. When we consider the map Mk,p ∋ f 7→ f(∞) ∈ C, the kernel of the map is M0k,p.
So dim(Mk,p/M
0
k,p) 6 1, and Mk,p = CE
∗
k,p ⊕M0k,p.
Appendix A. Γ∗0(2)
Theorem 3. Let k be an even integer, and let ∆2 :=
17
1152 ((E
∗
4,2)
2 − E∗8,2).
(1) For k < 0 and k = 2, Mk,2 = 0.
(2) For k = 0, 4, 6, and 10, we have M0k,2 = 0, and dim(Mk,2) = 1 with a base E
∗
k,2.
(3) M0k,2 = ∆2Mk−8,2.
We can prove the above theorem in a similar manner to the proof of to Theorem 4 of [S, Chapter VII].
We use the valence formula for Γ∗0(2) (Proposition 3.1).
Furthermore, for a non-negative integer k, dim(Mk,2) = ⌊k/8⌋ if k ≡ 2 (mod 8), and dim(Mk,2) =
⌊k/8⌋+ 1 if k 6≡ 2 (mod 8). We have Mk,2 = CE∗k−8n,2E∗8n,2 ⊕M0k,2. Then,
Mk,2 = E
∗
k−8n,2(CE
∗
8n,2 ⊕ CE∗8(n−1),2∆2 ⊕ · · · ⊕ C∆n2 )
Thus, for every p ∈ H and for every f ∈Mk,2, vp(f) > vp(E∗k−8n,2). We also have E∗10,2 = E∗4,2E∗6,2.
Finally, we have the following proposition:
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Proposition A.1. Let k > 4 be an even integer. For every f ∈Mk,2, we have
vi/
√
2(f) > sk (sk = 0, 1 such that 2sk ≡ k (mod 4)),
vρ2(f) > tk (tk = 0, 1, 2, 3 such that − 2tk ≡ k (mod 8)).
(22)
In particular, if f is a constant multiple of E∗k,2, then the equalities hold.
Appendix B. Γ∗0(3)
Theorem 4. Let k be an even integer.
(1) For k < 0 and k = 2, Mk,3 = 0.
(2) For k = 0, 4, 6, we have M0k,3 = 0, and dim(Mk,3) = 1 with a base E
∗
k,3.
(3) For k = 8, 10, 14, we have M0k,3 = C∆3,k.
(4) For k = 12, we have M012,3 = C∆
0
3,12 ⊕ C∆13,12.
(5) M0k,3 = M
0
12,3Mk−12,3.
where ∆3,8 :=
41
1728 ((E
∗
4,3)
2 − E∗8,3), ∆3,10 := 61432 (E∗4,3E∗6,3 − E∗10,3), ∆03,12 := (∆3,8)2/E∗4,3, ∆13,12 :=
∆3,8E
∗
4,3, and ∆3,14 := ∆3,10E
∗
4,3.
Now, we have the following table:
k f v∞ vi/√3 vρ3 V
∗
3 k f v∞ vi/√3 vρ3 V
∗
3
4 E∗4,3 0 0 4 0 12 E
∗
12,3 0 0 0 2
6 E∗6,3 0 1 3 0 ∆
0
3,12 2 0 0 0
8 E∗8,3 0 0 2 1 ∆
1
3,12 1 0 6 0
∆3,8 1 0 2 0 14 E
∗
14,3 0 1 5 1
10 E∗10,3 0 1 1 1 ∆3,14 1 1 5 0
∆3,10 1 1 1 0
where V ∗3 denotes the number of simple zeros of f on A
∗
3.
Furthermore, for a non-negative integer k, dim(Mk,3) = ⌊k/6⌋ if k ≡ 2, 6 (mod 12), and dim(Mk,3) =
⌊k/6⌋+ 1 if k 6≡ 2, 6 (mod 12). We have Mk,3 = CE∗k−12n,3E∗12n,3 ⊕M0k,3. Then,
Mk,3 = E
∗
k−12n,3
{
CE∗12n,3 ⊕ E∗12(n−1),3M012,3 ⊕ · · · ⊕ (M012,3)n
}
⊕M0k−12n,3(M012,3)n
In conclusion, we have the following proposition:
Proposition B.1. Let k > 4 be an even integer. For every f ∈Mk,3, we have
vi/
√
3(f) > sk (sk = 0, 1 such that 2sk ≡ k (mod 4)),
vρ3(f) > tk (tk = 0, 1, 2, 3, 4, 5 such that − 2tk ≡ k (mod 12)).
(23)
In particular, if f is a constant multiple of E∗k,3, then the equalities hold.
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