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a b s t r a c t
The present work considers a nonlinear abstract hyperbolic equation with a self-adjoint
positive definite operator, which represents a generalization of the Kirchhoff string
equation. A symmetric three-layer semi-discrete scheme is constructed for an approximate
solution of a Cauchy problem for this equation. Value of the gradient in the nonlinear term
of the scheme is taken at themiddle point. Itmakes possible to find an approximate solution
at each time step by inverting the linear operator. Local convergence of the constructed
scheme is proved. Numerical calculations for different model problems are carried out
using this scheme.
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0. Introduction
Existence and uniqueness issues for local as well as global solutions of initial-boundary problems for the Kirchhoff
string equation were first studied by Bernstein in 1940 (see [1]). The issues of solvability of the classical and generalized
Kirchhoff equationswere later considered bymany authors: Arosio, Panizzi [2], Arosio and Spagnolo [3], Berselli,Manfrin [4],
D’Ancona, Spagnolo [5,6], Manfrin [7], Medeiros [8], Liu, Rincon [9], Matos [10] and Nishihara [11]. To approximate the
solutions of initial-boundary value problems for classical and generalized Kirchhoff equations the following works are
dedicated: Christie, Sanz-Serna [12], Peradze [13] and Rogava, Tsiklauri [14]. As far as we know, issues of the approximate
solution to an abstract analogue of the Kirchhoff string equation are less studied.
We consider a nonlinear abstract hyperbolic equation with a self-adjoint positive definite operator which represents
a generalization of the Kirchhoff string equation (it also comprises a spatial multi-dimensional case). We search the
approximate solution to a Cauchy problem for this equation using a symmetric three-layer semi-discrete scheme. Value
of the gradient in the nonlinear term of the equation is taken at the middle point. It makes possible to find an approximate
solution at each time step by inverting the linear operator.
Investigation of convergence of the constructed semi-discrete scheme for the abstract Kirchhoff string equation with
an operator A is based on two facts: (a) (uk − uk−1) /τ and A1/2uk are uniformly bounded (uk is an approximate solution);
(b) A1/2 (uk − uk−1) /τ and Auk are locally bounded. Fact (b) is proved using a nonlinear inequality. Facts (a) and (b) allow
to use Gronwall’s lemma and prove a local convergence of the approximate solution. Convergence rate of the considered
scheme is equal to two.
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Wewill make a remark about fact (b). The difficulties, which accompany the proof of existence and uniqueness theorems
for the solution of the Cauchy–Dirichlet problem for the Kirchoff equation, are given clearly in thework of Arosio and Panizzi
(see [2]). The problem that relates with obtaining a priori estimate in Sobolev spaces of low order and with a definition of
time interval, in our opinion, is so said ‘‘genetic’’ and it is inherited by the discrete problem, that also takes place in our case.
The results of the numerical calculations of test problems are presented at the end of the work. Note that with regard to
the spatial coordinate there is used a three-point difference scheme with the fourth order accuracy, that allows to reduce
significantly a number of divisions with regard to spatial coordinate. On basis of numerical experiments, convergence rate
of the scheme is practically stated and it is shown that the constructed scheme describes well the behavior of oscillating
solution.
1. Statement of the problem and semi-discrete scheme
Let us consider the Cauchy problem for an abstract hyperbolic equation in the Hilbert space H:
d2u(t)
dt2
+ a
A1/2u2 Au(t) = f (t), t ∈ [0, T ] , (1.1)
u(0) = ϕ0, du(0)dt = ϕ1. (1.2)
where A is a self-adjoint (A does not depend on t), positive definite (generally unbounded) operator with the definition
domain D(A), which is everywhere dense in H , i.e. D(A) = H, A = A∗ and
(Au, u) ≥ ν ∥u∥2 , ∀u ∈ D(A), ν = const > 0.
Here ∥·∥ and (·, ·) denote the norm and scalar product in H , respectively; a
A1/2u2 = λ+ A1/2u2 , λ > 0;ϕ0 and ϕ1
are the given vectors from H; u(t) is a continuous, twice continuously differentiable, sought function with values in H and
f (t) is the given continuous function with values in H .
Analogously to the linear case (see [15, p. 301]), the vector function u(t)with values in H , defined on the interval [0, T ] is
called a solution of the problem (1.1)–(1.2) if it satisfies the following conditions: (a) u(t) is twice continuously differentiable
in the interval [0, T ]; (b) u(t) ∈ D A2 for any t from [0, T ] and the function A2u(t) is continuous; (c) u(t) satisfies the
Eq. (1.1) on the interval [0, T ] and the initial condition (1.2). Here continuity and differentiability is meant by metric H .
Eq. (1.1) is an abstract analogue of the nonlinear Kirchhoff string equation:
∂2u
∂t2
=

λ+
 L
0
u2ξ (ξ , t) dξ

∂2u
∂x2
+ f (t).
We search for a solution to the problem (1.1)–(1.2) by the following semi-discrete scheme:
uk+1 − 2uk + uk−1
τ 2
+ a
A1/2uk2 Auk+1 + Auk−12 = fk, (1.3)
where k = 1, . . . , n− 1, τ = T/n (n > 1) , fk = f (tk) , tk = kτ , u0 = ϕ0.
As an approximate solution u(t) of problem (1.1)–(1.2) at point tk we declare uk, u (tk) ≈ uk.
In order to carry out a calculation using the scheme (1.3) it is necessary to know the starting vectors u0 and u1. The
vector u0 is given (u0 = ϕ0) and u1 should be defined approximately. As is well known, to define the vector u1 it is necessary
to expand the exact solution u(t) in Taylor series at the point t = τ and keep at least the first two terms, i.e., obtain:
u1 = ϕ0+τϕ1. To achieve higher order accuracy,weneed to keep the first three terms (including the secondorder derivative)
in the expansion of u (τ ). The second order derivative of the function u(t) at the point t = 0 can be defined from the Eq. (1.1)
taking into account the initial conditions (1.2). Finally we obtain:
u1 = ϕ0 + τϕ1 + τ
2
2
ϕ2, ϕ2 = f0 − a
A1/2ϕ02 Aϕ0. (1.4)
If we insert the values of u0 and u1 in the Eq. (1.3), we obtain the following linear equation defining the vector u2:
I + τ 2a1A

u2 = g, (1.5)
where scalar a1 = 12a
A1/2u12 and the right-hand side g are known.
Since, according to the condition, A is a self-adjoint positive definite operator and a1 > 0, therefore the operator I+τ 2a1A
will be also a positive definite and self-adjoint. From here it follows that the operator I + τ 2a1A is continuously invertible,
i.e. the Eq. (1.5) has a unique solution for each g from H (u2 =

I + τ 2a1A
−1 g), which depends continuously on the right-
hand side. Analogously to u2 we find uk (k > 2), using uk−1 and uk−2. Thus, realization of the scheme (1.3) is reduced to
solving of a linear problem on each time layer.
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2. Global boundedness of (uk − uk−1)/τ and A1/2uk
The following lemma takes place:
Lemma 2.1. The vectors (uk − uk−1) /τ and A1/2uk are uniformly bounded, i.e. there exist constants M1 and M2 (independent
of n) such thatuk − uk−1τ
 ≤ M1, A1/2uk ≤ M2, k = 1, . . . , n.
Proof. If we scalar multiply both sides of the equality (1.3) on the vector uk+1 − uk−1 = (uk+1 − uk) + (uk − uk−1), we
obtain:uk+1 − ukτ
2 + 12a A1/2uk2 A1/2uk+12 =
uk − uk−1τ
2 + 12a A1/2uk2 A1/2uk−12
+ (fk, (uk+1 − uk))+ (fk, (uk − uk−1)) . (2.1)
Let us introduce notations:
αk =
uk − uk−1τ
2 , γk = A1/2uk2 .
Thus, (2.1) has the following form:
αk+1 + 12 (λ+ γk) γk+1 ≤ αk +
1
2
(λ+ γk) γk−1 + τ
√
αk+1 +√αk
 ∥fk∥ .
From here we obtain:
λk+1 ≤ λk + εk, (2.2)
where
λk = αk + 12 (λ+ γk−1) γk,
εk = 12λ (γk−1 − γk)+ τ
√
αk+1 +√αk
 ∥fk∥ .
Obviously, from (2.2) we obtain:
λk+1 ≤ λ1 + (ε1 + ε2 + · · · + εk)
= λ1 + 12λ ((γ0 − γ1)+ (γ1 − γ2)+ · · · + (γk−1 − γk))+ τ
k
i=1
√
αi +√αi+1
 ∥fi∥
= λ1 + 12λ (γ0 − γk)+ τ
k
i=1
√
αi +√αi+1
 ∥fi∥ .
Hence we have
λk+1 + 12λγk ≤ λ1 +
1
2
λγ0 + τ
k
i=1
√
αi +√αi+1
 ∥fi∥ .
Evidently, we obtain:
δ2k+1 ≤ δ21 + τ
k
i=1
(δi + δi+1) ∥fi∥ ,
where
δk =

λk + 12λγk−1.
From here follows the inequality
δk+1 ≤ δ1 + 2τ
k
i=1
∥fi∥ .
Therefore it follows that αk and γk are uniformly bounded. 
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3. Local boundedness of A1/2(uk − uk−1)/τ and Auk
Lemma 3.1. The vectors A1/2 (uk − uk−1) /τ and Auk are locally bounded, i.e. there exists T > 0, such thatA1/2 uk − uk−1τ
 ≤ M3, ∥Auk∥ ≤ M4, k = 1, . . . ,

T
τ

,
where M3 and M4 are positive constants dependent on T .
The proof of this lemma is based on the following lemma.
Lemma 3.2. Let the nonnegative numbers {αk}nk=0 and {ck}nk=0 satisfy the following inequality:
αk+1 ≤ αk

1+ ταsk
+ τ ck,
where s > 0, τ > 0, tn = nτ < 1/ (sαsan) , ak = 1+max0≤i≤k (ci) , α = max (1, α0).
Then the estimate holds
αk ≤ α
(1− sαstkak)1/s
. (3.1)
Proof. We prove the inequality (3.1) by induction. For k = 0 we have:
α1 ≤ α0

1+ ταs0
+ τ c0 ≤ α 1+ ταsa0 .
Let us show that the inequality holds
α

1+ ταsa0
 ≤ α
(1− sαsτa0)1/s
,
or, what is the same,
1+ ταsa0
 
1− sαsτa0
1/s ≤ 1. (3.2)
Let us use the Bernoulli inequality. If s > 1, we have
1+ ταsa0
 
1− sαsτa0
1/s ≤ 1+ ταsa0 1− ταsa0 ≤ 1.
If 0 < s ≤ 1, we have
1+ ταsa0
s 1− sαsτa0 ≤ 1+ sταsa0 1− sταsa0 ≤ 1.
From here follows (3.2).
Let us show validity of the inequality (3.1) for k+ 1. By induction we have:
αk+1 ≤ αk

1+ ταsk
+ τ ck ≤ αk 1+ ταsk+ τ ck
≤ αk

1+ ταsk
+ τα1+sk ck = αk 1+ τakαsk ,
where ck = max0≤i≤k (ci),
αk = α
(1− sαstkak)1/s
.
Thus, we have to show that
α
(1− sαstkak)1/s

1+ τak α
s
1− sαstkak

≤ α
(1− sαstk+1ak+1)1/s
.
This is the same as the following inequality
γk+1
γk
1/s 
1+ τak α
s
γk

≤ 1, (3.3)
where γk = 1− sαstkak. (According to the condition of the lemma γk > 0.)
As ak is an increasing sequence, therefore we have:
γk+1
γk
= 1− sα
stk+1ak+1
γk
≤ 1− sα
stk+1ak
γk
= γk − sα
sτak
γk
= 1− τak sα
s
γk
.
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Thus, the inequality (3.3) is valid, if the following inequality holds:
1− τak sα
s
γk
1/s 
1+ τak α
s
γk

≤ 1. (3.4)
If s > 1, then due to Bernoulli inequality we have:
1− τak sα
s
γk
1/s
≤ 1− τak α
s
γk
.
Obviously, from here follows (3.4).
If 0 < s ≤ 1, then again due to Bernoulli inequality we have:
1− τak sα
s
γk

1+ τak α
s
γk
s
≤

1− τak sα
s
γk

1+ τak sα
s
γk

≤ 1.
Evidently, from here follows (3.4). 
Let us return to the proof of the Lemma 3.1.
Proof. If we scalar multiply both sides of the equality (1.3) on the vector A (uk+1 − uk−1) = A (uk+1 − uk)+ A (uk − uk−1),
we obtain:A1/2 uk+1 − ukτ
2 + 12a A1/2uk2 ∥Auk+1∥2 =
A1/2 uk − uk−1τ
2 + 12a A1/2uk2 ∥Auk−1∥2
+ (Afk, (uk+1 − uk))+ (Afk, (uk − uk−1)) . (3.5)
According to Schwarz inequality and Lemma 2.1, we have
|(Afk, (uk+1 − uk))+ (Afk, (uk − uk−1))| ≤ τ ∥Afk∥
uk+1 − ukτ
+ uk − uk−1τ

≤ cτ ∥Afk∥ . (3.6)
Let us introduce notations:
αk = A1/2 uk − uk−1τ
2 , βk = ∥Auk∥2 , γk = A1/2uk2 .
Then, from (3.5), taking into account (3.6), we have:
αk+1 + 12 (λ+ γk) βk+1 ≤αk + 12 (λ+ γk) βk−1 + cτ ∥Afk∥ .
Hence we have:αk+1 + (λ+ γk)βk+1 ≤ αk + (λ+ γk)βk + cτ ∥Afk∥
= αk + (λ+ γk−1)βk + (γk − γk−1)βk + cτ ∥Afk∥ , (3.7)
whereβk = 12 (βk−1 + βk).
According to Lemma 2.1 we have:
|γk − γk−1| =
 A1/2uk− A1/2uk−1  A1/2uk+ A1/2uk−1
≤ c A1/2 (uk − uk−1) ≤ cταk.
Taking this into account, from (3.7) we have:
λk+1 ≤λk 1+ cτλk+ cτ ∥Afk∥ ,
whereλk =αk + (λ+ γk−1)βk.
Therefore according to Lemma 3.2, it follows
λk+1 ≤ λ
1− 12
√λaktk2 , k = 0, 1, . . . ,m, (3.8)
where ak = c

1+max0≤i≤k (∥Afi∥)

,λ = max 1,λ1.
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Let us note that in the inequality (3.8) the value ofm depends on the coefficient of tm, as well as on n (number of interval
division). Coefficient of tm can be explicitly estimated using data of the problem (1.1), (1.2) (obviously, T also participates
in this estimate). Namely, the inequalityλ ≤ M holds, where M is a positive constant dependent on A2ϕ0 , ∥Aϕ1∥ , ∥Af0∥
and T .
From the inequality (3.8), the following inequality follows:
λk+1 ≤ M
1−MT2 , k = 0, 1, . . . ,

T
τ

, (3.9)
whereM = 12
√MM ,
M = c

1+ max
0≤t≤T
∥Af (t)∥

, T = q
M
, 0 < q < 1.
From (3.9) follows uniform boundedness of the vectors A1/2 (uk − uk−1) /τ and Auk on the local interval

0, T

. 
4. Estimation of the error of approximate solution
Before directly stating the theorem about convergence of the scheme (1.3), we would like to make a remark about well-
posedness of the problem (1.1), (1.2). In fact, we assume from the beginning that the initial continuous problem iswell posed
and the solution is sufficiently smooth. Issues of well-posedness of the problem (1.1), (1.2) are well studied in the works of
Arosio and Panizzi (see [2]), Arosio and Spagnolo (see [3]), D’Ancona and Spagnolo (see [6]). Obviously, we need smoothness
of the solution in order to find convergence rate. If we demandminimal smoothness, which is necessary for well-posedness
of the problem, than the convergence is guaranteed, but we will not be able to define the order. If we increase ‘‘order’’ of
smoothness by one unit, then the convergence order will be equal to one (in the previous case, as well as in this case it
is sufficient to take u1 = ϕ0 + τϕ1), and we increase ‘‘order’’ of smoothness by two points and define the initial vector
by formula (1.4), then the convergence order will increase again by one and will be equal to two. Further increase of the
solution smoothness makes no sense, as approximation order of the scheme (1.3) is not higher than two.
The following theorem takes place.
Theorem 4.1. Let the problem (1.1), (1.2) be well posed. Besides, the following conditions are fulfilled: (a) ϕ0 ∈ D

A2

, ϕ1 ∈
D(A) and f (t) ∈ D(A) for every t ∈ [0, T ]; (b) Solution u(t) of problem (1.1)–(1.2) is continuously differentiable to third degree
including and u′′′(t) satisfies Lipschitz condition; (c) The function Au(t) is continuously differentiable and Au′(t) satisfies Lipschitz
condition.
Then there exists T

0 < T ≤ T such that for error zk = u (tk)− uk the following estimates hold:
max
1≤k≤m−1
A1/2zk ≤ cτ 2, (4.1)
max
1≤k≤m−1
1zkτ
 ≤ cτ 2, (4.2)
where m =

T
τ

, .1zk = zk+1 − zk.
Proof. Obviously for zk we have:
zk+1 − 2zk + zk−1
τ 2
+ a
A1/2uk2 Azk+1 + Azk−12 = gk, (4.3)
where
gk =

a
A1/2uk2− a A1/2u (tk)2 Au (tk+1)+ Au (tk−1)2 + Rk (τ ) ,
Rk (τ ) = ∆
2u (tk−1)
τ 2
− u′′ (tk)+ 12a
A1/2u (tk)2 A ∆2u (tk−1) .
From conditions (b) and (c) of the theorem, it follows:
∥Rk (τ )∥ ≤ cτ 2. (4.4)
Let us scalar multiply both sides of equality (4.3) on zk+1 − zk−1 = (zk+1 − zk)+ (zk − zk−1), we obtain
λk+1 = λk +

εk + δk

, (4.5)
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where
λk = α2k +
1
2

λ+ γ 2k−1

γ 2k,
αk =
 zk − zk−1τ
 , γ k = A1/2zk , γk = A1/2uk ,
εk = 12λ

γ 2k−1 − γ 2k
+ 1
2

γ 2k γ
2
k−1 − γ 2k−1γ 2k

,
δk = (gk, (zk+1 − zk)+ (zk − zk−1)) .
From (4.5) we have:
λk+1 = λ1 +
k
i=1

εi + δi
 = λ1 + 12λ γ 20 − γ 2k+ 12
k
i=1

γ 2i γ
2
i−1 − γ 2i−1γ 2i
+ k
i=1
δi.
From here we obtain
λk+1 + 12λγ
2
k = λ1 +
1
2
λγ 20 +
1
2
k
i=1

γ 2i γ
2
i−1 − γ 2i−1γ 2i
+ k
i=1
δi. (4.6)
The following representation is valid:
k
i=1

γ 2i γ
2
i−1 − γ 2i−1γ 2i
 = γ 21 γ 20 + k−1
i=1
γ 2i

γ 2i+1 − γ 2i−1
− γ 2k−1γ 2k .
Taking into account this representation, from (4.6) we have:
λk+1 + 12

λ+ γ 2k−1

γ 2k = λ1 +
1
2

λ+ γ 21

γ 20 +
1
2
k−1
i=1
γ 2i

γ 2i+1 − γ 2i−1
+ k
i=1
δi. (4.7)
According to Lemmas 2.1 and 3.1, for difference γ 2i+1 − γ 2i−1, the following estimate holds:γ 2i+1 − γ 2i−1 ≤ (|γi+1 − γi| + |γi − γi−1|) (γi+1 + γi−1)
≤ τ
A1/2 ui+1 − uiτ
+ A1/2 ui − ui−1τ
× A1/2ui+1+ A1/2ui−1 ≤ cτ . (4.8)
Now let us estimate δk. Obviously, according to Schwarz inequality and estimate (4.4), we have:δk ≤ ∥gk∥ (∥zk+1 − zk∥ + ∥zk − zk−1∥)
≤ τ
2
A1/2uk2 − A1/2u (tk)2× (∥Au (tk+1)∥ + ∥Au (tk−1)∥)+ ∥Rk (τ )∥ (αk+1 + αk)
≤ cτ γ k + τ 2 (αk+1 + αk) = cτ γ kαk+1 + γ kαk+ τ 2 (αk+1 + αk)
≤ cτ γ 2k + α2k + α2k+1 + τ 4 ≤ cτ λk + λk+1+ cτ 5. (4.9)
From (4.7), taking into account the estimates (4.8) and (4.9), we obtain:
λk+1 + 12

λ+ γ 2k−1

γ 2k ≤ λ1 +
1
2

λ+ γ 21

γ 20 + cτ
k+1
i=1
λi + cTτ 4.
Hence we have
υk+1 ≤ α + cτ
k+1
i=1
υi, (4.10)
where
υk+1 = λk+1 + 12

λ+ γ 2k−1

γ 2k, γ
2
−1 = 0,
α = λ1 + 12

λ+ γ 21

γ 20 + cTτ 4.
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Let cτ < 1, then from (4.10) we obtain:
υk+1 ≤α +cτ k
i=1
υi, (4.11)
where
α = α
1− cτ , c = c1− cτ .
From (4.11), according to the discrete analogue of Gronwall lemma, we have:
υk+1 ≤ (1+cτ)k−1 (cτυ1 +α) ≤ ecT (cτυ1 +α) . (4.12)
Let us estimate v1 andα. Taking into account the condition (a) of the Theorem 4.1, we have:
υ1 = λ1 + 12

λ+ γ 2−1

γ 20 = α21 +
1
2

λ+ γ 20

γ 21
=
 z1 − z0τ
2 + 12 λ+ γ 20  A1/2z1
= 1
τ 2
∥u (t1)− u1∥2 + 12λ
A1/2 (u (t1)− u1)2 ≤ cτ 4, (4.13)
α = α
1− cτ =
1
1− cτ

λ1 + 12

λ+ γ 21

γ 20 + cTτ 4

≤ cτ 4. (4.14)
From (4.12), taking into account the inequalities (4.13) and (4.14), the estimates for Theorem 4.1 are obtained. 
5. Numerical calculations
The calculations were carried out for the following problem:
∂2u
∂t2
=

λ+
 L
0
u2ξ (ξ , t) dξ

∂2u
∂x2
+ f (x, t) , (x, t) ∈]0, 1[×]0, 1[, (5.1)
u (x, 0) = ϕ0(x), u′t (x, 0) = ϕ1(x), (5.2)
u (0, t) = u (1, t) = 0, (5.3)
where λ = 1.
As we mentioned before, the above stated equation represents Kirchhoff string equation. Two test problems were
considered.
Test 1:
ϕ0(x) = 0, ϕ1(x) = mπ sin (πx) ,
f (x, t) = π2 −m2 + λ+ 0.5π2 sin2 (mπ t) sin (mπ t) sin (πx) .
Test 2:
ϕ0(x) = sin (mπx) , ϕ1(x) = π sin (mπx) ,
f (x, t) = π2 1+m2 λ+ 0.5m2π2e2π t eπ t sin (mπx) .
Solution of Test 1 is u (x, t) = sin (mπ t) sin (πx), and solution of Test 2 is u (x, t) = eπ t sin (mπx).
Let us describe an algorithm of numerical realization of the scheme (1.3) for the problem (5.1)–(5.3). Using simple
transformations, from (1.3) we obtain:
uk+1 =

I + τ 2akA
−1
vk − uk−1, (5.4)
where
ak = 12a
A1/2uk2 , vk = 2uk + τ 2fk.
The vectorwk =

I + τ 2akA
−1
vk in (5.4) we find from the following equation:
wk + τ 2akAwk = vk.
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(a)m = 1. (b)m = 3.
(c)m = 7. (d)m = 11.
Fig. 1. Dependence of logarithm of relative error on logarithm of time step.
This equation for (5.1) has the following form:
wk − τ 2ak d
2wk
d2x
= vk. (5.5)
where
ak =
 L
0

duk (ξ)
dξ
2
dξ . (5.6)
We solve the Eq. (5.5) using the fourth order accuracy three-point difference scheme:
wk,i+1 − ckwk,i + wk,i−1 = ψk,i,
where
ck = 2+ h
2
τ 2ak

1+ h
2
12τ 2ak

,
ψk,i = − h
2
τ 2ak

1+ h
2
12τ 2ak

vk + h
2
12
vk,i+1 − 2vk,i + vk,i−1
h2

.
Hereak is an approximate value of ak and to calculate it, we replace the derivative under integral in the formula (5.6) by
the difference analogue with the fourth order accuracy, and the integral itself—by Simpson formula. Accuracy order of the
obtained difference scheme is O

τ 2 + h4, therefore, for numerical realization, we take τ equal to h2.
On Fig. 1, there is given a dependence of the logarithm of relative error of the approximated solution of Test 1 on the
logarithm of time step. (On the horizontal axis is logarithm of time step, and on the vertical axis is logarithm of relative
error of the approximated solution.) On all the four pictures, beginning from the certain time step, the curve approaches to
line, angular coefficient of which is 2, which confirms that the approximate solution obtained by the considered scheme has
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(a)m = 5, h = 1/32. (b)m = 5, h = 1/64.
(c)m = 17, h = 1/128. (d)m = 17, h = 1/256.
Fig. 2. Approximate and exact solutions.
the second order precision. From pictures Fig. 1(c) and (d) it can be obviously seen that along with the increase of solution
oscillation, in parallel should be increased number of divisions to obtain the necessary precision.
On the above-given figures, at the initial stage (for large steps), there is observed oscillation of the error. This is generated,
first, by the fact that the constant in the error estimate (coefficient of τ 2) depends on values of the solution’s derivative at
certain points, whose location changes with the change of the step. On the other hand, solution and its derivatives given
in our tests are oscillating functions. In addition, range of derivative’s change is quite large in case of Fig. 1(c) and (d), as
opposite to case of Fig. 1(a) and (b) (range of derivative’s change is defined by m). Succeeding from these factors, having
large time steps, small change of step generates sharp change of derivatives (because of point locations), that reflects on the
error. With the decrease of a step, locations of points are stabilized and sharp change of the derivative does not take place.
Finally, it gives stabilization of the error in case of small time steps.
On Fig. 2 approximate and exact solutions of Test 2 at t = 1 are given. Approximate solution is shown as dashed curve, and
exact solution is shown as continuous curve. On pictures (a) and (b) the casem = 5 is given, and on pictures (c) and (d)—the
casem = 17. On (a) h = 1/32; On (b) h = 1/64; On (c) h = 1/128 and on (d) h = 1/256. Note that in case of big oscillations
with respect to spatial coordinates (m defines oscillation frequency), it is important to use the high order accuracy scheme.
This explains why in casem = 17, when already h = 1/256, the approximate solution practically coincides with the exact
solution (see Fig. 2(d)). Analogous case takes place form = 5, when h = 1/64 (see Fig. 2(b)).
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