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This thesis gravitates around several topics in commutative and homological algebra, as well
as in the theory of noncommutative, nonassociative algebras.
1. The first chapter is devoted to applications of Lefschetz’s Principle in Model Theory and
the theory of ultraproducts of affine k-algebras to a series of questions in commutative
and homological algebra. In particular, we will reformulate Koh’s Conjecture [20] in this
formalism. This will enable us to give an asymptotic proof of this conjecture in prime
characteristic (Theorem 10). A further application of those methods also will allow us
to give a new (non-standard) proof of a main metatheorem of Mel Hoschter (see [14]), a
fundamental tool for reducing problems concerning k-algebras over fields of characteristic
zero to problems about k-algebras over fields of prime characteristic. The book The Use
of Ultraproducts in Commutative Algebra [30] is the main reference for this chapter. We
will follow closely the notation in that book.
2. The second chapter focusses on the study of the Open Locus of the Frobenius Algebra. We
will give a partial answer to a conjecture made by M. Katzman about the openness of the
finitely generated locus of the Frobenius algebra. This conjecture can be formulated in a
precise manner: Is the locus
U = {P ∈ Spec(R) : F(ERp) is a finitely generated Rp-algebra}
Where F denotes the Frobenius functor and ERp the injective hull of the residual field of
the local ring (Rp, pRp) ) open in the Zariski Topology? This seems to be a very difficult
question. However, in the case whereR is a ring of the form R = K[x1, . . . , xn]/I, where I ⊂
K[x1, . . . , xn] is a square-free monomial ideal, we will show an open set in which F(ERp) is
a finitely generated Rp-algebra.
3. The third chapter is devoted to a topic quite different from the previous ones. There,
we tackle the problem of determining how many G- graded, twisted associative k-algebras
exist up to graded isomorphisms, in case the group of graduation is a finitely generated
abelian group. We solve that problem by computing the cohomology group H2(G,A),
where A ⊂ k∗ is certain multiplicative closed subset of k∗, viewed as a G-module via the
trivial action. When G is given as a direct product G ' G1 × · · · × Gk, with each Gi a
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principle to commutative and
homological algebra.
As it was mentioned in the introduction, in this chapter we will use some tools of model theory,
mainly as they appear in the book The Use of Ultraproducts in Commutative Algebra [30] and
the article Bounds in Cohomology [31] both of them written by H. Schoutens, in order to give a
proof of a reformulated form of Koh’s Conjecture and also a new proof of a (weaker form) classic
result by M. Hoschter, Theorem 10.
1.1 Preliminaries
In this section we introduce some basic notions that will be used throughout the first chapter.
Most statements will not be proved. We will limit ourselves to give appropriate references. We
start by defining the concept of a filter.
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Definition 1. Let I be any non empty set. A filter on I is a subset U ⊂ P(I) such that:
1. I ∈ U and ∅ /∈ U
2. If A,B ∈ U , then A ∩B ∈ U
3. If A ∈ U and A ⊂ B ⊂ I, then B ∈ U
Example 1. 1. Let us consider I = [0, 1]. Then the set U = {X ⊂ [0, 1] : Lebesgue measure of I−
X is zero} is readily checked to be a filter.
2. If I is an infinite set, then U = {X ⊂ I : |I − X| < ∞} is a filter. (Here, || denotes
cardinality of a set.)
3. Let x ∈ I be a fixed element, and let U = {X ⊂ I : x ∈ X}. Then U is a filter called a
principal filter.
Definition 2. A filter U is called an ultrafilter on I if for every X ⊂ I we have X ∈ U or
I −X ∈ U .
Example 2. 1. From the previous definition, it readily follows that every principal filter is
an ultrafilter.
2. Using Zorn’s Lemma, it is easy to show that for any filter D on I there exists an ultrafilter
U on I such that D ⊂ U .
Proof. This a standard result, see [24] Exercise 2.5.18 page 63.
1.2 Ultraproducts
Now, let us introduce the notion of an ultraproduct.
Let L = {f . . . , R . . . , c . . .} be any language (see [24], Definition 1.1.1 ), and let I be an
infinite set. Let us suppose that Mi is an L structure for any i ∈ I (see [24], Definition 1.1.2).




Mi, let us define an equivalence relation by declaring (ai) ∼ (bi) if and only if the set
{i ∈ I : ai = bi} is an element of U . The set of equivalence classes will be denoted by UlimMi,
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and the class of an element (ai) as Ulimai or also as [ai] .
M is a L-structure in the following way:
1. If c ∈ L is a constant symbol, then we interpret it in M as cM = Ulim cMi , where cMi is
the interpretation of c in Mi.
2. If f is a functional symbol in n variables, then its interpretation inM is fM = Ulim fMi ,
where fMi is the interpretation of f inMi. In other words, fM([a1i ], . . . , [ani ]) = Ulim fMi(a1i , . . . , ani ).
3. If R is a n-ary relation symbol in L, then its interpretation in M is given by:
RM = {([a1i ], . . . , [ani ])/ {i : (a1i , . . . , ani ) ∈ RMi} ∈ U}
Example 3. Let Ri be a ring with sum +i, multiplication ·i and constant symbols 0i, 1i for all
i ∈ I. Then  Loś’s theorem (see Theorem 1) guarantees that UlimRi is a ring with sum + given
by Ulim+i, multiplication · = Ulim·i, and constant symbols 0 = Ulim0i, 1 = Ulim1i. This ring
called an ultra-ring.
1.3 Transfer principles
In this section we will mention two principles which allow us to transfer algebraic properties from
an ultraproduct of objects UlimOi to each one of the objects Oi, and vice versa.
One essential tool is  Loś’s Theorem. It states that any first-order formula is true in the
ultraproduct if and only if the set of indices i such that the formula is true in Mi is a member
of U . More precisely:
Theorem 1 ( Loś). Let Φ(v1, . . . , vn) be a formula in L, and let U be an ultrafilter on I. Then,
M |= Φ([a1], . . . , [an]) if and only if {i ∈ I : Mi |= Φ(a1, . . . , an)} is a set in U , (see [24],
Exercise 2.5.19, page 64 ).
Example 4. 1.
2. If each Ri is an algebraically closed field, then R = UlimRi is also an algebraically closed
field.
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Proof. Note that UlimRi is a field by  Loś’s theorem, since all field’s axioms are first order
sentences. Similarly, to prove that R is algebraically closed, it is enough to notice that this
last condition can be stated in first order by means of a countable collection of sentences:
σn : (∀a0, . . . , an)(∃x)(an = 0 ∨ anxn + an−1xn−1 + · · ·+ a0) = 0, with n ≥ 1.
3. If each Ri is a local ring (not necessarily noetherian), then R = UlimRi is also a local
ring.
Proof. R is a local ring if an only if any sum of non units is again a non unit. Clearly, this
condition can be expressed using a first order formula, and hence the result follows from
 Loś’s Theorem.
Now we recall a standard result in the theory of fields.
Theorem 2. ( Steinitz’s Theorem) If K and L are algebraically closed fields of the same char-
acteristic and with the same (uncountable) cardinality, then they are isomorphic.
With this result we are able to prove the following fundamental theorem.
Theorem 3. Let I denote the set of all prime numbers, and let us choose any non-principal
ultrafilter U in I. Then, there is an isomorphism Ulim Falgp ∼= C, where Falgp denotes a fixed
algebraic closure of the prime field Zp.
Proof. The fact that Ulim Falgp is an algebraic closed field follows from example 1. Moreover, it
has characteristic 0 since for any fixed q > 0 the sentence φq : 1 + 1 + · · ·+ 1 6= 0 holds in Falgp ,
for every p > q. Then, by  Loś’s theorem, this ultraproduct must have characteristic 0.
On the other hand, the cardinality of this ultraproduct is equal to that of the continuum.
Hence, both C and Ulim Falgp are algebraic closed fields of characteristic 0 with same uncountable
cardinality. Then, by Steinitz’s Theorem they are (non canonically) isomorphic. For more details,
the reader may consult [30], Theorem 2.4.3.
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Remark 1. By  Loś’s Theorem, a sentence φ in the language of rings is true in C if and only if
it is true in Falgp , for almost every p, i.e., for all primes in an element of the ultrafilter. Now,
the set of prime numbers J in which φ does not hold has to be finite. Otherwise, using example 1
(2) we could construct a non principal ultrafilter on J, and over this ultrafilter, an isomorphism
Ulim Falgp ∼= C , which would contradict  Loś’s Theorem.
On the other hand, any cofinite set such as L = {p | Falgp |= φ} which is cofinite on I must
lies in the ultrafilter L ∈ U . Then, the existence of an isomorphism Ulim Falgp ∼= C is equivalent
to the following theorem.
Theorem 4. Lefschetz’s Principle. Let φ be a sentence in the language of rings. The
following statements are equivalent.
1. φ is true in an algebraic closed field of characteristic zero.
2. There exists a natural number m such that for every p > m, φ is true for every algebraically
closed field of characteristic p.
Proof. See ([24] Corollary 2.2.10, page 42 ).
Now we are going to state without proof The Compactness Theorem, a cornerstone of Model
Theory.
Theorem 5. Suppose T is a L-theory. Then, T is satisfiable if and only if every finite subset
of T is satisfiable
This theorem says that there exists a model for T if and only if there exists a model (not
necessarily the same) for each finite subset of T . As an application of the Compactness Theorem
we readily deduce the following proposition:
Proposition 1. Let φ be a first order sentence which is true in every field k of characteristic
zero. Then, there exists a prime number p0 such that φ is true in each field F of characteristic
q, for q > p0.
Proof. Let us consider the theory whose sentences are the following:
T := {Axioms for fields, q 6= 0 for all prime number q,¬φ}.
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By hypothesis, this theory does not have a model. Henceforth, by the Compactness theorem,
there must exist a finite set Σ ⊂ T , such that Σ does not have any models either. We may
assume that in Σ are included all the (finite) field axioms, ¬φ, and all the axioms q 6= 0 for all
q < p0 for some prime number p0. Since Σ does not have model, each field F of characteristic
q > p0 satisfies all the axioms in Σ except ¬φ; that is to say: F |= φ.
1.4 Codes for polynomials, rings, and modules
Throughout this discussion, we will fix a monomial order in the polynomial ring k [x1, . . . , xn].
We will also fix an ultrafilter on the set of all prime numbers.
Definition 3. Let R be a finitely generated k-algebra.
1. Let I be an ideal of k [x1, . . . , xn] . We will say that I has complexity at most d, if n ≤ d
and it is possible to choose generators for I, f1, . . . , fs, with deg fi ≤ d, for i = 1, . . . , s.
2. We say R has complexity at most d if there is a presentation of R as k [x1, . . . , xn] /I,
with I of complexity at most d.
3. If J ⊂ R is an ideal, we will say that J has complexity at most d, if R has complexity
less than or equal to d, and there exists a lifting of J in k [x1, . . . , xn], let us say J
′, with
complexity at most d.
4. If R is a local affine algebra, we say it has complexity at most d if R can be written as
R = (k [x1, . . . , xn] /I)p , for some prime ideal p ⊂ k [x1, . . . , xn] /I such that the complexity
of R and p is at most d.
5. If M is any finitely generated R-module, we will say that M has complexity at most d
if R is a k-algebra of complexity at most d, and there exists an exact sequence Rt
Γ→ Rs →
M → 0, with s, t ≤ d, where all the entries of the matrix Γ are polynomials (or quotients
of polynomials, in the local case) with degree at most d.
6. Let M ⊂ Rd be R-submodule. We will say that M has degree type at most d (written
as gt (M) ≤ d) if the complexity of R is at most d, and M is generated by d-tuples with
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all its entries of degree at most d. If M is a finitely generated R-module, we will say that
M has complexity degree at most d if there exist submodules N2 ⊂ N1 ⊂ Rd, both of
degree type at most d, such that M ∼= N1/N2.
The notion of complexity degree and that of complexity of a module are closely related. In
some sense, these are same, as we shall see below.
Remark 2. In (1), the number of generators of I may always be bounded in terms of d. In
fact, without loss of generality we can assume that all the fi are monic, and also that the leading
terms of fi and fj are different from each other, when i 6= j. (If they have same leading term,
we can change fj by fj − fi and get a new set of generators for I satisfying this last property.)
So, s ≤ D, where D is the number of monomials of degree d, D = |{xr11 · · ·xrnn | Σni=1ri ≤ d}| . It










, since d ≥ n.
Let A = k [x1, . . . , xn] be the polynomial ring with a fixed monomial order. For any polyno-
mial f ∈ A, we will denote by af the tuple of all the coefficients of f . When the complexity of
I is at most d, and I = (f1, . . . , fs), by adding zeroes if necessary, we may always assume that






, . . . ,
D coefficients
of fs
 ∈ N× kD2 ,
where the monomials are listed according to the fixed monomial order. Conversely, given one of
those tuples, a, we can always reconstruct the ideal it comes from. This ideal we shall denote
by I (a). Similarly, if R is a k-algebra with complexity at most d, then R can be written as
k [x1, . . . , xn] /I (a) . We will express this fact as R = R (a).
Let M be an R-module. If the complexity degree of M is at most d, then the minimal number
of generator for M is bounded in function of d. If the complexity degree of M is at most d, then
M can be encoded by a tuple v = (n1, n2) , where n1 is a code for N1 and n2 is a code for N2.
We will write this as M ∼=M (v). Note that the complexity degree of M is smaller than or equal
to its complexity (as it was defined in 5), when M is a finitely generated R-module. In fact, if
M has complexity at most d, then exists an exact sequence Rt
Γ→ Rs → M → 0, with s, t ≤ d,
where all the entries of the matrix Γ are polynomials (or quotients of polynomials, in the local
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case) with degree at most d. So, M is a quotient Rs/N with N = im(Γ), both of them free
R-modules with degree type at most d.
Reciprocally, if M has complexity degree at most d, then there exists a number D that only
depends on d such that M has complexity at most D. We then say that both complexities are
mutually bounded, and we may use one notion or the other.
1.4.1 Equational criterion for flatness
First, let us recall the definition of flatness. An R-module S is flat if for every monomorphism
M ′ →M of R-modules, the induced map S ⊗RM ′ → S ⊗RM is again a monomorphism. Now,
an R-module S is faithfully flat if it is flat and for any non-zero R-module N , S⊗RN is non-zero.
A ring homomorphism R → S is called flat, respectively faithfully flat, if S is flat, respectively
faithfully flat, as R-module.
We will need an equational criterion for flatness that we discuss next.
Let us fist introduce the following notation. Given an R-module M, and tuples bi in R
n, an
M -linear combination of the bi is a tuple in M
n of the form m1b1 + · · ·+mnbn, where mi ∈M .
We will denote by gen(bi)M the set of such a linear combinations. Given a linear equation (or a
system of linear equations) L: ai1Y1 + · · ·+ ainYn = ai with aij , ai ∈ R, let us denote SolM (L)
the R-submodule of Mn of all the solutions in M of L.
Theorem 6. An extension of rings R → S is faithfully flat if an only if for every equation
L: a1Y1 + · · ·+anYn = a, with ai, a ∈ R we have that SolS(L) = SolR(L)+gen(bi : i = 1, . . . , l)S ,
and thus SolR(L) 6= ∅, if SolS(L) 6= ∅, where bi with i = 1, . . . , l is a set of generators for SolR(L′),
where L′ is the homogeneous equation associated to L.
Proof. See ([5] Proposition 13, page 36 ) or ( [30] Theorem 3.3.1, page 39).
This theorem is also true if we replace L by a finite system of linear equations.
Now, let K be an ultrafield, i.e., a field of the form K = Ulim kw. Let us denote by X =
(x1, . . . , xn) an n- tuple of indeterminates. The ultraproduct of the kw[X] is called an ultra-hull
of K[X], and it is denoted as U(K[X]) [30]. There exists a natural embedding of (Ulim kw)[X]
into U(K[X]), by sending (Ulimaw)(X) 7→ Ulim(awX) [30]. With this notation, we can state the
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following fundamental result which can be regarded as a form of the Van Den-Dries-Schmidt’s
Theorem (see [27] and [30], Theorem 4.2.2, page 55).
Theorem 7. The ring extension K[X] → U(K[X]) is faithfully flat. Moreover, the expansion
of any prime ideal P ⊂ K[X] into U(K[X]) is again a prime ideal.
This theorem can be generalized to the case of a K-algebra essentially of finite type, i.e., a
localization at a prime ideal of a finitely generated K-algebra [30]. As an application of this
theorem one can obtain the following corollary.
Corollary 1. Given d > 0, there exists a formula IdMemd such that for any field k, any ideal
I ⊂ k [x1, . . . , xn] and any k-algebra R, both of complexity at most d over k, it holds that f ∈ IR
if an only if k |=IdMemd(af , aI). Here af , and aI denotes codes for f and I respectively.
We recall that if φ(ξ) is a formula with free variable ξ and parameters from a ring R, then
a ∈ |φ|R means R |= φ(a), see [24], Definition 1.1.6.
For the convenience of the reader, we present the proof of this corollary as given in [31], Remark
2.3. and [30], Theorem 4.4.1, page 59.
Proof. The following assertion imply immediately the result.
Assertion. There exists D ≥ 0, that only depends on d, such that for any field k, any ideal
I ⊂ k [x1, . . . , xn] and any k-algebra R, both of complexity at most d over k, if f is a polynomial
of complexity less than d with f ∈ I, then it is possible to write f = h1f1 + · · ·+ hsfs, with each
hi of complexity less than D. In fact, let us suppose on the contrary that we cannot find such
a bound. Then, for each w there would exist a field kw, Iw = (f1w, . . . , fsw) ⊂ kw [x1, . . . , xn],
an ideal of complexity less than d over kw, and fw ∈ Iw also of complexity smaller than d, such
that, if fw = h1wf1w + · · ·+hswfsw. Then some hiw must have complexity bigger than w. Let us
denote by f, hi∞, and by fi the respective ultraproducts of fw, hiw, and fiw. We note that f, fi,
i = 1, . . . , s may be regarded as polynomials (of bounded degree by d) in K [x1, . . . , xn], where
K = Ulimkw.
Then, the following equation holds in U(K[x]): f = h1∞f1+· · ·+hs∞fs, with hi∞ ∈ U(K[x]).
That is, the linear equation f1Y1+· · ·+fsYs = f has a solution in U(K[x]). By Theorems 6 and 7,
there must exist a solution h1, . . . , hs ∈ K[x]. By taking D = max{complexity(hi) : i = 1, . . . , s}
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we get from  Loś’s Theorem a solution for f1Y1 + · · ·+ fsYs = f of complexity bounded by D for
almost every w, which is a contradiction.
So, f ∈ IR if and only if there exist polynomials hi of complexity at most D, such that
f = h1f1 + · · · + hsfs. This can be expressed using a first order formula in the language of
rings.
Remark 3. Using Corollary 1, it is easy to get for each d, formulas Incd and Equald such that
if R is a finitely generated K-algebra with complexity at most d, and if J and I are ideals of R
with complexity less than d, then (aI,aJ) ∈ |Incd|K (resp. (aI,aJ) ∈ |Equald|K) if and only if I
is included in J , I ⊂ J , (resp. I = J ).
Also from theorem 7, may be deduced the following theorem.
Theorem 8. ([30] Theorem 4.4.4) For any pair of integers d, n > 0, there exists a bound
b = b(d, n) such that for any field k and any ideal P ⊂ k[x1, . . . , xn] of complexity at most d we
have: P is a prime ideal if and only if for any two polynomials f, g of complexity at most b which
do not belong to P then neither does their product.
Remark 4. Given d, n > 0 there exists a formula Primed such that for any field k and any
ideal P ⊂ k[x1, . . . , xn] of complexity at most d we have: P is a prime ideal if and only if
k |= Primed(aP ). Where aP is a code for P .
The existence of this formula follows from the last theorem, and from Corollary 1.
Example 5. Let K be an algebraic closed field of characteristic 0, P ⊂ K[x1, . . . , xn] a prime
ideal of complexity at most d, and aP a code for P . So, K |= ∃(ξ)Primed(ξ); namely, Primed(aP )
holds in K. By Lefschetz’s Principle Falgp |= ∃(ξ)Primed(ξ) for all p > m, for some m.
On the other hand, If a′P ′ a tuple in Falgp for which the sentence ∃(ξ)Primed(ξ) is true in
Falgp , for a fix prime number p > m, then, by decoding a′P ′ , we may find a prime ideal P ′ ⊂
Falgp [x1, . . . , xn] with complexity at most d.
Example 6. Given d, n > 0 there exists a formula MaxIdeald,n such that for any algebraic closed
field K and any ideal m ⊂ K[x1, . . . , xn] of complexity at most d we have:
m is a maximal ideal if and only if K |= MaxIdeald,n(am), where am is a code for m. In
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fact, by the Nullstellensatz m is maximal if and only if there exist b1, . . . , bn ∈ K such that
m = (x1− b1, . . . , xn− bn). Let us call J = (x1− b1, . . . , xn− bn). Then, the required formula is:
MaxIdeal(ξ) : (∃b1, . . . , bn)(Equald(ξ, aJ)),
where ξ and aJ must be replaced by the codes am of m, and aJ of J, respectively.
Theorem 9. ([30] Theorem 4.4.6) For any pair of integers d, n > 0, there exists a bound
b = b(d, n) such that for any field k, and any ideal I ⊂ k[x1, . . . , xn] of complexity at most d, its
radical J = Rad(I) has complexity at most b. Moreover, Jb ⊂ I, and I has at most b distinct
minimal primes all of which are generated by polynomials of degree at most b.
Example 7. Given d, n > 0, there exists a formula Radd such that for any field k and any pair
of ideals P, I ⊂ k[x1, . . . , xn] of complexity at most d, with P a prime ideal containing I, we
have: the radical of I is P , Rad(I) = P if and only if k |= Radd(aI , aP ). Here aI , aP are codes
for I and P respectively.
In fact, by last theorem we know there exists a bound b = b(d, n) that only depends on d and
n such that P b ⊂ I. But this is equivalent to saying that Rad(I) = P, since Rad(I) is the
intersection of all prime ideals containing I. It is then sufficient for the formula Radd to express
that the product of any set of b elements between the bounded generators of P lies in I. This can
be done by means of a first order formula, by using Corollary 1.
Lemma 1. ([31] Lemma 3.2) For each d > 0, there is a bound D = D(d) with the following
property. Let T be an affine (local) ring of complexity at most d. Let M and M ′ be submodules of
T d of degree type at most d. Then the degree type of (M :T M
′) = {t ∈ T |tM ′ ⊂M} is bounded
by D.
In particular, if T is an affine (local) ring of complexity at most d, and J ⊂ T is an ideal of
complexity at most d, then we deduce that AnnTJ := (0 :T J) has complexity at most D = D(d),
that only depends of d.
1.5 Asymptotic form of Koh’s conjecture
In this section we will give an asymptotic proof of Koh’s Conjecture in prime characteristic. This
conjecture states the following (see [20] where it originally appeared):
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Conjecture. Let R be a Noetherian ring, R ⊂ S a module-finite extension of rings such that the
projective dimension of S as an R-module is finite, PdR(S) <∞. Then, there exists a retraction
ρ : S → R. By a retraction we mean an R-linear homomorphism satisfying ρ(1) = 1.
When R contains a field of characteristic 0, it is known that this conjecture is true (see [34]).
There are counterexamples for local equicharacteristic rings of prime characteristic, and for rings
of mixed characteristic (see [34]). However, at the end of this section we will prove that the set of
prime numbers for which there are counterexamples of a fixed bounded complexity is finite. More
precisely:
Theorem 10. Given d > 0, there exists a prime pd such that for any field k of characteristic
p > pd, and any modulo finite extension R ⊂ S of local k-algebras with complexity at most d over
k, minimal number of generators of S as R-modulo less than d and PdR(S) < d, the extension
has a retraction ρ : S → R.
First, we start by recalling the following definition.
Definition 4. A local ring (R,m) is called Gorenstein if:
1. R is Cohen Macaulay (CM), see [11], page 456.
2. If {x1, . . . , xd} is any system of parameters for R, and R = R/(x1, . . . , xd), then the socle
of R, Soc(R), defined as AnnR(m), is 1-dimensional as an R/m-vector space, see [11],
page 526.
Observation 1. If R is a Gorenstein ring, and if J ⊂ R is an ideal, then any generator u of
Soc(R) is in J.
Proof. Since J ⊂ m, there is a minimal number t such that mtJ = 0 in R. If z ∈ mt−1J with
z 6= 0 then, obviously, mz = 0. Therefore, z = αu, with α invertible, because R is Gorenstein.
In this way, we obtain that u = α−1z ∈ mt−1J ⊂ J .
Notation. If M is an R-module, we will denote its dual, HomR(M,R), by M
∗.
Theorem 11. ([13], page 67) Let (R,m) ↪→ (T, η) be an module-finite extension of local rings
with T a free R-module. If T/mT is Gorenstein, and J ⊂ T is an ideal, there exists a retraction
ρ : T/J → R if and only if AnnT (J) * mT.
12
Proof. This result appears in the thesis of Danny Gomez [13]. However, for the convenience of
the reader we include the complete proof. We divide the proof in three steps.
1. Let us note that T ∗ is both an R-module and a T -module, with tλ(x) = λ(tx), for t ∈ T ,
and λ ∈ T ∗. Let u0 ∈ T be any lifting of a generator of Soc(T/mT ); that is, u0 ∈ T/mT
is a generator of Soc(T/mT ).
Obviously, u0 /∈ mT . Since T is a free R-module, there exist elements u1, . . . , un ∈ T such
that β = {u0, u1, . . . , un} is a basis for T as an R-module. Let φ : T → T ∗ be the T -
homomorphism, defined as φ(t) = tu∗0, where {u∗0, u∗1, . . . , u∗n} is the dual basis associated
to β.
Assertion. φ is an isomorphism of T modules.
Recall the following fact. If φ : F0 → F1 is an R homomorphism between free R-modules
with the same rank, and φ : F0/mF0 → F1/mF1 is and isomorphism, then φ is also and
isomorphism. Therefore, it is enough to show that φ is an isomorphism. For this purpose,
we can can show that φ is injective, because both T/mT and T ∗/mT ∗ are free modules of
the same rank.
If φ were not injective, then Ker(φ) would be a non-zero ideal of T , then u0 ∈ Ker(φ). So
u0u
∗
0 ∈ mT ∗. Then u0u∗0 = a0u∗0 + · · ·+ anu∗n, with ai ∈ m. Evaluating at the value 1 we
would have u0u
∗
0(1) = u0 = a0u
∗
0(1) + · · ·+ anu∗n(1) ∈ mR, which is a contradiction!
2. Let us consider the sequence 0 −→ J −→ T −→ T/J −→ 0. Applying ∗ we get






AnnT (J) // T
Assertion. ψ((T/J)∗) = AnnT (J) or, equivalently, φ(AnnT (J)) = (T/J)
∗
If t ∈ AnnT (J), then φ(t) = tu∗0. Now, if j ∈ J then tu∗0(j) = u∗0(tj) = u∗0(0) = 0. That
is, φ(t) restricted to J is equal to 0. Therefore, if λ = φ(t)|J , then λ may be viewed as an
element of (T/J)∗.
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Conversely, let λ : T → R be a morphism such that λ(J) = (0). Since φ : T → T ∗ is
an isomorphism, then, there exist tλ ∈ T such that φ(tλ) = λ, i.e. , λ = tλu∗0. Inasmuch




′) = 0, for all t′ ∈ T , since J is an ideal of T . Now, (jtλ)u∗0 ≡ 0 in T ∗; but given
that φ is an isomorphism, then it must be that jtλ = 0. In this way, tλ ∈ AnnT (J).
3. Let us see that there exists an R-linear homomorphism ρ : T/J → R if and only if
AnnT (J) * mT .
“⇒”Suppose that there exists ρ : T/J → R with 1 7→ 1. Let tρ ∈ T be the unique element
such that tρu
∗
0 = ρ. Given that ρ ∈ (T/J)∗, then we have tρ ∈ AnnT (J).
Assertion. tρ /∈ mT .
Arguing by contradiction: Suppose that this were not the case. Then, tρ = a0u0+· · ·+anun
with aj ∈ m. So, tρu∗0 = a0u0u∗0 +· · ·+anunu∗0; evaluating at 1 we get 1 = ρ(1) = tρu∗0(1) =
Σjajuju
∗
0(1) ∈ m, which is a contradiction!
“⇐” Now, suppose that the image of AnnT (J) in T/mT , AnnT (J), is different from
zero. As u0 ∈ AnnT (J), there exists t0 ∈ AnnT (J) such that u0 = t0. Therefore, u0 =
t0 + Σ
i=0
















ρ(1) = 1− b, with b ∈ m. Thus, ρ := 11−b
∼
ρ satisfies the required
conditions.
Theorem 12 (Koh in characteristic zero). Let R be a ring containing Q, and let R ⊂ S be a
module-finite extension of rings such that the projective dimension of S as an R-module is finite,
PdR(S) <∞. Then, there exists a retraction ρ : S → R.
Proof. See [34]
Observation 2. Let us consider a local ring (R,m), R ↪→ S a module-finite extension, and let
s1, . . . , sn ∈ S be generators of S as an R-module, i.e., S = Rs1 + · · · + Rsn. For each si ∈ S
choose any monic polynomial with coefficients in R that si satisfies, say fi(t) = t
di + ri1t
di−1 +
· · · + ridi , with rij ∈ R. Let T = R[T1, . . . , Tn]/(f1(T1), . . . , fn(Tn)), and let φ be the induced
homomorphism φ : T → S. Denote by J the kernel of φ. Then clearly S ∼= T/J .
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Using the above notation, it is possible to give a criterion for the existence of retractions in
module-finite extensions.
Theorem 13. Let (R,m) be a local ring and R ↪→ S a module-finite extension, given as above.
The homomorphism R ↪→ T/J given by the inclusion R ↪→ S splits (i.e., there exists a retraction)
if and only if AnnT (J) is not contained in mT .
Proof. It follows immediately from Theorem 11.
The following theorem states that given i ≥ 0 and d > 0, then there exists a formula (Tori)d
such that for any field k, k-algebra R and R-modules M,N, V all of them of complexities at most
d, then TorRi (M,N)
∼= V if and only if (Tori)d evaluated in codes of R,M,N and V is true over
k. And also an analogue for Ext.
Theorem 14. Given i ≥ 0, d > 0, there exist formulas (Tori)d and (Exti)d with the follow-
ing properties: let k be any field; then, if a tuple (a,m, n, v) is in |(Tori)d|k (respectively, in
|(Exti)d|k), thenM(v) is isomorphic to TorA(a)i (M(m),M(n)) (respectively to Ext
i
A(a)(M(m),M(n))).
Moreover, for each tuple (a,m, n) we can find at least one v such that (a,m, n, v) belongs to
|(Tori)d|k (respectively, to |(Exti)d|k).
Proof. See [31] Corollary 4.4, page 150.
We recall the following standard result.
Theorem 15. Let (R,m) be a local ring, and denote by K the residue field R/m. If M is a
finitely generated R-modulo, then PdR(M) ≤ n if and only if TorRn+1(M,K) = 0.
It is clear from the previous theorems that there exists a formula (Pd<n)d such that, if
M = M(v) is an R = R(a)-module with complexity less than d, where (R,m) is a finitely
generated local affine K-algebra with complexity less than d, then K |= (Pd<n)d(a, v), if and
only if, PdR(M) ≤ n.
Now, we state one of our main results:
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Theorem 16. For each d > 0 there exists a first order formula Kohd such that if (R,m, k) is a
local, finitely generated k-algebra with k-complexity at most d, and if S is a module-finite exten-
sion of R with minimal number of generator as R-module less than d and projective dimension
PdR(S) < d, with k-complexity at most d, then, Koh’s conjecture is true for R and S (i.e., there
exists a retraction ρ : S → R) if and only if k |= Kohd(a, b), where R ∼= R(a) and S ∼= S(b).
Proof. From the last observation we may suppose that S ∼= T/J , where the complexity of J and
T is less than d. Moreover, in view of the characterization for the existence of retractions, we
know that there is a retraction ρ if and only if AnnT (J) * mT .
As we already discussed, there is a formula (Pd<n)d such that if R = R(a), and S = R(b). Then,
k |= Pd<n(a, b) if and only if PdR(S) < n.
Let Kohd be the formula which establishes: if PdR(S) < d, then AnnT (J) * mT , i.e.,
Kohd(ξ, ξ
′, ν, ν′) :
d−1∨
i=0
PdR(ξ, ν) = i −→ ¬Incd(ν′, ξ′).
Where ν′ and ξ′ are reserved for a code to AnnT (J), and mT , respectively.
It is clear that k |= Kohd(a, a′, b, b′) if and only if there exist a retraction ρ : S → R.
Proof. (Of Theorem 10.)
From Theorem 12, we see that k |= Kohd(a, b) for any zero characteristic field k. Then,
by Proposition 1, we deduce that Fp |= Kohd(a, b), for every field Fp of prime characteristic p
sufficiently large. More precisely, we have: Given d > 0, there exists a prime number pd such that
for any field k of characteristic p > pd, and any modulo-finite extension R ⊆ S of local k-algebras
with complexity at most d over k, with minimal number of generators of S as R-modulo less
than d, and with PdR(S) < d, there exists a retraction ρ : S → R.
1.6 A non-Standard proof of a Theorem of Hochster
In this section we give a non-standard proof of the following theorem, see [14].
Theorem 17. Let S be a finitely generated K-algebra domain, where K is any field of character-
istic zero. Let m ⊂ S be a maximal ideal with height n. Suppose {Fα(x, y)}, with α = 1, . . . , l, is
a polynomial system of equations with coefficients in Z, and that (x, y) = (x1, . . . , xn, y1, . . . , ym)
is a tuple of elements in S such that:
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1. Rad(x) = m.
2. Fα(x, y) = 0, for every α.
3. K ⊂ S π→ S/m is an isomorphisms.
Then, there exists a field L of prime characteristic, a finitely generated L-algebra S′, m′ a








1. Rad(x′) = m′.
2. Fα(x
′, y′) = 0, for all α.
3. L
i
↪→ S′ π−→ S′/m′ , with π ◦ i an isomorphism.
Moreover, the characteristic p > 0 of L can be chosen equal to any prime number not contained
in some finite set.
This Theorem was proved by M. Hochster, ([14]).
Let us start with a result taken from [31].
Theorem 18. ([31], Proposition 5.1.) For each d, h > 0, there exists a formula Heightd = h
such that for any field k, any finitely generated k-algebra R of complexity at most d, and any
ideal I ⊂ R of complexity at most d, it holds that: The height of I is equal to h if and only if
(a, b) ∈ |Heightd = h|k, where a, b are codes for R and I respectively.
Example 8. Let K be an algebraic closed field of characteristic 0, let I ⊂ K[x1, . . . , xn] be an
ideal of height h and complexity at most d. Let aI be a code for I (so that, K |= ∃(ξ)(Heightd(ξ) =
h), namely Heightd(aI) = h, holds in K). By Lefschetz’s Principle Falgp |= ∃(ξ)(Heightd(ξ) = h),
for all p > m, for some integer m. Let a′I′ be a tuple in Falgp for which, after substitution, the
sentence ∃(ξ)(Heightd(ξ) = h) holds true in Falgp for p > m. Then, by decoding a′I′ , we may find
an ideal I ′ ⊂ Falgp [x1, . . . , xn] of height h and with complexity at most d.
Lemma 2. Let S = K[T1, . . . , Tν ]/I be a integral domain over an algebraic closed field K
of characteristic 0, where I ⊂ K[T1, . . . , Tν ] is a prime ideal of K-complexity at most d. Let
m ⊂ K[T1, . . . , Tν ] be a maximal ideal with K-complexity at most d and height n in S. That is,
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I ⊂ m, and ht(m) = ν = n+ ht(I) in K[T1, . . . , Tν ]. Suppose {Fα(x, y)}α=1,...,l is a polynomial
system of equations with coefficients in Z, and that (x, y) = (x1, . . . , xn, y1, . . . , ym) is a tuple of
elements in S such that:
1. Rad(x) = m in S.
2. Fα(x, y) = 0, for all α = 1, . . . , l.
Then, we can always construct a Falgp -algebra S′ = Falgp [T1, . . . , Tν ]/I ′, with I ′ ⊂ Falgp [T1, . . . , Tν ]
a prime ideal of Falgp -complexity at most d, such that:
1. There exists m′ ⊂ Falgp [T1, . . . , Tν ], a maximal ideal with Falgp -complexity at most d and
height n in S′, i.e., I ′ ⊂ m′ and ht(m′) = ν = n+ ht(I ′) in Falgp [T1, . . . , Tν ].




1, . . . , y
′
m), a tuple of elements in S
′ such that:
1. Rad(x′) = m′ in S′.
2. Fα(x
′, y′) = 0, for all α = 1, . . . , l.
Proof. The hypothesis above may be expressed by means of a first order formula Φd such that
when we evaluate on the codes of S,m, (x, y), . . ., respectively, it is true that K |= Φd if and only
if m is a maximal ideal of height n in S, I is a prime ideal content in m, and (1), (2) are satisfied.
This formula may be explicitely given as:
Φd : (∃am, aI , a(x,y))((Primed(aI) ∧MaxIdeald(am) ∧ Incd(aI , am)∧
∧Hightd(am) = ν ∧Hightd(aI) = ν − n ∧Radd(ax, am) ∧ IdMemd(Fα(x, y), aI))
Now, by Leftchetz’s principle, K |= Φd, if and only if Falgp |= Φd, for all prime number p





(x,y), . . . which codify a maximal ideal m
′, a prime ideal I ′, and a system of elements
x, y that satisfy in Falgp [T1, . . . Tν ]/I ′ all the required conditions. Then, S′ = Falgp [T1, . . . Tν ]/I ′
is the required Falgp -algebra. Moreover, it is clear from the above that S′ my be constructed of
characteristic equal to p, for all prime number large enough.
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Proof. (Of Theorem 17.)
First step: Reduction to the case where K is algebraically closed.
Let R be a finitely generated K-algebra domain, where K is any field of characteristic
zero. Let m ⊂ R a maximal ideal of height n, and let x1, . . . , xn be elements in R such that
Rad(x1, . . . , xn) = m,, and such that conditions 1-3 hold in R. Let K be an algebraic closure of
K, and define R′ = K⊗KR. We notice that R −→ R′ is a faithfully flat extension, and therefore
R injects into R′. Moreover, mR′∩R = m ([25] Theorem 7.5, (2), page 49). Consequently, there
is a prime ideal q ⊂ R′ such that q ∩ R = m. We notice that q has to be maximal: Since R
is a finitely generated K-algebra domain, all its maximal ideal have the same height, equal to
the Krull dimension of R. Hence, by Noether Normalization Theorem, there are algebraically
independent elements a1, . . . , an in R such that A = K[a1, . . . , an] ⊂ R is a module-finite ex-
tension. But this implies that R′ ⊂ K ⊗K R is also module-finite extension, and consequently
dim(K ⊗K R) = dimR. From this, we see that q has to be a maximal ideal in R′.




q-primary. Thus, there is a power n > 0 such that q
nR′q ⊂
mR′q. On the other hand, there is a power l > 0, such that m
lR ⊂ (x1, . . . , xn)R. Thus,
qn+lR′q ⊂ (x1, . . . , xn)R′q. After inverting a finite number of elements in R′ we may assume that
by localizing at a single element u ∈ R′ − q, the inclusion qn+lR′u ⊂ (x1, . . . , xn)R′u still holds.
We let R′′ be the localized ring R′u.
This ring is a finitely generated K-algebra extension of R of the same dimension. Moreover,
the ideal m′′ = qR′′ is maximal, and qn+lR′′ ⊂ (x1, . . . , xn)R′′. Therefore, Rad(x1, . . . , xn)R′′ =
m′′R′′. Let Q ⊂ R′′ be a minimal prime ideal of R′′ included in m′′, and such that dim(R′′/Q) =
dimR′′. Thus, if we let S be the ring R′′/Q, and let η = m′′S, then, S is a f.g. K-algebra
domain, with ht(η) = n, and Rad(x1, . . . , xn)S = ηS. Thus, condition 1 holds in S.
Besides, since there is a ring homomorphism R −→ S, it is then clear that condition 2 also
holds in S. Finally, the Nullstellensatz implies that condition 3 is true in S. So, we may replace
R by S.
Second step:
Let us take a presentation for S, say S = K[T1, . . . , Tν ]/I. Since S is a integer domain, we
have that I ⊂ K[T1, . . . , Tν ] is a prime ideal. By the hypothesis, there exists a maximal ideal
m ⊂ K[T1, . . . , Tν ] with height n in S. That is, ht(m) = ν = n + ht(I) in K[T1, . . . , Tν ], and
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there exists a tuple of elements in S, (x, y) = (x1(t), . . . , xn(t), y1, . . . , ym(t)) such that:
1. Rad(x) = m
2. Fα(x, y) = 0, for all α = 1, . . . , l
3. Let us note that the condition that K ⊂ S π→ S/m is an isomorphism is trivially satisfied,
since we are supposing that K is algebraically closed.
Let d > 0 be an integer that bounds all the complexities of the objects mentioned above.




In this chapter we will adhere to techniques very close to those developed in [1]. In that article,
the authors, working within the setting of the formal power series ring in n variables, were able
to prove several cases in which the Frobenius algebra is principal, or infinitely generated. Their
work was very much inspired by that of M. Katzman ([18]). We will deal with the same problem
in the context of polynomial rings.
2.1 Some preliminaries about Frobenius Algebras
Let R be a ring of characteristic p, and e ≥ 0 be any integer. For any R-module M we de-
fine Fe(M) = Home(M,M), the set of maps from M to M which are rpe-linear ; that is, ϕ
is in Fe(M) if it satisfies ϕ(rx) = rpeϕ(x), for all r ∈ R, x ∈M .
Consider the e-th Frobenius homomorphism fe : R→ R, given by fe(r) = rpe , and let F e∗R de-
note the ring R with the product given by the Frobenius morphism. That is, x · r = rpex,
for r ∈ R, x ∈ F e∗R.
When e = 1, the Frobenius skew polynomial ring over R, R[x, f ], is the left R-module freely
generated by (xi)i∈N. That is, it consists of all polynomial
∑
rix
i, but with multiplication
given by the rule: xr = f(r)x = rpx for all r ∈ R, see [26]. For any R-module M , we
define F e(M) = F e∗R⊗RM, where F e∗R is regarded as a right R-module. For example,
rp
e
x⊗m = x · r ⊗m = x⊗ rm.
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We think of F e(M) as a left R-module with the product r · (s ⊗m) = rs ⊗m. The functor
F e(−) is called the e-th Frobenius functor.
In what follows, we will use the following natural identification:
Fe(M) ∼= HomR(F e(M),M) (2.1)
Given ϕ ∈ Fe(M), we may consider ψ ∈ HomR(F e(M),M), defined as ψ(r ⊗ m) =
rϕ(m). And, reciprocally, if we have ψ ∈ HomR(F e(M),M), we may define ϕ ∈ Fe(M) as ϕ(m) =
ψ(1⊗m).
Definition 5. Let (R,m) be a local ring of characteristic p > 0, and let us denote by






We note that F(E) is a N - graded algebra over F 0(E), where given ϕ ∈ Fe(E), and ψ ∈






Now, F0(E) = Hom0(E,E) = HomR(E,E) = E∨. It is well known that when (R,m) is a com-
plete local ring, the Matlis dual of E is isomorphic to R, see [45]. Therefore, when (R,m) is
a complete local ring we have that F 0(E) = R, and, hence, F(E) is an R-algebra.
The following theorem is taken from [18]. We include it for the sake of completeness. First,
we need the following definitions: Let A be a commutative ring of characteristic p, and I ⊂ A
























e2 · · ·F
[pe1+···+es−1 ]
es , with 1 ≤ e1, . . . , es < e and
e1 + · · ·+ es = e , and let us define F<e as the subalgebra of F generated by F0f0, . . . , Fe−1fe−1.
With those notations we have:






Proof. Let u ∈ F<e
⋂
Fef
e be an element. Then u is a sum of products of the form ue1 · · ·ues ,
where uej ∈ Fejfej , and e1 + · · ·+ es = e, i.e., uej = aejfej . Therefore,
u = ae1f
e1ae2f
e2 · · · aesfes = ae1ap
e1




which clearly lies in Lef
e.



































e2 · · ·F p
e1+···+es−1
es , and x ∈ I, it follows that
xae1a
pe1







e2 · · ·F
[pe1+···+es−1 ]
es ⊆ (I
[pe1+···+es ] : I) = (I [p
e] : I)
Then, Lef
e ⊆ Fefe. On the other hand, if u = ue1 · · ·ues ∈ Le, with uej ∈ F
[pe1+···+ej−1 ]
ej ,
then, uej = (u
′
ej )
pe1+···+ej−1 , therefore, ufe = u′e1f
e1u′e2f
e2 · · ·u′esf
es ∈ F<e.
2.2 Openness of the finitely generated locus of the Frobe-
nius Algebra
The following natural question arises: For a complete local ring (R,m), is the Frobenius
algebra F(E) a finitely generated R-algebra? The answer in general is no, as shown in [18].
There, it is shown that for the complete local ring R = K[[x, y, z]]/(xy, xz), where K is a field
of prime characteristic, the Frobenius algebra F(E) is not finitely generated as an R-algebra.
In spite of that negative result, another interesting question may be posed: Is the locus
U = {P ∈ Spec(R) : F(ERp) is a finitely generated Rp-algebra}
open in the Zariski Topology? This seems to be a very difficult question. We will prove the above
conjecture in the case of a ring of the form R = K[x1, . . . , xn]/I, where I ⊂ K[x1, . . . , xn] is
a square-free monomial ideal.
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Before we tackle this problem, we first recall the following standard fact: Let (R,m) be a
complete local ring of prime characteristic p, and let S = R/I be a quotient by some ideal I ⊂ R.
We denote ER = ER(R/m), and ES = ES(S/mS). Then, the injective hull of S/mS can
be obtained as HomR(S,ER) ∼= AnnERI . Therefore, ES = AnnERI ⊂ ER, see [15], Lemma 3.2.














Where the multiplication on the right hand side is given by xfe · yfe′ = xypefe+e′ .
Proof. Take ϕ ∈ Fe(ES). By (2.1) , we may think of ϕ as an element of HomR(F e(ES), ES).
Applying the duality functor ∨ = HomR( , ER) to ϕ , we get ϕ∨ : E∨S → F e(ES)∨ ∼= F e(E∨S ),
(see [23], Lemma 4.1, for the last isomorphism). But by Matlis duality we have E∨S = (S
∨)∨ ∼=
S . Moreover, it is not difficult to see that F e(S) = F e(R/I) ∼= R/I [p
e].
Therefore, we may identify ϕ∨ with a map ϕ∨ : R/I → R/I [pe] . Now, if u = ϕ∨(1) then the
homomorphism ϕ∨ is just multiplication by u. We note that since ϕ∨ is well defined, this
implies that u ∈ (I [pe] : I).
Define the R-homomorphism λ : (I [p
e] : I) → Fe(ES) as λ(u) = ψ∨ , where ψ : R/I →
R/I [p
e] is the homomorphism given by multiplication by u.
The R-homomorphism λ is surjective as we saw above; and clearly, Ker(λ) = I [p
e].
Therefore, Fe(ES) ∼= (I [p
e] : I)/I [p
e].
Lemma 3. ([1], Lemma 2.2) With the same notation as above. Suppose there is an element
u ∈ R such that for all e ≥ 0
(I [p
e] :R I) = I
[pe] + (up
e−1).
Then, there is an isomorphism of S algebras F(ES) ∼= S[up−1θ, f ]. Here, S[up−1θ, f ] denotes





















On the other hand:
S[up−1θ, f ] := S⊕Sup−1θ⊕S(up−1θ)2⊕(Sup−1θ)3⊕· · · = S⊕Sup−1θ⊕Sup
2−1θ2⊕Sup
3−1θ3⊕· · ·










e−1fe) = s(up−1θ)e). This is clearly an isomorphism of S-algebras.
Now, let R = k[[x1, . . . , xn]] be the formal power series ring where k denotes a field of char-
acteristic p > 0 and I ⊂ R is a square-free monomial ideal. Then, its minimal primary decom-
position I = Iα1 ∩ · · · ∩ Iαs is given in terms of face ideals. That is, if α = (a1, . . . , an) ∈ {0, 1}n,
then Iα = (xi|ai 6= 0). Suppose that the sum of ideals
∑




2 , . . . , x
bn
n ),
where β = (b1, . . . , bn) ∈ {0, 1}n. Let us abbreviate xb11 x
b2
2 · · ·xbnn by xβ . In ([1], Proposition 3.2)
the authors showed that
(I [p
e] :R I) = I
[pe] + Jpe + (x
β)p
e−1, (2.2)
for any e ≥ 0, where Jpe is either the zero ideal, or its generators are monomials xζ = xc11 · · ·xcnn
which satisfy ci ∈ {0, pe − 1, pe}, for some ci = pe, cj = pe − 1, ck = 0, 1 ≤ i, j, k ≤ n.
Notice that by knowing (I [p] :R I) we will readily know (I
[pe] :R I), for any e ≥ 0.
Theorem 20. ([1], Theorem 3.5) With the previous notation and assumptions:
Let I ⊂ R be a square-free monomial ideal, let u = xβ , and let S = R/I. Then,
1. F(ES) ∼= S[up−1θ, f ] is principally generated when Jp = 0.
2. F(ES) is infinitely generated when Jp 6= 0.
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Proof. The first statement is clear by Lemma 3. For the second part, we will assume, without
loss of generality, and only with the purpose of simplifying the presentation, that β = (1, . . . , 1)





4 · · ·xcnn with ci ∈ {0, p − 1, p}. Let e ≥ 1 be







4 · · ·xCnn ∈ Jpe ⊆ Fe(Es) := (I [p
e] :R I)
with Ci ∈ {0, pe − 1, pe}, i = 4, . . . , n (and obviously, xζe ∈ F<e). We will show that xζe /∈ Le,
so by Katzman’s criterion F(ES) cannot be finitely generated.
With this purpose, let us see that




e3 · · · F
[pe1+e2+···+es−1 ]
es .





e3 · · ·G
[pe1+e2+···+es−1 ]
es ,






4 · · ·xCnn ). But, let us note that the exponent of x1 in the generator
of this product is
pe1+(e1+e2)+···+(e1+e2+···+es) > pe1+e2+···+es = pe,
which is certainly impossible.
Now we are in position to prove our main theorem.
Theorem 21. Let R = k[x1, . . . , xn] be the polynomial ring in n variables, where k is a field of
prime characteristic p > 0. Let us define S = R/I, where I ⊂ R is a square-free monomial ideal.
Then the locus U ′ = {Q ∈ Spec(S) : F(ESQ) is a finitely generated SQ-algebra} contain the
open U = Spec(S) \ V ((I [p] + Jp)/I [p]).
Proof. In fact, we will show that U = Spec(S) \ V ((I [p] + Jp)/I [p]).
Let Q ∈ spec(S) \ V ((I [p] + Jp)/I [p]) be a prime ideal. Let EŜQ denote the injective hull of the
residue field of ŜQ, where ŜQ is the completion of SQ with respect to its maximal ideal QSQ. A
basic theoretical result, see [45], says that E
ŜQ
∼= ESQ . Let us define M := (I [p] +Jp)/I [p]. Note
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that if Q /∈ supp(M), then 0 = MQ = (I [p] + Jp)/I [p])⊗S SQ, therefore (I [p] : I)/I [p])⊗S SQ ∼=




















Which is finitely generated, by Lemma 3.
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Chapter 3
On the cohomology of G-Graded
Twisted Algebras
In this chapter we will present an explicit formula to compute the exact number of graded
isomorphism classes of associative G-graded twisted algebras over a field k, when G is a finite
abelian group. We achieve this by computing the cohomology group H2(G,A), where A ⊂ k∗ is
certain multiplicative closed subset of k∗, viewed as a G-module via the trivial action, when G
is given as a direct product G ' G1 × · · · ×Gk, with each Gi a finite cyclic group of order ni.
3.1 Some preliminaries on G-graded twisted algebras
The standard reference for this material is [35]. Since this is a relatively new area of research,
not very well known in the literature, we have included in this section all the main definitions
and theorems (without proof) as they appear in [35].
The motivation for the study of G-graded twisted algebras arise in theoretical physics [40], [41],
[42], [43], [44], and [10]. These algebras were introduced in [9], and also in [39]. To put the
material of this chapter in perspective, the reader may consult [8], [28], [29], [36], and [37] for
a more general study of nonassociative algebras, generalizations of Lie algebras and G-graded
twisted division algebras.
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We shall be interested only in the case of algebras over a field, that in our case will be R
or C. Thus, we start from the following definition (in [35], k is taken more generally to be a
commutative ring).
Definition 6. ([35]) Let G denote a group. Let W be an algebra over a commutative field k. We
will say that W is a G-graded twisted algebra (not necessarily commutative neither associative)
if there exists a G-grading W = ⊕g∈GWg, with WaWb ⊂Wab, where each summand Wg is a one
dimensional vector space over k. We demand that W has no monomial zero divisors. This last
condition means that for each pair of nonzero elements wa ∈ Wa and wb ∈ Wb, wawb 6= 0. IWe
also assume that W has an identity element 1 = we ∈ We, where by e we denote the identity
element of the group G.
We observe that since each graded component Wg is a one dimensional vector spece over k,
we may choose a basis B = {wg : g ∈ G} for W as a k-vector space. In [35], page 2, the authors
introduced the following definition.
Definition 7. For any fixed basis B as above define the structure constant with respect to B,
CB : G ×G → k∗, where k∗ = k − {0}, as the function that for any pair of elements wa ∈ Wa,
wb ∈Wb, satisfies wawb = CB(a, b)wab.
Some properties that may easily verified follow immediately from this definition:
1. wawe = CB(a, e)wa, implies CB(a, e) = 1, for all elements a in G.
2. CB must take values in a subgroup A of the multiplicative group k
∗, since W has no
monomial zero divisors. We will omit the subscript B, it is clear from the context.
3. If q : G×G→ A∗, and r : G×G×G→ A∗ are functions defined as:
q(a, b) = C(a, b)C(b, a)−1
r(a, b, c) = C(b, c)C(ab, c)−1C(a, bc)C(a, b)−1 (3.1)
then, for all a, b, c in G it holds that wa(wbwc) = r(a, b, c)(wawb)wc; and that wawb =
q(a, b)wbwa, if G is abelian. Notice that W is commutative or associative if an only if
q ≡ 1, respectively, r ≡ 1. The authors in [35] showed that ∂2C = r. Taking advantage
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of this fact, they managed to identify graded isomorphism classes of associative G-graded
twisted algebras with elements in the second cohomology group H2(G,A), see Remark 5,
and Theorem 24.
Definition 8. ([35], Definition 2) A morphism between two G-graded twisted algebras W =
⊕g∈GWg and V = ⊕g∈GVg we mean an unitarian homomorphism of k-algebras φ : W → V . If
it also preserves the grading, i.e., φ(Wg) ⊂ Vg, we say the morphism is graded.
Moreover, W and V are isomorphic as graded algebras, if there are graded morphisms φ :
W → V and ψ : V →W such that φψ and ψφ are both the identity.
Throughout this chapter it will be assumed that G is a finite group.
Our next objective is to count how many isomorphism classes (under graded homomorphisms)
of associative, graduate twisted algebras over a field are there when G is a finite abelian group.
We introduce the fundamental tool.
3.2 Group Cohomology
For this section the reader may consult [3], [4]. We start by recalling some basic definitions.
Let G be a group and A a G-module. Consider the left exact functor from the category
of G-modules, G-mod, to the category Ab of abelian groups, defined as A → AG, where
AG = {a ∈ A : g ·a = a for all g ∈ G}. For a given a morphism of G-modules f : A→ B, fG :
AG → BG is defined as the morphism of abelian groups given by fG(a) = f(a).
We write H∗(G,A) for its right derived functor. H∗(G,A) is called the cohomology groups
of G with coefficients in A, see [3] and [4]. It is not difficult to see that if we consider Z as
a trivial G-module then we then have that AG ∼= HomZ[G](Z, A), and therefore H∗(G,A) ∼=
Ext∗Z[G](Z, A) (see [6], Chapter III).
We recall the following material concerning the standard projective resolution of Z[G]-modules,
when Z is viewed as a G-module with the trivial action. This resolution is used to com-
pute Ext∗Z[G](Z, A), and hence it is a valuable tool for computing the cohomology groups
of G with coefficients in A.
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3.2.1 Some standard free resolutions
For the sake of completeness, we have included some standard results, as presented in [6].
Define Fn as the free abelian group generated by the elements (g0, g1, . . . , gn) ∈ Gn+1, and
consider the boundary Z-homomorphisms ∂n : Fn → Fn−1 given by
∂n(g0, . . . , gn) =
n∑
i=0
(−1)i(g0, . . . , gi−1, ĝi, gi+1, . . . , gn).
An straightforward computation shows that ∂n−1 ◦ ∂n = 0. Thus, there is a complex of
free Z-modules
· · · // Fn
∂n // Fn−1
∂n−1 // Fn−2 // · · · // F1
∂1 // F0 // 0 (3.2)
Note that F0 = Z[G]. Now, let E : F0 = Z[G]→ Z be the map given as the Z-homomorphism
that sends every g ∈ G to 1 ∈ Z (3.2). Consider the augmented complex
· · · // Fn
∂n // Fn−1
∂n−1 // Fn−2 // · · · // F1
∂1 // F0
E // Z // 0 (3.3)
We claim that (3.3) is a resolution of free Z-modules for Z.
Indeed, if F• denotes the complex (3.3), let us see that the morphisms of complexes id : F• →
F• and 0 : F• → F• are homotopic.
Define h−1 : Z→ F0 as h−1(1) = e ∈ G, and for n = 0, 1, . . . define
hn : Fn → Fn+1 as hn(g0, . . . , gn) = (e, g0, . . . , gn).
































// Fn−1 // · · · // F1
∂1
// F0 E
// Z // 0
It is an easy exercise to check that
id− 0 = id = ∂n+1 ◦ hn + hn−1 ◦ ∂n,
for n = 0, 1, 2, . . . , where ∂0 = E .
Therefore, the induced maps in the homologies are the same, i.e., id : ker(∂n)/im(∂n+1) →
ker(∂n)/im(∂n+1) and
0 : ker(∂n)/im(∂n+1)→ ker(∂n)/im(∂n+1) are the same maps. Hence, ker(∂n)/im(∂n+1) = 0.
31
Thus, the complex (3.3) is indeed a resolution of free Z-modules for Z.
On the other hand, note that each Fn is a G-module with the action g · (g0, . . . , gn) =
(gg0, . . . , ggn), where Z is regarded as a G-module with the trivial action. Let us see that
each Fn is a free Z[G]-module.
We have a natural action of G over Gn+1 (by multiplication on the left). Note that (g0, g1, . . . , gn) =
g0 · (e, g−10 g1, . . . g
−1
0 gn), and (e, g1, . . . , gn) 6= g · (e, g′1, . . . , g′n), for all g 6= e.














But O(e,g1,...,gn) ∼= G/G(e,g1,...,gn), where
G(e,g1,...,gn) = {g ∈ G : g · (e, g1, . . . , gn) = (e, g1, . . . , gn)} = {e}.





Also note that the set {(e, g1, . . . , gn) : (g1, . . . , gn) ∈ Gn} is a basis for Fn as a Z[G]-module
since each (e, g1, . . . , gn) generates its own orbit O(e,g1,...,gn) and these elements are linear
independent.
Finally, what we conclude is that the resolution of free Z-modules for Z given in (3.3) is
actually a resolution of free Z[G]-modules for Z, viewed as a G-module with the trivial action.
The Bar Resolution for Z
We saw above that {(e, g1, . . . , gn) : (g1, . . . , gn) ∈ Gn} is a basis for Fn , as a Z[G]-module.
Now, we change this basis for another very useful basis that we will call the bar basis for Fn.
Define [g1|g2| · · · |gn] = (e, g1, g1g2, . . . , g1g2 · · · gn).
We claim that the set {[g1|g2| · · · |gn] : (g1, . . . , gn) ∈ Gn} is also a basis for Fn. In fact,
this set is clearly linear independent. On the other hand, there is a bijection between the old
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basis {(e, g1, . . . , gn) : (g1, . . . , gn) ∈ Gn} and the set {[g1|g2| · · · |gn] : (g1, . . . , gn) ∈ Gn},
since










2 · · · g′n) = [g′1|g′2| · · · |g′n],
where g′i = g
−1
i−1gi, for i = 1, 2, . . . , n.
Therefore {[g1|g2| · · · |gn] : (g1, . . . , gn) ∈ Gn} is a basis for Fn as a Z[G]-module. This
base is usually called the bar basis for Fn.
Now, if we compute the boundary homomorphisms ∂n : Fn → Fn−1 given in (3.3) in terms of
the bar basis, we get the following equation:




(−1)i(e, g1, . . . , g1g2 · · · gi−1, ̂g1g2 · · · gi, g1g2 · · · gi+1, . . . , g1g2 · · · gn)
+ (−1)n(e, g1, g1g2, . . . , g1g2 · · · gn−1)
= g1[g2| · · · |gn] +
n−1∑
i=1
(−1)i[g1| · · · |gi−1|gigi+1|gi+2| · · · |gn] +
+ (−1)n[g1| · · · |gn−1].
Thus, we have that the boundary operator ∂n : Fn → Fn−1 in the bar resolution is given by
∂n([g1| · · · |gn]) = g1[g2| · · · |gn] +
n−1∑
i=1
(−1)i[g1| · · · |gi−1|gigi+1|gi+2| · · · |gn] + (−1)n[g1| · · · |gn−1].
(3.4)
The resolution given in (3.3)
· · · // Fn
∂n // Fn−1
∂n−1 // Fn−2 // · · · // F1
∂1 // F0
E // Z // 0 (3.5)
will be called the bar resolution for Z. (Note that {[e] = (e)} is the bar basis for F0.)
3.2.2 Another way to compute the cohomology of groups
From now on, we consider each Fn endowed with the bar basis.
For n = 0, 1, 2, . . . define Cn(G,A) = {ϕ : Gn → A}, the set of functions from Gn to A,
here G0 = {e}.
Cn(G,A) is an abelian group, since A is an abelian group and also Cn(G,A) has a struc-
ture of G-module where (gϕ)(x) = gϕ(x), for g ∈ G, and ϕ ∈ Cn(G,A). Let us see
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that Cn(G,A) is isomorphic to HomZ[G](Fn, A) as G-modules.
Indeed, define
µ : Cn(G,A) → HomZ[G](Fn, A)
ϕ 7→ µ(ϕ)
where µ(ϕ)([g1| · · · |gn]) = ϕ(g1, . . . , gn).
It is a Z[G]-homomorphism with inverse
µ−1 : HomZ[G](Fn, A) → Cn(G,A)
ψ 7→ µ−1(ψ)
where µ−1(ψ)(g1, . . . , gn) = ψ([g1| · · · |gn]).









where ∂∗n+1(ψ) = ψ ◦ ∂n+1, µ is an isomorphism and ∂n = µ ◦ ∂∗n+1 ◦ µ−1.
If we compute explicitly the morphism ∂n we have:
∂n(ϕ)(g1, . . . , gn+1) = µ ◦ ∂∗n+1 ◦ µ−1(ϕ)(g1, . . . , gn+1) = µ ◦ ∂∗n+1 ◦ ϕ([g1| · · · |gn+1])
= µ ◦ ϕ(∂n+1([g1| · · · |gn+1]))
and by (3.4)
∂n([g1| · · · |gn]) = g1[g2| · · · |gn] +
n−1∑
i=1
(−1)i[g1| · · · |gi−1|gigi+1|gi+2| · · · |gn] + (−1)n[g1| · · · |gn−1].
Hence,
∂n(ϕ)(g1, . . . , gn+1) = µ ◦ ϕ(∂n+1([g1| · · · |gn+1]))
= µ ◦ ϕ(∂n([g1| · · · |gn+1]) = g1[g2| · · · |gn+1] +
n∑
i=1
(−1)i[g1| · · · |gi−1|gigi+1|gi+2| · · · |gn+1] + (−1)n+1[g1| · · · |gn])
= µ(g1ϕ([g2| · · · |gn+1]) +
n∑
i=1
(−1)iϕ([g1| · · · |gi−1|gigi+1|gi+2| · · · |gn+1]) + (−1)n+1ϕ([g1| · · · |gn]))
= g1ϕ(g2, . . . , gn+1) +
n∑
i=1
(−1)iϕ(g1, . . . , gi−1, gigi+1, gi+2, . . . , gn+1) + (−1)n+1ϕ(g1, . . . , gn).
(3.6)
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As Hn(G,A) is isomorphic to ExtnZ[G](Z, A), we may compute Hn(G,A) by taking a
resolution of projective Z[G]-modules for Z, then applying the functor HomZ[G]( , A) and
finally taking homology.













// · · ·




∂n // Cn+1(G,A) // · · ·
where the squares commutes.
Thus, {C•(G,A), ∂•} is a complex with
∂n(ϕ)(g1, . . . , gn+1) = g1ϕ(g2, . . . , gn+1)+
n∑
i=1
(−1)iϕ(g1, . . . , gi−1, gigi+1, gi+2, . . . , gn+1)+(−1)n+1ϕ(g1, . . . , gn),
and consequently




3.3 The computation of H2(G,A) when G is a finite
abelian group and A is a G-module with the trivial
action.
When G is a finite cyclic group we have a particular free resolution of Z[G]-modules for Z, viewed
as a G-module with the trivial action.
First, we notice that Z[G] ∼= Z[T ]/(Tn − 1), where n is the order of G. Let us denote this
quotient by Z[t], and by N denote the polynomial N = 1 + t + t2 + · · · + tn−1. Then, Z ∼=
Z[t]/(t− 1) and we there is a free resolution:
· · · N // Z[t] t−1 // Z[t] N // Z[t] t−1 // Z[t] π // Z // 0 (3.7)
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Omitting Z, and applying the contravariant functor HomZ[t]( , A), where A is a G-module
with the trivial action (g · a = a), we get the following commutative diagram:



















D2 // A // · · ·
(3.8)
where λi : HomZ[t](Z[t], A)→ A is the isomorphism given by λi(ϕ) = ϕ(1) with inverse
λ−1i : A → HomZ[t](Z[t], A) give by λ
−1
i (a) = ϕa with ϕa(1) = a and D
j = λj+1 ◦ δj ◦
λ−1j , with δ0 = t− 1, δ1 = N, δ2 = t− 1, δ3 = N, . . . .
Thus,
D1(a) = Nϕa(1) = N · a = na.








For the general case of a finite abelian group G we will use the following lemma, see [6]:
Lemma 4. If F•
δ• // Z // 0 is a free resolution of Z[G1]-modules, and F ′•
δ′• // Z // 0 is
a free resolution of Z[G2]-modules, the tensor product of these two resolutions, defined as
H•
D• // Z // 0 ,
where Hn =
⊕n
i=0 Fn−i ⊗ F ′i and if a⊗ b ∈ Fn−i ⊗ F ′i
Dn(a⊗ b) = δn−i(a)⊗ b+ (−1)n−ia⊗ δ′i(b),
is a free resolution of Z[G1 ×G2] ∼= Z[G1]⊗ Z[G2]-modules.
Suppose that we have G = G1 × G2 where G1 and G2 are cyclic groups of or-






∆10 // Z[t] π // Z // 0 , (3.9)
where ∆12i = t−1 for i = 0, 1, 2, . . . , and ∆12i+1 = N = 1+t+· · ·+tn−1, for i = 0, 1, 2, . . . , and





δ20 // Z[s] π // Z // 0 , (3.10)
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where δ22i = s− 1 for i = 0, 1, 2, . . . , and δ22i+1 = M = 1 + s+ · · ·+ sm−1, for i = 0, 1, 2, . . . .
By the previous lemma, the tensor product of (4.9) and (4.10), which is
· · · // Z[t, s]4
∆22 // Z[t, s]3
∆21 // Z[t, s]2
∆20 // Z[t, s] // Z // 0 , (3.11)
where Z[t, s] denotes Z[t]⊗ Z[s] ∼= Z[G1 ×G2] , and the morphisms Di are given by




0(p2) = (t− 1)p1 + (s− 1)p2
∆21(p1, p2, p3) = (∆
1
1(p1)− δ20(p2),∆10(p2) + δ21(p3)) = (Np1 − (s− 1)p2, (t− 1)p2 +Mp3)






1(p2)− δ21(p3),∆10(p3) + δ22(p4))
= ((t− 1)p1 + (s− 1)p2, Np2 −Mp3, (t− 1)p3 + (s− 1)p4)
,
(3.12)
is a free resolution of Z[G1 ×G2]-modules.
We highlight the following equations since they will play an important role in the general case.





∆21(p1, p2, p3) = (∆
1
1(p1)− δ20(p2),∆10(p2) + δ21(p3))






1(p2)− δ21(p3),∆10(p3) + δ22(p4))
. (3.13)




D2 // A4 // · · ·
such that the homologies of this complex are precisely the cohomology groups Hi(G,A), where A is




0(e1) · a,∆20(e2) · a) = ((t− 1)a, (s− 1)a) = (0, 0)
D12(a, b) = (∆
2
1(e1) · (a, b),∆21(e2) · (a, b),∆21(e3) · (a, b))
= ((N, 0) · (a, b), (−(s− 1), (t− 1)) · (a, b), (0,M) · (a, b)) = (na, 0,mb)
D22(a, b, c) = (∆
2
2(e1) · (a, b, c),∆22(e2) · (a, b, c),∆22(e3) · (a, b, c),∆22(e4) · (a, b, c))
= ((t− 1, 0, 0) · (a, b, c), (s− 1, N, 0) · (a, b, c), (0,−M, t− 1) · (a, b, c), (0, 0, s− 1) · (a, b, c))
















































Now, let us consider G = G1×· · ·×Gk, where Gi is a cyclic group of order ni. We obtain as
a consequence of Lemma (4), after tensoring the free resolutions Z[ti]→ Z→ 0, a free resolution
of
Z[G1 × · · · ×Gk] ∼= Z[T1, . . . , Tk]/(Tn1 − 1, . . . , Tnk − 1)
= Z[t1, . . . , tk]−modules.
// Z[t1, . . . , tk]ak
∆k2 // Z[t1, . . . , tk]bk
∆k1 // Z[t1, . . . , tk]ck
∆k0 // Z[t1, . . . , tk] // Z // 0
(3.16)
Note that when k = 1, we have a1 = 1, b1 = 1 and c1 = 1.





= bk−1 +ck−1 +1, and ak =





+ (k − 1) + 1, for k ≥ 2, where a1 = b1 = c1 = 1.
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2 are given recursively by
∆k0((p1, . . . , pk−1), q) = ∆
k−1
0 (p1, . . . , pk−1) + δ
k
0 (q)
∆k1((p1, . . . , p(k2)
), (q1, . . . , qk−1), r) = (∆
k−1
1 (p1, . . . , p(k2)
)− δk0 (q1, . . . , qk−1),∆k−10 (q1, . . . , qk−1) + δk1 (r))
∆k2((p1, . . . , pak−1), (q1, . . . , q(k2)
), (r1, . . . , rk−1), l) =
= (∆k−12 (p1, . . . , pak−1) + δ
k
0 (q1, . . . , q(k2)
),∆k−11 (q1, . . . , q(k2)
)− δk1 (r1, . . . , rk−1),∆k−10 (r1, . . . , rk−1) + δk2 (l))
where δki (a1, . . . , an) = (δ
k
i (a1), . . . , δ
k
i (an)).
Proof. We argue by induction on k.











and c2 = 2.
Suppose this is true for n < k. For a product of k finite cyclic groups G = G1 × · · · ×
Gk, tensoring the free resolution of Z[G1 × · · · ×Gk−1]-modules
F3 F2 F1 F0
// Z[t1, . . . , tk−1]ak−1
∆k−12 // Z[t1, . . . , tk−1]bk−1
∆k−11 // Z[t1, . . . , tk−1]ck−1
∆k−10 // Z[t1, . . . , tk−1] // Z // 0
(3.17)











δk0 // Z[tk] // Z // 0,
(3.18)
where δk0 = tk − 1, δk1 = Nk = 1 + tk + · · · + tk−1k , we get the respective free resolution
of Z[G1 × · · · ×Gk]-modules
// Z[t1, . . . , tk]ak
∆k2 // Z[t1, . . . , tk]bk
∆k1 // Z[t1, . . . , tk]ck
∆k0 // Z[t1, . . . , tk] // Z // 0
(3.19)
where
Z[t1, . . . , tk]ak =
3⊕
i=0
F3−i⊗F ′i = Z[t1, . . . , tk]ak−1
⊕
Z[t1, . . . , tk]bk−1
⊕
Z[t1, . . . , tk]ck−1
⊕
Z[t1, . . . , tk]
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+ (k − 1) + 1.
Z[t1, . . . , tk]bk =
2⊕
i=0
F2−i ⊗ F ′i = Z[t1, . . . , tk]bk−1
⊕
Z[t1, . . . , tk]ck−1
⊕
Z[t1, . . . , tk]











Z[t1, . . . , tk]ck =
1⊕
i=0
F1−i ⊗ F ′i = Z[t1, . . . , tk]ck−1
⊕
Z[t1, . . . , tk]
and therefore ck = ck−1 + 1 = (k − 1) + 1 = k.
Finally, as we saw in (3.13), the tensor of the resolutions (3.17) and (3.18) is the resolution
(3.16) where the morphisms are given by
∆k0((p1, . . . , pk−1), q) = ∆
k−1
0 (p1, . . . , pk−1) + δ
k
0 (q)
∆k1((p1, . . . , p(k2)
), (q1, . . . , qk−1), r) = (∆
k−1
1 (p1, . . . , p(k2)
)− δk0 (q1, . . . , qk−1),∆k−10 (q1, . . . , qk−1) + δk1 (r))
∆k2((p1, . . . , pak−1), (q1, . . . , q(k2)
), (r1, . . . , rk−1), l) =
= (∆k−12 (p1, . . . , pak−1) + δ
k
0 (q1, . . . , q(k2)
),∆k−11 (q1, . . . , q(k2)
)− δk1 (r1, . . . , rk−1),∆k−10 (r1, . . . , rk−1) + δk2 (l))
(3.20)
where δki (a1, . . . , an) = (δ
k
i (a1), . . . , δ
k
i (an)).











where A is a G-module with the trivial action.
As we saw in (3.8), after omitting Z in the resolution (3.16), and then applying the




















A // · · · ,
(3.21)
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where the morphisms D1k and D
2
k are the morphisms induced by the morphisms (3.20), very
much in the same way as in (3.14). That is,
D0k(a) = (∆
k
0(e1) · a,∆k0(e2) · a, . . . ,∆k0(ek) · a), a ∈ A
D1k(a, b) = (∆
k
1(e1) · (a, b),∆k1(e2) · (a, b), · · · ,∆k1(ebk) · (a, b)), (a, b) ∈ Ak−1 ⊕A
D2k(a, b, c) = (∆
k





where ej denotes the canonical vector (0, . . . , 0, 1, 0, . . . , 0).
In order to compute the morphisms D1k and D
2
k we need to know the values of ∆
k
1(ej), with j =
1, . . . , bk, and ∆
k












































1 (ebk) = (0, δ
k
1 (1)).
We note that (3.23) applied to a vector
(a, b) = (a1, a2, b) ∈ Ak−2 ⊕A⊕A = Ak−1 ⊕A
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produces the vector
(∆k−11 (e1) · (a1, a2),∆
k−1
1 (e2) · (a1, a2), . . . ,∆
k−1
1 (ebk−1) · (a1, a2))
= D1k−1(a1, a2) = D
1
k−1(a).
On the other hand, using equation (3.20), it is easy to check by induction that ∆k0(ei)·(a1, . . . , ak) =
0, for all k ≥ 2. Therefore, as δk0 (ei) = (0, . . . , 0, tk − 1, 0, . . . , 0), we see that (3.24) applied
to a vector (a1, . . . , ak) produce the vector (0, 0, . . . , 0).
Finally, as




k−1)⊕ 0⊕ 0⊕ · · · ⊕ 0⊕ nkA ⊂ A(
k




D1k((x1, . . . , xk−1), y) = (D
1
k−1(x1, . . . , xk−1), 0, 0, . . . , 0, δ
k
1 (1) · y)
= (D1k−1(x1, . . . , xk−1), 0, 0, . . . , 0, nk · y)
(3.25)
From (3.14), we obtain D12(x, y) = (n1x, 0, n2y).
Hence by equation (3.25)
D13((x1, x2), y) = (n1x1, 0, n2x2, 0, 0, n3y)
D14((x1, x2, x3), y) = (n1x1, 0, n2x2, 0, 0, n3x3, 0, 0, 0, n4y)
...
D1k((x1, . . . , xk−1), y) =
(n1x1, 0, n2x2, 0, 0, n3x3, 0, 0, 0, n4x4, 0, 0, 0, 0, n5x5, 0, 0, 0, 0, 0, n6x6, . . . , nk−1xk−1, 0, 0, . . . , 0, nkz).
.
(3.26)
Now, using again equations (3.20) we obtain:
∆k2(e1) = (∆
k−1
2 (e1), 0, 0)
∆k2(e2) = (∆
k−1















































δk0 (ej) · (x1, . . . , xbk−1) = 0, δk2 (1) · z = 0,
δk1 (ej) · (y1, . . . , yk−1) = Nkej · (y1, . . . , yk−1) = nkyj .
As we saw before, ∆k−10 (ej) · (y1, . . . , yk−1) = 0.
Thus from equations (3.27), (3.28) and (3.29) we deduce:
D2k((x1, . . . , xbk−1), (y1, . . . , yk−1), z) =
= (∆k2(e1) · ((x1, . . . , xbk−1), (y1, . . . , yk−1), z), . . . ,∆k2(eak) · ((x1, . . . , xbk−1), (y1, . . . , yk−1), z))
= (D2k−1(x1, . . . , xbk−1), D
1
k−1(y1, . . . , yk−1),−nky1, . . . ,−nkyk−1, 0).
Now, from (3.26) we know that
D1k−1(y1, . . . , yk−2, yk−1) =
= (n1y1, 0, n2y2, 0, 0, n3y3, 0, 0, 0, n4y4, 0, 0, 0, 0, n5y5, 0, 0, 0, 0, 0, n6y6, . . . , nk−2yk−2, 0, 0, . . . , 0, nk−1yk−1)
Hence,
D2k((x1, . . . , xbk−1), (y1, . . . , yk−1), z) =
= (D2k−1(x1, . . . , xbk−1), n1y1, 0, n2y2, 0, 0, n3y3, 0, 0, 0, n4y4, 0, 0, 0, 0, n5y5, 0, 0, 0, 0, 0, n6y6, . . . ,
. . . , nk−2yk−2, 0, 0, . . . , 0, nk−1yk−1, . . . , yk−1),−nky1, . . . ,−nkyk−1, 0).
.
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Thus, we conclude that
ker(D2k) = ker(D
2
k−1)⊕AnnA(n1) ∩AnnA(nk)⊕ · · · ⊕AnnA(nk−1) ∩AnnA(nk)⊕A.
Theorem 22. Suppose that G is a finite abelian group, written as G = G1×· · ·×Gk, where Gi is










Eventhough this theorem is true for any G-module A with the trivial action, we will only use
it in the case when A ⊂ k∗ is a subgroup of the units of a field k (see theorem 25).
Proof. As we saw above
ker(D2k) = ker(D
2






















When k = 2 we saw that the result is true:






Therefore, by the inductive hypothesis, if




















3.4 Graded Morphisms and the classification problem
In this section we collect some results from [35] that provide necessary and sufficient conditions
for two algebras to be graded-isomorphic (under a graded isomorphism) in terms of the second
group of cohomology H2(G, k∗). After that we show as an application of theorem 22 a formula to
compute how many G- graded, twisted associative k-algebras exist up to graded isomorphisms,
in case the group of graduation G ' G1 × · · · ×Gk, is a finitely generated abelian group.
The reader may consult the proof of the following two theorems in [35], Theorem 4 and Theorem
5.
Theorem 23. Let V = ⊕g∈GVg and W = ⊕g∈GWg two G-graded k-algebras. Let us fix bases B1
and B2 for V and W , respectively, and let C1 and C2 be the associated structure constants. Then
V is isomorphic to W if and only if the function C1C
−1
2 is in the kernel of d
2 : C2(G, k∗) →
C3(G, k∗) and the class [C1C
−1
2 ] is trivial in H
2(G, k∗).
When C1 and C2 take values in a subgroup A ⊂ k∗, then C1C−12 ∈ C2(G,A). Authors in [35]
present the following theorem that gives a criterion in terms of H2(G,A) to determine when V
and W are isomorphic.
Theorem 24. φ : V → W is a (graded) isomorphism if and only if d2(C1C−12 ) = 1, and
[C1C
−1
2 ] ∈ ker(i2), where i2 : H2(G,A)→ H2(G, k∗) denotes the homomorphism in cohomology
induced by the inclusion i : A→ k∗.
The following remark allows to identify the elements of H2(G,A) with associative G-graded
twisted K-algebras with structure constants taking values in A, where A ⊂ K∗ is a multiplicative
subgroup.
Remark 5. If V and W are associative, then d2C1 = d
2C2 = 1, since each of these terms are
equal to the associativity function in (3.1). In this case, the class of each Ci is an element of
H2(G,A) and the condition [C1C
−1
2 ] = 1 is equivalent to [C1] = [C2] in H
2(G,A).
See [35], Remark 2.
Let us notice that two associative G-graded k-algebras are isomophic V ∼= W if and only if
[C1] = [C2] in H
2(G,A)/ ker(i2) (by remark 5 and theorem 24.) if and only if [C1C
−1
2 ] ∈ ker(i2).
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Then, the number of associative G-graded k-algebras with associated structure constants taking
values on A is | H2(G,A)/ ker(i2) |
As an application of Theorem 22, using the same notation, we are able to prove our main
result.
Theorem 25. Let G be a finite abelian group, A a G-module with the trivial action. Then the









Proof. The number of G-graded twisted associative k-algebras on A is a quotient of |H2(G1 ×
· · · ×Gk, A)|. Hence, the result follows from the formula obteined in Theorem 22.
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