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Abstract
The double row transfer matrix of the open O(N) spin chain is diagonalized and the
Bethe Ansatz equations are also derived by the algebraic Bethe Ansatz method including
the so far missing case when the residual symmetry is O(2M +1)×O(2N−2M−1). In this
case the boundary breaks the ”rank” of the O(2N) symmetry leading to nonstandard Bethe
Ansatz equations in which the number of Bethe roots is less than as it was in the periodic
case. Therefore these cases are similar to soliton-nonpreserving reflections.
1 Introduction
A number of methods have been developed in the past for the calculation of the spectrum
of quantum-integrable systems including coordinate, algebraic and analytic Bethe-Ansatz.
For the algebraic and analytic Bethe-Ansatz, the quantum R-matrix, which satisfies the
Yang-Baxter equation, is indispensable. In this paper we will deal with quantum spin chains
with a simple symmetry group (G) which have rational R-matrix. It is known that most
of these types of R-matrices are related to some 1+1 dimensional relativistic quantum field
theories which are integrable and the two particle scattering matrices are proportional to
their R-matrices.
For the integrability of open spin-chains, the existence of the R-matrix is not sufficient,
we also need a K-matrix. The K-matrix must satisfy the boundary Yang-Baxter equation
or otherwise the KRKR = RKRK equation. For rational R-matrices, the unit matrix can
be a K-matrix and in this case the symmetry of the system is not broken by the boundary.
For other solutions of the boundary Yang-Baxter equation, the K-matrix breaks the bulk
symmetry groupG. These K-matrices are classified in [1, 2, 3, 4, 5]. For these K-matrices, we
can find 1+1 integrable QFTs that have boundary scattering matrices which are proportional
to the above K-matrices. If the residual symmetry group is H , it has previously been found
that the G/H quotients are symmetric spaces for all possible K-matrices.
The possible integrable boundaries can be divided into two groups. The first group
contains those for which rank(h) = rank(g), where h and g are the Lie algebras of the H
and G groups. In these cases the eigenvalue of the transfer matrix and the Bethe-Ansatz
equations are known and they have the same structure as in the periodic case (they have
the same type of Bethe roots).
For the second case we have rank(h) < rank(g). One such case is the so-called soliton-
nonpreserving reflection [3]. For such systems, transfer matrix eigenvalues and Bethe-Ansatz
equations were determined by the analytic Bethe-Ansatz [6, 1]. Recently, this model was
solved by algebraic Bethe Ansatz method. [7]. These open spin-chains can be related to
some SU(N) principal chiral field theories [8, 5]. In addition, there is a non-investigated case
when G = O(2N) and H = O(2M + 1)×O(2N − 2M − 1).
The purpose of the article is to develop an algebraic Bethe-Ansatz method by which the
Bethe Ansatz equations of this so far missing case can be determined. For the periodicO(2N)
1
spin chains there are two nested algebraic Bethe-Ansatz methods which can be used for the
diagonalization of the transfer matrices. The first one was developed in [9]. The basis of this
method is that the problem is returned to diagonalization of an SU(N) symmetric transfer
matrix in the first step of the nesting. It is possible because the R-matrix of the O(2N)
model has a six-vertex block-form. This method was generalized for open spin chains in [10].
Unfortunately, that procedure cannot be used for the model with O(2M+1)×O(2N−2M−1)
symmetric boundary because its K-matrix is not block diagonal.
The second method was developed in [11]. In this method we have to diagonalize a
O(2N − 2k) transfer matrix at the kth step of the nesting. In this paper we develop the
generalization of this method for open spin chains. We will see that the method can be used
for the diagonalization of the transfer matrix with O(2M +1)×O(2N − 2M − 1) symmetric
K-matrix as well.
The paper is structured as follows: The next section summarizes the possible integrable
reflections. We will find that all H are maximal subgroups of G. We briefly describe the
classification of maximal subgroups by regular and special subgroups. We will see that the
regular maximal subgroups correspond to symmetry rank preserving reflexions.
In the third section the algebraic Bethe-Ansatz is described for open O(2N) spin chains,
which is the generalization of the periodic case [11]. Using this we construct Bethe-Ansatz
equations for all O(2N) K-matrices including the H = O(2M + 1) × O(2N − 2M − 1)
case which was not studied previously. This Bethe-Ansatz method can be applied to the
O(2N + 1) type spin chains and the results are summarized in the first appendix.
In the final section we compare the non-soliton-preserving reflections of the SU(4) spin
chains and the symmetry rank breaker H = O(5),O(3)× O(3) reflections of the O(6) spin
chain. We will see that the O(6) reflections can be obtained by fusion in the SU(4) model.
2 Connection between maximal subalgebras and reflec-
tion matrices
In this section we overview the known solutions of the boundary Yang-Baxter equation
(BYBE) for spin chains which have a symmetry group with simple Lie-algebra g. We
ignore the exceptional ones. We will use the following conventions for the fundamental
representation of the R −matrices:
• g = su(n) case:
Rcdab(u) = δ
c
aδ
d
b −
2
u
δdaδ
c
b
• g = so(n) case:
Rcdab(u) = δ
c
aδ
d
b −
2
u
δdaδ
c
b −
2
n− 2− uδabδ
cd
• g = sp(n) case (n is even):
Rcdab(u) = δ
c
aδ
d
b −
2
u
δdaδ
c
b −
2
n+ 2− uUabU
cd
where
U =
(
0 In/2
−In/2 0
)
.
The reflection matrices have residual symmetry with Lie-algebra h which is a subalgebra of
g.
There are four kinds of g:
1. g = su(n) In this case there are three kind of known solution.
(a) h = su(k)⊕ su(n− k)⊕ u(1) where 1 < k ≤ n/2 and h = su(n− 1)⊕ u(1)
These reflection matrices can be diagonalized with exp(g) transformation. In that
form the matrix contains one free parameter, c.
2
K(u) =
(
(c+ u)Ik 0
0 (c− u)In−k
)
For this reflection rank(g) = rank(h).
(b) h = so(n)
This case belongs to a representation changing reflection where a particle goes to
its anti-particle. If we do not want to work with direct sum representation we
have to use this reflection in the real reps of su(n). This reflection has not got
any free parameter.
For this reflection rank(g) > rank(h).
(c) h = sp(n) if n is even
This case also belongs to a representation changing reflection. In this case if we
choose a basis in the particle’s and the anti-particle’s space the reflection matrix
can be written in the following form:
K(u) =
(
0 In/2
−In/2 0
)
.
For this reflection rank(g) > rank(h).
2. g = so(2n+ 1)
(a) h = so(2k)⊕ so(2n+ 1− 2k) where 1 < k < n− 1 and h = so(2n)
After we diagonalized this reflection matrix there is no free parameter.
K(u) =
(
(n+ 1/2− 2k + u)I2k 0
0 (n+ 1/2− 2k − u)I2n+1−2k
)
For this reflection rank(g) = rank(h).
(b) h = so(2n− 1)⊕ u(1)
This case contains one free parameter.
K(u) =
(n− 3/2)2 − c2 − u2 2icu 0−2icu (n− 3/2)2 − c2 − u2 0
0 0 ((n− 3/2− u)2 − c2)I2n−1

For this reflection rank(g) = rank(h).
3. g = sp(2n)
(a) h = sp(2k)⊕ sp(2n− 2k) where 1 < k ≤ n/2
In this case there is no free parameter.
K(u) =

(n− 2k + u)Ik 0 0 0
0 (n− 2k − u)In−k 0 0
0 0 (n− 2k + u)Ik 0
0 0 0 (n− 2k − u)In−k

For this reflection rank(g) = rank(h).
(b) h = su(n)⊕ u(1)
There is also one free parameter.
K(u) =
(
cIn iuIn
−iuIn cIn
)
For this reflection rank(g) = rank(h).
4. g = so(2n) where n > 2 (We ignore the so(4) case because it is not a simple Lie-algebra)
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(a) h = so(2k)⊕ so(2n− 2k) where 1 < k ≤ n/2
This case is similar to case 2a.
K(u) =
(
(n− 2k + u)I2k 0
0 (n− 2k − u)I2n−2k
)
(b) h = so(2n− 2)⊕ u(1)
This case is similar to 2b.
K(u) =
(n− 2)2 − c2 − u2 2icu 0−2icu (n− 2)2 − c2 − u2 0
0 0 ((n− 2− u)2 − c2)I2n−2

(c) h = su(n)⊕ u(1)
It has one free parameter.
K(u) =
(
cIn iuIn
−iuIn cIn
)
For this reflection rank(g) = rank(h).
(d) h = so(2k + 1)⊕ so(2n− 2k − 1) where 1 ≤ k < n/2 and h = so(2n− 1)
K(u) =
(
(n− 2k − 1 + u)I2k+1 0
0 (n− 2k − 1− u)I2n−2k−1
)
This case is similar as 2a and 4a but there is a big difference because the rank(h) =
rank(g)− 1 so the K-matrix breaks the rank of the symmetry algebra.
We can make some interesting comments. The hs are maximal subalgebras of gs for all
solution. We can first observe that the number of free parameters in the reflections are equal
to the number of u(1)s in h. In addition, one can divide the reflections into two groups:
• 1a, 2a, 2b, 3a, 3b, 4a, 4b, 4c
In these cases the symmetry of the boundary has the same rank as the bulk. These
are the regular reflections and we will denote them by R-reflections.
• 1b, 1c, 4d
In these cases the symmetry of the boundary has lower rank than the bulk. These
are the non-regular reflections or special reflections and we will denote them by S-
reflections.
The Bethe-Ansatz equations for the R-reflections are well known [2, 12]. In these cases
the calculations and results are very similar to the periodic case. However the known BA
equations for S-reflections are very different [1, 7]. There is one S-reflection whose BA
equations have not been calculated yet. This is the case 4d. In the next section we will
derive the BA equations for that case using algebraic Bethe-Ansatz method.
Let us go through the classification of the maximal subalgebras of the simple Lie-algebras.
We will use two class of maximal subalgebras:
• a regular maximal subalgebra is that whom Cartan-subalgebra is the same as that of
the original algebra. We will denote them by R-subalgebras.
• All the other maximal subalgebras are called special and we will denote them by S-
subalgebras.
The R-subalgebras can simply be obtained by using the Dynkin diagrams but it is not
easy to find S-subalgebras.
There are two kinds of R-subalgebras: semi-simple and not semi-simple. First, let’s look
at the semi-simple ones. To find them the trick is to draw the extended Dynkin diagrams
(Figure 1) which is obtained by adding the most negative root θ to the simple roots. If
4
Figure 1: The extended Dynkin-diagrams.
PSfrag replacements
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θ
θ
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B˜n
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D˜n
we erase one root (except for the most negative one) from this diagram we get semi-simple
R-subalgebra or the original simple algebra. For example if we remove the kth root from
the C˜n diagram then we get a Ck⊕Cn−k semi-simple algebra or if any root is removed from
the A˜n diagram then the original An algebra is returned.
Now let us see how we can get non semi-simple subalgebras. It has been mentioned
earlier that there are roots in the extended diagram that by removing any of them the
original algebra can be recovered. If we erase the same root from the non-extended Dynkin-
diagram we get a semi-simple algebra plus a u(1) factor. For example if we remove the
kth root from the An−1 diagram then the remaining diagram will correspond to Ak−1 plus
An−k−1. That is, the su(n) algebra has su(k)⊕ su(n− k)⊕ u(1) subalgebra.
Based on these, we can determine all the regular subalgebras. From the definition it
follows that the R-subalgebras have the same rank as the original algebra.
It is then easy to check the statement at the beginning of the section for regular reflections
and subalgebras i.e. all the R-algebras have a R-reflections. For example, if we take the
g = sp(2n) case and delete an internal point on the C˜n diagram we get a Ck plus Cn−k
diagram which belongs to the reflection 3a. If we erase the last root we get the original
Cn. So if we remove this node from the original diagram we get a non semi-simple maximal
subalgebra sp(2n−2)⊕u(1) which belongs to the reflection 3b. So we can see the one-to-one
correspondence in this g = sp(2n) case. The same can be checked in the other cases.
Let us continue by examining S-reflections. It is easy to check that so(n) ⊂ su(n),
sp(n) ⊂ su(n) and so(2k+ 1)⊕ so(2n− 2k− 1) ⊂ so(2n) subalgebras are maximals but not
regulars so they are S-subalgebras. So we can see that all S-reflections have S-subalgebra
symmetry.
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3 Algebraic Bethe-Ansatz for the O(2N) model
In this section we generalize the method of [11] for open spin chains. Because of the com-
plexity of the commutation relations of the elements of the transfer matrix we do not derive
precisely the cancellation of unwanted terms. To check the correctness of the results we can
compare the results of the subsections 3.2.5, 3.2.6, 3.2.7 with the previous results [10, 2].
We then can assume that this method gives the correct result for the 4d case as well.
3.1 Conventions
We will use the following convention for the R-matrix:
R12(u) = I12 − 2
u
P12 − 2
uˆ
K12 = I12 + d(u)P12 + eN (u)K12,
where uˆ := 2N − 2−u and 1 and 2 denote two copies of a 2N dimensional vector space. We
want to diagonalize the double row transfer matrix:
D(θ) = tr0
[
KL0 (θˆ)M0(θ)
]
,
where M0 is the double row monodromy matrix
M0(θ) = T0(θ)K
R
0 (θ)Tˆ0(θ),
where T0 and Tˆ0 are two one row monodromy matrices
T0(θ) = R01(θ) · · ·R0L(θ), Tˆ0(θ) = RL0(θ) · · ·R10(θ).
From earlier results we know the Bethe Ansatz equations of the O(2N) model with regular
boundary conditions [10]. The result can be easily illustrated.
First look at the DN Dynkin-diagram. After that we mark the simple root (M or 1 or
+) which does not belong to the symmetry algebra of the boundary. We can assign massless
particles to the nodes of the Dynkin-diagram. The type M particle will get a nontrivial
boundary reflection factor because the simple root of these particles do not commute with
the reflection matrix.
PSfrag replacements
0
1
1
1
2
2
2
M
M
M
N − 2
N − 2
N − 2
+
+
+
−
−
−
4a
4b
4c
If we know the scattering and reflection phases of these magnons we also know the BAEs.
Only the connected nodes have non-trivial scattering factors:
sij(u) =
u+ αi · αj
u− αi · αj .
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where the αis are the usual simple roots of the DN algebra.
αi · αj =

2 −1
−1 2 −1
−1 2
. . .
2 −1
−1 2 −1
−1 2 −1 −1
−1 2
−1 2

The non-trivial reflection factor is the following:
rM (u) =
N −M + u
N −M − u, r1(u) =
N − 1− c+ u
N − 1− c− u, r+(u) =
N − 1− c+ u
N − 1− c− u.
In the next subsection we will present a different procedure which can be used for the
calculation of this result. This calculation is the generalization of the one in [11] to open
spin chains.
3.2 The nesting for R-reflections
In this subsection, we describe the nested Algebraic Bethe Ansatz for open spin chains. In
the zero step the diagonalization of the transfer matrix of the SO(2N) model is returned to
the diagonalization of SO(2N − 2) transfer matrix. In the first step the case SO(2N − 2) is
returned to an SO(2N−4) case, and so on. In the last step we have to solve an SO(4) model.
At this step the SU(2)×SU(2) base is used because the R-matrix is factored at this base.
The K-matrices, which are examined in this subsection, are also factorized. Non-factorizing
K-matrices are investigated in the following subsection.
At the nested Bethe Ansatz of the periodic case we saw there were two types of ”un-
wanted” terms: the traditional (in which the rapidities are interchanged) or the so-called
”easy unwanted” terms which include not only a creation operator but also a annihilation
operator of the pseudo-vacuum [11].
These ”easy unwanted” terms can be omitted in one-magnon states because they anni-
hilate the pseudo-vacuum. However at the multi-particle states these can not be omitted.
For the disappearance of this ”easy unwanted” terms it was necessary to define n-particle
operators with a complicated recursion formula. We have seen at the periodical case that
the formula of the n-particle state can be derived by an alternative method. At this method
we required that the eigenvectors must be symmetrical in rapidities. We will use this second
method to derive the formula for n-particle eigenstates.
3.2.1 The zeroth step
At the begin of every step of nesting we have to choose a new basis: {|1〉, |2〉, |3〉, . . . , |2N〉} −→
{|1〉c, |3〉, . . . , |2N〉, |1¯〉c} where
1√
2
(|1〉+ i|2〉) −→ |1〉c,
1√
2
(|1〉 − i|2〉) −→ |1¯〉c.
7
So the 2N dimensional spaces are decomposed to the next direct sum: C2N = C⊕C2N−2⊕C.
The R-matrix in this new basis can be written in the following way:
R12(u) =
a(u) 0 0 0 0 0 0 0 0
0 I2 0 d(u)k
t2
12 0 0 0 0 0
0 0 bN(u) 0 eN (u)k12 0 cN (u) 0 0
0 d(u)kt112 0 I1 0 0 0 0 0
0 0 eN(u)k
t1t2
12 0 X12(u) 0 eN (u)k
t1t2
12 0 0
0 0 0 0 0 I1 0 d(u)k
t1
12 0
0 0 cN (u) 0 eN (u)k12 0 bN (u) 0 0
0 0 0 0 0 d(u)kt212 0 I2 0
0 0 0 0 0 0 0 0 a(u)

,
where
a(u) = 1 + d(u) bN (u) = 1 + eN (u) cN (u) = d(u) + eN(u).
and
k12 =
2N−2∑
i=3
|i〉 ⊗ |i〉, kt112 =
2N−2∑
i=3
〈i| ⊗ |i〉, kt212 =
2N−2∑
i=3
|i〉 ⊗ 〈i|, kt1t212 = ~k12 =
2N−2∑
i=3
〈i| ⊗ 〈i|.
Let’s write the reflection and the single and the double row monodromy matrix in the
following form:
K =
Y 0 00 Y 0
0 0 Y ∗
 , TAB =
 α βt βγ∗ α β∗
γ γt α∗
 , MAB =
 A Bt BC∗ A B∗
C Ct A∗
 ,
where A, A∗, B, C are numbers Bt, Ct are 1× (2N − 2) matrices B∗, C∗ are (2N − 2)× 1
matrices A is a (2N − 2) × (2N − 2) matrix in the auxiliary space. We will also use the
following notation: ~B = Bt.
We can express the double row monodromy matrix with the single row monodromy
matrix:
M0 = T0K
R
0 Tˆ0.
We want to diagonalize the double row monodromy matrix:
D(θ) = Y L(θˆ)A(θ) + tr0Y
L
0 (θˆ)A0(θ) + Y
∗L(θˆ)A∗(θ).
We also know that:
A = αY Rαˆ+ βtYRγˆ∗ + βY ∗Rγˆ,
A = αY mRαˆ+ γ∗Y Rβˆ
t
+ β∗Y ∗Rγˆt,
A∗ = α∗Y ∗Rαˆ1¯ + γ
t
Y
Rβˆ
∗
+ γY Rβˆ.
If we want to know how these operators act on the pseudovacuum we have to change the
order of some β and γ operators. This can be done by using the Yang-Baxter relation. The
results are the following:
A(θ) =α(θ)Y R(θ)αˆ(θ) + . . . ,
A(θ) =α(θ)
[
Y
R(θ)− d(2θ)
a(2θ)
Y R(θ)
]
αˆ(θ) +
d(2θ)
a(2θ)
α(θ)Y R(θ)αˆ(θ) . . . ,
A∗(θ) =α∗(θ)
[
Y ∗R(θ) +
d(2θˆ)
a(2θˆ)
trYR(θ) +
cN (2θˆ)
a(2θˆ)
Y R(θ)
]
αˆ∗(θ)+
+
cN (2θ)
a(2θ)
α(θ)Y R(θ)αˆ(θ)− d(2θˆ)
a(2θˆ)
tr
{
α(θ)
[
Y
R(θ)− d(2θ)
a(2θ)
Y R(θ)
]
αˆ(θ)
}
+ . . . ,
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where the . . . means terms which annihilate the pseudovacuum. The derivation can be found
in Appendix C. It is convenient to redefine these operators:
A¯(θ) = A(θ)− d(2θ)
a(2θ)
A(θ), (1)
A¯∗(θ) = A∗(θ) +
d(2θˆ)
a(2θˆ)
trA¯(θ) − cN (2θ)
a(2θ)
A(θ). (2)
These new operators act on the pseudo-vacuum as:
A(θ)|1〉⊗Lc = Y R(θ)a(θ)2L|1〉⊗Lc ,
A¯(θ)|1〉⊗Lc =
[
Y
R(θ)− d(2θ)
a(2θ)
Y R(θ)
]
|1〉⊗Lc
A¯∗(θ)|1〉⊗Lc =
[
Y ∗R(θ) +
d(2θˆ)
a(2θˆ)
trYR(θ) +
cN (2θˆ)
a(2θˆ)
Y R(θ)
]
a(θˆ)2L|1〉⊗Lc .
Let’s use these formulas in the expression of the double row transfer matrix:
D(θ) =
(
Y L(θˆ) +
d(2θ)
a(2θ)
trYL(θˆ) +
cN (2θ)
a(2θ)
Y ∗L(θˆ)
)
A(θ)+
+ tr
{(
Y
L(θˆ)− d(2θˆ)
a(2θˆ)
Y ∗L(θˆ)
)
A¯(θ)
}
+ Y ∗L(θˆ)A¯∗(θ).
At this point we know how the terms of the double row monodromy matrix act on the
pseudovacuum. The next step is to figure out the commutation relation of the elements of
the transfer matrix. This can be done by using the boundary Yang-Baxter equation. We
concentrate only on the ”wanted” terms.
A(θ)Bt(u) =
a(u− θ)
a(u+ θ)
Bt(u)A(θ) + . . . ,
A¯1(θ)B
t
2(u) = B
t
2(u)R
(1)
12 (θ + u− 2)A¯1(θ)R(1)12 (θ − u) + . . . ,
A¯∗(θ)Bt(u) =
a(u− θˆ)
a(u+ θˆ)
Bt(u)A¯∗(θ) + . . . ,
where R(1) denotes the R-matrix of the O(2N − 2) model:
R
(1)
12 (u) = I12 −
2
u
P12 − 2
2N − 4− uK12 = I12 + d(u)P12 + eN−1(u)K12.
The derivation can be found in Appendix D. The Bethe-states are more complicated than
in the periodic case [11]. To calculate these, we use the property that the vector must be
symmetrical to the exchanges of the rapidities. The derivations are found in the Appendix
E and F. The one-particle state is simple:
|Ψ〉1−particle = ~B(u(1)1 )F|1〉⊗Lc = ~Φ(1)(u(1)1 )F|1〉⊗Lc ,
where F is a 2N − 2 component vector. The two particle state is the following:
|Ψ〉2−particle = ~Φ(2)12 (u(1)1 , u(1)2 )F12|1〉⊗Lc ,
where
~Φ
(2)
12 (u
(1)
1 , u
(1)
2 ) =
~B1(u
(1)
1 )
~B2(u
(1)
2 )−
1
a(2u
(1)
2 )
eN (u
(1)
12 )
bN (u
(1)
12 )
B(u
(1)
1 )
~k12A(u
(1)
2 ) + eN (v
(1)
12 )B(u
(1)
1 )
~k12A¯2(u
(1)
2 ),
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and u
(1)
12 = u
(1)
1 − u(1)2 and v(1)12 = u(1)1 + u(1)2 . This is not analogous to the periodical case.
The third term which contains A is present only in the model with a boundary.
The n1-particle state is the following:
~Φ
(n1)
1...n1
(u
(1)
1 , . . . , u
(1)
n1 ) =
~B1(u
(1)
1 )
~Φ
(n1−1)
2...n1
(u
(1)
2 , . . . , u
(1)
n1 )−
−
n1∑
j=2
1
a(2u
(1)
j )
eN (u
(1)
1j )
bN (u
(1)
1j )
 n1∏
k=2
k 6=j
a(u
(1)
kj )
a(v
(1)
kj )
~k1jB(u(1)1 )×
× ~Φ(n1−2)2,...,ˆ,...,n1(u
(1)
2 , . . . , û
(1)
j , . . . , u
(1)
n1 )A(uj)
j−1
−→∏
k=2
R
(1)
kj (u
(1)
kj )
a(u
(1)
kj )
+
+
n∑
j=2
eN (v
(1)
1j )
 n1∏
k=2
k 6=j
a(u
(1)
kj )
~k1jB(u(1)1 )×
× ~Φ(n1−2)2,...,ˆ,...,n1(u
(1)
2 , . . . , û
(1)
j , . . . , u
(1)
n1 )
n1
−→∏
k=2
k 6=j
R
(1)
kj (v
(1)
kj − 2)A¯j(u(1)j )
n1
←−∏
k=j+1
R
(1)
jk (u
(1)
jk )
a(u
(1)
jk )
,
where hats denote the missing terms.
The eigenvalue of the transfer matrix can be written in the following form:
λ(θ) = F0(θ) + λ1(θ) + F¯0(θ),
where
F0(θ) = k
L
0 (θˆ)k
R
0 (θ)a(θ)
2L
n1∏
i=1
a(u
(1)
i − θ)
a(u
(1)
i + θ)
,
F¯0(θ) = k¯
L
0 (θˆ)k¯
R
0 (θ)a(θˆ)
2L
n1∏
i=1
a(u
(1)
i − θˆ)
a(u
(1)
i + θˆ)
,
and
kL0 (θ) = Y
L(θ) +
d(2θˆ)
a(2θˆ)
trYL(θ) +
cN (2θˆ)
a(2θˆ)
Y ∗L(θ),
k¯L0 (θ) = Y
∗L(θ),
kR0 (θ) = Y
R(θ),
k¯R0 (θ) = Y
∗R(θ) +
d(2θˆ)
a(2θˆ)
trYR(θ) +
cN (2θˆ)
a(2θˆ)
Y R(θ).
and the λ1 is the eigenvalue of a new transfer matrix. This is a transfer matrix of the
O(2N − 2) model with shifted rapidities and new reflection matrix:
K(1)L(θ − 1) = YL(θ) − d(2θ)
a(2θ)
Y ∗L(θ),
K(1)R(θ − 1) = YR(θ)− d(2θ)
a(2θ)
Y R(θ).
3.2.2 The first step
The new transfer matrix:
D(1)(θ) = tr0
[
K
(1)L
0 (2N − 3− θ)
n1∏
i=1
R
(1)
0i (θ − u(1)i )K(1)R0 (θ − 1)
1∏
i=n1
R
(1)
i0 (θ + u
(1)
i − 2)
]
,
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where n1 is the number of magnons at the first step of the nesting. A new basis should also
be introduced at this step: {|3〉, |4〉, |5〉, . . . , |2N〉} −→ {|2〉c, |5〉, . . . , |2N〉, |3¯〉c} where
1√
2
(|3〉+ i|4〉) −→ |2〉c,
1√
2
(|3〉 − i|4〉) −→ |2¯〉c.
We have to decompose the K-matrix
K(1) =
Y (1) 0 00 Y(1) 0
0 0 Y ∗(1)
 .
The eigenvalue of this transfer matrix (similar to D) is:
λ1(θ) = F1(θ) + λ2(θ) + F¯1(θ),
where
F1(θ) = k
L
1 (θˆ)k
R
1 (θ)
n1∏
i=1
a(θ − u(1)i )a(θ + u(1)i − 2)
n2∏
i=1
a(u
(2)
i − θ)
a(u
(2)
i + θ − 2)
,
F¯1(θ) = k¯
L
1 (θˆ)k¯
R
1 (θ)
n1∏
i=1
a(θˆ − u(1)i )a(θˆ + u(1)i − 2)
n2∏
i=1
a(u
(2)
i − θˆ)
a(u
(2)
i + θˆ − 2)
,
and
kL1 (θ) = Y
(1)L(θ − 1) + d(2θˆ − 2)
a(2θˆ − 2)
trY(1)L(θ − 1) + cN−1(2θˆ − 2)
a(2θˆ − 2)
Y ∗(1)L(θ − 1),
k¯L1 (θ) = Y
∗(1)L(θ − 1),
kR1 (θ) = Y
(1)R(θ − 1),
k¯R1 (θ) = Y
∗(1)R(θ − 1) + d(2θˆ − 2)
a(2θˆ − 2)
trY(1)R(θ − 1) + cN−1(2θˆ − 2)
a(2θˆ − 2)
Y (1)R(θ − 1).
3.2.3 The kth step
This procedure can be continued until the O(4) model is reached. The K-matrix at the kth
step is:
K(k)L(θ − k) = Y(k−1)L(θ − (k − 1))− d(2θ − 2(k − 1))
a(2θ − 2(k − 1))Y
∗(k−1)L(θ − (k − 1)),
K(k)R(θ − k) = Y(k−1)R(θ − (k − 1))− d(2θ − 2(k − 1))
a(2θ − 2(k − 1))Y
(k−1)R(θ − (k − 1)).
The new basis at the kth step is the following: {|2k + 1〉, |2k + 2〉, |2k + 3〉, . . . , |2N〉} −→
{|k + 1〉c, |2k + 3〉, . . . , |2N〉, |k + 1〉c} where
1√
2
(|2k + 1〉+ i|2k + 2〉) −→ |k + 1〉c,
1√
2
(|2k + 1〉 − i|2k + 2〉) −→ |k + 1〉c.
The components of the K-matrix are
K(k) =
Y (k) 0 00 Y(k) 0
0 0 Y ∗(k)
 .
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D(k)(θ) = tr0
[
K
(k)L
0 (2N − 2− k − θ)
nk∏
i=1
R
(k)
0i (θ − u(k)i )K(k)R0 (θ − k)
1∏
i=nk
R
(k)
i0 (θ + u
(k)
i − 2k)
]
,
λk(θ) = Fk(θ) + λk+1(θ) + F¯k(θ),
where
Fk(θ) = k
L
k (θˆ)k
R
k (θ)
nk∏
i=k
a(θ − u(k)i )a(θ + u(k)i − 2k)
nk+1∏
i=1
a(u
(k+1)
i − θ)
a(u
(k+1)
i + θ − 2k)
,
F¯k(θ) = k¯
L
k (θˆ)k¯
R
k (θ)
nk∏
i=k
a(θˆ − u(k)i )a(θˆ + u(k)i − 2k)
nk+1∏
i=1
a(u
(k+1)
i − θˆ)
a(u
(k+1)
i + θˆ − 2k)
,
and
kLk (θ) = Y
(k)L(θ − k) + d(2θˆ − 2k)
a(2θˆ − 2k) trY
(k)L(θ − k) + cN−k(2θˆ − 2k)
a(2θˆ − 2k) Y
∗(k)L(θ − k),
k¯Lk (θ) = Y
∗(k)L(θ − k),
kRk (θ) = Y
(k)R(θ − k),
k¯Rk (θ) = Y
∗(k)R(θ − k) + d(2θˆ − 2k)
a(2θˆ − 2k) trY
(k)R(θ − k) + cN−k(2θˆ − 2k)
a(2θˆ − 2k) Y
(k)R(θ − k).
where the k < N − 2 and the λN−2 is the eigenvalue of the transfer matrix of the O(4)
model.
3.2.4 The (N − 2)th step
At the last step of the nesting we have an O(4) symmetric model which can be easily solved
if we use the su(2)⊗ su(2) basis. The factorized R-matrix is:
R(N−2)(θ) =
1
a(θ)
[I+ d(θ)P] ⊗ [I+ d(θ)P] = 1
a(θ)
RXXX(θ)⊗RXXX(θ).
For the 4a, 4b and 4c reflections the K-matrices are factorized too
K(N−2)(θ) = K0(θ)
(
K+A (θ) 0
0 K+D(θ)
)
⊗
(
K−A (θ) 0
0 K−D(θ)
)
= K0(θ)K
+(θ)⊗K−(θ).
The transfer matrix can be written in the following form:
D(N−2)(θ) = KL0 (N−θ)KR0 (θ−N+2)
nN−2∏
i=1
1
a(θ − u(N−2)i )
1
a(θ + u
(N−2)
i − 2N + 4)
D+(θ)D−(θ),
where D+ and D− are double row transfer matrices of XXX spin chains:
D±(θ) =
tr0
[
KL,±0 (N − θ)
nk∏
i=1
RXXX0i (θ − u(N−2)i )KR,±0 (θ −N + 2)
1∏
i=nk
RXXXi0 (θ + u
(N−2)
i − 2N + 4)
]
,
The eigenvalue of the O(4) transfer matrix (λN−2):
λN−2(θ) = K
L
0 (N − θ)KR0 (θ−N +2)
nN−2∏
i=1
θ − u(N−2)i
θ − u(N−2)i − 2
θ + u
(N−2)
i − 2N + 4
θ + u
(N−2)
i − 2N + 2
λ+(θ)λ−(θ),
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where
λ±(θ) = k
L,±
A k
R,±
A
nN−2∏
i=1
θ − u(N−2)i − 2
θ − u(N−2)i
θ + u
(N−2)
i − 2N + 2
θ + u
(N−2)
i − 2N + 4
×
×
n±∏
i=1
θ − u(±)i + 2
θ − u(±)i
θ + u
(±)
i − 2N + 4
θ + u
(±)
i − 2N + 2
+
+ kL,±D k
R,±
D
θ −N + 2
θ −N + 1
n±∏
i=1
θ − u(±)i − 2
θ − u(±)i
θ + u
(±)
i − 2N
θ + u
(±)
i − 2N + 2
.
and
kL,±A = K
L,±
A (N − θ) +
d(2θ − 2N + 4)
a(2θ − 2N + 4)K
L,±
D (N − θ),
kR,±A = K
R,±
A (N − θ),
kL,±D = K
L,±
D (θ −N + 2),
kR,±D = K
R,±
D (θ −N + 2)−
d(2θ − 2N + 4)
a(2θ − 2N + 4)K
R,±
A (θ −N + 2).
3.2.5 O(2M)×O(2N − 2M) symmetric boundaries
In this subsection we use the following K-matrix:
K(u) = diag(c(u), . . . , c(u)︸ ︷︷ ︸
2M
, 1, . . . , 1︸ ︷︷ ︸
2N−2M
),
where
c(u) =
N − 2M + u
N − 2M − u.
The K-matrix in the kth nesting step for k < M is the following:
K(k)(u) =
u+ k
u
N − 2M + k − u
N − 2M − k − udiag(ck(u), . . . , ck(u)︸ ︷︷ ︸
2M−2k
, 1, . . . , 1︸ ︷︷ ︸
2N−2M
),
where
ck(u) =
N − 2M + k + u
N − 2M + k − u.
if k ≥M then
K(k)(u) =
u+ k
u
N − k − u
N − 2M − k − udiag(1, . . . , 1︸ ︷︷ ︸
2N−2k
).
The explicit form of the boundary coefficients for k < M are:
kLk (θ) =k¯
R
k (θ) = Y
(k)(θ − k) + d(2θˆ − 2k)
a(2θˆ − 2k)
trY(k)(θ − k) + c(2θˆ − 2k)
a(2θˆ − 2k)
Y (k)(θ) =
=− (θˆ −N + 2)(θˆ +N − 2M)(θˆ − 2N + 2)
(θˆ − k − 1)(θˆ −N + 1)(θˆ −N − 2M + 2) ,
k¯Lk (θ) =k
R
k (θ) = Y
(k)(θ) = − θ(θ +N − 2M)
(θ − k)(θ −N + 2M) ,
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while for k ≥M are
kLk (θ) =k¯
R
k (θ) =
(θˆ −N + 2)(θˆ −N)(θˆ − 2N + 2)
(θˆ − k − 1)(θˆ −N + 1)(θˆ −N − 2M + 2)
,
k¯Lk (θ) =k
R
k (θ) =
θ(θ −N)
(θ − k)(θ −N + 2M) ,
We still need the coefficients of the last step. If M < N − 1
K0(θ) =
θ +N − 2
θ
θ − 2
θ + 2M − 2 ,
K±A (θ) = 1, K
±
D(θ) = 1,
k±A = 1, k
±
D = 1,
k¯±A =
N − θ
N − 1− θ , k¯
±
D =
θ −N + 2
θ −N + 1 ,
and if M = N − 1
K0(θ) =
θ +N − 2
θ + 2N − 4 ,
K±A (θ) = −1, K±D(θ) = 1,
k±A = −1, k±D = 1,
k¯±A = −
θ −N + 2
θ −N + 1 , k¯
±
D =
N − θ
N − 1− θ ,
The BAEs can be easily calculated using the vanishing residue condition:
Res
θ=u
(k)
i
λ(θ) = 0. (3)
It is convenient to redefine the rapidity variables:
v
(k)
i = u
(k)
i − k, where k = 1, . . . , N − 2, v(±)i = u(±)i −N − 1.
The BAEs are the following:
r1(v
(1)
j )
2
(
v
(1)
j − 1
v
(1)
j + 1
)2L∏
k
nk∏
i=1
(i,k) 6=(j,1)
sk1(v
(1)
j − v(k)i )sk1(v(1)j + v(k)i ) = 1
for l = 1 and
rl(v
(l)
j )
2
∏
k
nk∏
i=1
(i,k) 6=(j,l)
skl(v
(l)
j − v(k)i )skl(v(l)j + v(k)i ) = 1
for l = 2, . . . , N − 2,+,− where k = 1, . . . , N − 2,+,−. This result is the same as in a
previous publication [10].
3.2.6 U(N) symmetric boundaries
In this subsection we use the following K-matrix:
K(u) =

c iu
−iu c
. . .
c iu
−iu c
 ,
14
where K(u) is a 2N × 2N dimensional matrix. This matrix in the complex basis looks like
this:
K(c)(u) =
(
(c− u)IN
(c+ u)IN
)
.
In this basis the residual symmetry subgroup U(N) of SO(2N) looks like this:(
g
g¯
)
.
where g¯ is the complex conjugate of g and g is in the defining representation of the U(N)
group.
The K-matrices in the transfer matrix are the following: KR = (KL)T = K (in the
real basis) and consequently Y R = Y ∗L and Y L = Y ∗R. For this choice the following
equations exist in any step of the nesting: K(k)R = (K(k)L)T = K(k), Y (k)R = Y ∗(k)L and
Y (k)L = Y ∗(k)R. At the kth nesting step the K-matrix is the following:
K(k)(u) =
u+ k
u

c− k iu
−iu c− k
. . .
c− k iu
−iu c− k
 ,
where K(k)(u) is a 2N−2k×2N−2k dimensional matrix. The explicit form of the boundary
coefficients:
kLk (θ) =k¯
R
k (θ) =
(c− θˆ)(θˆ −N)(θˆ − 2N + 2)
(θˆ − k − 1)(θˆ −N + 1) ,
k¯Lk (θ) =k
R
k (θ) =
θ(c− θ)
θ − k ,
K0(θ) = −θ + n− 2
θ
,
K−A (θ) = 1 K
+
A (θ) = N − 2− c+ θ,
K−D(θ) = 1 K
+
D(θ) = N − 2− c− θ,
kR,−A = 1 k
R,+
A (θ) = −c+ θ,
kL,−D = 1 k
L,+
D (θ) = 2N − 2− c− θ ,
kL,−A =
N − θ
N − 1− θ k
L,+
A =
N − θ
N − 1− θ (−c+ θ),
kR,−D =
θ −N + 2
θ −N + 1 k
R,+
D =
θ −N + 2
θ −N + 1(2N − 2− c− θ),
Similarly to the previous case the Bethe Ansatz equations can be calculated from (3).
3.2.7 O(2)×O(2N − 2) symmetric boundaries
In this subsection we use the following K-matrix:
K(u) =

(N−2)2−c2−u2
(N−2−u)2−c2 i
2cu
(N−2−u)2−c2
−i 2cu(N−2−u)2−c2 (N−2)
2−c2−u2
(N−2−u)2−c2
1
. . .
1
 ,
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where K(u) is a 2N × 2N dimensional matrix. This matrix in the complex basis looks like
this:
K(c)(u) =

N−2+c+u
N−2+c−u
1
. . .
1
N−2−c+u
N−2−c−u
 .
Now we select the matrices as in the previous case: KR = (KL)T = K. At the kth
nesting step the K-matrix is the following:
K(k)(u) =
u+ k
u
N − k − c− u
N − 2− k − c− udiag(1, . . . , 1︸ ︷︷ ︸
2N−2k
).
where K(k)(u) is 2N − 2k× 2N − 2k dimensional matrix. The explicit form of the boundary
coefficients for k = 0:
kL0 (θ) =k¯
R
0 (θ) = −
(θˆ −N + 2− c)(θˆ +N − 2− c)(θˆ − 2N + 2)(θˆ − n)
(θˆ − 1)(θˆ −N + 1)(θˆ −N + c)(θˆ −N − c)
,
k¯L0 (θ) =k
R
0 (θ) = −
θ +N − 2− c
θ −N + 2 + c ,
and if k > 0:
kLk (θ) =k¯
R
k (θ) =
(θˆ −N + 2− c)(θˆ −N)(θˆ − 2N + 2)
(θˆ − k − 1)(θˆ −N + 1)(θˆ −N − c) ,
k¯Lk (θ) =k
R
k (θ) =
θ(θ −N + c)
(θ − k)(θ −N + 2 + c) ,
and
K0(θ) =
θ +N − 2
θ
θ − 2 + c
θ + c
,
K±A (θ) = 1, K
±
D(θ) = 1,
k±A = 1, k
±
D = 1,
k¯±A =
N − θ
N − 1− θ , k¯
±
D =
θ −N + 2
θ −N + 1 ,
Similarly to the previous case the Bethe Ansatz equations can be calculated from (3).
3.3 Nesting for O(2M + 1)×O(2N − 2M − 1) symmetric boundaries
In this subsection we use the following K-matrix:
K(u) = diag(c(u), . . . , c(u)︸ ︷︷ ︸
2M
, 1, . . . , 1︸ ︷︷ ︸
2N−2M−1
, c(u)),
where
c(u) =
N − 2M − 1 + u
N − 2M − 1− u.
At the kth nesting step if k < M the K-matrix is the following:
K(k)(u) =
u+ k
u
N − 2M − 1 + k − u
N − 2M − 1− k − udiag(ck(u), . . . , ck(u)︸ ︷︷ ︸
2M−2k
, 1, . . . , 1︸ ︷︷ ︸
2N−2M−1
, ck(u)),
where
ck(u) =
N − 2M − 1 + k + u
N − 2M − 1 + k − u.
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if k ≥M than
K(k)(u) =
u+ k
u
N − 1− k − u
N − 2M − 1− k − udiag( 1, . . . , 1︸ ︷︷ ︸
2N−2k−1
,
N − 1− k + u
N − 1− k − u ).
The explicit form of the boundary coefficients for k < M :
kLk (θ) =k¯
R
k (θ) = −
(θˆ −N + 2)(θˆ +N − 2M − 1)(θˆ − 2N + 2)
(θˆ − k − 1)(θˆ −N + 1)(θˆ −N − 2M + 1)
,
k¯Lk (θ) =k
R
k (θ) = −
θ(θ +N − 2M − 1)
(θ − k)(θ −N + 2M + 1) ,
and if k ≥M
kLk (θ) =k¯
R
k (θ) =
(θˆ −N + 2)(θˆ − 2N + 2)
(θˆ − k − 1)(θˆ −N − 2M + 1)
,
k¯Lk (θ) =k
R
k (θ) =
θ(θ −N + 1)
(θ − k)(θ −N + 2M + 1) ,
At the last step of the nesting we have a O(4) symmetric model with the following boundary
condition:
K(N−2)(θ) =
θ +N − 2
θ + 2M − 1diag(
1− θ
θ
,
1− θ
θ
,
1− θ
θ
,
1 + θ
θ
) =
K0(θ)diag(
1− θ
θ
,
1− θ
θ
,
1− θ
θ
,
1 + θ
θ
).
This case differs from the foregoing that the reflection matrix does not factorize in the
SU(2)×SU(2) basis. The solution of this model is derived in the appendix B. The eigenvalue
of this transfer matrix is the following:
λN−2(θ) = K0(N − θ)K0(θ −N + 2)λ′(θ)λ′(2N − 2− θ),
where
λ′(θ) =
nN−2∏
i=1
θ − u(N−2)i − 2
θ − u(N−2)i
θ + u
(N−2)
i − 2N + 2
θ + u
(N−2)
i − 2N + 4
nN−1∏
i=1
θ − u(N−1)i + 2
θ − u(N−1)i
+
nN−1∏
i=1
θ − u(N−1)i − 2
θ − u(N−1)i
.
In this case it is also convenient to redefine the rapidities:
v
(k)
i = u
(k)
i − k, where k = 1, . . . , N − 1,
The BAEs are the following:
r1(v
(1)
j )
2
(
v
(1)
j − 1
v
(1)
j + 1
)2L∏
k
nk∏
i=1
(i,k) 6=(j,1)
sk1(v
(1)
j − v(k)i )sk1(v(1)j + v(k)i ) = 1
for l = 1 and
rl(v
(l)
j )
2
∏
k
nk∏
i=1
(i,k) 6=(j,l)
skl(v
(l)
j − v(k)i )skl(v(l)j + v(k)i ) = 1
for l = 2, . . . , N − 2 and
nN−1∏
i6=j
sN−1,N−1(v
(N−1)
j − v(N−1)i )×
×
nN−2∏
i=1
sN−1,N−2(v
(N−1)
j − v(N−2)i )sN−1,N−2(v(N−1)j + v(N−2)i ) = 1,
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where the αis in the scattering phase are the su(N) simple roots.
αi · αj =

2 −1
−1 2 −1
−1 2
. . .
2 −1
−1 2 −1
−1 2

Only one reflection factor is non-trivial:
rM (u) =
N −M − 1 + u
N −M − 1− u.
4 SU(4) spin chains and the connection between the S-
reflections
Since the SU(4) group locally isomorphic to the SO(6) group, the SU(4) spin chain in the
six dimensional representation is equivalent to the fundamental representation of the SO(6)
spin chain.
For the SU(4) spin chain we have two S-reflections: the SO(4) and the Sp(4) symmetric
reflections. For the SO(6) spin chain there are also two S-reflections: the SO(3)×SO(3) and
the SO(5) symmetric reflections. Because of so(4) ∼= so(3)⊕ so(3) and sp(4) ∼= so(5) we can
see that the 1b and the 1c reflections are equivalent to the 4d reflections for the SU(4) spin
chain.
The defining representation of the R-matrix of the SU(4) spin chain is the following:
Rαβ(u) = Iαβ − 2
u
Pαβ ,
where the Greek indices denote the fundamental representation. This R-matrix has SU(4)
symmetry:
(g ⊗ g)Rαβ(u)
(
g† ⊗ g†) = Rαβ(u),
where g ∈ SU(4). We will need the R-matrix that describes the scattering between the
fundamental and anti-fundamental representations.
Rαβ¯(u) = R
tβ
αβ(4− u),
where Greek indices with overline denote the anti-fundamental representation and tβ means
transposition with respect the β vector space. This R-matrix also has SU(4) symmetry:
(g ⊗ g¯)Rαβ¯(u)
(
g† ⊗ g¯†) = Rαβ¯(u),
where g¯ is the complex conjugate of g. In this section we deal with K-matrices which inter-
twine between the fundamental and anti-fundamental representations. So they transform
under the SU(4) transformation in the following way:
K(u) −→ gK(u)g¯† = gK(u)gt. (4)
The BYBE for these K-matrices is the following:
Rαβ(u1 − u2)(K(u1)⊗ I)Rβα¯(u1 + u2)(I ⊗K(u2)) =
(I⊗K(u2))Rαβ¯(u1 + u2)(K(u1)⊗ I)Rβα(u1 − u2),
where we used the Rα¯β¯ = Rαβ identity. There are two solutions of this equation:
K1(u) = I4, K2(u) =
(
0 I2
−I2 0
)
.
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The first one is the 1b and the second one is the 1c case. From equation (4) we can see that
the residual symmetries are the SO(4) and Sp(4).
We will now construct these K-matrices in the six-dimensional representation. The six
dimensional representation can be projected out from the tensor product of two fundamental
one. We will denote by A the linear transformation which intertwines between the six
dimensional representation and the tensor product of two fundamental representations that
is A : C4 ⊗ C4 → C6. We can get a six dimensional representation G of g using A:
G = A(g ⊗ g)A†. This representation is pseudo-real which means that there is a unitary
matrix C such that G¯ = CGC†. But we know that this representation is not just pseudo-real
but also real. This means that there is certainly a matrix B such that Gr = BGB
† where
G¯r = Gr.
Then the six dimensional representations of the K-matrices can be calculated:
K(6)(u) = BA(I ⊗K(u− 1))Rαβ(2u)(K(u+ 1)⊗ I)PA†C†B†.
This formula can be graphically illustrated in the following figure
PSfrag replacements
u
u+ 1
u− 1
α1
β1
α2
β¯2
β¯3
α¯3
If we do this calculation we get the following results:
K
(6)
1 (u) =

−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 , K
(6)
2 (u) =

2+u
2−u 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 .
We can see these two matrices are the same as the possible K-matrices of the 4d case.
5 Conclusion
In this paper we developed a novel algebraic Bethe Ansatz method for open O(N) spin
chains. The two and three magnon eigenstates were calculated. We have proposed the
n-magnon eigenstate also.
The main result is the determination of Bethe Ansatz equations for O(2N) spin chains
with O(2M + 1) × O(2N − 2M − 1) reflection symmetry. These open spin chains are
interesting because the boundary breaks the rank of symmetry algebra so the number of
Bethe roots is less than in the periodic case. Based on these such models resemble SU(N)
spin chains with non-soliton-preserving reflection. Especially the O(6) models with O(5) or
O(3) × O(3) symmetry are equivalent to the two non-soliton-preserving reflections of the
SU(4) spin chain.
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In the periodic case, the transfer matrix eigenvectors were defined by a complicated
recursion rule. We have seen that the multi-particle creation operator is not analogous to
what was used in a periodic case.
The algebraic BA method developed in this paper can be generalized for the Sp(n) and
Osp(n|2m) symmetric spin chains as in the periodic case.
Acknowledgement
I thank Zoltán Bajnok and László Palla for the useful discussions and for reading the
manuscript. The work was supported by a Lendület and by the NKFIH 116505 Grant.
A Nesting for O(2N+1) model with O(2M)×O(2N−2M+
1) boundary
The calculation which was introduced in subsection 3.2 can be used in the O(2N + 1) case
also. The R-matrix is the following:
R12(u) = I12 − 2
u
P12 − 2
2N − 1− uK12 = I12 + d(u)P12 + eN(u)K12.
We can use the formulas of subsection 3.2 with this new eN (u) and uˆ = 2N−1−u notation.
The only difference is the last step of the nesting which is the k = N − 1.
This DN−1 is a transfer matrix of the O(3) model which can be diagonalized with the
same process which was used in the previous steps of the nesting. At this step we have
three dimensional quantum space. We introduce a new basis: {|2N−1〉, |2N〉, |2N+1〉} −→
{|N〉c, |0〉, |N¯〉c} where
1√
2
(|2N − 1〉+ i|2N〉) −→|N〉c,
1√
2
(|2N − 1〉 − i|2N〉) −→|N¯〉c,
|2N + 1〉 −→|0〉,
In this basis the K-matrix and the monodromy matrix have the following form:
K(N−1) =
Y (N−1) 0 00 Y (N−1)0 0
0 0 Y ∗(N−1)
 , M (N−1) =
A(N−1) B
(N−1)
0 B
(N−1)
C
∗(N−1)
0 A
(N−1)
0 B
∗(N−1)
0
C(N−1) C
(N−1)
0 A
∗(N−1)
 ,
The calculation of section 3.2 can be done in an analogous way, the difference is that Y,
A and Bt are replaced by Y
(N−1)
0 , A
(N−1)
0 and B
(N−1)
0 . For example, the commutation
relations of As and B0 are
A(N−1)(θ)B
(N−1)
0 (u) =
a(u− θ)
a(u+ θ − 2N + 2)B
(N−1)
0 (u)A
(N−1)(θ) + . . . ,
A¯
(N−1)
0 (θ)B
(N−1)
0 (u) = B
(N−1)
0 (u)A¯
(N−1)
0 (θ)R
(N)(θ + u− 2N)R(N)(θ − u) + . . . ,
A¯(N−1)(θ)B
(N−1)
0 (u) =
a(u− θˆ)
a(u+ θˆ − 2N + 2)
B
(N−1)
0 (u)A¯
(N−1)(θ) + . . . ,
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where R(N)(u) = 1 + d(u) + e0(u). The action of the As on the pseudo-vacuum is:
A
(N−1)
N (θ)|N〉⊗nN−1c = kRN (θ)
nN−1∏
i=1
a(θ − u(N−1)i )a(θ + u(N−1)i )|N〉⊗nN−1c ,
A
(N−1)
0 (θ)|N〉⊗nN−1c =
[
Y
(N−1)R
0 (θ −N + 1)−
d(2θ − 2N + 2)
a(2θ − 2N + 2)Y
(N−1)R(θ −N + 1)
]
|N〉⊗nN−1c ,
A
(N−1)
N¯
(θ)|N〉⊗nN−1c = k¯RN (θ)
nN−1∏
i=1
a(θˆ − u(N−1)i )a(θˆ + u(N−1)i )|N〉⊗nN−1c .
The eigenvalue of D(N−1)(θ) can be written in the following form:
λN−1(θ) = FN−1(θ) + λN (θ) + F¯N−1(θ),
where
λN (θ) = k
L
N (θˆ)k
R
N (θ)
nN∏
i=1
θ − u(N)i + 2
θ − u(N)i
θ + u
(N)
i − 2N + 2
θ + u
(N)
i − 2N
θ − u(N)i − 1
θ − u(N)i + 1
θ + u
(N)
i − 2N − 1
θ + u
(N)
i − 2N + 1
,
where
kLN (θ) = Y
(N−1)L
0 (θ −N + 1)−
d(2θ − 2N + 2)
a(2θ − 2N + 2)Y
∗(N−1)L(θ −N + 1),
kRN (θ) = Y
(N−1)R
0 (θ −N + 1)−
d(2θ − 2N + 2)
a(2θ − 2N + 2)Y
(N−1)R(θ −N + 1).
A.1 O(2M)×O(2N − 2M + 1) symmetric boundaries
In this subsection we use the following K-matrix:
K(u) = diag(c(u), . . . , c(u)︸ ︷︷ ︸
2M
, 1, . . . , 1︸ ︷︷ ︸
2N−2M+1
),
where
c(u) =
N + 1/2− 2M + u
N + 1/2− 2M − u.
At the kth nesting step for k < M the K-matrix is the following:
K(k)(u) =
u+ k
u
N + 1/2− 2M + k − u
N + 1/2− 2M − k − udiag(ck(u), . . . , ck(u)︸ ︷︷ ︸
2M−2k
, 1, . . . , 1︸ ︷︷ ︸
2N−2M+1
),
where
ck(u) =
N + 1/2− 2M + k + u
N + 1/2− 2M + k − u.
if k ≥M then
K(k)(u) =
u+ k
u
N + 1/2− k − u
N + 1/2− 2M − k − udiag( 1, . . . , 1︸ ︷︷ ︸
2N−2k+1
).
The explicit form of the boundary coefficients for k < M :
kLk (θ) =k¯
R
k (θ) = −
(θˆ −N + 3/2)(θˆ +N + 1/2− 2M)(θˆ − 2N + 1)
(θˆ − k − 1)(θˆ −N + 1/2)(θˆ −N − 2M + 3/2)
,
k¯Lk (θ) =k
R
k (θ) = −
θ(θ +N + 1/2− 2M)
(θ − k)(θ −N − 1/2 + 2M) ,
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and for k ≥M
kLk (θ) =k¯
R
k (θ) =
(θˆ −N + 3/2)(θˆ −N − 1/2)(θˆ − 2N + 1)
(θˆ − k − 1)(θˆ −N + 1/2)(θˆ −N − 2M + 3/2) ,
k¯Lk (θ) =k
R
k (θ) =
θ(θ −N − 1/2)
(θ − k)(θ −N − 1/2 + 2M) ,
We still need the the boundary coefficients of λN . For M < N − 1
kLN (θ) = k
R
N (θ) =
θ(θ −N − 1/2)
(θ −N)(θ −N − 1/2 + 2M)
and for M = N
kLN (θ) = k
R
N (θ) =
θ(θ −N − 1/2)
(θ −N)(θ +N − 1/2)
It is convenient to redefine the rapidity variables:
v
(k)
i = u
(k)
i − k, where k = 1, . . . , N,
The BAEs are the following:
r1(v
(1)
j )
2
(
v
(1)
j − 1
v
(1)
j + 1
)2L∏
k
nk∏
i=1
(i,k) 6=(j,1)
sk1(v
(1)
j − v(k)i )sk1(v(1)j + v(k)i ) = 1
for l = 1 and
rl(v
(l)
j )
2
∏
k
nk∏
i=1
(i,k) 6=(j,l)
skl(v
(l)
j − v(k)i )skl(v(l)j + v(k)i ) = 1
for l = 2, . . . , N . where the αis in the scattering phase are the BN simple roots.
αi · αj =

2 −1
−1 2 −1
−1 2
. . .
2 −1
−1 2 −1
−1 1

Only one reflection factor is non-trivial:
rM (u) =
N −M + 12 + u
N −M + 12 − u
.
PSfrag replacements
0
1 2 M N − 1 N
A.2 O(2)×O(2N − 2M − 1) symmetric boundaries
In this subsection we use the following K-matrix:
K(u) =

(N−3/2)2−c2−u2
(N−3/2−u)2−c2 i
2cu
(N−2−u)2−c2
−i 2cu(N−2−u)2−c2 (N−3/2)
2−c2−u2
(N−3/2−u)2−c2
1
. . .
1
 ,
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where K(u) is 2N + 1 × 2N + 1 dimensional matrix. Now we select the matrices as in the
previous case: KR = (KL)T = K. At the kth nesting step the K-matrix is the following:
K(k)(u) =
u+ k
u
N + 1/2− k − c− u
N − 3/2− k − c− udiag( 1, . . . , 1︸ ︷︷ ︸
2N−2k+1
).
The explicit form of the boundary coefficients for k = 0:
kL0 (θ) =k¯
R
0 (θ) = −
(θˆ −N + 3/2− c)(θˆ +N − 3/2− c)(θˆ − 2N + 1)(θˆ − n− 1/2)
(θˆ − 1)(θˆ −N + 1/2)(θˆ−N + c− 1/2)(θˆ −N − c− 1/2) ,
k¯L0 (θ) =k
R
0 (θ) = −
θ +N − 3/2− c
θ −N + 3/2 + c ,
and for k > 0:
kLk (θ) =k¯
R
k (θ) =
(θˆ −N + 3/2− c)(θˆ −N − 1/2)(θˆ − 2N + 1)
(θˆ − k − 1)(θˆ −N + 1/2)(θˆ −N − c− 1/2) ,
k¯Lk (θ) =k
R
k (θ) =
θ(θ −N − 1/2 + c)
(θ − k)(θ −N + 3/2 + c) ,
and
kLN (θ) = k
R
N (θ) =
θ(θ −N − 1/2)
(θ −N)(θ −N − 1/2 + 2M)
The Bethe Ansatz equations are the same as which were at the previous case but the only
not-trivial reflection is
r1(u) =
N − 1/2− c− u
N − 1/2− c+ u.
B O(4) model with SUD(2) symmetry
The O(4) R-matrix is the following:
Rab(u) = Iab − 2
u
Pab − 2
2− uKab, K(u) = diag(
1− u
u
,
1− u
u
,
1− u
u
,
1 + u
u
).
We can diagonalize the transfer matrix if we use the local isomorphismO(4) ∼= SU(2)×SU(2).
The O(4) R-matrix is factorized in the following form:
R(θ) =
θ
θ − 2r(θ) ⊗ r(θ),
where r(θ) is the SU(2) R-matrix:
r(θ) = I− 2
θ
P,
where P is the permutation operator. The reflection matrix in the SU(2)× SU(2) basis:
K(θ) = r(2θ)P.
We can see that this reflection has SUD(2) symmetry which is the diagonal subgroup of
SU(2)× SU(2).
The O(4) double row monodromy matrix can be written in the following form:
D(θ) =
trα,α˙
[
rα,α˙(4− 2θ)Pαα˙
n∏
k=1
[
rαk(θ − θk)rα˙k˙(θ − θk)
]
rα,α˙(2θ)Pαα˙
1∏
k=n
[
rα˙k˙(θ + θk)rαk(θ + θk)
]]
23
where
D0(θ) =
n∏
k=1
θ − θk
θ − θk − 2
θ + θk
θ + θk − 2 .
If we use the cyclicality of the trace we get the following:
D(θ) =
D0(θ)trα,α˙
[
rα,α˙(4− 2θ)
n∏
k=1
[
rαk(θ − θk)rα˙k˙(θ − θk)
]
rα,α˙(2θ)
1∏
k=n
[
rαk˙(θ + θk)rα˙k(θ + θk)
]]
,
Using the Yang-Baxter equation we get the following:
D(θ) =
D0(θ)trα,α˙
[
rα,α˙(4− 2θ)
n∏
k=1
[
rαk(θ − θk)rαk˙(θ + θk)
]
rα,α˙(2θ)
1∏
k=n
[
rα˙k˙(θ − θk)rα˙k(θ + θk)
]]
We can introduce new notations.
Tα(θ) =
n∏
k=1
[
rαk(θ − θk)rαk˙(θ + θk)
]
, T̂α˙(θ) =
1∏
k=n
[
rα˙k˙(θ − θk)rα˙k(θ + θk)
]
.
D(θ) = D0(θ)trα,α˙
[
rα,α˙(4− 2θ)Tα(θ)rα,α˙(2θ)T̂α˙(θ)
]
Using the explicit expression of r we get the following equation:
D(θ) = D0(θ)τ(θ)τ̂ (θ),
where
τ(θ) = trα [Tα(θ)] , τ̂(θ) = trα˙
[
T̂α˙(θ)
]
.
If we use the crossing property of r(u)
rα,α˙(u) =
u− 2
u
((
0 −i
i 0
)
⊗
(
1 0
0 1
))
rtαα,α˙(2− u)
((
0 −i
i 0
)
⊗
(
1 0
0 1
))
we can show the following identity:
n∏
k=1
θ − θk
θ − θk − 2
θ + θk
θ + θk − 2 τ̂ (θ) = τ(2 − θ).
Thus
D(θ) = τ(θ)τ(2 − θ),
Here τ is an one row transfer matrix so the τs commute at different rapidities that is we
have to diagonalize only τ(θ) and this is equivalent to the periodic XXX spin-chain problem.
The eigenvalue of τ(θ) is:
λ(θ) =
n∏
i=1
θ − θi − 2
θ − θi
θ + θi − 2
θ + θi
m∏
i=1
θ − ui + 2
θ − ui +
m∏
i=1
θ − ui − 2
θ − ui ,
where
n∏
i=1
uj − θi − 2
uj − θi
uj + θi − 2
uj + θi
= −
m∏
i=1
uj − ui − 2
uj − ui + 2 .
The eigenvalue of D(θ) is the following:
Λ(θ) = λ(θ)λ(2 − θ).
24
C βγ type commutation relations
To find the effect of the A, A and A∗ operators on the pseudo-vacuum, we need the commu-
tation relation of γ∗(u)βˆ
t
(u), γ(u)βˆ(u) and γt
1
(u)βˆ
∗
2
(u). For these we will use the following
equation:
T1(u)R12(2u)Tˆ2(u) = Tˆ2(u)R12(2u)T1(u). (5)
We will start with the γ(u)∗βˆ
t
(u) commutation relation. We will need two equations of (5).
a(2u)γ∗
1
βˆ
t
2
= βˆ
t
2
X12(2u)γ
∗
1
+ d(2u)(αˆα+ βˆγ))kt212 − d(2u)α1kt212αˆ2 − cN (2u)β∗1γˆ
t
2
, (6)
a(2u)ααˆ = a(2u)αˆα+ cN(2u)βˆγ + d(2u)βˆ
t
γ∗ − d(2u)βtγˆ∗ − cN (2u)βγ. (7)
We focus only on those terms that do not annihilate the pseudo-vacuum. The commutation
relation is:
γ∗βˆ
t
=
d(2u)
a(2u)
ααˆ − d(2u)
a(2u)
ααˆ+ . . . (8)
Let’s continue with the γ(u)βˆ(u) and γt
1
(u)βˆ
∗
2
(u) commutation relation. We will use four
equations from eq. (5).
a(2u)γβˆ = −d(2u)γtβˆ∗ − c(2u)(α∗αˆ∗ − αˆα) + d(2u)βˆtγ∗ + a(2u)βˆγ, (9)
γt
1
X12(2u)βˆ
∗
2
= −d(2u)(γβˆkt112 + α∗αˆ∗kt112 − αˆ2kt112α1) + cN (2u)γˆ∗2β
t
1
+ a(2u)βˆ
∗
2
γt
1
, (10)
d(2u)αˆ2k
t1
12α1 = −a(2u)γˆ∗2β
t
1
− cN (2u)βˆ
∗
2
γt
1
+ βt
1
X12(2u)γˆ
∗
2
+ d(2u)(ααˆ + βγˆ)kt112, (11)
αˆ2X12(2u)α1 = −d(2u)(γˆ∗2k
t2
12β
t
1
+ βˆ
∗
2
kt212γ
t
1
) + d(2u)(γ∗
1
kt112βˆ
t
2
+ β∗
1
kt112γˆ
t
2
) +α1X12(2u)αˆ2.
(12)
The products αˆ2α1 and γˆ
∗βt can be expressed from the (11), (12) and (8) equations:
αˆ2R
(1)
12 (2u− 2)α1 = α1R(1)12 (2u− 2)αˆ2 + . . . (13)
αˆ1α1 =
1
f(2u)
tr2
(
α2R
(1)
12 (2u− 2)P12αˆ2
)
+ . . . (14)
γˆ∗
1
βt
1
= − 1
f(2u)
d(2u)
a(2u)
tr2
(
α2R
(1)
12 (2u− 2)P12αˆ2
)
+
d(2u)
a(2u)
ααˆI1 + . . . (15)
where
f(2u) = 1 + (2N − 2)d(2u)
a(2u)
+ eN (2u) = 1 + (2N − 2)d(2u− 2) + eN−1(2u− 2).
From (9), (10), (14), (15) we can get the expression of γ(u)βˆ(u) and γt(u)βˆ
∗
(u).
γβˆ =
cN(2u)
a(2u)
ααˆ+
d(2uˆ)
a(2uˆ)
d(2u)
a(2u)
tr (ααˆ) +
cN (2uˆ)
a(2uˆ)
α∗αˆ∗ + . . .
γt
1
βˆ∗2 =
d(2uˆ)
a(2uˆ)
[
α∗αˆ∗ − tr (α3k13kt2t323 αˆ3)]+ . . .
D Commutation relations of As with B
To calculate the commutation relations we will use the following equation:
R12(u− v)M1(u)R21(u+ v)M2(v) = M2(v)R12(u+ v)M1(u)R21(u− v). (16)
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One of the above equations is the following:
Bt(u)A(θ)a(u − θ) +B(u)C∗t(θ)a(u − θ)cN (u + θ) =
A(θ)Bt(u)a(u + θ) +Bt(θ)A(u)d(u + θ) +B(θ)Ct(u)cN (u + θ)+
+Bt(θ)A(u)d(u − θ) +B(θ)C∗t(u)eN (u+ θ)d(u − θ). (17)
We can see that this is the commutation relation ABt:
A(θ)Bt(u) =
a(u− θ)
a(u+ θ)
Bt(u)A(θ) − d(u− θ)
a(2u)
Bt(u)A(θ) − d(u+ θ)
a(u+ θ)
Bt(u)A¯(θ) + . . . (18)
where . . . denotes the BCt type ”easy unwanted” terms.
To calculate the commutation relation ABt we will need two equations of (16):
A1(θ)B
t
2(u) +B
∗
1(θ)k
t1t2
12 A2eN (θ + u) + I1A(θ)B
t
2(u)d(θ − u)d(θ + u)+
+ kt212B1(θ)X12(θ + u)A2(u)d(θ − u) + I1B(θ)Ct2(u)d(θ − u)d(θ + u) =
Bt2(u)X12(θ + u)A1(θ)X12(θ − u) +A(u)kt212Bt1(θ)X12(θ − u)d(θ + u)+
+B(u)kt212C
t
1(θ)X12(θ − u)d(θ + u) +B(u)C∗1(θ)kt1t212 eN(θ − u)+
+ B1(u)A(θ)k
t1t2
12 eN (θ − u)eN(θ + u)+
+ (A(u)B∗1(θ) +B1(u)A
∗(θ)eN (θ + u))k
t1t2
12 eN (θ − u) (19)
and
B∗1(θ)A(u)bN (θ + u) +B1(θ)A(u)d(θ − u)eN(θ + u) +B(θ)C∗1(u)d(θ − u) =
Bt2(u)X12(θ + u)A1(θ)k12eN (θ − u) +A(u)B1(θ)eN (θ − u)d(θ + u)+
+B(u)C1(θ)eN (θ − u)d(θ + u) +B(u)C∗1(θ)cN (θ − u)+
+B1(u)A(θ)cN (θ − u)eN(θ + u)+
+ (A(u)B∗1(θ) +B1(u)A
∗(θ)eN (θ + u))bN (θ − u). (20)
From (17), (19) and (20) we can express AabBc.
A1(θ)B
t
2(u) = B
t
2(u)R
(1)
12 (θ + u− 2)A1(θ)R(1)12 (θ − u)+
+B1(u)A(θ)k
t1t2
12 e(θ + u)
(
eN (θ − u)− cN (θ − u)eN (θ − u)
bN(θ − u)
)
−
− kt212Bt1(u)A(θ)R(1)12 (θ − u)d(θ − u)
d(θ + u)
a(θ + u)
− I1Bt2(u)A(θ)δabd(θ − u)a(u− θ)
d(θ + u)
a(θ + u)
−
−B∗1(θ)kt1t212 A2eN (θ + u) +B∗1(θ)A(u)kt1t212 bN(θ + u)
eN (θ − u)
bN(θ − u)−
− kt212B1(θ)R(1)12 (θ + u− 2)A2(u)d(θ − u) + I1Bt2(θ)A2(u)d(θ − u)
d(θ + u)
a(θ + u)
+
+B1(θ)A(u)k
t1t2
12 d(θ − u)eN(θ + u)
eN (θ − u)
bN(θ − u)I1B
t
2(θ)A(u)d(θ + u)
d(θ − u)
a(θ + u)
+
+ kt212B
t
1(θ)A(u)R
(1)
12 (θ − u)d(θ + u)
a(θ − u)
a(θ + u)
+ . . . (21)
where . . . denotes the ”easy unwanted” terms. We can cancel the B(u)A(θ) type ”wanted”
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term if we use definition (1):
A¯1(θ)B
t
2(u) = B
t
2(u)R
(1)
12 (θ + u− 2)A¯1(θ)R(1)12 (θ − u)−
−B∗1(θ)kt1t212 A¯2eN (θ + u) +B∗1(θ)A(u)kt1t212
1
a(2u)
eN (θ − u)
bN(θ − u)−
− kt212B1(θ)R(1)12 (θ + u− 2)A¯2(u)d(θ − u) + I1Bt2(θ)A¯2(u)
d(2θ)
a(2θ)
d(θ + u)
a(θ + u)
+
+B1(θ)A(u)k
t1t2
12
d(θ + u)
a(θ + u)
eN (θ − u)
a(2u)
+ I1B
t
2(θ)A(u)
1
a(2u)
d(2θ)
a(2θ)
d(θ + u)
a(θ + u)
+
+ kt212B
t
1(θ)A(u)
1
a(2u)
d(θ + u)
a(θ + u)
+ . . . (22)
Finally, let’s look at the third commutation relation. We will need one more equation
from (16).
A∗(θ)Bt(u)bN (θ − u)bN(θ + u) + trA(θ)Bt(u)eN(θ − u)eN (θ + u)+
+B∗t(θ)A(u)eN (θ − u) +B(θ)Ct(u)cN (θ − u)a(θ + u)+
+Bt(θ)A(u)cN (θ − u)d(θ + u) +A(θ)Bt(u)cN (θ − u)cN(θ + u) =
Bt(u)A∗(θ) +A(u)B∗t(θ)eN (θ + u) +B(u)C
t(θ)d(θ − u)a(θ + u)+
+Bt(u)A(θ)d(θ − u)d(θ + u) +A(u)Bt(θ)d(θ − u)c(θ + u). (23)
If we use (17), (20), (22), (23) and definitions (1), (2) we get:
A¯∗(θ)Bt(u) =
a(u− θˆ)
a(u+ θˆ)
Bt(u)A¯∗ + . . .
where . . . denote all of the ”unwanted” terms.
E Two-particle states
The two particle state is the following:
|Ψ(u1, u2)〉2−particle = ~Φ(2)12 (u1, u2)F12(u1, u2)|1〉⊗Lc ,
where F12(u1, u2) an eigenvector of the D(1)12 (θ) with u1 and u2 rapidities and
~Φ
(2)
12 (u1, u2) =
~B1(u1) ~B2(u2)− bN (v12)eN (u12)
bN(u12)
~k12B(u1)A(u2) + eN (v12)~k12B(u1)A2(u2),
or with A¯ operator:
~Φ
(2)
12 (u1, u2) =
~B1(u1) ~B2(u2)− 1
a(2u2)
eN (u12)
bN (u12)
~k12B(u1)A(u2) + eN(v12)~k12B(u1)A¯2(u2).
This transfer matrix has the following symmetry:
D
(1)
21 (θ, u2, u1) =
1
a(u12)a(u21)
R
(1)
12 (u21)D
(1)
12 (θ, u1, u2)R
(1)
12 (u12).
It follows that
F21(u2, u1) ∼
1
a(u21)
R
(1)
12 (u21)F12(u1, u2)
If we want |Ψ(u1, u2)〉2−particle to be symmetric in the u1 and u2 variable, then the following
condition is required for ~Φ
(2)
12 (u1, u2):
~Φ
(2)
21 (u2, u1) =
1
a(u21)
~Φ12(u1, u2)R
(1)
12 (u21). (24)
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At this section we will prove that this condition is fulfilled.
We need two equations of (16).
B(u2)A(u1)a(u21)bN (v12) =(
~B1(u1) ~B2(u2) + ~k12B(u1)A2(u2)eN (v12)
)
k12eN(u21)+
+
(
A(u1)B(u2)a(v12) +B(u1)A
∗(u2)cN (v12) +B(u1)A(u2)bN (v12)
cN (u21)
bN (u21)
)
bN (u21),
(25)
and(
~B2(u2) ~B1(u1) + ~k12B(u2)A1(u1)eN (v12)
)
a(u21) =(
~B1(u1) ~B2(u2) + ~k12B(u1)A2(u2)eN (v12)
)
R12(u21)+
+
(
A(u1)B(u2)a(v12) +B(u1)A
∗(u2)cN (v12) +B(u1)A(u2)bN (v12)
)
~k12eN(u21), (26)
Using equation (25) and (26) then we get the equation (24).
F Three-particle states
The tree-particle state is the following:
|Ψ(u1, u2, u3)〉3−particle = ~Φ(3)123(u1, u2)F123(u1, u2, u3)|1〉⊗Lc ,
where
~Φ
(3)
123(u1, u2, u3) =
~B1(u1)~Φ
(2)
23 (u2, u3)−
−a(u32)
a(v32)
1
a(2u2)
eN(u12)
bN(u12)
~k12B(u1)~Φ
(1)
3 (u3)A(u2)−
− 1
a(v32)
1
a(2u3)
eN(u13)
bN(u13)
~k13B(u1)~Φ
(1)
2 (u2)A(u3)R
(1)
23 (u23)+
+eN (v12)~k12B(u1)~Φ
(1)
3 (u3)R
(1)
32 (v32 − 2)A¯2(u2)R(1)23 (u23)+
+a(u32)eN (v13)~k13B(u1)~Φ
(1)
2 (u2)R
(1)
23 (v23 − 2)A¯3(u3).
This eigenvector has to have the following symmetries:
~Φ
(3)
213(u2, u1, u3)|1〉⊗Lc =
1
a(u21)
~Φ
(3)
123(u1, u2, u3)R
(1)
12 (u21)|1〉⊗Lc , (27)
~Φ
(3)
132(u1, u3, u2)|1〉⊗Lc =
1
a(u32)
~Φ
(3)
123(u1, u2, u3)R
(1)
23 (u32)|1〉⊗Lc . (28)
At this section we will prove that this condition is fulfilled.
Equation (28) follows from (24). To prove equation (27) we have to use (18) and (22)
commutation relations to change the order of the rapidities to u1, u2, u3 for each term. The
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result is the following:
~Φ
(3)
123(u1, u2, u3)|1〉⊗Lc =
{
~B1(u1)~Φ
(2)
23 (u2, u3)−
− 1
a(2u2)
eN (u12)
bN(u12)
~k12B(u1)A(u2) ~B3(u3)+
+eN(v12)~k12B(u1)A¯2(u2) ~B3(u3)−
−eN(v12)
a(2u3)
eN (u23)
bN(u23)
~k23B(u1) ~B
∗
1(u2)A(u3)+
+eN(v12)eN (v23)~k23B(u1) ~B
∗
1(u2)A¯3(u3)−
−bN(v12)
a(2u3)
eN (u13)
bN(u13)
[
eN (u23)
bN(u23)
~k23B(u1) ~B1(u2)A(u3)+
+~k13B(u1) ~B2(u2)A(u3)+
+
eN (u12)
bN(u12)
~k12B(u1) ~B3(u2)A(u3)
]
+
+a(u32)eN (v13)
[
eN (v23)~k23B(u1) ~B1(u2)A¯3(u3)+
+~k13B(u1) ~B2(u2)A¯3(u3)+
+
d(v23)
a(v23)
~k12B(u1) ~B3(u2)A¯3(u3)
]}
|1〉⊗Lc
(29)
We need two equations of (16).
a(u21)
(
~B(u2)B(u1) + eN (v12)B(u2) ~B
∗(u1)
)
=
d(u21)
(
~B(u1)B(u2) + eN (v12)B(u1) ~B
∗(u2)
)
+ bN (v12)B(u1) ~B(u2), (30)
and
a(u21)bN (v12)B(u2) ~B(u1) =
d(u21)bN (v12)B(u1) ~B(u2) +
(
~B(u1)B(u2) + eN (v12)B(u1) ~B
∗(u2)
)
. (31)
If we use equations (30), (31), (24) and (29) then we can derive equation (27).
We can generalize the formula from 3-particle states to n-particle states:
~Φ
(n)
1...n(u1, . . . , un) =
~B1(u1)~Φ
(n−1)
2...n (u2, . . . , un)−
−
n∑
j=2
1
a(2uj)
eN(u1j)
bN(u1j)
 n∏
k=2,k 6=j
a(ukj)
a(vkj)
~k1jB(u1)×
× ~Φ(n−2)2,...,ˆ,...,n(u2, . . . , ûj , . . . , un)A(uj)
j−1
−→∏
k=2
R
(1)
kj (ukj)
a(ukj)
+
+
n∑
j=2
eN (v1j)
 n∏
k=2,k 6=j
a(ukj)
~k1jB(u1)×
× ~Φ(n−2)2,...,ˆ,...,n(u2, . . . , ûj , . . . , un)
n
−→∏
k=2,k 6=j
R
(1)
kj (vkj − 2)A¯j(uj)
n
←−∏
k=j+1
R
(1)
jk (ujk)
a(ujk)
,
(32)
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v1,2/i v3,4/i
0.15505 ± 0.500072i 1.40879 ± 0.596627i
0.16835 ± 0.500319i 0.790932 ± 0.476179i
0.336147 ± 0.499739i 1.38729 ± 0.597299i
Table 1: L = 5, O(3) symmetric boundary
v1,2/i v3/i v4/i
0.651897 ± 0.529008i 0.503048i 1.50742i
Table 2: L = 4, O(2) symmetric boundary
v1/i v2/i v3/i v4/i
0.581077 0.500009i 1.50001i 2.55144i
1.45725 0.500003i 1.500003i 2.53386i
0.499999839i 1.499999841i 2.50153i 3.78771i
Table 3: L = 5, O(2) symmetric boundary
where hats denote the missing terms. It is easy to show that the above state fulfills the
following conditions for j > 1:
~Φ
(n)
1,...,j+1,j,...(u1 . . . , uj+1, uj, . . . )|1〉⊗Lc =
1
a(uj+1 − uj)
~Φ
(n)
1,...,j,j+1,...(u1, . . . , uj, uj+1, . . . )R
(1)
j,j+1(uj+1 − uj)|1〉⊗Lc .
However the remaining condition (j = 1) is not proved so the formula (32) for the n-particle
eigenstate is just a conjecture for n > 3. That is why n = 4 magnon states were checked
numerically in the O(3) model.
The table 1 contains some 4 magnon solutions of the Bethe Ansatz equation at the O(3)
symmetric boundary case when L = 5. The tables 2 and 3 show 4 magnon states for L = 4
and L = 5 chains at the O(2) symmetric boundary case where the reflection matrix is
K(u) =

1/2−u
1/2+u 0 0
0 1/2−u1/2+u 0
0 0 1
 .
We can check numerically that using the formula (32) with these rapidities we get eigenvec-
tors of the transfer matrix.
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