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Abstract
Thiswork presents a tertiary control formicrogrids considering renewable energy sources
and energy storage devices. The proposed model considers the operation in 24h includ-
ing capacity and grid-code limitations. The optimization problem under consideration
is non-convex, therefore, themodel is approximated to a convex representation, by using
a linear formulation of the optimal power flow equations via Wirtinger’s calculus.
As for the mathematical methodology, the use of convex optimization andWirtinger
calculus guarantee uniqueness of the solution, global optimality and convergence of the
algorithms. These characteristics are key for applications in automation processes such
as the tertiary control which requires real-time operation. The model is implemented
in a low cost small single-board computer (Raspberry-pi) programmed in Python. Nu-
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Nomenclature
I3 Identity matrix of size 3 × 3
!nom Rated wind speed of wind turbins
) Conventional derivative
s Productivity coefficient of solar units
)̂ Wirtinger’s derivative
D(t) Deficit of power
E(t) Energy in the battery
I Branch currents
I Nodal currents
Pcharge Losses in the energy storage during charging
Pdischarge Losses in the energy storage during discharging
PL Power losses of the system
PB+ Power in the battery during charging
PB− Power in the battery during discharging
PPV Upper bound of active power supplied by solar units
PW T Upper bound of active power supplied by wind turbines
V Nodal voltages
vnom Nominal voltage of the system
Y Three-phase admittance matrix
Convex-TC Convex tertiary control
DERs Distributed energy resources
NC-TC Non-convex tertiary control





Modern power distribution grids present a massive integration of distributed resources
such as renewable energy sources and energy storage devices. These new elements can
be grouped to form a microgrid (Lopes et al., 2013). A microgrid requires an optimiza-
tion stage that allows to minimize losses and improve efficiency, which are two key
aspects in modern intelligent distribution systems. This stage of optimization is associ-
ated with the tertiary control and its mathematical structure is usually known as optimal
power flow (OPF). However, additional conditions are required on the OPF model in
order to achieve a comprehensive tertiary control: Global optimality and convergence.
Convex optimization models fulfil these conditions, although unfortunately, the OPF is
non-convex. Therefore, suitable approximations are required.
An OPF tailored for tertiary control in microgrids, requires to consider unbalanced
operation and the effect of energy storage devices as well as the grid code limitations (for
example, maximum and minimum limits on the voltages). In addition, non-convex con-
strains require to be linearized in order to obtain a convex model, considering a trade off
between precision and simplicity. These linearizations are usually based on real domain
despite being a problem on the complex domain. This is because the power flow equa-
tions do not satisfy the Cauchy-Riemann conditions (i.e the functions are non-analytic
in a complex domain). In this context, a non-standard calculus named after Wirtinger’s
calculus provides an efficient alternative for calculating linear approximations that can
be easily implemented in modern script-based languages such as Matlab or Python. To
the best of the author knowledge, this type of approximation has not been proposed
before.
An aspect that is usually ignored in the OPF literature for tertiary control is its
practical implementation. Unlike power systems, microgrids are controlled by small
single-board computers that act as agregators or generation-load controllers. These
devices have low performance and hence the algorithms must be designed considering
these features. The cost and feasibility of the microgrid control technology is highly
related to these aspects, since it is not realistic to have a high performance computers
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for this application.
1.2 State of the art
Amicrogrid is a low-voltage system that consists of renewable energy sources and stor-
age devices, that can operate both in connected mode or in island mode, which has led
to multiple studies regarding the tertiary control algorithms and optimal power flow
(OPF) models, applied to these two operation modes. Tertiary control is the highest
and slowest control in the hierarchical control of a microgrid. It defines the optimal
point of operation of active and reactive power for the converters of each distributed
generator, and how much energy the microgrid is willing to trade with the main grid
to satisfy the power balance between the load and power generation (Yamashita et al.,
2020).
Related studies regarding the operation of microgrids focused on the economic dis-
patch of the renewable energy sources were presented in (Henao-Muñoz et al., 2017)
and (Li et al., 2018). In (Henao-Muñoz et al., 2017) the problem was presented as a
case of optimization of an isolated microgrid through mixed integer linear program-
ming (MILP), minimizing the operation cost, mainly in photovoltaic generators; the al-
gorithm performed an optimal dispatch of energy from all distributed generation units
using reduced linear models and operational restrictions for each unit, together with a
cost function and historical information on weather and demand conditions. On the
other hand, in (Li et al., 2018) a business model was proposed to operate the microgrid,
including critical loads and generators of multiple owners different from conventional
modeling where the renewable energy sources belong to the same owner.
Photovoltaic and wind generation can have considerable forecast errors due to un-
certainties of solar irradiance and wind speed; Additionally, demand forecast errors can
also affect the operation decision making tasks. For this type of problem, solutions such
as those presented in (Byung Ha Lee and Jin Ah Yang, 2015) and (Mohagheghi et al.,
2016) have been proposed, where is used the Monte Carlo method to consider the un-
certainties of generation and demand, where a degree of uncertainty of generation and
demand was presented in the solution obtained, using predicted generation and demand
duration curves when the methodology reaches a stochastic solution; a methodology
was presented in which available predictions are updated in an optimal and fast way in
order to obtain an optimal operation of the system with loss reduction, implemented in
real time.
Metaheuristic algorithms have been applied to tertiary control problems; however,
they are not suitable for real-time operations problems and could require a high number
of parameters that require to be calibrated according to the particular problem (Zhao
et al., 2013)(Marzband et al., 2016); in addition, the abuse of biological metaphors has
been criticized in the scientific literature (Sörensen, 2015). Another alternative to solve
the tertiary control problem is trough artificial intelligence as presented in (Liu et al.,
2018), which proposed the use of a cooperative reinforcement learning algorithm for
distributed economic dispatch in microgrids to avoid the difficulty of stochastic model-
ing and high computational complexity, increasing the time horizon without enhancing
the computational cost burden.
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Uncertainties may be confronted with stochastic-optimizations-based algorithms as
in (Wang et al., 2018), where a two-stage energy management strategy was developed
for microgrids including renewable resources. Multiple scenarios were analyzed Imple-
menting themean-varianceMarkowitz theory, considering the uncertainties on electric-
ity price, load, and power generation of the renewable resources. Similarly, in (Vergara
et al., 2020) a stochastic mixed-integer nonlinear programming (MINLP) model for the
optimal operation of islanded microgrids. Moreover, the microgrid is in presence of
stochastic demands and renewable resources, considering an unbalanced three-phase
distribution system. Furthermore, a set of linearizations were used to transform the
MINLP model into an approximated MI-convex model.
Recent models take into account the emissions as presented in (Shafiq et al., 2018),
where the problem was solved by a bird swarm algorithm. This model claimed to re-
duce operating cost and carbon emissions. Several other extensions of tertiary control
as optimal power flow have been studied under more general settings, to address con-
siderations such as the security operation (Dvorkin et al., 2018), energy storage (Li and
Vittal, 2017), distributed platforms (Dall’Anese et al., 2013), uncertainty of generation
(Dall’Anese et al., 2017), real-time operation (Marley et al., 2017), voltage stability (Cui
and Sun, 2018), and unit commitment (Castillo et al., 2016).
In the field of the power flow linearizations, recent investigations have demonstrated
the possibility to obtain affine approximations to the power-flow in distribution grids
and microgrids (Molzahn and Hiskens, 2019). These approximations are different from
the conventional dc-power flow since they include variations on the magnitude of the
voltage, are general for any x∕r ratio and include unbalanced operation. Three linear
approximations in power distribution grids have been recently suggested by Bolognani
(Bolognani and Zampieri, 2016), Marti (Marti et al., 2013) and Garcés (Garces, 2016).
Methods based on Kron’s reduction technique have been also proposed in (Caliskan and
Tabuada, 2014). Although these approximations are equivalent for voltages close to
1.p.u, their use depends on the applications. For example, the approximation presented
in (Garces, 2016) requires a constant current representation in order to be used in a
optimal power flow model (Garces, 2016). In addition, in (Bolognani and Zampieri,
2016) an explicit approximation of the solution is considered. Requiring a balanced
power distribution network and a linear representation of the active and reactive power
demands.
There are key factors listed in Table 1.1 needed to be considered in a hierarchi-
cal control of microgrids. A tertiary control algorithm requires to include constraints
related to renewable energies and energy storage devices as well as grid constraints.
In addition, the model must be tailored for physical implementation; this implies to
guarantee global optimum, uniqueness of the solution, and fast convergence of the al-
gorithms where convex formulations emerges as a suitable alternative in this context.
On the other hand, the model must be simple but specific to be implemented in a prac-
tical situation considering three-phase unbalanced conditions, dynamic price of energy




































































































Uniqueness of the solution ◓ ◔ ◓ ◓ ● ◓ ◓ ● ◔ ◔ ●
Convex formulation ⚪ ⚪ ● ◓ ● ● ● ● ◓ ⚪ ●
Complex domain formulation ⚪ ⚪ ⚪ ⚪ ⚪ ⚪ ⚪ ⚪ ⚪ ⚪ ●
Global optimum ◔ ◔ ◓ ◔ ◓ ● ● ● ◔ ◔ ●
Calculation complexity ◓ ◓ ● ● ● ◓ ● ● ● ● ●
Three-phase unbalanced conditions ⚪ ⚪ ● ⚪ ◓ ● ◓ ⚪ ⚪ ◓ ●
Network Topology ⚪ ⚪ ● ◓ ● ● ◓ ● ● ● ●
Dynamic price ● ● ● ◓ ● ⚪ ● ● ⚪ ● ●
Physical implementation ⚪ ⚪ ⚪ ⚪ ⚪ ⚪ ⚪ ⚪ ⚪ ⚪ ●
Calculation time ● ⚪ ◓ ● ● ● ◔ ● ● ● ●
Connected/Islanded C/I C/I I C C C C C C C C/I
Table 1.1: Various considerations of papers about tertiary control. ⚪ means not con-
sidered; ◓ means half considered; ◔ means partially considered; ● means fully con-
sidered.
1.3 Contribution
The contribution of the thesis can be summarized as follows:
• A linear formulation on complex domain of the power flow for three-phase unbal-
anced systems that guarantees an affine separation between voltages and powers.
• A convex tertiary control model based on a linear formulation of the power flow
for connected/islandedmicrogrids and power distribution networks usingWirtinger’s
calculus.
• A convex approximation of the exponential models of the loads (previous lin-
earizations considered ZIP models).
• A static reserve model that allows the transition from grid-connected to island
operation.
• An implementation in small single-board computer (a Raspberry-Pi that demon-
strates the proposed algorithm can be implemented in a practice at low cost.
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Two papers were presented as result of this master thesis: in (Ramirez and Gar-
cés, 2019), presented in the IEEE-PES General Meeting 2019, the main features of
the linearization were presented whereas in (Ramirez and Garcés, 2020) the complete
optimization model was analized.
1.4 Outline of the thesis
After this introduction, Chapter 2 introduces the operation in microgrids. A general
description of the hierarchical control applied in microgrids is given, where the pri-
mary, secondary and tertiary controls are explained. Furthermore, grid-connected and
islanded operations are presented and also the real time implementation of microgrids is
analyzed. Chapter 3 introduces the tertiary control and optimal power flow. The archi-
tecture of the proposed tertiary control and a general representation of three-phase mi-
crogrids with their main components, such as wind turbines, solar panels, load model,
and energy storage devices, is given; moreover, a general formulation of the tertiary
control for grid-connected operation is presented. In Chapter 4, a formulation of the
tertiary control is proposed, where the power flow equations and the exponential model
of the loads are linearized through the proposed Wirtinger linearization resulting in a
convex model, moreover, an operation mode under surplus of energy is given. Simu-
lation results in the CIGRE microgrid benchmark are presented in Chapter 5, followed
by its implementation in a Raspberry-Pi. Conclusions of the thesis and future work are
presented in Chapter 6, and finally the references are exposed. Parameters of the test




The use of renewable energy sources in distribution systems has increased in recent
years in form of microgrids, facing many challenges for the system operation. In gen-
eral a microgrid is considered as a small-scale and low-voltage system, which is a com-
bination of controllable distributed renewable generators, energy storage systems, and
local loads (Bui et al., 2016).
microgrids can be operated in several ways as grid-connected, islanded mode and a new
concept known as a intended-islanded mode. To realize the transition of these operation
modes, the microgrid needs to ensure the normal operation to support the load, without
affecting distributed energy resources (DERs) through the network controllers. Stable
operation of the microgrid needs the stability of the voltage and frequency, especially
during the transition between connected to islanded mode. For the sake of simplicity,
in this thesis the effects of the network controllers during the transition of the operation
mode are omitted. Furthermore, proper control of microgrid is a prerequisite for stable
and economically efficient operation; thus, most microgrids operate under a hierarchical
control structure divided into three main controls as explained below.
2.1 Hierarchical control
Hierarchical control strategy consist of three levels, namely the primary, secondary
and tertiary controls, as shown in Figure 2.1. The primary control maintains voltage
and frequency stability of the microgrid subsequent to the islanding process, where the
microgrid may lose its voltage and frequency stability due to the mismatch between the
power generated and consumed. Moreover, the primary control provides the reference
points for the voltage and current control loops of distributed energy resources. Primary
control are commonly local control applied directly in the converters of the microgrid.
The secondary control compensates for the voltage and frequency deviations caused by
the operation of the primary control, that means that the voltage and frequency are taken
to the nominal values. Unlike the primary control, the secondary control is centralized
or distributed, but in any case, communications are required; this control is designed
to have slower dynamic response than that of the primary, which can make possible
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to decouple the dynamics of the primary and secondary controls and facilities their

































Figure 2.1: Hierarchical control of a microgrid.
Finally, the tertiary control is the slowest control level that is usually implemented
as a centralized control in the microgrid. Tertiary control is in charge of the economical
concerns in the optimal operation of the system handling the active and reactive power
exchanges with the main grid. Adjusting the optimal power set points of DERs, the ter-
tiary control can obtain an economical dispatch of the microgrid in a defined horizon
of time, minimizing generation costs and the prices associated to the power supplied
by the main grid. Moreover, as depicted in Figure 2.1 exist an external communication
between the tertiary control and the operating environment represented as signals; sig-
nal 1 is in charge of communicating with each one of the converters in the microgrid
giving an active power point of reference Pref, signal 2 is in charge of communicatingthe decision of the operation mode (grid-connected/islanded), and finally the signal 3 is
in charge of communicating with the aggregator and cloud services of the system shar-
ing information about the electricity price and energy negotiations, weather predictions
and load data. The main interest of implement a hierarchical control in microgrids is
that it makes possible to consider multiplied objectives, despite they are not in the same
time scale, such as increasing active power injection without affect the microgrid when
is in islanded operation (Simpson-Porco et al., 2015) or reducing power consumption
without affect the load demand comfort; in addition, assuring safe power-sharing while





In this operation mode, the microgrid remains physically connected to the main grid,
allowing exchange of active and reactive power. The storage devices stay inactive or
can be charged depending on their state of charge. Both, renewable resources and en-
ergy storage devices are integrated through power electronic converter that are generally
handled by a PQ control under connected-operation as depicted in Figure 2.2. These
converters allows to generate or consume reactive power. One main concern of the grid




























Figure 2.2: Grid-connected mode operation.
Furthermore, in this case the main grid can be regarded as a voltage and power
source that owns infinite capacity to support the microgrid when the load overcomes
the power supplied by the DERs in the microgrid; nevertheless, the frequency of the
microgrid must be the same of the major grid in order to maintain the stability of the
system, but besides, the voltage magnitude and phase angle difference between the mi-
crogrid and the main grid bus voltages require to be close. The loads of the microgrid
are supplied by the available distributed energy resources and the deficit is faced by
the main grid. In case of a surplus energy in the microgrid owing to an increase in the
primary resource, the energy supplied by the RES may be storage in the energy storage




During transmission or distribution network downtimes due storms, natural disasters
or external attacks, the microgrids with flexible resources can still continue electricity
supply to consumers in islanded operation mode. In this case, the microgrid is not
physically connected to the main grid and therefore there is no exchange of active and



























Figure 2.3: Grid-islanded mode operation.
In microgrids operating in islanded mode, the energy storage resources have the
blame for maintain the system’s stability due to the variability of the primary resource
that affect directly the generation provided by the DERs of the microgrid; this energy
storage systems can be designed to reduce the stochastic power generation of the DERs,
soften fast peak of load and regulate the frequency of the microgrid when is in island
operation. The hierarchical control in islanded operation seeks to set the voltage and
frequency of the isolated system, therefore, the converters of each DER require to in-
clude an additional control that defines the set point of voltage and frequency. Gen-
erally, the control schemes of the hierarchical control mentioned in previous section,
are designed to operate in both grid-connected and island operation in microgrids. In
particular, when the microgrid is in connected operation the DERs are generally han-
dled by a PQ control, since it is possible to dispatch active power without voltage and
frequency control, which is favored by the main grid. On the other hand, when the mi-
crogrid is in island operation, it is necessary to switch to a different control mode of the
DERs (i.e. a voltage,frequency control), which has to assure voltage and frequency sta-
bility of the islanded microgrid. The loads in the microgrid are supplied by the available
distributed energy resources, and the deficit in this case is supported with the energy
14
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storage resources during a period of time determined by their state of charge. As equal
as connected operation, in case of a surplus energy in the microgrid, the energy supplied
by the DERs can be storage in the energy storage devices.
2.3.1 Intended-island operation
Within the connected/islanded mode operation arises a new operation mode named
intended-island operation of microgrids. In this case, the microgrid remain connected
to the main grid but the active and reactive power interchanged between the grid and
the microgrid is always zero as shown in Figure 2.4. In order to achieve this type of
operation, it is required that the available power given by generators and storage, is
greater than the load. In intended-island operation, the main grid acts as a voltage and





























Figure 2.4: intended-islanded mode operation.
In intended-island operation mode is necessary to implement a V f and a PQ con-
trol, since even though the microgrid remains connected to the main grid is required a
control under the complex voltages of the system, to ensure electrical insulation of the
microgrid in addition to constant monitoring of frequency stability. It is important to
note that since the main grid is acting as the system’s reference, it is probable that in
this case a cost associated with the provision of this service by the grid operator can be
incurred.
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2.4 Real time operation
In this section the implications associated with the real-time implementation of micro-
grid are analyzed. As mentioned in Section 2.1, the hierarchical control in microgrids
has a multi-scale behavior that enables separate the dynamic of each control. Tem-





















Figure 2.5: Temporary representation of hierarchical control in microgrid’s operation.
Primary control in microgrids must operate in a temporary scale under 50 ms that
corresponds to 3 cycles of a 60 Hzwave, hence primary control require to be fast enough
to guarantee stability in this time interval and therefore the most useful controls in the
practice are local controls.
Secondary control is usually a centralized control which may be developed using
recending horizon strategy and/or consensus strategies (Khayat et al., 2020). Expected
times of secondary control are at about 500 ms in order to guarantee the stability of the
system and lead the voltage and frequency to an operative value, taking into account
the action of the primary control and the references provided by the tertiary control.
Tertiary control has a more extended response time since it works in steady state,
then the times associated with the commutations are not a limitation. However, due to
the complexity of the model, the optimization algorithm must guarantee real-time con-
vergence. Hence, the algorithm must find an optimal solution in intervals of 5 minutes
to 1 hour.
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2.4.1 Wireless communication delay on microgrids control
Subsystems in microgrids may use communication networks, specially in the case of
tertiary control. Wireless communications are useful in the sense that is more efficient
than physical communications, however, wireless communication may have high la-
tency, i.e. a delay in information transfer (Ci et al., 2012). This latency as well as the
natural latency of the calculation process must be consider in the analysis of the tertiary
control.
Basically two types of latencies can be presented in a centralized tertiary control:
those associated with the calculation times of the optimization model and those associ-
ated with communications. In hierarchical control described in the Section 2.1, primary
control is not affected by the wireless communication delay since it is a local control;
accordingly, it is highly reliable if is properly designed. Secondary and tertiary controls
are centralized controls therefore both can be influenced by the latency associated to the
communications and the optimization algorithms. Some technologies such as ZigBee
allows a distance of 50 meters with 50 bytes packets, with a latency of 18 ms according
to (Lab, 2019). In other words, is less than the 500 ms required by the secondary control
as well for the tertiary control. On the other hand, tertiary control is not affected by the
communication delay since the expected calculation time is in order of minutes. The
amount of information transferred is not a limitation due there are few values desired
by the converters (e.g frequency, voltage, active and reactive power values).
Latency related to the solution of the model optimization can be evaluated considering




Tertiary control and optimal
power flow
3.1 Tertiary control
Microgrids are commonly used in non-interconnected areas, where renewable energy
availability can behave differently to typical demand curves. Figure 3.1 shows the en-
ergy availability in a typical system with high solar and wind penetration and its load
demand conditions. Notice that the difference between the average availability of energy
from renewable resources and load demand during a specific day is considerable. Un-
der these conditions, if the system is islanded or intended-islanded operated, is clearly
necessary to include energy storage devices such as those proposed in (Luo et al., 2015).
Storage devices are essential in order to exploit of all the renewable energy resources to
the maximum in the periods that generation overcomes the load of the microgrid, and
alleviate the intermittence of the renewable source power generation.
Under these conditions, an optimal dispatch is required and its optimization stage
is associated with tertiary control, but its mathematical structure is usually known as
optimal power flow or OPF. A typical architecture for tertiary control is shown in Figure
3.2. Renewable resources and energy storage devices are integrated through power
electronics converters that allow controlling both active and reactive power. However,
this control is limited by the capacity of the converters and the availability of the primary
resource (i.e., solar irradiance and wind speed). In addition, the state of charge of the
batteries requires to be managed to minimize power loss. This entails an optimization
problem that requires to be executed by a central controller.
The OPF is a non-convex problem with many variants in both power systems and
microgrids (Capitanescu, 2016). A detailed model is required in the later, considering
unbalanced operation and the effect of energy storage devices as well as the grid code
limitations.
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Figure 3.1: Solar and wind energy availability vs load demand in typical wind-solar
microgrid (Henao-Muñoz et al., 2017).
3.2 Three-phase grid model
A three-phase microgrid is represented as a connected hypergraph  = { , }, where
 represents the set of hypernodes and  ⊆× represents the hyperbranches. Each
hypernode and hyperbranch has three components that represent the phases {A,B, C}
as depicted in Fig 3.3.
Circuit variables in each hyperbranch l ∈  are represented by a 3 × 3 admittance
matrix as given in (3.1).
Il = YlVl (3.1)
where the admittance matrix structure is presented in (3.2) in function of the impedance















These matrices can be grouped together in a block diagonal matrix Y that relatesthe vector of three-phase voltages with the vector of three-phase currents, as given in
(3.3).
I = YV (3.3)
where V and I are vectors where the first elements correspond to the phase A,next the phase B and finally the phase C . An incidence matriz A ∈  ×  is created
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Figure 3.2: Integration of wind, solar and energy storage devices through power elec-
tronic converters.
for the hypergraph, where akl = 1 if the hyperbranch l ∈  is in the direction km and








































a11 ⋯ a1l 0 0 0 0 0 0
⋮ ⋱ ⋮ 0 0 0 0 0 0
ak1 ⋯ akl 0 0 0 0 0 0
0 0 0 a11 ⋯ a1l 0 0 0
0 0 0 ⋮ ⋱ ⋮ 0 0 0
0 0 0 ak1 ⋯ akl 0 0 0
0 0 0 0 0 0 a11 ⋯ a1l
0 0 0 0 0 0 ⋮ ⋱ ⋮














It is important to notice that I3 ⊗A ≠ A⊗ I3 (i.e the operator is not commutative). Inthis case, I3 ⊗A organizes the new three-phase incidence matrix such that all nodes in
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Figure 3.3: Hypergraph representation for line sections in microgrids
phase-A are placed first, then all nodes of phase-B and finally all nodes in phase-C, say
{1a, 2a, 3a,… , 1b, 2b, 3b,… , 1c, 2c, 3c,…}. The model could be defined in terms of
A⊗ I3 but in that case, all three phases of each node would be placed in order as follows
{1a, 1b, 1c, 2a, 2b, 2c,…}.
Therefore, the following expression are obtained:
I = (I3 ⊗A)I (3.6)
V = (I3 ⊗A)⊤V (3.7)
I = (I3 ⊗A)Y ((I3 ⊗A))⊤V = YV (3.8)
where I3 is the identity matrix of size 3 × 3, Y is the three-phase admittance matrix,
⊗ is the Kronecker product and (⋅)⊤ represents the transpose conjugate.
The hypernode set is divided in two new sets = {S,N} where S represents the
slack hypernode and N are the rest of hypernodes. Therefore, the model of the grid is
given by the following matrix equations:
IS = YSSVS + YSNVN (3.9)








Notice that S is size three since there are three slack nodes in the system, corresponding
































where (⋅)∗ represents the complex conjugate. Considering the following expression of



























V ⊤S YSSVS + 2V
⊤













where (⋅)∗ represents the conjugate (notice the term in parentesis is a scalar an not
a vector).
3.3 Load model
Three-phase loads are represented by a general model that consider constant power,
constant current and constant impedance (Bazrafshan and Gatsis, 2018). This model
can be described in terms of a constant  ∈ {0, 1, 2} as given in (3.19) where 0 corre-
sponds to constant power, 1 to constant current and 2 to constant impedance. Fractional














Where Sload is the nominal power of the load. Notice that the load model depends onthe term ‖
‖
vk‖‖
 that is clearly non-linear due to the product of a complex variable with
its conjugate and the term . Therefore, is necessary to linearize the expression in order




The model that represents the power supplied by the photovoltaics units (PVs) during
a period of time is presented in (3.20)
PPV (t) = s R(t) (3.20)
where PPV (t) corresponds to the maximum power that the photovoltaic generator caninject in the period of time t, s is the productivity coefficient associated with the solarpanel, and R(t) corresponds to the irradiance measured in (W ∕m2), perpendicular to
the panel’s plane for the period t (Henao-Muñoz et al., 2017).
3.5 Wind turbines
Generally, wind power may be obtained using wind turbine profile given by the man-
ufacturer. In this case, the proposed model represents an approximation of the active
power supplied by the wind turbine (Ackermann, 2005), thus the wind power may be
calculated based on the wind speed and the wind turbine power coefficient as follows:













, if Cut − in ws ≤ ws(t) ≤ Rated ws
Pnom , if Rated ws ≤ ws(t) ≤ Cut − out ws
0 , if Cut − out ws ≤ ws(t)
(3.21)
where PW T (t) corresponds to the maximum power that the wind turbine can deliver inthe period of time t, the wind speed is a time variable described byws(t), and Pnom is therated-output power that each of the wind turbines can inject to the system. Cut− in wsis the wind speed at which the turbines begin to supply power, Ratedws represents therated wind speed at which the turbines generate its rated power, and the maximumwind
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Figure 3.4: Approximate model of power supplied by wind turbines.
3.6 Energy storage
Energy storage systems or ESS has been recognized as one of the most important im-
plementation in microgrids operation, converting the excess of energy in a storable form
and reservating it in various mediums until it is necessary to be injected back to the mi-
crogrid when needed. ESS can have multiple attractive functions for the microgrid
operation and load balancing, such as helping in meeting peak load demands, provid-
ing time varying energy management, alleviating the intermittence of renewable source
power generation, improving power quality/reliability and reducing import during peak
demand periods (Luo et al., 2015). Currently, there are several ESS technologies that
based on the form that the energy is storaged they may be classified in six main tech-
nologies such as: mechanical, electrochemical, electrical, thermochemical, chemical
and thermal. In microgrids, considering the size of the systems exist the need for a
highly compact technology suitable for the volume-limited applications, consequently
themost common energy storage systems implemented inmicrogrids are those based on
electrical (SMES, supercapacitors) and electrochemical (Batteries) technology due to
their high performance regarding power density and energy density. Within the frame-
work of this thesis, batteries such as the Lithium-ion (Li-ion) or lead-acid batteries are
considered as the ESS implemented in the microgrid; therefore, a simplified dynamic
model of the battery energy storage is proposed by the following equation, making it
clear that this model is general and may be extended to SMES and supercapacitor
applications.
EB(t) = EB(t − 1) + (PB+ (t) − PB− (t))Δt (3.22)
|PB(t) − PB(t + 1)| ≤ Δmax (3.23)
where PB+ (t) is the charging power, PB− (t) is the power at discharge, and EB(t) isthe energy stored by the batteries in the period t; assuming a positive value if it injects
power to the microgrid and a negative value for the charging mode. The term Δmax isrelated to the time response of the ESS and current limitations of the IGBTs in the
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power electronic converters, moreover, it restrict the number of charge and discharge
cycles improving shelf life of the batteries.
3.7 Power electronics
Photovoltaic units, wind turbines and battery energy storage devices are integrated to
the microgrid through power electronic converters. Power electronic converters are of
great importance in microgrids operation, arguing that they are in charge of integrate
the DERs and local demands into the system. The most common microgrid convert-
ers is the voltage source converter or VSC that is a forced switching device, which is
commonly composed by a set of semiconductors switches like gate-turn-off thyristors
or GTOs, insulated gate bipolar transistors or IGBTs. This switches receives the con-
trol signals produced by a pulse width modulator or PWM as depicted in Fig 3.5, in
order to produce a controlled dc voltage and convert of one type of current to another.
Regarding to the operation mode of the power electronic converters, three models were












Figure 3.5: General control scheme for the grid connected VSC.
These converters have capability to generate or consume reactive power, on the
assumption the current and apparent power is below its maximum and respecting the








k ≤ Smax (3.24)
where the terms Pk andQk are the active and reactive power generated or consumedby the converter and Smax is the related with the physical limitations of the converter.Notice that this constraint is convex.
3.8 Static reserve
A static reserve is proposed in the model. This new concept is strongly related to the
energy stored by the batteries. This concept is applied due to the necessity to keep
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the system’s equilibrium and security when the state of the system changes from grid-
connected to island operation. The static reserve guarantees a time of safe operation in
which the demand of the microgrid can be supplied by the available generation and en-
ergy stored by the batteries. Taking this criterion into account, a deficit (D(t)) of power
provided by generators is defined as function of the demand and the power injected by

















Therefore, the energy stored by the batteries is limited by the following constraints:
EB(t) ≥ real(D(t)) (3.26)
Notice that the constraint (3.25) is non-convex.
3.9 Non-convex tertiary control model
The proposed power flow requires a time series for wind speed, solar irradiance and
power demand. The optimization model search for an optimal use of the energy stor-
age devices as given below, where all variables depend on the time, and therefore, the
subindex t is omitted in most of the equations.
The model seeks to minimize the costs ct of the energy supplied by the main gridin order to lower operating costs and force the DERs operation. The model of each
unit of the DERs is considered to establish upper bounds of the variables, in addition
to regarding the microgrid parameters. Notice that this model is easily implementable
in different time scales, in order to provide a more precise planing of the microgrid
operation without affect the time response of the algorithm. for the sake of clarity of
this model, the control variables of the algorithm are defined as follows:
• vk and vm are variables that represent all the three-phase voltages of the nodes
∈ of the microgrid.
• Sk∀k ∈ {wind,solar,battery} are variables that represent differentially all thepower supplied by the DERs in the microgrid.
• Indirectly the Pslack can be considered as a control variable since it depends of allthe nodal voltages of the system as depicted in (3.18).
• EB is a variable that represents the storaged energy of each battery bank con-nected to the microgrid.
• PB+ and PB− are respectively the variables that represent the state of charge ordischarge of the battery in terms of active power.
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k ≤ smax, ∀k ∈ {wind,solar,battery} (3.30)
‖
‖
vk − vnom‖‖ ≤ vnom (3.31)
pL = real
(
V ⊤S YSSVS + 2V
⊤




EB(t) = EB(t − 1) + (PB+ (t) − PB− (t))Δt (3.33)
EB(t) ≥ real(D(t)) (3.34)
PB+ − PB− = real(Sbattery) (3.35)
|PB(t) − PB(t + 1)| ≤ Δmax (3.36)
PW T ≥ real(swind) (3.37)
PPV ≥ real(ssolar) (3.38)
In the previous model, equation (3.31) is included in order to consider the voltage
unbalance of the system (von Jouanne and Banerjee, 2001), since the implemented mi-
crogrid consider an uneven distribution of single-phase loads, that can be continuously
changing across the three-phase system; since it is not implemented, unbalanced volt-
ages can result in adverse effects on equipment and on the power system. Hence the
term  is included as a quality factor to consider a 2% of unbalance to mitigate the
occurrence of unbalanced voltages.
Equations (3.27) to (3.38) are called in this thesis as NC-TC Model (non-convex
tertiary control model). This model contains some complex variables (e.g Sk,vk and
vm) which simplifies its representation. However, it is important to remark that this isonly a representation since an optimization model requires to be defined in a ordered
set (for example, the setℝn). Therefore, each equality constrain with complex variables
can be separated into real and imaginary parts.
This complex representation allows a simple formulation of the linearizations using
Wirtinger’s calculus. In addition, the resulting linearizations can be written directly in
complex form, taking advantage of packages such as cvxpy of python to implement the
algorithm in a straightforward form as is explained in the next chapter.
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Chapter 4
Convex formulation of the
tertiary control
4.1 The OPF problem
The classic approach for the OPF problem is the use of non-linear programming models
(Abdi et al., 2017), however, global solution and convergence are not guaranteed in
those models. This is a problem in a tertiary control where the method requires to
be automatized without human supervision. Therefore, recent investigation have been
focused in convex approximations to the OPF, in order to guarantee global solution and
fast convergence.
Convex approximations for the power flow equations can be classified into two
main groups: those based in conic approximations and those based on linearizations.
Semidefinite programming and second order cone models, stand out in the first group
(Bai et al., 2008; Yuan and Hesamzadeh, 2019). These approximations are highly pre-
cise and present attractive theoretical interpretations (Low, 2014), however, compu-
tation time is prohibitive for real-time applications, specially in the case of semidefi-
nite programming. In the second group, there are three main linearizations presented
by Bolognani (Bolognani and Zampieri, 2016), Marti (Marti et al., 2013) and Garces
(Garces, 2016). These linearization presents similar accuracy but have limitations for
being included in optimization algorithms. In particular, none of these approximations
generates an affine space in both nodal voltages and nodal powers. Therefore, addi-
tional approximations are required to be included in optimization models. For exam-
ple, in (Garces, 2016) an OPFwas proposed but all generators were included as constant
current injection (a strong approximation for real microgrids with constant power and
constant impedance loads).
On the other hand, the study of the power flow equations requires the use of a general
theory for functions of several complex variables. Wirtinger calculus emerge as a suit-
able alternative in this aspect which allows to calculate linearizations in non analytical-




NC-TC model is non-linear and non convex, and therefore, a convex approximation
is required. However, some parts of the model are already convex, Equations (3.30),
(3.31) and (3.36) define a convex set given by the interior of an Euclidean norm and the
equation (3.32) can be relaxed as follows:
PL ≥ real
(
V ⊤S YSSVS + 2V
⊤




Equation (3.33) is an affine expression. The only remaining non-convex constraints
are (3.28) for the power flow equations, (3.29) and (3.34) that includes the exponential
model of the loads. These constraints will be linearized by using Wirtinger calculus as
presented in the next subsection.
4.3 Wirtinger’s linearization
In general, an equality constraint is non-convex unless it is an affine equation. Therefore,
a linearization is recommended in order to approximate the model to a convex set.
Let us consider a complex variable z = x+jy and a complex function f (z) = u+jv.









































These operators are very similar to the conventional derivatives, despite the fact that
they are not derivatives in the Cauchy-Riemann sense (see Remmert (1989) and Hunger
(2007) for more details). More importantly, these operators allow a linearization on the
complex numbers for non-holomorphic functions such as (3.28) and (3.29).
A linearization for a complex function in terms of the Wirtinger’s operators is de-
fined as follows:







For example, a function f = x∗i xj can be linearized around a point xi0, xj0 asfollows:
f (x∗i , xj) = x
∗
i xj (4.5)










x∗i0(xj − xj0) (4.7)





Notice that Wirtinger’s derivatives fulfill the basic properties for differentiation known
from real-valued analysis concerning the linearity, product rule and composition of
functions. (see Apendix B)
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4.4 Wirtinger linearization for the power flow equations
A linear approximation is developed on the complex numbers usingWirtinger’s calculus
and not on the reals as in the conventional load flow formulations. Consider the equation
(3.14) presented in Chapter 3. Notice that this function is non-linear since it has the term
v∗kvm, that is defined as (4.9) for the linearization
f (v∗k, vm) = v
∗
kvm (4.9)
In the following, all variables and equations are represented in the complex domain
and all the derivatives are Wirtinger’s derivatives. Linearizing Equation (4.9) around
the point (vk0, vm0) we obtain the following expression
f (v∗k, vm) = v
∗
kvm (4.10)










v∗k0(vm − vm0) (4.12)











































After simple algebraic manipulations we obtain the following matrix representation
of (4.15):
s∗k = diag(yK ⋅ VS ) ⋅ V
∗
N + diag(YN ⋅ VN0) ⋅ V
∗
N +
(diag(V ∗N0) ⋅ YN ) ⋅ VN − diag(VN0) ⋅ (YN ⋅ V
∗
N0) (4.16)
Where (⋅) is the conventional product of matrices, YK is a 3 × N matrix that rep-resents all the admittance connected to each slack node of the system neglecting self-
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Now, Equation (4.16) defines an affine space which constitutes an approximation of
the power flow. Therefore, a three-phase grid-connected microgrid with constant power
terminals can be approximately represented by an affine space given by
S∗ = H ⋅ V ∗N +M ⋅ VN + T (4.18)
withH,M, T constant matrices defined as follows
H = diag(ykVS ) + diag(YN ⋅ VN0) (4.19)
M = diag(V ∗N0) ⋅ YN (4.20)
T = −diag(VN0) ⋅ (YN ⋅ V ∗N0) (4.21)
In addition, for normal operation we have that det(M) ≠ 0.
MatricesH,M and T are defined above in order to simplify Equation (4.16). Now,
for normal operation (i.e if the grid is not in short circuit) then ‖
‖
vk0‖‖ ≠ 0. In addition,if the graph that represents the grid is connected then | det(YN )| ≠ 0. Therefore, weconclude thatM is not singular (i.e det(M) ≠ 0).
Notice that Equation (4.13) is similar from the semidefinite relaxation presented in
(Zhou et al., 2019). The proposed linearization is close to the bi-linear approximation,
based on the fact that in the first two terms the first voltage factors is considered as
a constant and the second voltage factor is considered as a variable. Similarly, in the
second linearized term, the second voltage factor is considered as a constant and the first
voltage factor is considered as a variable. Nevertheless, in the proposed linearization
an extra term is obtained as the product of complex constants (v∗k0vm0). Aditionally,the proposed linearization despite being less precise, is more efficient due to the non-
necessity of radial structure. In other words, the proposed linearization is more proper
to be used in optimization algorithms for tertiary control.
Furthermore, note that Equation (4.18) is different from the linearization proposed
in (Garces, 2016), since here the powers are not included in the definition of the con-
stant matrices. This is certainly an advantage of this linearization, since the resulting
equation is affine in both the powers and the voltages.
Now, since M is a non-singular matrix, we can pre-multiply (4.18) byM−1 obtain-
ing the following equation
M−1 ⋅ S∗ =M−1 ⋅H ⋅ V ∗N + VN +M
−1 ⋅ T (4.22)
hence, after a few algebraic operations we obtain the following result
VN =M−1 ⋅ S∗ −M−1 ⋅ T −M−1 ⋅H ⋅ V ∗N (4.23)
Let us define A = M−1 ⋅ S∗ −M−1 ⋅ T and B = M−1 ⋅ H then we can further
simplify Equation (4.23)
VN = A − B ⋅ V ∗N (4.24)
Conjugating Equation (4.24) we obtain the following equivalent expression
V ∗N = A
∗ − B∗ ⋅ VN (4.25)
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now, replacing Equation (4.25) in (4.18) we have
S∗ = H ⋅ (A∗ − B∗ ⋅ VN ) +M ⋅ VN + T (4.26)
expanding
S∗ = H ⋅ A∗ −H ⋅ B∗ ⋅ VN +M ⋅ VN + T (4.27)
Finally, after basic algebraic operations we obtain an expression to obtain the set of
voltages of a three-phase system is finally proposed as:
VN = (M −H ⋅ B∗)−1(S∗ −H ⋅ A∗ − T ) (4.28)
This is clearly a function that can be easily solved by only one iteration, getting
an accurate approximation of the results obtained by using an iterative method. The
main advantage of Wirtinger’s calculus is that load flow equations can be obtained in
a straightforward manner without separate in real and imaginary parts, resulting in a
compact equation that gives an approximation of the state of the system.
Notice that the use of renewable energies does not affect the model calculations,
since these renewable energies are included in the model as a power injection in the
system nodes.
4.5 Wirtinger linearization for the exponential model of
the loads
Equation (3.29) can be also linearized using Wirtinger’s calculus. The non-linear term



































Considering that the voltages of the system are near of the nominal value, a good






























4.6. OPERATION UNDER SURPLUS ENERGY LIMITATION
Assuming the term ‖
‖
vnom‖‖
 as (vnom ⋅ v∗nom)

2 , the equation (3.29) is replaced by
the following complex affine equation:
Sk = Swind + Ssolar + Sbattery − Sload◦(K + LVN + UV ∗N ) (4.33)
where ◦ represents the Hadamard product andM,H, T are constant vectors given by







For the sake of completeness, themodel with all the aforementioned approximations








Equations (3.30) and (3.31)
Equations (3.33) to (3.38)
This model will be called Convex-TC model in the following sections in order to dif-
ferentiate from the NC-TC model.
4.6 Operation under surplus energy limitation
Some grid codes prevent the sale of surpluses of energy. In these cases, the model
must be limited with an additional constrain in order to prevent the power in the slack






real(Pslack(t)) ≥ 0 (4.39)
imag(Pslack(t)) ≥ 0 (4.40)
+ all constrains of Convex-TC
When the available energy is higher than the total load, the microgrid remains con-
nected to the main grid but the active and reactive power interchanged between the
grid and the microgrid is zero. In this case, the microgrid has the autonomy of decide
to remains electrically disconnected from the main grid reducing considerably opera-
tion costs, furthermore, and intended-island operation is presented where the main grid
acts as a voltage and frequency reference of the microgrid when the active and reactive




In order to illustrate the use and performance of the proposed linearization, twomodified
versions of the test system for low-voltagemicrogrids proposed by CIGRE (Papathanas-
siou, 2005) was used to demonstrate the efficiency and accuracy of the uses applied by
the linearization. The first two results were performed and executed in a computer with
standard features (AMD A12 processor and 16 GB of RAM). The last section of the
results was implemented in a Raspberry Pi 3 model B V 1.2. Three sections of the
obtained results were analyzed, namely:
Linearization accuracy: In this case study, an accuracy test of the power flow lin-
earization is proposed comparing the results of a three-phase power flow using
the proposed linearization with the backward/forward sweep load flow algorithm
Cespedes (1990) using Python.
Tertiary control: An optimal power flow regarded as tertiary control is proposed in
order to illustrate the operation of a microgrid in 24h with intervals of 1h, consid-
ering renewable generation, a variable energy cost in time supplied by the main
grid.
Real-time implementation using a Raspberry pi: a real-time implementation pro-
posal of the tertiary control is presented throught the technology of a Raspberry
pi, to which the proposed tertiary control algorithm is integrated and tested.
5.1 Linearization accuracy
In order to illustrate the application of the proposed method, consider the modified test
system benchmark of low voltage microgrid feeder shown in Figure 5.1.
A three-phase analysis was performed through the backward/forward sweep load
flow algorithm. The data used for the analysis of the system are available in Apendix
A and (Papathanassiou, 2005). The process took a time of 0.265588 seconds to obtain
the nodal voltage values of the system.
After that, the same three-phase analysis was calculated using equation (4.28) ob-






























Figure 5.1: The CIGRE low voltage benchmark test system.
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obtained show the effectiveness of the approximation using this method, since results
were very close to the results of the iterative method. This process took a time of
0.026593 seconds, ten times faster than the iterative method to obtain the nodal voltage
values of the system.
Differences between the absolute value of voltages in the iterative method and the
Wirtinger linealization were less than 5 × 10−3 pu. This is a low error considering
a non-iterative load flow and is acceptable for many practical applications in which a
close-to-the-optimal solution is acceptable. Furthermore, the results of this method can
be used as initial point of other non-linear, heuristic algorithms or in real time operation
where a fast solution is required. The results of the comparison of the two methods can
be observed in Figure (5.2). The values of the X-axis refer to the node and the values of
the Y-axis correspond to the difference of the absolute voltage values obtained through
the two methods for each phase.























Figure 5.2: Error between the backward forward sweep load flow algorithm and the
proposed linearization using Wirtinger’s calculus.
Notice that the voltage difference between the two methods increase in phase B;
this is because of this is the most charged phase. Considering an increase of 50% in the
resistance per phase that consequently changes the ratio x∕r, the accuracy of the method
remains within a permissible range of results as shown in Figure (5.3). Maximum error
for this case is 8.5 × 10−3 pu.
5.2 Tertiary control
A modified version of the benchmark test system for low-voltage microgrids proposed
by CIGRE Papathanassiou (2005) was used to illustrate the use and performance of the
proposed model. The test systemwas modified in order to include renewable generation
and energy storage devices as depicted in Fig 5.4.
The exponential model described in subsection 4.5 was used for the loads, with
values of  given in Table 5.1.
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Figure 5.3: Error between the backward forward sweep load flow algorithm and the
proposed linearization with r increased 50%.
Table 5.1: Loads description according to the exponential load model






The CIGRE test system is a 19-nodes, typical residential network with a peak power
demand of 186.9 kW and nominal voltage of 400V. This system was analyzed for oper-
ation in 24h with intervals of 1h, considering a variable energy cost in time ct suppliedby the slack node as shown in the Figure 5.5.
However, the model can be extended to any period of time with any discretization.
Two cases where analyzed, namely:
Case 1: In this case study, the slack node can inject and receive power from the mi-
crogrid; therefore in the periods that the available power given by generators and
storage is greater than the load, the microgrid can inject power to the main grid
seeing this translated as a sale of energy to the main grid.
Case 2: In this case, the slack node is limited to only supply power. Therefore, the
microgrid cannot inject power to the main grid.



















Overhead line 4 × 120mm2 Al
XLPE twisted cable, pole to pole
distance 35m
4 × 6mm2Cu, 30m
4 × 16mm2Cu, 30m
4 × 25mm2Cu, 30m
4 × 6mm2Cu, 30m
4 × 16mm2Cu, 30m

























Figure 5.4: The CIGRE low voltage benchmark test system.
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Figure 5.5: Prices fromXMS.A.S, Colombian national interconnected system operator.
Real time pricing for 24 consecutive hours in july-18-2019 (E.S.P, 2019)
5.2.1 Case 1
The behavior of the tertiary control for this case is shown in Fig 5.6, where Pslack is thepower taken or sold to the main grid, and PER represents the power provided by thephotovoltaic units, wind turbines and batteries. As a result, the microgrid takes power
from the main grid in the periods where the renewable generation and batteries can not
satisfy the load or when the energy has a low price. Eventually, the microgrid sold
power to the system in the periods where the generation can supply the load and there
is an excess of generation.










Figure 5.6: Tertiary control the slack node ( ), load demand ( ) and power PER( ) for the Case 1.
The photovoltaic generation uses all its available resources, injecting the maximum
amount of power that the irradiance profile allow in all the periods. The behavior of the
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photovoltaics units is represented in the Fig 5.7.











Figure 5.7: Optimal solar generation ( ) and available solar generation ( ) for
the Case 1. The algorithm always takes the maximum solar generation.
Wind turbines have the same behavior of photovoltaic sources, as shown in Fig 5.8.
These use the available wind speed profile, giving as a result the maximum power that
the turbine can provide in each period according to the wind speed forecast.











Figure 5.8: Optimal wind generation ( ) and available wind generation ( ) for
Case 1. The algorithm always take the maximum available power.
Finally and considering an initial state of energy of the batteries in 50%, these have
a response to the load as shown in Fig 5.9.
Note that all the batteries have a common behavior, charging completely in the pe-
riods of low load demand taking advantage of the excess generation by solar and wind
units, and discharging in the periods where the peaks of the demand occur.
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Figure 5.9: Energy stored in each battery for Case 1, considering the SOC of the bat-
teries between 30% and 100% of the batteries energy.
5.2.2 Case 2
The power provided by the slack node is limited in all the periods of the tertiary control
as follows:
Pslack(t) ≥ 0 (5.1)
Therefore, the renewable generation never overtakes the load demand and the mi-
crogrid can not inject power to the main grid. In the periods that the demand exceeds the
maximum renewable generation and the power that the batteries can provide, the main
grid injects power to the microgrid in order to guarantee the stability of the system and
the supply of loads as shown in Fig 5.10.











Figure 5.10: Energy exchange with the main grid ( ), total generation ( ) and
total demand ( ) for Case 2.
The photovoltaic generation uses almost all of its available resources, limiting its
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generation in periods of maximum irradiance availability as depicted in Fig 5.11 in
order to keep the equilibrium of generation and load demand.











Figure 5.11: Optimal power generation ( ) and available power solar generation
( ) for Case 2. The solar panels reduce their generation during the peak in order to
maintain islanded operation.
On the other hand, the wind turbines reduce their generation, in order to keep the
balance between the load and generation. The behavior related with the wind turbines
is shown in Fig 5.12.









Figure 5.12: Optimal wind generation ( ) and available wind generation ( ) for
Case 2. The algorithm takes approximately the maximum available power.
Eventually, the SOC and the initial state of the batteries is the same of the previous
case. The batteries tend to charge up to 100% in periods prior to maximum demand
as shown in Fig 5.13, this owing to in these periods the tertiary control requires to
minimize the purchase of energy to the main grid and therefore reduce costs in the peak
of demand. Note that the batteries reduce their charging during the first periods in order
to keep the balance of generation and demand.
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Figure 5.13: Energy stored in each battery for Case 2, considering the SOC of the
batteries between 30% and 100% of the batteries energy.
Figure 5.14: Picture of the Raspberry-pi
5.3 Time response of Convex-TC using Raspberry Pi
A Raspberry-pi is a low cost small single-board computer that can be used in many ap-
plications. In this case, it is proposed as centralized device for tertiary control operation
of the microgrid. The following results were performed and executed in a Raspberry-Pi
model B V 1.2 (see Fig. 5.14) with a 1.2 GHz 64-bit quad core processor, on board
802.11n Wi-Fi, Bluetooth and USB boot capabilities. The Rasberry-pi uses a linux
operative system. Therefore, it was possible to install Python and cvxpy for solving
the optimization problem. A simplified model of the tertiary control was implemented,
the response was obtained in 24.6 seconds with the same results obtained in subsection
5.2.1 for Case 1. The response for Case 2 was obtained in 33.93 seconds with the same
results of subsection 5.2.2. Notice that the real-time response of the convex-TC imple-
mentation in Raspberry-Pi is easily adjusted with the time requirements mentioned in
section 2.4.1 and is not affected by the main source of delay of the optimization model.
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On the other hand, the natural latency of the calculation process for the two cases
before mentioned added to a standard communication latency, meets the time require-
ments of the tertiary control. In addition, based on the fact that the resulting calculation
time of the algorithm in the Raspberry-Pi is in order of minutes (24.6 and 33.93 sec-
onds, for case 1 and 2 respectively), tertiary control implementation is not affected by
the communication delay. Accordingly, it is apposite to ensure that this device is clearly
an excellent alternative for tertiary control implementation.
The Raspberry-Pi implementation of the convex-TC can be scalated to a distributed
implementation of the control using i.e the Consensus Alternating Direction Method of
Multipliers (C-ADMM) approach (Javadi et al., 2019). This technique would provide
the possibility of modeling the convex-TC problem both in centralized and decentral-
ized manners. In a large-scale system emerges the necessity of partitionate the prob-
lem, in order to reduce the computational burden and improve the rate of convergence.
Hence, the convex-TC could be applied in a large-scale system, dividing the problem





A complete convex tertiary control model is proposed using a Wirtinger approximation
in a three-phase unbalanced microgrid, besides the model consider a high wind and
solar energy penetration. The methodology proposed is the key to ensure an optimum
operation of the microgrid components and can be implemented as a tertiary control
in a hierarchical control in microgrids. A linear approximations of the power flow and
the exponential model of the loads in microgrids were developed to obtain a complete
convex model. This method is based onWirtinger’s calculus, a partial differential oper-
ators that behave in a similar manner to the ordinary derivatives, but that can be applied
to non-holomorphic functions such as in the power flow and exponential model of the
loads.
The proposed linearizations are performed directly in the complex domain allowing
a compact representation and direct implementation in script-based languages such as
Python. In contradistinction to the dc-power flow, the proposed linearization of power
flow equations does not require any consideration regarded the x∕r ratio and gives an
accurate approximation of both magnitude and angle as presented in section 5.1. The
proposed power flow linearization is general for radial and meshed microgrids under
balanced and unbalanced operation. In addition, it gives both magnitude and angle
of the voltages. In comparison to other recently proposed power flow linearizations,
the proposed method generates an affine space in both S and V . This constitutes and
advantage since it can be directly used in convex optimization problems, such as optimal
power flow, tertiary control, state estimation and distribution planning among other
possible applications. The proposed model can also be generalized for a general power
distribution systems, however, this thesis is focused on the analysis and accuracy of the
model for microgrids.
The use of Wirtinger approach for the convexification of the power flow equations
and the exponential load model can optimize the operation of the system in short times.
Furthermore, the injected power’s price from the main grid will be decreased consid-
erably. A static reserve is proposed and implemented in the tertiary control model, in
order to give robustness to the system keeping the equilibrium and security of themicro-
grid when the system changes from grid connected to islanded operation, guaranteeing
a safe operating time under the power supply of batteries and renewable sources.
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A two-case under the convex tertiary control operation were presented. The pre-
sented results show a good performance of the convex tertiary control in the operation
of the system under connected operation where is permitted an energy exchange be-
tween the microgrid and the main grid; in the other hand, an intended-island operation
under surplus of energy where the active and reactive power interchange between the
grid and the microgrid is zero when the available energy is higher than the load. Under
this situation, the slack node is only used as a reference of the microgrid.
A real-time low-cost, accurate implementation of the convex tertiary control model
in the two-case test is proposed using a Raspberry Pi, fulfilling the time requirements
of tertiary control in both situations and being able to be easily implemented using
different types of communications technologies without being affected by latency.
All numerical results were performed using Python over the CIGRE-microgrid test
model demonstrating the accurate and fast execution of the proposed convex tertiary
control model.
6.1 Further work
There are several research directions that have been revealed as a result of this work.
The most promising are summarized below:
• An intelligent predictor system based on prevision weather data (wind speed, so-
lar irradiance and temperature) has to be designed, in order to feed the algorithm
in real-time operation.
• Prediction uncertainties on the renewable energies and load demand predictions
have to be considered, in order to design an autonomous system for an isolated
area.
• Is necessary to include a more detailed model of the batteries, considering effi-
ciencies of charge and discharge.
• In islanded operation is neccesary to implement a model that determines the loads
that can be disconnected according its importance in the grid, to guarantee island
operation and the stability of the system.
• A stochastic implementation of the tertiary control is required in order to give
more robustness and reliability to the system, it due to the intermittency of the
renewable resources and the load.
• A distributed implementation of the convex-TC applied to a large-scale system,
to improve the rate of convergence and reduce computational burden.
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Appendix A
Data for the benchmark
microgrid
Table A.1: Interconnection microgrid nodes
Node 1 Node 2 Length (m) Type
1 2 35 1
2 3 35 1
3 4 35 1
4 5 35 1
5 6 35 1
6 7 35 1
7 8 35 1
8 9 35 1
9 10 35 1
3 11 30 2
4 12 30 3
6 13 30 4
10 14 30 3
4 15 35 1
15 16 35 1
16 17 35 1
17 18 30 1
9 19 30 2
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1 OL - Twisted cable 4x120 mm2 Al 0.284 0.083 - 1.136 0.417
2 OL - Twisted cable 3x70 mm2 Al + 54.6 mm2 AAAC 0.497 0.086 0.630 2.387 0.447
3 OL - Al conductors 4x50 mm2 equiv. Cu 0.397 0.279 - - -
4 OL - Al conductors 4x35 mm2 equiv. Cu 0.574 0.294 - - -
5 OL - Al conductors 4x16 mm2 equiv. Cu 1.218 0.318 - - -
6 SC - 4x6 mm2 Cu 3.690 0.094 - 13.64 0.472
7 SC - 4x16 mm2 Cu 1.380 0.082 - 5.52 0.418
8 SC - 4x25 mm2 Cu 0.871 0.081 - 3.48 0.409
9 SC - 3x50 mm2 Al + 35 mm2 Cu 0.822 0.077 0.524 2.04 0.421
10 SC - 3x95 mm2 Al + 35 mm2 Cu 0.410 0.071 0.524 - -
11 UL - 3x150 mm2 Al + 50 mm2 Cu 0.264 0.071 0.387 - -
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Appendix B
Brief review on Wirtinger’s
calculus
In this section, some of the main concepts related to Wirtinger’s calculus are presented
briefly. Interested reader can refer to Remmert (1989) for more details.
Definition 1 (Wirtinger’s operators). Given a complex function f = u(x, y) + jv(x, y)
with x and y the real and imaginary parts of a complex variable z = x + jy, we define









































Notice that, although very similar to the conventional derivatives, the Wirtinger’s
operators are not derivatives in the Cauchy-Riemann sense. However, they can be used
for linearization of the power flow equations directly on complex domain.
Geometrically, the Cauchy-Riemann conditions imply that the derivative in all di-
rections is the same. Figure B.1 shows schematically this concept. In this case, the
complex variable is z = x + jy and hence, the limit that define the derivative must
be posed in all directions Δz. However, the presence of the conjugate in the equation
makes the limit different, according the direction.
Proposition 1 (See Remmert (1989)). Wirtinger’s derivatives apply the common rules





Figure B.1: Different directions to obtain the limit when Δz → 0 in the complex plane.





































In general, z∗ can be regarded as a constant when computing the derivative respect





z = 0 (B.7)
For the sake of clarity, let us see two simple examples. First, let f (z) = kz, where

































(k + j(jk)) (B.12)
= 0 (B.13)
In this case, the function is complex-analytic. As a second example, consider the func-
















In general,Wirtinger’s derivatives can be used for complex-analytic and non-analytic
functions due to the following result:




Evidently the main equations presented in this thesis does not fulfill this condition
and hence the function is non-analytic. However, we can define a linearization for a
non-holomorphic function as follows







Notice that this is not a Taylor expansion in the complex domain since it depends on
both, z and z∗. Nevertheless, This linearization is equivalent to the one obtained by
splitting the function into real and imaginary parts and linearize in the real domain.
However, the complex representation is more convenient from analysis and program-
ming point of view.
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