Environmental changes typically cause rapid gene expression responses in the exposed organisms, including changes in the representation of gene isoforms with different functions or properties. Identifying the genes that respond to environmental change, including in genotype-specific ways, is an important step in treating the undesirable physiological effects of stress, such as exposure to toxins or ethanol. Ethanol is a unique environmental stress in that chronic exposure results in permanent physiological changes and the development of alcohol use disorders. Drosophila is a classic model for deciphering the mechanisms of the response to alcohol exposure, as it meets the criteria for the development of alcohol use disorders, and has similar physiological underpinnings with vertebrates. Because many studies on the response to ethanol have relied on a priori candidate genes, broad surveys of gene expression and splicing are required and have been investigated here. Further, we expose Drosophila to ethanol in an environment that is genetically, socially, and ecologically relevant. Both expression and splicing differences, inasmuch as they can be decomposed, contribute to the response to ethanol in Drosophila melanogaster. However, we find that while D. melanogaster responds to ethanol, there is very little genetic variation in how it responds to ethanol. In addition, the response to alcohol over time is dynamic, suggesting that incorporating time into studies on the response to the environment is important.
Introduction
Variation in gene expression, and variation in how gene expression responds to environmental changes, are important components of cellular and organismal phenotypes. For example, in the past gene expression in particular epithelial cells was assayed and found to differ in the glucocorticoid pathway between individuals with and without asthma, leading to the development of glucocorticoids to treat asthma (Christodoulopoulos et al. 2000; Poon et al. 2012; Bossé 2013; Chang et al. 2015; Nieuwenhuis et al. 2016; Mukherjee et al. 2017) . Alcohol use disorders are one of the leading causes of preventable death, affecting millions of people world-wide, and individuals differ in their susceptibility to alcohol use disorders. Chronic alcohol abuse results in changes in gene expression and chromosome organization, which likely contributes to abuse and dependence (Hyman and Malenka 2001; Pandey et al. 2008; Corl et al. 2009; Sasabe and Ishiura 2010; Aroor et al. 2010; Zhou et al. 2011; Farris and Miles 2012; Edenberg and Foroud 2013; Engel et al. 2016; Cervera-Juanes et al. 2017) . Understanding the factors that contribute to alcohol use disorders is critical for the development of therapies for their prevention and treatment.
Drosophila melanogaster is one of the model organisms used to study alcohol use disorders, as the behavioral response to acute ethanol exposure is similar in Drosophila and mammals. At lower doses or upon initial exposure it is a stimulant, while at higher doses it acts as a depressant (Rodan and Rothenfluh 2010) . Drosophila also develops tolerance after repeated exposures, and indeed has been shown to meet the DSM-IV criteria for addiction including relapse behavior (Scholz et al. 2000; Devineni and Heberlein 2009; Kaun et al. 2011; Devineni et al. 2011) . Many of the genes predicted to be involved in ethanol response are conserved between Drosophila and humans (Heberlein et al. 2004) , and a number of genes have been shown to affect alcohol-related phenotypes in both Drosophila and humans (Treistman and Martin 2009; MacKay et al. 2011; McClure et al. 2011; Ojelade et al. 2015) . Ecologically ethanol is a common component of the fermenting fruit that makes up the primary habitat of D. melanogaster (Dorado and Barbancho 1984; Gibson and Wilks 1988; Milan et al. 2012 ). Higher ethanol concentrations are exploited by D. melanogaster for a number of reasons, including increased resistance to parasitism and caloric benefits Milan et al. 2012; Pohl et al. 2012 ).
Expression differences in response to acute ethanol exposure or tolerance have been extensively documented, though variation in the methods used, including exposure time, amount, particular assay, and measurement method introduce significance variance in the comparability of results (Morozova et al. 2006 (Morozova et al. , 2007 . In addition, many studies on the genes involved in differences in ethanol tolerance or acute exposure rely on mutations, and given the systemic effects of ethanol it is likely that the potential number of genes that could affect ethanol response is larger than the actual number contributing to functional variation in the population. This is supported by the observation of Morozova et al. (2015) , in that there is little overlap in genome-wide association studies and single gene studies, potentially because large effect genes are under strong selective pressure and will not vary in natural populations. Fig. 1 a A representation of the classification scheme for exons, exonic regions, and exon fragments. In higher eukaryotes exons from different isoforms of a gene may overlap, and portions may be shared between some or all isoforms. In effect, this makes it essentially impossible to disentangle expression and splicing, and hence we classify exons as either being entire exons, which do not overlap other exons in different isoforms (exons), or fused regions consisting of a set of overlapping exons (exonic regions). Exonic regions can be decomposed into exon fragments, depending upon their overlap between different isoforms. Exons may be unique (found in a single isoform), common (found in some isoforms but not all), or constitutive (present in all isoforms), and if they are unique to a single isoform they may also be unique and constitutive if that is the only transcript annotated for that particular gene. As exonic regions require overlap between exons they may not be unique, but they may be common or constitutive. Exon fragments can be unique to a single isoform, common to several isoforms, or constitutive. Exon fragments may be unique and constitutive only in the situation of a multi-gene exonic region where one gene has a single isoform. b Some exons, exonic regions, and exon fragments could not be compared for expression levels for treatment because they were only unambiguously detected in one environment. Shown here is the number of exons, exonic regions, and exon fragments detected without ethanol, with ethanol, and in both environments. c The proportion of exons, exonic regions, and exon fragments that were unique, unique/ constitutive, common, or constitutive and were detected either only without ethanol, only with ethanol, or in both environments. As expected constitutive exons and exonic regions are more commonly detected in both environments, which is suggestive of alternative exon usage in response to ethanol Response to ethanol is also an extremely complex phenotype, and the links between short and long-term changes in gene expression and ethanol-related phenotypes (resistance, tolerance, and self-administration) are not entirely clear.
Alternative splicing of mRNA also has important effects on phenotypes, however, only rarely have the functional implications of different isoform usage been investigated. This is in part due to difficulty in confidently detecting different isoforms, given that many exons are shared between different isoforms or overlap exons from different isoforms (Fig. 1a) . However, recent work has suggested that differential isoform usage is important for Alzheimer's disease and several forms of cancer (Goehe et al. 2010; Lai et al. 2014; Caswell et al., 2015; Paronetto et al. 2016; Kędzierska et al. 2016) . Totally, 15% of human diseases are thought to be attributable to aberrations in splice site selection (Naftelberg et al. 2015) . Alternative splicing can affect mRNA stability, localization, translation, and/or produce different protein isoforms with different functions and/or localizations (Baralle and Giudice 2017) . Previous work on gene expression changes in response to ethanol did not take alternative splicing into account, and given that gene expression and splicing cannot be disentangled with short-read RNA-seq or microarrays the results are likely confounded. Overall, the intersection between splicing and gene expression in response to ethanol has not been investigated, though in multiple animal models ethanol has been shown to affect alternative splicing (which could be mediated by preferential degradation or changes in splicing), epigenetic marks, and chromatin architecture (Oomizu et al. 2003; Morozova et al. 2006; Pandey et al. 2008; Sasabe and Ishiura 2010; Troutwine et al. 2016; Cervera-Juanes et al. 2017) . Dynamic changes in alternative splicing, epigenetic marks, and chromatin architecture in response to environmental stimulus have been documented previously in Drosophila (Zraly and Dingwall 2012; Zaharieva et al. 2012) .
We take an approach here that is sensitive to both expression differences within isoforms and between isoforms, in so far as the two can be decomposed (Fig. 1a ) (Dalton et al. 2013; Newell et al. 2016; Fear et al. 2016) . The accurate identification of a particular isoform with short-read RNA-seq requires that at least one exon or splicing event be unique to that isoform, however, this is usually not the case. More often, all or a portion of individual exons may be shared between some or all isoforms of a gene (Fig. 1a) . Furthermore, even when there is a unique event, reads cannot be confidently assigned to other shared portions of a given transcript. Here we use an event based approach to quantify differences in the representation of portions of transcripts based on three broad categoriesexons, exonic regions, and exon fragments-and quantify differences in their representation in response to genotype, treatment (ethanol), and time. Exons simply do not overlap any other exons, while exonic regions are a total fused set of overlapping exons (Fig. 1a) . Exon fragments are decomposed from exonic regions (Fig. 1a) . We also perform a rank test of exonic abundance within genes, which is additionally suggestive of a change in splicing.
We measure changes in the transcriptome due to ethanol during a single exposure, a phenotype referred to as ethanol resistance. Initial resistance to ethanol is well established as being a predictor of alcohol use disorders later in life (Schuckit and Smith 2011) . This suggests that changes in gene expression during initial exposures to ethanol may be predictive of the metabolic and behavioral systems that induce long-term changes in response to chronic exposure. The vast majority of work on ethanol-related phenotypes has focused on major effect mutants, inbred homozygous lines, and experimental setups lacking in relevant social or ecological contexts. We address this drawback here by using heterozygous flies, inbred lines all crossed to a common tester, to more closely emulate wild flies. Given that the number of large effect mutations that could potentially effect ethanol response is much larger than the number that will actually contribute to alcohol-related phenotypes in wild flies, this represents a significant improvement. We also assayed gene expression in Drosophila heads only, to avoid detection of metabolic genes that are likely not involved in the development of long-term addiction behaviors. In addition, flies were exposed to ethanol within a chamber containing two peers-another male and a female-with the ethanol contained within the food substrate (see Fig. 2 for experimental setup). The mechanism of exposure is inhalation within the chamber as it evaporates from the food. Furthermore, by standardizing parental and F1 age, rearing density, and circadian rhythms, we significantly reduce the risk that the variation we detect is due to differences in offspring quality, maternal effects, or disrupted circadian entrainment. These modifications address the lack of repeatability between mutant-and wild-type assays of ethanol-response genes, by more closely recapitulating the natural environment within which flies will encounter ethanol while retaining the ability to replicate the experiments (Morozova et al. 2007; Berger et al., 2008; Morozova et al.2009; Awofala 2010; Fochler et al. 2017) . Fig. 2 a This is an illustration of the social environment that each Drosophila male was exposed to during the course of ethanol exposure. Each chamber contained one female and two males, the female of which was not collected for analysis. Each plate contained 12 chambers, and experiments were conducted in groups of 12. b An illustration of experimental design. Chambers of 12 Drosophila were collected and flash frozen at either 10, 20, or 30 min. After flash freezing the males were collected from each chamber and the heads were isolated for RNA-seq. c A comparison of average relative expression between environments for genes significant in the main dataset (left) and the a priori dataset (right) for exons and exonic regions. d A comparison of relative expression between environments for genes that were significantly different at 10, 20, and 30 min for the main dataset (left) and the a priori dataset (right) for exons and exonic regions. e The proportion of exons and exonic regions (top) and exon fragments (bottom) that were significant for all components of variance. The left-hand row is from the main dataset, the right-hand row is from the a priori dataset
Materials and methods

Fly lines
Male flies came from six natural genotypes collected from an orchard in Winters, California in 1998 and were made isogenic by at least 40 generations of full sibling inbreeding (Yang and Nuzhdin 2003; Campo et al. 2013) . Flies in natural conditions are heterozygous, so each inbred genotype was crossed to a reference strain (w
1118
, Bloomington stock number 3605) to create the F1 flies used in the RNAseq. With this design, we have the ability to replicate observations of gene expression because the flies resemble wild flies genetically but are identical twins. Flies were reared on a standard medium at 25°C with a 12-h light/12-h dark cycle. To standardize offspring quality all F1 flies were produced from females of the same age and held at the same density (ten individuals of each sex per vial). Male F1 flies used for the assays were collected as virgins and reared in single sex vials at a density of 24-30 individuals per vial.
Within each chamber a female fly was included as stimulus, but not as a part of the collections for RNA-seq (Signor et al 2017a (Signor et al , 2017b ). The female genotype was an inbred laboratory strain y 1 w 1 (Bloomington stock number 1495). Females were produced and reared in the same manner as described for males. Both males and females were aged 3-4 days prior to collection.
Experiment setup
Each chamber contained 12 isolated, circular arenas with a diameter of 2.54 cm Fig. 2a ). The flies were sedated through exposure at 4°C for 10 min, and placed in the chambers with a paintbrush (two males and one female per arena) (Fig. 2a) . The flies were also allowed to recover for 10 min within the chambers prior to the start of timing the assay, as these experiments were also intended for behavioral analysis and this is a standard recovery time (Signor et al. 2017a ). The chambers contained either grapefruit medium or medium in which 15% of the water has been replaced with ethanol. The ethanol is contained within the food, however, the mechanism of administration is ethanol vapor within the chamber. The flies were recorded using VideoGrabber (http://code.google. com/p/video-grabber/), and set-up of the assays was facilitated with FlyCapture (PointGrey, Canada). To standardize the transcriptional response, the videos of each assay were used to determine if flies mated during the assay or were damaged during setup, and flies in those chambers were not collected.
Flies were assayed for 10, 20, or 30 min for three replicates of each of the two conditions (Fig. 2b) . The assays were conducted within a 2-h window after dawn, to standardize for the effect of circadian rhythms. Replicates were conducted randomly under standardized conditions (25°C, 70% humidity). At the end of the 10, 20, or 30-min period flies were flash frozen and collected for RNA-seq. Please note that a behavioral analysis of this exposure to ethanol has been published and shows evidence of intoxication as well as genotype-specific differences in the behavioral response to ethanol (Signor et al. 2017a ).
Sample preparation and RNA sequencing mRNA purification Flash-frozen flies were carefully vortexed followed by freeze drying. Ten to twelve heads were placed into individual mini tubes of a 96-tube plate formate (Axygen MTS-11-C-R). mRNA purification, cDNA synthesis and library preparation were carried out by RAPiD GENOMICS (http:// rapid-genomics.com) in 96-well plate format using a robot. In brief, mRNA was purified using Dynbeads mRNA DIRECT Micro kit (Invitrogen # 61021) with slight modifications. Heads were homogenized in 200 µL Lysis Binding Buffer using a GenoGrinder for 2 min. A 0.5 µL of a 1/20 dilution of ERCC spike (Invitrogen # 4456739) was added to the lysate prior to combining with the magnetic beads. Samples were incubated at 65°C for 5 min, dropped to 20°C then incubated at RT for 10 min with rocking. mRNA-beads were collected using a magnetic stand for 2 min and supernatants discarded. mRNA-beads were washed six times with 200 µL Wash Buffer A by gentle pipetting and collection of the mRNA-beads on a magnetic stand for 2 min followed by discarding supernatants. mRNA-beads were washed an additional six times with 200 µL low salt buffer (20 mM Tris-HCl ph 7.5, 150 mM NaCl, 1 mM EDTA). mRNA was eluted from the beads in 10 µL of 10 mM Tris-HCl ph 7.5 at 80°C for 2 min followed by dropping to 20°C. mRNA was rebound to the beads by addition of 200 µL lysis binding buffer and incubating 10 min at room temperature with rocking. mRNA-beads were washed with 200 µL wash buffer A, 200 µL wash buffer B, and 200 µL low salt buffer by gentle pipetting and collecting the mRNA-beads on the magnetic stand.
mRNA fragmentation mRNA-beads were resuspended in 10 µL 2× first strand buffer (Invitrogen # 18064-014), incubated at 80°C for 2 min and placed on ice. Supernatant containing fragmented mRNA was transferred to a new tube after 5 min on magnetic stand.
First strand cDNA synthesis
Random hexamers (1 µL of 3 µg/uL, Invitrogen #48190-011) and Superase N (1 µL of 20 U/µL, Ambion #AM2694) was added to fragmented mRNA and incubated at 65°C for 5 min then placed on ice. DTT (2 µL of 0.1 M), dNTP mix (1.25 µL of 10 mM), Superscript II (1 µL of Invitrogen #18640-014) and water (4.75 µL) were then added to yield mRNA in 1× first strand buffer. After reverse transcription (25°C 10 min, 42°C for 50 min, 70°C for 15 min, 10°C hold), second strand synthesis was carried out immediately.
Second strand synthesis
Second strand synthesis reagents were added to the first strand reaction (4 µL 10× NEB2 buffer, 2 µL 10 mM dNTP mix, 2 µL RNaseH, 2 µL DNA Pol I, 1 µL 100 mM DTT, 10 µL water) and incubated at 16°C for 2.5 h. cDNA was purified with 1.8 volume of AMPure XP following manufactures instructions (Beckman Coulter A63880).
Library preparation
Illumina RNAseq libraries were prepared by Rapid Genomics (http://rapid-genomics.com/home/) using dual barcodes.
Sequencing was performed using the Illumina HiSeq 2500 as either 2 × 150 bp or 2 × 50 bp reads. The second run was intended to provide extra coverage, and all replicates were sequenced in both runs. There were between 8.2 and 16.3 million reads per sample in total (~11.5 million reads on average and 1065 million reads in total).
Gene expression analysis
In higher eukaryotes exons often overlap with one another, and/or are shared across multiple isoforms (Fig. 1a) . This complicates assessments of isoform abundance and gene expression when using short-read RNA-seq data. In the past, an exonic region was quantified without regard to differences in donor/acceptor sites (Dalton et al. 2013; Graze et al. 2014; Newell et al. 2016; Fear et al. 2016 ) to avoid double counting reads, and in regions where differences are small (less than 10 bp) there is no meaningful loss of information in this approach. However, the overlap is often much larger than this, so to address this issue we use a classification scheme where reads may be assigned to exons, exonic regions, or exon fragments. The primary difference is the separation of exonic regions and exon fragments, the latter of which is a subset of the former belonging to portions of individual exons that do or do not overlap (Fig. 1a) . Exon boundaries were determined using the D. melanogaster FlyBase 6.17 genome features file. Reads are assigned to the exon category when the exon does not overlap any other exons, and may be unique to a single isoform, common to several isoforms, or constitutive to all isoforms (Fig. 1a) . If an exon is both unique and constitutive, it indicates that the gene has one transcript. If the exon overlaps other exons, we grouped overlapping exons from the D. melanogaster FlyBase 6.17 genome features file into exonic regions. Exonic regions may be common or constitutive, however, as they by necessity of definition require overlap between exons from different isoforms they are never unique. Where exonic regions are comprised of overlapping exons that differ measurably, the 5′ and 3′ positions of exons within the exonic region are used to separate the region into exon fragments. Each exon fragment within an exonic region is annotated to indicate whether it is exclusive to a single exon (unique) or is shared among sets of exons (common or constitutive) (Fig. 1a) . Note that in the case where a fusion contains exons from two genes, one of which is a gene with only a single transcript, once these are split into fragments the fragment that belongs to the single transcript can be both unique and constitutive (Fig. 1a) . Distinct paired reads were aligned to the genome with BWA-MEM version 0.7.15 and BED files for exonic regions were used to count reads in the region and the length adjusted read count (reads in region divided by the length of region), the average per nucleotide (APN) (Li 2015) .
As there was a mixture of read lengths for each sample (2 × 150 bp and 2 × 50 bp), the APN was summed for technical replicates of the same read length, then averaged between different read lengths. An exonic region was considered detected if the APN was greater than zero in at least half of all samples per condition. Several approaches were considered to the normalize the coverage counts, and upper-quartile normalization with log-transformation and median centering within time × treatment × genotype were selected due to better performance of the residuals (Bullard et al. 2010; Dillies et al. 2013) .
To test main effects, the log APN for each exonic region was modeled as
for each genotype (g), treatment (t), and time point (m). The six genotypes are referred to using subscript i (g i ), and the two treaments as j (t j ; j = ethanol or no ethanol). Lastly the time points are differentiated using the subscript k (m k ; k = 10, 20, 30 min), and lth replicate (three replicates per genotype per treatment per time point). For contrasts between treatments and time points, and the interaction between treatment and time point, the log APN for each exonic region was modeled as
for the ith condition (time × treatment) and jth replicate. Contrasts to compare treatments within time point (ethanol versus no ethanol, for 10, 20, and 30 min) were conducted. Residuals were evaluated for conformation with normality assumptions, and assumptions were met in excess of 95% of the models.
To evaluate whether there was evidence for splicing differences among times or treatments, exonic regions for each gene and for each sample were ranked and the most expressed region ranked as one, the least expressed exonic region as three and all others as two. Exon ranks for each gene were modeled as
where ϒ ijk is the exon rank (1-3) of the ith exonic region of the gene, jth condition (time × treatment), and the kth replicate; r i is the exonic region of the gene; t j is condition; and ðrtÞ ij is the interaction between exonic region and condition. Due to a lack of normality in the distribution of model residuals, a more traditional general linear model test could not be used to look for changes in exon or exonic region representation between exons of a gene, which is why we have chosen to use a rank test to summarize changes in exon representation (Supplemental File 4). Ftests for the significance of the mean square attributed to the effect tested versus the mean square attributed to error, or the appropriate interaction term, were used.
Correction for multiple testing
The false discovery rate (FDR) was controlled using the Benjamini-Hochberg procedure, with a significance cutoff of α = 0.05 (Benjamini and Hochberg 1995) . Three gene lists were exempted from correction due to an a priori expectation that they would be involved in the response to ethanol (Supplemental File 1). This included (1) All genes documented as being involved in the response to alcohol in Drosophila or humans (with an ortholog in Drosophila), (2) immune and defense genes, given the well documented involvement of the immune system in response to ethanol (Troutwine et al. 2016) , and (3) splicing factors and genes that are sex-specifically spliced. These a priori gene lists were filtered according to two criteria, first for all tests other than genotype only genes with an average fold change of at least ½ were retained. For differences at 10, 20, and 30 min an additional filter was applied, wherein the difference between relative abundance at ten and 30 min needed to be at least 0.1. This cutoff was determined empirically by visualizing the data, and serves largely to remove gene expression differences that occurred in the nonethanol environment rather than due to ethanol.
Results and discussion
Six heterozygous genotypes of D. melanogaster were used to identify changes in gene expression related to immediate (10 min), moderate (20 min), and severe (30 min) responses to ethanol exposure (Fig. 2a) . Control flies were exposed to the same experimental setup, but the food was made entirely with water rather than 15% ethanol, as described in (Signor et al. 2017a (Signor et al. , 2017b . In general, more than three replicates of each experiment were needed to produce enough material for an RNA library, and these were combined randomly to create three biological replicates for each genotype and six treatment/control types.
Gene expression and splicing cannot be fundamentally disentangled using short-read RNA-seq, therefore we approach quantification of differences in transcript representation by quantifying exons which do not overlap with other exons, exonic regions which represent a fused region of overlapping exons, and fragments, the decomposition of exonic regions (Fig. 1a) . We will describe exons, exonic regions, and exonic fragments that were only detected in one environment and therefore could not have their expression level formally compared. We will summarize changes in the representation of exons, exonic regions, and fragments for each component of variance for the FDR corrected and a priori gene list (Supplemental File 1-3) . Lastly, we will summarize the results of a rank test for changes in abundance of exons and exonic regions within a gene, which provides additional evidence for alternative splicing.
To determine the appropriateness of the genes selected for the a priori gene lists (defense, ethanol, and splicing) we wanted to test for an enrichment of significant genes in these categories compared to the main dataset. We chose to focus on one component of variance as the goal is only to demonstrate the appropriateness of the chosen gene lists (treatment). Using the same criteria for significance (p < 0.05, fold change in expression of 0.5) we determined the number of genes that would be identified in the entire dataset for the effect of ethanol. Using a χ 2 test in R with simulated p values we found that every category was enriched for significant genes (defense, p = 0.0005, ethanol p = 0.0005, and splicing p = 0.01).
Events detected in a single environment
In addition to detecting changes in the representation of exons, exonic regions, and fragments, the presence and absence of a given exon in different environments is suggestive of differential exon usage. This cannot be formally approached as in the following sections, but they can be qualitatively understood-for example "not detected" refers to a variety of ambiguous situations such as detection in a single replicate or random minority of replicates, but without enough replicability to have confidence in its presence. A total of 644 exons and exonic regions were only detected with confidence in nonethanol environments, and 717 exons and exonic regions were only detected with confidence in ethanol environments (Fig. 1b) . This includes six exons from Dscam1, which has 75 annotated transcripts and is important for synaptic targeting (Hattori et al. 2007 ). Totally, 465 exon fragments were only detected in nonethanol environments, while 418 exon fragments were only observed in the presence of ethanol (Fig. 1b) . Among exons and exonic regions detected in both environments, they were far more likely to be constitutive than those detected in one or another environment, which is suggestive of alternative isoform usage (Fig. 1c) . The same was true among exon fragments (to a lesser degree), which is expected given that a constitutive exon fragment is alternatively spliced (Fig. 1c) .
GO enrichment of events detected only with ethanol
Exons and exonic regions present only in the ethanol environment were enriched for biological process gene ontology (GO) terms detection of stimulus involved in sensory perception and cilium assembly. This list was also enriched for molecular functions transmembrane signaling receptor activity. GO terms for cellular components were enriched for BBSome (a protein complex which traffics proteins to cilia) (Klink et al. 2017) , intraciliary transport particles, neuron projection membrane, dendrite, transmembrane transporter complex, integral component of plasma membrane, and cytoskeletal part. In general these GO terms relate to known important components of the response to ethanol, suggesting that the presence of these exons and exonic regions in the ethanol treated flies may be functional. For example, alcohol-induced ciliary dysfunction is a known consequence of alcohol exposure (Yang et al. 2015; Price et al. 2017) . As exon fragments are primarily a subset of the above list they were not tested independently for GO enrichment.
Genotype
A total of 1444 exons, 631 exonic regions, and 1135 exon fragments changed their expression level in response to genotype (Table 1) . We are not interested in gene expression differences between genotypes per se, but this serves to demonstrate that we have the power to detect differences in thousands of genes, or potentially that gene expression differences due to genotype are large. Among the a priori gene lists regardless of treatment, 257 exons, 99 exonic regions, and 177 exon fragments from defense genes were different among genotypes. Totally, 132 exons, 59 exonic regions, and 28 exon fragments from ethanol-related genes Genotype (G), treatment (ETOH), and time (T) are listed separately from tests for differences at 10, 20 and 30 min.
*
Parentheses within the unique row indicate the number shared between the "unique" and "consistutive" list as they are not mutually exclusive varied among genotypes, as well as 133 exons, 55 exonic regions, and 123 exon fragments from splicing factors. The average expression difference between environments for genes implicated in genotype-specific differences is 0.0013, while for genes implicated in differences between treatments at 30 min it is 0.19, which suggests that detecting more genes in response to genotype is not due to larger differences in expression. Again, we are not inherently interested in differences between genotypes, but it serves to demonstrate our power to detect many differences.
Treatment
In all, 15 exons, 13 exonic regions, and 21 exon fragments changed their representation in response to ethanol, including many genes previously predicted to be involved in ethanol metabolism and response (Pinocchio, sugarbabe, cabut, Drat, CG32512) ( Fig. 2c ) (Morozova et al. 2006; Kong et al. 2010; Awofala et al. 2012 ). For example, in response to treatment an exonic region from CG32425 was significantly different, however among exonic fragments only one fragment from this multiexon region significantly changed its representation, suggesting that a particular isoform is changing its representation. Three exons implicated in the response to treatment were also unique but not constitutive, which suggests a change in isoform representation (CG32103, CG32512, fatty acid synthase 1). Representation of these exons and exonic regions was higher in ethanol, and expression was significantly correlated between environments (Fig. 1c , 88%). Cabut is a transcription factor that has been observed previously as being upregulated early in response to ethanol, and potentially responsible for later changes in ethanol-related genes (Awofala et al. 2012) . In general, cabut is highly regulated by stress and metabolic conditions (Havula and Hietakangas 2012; Bartok et al. 2015) . Interestingly, many of the implicated genes are thought to belong to related pathways with essential roles in systemic metabolic regulation (Mattila et al. 2015) . For example, dawdle (significant for treatment × time) and sugarbabe are thought to be direct targets of the Mondo-Mlx sugar sensing pathway, and sugarbabe expression was found to be dependent on dawdle (Mattila et al. 2015) . While cabut is not directly regulating dawdle or sugarbabe it is also downstream of the Mondo-Mlx sugar sensing pathway, and it represses Phosphoenolpyruvate carboxykinase and circadian cycling of metabolic genes (Havula and Hietakangas 2012; Bartok et al. 2015) . There is evidence linking the Mondo-Mlx pathway with human disease phenotypes such as severe obesity, high circulating triglycerides, and tumorigenesis (Kathiresan et al. 2008; Kooner et al. 2008; Herman et al. 2012; Carroll et al. 2015) .
Among the a priori gene lists 24 exons, one exonic region, and 9 exon fragments from defense genes were significantly different between treatments, including the most frequent with five significant exons, Hemolectin, similar to the human von Willebrand factor (Goto et al. 2001) , which in humans who drink heavily is associated with changes in the frequency of coagulating factors and with heart disease ( Fig. 2c ; Mukamal et al. 2001 ). Among ethanol-related genes 15 exons, one exonic region, and 12 exon fragments showed significantly different expression patterns due to treatment. Two of these exons are unique but not constitutive, suggesting a change in expression of a particular isoform. Three exons, two exonic regions, and eight exon fragments are different between treatments for splicing-related genes, including P-element somatic inhibitor (Fig. 2c) . P-element somatic inhibitor controls the alternative splicing patterns of more than 1200 genes in the Drosophila brain, including those important for male courtship behavior such as fruitless (Wang et al. 2016) . Expression of these genes is correlated between environments, though less so than in the main data set, and only a slim majority were more highly expressed in ethanol ( 
Genotype × treatment
For the interaction between genotype and treatment three exons, no exonic regions, and no exonic fragments were significant. Exons from Molecule interaction with CasL, wings apart like, and a noncoding RNA CR44660 altered their representation in response to the interaction between genotype and ethanol. CR44660 has only one exon and is not alternatively spliced, and the other two exons are common, thus no inferences about changes in isoform representation can be made. Note that for categories such as this with only three significantly different exons it is not reasonable to investigate correlations between environments. Furthermore, while response to treatment is an indication of plasticity, and a number of genes were implicated, three exons being implicated in genotype by treatment suggests that there is very little genetic variation for plasticity in these D. melanogaster genotypes. That is, all genotypes respond to ethanol in similar ways. Four exons, no exonic regions, and four exon fragments from defense genes were significant, with the largest fold change in TGF-β activated kinase 1. The mammalian ortholog of TGF-β activated kinase 1 has been associated with increases in alcohol consumption and the development of liver disease (Harris and Blednov 2012) . Four exons, one exonic region, and two exon fragments from ethanol-related genes are significant for the interaction between genotype and treatment, including Tao. Tao interacts with par-1 to control microtubule dynamics and behavioral responses to ethanol (King et al. 2011) . Two exons, no exonic regions, and two exon fragments from splicing-related genes were significant, including P-element somatic inhibitor. Expression level of these exon fusions was significantly correlated between environments, and the majority were not more highly expressed in ethanol (Spearman's rho = 0.75, p = 0.0085, 45%).
Time x treatment
There were 22 exons, 8 exonic regions, and 12 fragments with a significant interaction between treatment and time, including some aforementioned genes such as Drat and sugarbabe (Fig. 2) . This includes several noncoding RNAs (CR44603 and CR44350), genes implicated in neurodegenerative disease (telomere fusion (Petersen et al. 2013 )), and sugar-response (dawdle (Mattila et al. 2015) ). None of the exons are unique and not constitutive, however, for example an exonic region containing four exons from the gene cabut is significant, but only one exon fragment from cabut is significantly different, suggesting differences in transcript representation. As this is the interaction between time and treatment we examined expression at 30 min, and expression of these genes is highly correlated between environments and expression was higher in ethanol (Spearman's rho = 0.98, p < 2.2 × 10
, 86%). Four exons, no exonic regions, and four exon fragments from defense genes respond to treatment × time, including icarus (involved in ethanol-induced sedation (Ojelade et al. 2015) ). icarus has also been shown to be linked to a network of genes implicated in ethanol self-administration, downstream of estimated glomerular filtration rate (EGFR) (Fochler et al. 2017) . Two exons, one exonic region, and three exon fragments from ethanol-related genes are significant, where both exons are from NMDA receptor 1 and 2. NMDA receptors are thought to be the most sensitive of all glutamatergic receptors to the effects of ethanol, and the usage of different subunits within these receptors is seen in mice exposed to chronic ethanol (Rodan and Rothenfluh 2010; Most et al. 2014) . Two exons, one exonic region, and four exon fragments have a significant interaction between treatment and time. Expression of these exons and exonic regions is not correlated between environments (Spearman's rho = 0.37, p = 0.26), nor where they significantly correlated at any specific time point. In all, 54% of differences in expression were higher in ethanol environments.
Genotype × treatment × time
No exons, two exonic regions, and three exon fragments were significant for the interaction between treatment, genotype, and time. This suggests again that while there is plasticity for the response to ethanol (treatment and treatment × time), there is very little genetic variation for plasticity in D. melanogaster. Seven exons, no exonic regions, and six exon fragments from defense genes were significant for the interaction between all three main effects. Four exons, two exonic regions, and six exon fragments from ethanol-related genes had an interaction between genotype, treatment, and time, including Krasavietz which is known to affect ethanol preference Heberlein 2009, 2010) . No exons, no exonic regions, and two fragments from splicing-related genes were significant. Relative average expression of exon fusions was weakly correlated overall but expression at individual time points was not, and a slim majority of expression differences were positive in ethanol (Spearman's rho = 0.64, p = 0.02, 53%).
Differences between time points
While treatment by time interaction terms capture some of the effects of time since the exposure, here we follow with more biologically driven comparisons between three time points contrasting them between ethanol exposed and control flies (Figs. 2d and 3a) . At 10 min, there is a significant differences in two exons, one exonic region, and three exon fragments in cabut, CG44004, and CR43803 in ethanol and nonethanol exposed flies ( Fig. 2d; Fig. 3 ). All of the exon fragments are from cabut, and represent three of the four possible exon fragments that are a member of the exonic region, suggesting differences in the representation of particular transcripts. At 20 min this list includes one exon, four exonic regions, and five exonic fragments primarily from cabut, and Drat. Of the four exon fragments making up the exon fusion for cabut, only two change their expression, and in Drat one exonic region consisting of two fragments shows a change in expression of only one fragment, both suggesting differences in transcript usage (Fig.  3) . At 30 min 46 exons, 24 exonic regions, and 20 exon fragments are different between ethanol exposed and unexposed flies (Figs. 2d and 3a) . This includes the aforementioned Drat, dawdle, Phosphoenolpyruvate carboxykinase, cabut, sugarbabe, Pinocchio, and CG32512. Four exons are unique and not constitutive, suggesting differences in transcript representation. As another example, an exonic region from dawdle is composed of the overlap between four exons, however, only one of these fragments is significantly different at this time point, suggesting alternative transcript usage. The level of representation of these exons and exonic regions is highly correlated between environments, and largely higher in ethanol (Spearman's rho = 0.98, p = 2.2 × 10 −16 , 94%). A gene involved in glycogen metabolism that was also found in a previous study was significantly different at 30 min (Glycogen binding subunit 70E) (Kong et al. 2010 ). Glycogen metabolism is an important mediator of the effects of longterm alcohol exposure, such as the development of fatty liver disease in humans . The fact that in the main dataset the vast majority of differences in representation were higher in the presence of ethanol suggests that we are not detecting preferential degradation of transcripts in the presence of ethanol. However, this has been shown to be one of the mechanisms for changes in the abundance of splice variants in Drosophila, for example there is preferential degradation of ethanol sensitive slowpoke isoforms (Cowmeadow et al. 2005 (Cowmeadow et al. , 2006 Pietrzykowski et al. 2008) . Overall, we observe that the number of significant effects increases with the time since exposure to ethanol, which may be for several reasons. Firstly, it is possible that early responding genes such as cabut require time to signal downstream genes. Second, genes that respond to ethanol exposure likely have different thresholds, and longer exposures may be required for the response of genes with higher thresholds. Lastly, the effect of ethanol may be mediated by its high nutritional value, as many genes which respond to ethanol also have metabolic roles. This latter interpretation is unlikely as we have not observed males engaged in extensive feeding in our behavioral observations of these experiments (Signor et al. 2017a (Signor et al. , 2017b .
Defense genes exhibit the largest number of changes at 10 min, with 18 exons, 1 exonic region, and 6 fragments, compared to 20 and 30 min where 4 and 9 exons, 1 and 3 exonic regions, and 11 and 13 exon fragments exhibit significant differences (Figs. 2d and 3a) . Ethanol-related genes show differences in 8 exons, 1 exonic region, and 4 fragments at 10 min, 8 exons, no exonic regions, and 4 exon fragments at 20 min, and 12 exons, 1 exonic region, and 5 fragments at 30 min (Figs. 2d and 3a) . This includes many aforementioned genes such as lush (Ader et al. 2010) , slowpoke, Ecdysone receptor, and 5-HT2A. Splicing-related genes are significantly different for 5 exons at 10 min, 4 exonic regions, and 15 exon fragments, 4 exons, 2 exonic regions, and 3 exon fragments at 20 min, and 5 exons, no exonic regions, and 9 exon fragments at 30 min (Figs. 2d  and 3a) . This includes fruitless and P-element somatic inhibitor. fruitless is a direct target of P-element somatic inhibitor (Wang et al. 2016) . At 10, 20, and 30 min these exons and exonic regions were correlated between environments and more highly expressed under ethanol (Spearman's rho = 0.67, p = 5.34 × 10 −6 , 73%; Spearman's rho = 0.75, p = 0.0002, 70%; Spearman's rho = 0.67, p = 4.25 × 10 −5 , 70%).
Shared and unique exons
For each component of variance described above the exons, exonic regions, and exon fragments may be unique, common, or constitutive (Fig. 2e) . Exons and exonic regions were more likely to be unique and constitutive (meaning the gene has one transcript), when they were from the main FDR corrected dataset (Fig. 2e, top left) . These genes will also not have differences in transcript usage, given that there is only one. From the a priori gene set they were more likely to be unique but not unique/constitutive, meaning they are exons that do not overlap other exons and are found in a single transcript among more than one possible transcript (Fig. 2e, top right) . This is also one of the few cases where the change in expression can be attributed to a single transcript, as are changes in the representation of any unique exon fragment. Among exon fragments the main dataset was more likely to contain unique fragments (Fig.  2e, bottom left) , meaning that a portion of the exon fusion belonged to a single transcript, indicative of differential transcript representation. The a priori gene set was far more likely to contain common fragments (Fig. 2e, bottom right) , meaning that a portion of the exonic region belonged to several but not all transcripts of the gene. The presence of more unique exon fragments in the main dataset is suggestive of alternative exon usage, as the uniquely assigned fragment is changing its representation. An example of the complexity of the situation is given for several genes that were significant for many components of variance, cabut, Drat, and sugarbabe, in Fig. 3b . For example, cabut is composed of an exon fusion with four exon fragments. Only one of these fragments is unique to a particular isoform, and it is more frequently detected at 20 and 30 min than at 10 min, as well as more frequently than at any time point without ethanol.
Changes in rank abundance
Due to a lack of normality in the distribution of model residuals, we used a rank test to summarize changes in exon representation for the response to ethanol and ethanol by time. In response to treatment 71 genes altered the rank abundance of their constitutive exons and exonic regions. This includes many genes implicated previously in expression changes in response to ethanol, such as Acetyl Coenzyme A synthase, which is a known part of the alcohol dehydrogenase pathway (Montooth 2006; Kong et al. 2010; Yampolsky et al. 2012) . Beadex was also significant and has been implicated in altered behavioral responses to alcohol and cocaine in Drosophila and mice (Lasek et al. 2011) . Beadex was also inferred to be a part of a transcriptional response network to ethanol, as were par-1 and Darkener of apricot which also showed changes in rank abundance (Morozova et al. 2011) . par-1 is involved in regulating ethanol-stimulated behavior through the mushroom body, though nothing about the potential role of different isoforms is documented (King et al. 2011) .
Immune-related genes with differences in rank abundance also include α-Tubulin at 84B, Pabp2, Relish (De Gregorio et al. 2002) , Spatzle (Troutwine et al. 2016) , and Serine protease 7 (Tang et al. 2006) . Among the a priori gene lists 31 defense genes, 13 ethanol-related genes, and 18 splicingrelated genes changed the rank abundance of their exons in response to ethanol. Of the ethanol-related genes, several genes, which are involved in ecdysone signaling or EGFR signaling were implicated. EGFR has been robustly linked to ethanol-related phenotypes, and it appears to contribute to the action of ethanol in the central nervous system. Inhibitors of EGFR increase the sensitivity of both Drosophila and mice to ethanol, (Corl et al. 2009; Forsyth et al. 2010) . The interaction between ethanol treatment and time also induces 145 significant changes in rank abundance. This includes several genes implicated previously in the response to ethanol, including the aforementioned Acetyl Coenzyme A synthase, as well as homer (Urizar et al. 2007 ), IA-2 protein tyrosine phosphatase (Morozova et al. 2015) , longitudinals lacking (Morozova et al. 2006 (Morozova et al. , 2007 , schizo (Morozova et al. 2006 ), FK506-binding protein 14 (Morozova et al. 2006 , ligand-gated chloride channel homolog 3 (Morozova et al. 2007) , and tipE homolog 2 (Derst et al. 2006; Ghezzi et al. 2013 ). Interestingly, a splice variant of longitudinals lacking is thought to regulate JIL-1 kinase, which is also significantly differently spliced in response to ethanol × time, and is important in the regulation of heterochromatization and gene expression (Zhang et al. 2003; Regnard et al. 2011; Silva-Sousa et al. 2012 ). 14-3-3ζ is thought to be an important component of cellular pathways involved in cancer (most prominently the Ras/MAPK cascade), it is known to be alternatively spliced, and it is significantly differently spliced (Ashton-Beaucage et al. 2014 ). It has also been reported as having different expression in the brains of alcoholic humans (Tiebe et al. 2015) . Small ribonucleoprotein particle protein SmD1 modulates the RNA interference pathway as well as pre-mRNA splicing, suggesting that differences in the splicing of this gene could change the splicing of other genes as well as altering the inhibition of gene expression or translation of other genes (Xiong et al. 2013 (Xiong et al. , 2015 . Interestingly, we did not detect a change in splicing of slowpoke, which has previously been shown to have functional differences in isoform abundance in response to ethanol (Cowmeadow et al. 2005 (Cowmeadow et al. , 2006 Pietrzykowski et al. 2008) . Among the a priori gene lists 38 exons or exonic regions from defense genes changed their rank abundance, 24 ethanol-related genes, and 27 splicingrelated genes. cAMP signaling has long been recognized as important for the response to ethanol in Drosophila, and genes thought to respond to cAMP signaling such as rutabaga, protein kinase regulatory subunit 1, and dunce are represented here (Moore et al. 1998; Ron and Messing 2011; Ron and Barak 2016) . Splicing-related genes included fruitless, dunce, glorund, and hu li tai shao. fruitless has been implicated previously in mediating ethanol sensitivity, however, this study did not control for baseline differences in male and female movement which are large (Devineni and Heberlein 2012) .
GO enrichment analysis
Exons, exonic regions, and exon fragments collectively from all components of variance were not significantly enriched for any category of genes, which is not inherently surprising given the small number of exons and exonic regions implicated in the differences between components of variance (and that of these 15% are noncoding genes with no associated GO terms). However, genes that significantly changed the rank abundance of their exons in response to ethanol × time were enriched for cellular component actin cytoskeleton. The actin cytoskeleton is a well-recognized component of the response to ethanol, for example Rho genes which transduce extracellular signals to changes in the actin skeleton are alternatively spliced and implicated in the response to ethanol in Drosophila, mice, and humans (Rothenfluh et al. 2006; Iwata et al. 2011; Ojelade et al. 2015) .
Comparison with other studies
While significant methodological differences exist between the current study and others that have been conducted with the same goal in mind, a comparison between gene lists may help to illuminate core moderators of the ethanol pathway. Unfortunately, we do not have access to enough raw data from these other studies to perform a test of the significance of overlap, but the results can be discussed qualitatively. Morozova et al. (2011) performed qPCR to model alcohol interaction networks, and two genes that were identified in this study overlap with our exons, exonic regions, or exon fragments: fatty acid synthase 1 and glycogen binding subunit 70E. In fact, many more genes were in common between our list of genes with significant changes in rank abundance, including kayak, outspread, brother of ihog, par-1, Beadex, Darkener of apricot, and longitudinals lacking. Morozova et al. (2011) states that they designed primers to encompass common exons, and perhaps it was in fact a confounding between isoform representation and expression that was detected. Kong et al. (2010) performed a microarray study of gene expression differences after a 30-min exposure, and during the recovery period. This identified many more genes than the Morozova et al. (2011) study, thus the expectation is that the overlap will be larger-and indeed fatty acid synthase 1, glycogen binding subunit 70E, Drat, and 9 other genes are shared between exons, exonic regions, and exon fragments and this study. Genes with exons who change their rank abundance also overlapped with the Kong et al. (2010) dataset, including the previously mentioned Acetyl Coenzyme A synthase, Jabba, Tetraspanin 42Eg and Ed, santamaria, clot, Cyp4d8, CG10863, CG5326, and CG18302. Morozova et al. (2015) published another study on alcohol in D. melanogaster using GWA and extreme quantitative trait locus (QTL) mapping. This set of genes overlaps, again, more frequently with the rank abundance dataset where tweek, RNA binding protein 6, thioester-containing protein 4, CG5778, beat-ILLc, IA-2, and lingerer are found in both datasets. Among exons, exonic regions, exon fragments, and Morozova et al. (2015) only bunched and stonewall were shared, and between fragments forked is shared.
There are many differences between the methodology used in these studies-including the use of targeted qPCR (which requires candidate genes) (Morozova et al. 2011) , microarrays which are notoriously unreliable (Kong et al. 2010) , and differences in the assay type (inebriometer (Morozova et al. 2011 (Morozova et al. , 2015 , booz-o-mat (Kong et al. 2010) ). There are also many differences in the amount of time that Drosophila were exposed to ethanol, and at what concentration, for example in most inebriometer studies the mean time to elution of the flies (when they fall through the contraption and can no longer right themselves) is 6 min. In our assays the flies were still active at 30 min, suggesting a lower dose of ethanol (Signor et al. 2017a (Signor et al. , 2017b . As many of the targets of these studies will have been partial transcripts, it is possible that many of the detected changes included differences in splicing. Genes that are implicated in multiple studies may be especially good targets for future research, though we note that many genes that did not overlap with these lists have been validated in other systems or in single gene studies.
Summary
While many exons, exonic regions, and exon fragments, were detected in only one environment and ambiguously detected in the other, only a handful of genes that were detected in both environments showed a response to ethanol. In particular, while D. melanogaster showed a response to ethanol (treatment and treatment × time), there was little evidence for genetic variation in this response (genotype × treatment and genotype × treatment × time). As few as three to four exons, exonic regions, or exon fragments were implicated in genetic variation for the response to ethanol. While other work on the response to ethanol in D. melanogaster has found balanced polymorphisms due to heterogeneity in ethanol concentration, a lack of genetic variation for the response to the environment suggests that there has been selection on this reaction norm (Chakraborty and Fry 2016) . Time was also an important component of the response to ethanol, with 23× as many exons and exonic regions responding at 30 min compared to 10 and 7× as many exon fragments. This reflects that the fact that the response to the environment has a temporal component and will be detected differently depending upon the time scale at which it is sampled, which may explain some of the discrepancies between other studies of environmental response (Saltz et al. 2018) .
Furthermore, the response to ethanol has a much larger effect on rank abundance of exons than on the representation of particular exons or exonic regions that were detected in both environments. For example, only 28 exons and exonic regions were significantly different in response to treatment, and 31 in response to treatment and time. However, for rank abundance 71 genes were different in response to treatment and 146 genes were different in response to treatment over time. This is a markedly different picture in comparison with earlier papers in which hundreds or thousands of genes are differently expressed in response to ethanol treatment, even in response to much shorter exposures. This could be due to differences in methodology such as whole body versus head sequencing, or the use of RNA-seq as opposed to microarray. Rigorously controlling offspring quality and rearing environment likely also reduces variation amongst individuals. However, overlap between this and other studies lends extra confidence to the involvement of the identified genes.
There are some important patterns that differ between the main dataset and the a priori gene list, which bear mentioning. Firstly, the genes in the main dataset tend to be much more highly expressed than in the a priori gene list, and more highly correlated between environments. In addition, the vast majority of representation differences are positive in response to ethanol in the main dataset, while it is a small majority in the a priori dataset. While more highly represented genes are more easily detected in RNA-seq, the fact that they are more commonly positive and correlated between environments cannot be explained by coverage. Rapid responses to environmental changes are sometimes thought to be mediated more by preferential degradation of transcripts than de novo transcription, as the production of new transcripts and proteins will require a certain amount of time (López-Maury et al. 2008) . However, the fact that the majority of representation differences in the main dataset were positive, and the time delay resulting in a larger number of gene expression differences suggests that this is not the primary mechanism in this case.
Changes in gene expression in response to ethanol have been quantified, however, past studies failed to incorporate the complexity of gene expression and splicing given the common overlap between exons and sharing of exons between isoforms. Changes in splicing in response to ethanol have been investigated in specific cases (namely slowpoke), but a broad survey that incorporates differences that can be attributable to both expression and splicing has not been performed. The fact that there are more changes in rank abundance in response to ethanol than changes in expression level of particular exons or exonic regions suggests that in D. melanogaster adaptation to ethanol may have been mediated by the regulation of splicing. In turn, splicing may be an important part of the response to ethanol. Understanding the functional differences between isoforms of a gene is rare, and it is a difficult question to answer given the limitations of our research methods. This will be an important area to consider for future research into alcohol use disorders (Table 2) . Parentheses indicate the number shared between the "unique" and "consistutive" list as they are not mutually exclusive.
