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THE PEAK SIDELOBE LEVEL OF RANDOM
BINARY SEQUENCES
KAI-UWE SCHMIDT
Abstract. Let An = (a0, a1, . . . , an−1) be drawn uniformly at random
from {−1,+1}n and define
M(An) = max
0<u<n
∣∣∣∣
n−u−1∑
j=0
ajaj+u
∣∣∣∣ for n > 1.
It is proved that M(An)/
√
n log n converges in probability to
√
2. This
settles a problem first studied by Moon and Moser in the 1960s and
proves in the affirmative a recent conjecture due to Alon, Litsyn, and
Shpunt. It is also shown that the expectation of M(An)/
√
n log n tends
to
√
2.
1. Introduction
Consider a binary sequence A = (a0, a1, . . . , an−1) of length n, namely an
element of {−1,+1}n. Define the aperiodic autocorrelation at shift u of A
to be
Cu(A) =
n−u−1∑
j=0
ajaj+u for u ∈ {0, 1, . . . , n− 1}
and define the peak sidelobe level of A as
M(A) = max
0<u<n
|Cu(A)| for n > 1.
Binary sequences with small autocorrelation at nonzero shifts have a wide
range of applications in digital communications, including synchronisation
and radar (see [6], for example).
Let µ(n) be the minimum of M(A) taken over all 2n binary sequences A
of length n. By a parity argument, it is seen that µ(n) ≥ 1 and it is known
that µ(n) = 1 for n ∈ {2, 3, 4, 5, 7, 11, 13} (binary sequences attaining the
minimum are often called Barker sequences). It is a classical problem to
decide whether µ(n) > 1 for all n > 13. Although deep methods have
been developed [14], [13], this problem is still open; the currently smallest
undecided case arises for n > 2 · 1030 [8]. It is conjectured that µ(n) grows
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as n → ∞, perhaps like √n. We refer to Turyn [15] and Jedwab [7] for
excellent surveys on this problem.
In this paper, we will be concerned with the asymptotic behaviour, as
n → ∞, of M(A) for almost all binary sequences A of length n. This
problem was first studied by Moon and Moser [12]. Let An be a random
binary sequence of length n, by which we mean that An is drawn uniformly
at random from {−1,+1}n. In other words, each of the n sequence elements
of An takes on each of the values −1 and +1 independently with probability
1/2. Until now, the best known bounds are
(1.1) lim
n→∞
Pr
[
1− ǫ < M(An)√
n log n
<
√
2 + ǫ
]
= 1 for all ǫ > 0.
The upper bound is due to Mercer [11]. In fact, Mercer proved a weaker
result but pointed out in a final remark [11, p. 670] that his proof establishes
the above upper bound. The lower bound was proved by Alon, Litsyn, and
Shpunt [2], in response to numerical evidence provided by Dmitriev and
Jedwab [4]. The authors of [2] also conjectured that the lower bound can be
improved to
√
2 − ǫ. The aim of this paper is to prove this conjecture and
therefore to establish the limit distribution, as n→∞, of M(An)/
√
n log n.
In particular, we prove the following.
Theorem 1.1. Let An be a random binary sequence of length n. Then, as
n→∞,
M(An)√
n log n
→
√
2 in probability
and
E
[
M(An)
]
√
n log n
→
√
2.
Alon, Litsyn, and Shpunt [2] already observed that, as a consequence
of McDiarmid’s inequality (Lemma 3.1), M(An) is concentrated around its
expected value, but could only show that
(1.2) lim inf
n→∞
E
[
M(An)
]
√
n log n
≥ 1.
Their proof considers Cu(An) only for u ≥ n/2 and crucially relies on the
fact that Cu(An) and Cv(An) are independent whenever n/2 ≤ u < v < n.
Our method considers Cu(An) also for u < n/2. In particular, by a careful
estimation of the moments of Cu(An)Cv(An) for 0 < u < v < n, we will
show that the lower bound (1.2) can be improved to
√
2, which together
with (1.1) establishes the second part of Theorem 1.1. The first part of
Theorem 1.1 then follows from McDiarmid’s inequality.
As pointed out in [2], given a binary sequence A = (a0, a1, . . . , an−1)
of length n, the quantity M(A) is related to the more general rth-order
correlation measure Sr(A), which was defined by Mauduit and Sa´rko¨zy [9]
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to be
Sr(A) := max
0≤u1<u2<···<ur<n
max
0≤k≤n−ur
∣∣∣∣∣
k−1∑
j=0
aj+u1aj+u2 · · · aj+ur
∣∣∣∣∣ for n ≥ r.
Alon, Kohayakawa, Mauduit, Moreira, and Ro¨dl [1] established that, given
a random binary sequence An of length n, then for all r ≥ 2,
lim
n→∞
Pr
[
2
5
<
Sr(An)√
n log
(n
r
) < √3 + ǫ
]
= 1 for all ǫ > 0.
Since, for every binary sequence A, we have M(A) ≤ S2(A), Theorem 1.1
implies that for r = 2 the lower bound can be improved from 2/5 to 1− ǫ.
2. Preliminary Results
The main results of this section are the following. Given a random binary
sequence An of length n, Proposition 2.2 gives a lower bound for
(2.1) Pr
[|Cu(An)| ≥√2n log n]
for small u. This result can also be concluded from [2]. However, the proof
presented here is considerably simpler and more direct. Proposition 2.7 gives
an upper bound for
(2.2) Pr
[|Cu(An)| ≥√2n log n ∩ |Cv(An)| ≥√2n log n]
for 0 < u < v < n. These bounds will be the crucial ingredients to prove
the main result of this paper.
2.1. To bound (2.1), we shall need the following refinement of the central
limit theorem.
Lemma 2.1 (Crame´r [3, Thm. 2]). Let X0,X1, . . . be identically distributed
mutually independent random variables satisfying E[X0] = 0 and E[X
2
0 ] = 1
and suppose that there exists T > 0 such that E[etX0 ] < ∞ for all |t| < T .
Write Yk = X0 +X1 + · · · +Xk−1 and let Φ be the distribution function of
a normal random variable with zero mean and unit variance. If θk > 1 and
θk/k
1/6 → 0 as k →∞, then
Pr
[|Yk| ≥ θk√k]
2Φ(−θk)
→ 1.
Proposition 2.2. Let An be a random binary sequence of length n > 2 and
let u be an integer satisfying 1 ≤ u ≤ nlogn . Then
Pr
[|Cu(An)| ≥√2n log n] ≥ 1
5n
√
log n
for all sufficiently large n.
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Proof. Write An = (a0, a1, . . . , an−1). It is well known that the n− u prod-
ucts
a0au, a1a1+u, . . . , an−u−1an−1
are mutually independent. A proof of this fact was given by Mercer [11,
Prop. 1.1]. Hence Cu(An) is a sum of n − u mutually independent random
variables, each taking each of the values −1 and +1 with probability 1/2.
Notice that E[eta0au ] = cosh(t) and, setting
ξn =
√
2n log n
n− u ,
we find that ξn/(n − u)1/6 → 0 since u ≤ nlogn . We can therefore apply
Lemma 2.1 to conclude, as n→∞,
(2.3) Pr
[|Cu(An)| ≥√2n log n] ∼ 2Φ(−ξn),
where Φ is the distribution function of a standard normal random variable.
It is well known (see [5, Thm. 1.2.3], for example) that
1√
2π z
(
1− 1
z2
)
e−z
2/2 ≤ Φ(−z) ≤ 1√
2π z
e−z
2/2 for z > 0,
so that, since nn−u ∼ 1, as n→∞,
2Φ(−ξn) ∼ 1√
π log n
e−
n
n−u
logn.
Using u ≤ nlogn , we conclude
e−
n
n−u
logn ≥ e− log nlog n−1 logn ∼ 1
en
as n→∞. It then follows from (2.3) that for all α > e√π and all sufficiently
large n we have
Pr
[|Cu(An)| ≥√2n log n] ≥ 1
αn
√
log n
.
The lemma follows since 5 > e
√
π. 
2.2. We now turn to the derivation of an upper bound for (2.2). It will be
convenient to define the notion of an even tuple as follows.
Definition 2.3. A tuple (x1, x2, . . . , x2m) is even if there exists a permuta-
tion σ of {1, 2, . . . , 2m} such that xσ(2i−1) = xσ(2i) for each i ∈ {1, 2, . . . ,m}.
For example, (1, 3, 1, 4, 3, 4) is even, while (2, 1, 1, 2, 1, 3) is not even. In
the next two lemmas we will prove two results about even tuples, which we
then use to estimate moments of Cu(An)Cv(An).
Recall that, for positive integer k, the double factorial
(2k − 1)!! = (2k)!
k! 2k
= (2k − 1)(2k − 3) · · · 3 · 1
is the number of ways to arrange 2k objects into k unordered pairs.
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Lemma 2.4. Let m and q be positive integers and let R be the set of even
tuples in {
(x1, x2, . . . , x2q) : xi ∈ Z, 0 ≤ xi < m
}
.
Then
|R| ≤ (2q − 1)!!mq.
Proof. There are (2q − 1)!! ways to arrange x1, x2, . . . , x2q into q unordered
pairs and to each of these q pairs we assign a value of {0, 1, . . . ,m − 1}.
In this way we construct all elements of R at least once, which proves the
lemma. 
Lemma 2.5. Let u, v, and n be integers satisfying 0 < u, v < n and u 6= v.
Write I = {1, 2, . . . , 2q} and let t be an integer satisfying 0 ≤ t < q. Let S
be the subset of{
(xi, xi + u, yi, yi + v)i∈I : xi, yi ∈ Z, 0 ≤ xi < n− u, 0 ≤ yi < n− v
}
containing all even elements (xi, xi+u, yi, yi+ v)i∈I such that (xi)i∈J is not
even for all (2q − 2t)-element subsets J of I. Then
|S| ≤ (8q − 1)!!n2q−(t+1)/3 .
Proof. We will construct a set of tuples that contains S as a subset. Arrange
the 8q variables
(2.4) x1, x1 + u, . . . , x2q, x2q + u, y1, y1 + v, . . . , y2q, y2q + v
into 4q unordered pairs (a1, b1), (a2, b2), . . . , (a4q, b4q) such that there are
at most q − t − 1 pairs (xi, xj). This can be done in at most (8q − 1)!!
ways. We formally set ai = bi for all i ∈ {1, 2, . . . , 4q}. If this assignment
does not yield a contradiction, then we call the arrangement of (2.4) into
4q pairs consistent. For example, if there are pairs of the form (xi, yj) and
(xi + u, yj + v), then the arrangement is not consistent since u 6= v by
assumption.
Now, for every consistent arrangement, pairs of the form (xi, xj) or (yi, yj)
determine the value of another pair (namely, (xi+u, xj+u) or (yi+v, yj+v),
respectively). On the other hand, for every consistent arrangement, pairs
not of the form
(xi, xj), (yi, yj), (xi + u, xj + u), or (yi + v, yj + v)
determine the value of at least two other pairs. For example, if there exists
the pair (xi, yj), then xi+u and yj+v must lie in different pairs. Therefore,
since there are at most q − t − 1 pairs of the form (xi, xj) and at most q
pairs of the form (yi, yj), for each consistent arrangement, at most
1
2(4q − 2t− 2) + 13 (2t+ 2) = 2q − 13(t+ 1)
of the variables x1, . . . , x2q, y1, . . . , y2q can be chosen independently. We
assign to each of these a value of {0, 1, . . . , n− 1}. In this way, we construct
a set of at most (8q − 1)!!n2q−(t+1)/3 tuples that contains S as a subset, as
required. 
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We now use Lemmas 2.4 and 2.5 to bound moments of Cu(An)Cv(An).
Lemma 2.6. Let p and h be integers satisfying 0 ≤ h < p and let An be a
random binary sequence of length n. Then, for 0 < u < v < n,
E
[(
Cu(An)Cv(An)
)2p] ≤ n2p[(2p− 1)!!]2(1 + (8p)8h
n1/3
+
(8p)4p
n(h+1)/3
)
.
Proof. Write I = {1, 2, . . . , 2p} and let T be the set containing all even
tuples of{
(xi, xi + u, yi, yi + v)i∈I : xi, yi ∈ Z, 0 ≤ xi < n− u, 0 ≤ yi < n− v
}
.
Writing An = (a0, a1, . . . , an−1), we have
E
[(
Cu(An)Cv(An)
)2p]
= E
[( n−u−1∑
i=0
aiai+u
)2p( n−v−1∑
j=0
ajaj+v
)2p]
=
n−u−1∑
i1,...,i2p=0
n−v−1∑
j1,...,j2p=0
E
[
ai1ai1+u · · · ai2pai2p+uaj1aj1+v · · · aj2paj2p+v
]
= |T |(2.5)
since a0, a1, . . . , an−1 are mutually independent, E[aj] = 0, and a
2
j = 1 for
all j ∈ {0, 1, . . . , n− 1}. We define the following subsets of T .
(1) T1 contains all elements (xi, xi+u, yi, yi+v)i∈I of T such that (xi)i∈I
and (yi)i∈I are even.
(2) T2 contains all elements (xi, xi+u, yi, yi+v)i∈I of T such that (xi)i∈I
or (yi)i∈I is not even and (xi)i∈J and (yi)i∈K are even for some
(2p − 2h)-element subsets J and K of I.
(3) T3 contains all elements (xi, xi+u, yi, yi+v)i∈I of T such that either
(xi)i∈J is not even for all (2p−2h)-element subsets J of I or (yi)i∈K
is not even for all (2p − 2h)-element subsets K of I.
It is immediate that T1, T2, and T3 partition T , so that
(2.6) |T | = |T1|+ |T2|+ |T3|.
We now bound the cardinalities of T1, T2, and T3.
The set T1. Using Lemma 2.4, we have the crude estimate
(2.7) |T1| ≤
[
(2p − 1)!!]2 n2p.
The set T2. Let (xi, xi + u, yi, yi + v)i∈I be an element of T2. Then there
exist (2p− 2h)-element subsets J and K of I such that (xi)i∈J and (yi)i∈K
are even and
(2.8) (xi)i∈I\J or (yi)i∈I\K
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is not even. Since (xi)i∈J and (yi)i∈K are even, (xi, xi+u, yj, yj + v)i∈J, j∈K
is even. Since (xi, xi + u, yi, yi + v)i∈I is also even, it follows that
(2.9) (xi, xi + u, yj, yj + v)i∈I\J, j∈I\K
is even as well. There are
(2p
2h
)
subsets J and
(2p
2h
)
subsets K. By Lemma 2.4,
for each such J and K, there are at most (2p − 2h − 1)!!np−h even tuples
(xi)i∈J satisfying 0 ≤ xi < n for each i ∈ J and at most (2p− 2h− 1)!!np−h
even tuples (yi)i∈K satisfying 0 ≤ yi < n for each i ∈ K. By Lemma 2.5
applied with t = 0 and by interchanging u and v and (xi)i∈I\J and (yi)i∈I\K
if necessary, the number of even tuples in {0, 1, . . . , n−1}8h of the form (2.9)
such that one of the tuples in (2.8) is not even is at most (8h− 1)!!n2h−1/3.
Therefore,
|T2| ≤ 2n2h−1/3 (8h − 1)!!
[(
2p
2h
)
(2p− 2h− 1)!!np−h
]2
≤ n2p−1/3[(2p− 1)!!]2 (8p)8h,(2.10)
using very crude bounds.
The set T3. By Lemma 2.5 applied with t = h and by interchanging u
and v and (xi)i∈I and (yi)i∈I if necessary,
|T3| ≤ 2n2p−(h+1)/3 (8p − 1)!!
≤ n2p−(h+1)/3 (8p)4p.(2.11)
Now the lemma follows by combining (2.5), (2.6), (2.7), (2.10), and (2.11).

Lemma 2.6 is now used to prove the desired upper bound for (2.2).
Proposition 2.7. Let An be a random binary sequence of length n and write
λn =
√
2n log n. Then, for 0 < u < v < n and all sufficiently large n,
Pr
[|Cu(An)| ≥ λn ∩ |Cv(An)| ≥ λn] ≤ 23
n2
.
Proof. Let (X1,X2) be a random vector taking values in R×R and let p be
a positive integer. Then by Markov’s inequality, for θ1, θ2 > 0,
Pr
[|X1| ≥ θ1 ∩ |X2| ≥ θ2] ≤ E
[
(X1X2)
2p
]
(θ1θ2)2p
.
Let h be an arbitrary integer satisfying 0 ≤ h < p. Application of Lemma 2.6
gives
(2.12) Pr
[|Cu(An)| ≥ λn ∩ |Cv(An)| ≥ λn)
≤ [(2p − 1)!!
]2
(2 log n)2p
[
1 +K1(n, p, h) +K2(n, p, h)
]
,
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where
K1(n, p, h) = n
−1/3 (8p)8h and K2(n, p, h) = n
−(h+1)/3 (8p)4p.
We apply (2.12) with p = ⌊log n⌋ and h = ⌊17 log log n⌋, so that for all
sufficiently large n we have h < p, as assumed. By Stirling’s approximation√
2πk kke−k ≤ k! ≤
√
3πk kke−k,
we have
[(2p − 1)!!]2
(2 log n)2p
≤ 3p
2pe−2p
(log n)2p
≤ 3e
2
n2
.
We also have
K1(n, p, h) ≤ K1(n, log n, 17 log log n)
= n−
1
3n
136(log logn)(log 8+log log n)
log n
= O(n−1/4) as n→∞
and
K2(n, p, h) ≤ K2(n, log n, 16 log log n)
= n−
1
3
+4 log 8− 4
3
log logn
= O(n− log logn) as n→∞.
Substitute into (2.12) to obtain the claimed result, using 3e2 < 23. 
3. Proof of Main Theorem
We require the following result, which is a consequence of Azuma’s in-
equality for martingales.
Lemma 3.1 (McDiarmid [10]). Let X0,X1, . . . ,Xn−1 be mutually indepen-
dent random variables taking values in a set S. Let f : Sn → R be a
measurable function and suppose that f satisfies∣∣f(x)− f(y)∣∣ ≤ c
whenever x and y differ only in one coordinate. Define the random variable
Y = f(X0,X1, . . . ,Xn−1). Then, for θ ≥ 0,
Pr
[∣∣Y − E[Y ]∣∣ ≥ θ] ≤ 2e− 2θ2c2n .
Given a random binary sequence An = (a0, a1, . . . , an−1) of length n, we
will apply Lemma 3.1 with Xj = aj for j ∈ {0, 1, . . . , n− 1} and
f(x0, x1, . . . , xn−1) = max
0<u<n
∣∣∣∣∣
n−u−1∑
j=0
xjxj+u
∣∣∣∣∣,
so that M(An) = f(a0, a1, . . . , an−1). We can take c = 4 in Lemma 3.1 and
obtain the following corollary.
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Corollary 3.2. Let An be a random binary sequence of length n. Then, for
θ ≥ 0,
Pr
[∣∣M(An)− E[M(An)]∣∣ ≥ θ] ≤ 2e− θ28n .
We now prove the second part of Theorem 1.1.
Theorem 3.3. Let An be a random binary sequence of length n. Then, as
n→∞,
E
[
M(An)
]
√
n log n
→
√
2.
Proof. By the triangle inequality and the union bound we have, for all ǫ > 0,
Pr
[
E
[
M(An)
]
√
n log n
−
√
2 > ǫ
]
≤ Pr
[
E
[
M(An)
]
√
n log n
− M(An)√
n log n
> 12ǫ
]
+ Pr
[
M(An)√
n log n
−
√
2 > 12ǫ
]
.
By Corollary 3.2 and the upper bound of (1.1), the two terms on the right-
hand side tend to zero as n→∞, hence
(3.1) lim sup
n→∞
E
[
M(An)
]
√
n log n
≤
√
2.
Let δ > 0 and define the set
(3.2) N(δ) =
{
n > 1 :
E
[
M(An)
]
√
n log n
<
√
2− δ
}
.
We claim that the size of N(δ) is finite for all choices of δ, which together
with (3.1) will prove the theorem. The proof of the claim is based on an
idea developed in [2]. Let n > 2 and write
W =
{
u ∈ Z : 1 ≤ u ≤ n
log n
}
and λn =
√
2n log n. Then
Pr
[
M(An) ≥ λn
] ≥ Pr [max
u∈W
|Cu(An)| ≥ λn
]
≥
∑
u∈W
Pr
[|Cu(An)| ≥ λn]− ∑
u,v∈W
u<v
Pr
[|Cu(An)| ≥ λn ∩ |Cv(An)| ≥ λn]
by the Bonferroni inequality. By Propositions 2.2 and 2.7,
Pr
[
M(An) ≥ λn
] ≥ |W | · 1
5n(log n)
1
2
− |W |
2
2
· 23
n2
≥ 1
8(log n)
3
2
− 12
(log n)2
≥ 1
10(log n)
3
2
(3.3)
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for all sufficiently large n, using 23
n
logn ≤ |W | ≤ nlogn for n > 2. Now, by
the definition (3.2) of N(δ), for all n ∈ N(δ) we have λn > E[M(An)], so
that we can apply Corollary 3.2 with θ = λn − E[M(An)] to give, for all
n ∈ N(δ),
Pr
[
M(An) ≥ λn
] ≤ 2e− 18n (λn−E[M(An)])2 .
Comparison with (3.3) yields, for all sufficiently large n ∈ N(δ),
1
10(log n)
3
2
≤ 2e− 18n (λn−E[M(An)])2 ,
which implies
E
[
M(An)
]
√
n log n
≥
√
2−
√
12 log log n+ 8 log 20
log n
.
From the definition (3.2) of N(δ) it then follows that N(δ) has finite size for
all δ > 0, as required. 
Using Corollary 3.2, it is now straightforward to prove the first part of
Theorem 1.1.
Corollary 3.4. Let An be a random binary sequence of length n. Then, as
n→∞,
M(An)√
n log n
→
√
2 in probability.
Proof. By the triangle inequality and the union bound we have, for all ǫ > 0,
Pr
[∣∣∣∣ M(An)√n log n −
√
2
∣∣∣∣ > ǫ
]
≤ Pr
[∣∣∣∣ M(An)√n log n − E
[
M(An)
]
√
n log n
∣∣∣∣ > 12ǫ
]
+ Pr
[∣∣∣∣E
[
M(An)
]
√
n log n
−
√
2
∣∣∣∣ > 12ǫ
]
.
By Corollary 3.2 and Theorem 3.3, the two terms on the right-hand side
tend to zero as n→∞, which proves the corollary. 
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