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Abstract Server consolidation using virtualization technology has become an
important technology to improve the energy efficiency of data centers. Virtual
machine placement is the key in the server consolidation technology. In the
past few years, many approaches to the virtual machine placement have been
proposed. However, existing virtual machine placement approaches consider
the energy consumption by physical machines only, but do not consider the
energy consumption in communication network, in a data center. However,
the energy consumption in the communication network in a data center is not
trivial, and therefore should be considered in the virtual machine placement.
In our preliminary research, we have proposed a genetic algorithm for a new
virtual machine placement problem that considers the energy consumption
in both physical machines and the communication network in a data center.
Aiming at improving the performance and efficiency of the genetic algorithm,
this paper presents a hybrid genetic algorithm for the energy-efficient virtual
machine placement problem. Experimental results show that the hybrid ge-
netic algorithm significantly outperforms the original genetic algorithm, and
that the hybrid genetic algorithm is scalable.
Keywords Virtual machine placement · Server consolidation · Data center ·
Cloud computing · Hybrid genetic algorithm
1 Introduction
The ever increasing cloud computing has been resulting in ever increasing
energy consumption and therefore overwhelming electricity bills for data cen-
ters. According to Amazon’s estimations, the energy-related costs at its data
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centers account for 42% of the total operating cost. In addition, the ever in-
creasing energy consumption leads to dramatically increase in carbon dioxide
emissions. Thus, it is desirable to make every possible effort to reduce the
energy consumption in data centers.
Server consolidation using visualization technology has become an impor-
tant technology for improving the energy efficiency of data centers [1]. The
basic idea behind the server consolidation technology is to migrate virtual ma-
chines (VMs) to as few energy-efficient physical machines (PMs) as possible,
and then switch off all the other PMs. The underlying computational problem
of the server consolidation is basically a VM placement problem, which will
be elaborated in the next section.
In the past few years, many approaches to the VM placement problem
have been proposed [2–6]. However, existing VM placement approaches do
not consider the energy consumption in the communication network of data
centers. The energy consumption in the communication network in data cen-
ters is not trivial, and therefore should be considered in the VM placement
in order to make data centers more energy-efficient. In our recent research
on the VM placement problem, we proposed a genetic algorithm (GA) [7,8]
for a new VM placement problem that considers the energy consumption in
both the PMs and the communication network in data centers. Experimental
results showed that the GA performed well for test problems of different con-
figurations, and scaled well when the size of the test problems increased. In
order to further improve the efficiency and performance of the GA, this paper
presents a hybrid GA (HGA), or memetic algorithm [9,10], for the energy-
efficient VM placement problem. Experimental results show that the HGA
significantly outperforms the original GA, and that the HGA still scales up
well when the problem size increases.
The remaining paper is organized as follows: Section 2 formulates the new
VM placement problem; Section 3 details the HGA; Section 4 evaluates the
performance, efficiency and scalability of the HGA; and finally Section 5 con-
cludes and discusses this work and talk about our future work on the energy-
efficient virtual machine problem.
2 Problem Formulation
Let’s define
V a set of VMs;
P a set of PMs;
vcpui the CPU requirement of VM vi ∈ V ;
vmemi the memory requirement of VM vi ∈ V ;
pcpuj the CPU capacity of PM pj ∈ P ;
pmemj the memory capacity of PM pj ∈ P ;
p
wcpu
j the total CPU usage of PM pj ∈ P ;
pwmemj the total memory usage of PM pj ∈ P ;
Vpj the entire set of VMs allocated to pj ∈ P ;
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The CPU utilization rate of PM pj is given by Eq. 1.
µj = p
wcpu
j /p
cpu
j (1)
According to the server energy consumption model defined in [6], the en-
ergy consumption of PM pj when its CPU usage is µj is
E(pj) = kj · emaxj + (1− kj) · emaxj · µj (2)
where kj is the fraction of energy consumed when pj is idle; e
max
j is the
energy consumption of pj when it is fully utilized; and µj is the CPU utilization
rate of pj .
It is assumed that the communication network topology in data centers
is a typical three-tier tree as shown in Fig. 1 [11]. The VMs in a data cen-
ter can communicate with each other through communication devices, such
as switches, which also consume a non-trivial amount of energy. It has been
shown that the energy consumption of the communication network is largely
dependent on the number of communication devices [12]. Thus, we use the fol-
lowing method to approximate the energy consumption in the communication
network in the data center.
vm1
PMs
vm2
vm4 vm5vm3
Edge
Aggregation
Core
Fig. 1 The communication network of a data center
We categorize the communication between a pair of VMs into four types.
The first communication type is the communication between a pair of VMs on
the same PM. The communication between vm1 and vm2 in Fig. 1 is an in-
stance of the first type. The second communication type is the communication
between a pair of VMs that are placed on two different PMs, but under the
same edge. The communication between vm1 and vm3 in Fig. 1 is an exam-
ple of the second type. The third communication type is the communication
between a pair of VMs that are placed on two different PMs under different
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edges, but under the same aggregation. The communication between vm3 and
vm4 in Fig. 1 is an example of the third type. The fourth communication type
is the communication between a pair of VMs that are placed on two different
PMs under different aggregations. The communication between vm4 and vm5
in Fig. 1 is an example of the fourth type.
The first type of communication does not use any network communication
device; the second type of communication uses one network communication
device; the third communication involves three network communication de-
vices; and the fourth type of communication uses five network communication
devices. Therefore, the energy consumptions incurred by the four types of
communication are different. In fact, the first type of communication does not
incur any energy consumption in the communication network; the energy con-
sumption of the second type communication is less than that of the third type,
which is less than that of the fourth type as the more network communication
devices are used, the more energy is consumed in the communication network.
Let C1, C2, C3 and C4 be the sets of VM pairs between which there exists
communication and the communication type belong to the first, second, third
and fourth, respectively, and let
C = C1 ∪ C2 ∪ C3 ∪ C4 (3)
The energy consumption for transferring a unit of data is defined by Eq. 4.
e(c) =

e1, if c ∈ C1;
e2, if c ∈ C2;
e3, if c ∈ C3;
e4, if c ∈ C4;
(4)
Let l(c) be the amount of data that need to be transferred on the commu-
nication c. Then, the network energy consumption for transferring l(c) units
of data through communication c is given by Eq. 5.
E(c) = e(c) ∗ l(c) (5)
The VM placement problem is to assign each VM in V onto a PM in P ,
such that ∑
pj∈P
E(pj) +
∑
c∈C
E(c) (6)
is minimized subject to ⋃
pj∈P
Vpj = V (7)
Vpi
⋂
pi 6=pj
Vpj = ∅ (8)
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p
wcpu
j =
∑
vi∈Vpj
vcpui ≤ pcpuj (9)
pwmemj =
∑
vi∈Vpj
vmemi ≤ pmemj (10)
Constraints (7) and (8) make sure that each VM will be assigned to one
and only one PM; constraints (9) and (10) guarantee that the total CPU usage
and the total memory usage of PM pj will not exceed the CPU capacity and
memory capacity of pj , respectively.
3 The Hybrid Genetic Algorithm
This section entails the HGA for the VM placement problem. This HGA is
based on a genetic algorithm (GA) proposed in our preliminary research on
the VM placement problem [13]. It extends the GA by incorporating an infea-
sible solution repairing procedure and a local optimization procedure, which
are used to enhance the exploitation capacity and the convergency of the orig-
inal GA. In this section we concentrate on discussing the infeasible solution
repairing procedure and the local optimization procedure. The encoding, fit-
ness function, selection strategy, and genetic operators are the same as in the
original GA.
3.1 The description of the HGA
Algorithm 1 is a high-level description of the HGA, which shows how and
where the infeasible solution repairing procedure and the local optimization
procedure are incorporated into the HGA.
3.2 The infeasible solution repairing procedure
An individual generated in the initial population or generated by the crossover
and mutation operators during the evolution may not be a feasible VM place-
ment, that is, some VM placement constraints in (7)-(10) are violated. The
HGA uses the repairing procedure to resolve all the constraint violations to
convert the infeasible individual into a feasible one.
Fig. 2 shows an important data structure used in the infeasible solution
repairing procedure. The data structure is basically a list where each element
represents a PM. Each element has six fields. The first field indicates if there
is any violation in CPU constraint or main memory constraint in the PM,
where 0 indicating the total CPU requirements and the total main memory
requirements of those VMs allocated to the PM do not exceed the CPU ca-
pacity or the main memory capacity of the PM, respectively, and 1 otherwise.
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Algorithm 1: The HGA
1 generate a population of PopSize individuals, Pop;
2 find the best individual in Pop;
3 while the termination condition is not true do
4 for each individual x in Pop do
5 if x is not feasible then
6 use the repairing procedure to convert x into a feasible one;
7 end
8 use the local optimization procedure to optimize x;
9 calculate its fitness value f(x);
10 end
11 for each individual in Pop do
12 use the roulette selection strategy to choose another individual in the
population and pair them up;
13 end
14 for each pair of selected individuals do
15 probabilistically use the biased uniform crossover operator to produce one
offspring;
16 end
17 for each individual in P do
18 probabilistically apply the mutation operator it;
19 end
20 find the best individual in Pop;
21 if the best individual in Pop is better than the current best individual then
22 replace the current best individual with the new best individual;
23 end
24 end
25 decode the best individual and output it.
The second field and the third field are the total CPU requirements and the
total main memory requirements of those VMs that have been allocated to the
PM; The fourth field and the fifth field store the CPU capacity and the main
memory capacity of the PM, respectively; and the last one is a pointer to a
linked list in which each node stands for a VM that has been allocated to the
PM. If no VM is allocated to the PM, then the pointer is null. In the repairing
procedure we use the data structure to represent a placement of VMs.
0
1 1000 32 1009 30
0
0
0
0
violated     Pcpu    Pmem    PWcpu   PWmem pointer
id     vcpu    vmem    next
Fig. 2 The data structure used in the repairing procedure
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The basic idea behind the infeasible solution repairing procedure is to re-
allocate the VMs currently allocated to the PM one by one to other PMs
until the violations in the CPU and main memory constraints on the PM
are resolved. When re-allocating a VM, the procedure first attempts to re-
allocate the VM to another PM that has already been used. If we cannot find
such a PM, then the procedure re-allocates it to a PM that has not been
used. Algorithm 2 is a detailed description of the infeasible solution repairing
procedure.
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Algorithm 2: The infeasible solution repairing procedure
1 for i = 1 to |P | do
2 if p[i].violated = 1 then
3 pre = p[i].pointer;
4 p[i].pointer = p[i].pointer.next;
5 fixed = false;
6 j = (i+ 1) mod |P |;
7 while j 6= i do
8 if (p[j].pointer 6= null) & (p[j].pCPU −
p[j].pWCPU ≥ pre.vCPU ) & (p[j].pMEM −
p[j].pWMEM ≥ pre.vMEM ) then
9 pre.next = p[j].pointer;
10 p[j].pointer = pre;
11 p[j].pWCPU = p[j].pWCPU + pre.vCPU ;
12 p[j].pWMEM = p[j].pWMEM + pre.vMEM ;
13 fixed = true;
14 exit;
15 end
16 j = (j + 1) mod |P |;
17 end
18 if ∼ fixed then
19 j = (i+ 1) mod |P |;
20 while j 6= i do
21 if (p[j].pointer = null) & (p[j].pCPU −
p[j].pWCPU ≥ pre.vCPU ) & (p[j].pMEM −
p[j].pWMEM ≥ pre.vMEM ) then
22 pre.next = p[j].pointer;
23 p[j].pointer = pre;
24 p[j].pWCPU = p[j].pWCPU + pre.vCPU ;
25 p[j].pWMEM = p[j].pWMEM + pre.vMEM ;
26 fixed = true;
27 exit;
28 end
29 j = (j + 1) mod |P |;
30 end
31 end
32 end
33 end
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3.3 The local optimization procedure
Given a feasible VM placement, the local optimization procedure uses a heuris-
tic algorithm to reduce the number of PMs in the VM placement and thus to
reduce the total energy consumption on the PMs.
The basic idea behind the heuristic algorithm is that for each of the PMs
which have VMs allocated the heuristic algorithm checks if all the VMs on the
PM could be re-allocated the other PMs that have had some VMs allocated.
If it is feasible, then all the VMs on the PM will be re-allocated to the other
PMs and therefore the PM can be switched off. This idea is used iteratively
to switch as many PMs as possible. Algorithm 3 is a detailed description of
the local optimization procedure.
Algorithm 3: The local optimization procedure
1 for i = 1 to |P | do
2 while p[i].pointer 6= null do
3 pre = p[i].pointer;
4 p[i] = p[i].pointer.next;
5 j = i + 1;
6 while j ≤ |P | do
7 if (p[j].pointer 6= null) & (p[j].pCPU −
p[j].pWCPU ≥ pre.vCPU ) & (p[j].pMEM−p[j].pWMEM ≥ pre.vMEM )
then
8 pre.next = p[j].pointer;
9 p[j].pointer = pre;
10 p[j].pWCPU = p[j].pWCPU + pre.vCPU ;
11 p[j].pWMEM = p[j].pWMEM + pre.vMEM ;
12 exit;
13 end
14 j = j + 1;
15 end
16 end
17 end
4 Evaluation
This section evaluates the performance, efficiency and scalability of the HGA.
The evaluation on the performance of the HGA is performed by comparing
the quality of solutions generated by the HGA with the quality of solutions
generated by the original GA for a set of randomly generated test problems.
The quality of solutions is measured by the total energy consumption in the
data center. The evaluation on the efficiency of the HGA is carried out by
comparing the computation time (convergence time) of the HGA with that of
the original GA for a set of randomly generated test problems. The scalability
of the HGA is tested by looking at how its computation time (convergence
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time) increases when the size of the test problem increases. Since the problem
size depends on the number of VMs and the number of PMs, we observe how
its computation time changes when the number of VMs increases whereas the
number of PMs is fixed and how its computation time varies when the number
of PMS increases whereas the number of VMs is fixed.
We developed a Java program that can randomly generate VM placement
problems of different configurations, and used the program to generate two
groups of test problems. In one group of test problems, the number of PMs
was fixed to 20, but the number of VMs varied; In the other group, the number
of VMs was fixed to 80, but the number of PMs varied. The two groups of
randomly generated problems were also used for evaluating the performance
and efficiency of the HGA. Table 1 shows the characteristics of those randomly
generated test problems.
Table 1 Characteristics of the test problems
Group 1 Group 2
Test Prob. Set (ID) VM (#) PM(#) Test Prob. Set (ID) VM (#) PM(#)
1 40 20 10 80 17
2 50 20 11 80 20
3 60 20 12 80 23
4 70 20 13 80 26
5 80 20 14 80 29
6 90 20 15 80 32
7 100 20 16 80 35
8 110 20 17 80 38
9 120 20 18 80 41
In these randomly generated test problems, the VMs’ CPU and memory re-
quirements were randomly generated and the values were both in [1000, 5000],
and the PMs’ CPU and memory capacities were both randomly picked up from
[10, 000, 50, 000]. The parameters about the communication network were:
e1 = 0; e2 = 1; e3 = 3; and e4 = 5. The amount of data need to be transferred
between each pair of VMs in C was randomly generated and the value was a
whole number between 1 and 9 (units). The parameters about the servers in
the data center were: k1 = k2 = · · · = k|P | = 0.5.
We implemented the original GA and the HGA in Java, and used them to
solve each of the test problems. Considering the stochastic nature of the GA
and the HGA, for each of the configurations we randomly generated 30 test
problems, and for each of the randomly generated test problems, we used both
the GA and the HGA to solve it and recorded the total energy consumptions
and computation times.
In all the experiments, the population size of the GA was 200, the popula-
tion size of the HGA was 50, the probabilities for crossover and mutation were
0.95 and 0.05, respectively, and the termination condition was “no improve-
ment in the best solution and the average solution for 150 generations”. All
the experiments were conducted on a desktop computer with an Intel Core 2
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Duo CPU of 3.00GHz and a 4.00GB RAM. Table 2 shows the experimental
results.
Table 2 Comparison of the performance of the GA and HGA
Test GA HGA t-Test Results
Prob. Set Energy Variance Energy Variance t Stat P(T ¡= t) t Crit
1 4011 348237 5748 242036 -14.50 7.97E-15 2.05
2 5121 59691 7329 40430 -12.97 1.33E-13 2.05
3 6013 366316 8657 761945 -16.19 4.64E-16 2.05
4 7067 6303833 10456 62465 -16.67 2.15E-16 2.05
5 8375 1130730 12121 1848443 -12.87 1.63E-13 2.05
6 9383 715127 14705 7132933 -11.00 7.21E-12 2.05
7 10686 1307446 18509 12781065 -13.32 6.85E-14 2.05
8 11855 1672803 21134 11319707 -13.12 1.01E-13 2.05
9 13999 1447579 24730 5781698 -22.28 8.63E-20 2.05
10 8171 516275 13306 5986457 -10.86 9.82E-12 2.05
11 8392 1012060 12517 1752620 -19.79 2.18E-18 2.05
12 8282 943118 11898 1277124 -12.93 1.43E-13 2.05
13 8014 877549 11951 931759 -16.32 3.69E-14 2.05
14 7829 918627 11854 686714 -18.48 1.38E-17 2.05
15 7748 829955 11657 789199 -18.26 1.89E-17 2.05
16 8273 1128085 11390 649527 -14.56 7.19E-15 2.05
17 8054 930989 12085 12085 -21.49 2.29E-19 2.05
18 7982 914841 11728 1015671 -13.99 1.97E-14 2.05
It can be seen from the statistics in Table 2 that the HGA significantly
outperforms the original GA. The mean total energy consumption of the HGA
for the 30 different test problems of the same configuration is 27.36%-43.90%
less than that of the original GA while the mean computation time of the
HGA for the 30 different test problems of the same configuration reduces by
73.30%-88.61%.
In order to prove the significance of the statistics in Table 2, we conducted a
paired two sample for means t-Test for each set of experiments. The confidence
level of the t-Test was 95%. The null hypothesis was “there is no difference
between the mean total energy obtained by the HGA and the mean total
energy obtained by the original GA for the 30 different test problems of the
same configuration”. The t-Test results are displayed in Table 2. Since for all
the t-Test, the p value is significantly less than the α value, which is 0.05,
and the t Stat is greater than the critical value, all the null hypotheses were
rejected, which means, the difference between the two means is significant.
It is pointed out that there is a big variance in the total energy consumption
of the 30 runs in each set of the experiments. The reason behind that is the 30
runs were for 30 different test problems of the same configuration, rather than
30 runs of the same test problem. Although the sizes of the test problems were
exactly the same, the complexity of those test problem might vary significantly.
In order to check the scalability of the HGA, we plot the computation
time curve for the situation when the number of VMs increased from 40 to
120 with an incremental of 10 whereas the number of PMs was fixed to 20
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and the computation curve for situation when the number of PMs increased
from 17 to 41 with an incremental of 3 where the number of VMs was fixed
to 80. Fig. 3 shows the two curves. It can be observed from the two curves
that the computation time of the HGA increases very close to linearly when
the number of VMs increases and the number of PMs is fixed, and that the
computation time of the HGA does not correlate with the number of PMs.
Thus, it can be concluded that the HGA is scalable.
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Fig. 3 The scalability of the HGA
In summary, the evaluation has shown that the HGA generated signifi-
cantly better quality of solutions than the original GA while its convergence
time is much shorter than the original GA’s. The evaluation has also revealed
that the HGA is scalable.
5 Conclusion and Discussion
This paper has presented a HGA for the VM placement problem that con-
siders not only the energy consumption in not only those PMs, but also the
communication network, in data centers. The HGA embeds a repairing pro-
cedure that can convert an infeasible solution into a feasible one by gradually
resolving those constraint violations in the infeasible solution and a local op-
timization procedure that can quickly improve the quality of solutions. The
HGA has been implemented and evaluated by experiments. Experimental re-
sults have shown that the HGA always significantly outperforms the original
Title Suppressed Due to Excessive Length 13
GA in terms of performance and efficiency. The experimental results have also
shown that the HGA is scalable.
Compared with the original GA, the HGA has the following advantages.
Firstly, the HGA has better exploitation capacity and therefore generates bet-
ter quality of solutions. Thanks to the local optimization, when exploiting a
new search space surrounding a new chromosome in the population, the HGA
can more efficiently and effectively find a local optimum in the new search
space. Secondly, the HGA has better convergency. For each new generated
chromosome in the population, if it is an infeasible solution, the HGA uses the
repairing procedure to convert it into a feasible one by resolving all the con-
straint violations in the infeasible solution and then optimize the new feasible
solution using the local optimization procedure. if it is a feasible solution, then
the HGA directly uses the local optimization procedure to improve it. When
converting an infeasible solution into a feasible one, the fitness value of the
chromosome will be improved, and when locally optimizing a feasible solution,
the fitness value of the chromosome will also be improved if the chromosome
is not a local optimum. Thus, the average fitness value of the chromosomes in
one generation of the HGA increases much quicker than in the original GA. As
a result, the HGA converges quicker than the original GA. The disadvantage of
the HGA is that the incorporated repairing and local optimization procedure
will result in the increase in the computation workload of the HGA. However,
the size of the population of the HGA is much smaller than that of the original
GA, and the HGA converges much quicker than the original GA in terms of
the number of generations. Thus, the computation time of the HGA is actually
shorter than that of the GA as it can be seen in the experimental results.
Compared with existing heuristic algorithms, the HGA can generate much
better solutions than those heuristic algorithms as the HGA is basically a
global search algorithm while heuristic algorithms are local search algorithms,
which may be trapped at a local optimum during their search process. The
advantage of the heuristic algorithms is that their computation time is sig-
nificantly shorter than that of the HGA. However, since the VM placement
problem is not a real-time optimization problem and the HGA can find a
solution in the magnitude of seconds, which is acceptable.
In the future, we will extend the HGA to take into account the extra energy
consumption in the communication network incurred by the VM migration
resulting from the VM optimization.
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