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NOTES ON DING-IOHARA ALGEBRA AND AGT CONJECTURE
H. AWATA, B. FEIGIN, A. HOSHINO, M. KANAI, J. SHIRAISHI AND S. YANAGIDA
Abstract. We study the representation theory of the Ding-Iohara algebra U to find q-
analogues of the Alday-Gaiotto-Tachikawa (AGT) relations. We introduce the endomorphism
T (u, v) of the Ding-Iohara algebra, having two parameters u and v. We define the vertex
operator Φ(w) by specifying the permutation relations with the Ding-Iohara generators x±(z)
and ψ±(z) in terms of T (u, v). For the level one representation, all the matrix elements of
the vertex operators with respect to the Macdonald polynomials are factorized and written in
terms of the Nekrasov factors for the K-theoretic partition functions as in the AGT relations.
For higher levels m = 2, 3, . . ., we present some conjectures, which imply the existence of the
q-analogues of the AGT relations.
1. Introduction
The aim of this note is to continue our study on the representation theory of the Ding-
Iohara algebra U [DI] on positive integer levels, and to search a connection with the findings
of Alday, Gaiotto and Tachikawa (AGT) [AGT]. Authors’ previous discussions on U are found
in [FHHSY] and [FHSSY]. As for the related works, see [FT], [SV], [FFJMM1], [FFJMM2]
and [Sc].
In [FHHSY], we studied the level one action of the Ding-Iohara algebra U on the space of
Macdonald symmetric functions Pλ(x; q, t), namely on the Fock space Fu (see §2.1, §2.2 and
§2.3). In [FHSSY], we showed that for positive integer levels m = 2, 3, . . ., the Ding-Iohara
algebra is realized on the m-fold tensor space Fu1 ⊗ Fu2 ⊗ · · · ⊗ Fum by the deformed Wm
algebra together with an extra Heisenberg algebra. In this note, we introduce several bases on
them-fold tensor representation space. The first is the Macdonald-type basis (|Pλ〉) (see §3.3).
Here λ = (λ(1), λ(2), . . . , λ(m)), and each component λ(i) is a partition. Next we introduce the
‘Poincare´-Birkoff-Witt-type basis’ (|Xλ〉), and the ‘integral basis’ (|Kλ〉) (see §2.4 and §3.4).
In the level one case, we can show that (|Kλ〉) essentially gives the integral form Jλ(x; q, t)
(see Proposition 2.11). Unfortunately, at this moment, we do not have proofs that (|Xλ〉) and
(|Kλ〉) are bases for higher level cases m = 2, 3, . . ..
We introduce an endomorphism T (u, v) acting on the Ding-Iohara algebra having two pa-
rameters u and v (see Definition 2.3). In the level one case, we define the vertex operator
Φ(w) : Fu → Fv by the normalization Φ(w) |0〉 = |0〉 + · · · , and the permutation relations
T (vw, q−1tuw)(a)Φ(w) = Φ(w)T (q−1tvw, uw)(a) for all a ∈ U (see Definition 2.12). Then we
claim that
(1) (Proposition 2.13) the Φ(w) exists uniquely as
Φ(w) = exp
(
−
∞∑
n=1
1
n
vn − (t/q)nun
1− qn
a−nw
n
)
exp
( ∞∑
n=1
1
n
v−n − u−n
1− q−n
anw
−n
)
,
(2) (Proposition 2.14) all the matrix elements 〈Kλ|Φ(w) |Kµ〉 are factorized as
〈Kλ|Φ(w) |Kµ〉 = Nλ,µ(qv/tu)(−tuvw/q)
|λ|(tvw/q)−|µ|u|µ|t−n(µ)qn(µ
′).
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Here an’s denote the Heisenberg generators satisfying [am, an] = δm+n,0m(1− q
|m|)/(1− t|m|),
and we have used the notation for the ‘K-theoretic Nekrasov factor’ (see Definition 2.10)
Nλ,µ(u) :=
∏
(i,j)∈λ
(1− uq−µi+j−1t−λ
′
j+i) ·
∏
(k,l)∈µ
(1− uqλk−ltµ
′
l
−k+1)
=
∏
∈λ
(1− uq−aµ()−1t−ℓλ()) ·
∏
∈µ
(1− uqaλ()tℓµ()+1).
See §2.2 for the combinatorial symbols used here. Hence we found a q-analogue of the AGT
relation [AGT] for the case the gauge group is U(1).
For higher level cases, we define the vertex operator Φ(w) in a similar manner (see Definition
3.12). Then we present our main conjecture about the properties of Φ(w) (see Conjecture
3.13). Our conjecture implies that we have q-deformed AGT relation for the case the gauge
group is U(m).
This note is organised as follows. In Section 2, we recall the definition of the Ding-Iohara
algebra U , the Macdonald polynomials, and the level one representation of U on the Fock
space Fu. We give the definitions of the integral basis |Kλ〉 and the vertex operator Φ(w).
Then we state the properties of Φ(w) in Proposition 2.14. In Section 3, we study the level m
representation given on the m-fold tensor space Fu1⊗Fu2⊗· · ·⊗Fum. In Conjecture 3.13, we
summarize our observation about the vertex operator Φ(w). Section 4 is devoted to a brief
review of the AGT conjecture, Whittaker or Gaiotto state, and their five dimensional version.
In Section 5, we study the Whittaker vectors for the Ding-Iohara algebra. In Section 6, we
give some examples of calculating the matrix elements of Φ(w) for the level one case.
2. Level One Representation
2.1. Ding-Iohara algebra. Recall the Ding-Iohara algebra [DI]. Let q, t be independent
indeterminates and F :=Q(q, t). Let g(z) be the formal series
g(z) :=
G+(z)
G−(z)
∈ F[[z]], G±(z) := (1− q±1z)(1− t∓1z)(1 − q∓1t±1z).
We have g(z) = g(z−1)−1 as is required.
Definition 2.1. Let U be the unital associative algebra over F generated by the Drinfeld cur-
rents x±(z) =
∑
n∈Z x
±
n z
−n, ψ±(z) =
∑
±n∈Z≥0
ψ±n z
−n and the central element γ±1/2, satisfying
the defining relations
ψ±(z)ψ±(w) = ψ±(w)ψ±(z), ψ+(z)ψ−(w) =
g(γ+1w/z)
g(γ−1w/z)
ψ−(w)ψ+(z),
ψ+(z)x±(w) = g(γ∓1/2w/z)∓1x±(w)ψ+(z), ψ−(z)x±(w) = g(γ∓1/2z/w)±1x±(w)ψ−(z),
[x+(z), x−(w)] =
(1− q)(1− 1/t)
1− q/t
(
δ(γ−1z/w)ψ+(γ1/2w)− δ(γz/w)ψ−(γ−1/2w)
)
,
G∓(z/w)x±(z)x±(w) = G±(z/w)x±(w)x±(z).
Fact 2.2. The algebra U has a formal Hopf algebra structure. The formulas for the coproduct
read ∆(γ±1/2) = γ±1/2 ⊗ γ±1/2 and
∆(ψ±(z)) = ψ±(γ
±1/2
(2) z)⊗ ψ
±(γ
∓1/2
(1) z),
∆(x+(z)) = x+(z)⊗ 1 + ψ−(γ1/2(1) z)⊗ x
+(γ(1)z),
∆(x−(z)) = x−(γ(2)z)⊗ ψ
+(γ
1/2
(2) z) + 1⊗ x
−(z),
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where γ
±1/2
(1) := γ
±1/2 ⊗ 1 and γ±1/2(2) := 1⊗ γ
±1/2. Since we do not use the antipode a and the
counit ε in this paper, we omit them.
When the central element takes the value γ±1/2 = (t/q)±m/4 on a representation space with
some m ∈ Q, we call it of level m.
Now we introduce our main tool in the present paper.
Definition 2.3. For generic parameters u and v, define the endomorphism T (u, v) of U by
T (u, v)(x+(z)) = (1− u/z)x+(z),
T (u, v)(x−(z)) = (1− γv/z)x−(z),
T (u, v)(ψ±(z)) = (1− γ∓1/2u/z)(1− γ1±1/2v/z)ψ±(z),
where γ is the central element. In Fourier modes, we have
T (u, v)(x+n ) = x
+
n − ux
+
n−1,
T (u, v)(x−n ) = x
+
n − γvx
−
n−1,
T (u, v)(ψ±n ) = ψ
±
n − (γ
∓1/2u+ γ1±1/2v)ψ±n−1 + γuvψ
±
n−2.
The endomorphism T (u, v) will be used for giving the defining relations for our vertex
operator Φ(w). See Definition 2.12 and Definition 3.12 below.
Remark 2.4. The image T (u, v)(U) is strictly smaller than U . Formally we can write
T (u, v)−1(x+n ) = x
+
n + ux
+
n−1 + u
2x+n−2 + · · · but this does not belong to U because of the
infinite sum. It might be an interesting problem to find some meaning to the formal inverse,
however, we will not consider it in this paper.
2.2. Macdonald polynomials. We basically follow [M] for the notations. A partition λ is
a series of nonnegative integers λ = (λ1, λ2, . . .) such that λ1 ≥ λ2 ≥ · · · with finitely many
nonzero entries. We use the following symbols: |λ| :=
∑
i≥1 λi, n(λ) :=
∑
i≥1(i − 1)λi. If
λl > 0 and λl+1 = 0, we write ℓ(λ) := l and call it the length of λ. The conjugate partition
of λ is denoted by λ′ which corresponds to the transpose of the diagram λ. The empty
sequence is denoted by ∅. The dominance ordering is defined by λ ≥ µ ⇔ |λ| = |µ| and∑i
k=1 λk ≥
∑i
k=1 µk for all i = 1, 2, . . ..
We also follow [M] for the convention of the Young diagram. Namely, the first coordinate
i (the row index) increases as one goes downwards, and the second coordinate j (the column
index) increases as one goes rightwards. We denote by  = (i, j) the box located at the
coordinate (i, j). For a box  = (i, j) and a partition λ, we use the following notations:
i() := i, j() := j, aλ() := λi − j, ℓλ() := λ
′
j − i.
Let Λ be the ring of symmetric functions in x = (x1, x2, . . .) over Z, and let ΛF :=Λ⊗ZF. Let
mλ be the monomial symmetric functions. Denote the power sum function by pn =
∑
i≥1 x
n
i .
For a partition λ, we write pλ =
∏
i pλi . Macdonald’s scalar product on ΛF is
〈pλ, pµ〉q,t = δλ,µzλ
ℓ(λ)∏
i=1
1− qλi
1− tλi
, zλ =
∏
i≥1
imi ·mi!, (2.1)
Here we denote by mi the number of entries in λ equal to i.
Fact 2.5. The Macdonald symmetric function Pλ(x; q, t) is uniquely characterized by the
conditions [M, Chap. VI, (4.7)].
Pλ = mλ +
∑
µ<λ
uλµmµ (uλµ ∈ F),
〈Pλ, Pµ〉q,t = 0 (λ 6= µ).
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Denote Qλ := Pλ/〈Pλ, Pλ〉q,t. Then (Qλ) and (Pλ) are dual bases of ΛF.
The integral form Jλ is defined by [M, Chap. VI, (8.1),(8.1
′),(8.3)].
Jλ := cλPλ = c
′
λQλ,
cλ :=
∏
∈λ
(1− qaλ()tℓλ()+1), c′λ :=
∏
∈λ
(1− qaλ()+1tℓλ()). (2.2)
As for the norms of Pλ and Jλ, we have [M, Chap. VI, (6.19)]
〈Pλ, Pλ〉q,t = c
′
λ/cλ, 〈Jλ, Jλ〉q,t = c
′
λcλ. (2.3)
2.3. Level one representation of U . Recall the level one representation constructed over
the space of Macdonald polynomials [FHHSY]. Set F˜ :=Q(q1/4, t1/4).
Let H be the Heisenberg algebra over F˜ with generators {an | n ∈ Z} satisfying
[am, an] = m
1− q|m|
1− t|m|
δm+n,0 a0.
Let |0〉 be the vacuum state satisfying the annihilation conditions for the positive Fourier
modes an|0〉 = 0 (n ∈ Z>0). For a partition λ = (λ1, λ2, . . .), we denote |aλ〉 = a−λ1a−λ2 · · · |0〉
for short. Denote by F the Fock space having the basis (|aλ〉).
As graded vector spaces, the space of the symmetric functions Λ
F˜
and the Fock space F are
isomorphic. We denote the isomorphism by ι. It is defined by
ι : F
∼
−→ Λ
F˜
, |aλ〉 7→ pλ. (2.4)
We give an H-module structure on Λ
F˜
by setting a0v = v and
a−nv = pnv, anv = n
1− qn
1− tn
∂v
∂pn
, (n > 0, v ∈ Λ
F˜
).
In what follows we identify F and Λ
F˜
as H module via ι.
Fact 2.6 ([FHHSY, Prop. A.6]). Set
η(z) := exp
( ∞∑
n=1
1− t−n
n
a−nz
n
)
exp
(
−
∞∑
n=1
1− tn
n
anz
−n
)
,
ξ(z) := exp
(
−
∞∑
n=1
1− t−n
n
(t/q)n/2a−nz
n
)
exp
( ∞∑
n=1
1− tn
n
(t/q)n/2anz
−n
)
,
ϕ+(z) := exp
(
−
∞∑
n=1
1− tn
n
(1− tnq−n)(t/q)−n/4anz
−n
)
,
ϕ−(z) := exp
( ∞∑
n=1
1− t−n
n
(1− tnq−n)(t/q)−n/4a−nz
n
)
.
Let u ∈ F˜∗. We have a level one representation ρu(·) of U on F by setting
ρu(γ
±1/2) = (t/q)±1/4, ρu(ψ
±(z)) = ϕ±(z), ρu(x
+(z)) = u η(z), ρu(x
−(z)) = u−1ξ(z).
We denote this left U-module by Fu.
Fact 2.7 ([AMOS][Sh]). The x+0 is identified with the first-order Macdonald difference oper-
ator (under the isomorphism ι : Fu
∼
−→ Λ
F˜
: |Pλ〉 7→ Pλ, see (2.4))
x+0 |Pλ〉 = uελ|Pλ〉, ελ := 1 + (t− 1)
ℓ(λ)∑
i=1
(qλi − 1)t−i. (2.5)
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The dual Fock space F∗ is defined in a similar manner. Let 〈0| be the dual vacuum state
satisfying the annihilation conditions for the negative Fourier modes 〈0|an = 0 (n ∈ Z<0). For
a partition λ = (λ1, λ2, · · · ), write 〈aλ| = 〈0| · · ·aλ2aλ1 for short. The (〈aλ|) is a basis of F
∗.
By the homomorphism ρu, F∗ becomes a right U-module.
We have the compatibility between the Macdonald scalar product and the Fock pairing:
〈pλ, pµ〉q,t = 〈aλ|aµ〉.
2.4. Integral basis |Kλ〉 for the level one case. One of our motivations of this paper is
to study the integral form Jλ = cλPλ of the Macdonald symmetric function, and its higher
level analogues, from the point of view of the Ding-Iohara algebra U . A point is how one can
understand the mysterious normalization of Jλ.
The standard normalization of the Macdonald symmetric function is based on the lower
triangular expansion Pλ = mλ +
∑
µ<λ uλµmµ with respect to the dominance ordering. Set
the integral form by Jλ = cλPλ, then the scalar product 〈Jλ, Jλ〉q,t = c
′
λcλ is a polynomial in q
and t. As we will observe shortly, we have a similar polynomiality in all the matrix elements
of our vertex operator with respect to the integral forms. At first glance, it seems that we
need to face the problem of understanding the cλ from the algebra U . We, however, bypass it
by introducing a Poincare´-Birkhoff-Witt-type basis for Fu.
For simplicity of display, we treat separately the level one case here. We omit writing the
symbol ρu from our formulas. For any partition λ, set |Xλ〉 by
|Xλ〉 = x
+
−λ1
x+−λ2 · · ·x
+
−λℓ(λ)
|0〉.
For the dual space, we set
〈Xλ| = 〈0|x
+
λℓ(λ)
· · ·x+λ2x
+
λ1
.
Proposition 2.8. The (|Xλ〉) (resp. (〈Xλ|)) is a basis of F (resp. F∗).
On Fu, we can expand the eigenfunctions of the operator x
+
0 , namely the |Pλ〉’s, with respect
to the basis (|Xλ〉). Set
|Kλ〉 =
∣∣X(1|λ|)〉+ ∑
µ>(1|λ|)
cλµ(u) |Xµ〉 , x
+
0 |Kλ〉 = uελ|Kλ〉,
were cλµ(u) ∈ F[u]. Namely, we normalize the eigenfunctions |Kλ〉 in such a way that the
coefficient of
∣∣X(1|λ|)〉 is one.
Similarly on the dual space F∗u , set
〈Kλ| =
〈
X(1|λ|)
∣∣ + ∑
µ>(1|λ|)
cλµ(u) 〈Xµ| , 〈Kλ|x
+
0 = uελ〈Kλ|.
Example 2.9. For |λ| ≤ 2, we have∣∣K(1)〉 = ∣∣X(1)〉 = −t−1u ∣∣J(1)〉 ,∣∣K(2)〉 = ∣∣X(12)〉+ (q − 1)u
t
∣∣X(2)〉 = t−2u2 ∣∣J(2)〉 ,∣∣K(12)〉 = ∣∣X(12)〉 + q(t− 1)u
t
∣∣X(2)〉 = t−3u2 ∣∣J(12)〉 .
In this paper we use the following notation for the so-called ‘Nekrasov factor.’
Definition 2.10. For a pair of partitions (λ, µ) and an indeterminate u, set
Nλ,µ(u) :=
∏
(i,j)∈λ
(1− uq−µi+j−1t−λ
′
j+i) ·
∏
(k,l)∈µ
(1− uqλk−ltµ
′
l
−k+1)
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=
∏
∈λ
(1− uq−aµ()−1t−ℓλ()) ·
∏
∈µ
(1− uqaλ()tℓµ()+1).
Proposition 2.11. We have
|Kλ〉 = (−u/t)
|λ|t−n(λ) |Jλ〉 , 〈Kλ| = (−u)
|λ|t−n(λ) 〈Jλ| ,
〈Kλ|Kλ〉 = (−u
2)|λ|qn(λ
′)t−n(λ)Nλ,λ(q/t).
The proof is due to the specialization technique of [M, Chap. VI, (6.17)]. The detail will
appear elsewhere.
2.5. Vertex operator for the level one case. We state our definition of the level one
vertex operator Φvu(w) in terms of the endomorphism T (u, v).
Definition 2.12. Define the vertex operator Φ(w) by the conditions
Φ(w) = Φvu(w) : Fu −→ Fv,
Φ(w) |0〉 = |0〉+O(w),
T (vw, q−1tuw)(a)Φ(w) = Φ(w)T (q−1tvw, uw)(a) (∀ a ∈ U).
In terms of η(z), ξ(z), ϕ±(z), the permutation relations are explicitly written as
(1− vw/z)vη(z)Φ(w) = (1− q−1tvw/z)Φ(w)uη(z),
(1− (t/q)3/2uw/z)v−1ξ(z)Φ(w) = (1− (t/q)1/2uw/z)Φ(w)u−1ξ(z),
(1− (t/q)−1/4vw/z)(1− (t/q)7/4uw/z)ϕ+(z)Φ(w)
= (1− (t/q)3/4vw/z)(1− (t/q)3/4uw/z)Φ(w)ϕ+(z),
(1− (t/q)1/4vw/z)(1− (t/q)5/4uw/z)ϕ−(z)Φ(w)
= (1− (t/q)5/4vw/z)(1− (t/q)1/4uw/z)Φ(w)ϕ−(z).
From these, one immediately finds that the Φ(w) can be uniquely expressed in terms of a
normal ordered exponent of the Heisenberg generators.
Proposition 2.13. We have
Φ(w) = exp
(
−
∞∑
n=1
1
n
vn − (t/q)nun
1− qn
a−nw
n
)
exp
( ∞∑
n=1
1
n
v−n − u−n
1− q−n
anw
−n
)
. (2.6)
Now we are ready to state our main result.
Proposition 2.14. Let Jλ be the integral form of the Macdonald polynomial. Then we have
〈Jλ|Φ(w) |Jµ〉 = Nλ,µ(qv/tu)w
|λ|−|µ|(tu/q)|λ|(−v/q)−|µ|tn(λ)qn(µ
′).
This Proposition and Proposition 2.11 give us
〈Kλ|Φ(w) |Kµ〉 = Nλ,µ(qv/tu)(−tuvw/q)
|λ|(tvw/q)−|µ|u|µ|t−n(µ)qn(µ
′).
Remark 2.15. Proposition 2.14 is nothing but the K-theoretic analogue of [CO]. In fact, one
can prove this based on their argument and the geometric realization of Ding-Iohara algebra
on ⊕nKT(Hilbn(C2)). The Φ(w) is essentially the same with the operator constructed from
certain virtual bundle in [SV]. The proof will appear elsewhere.
Consider the composition of the vertex operators
Φwv (z1)Φ
v
u(z2) : Fu −→ Fv −→ Fw.
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We have from Proposition 2.14
〈0|Φwv (z1)Φ
v
u(z2) |0〉 =
∑
λ
N∅,λ(qw/tv)Nλ,∅(qv/tu)
Nλ,λ(q/t)
(uz2/wz1)
|λ|. (2.7)
The right hand side of (2.7) coincides with the instanton part of the 5D U(1) Nekrasov partition
function with Nf = 2 fundamental matters (see [AY2, §5]). See Remark 3.14 below as for the
higher level case.
2.6. Examples of the calculation of the matrix elements of Φ(w). We show some
examples of calculating the matrix elements of Φ(w).
On Fu, we have∑
l≥0
flx
+
m−lx
+
n+l =
∑
l≥0
flx
+
n−lx
+
m+l, (2.8)
f0 = 1, fl =
(1− q)(1− t−1)(1− qlt−l)
1− qt−1
for l = 1, 2, 3, . . . .
The permutation rule for x+n and Φ(w) = Φ
v
u(w) reads
(x+n − vwx
+
n−1)Φ(w) = Φ(w)(x
+
n − q
−1tvwx+n−1). (2.9)
We have 〈0|Φ(w) |0〉 = 1, x+0 |0〉 = u |0〉, x
+
n |0〉 = 0 (n = 1, 2, . . .), and 〈0|x
+
0 = v 〈0|,
〈0|x+−n = 0 (n = 1, 2, . . .).
From (2.9) written for n = 1, we have 〈0| (x+1 −vwx
+
0 )Φ(w) |0〉 = 〈0|Φ(w)(x
+
1 −q
−1tvwx+0 ) |0〉.
Hence we have 〈
X(1)
∣∣Φ(w) |X∅〉 = 〈0|x+1 Φ(w) |0〉 = vw(v − q−1tu).
From (2.8) written for m = 1, n = 0 and m = 1, n = −1, we have 〈0|x+1 x
+
0 = v(1 −
f1) 〈0|x
+
1 and 〈0|x
+
1 x
+
−1 = −v
2f1 〈0|. Then, from (2.9) written for n = 0, we have 〈0| x
+
1 (x
+
0 −
vwx+−1)Φ(w) |0〉 = 〈0|x
+
1 Φ(w)(x
+
0 − q
−1tvwx+−1) |0〉. Hence we have
v(1− f1) 〈0|x
+
1 Φ(w) |0〉+ v
3wf1 〈0|Φ(w) |0〉
= u 〈0|x+1 Φ(w) |0〉 − q
−1tvw 〈0|x+1 Φ(w)x
+
−1 |0〉 ,
namely 〈
X(1)
∣∣Φ(w) ∣∣X(1)〉 = 〈0|x+1 Φ(w)x+−1 |0〉 = −u2(1− qv/u)(1− v/tu).
3. Level m representation
One can easily guess what should be the higher level counterparts of the intertwining prop-
erties in Definition 2.12, and the integral basis |Kλ〉. By some brute force computations, we
observed that the AGT phenomena may exist also for the higher level cases, namely, all the
matrix elements of the vertex operator with respect to |Kλ〉 are factorized and written in
terms of the function Nλ,µ(u).
3.1. ‘PBW-type basis’ for the level m case. Let m be a positive integer and u =
(u1, u2, . . . , um) be an m-tuple of parameters. Consider the m-fold tensor representation
ρu1 ⊗ ρu2 ⊗ · · · ⊗ ρum on F
⊗m. Define ∆(m) inductively by ∆(1) := id, ∆(2) := ∆ and ∆(m) :=
(id⊗ · · · ⊗ id⊗∆) ◦∆(m−1).
Definition 3.1. Define the morhpism ρ
(m)
u by
ρ(m)
u
:= (ρu1 ⊗ ρu2 ⊗ · · · ⊗ ρum) ◦∆
(m).
We denote by Fu (resp. F∗u) the left (resp. right) U-module on F
⊗m (resp. F∗⊗m) given by
ρ
(m)
u . These representations are of level m, and we call them the level m representations.
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Set
X(1)(z) := ρ(m)
u
(x+(z)) = (ρu1 ⊗ ρu2 ⊗ · · · ⊗ ρum) ◦∆
(m)(x+(z)).
Then we have
X(1)(z) =
m∑
i=1
uiΛ˜i(z), (3.1)
where
Λ˜i(z) := ϕ
−(p−1/4z)⊗ ϕ−(p−3/4z)⊗ · · · ⊗ ϕ−(p−(2i−3)/4z)⊗ η(p−(i−1)/2z)⊗ 1⊗ · · · ⊗ 1. (3.2)
Here p := q/t and η(p−(i−1)/2z) sits in the i-th tensor component. (See [FHSSY, Lemma 2.6].)
For k = 2, 3, . . ., set further
X(k)(z) :=X(1)(pk−1z) · · ·X(1)(pz)X(1)(z).
Then for k = 1, 2, . . . , m we have
X(k)(z) =
∑
1≤i1<i2<···<ik≤m
ui1ui2 · · ·uik : Λ˜i1(z)Λ˜i2(pz) · · · Λ˜ik(p
k−1z) :,
and 0 = X(m+1)(z) = X(m+2)(z) = · · · . Here : ∗ : denotes the usual normal ordering in the
Heisenberg algebra H. Define the Fourier components X(k)i of X
(k)(z) by
X(k)(z) =
∑
i∈Z
X
(k)
i z
−i.
Remark 3.2. As for the connection between the X(i)(z)’s and the deformed Wm generators,
see [FHSSY].
Definition 3.3. Let λ = (λ(1), λ(2), . . . , λ(m)) be anm-tuple of partitions with λ(k) = (λ
(k)
1 , λ
(k)
2 , . . .).
We set
|Xλ〉 :=X
(1)
−λ
(1)
1
X
(1)
−λ
(1)
2
· · ·X(2)
−λ
(2)
1
X
(2)
−λ
(2)
2
· · ·X(m)
−λ
(m)
1
X
(m)
−λ
(m)
2
· · · |0〉 ,
〈Xλ| := (q/t)
∑m
k=1(k−1)|λ
(k)| 〈0| · · ·X(m)
λ
(m)
2
X
(m)
λ
(m)
1
· · ·X(2)
λ
(2)
2
X
(2)
λ
(2)
1
· · ·X(1)
λ
(1)
2
X
(1)
λ
(1)
1
,
where |0〉 := |0〉⊗m and 〈0| := 〈0|⊗m.
Conjecture 3.4. The (|Xλ〉) (resp. (〈Xλ|)) is a basis of Fu (resp. F∗u).
3.2. Partial orderings. As in the case of level one representation, we study the eigenfunc-
tions of the operator X
(1)
0 = ρ
(m)
u (x
+
0 ) on the spaces Fu and F
∗
u
. A remark is in order. We
can not regard the X
(1)
0 as a self adjoint operator, because of the structure of the coproduct.
Hence we need to consider the left eigenfunctions in Fu and the right eigenfunctions in F∗u
separately.
For λ = (λ(1), λ(2), . . . , λ(m)) with λ(k) = (λ
(k)
1 , λ
(k)
2 , . . .), we denote the total number of
boxes by |λ| :=
∑m
k=1 |λ
(k)|.
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Definition 3.5. Introduce two partial orderings ≥R and ≥L on the m-tuples of partitions by
λ ≥R µ
def
⇐⇒ |λ| = |µ| and
|λ(1)|+ · · ·+ |λ(j−1)|+
i∑
k=1
λ
(j)
k ≥ |µ
(1)|+ · · ·+ |µ(j−1)|+
i∑
k=1
µ
(j)
k
for all i ≥ 1, 1 ≤ j ≤ m,
λ ≥L µ
def
⇐⇒ |λ| = |µ| and
|λ(m)|+ · · ·+ |λ(j+1)|+
i∑
k=1
λ
(j)
k ≥ |µ
(m)|+ · · ·+ |µ(j+1)|+
i∑
k=1
µ
(j)
k
for all i ≥ 1, 1 ≤ j ≤ m.
(3.3)
Example 3.6. We consider the case >L and denote it by > for short. In the case m = 2 and
|λ| ≤ 3, we have
(∅, (1)) > ((1), ∅),
(∅, (2)) > (∅, (12)) > ((1), (1)) > ((2), ∅) > ((12), ∅),
(∅, (3)) > (∅, (21))
> ((1), (2)) >
> (∅, (13)) >
((1), (12)) > ((2), (1))
> ((3), (∅)) >
> ((12), (1)) >
((21), ∅) > ((13), ∅).
3.3. Eigenfunctions. For an m-tuple of partitions λ, set
mλ = mλ(1) ⊗mλ(2) ⊗ · · · ⊗mλ(m) ∈ Λ
⊗m,
where mλ(i) ’s are the monomial symmetric functions. Via the isomorphism ι
⊗m (see (2.4)), we
identify mλ ∈ Λ⊗m with the corresponding vector |mλ〉 ∈ Fu or 〈mλ| ∈ F∗u.
Proposition 3.7. We have
X
(1)
0 |mλ〉 =
∑
µ≤Lλ
αλµ(u) |mµ〉 ,
〈mλ|X
(1)
0 =
∑
µ≤Rλ
βλµ(u) 〈mµ| ,
for some αλµ(u), βλµ(u) ∈ F˜[u1, u2, . . . , um].
Proposition 3.8. (1) For any m-tuples of partitions λ, a vector |Pλ〉 ∈ Fu is uniquely
characterized by
|Pλ〉 = |mλ〉+
∑
µ<Lλ
aλµ(u) |mµ〉 , (aλµ(u) ∈ F˜(u1, u2, . . . , um)),
X
(1)
0 |Pλ〉 = ελ,u |Pλ〉 , ελ,u :=
m∑
k=1
ukελ(k).
(2) For any m-tuples of partitions λ, a vector 〈Pλ| ∈ F
∗
u
is uniquely characterized by
〈Pλ| = 〈mλ|+
∑
µ<Rλ
bλµ(u) 〈mµ| , (bλµ(u) ∈ F˜(u1, u2, . . . , um)),
〈Pλ|X
(1)
0 = ελ,u 〈Pλ| .
(3) We have
〈Pλ|Pµ〉 =
m∏
k=1
c′
λ(k)
cλ(k)
· δλ,µ.
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For (1) and (2), it is enough to prove Proposition 3.7. The detail will appear elsewhere.
Once we have (1) and (2), for the proof of (3) we only need to recall the norm of Pλ (2.3).
The vector |Pλ〉 can be considered as a higher level analogue of the Macdonald symmetric
function Pλ.
Example 3.9. Consider the case m = 2. We denote by |Pλ1 ⊗ Pλ2〉 the image of Pλ1 ⊗Pλ2 in
Fu1 ⊗ Fu2 under the isomorphism ι
⊗2. Below we give some examples of the vectors
∣∣P(λ1,λ2)〉
expanded in terms of (|Pλ1 ⊗ Pλ2〉).
First we trivially have
∣∣P(∅,∅)〉 = |1⊗ 1〉. For |λ| = 1, we have∣∣P((1),∅)〉 = ∣∣P(1) ⊗ 1〉 ,∣∣P(∅,(1))〉 = ∣∣1⊗ P(1)〉+ (q/t)1/2 (t− q)u2
q(u1 − u2)
∣∣P(1) ⊗ 1〉 .
For |λ| = 2, we have∣∣P((12),∅)〉 = ∣∣P(12) ⊗ 1〉 ,∣∣P((2),∅)〉 = ∣∣P(2) ⊗ 1〉 ,∣∣P((1),(1))〉 = ∣∣P(1) ⊗ P(1)〉+ (q/t)1/2 (1− q)(t+ 1)t(t− q)u2
q(1− qt)(u1 − tu2)
∣∣P(12) ⊗ 1〉
+ (q/t)1/2
(t− q)u2
q(qu1 − u2)
∣∣P(2) ⊗ 1〉 ,∣∣P(∅,(12))〉 = ∣∣1⊗ P(12)〉 + (q/t)1/2 (t− q)u2
q(tu1 − u2)
∣∣P(1) ⊗ P(1)〉
+
(t− q)((q2t− qt− q + t2)u2 − qt(t
2 − 1)u1)u2
qt(u1 − u2)(1− qt)(tu1 − u2)
∣∣P(12) ⊗ 1〉
−
(t− q)u2
q(tu1 − u2)
∣∣P(2) ⊗ 1〉 ,∣∣P(∅,(2))〉 = ∣∣1⊗ P(2)〉− (q/t)1/2 (t− 1)(1 + q)(t− q)u2
(1− qt)(u1 − qu2)
∣∣P(1) ⊗ P(1)〉
+
(q − t)(q(q2t− q + qt− t2)u2 + (1− q2)tu1)u2
qt(1− qt)(u1 − u2)(qu2 − u1)
∣∣P(2) ⊗ 1〉
−
(t2 − 1)(1− q2)(t− q)u2
(qu2 − u1)(1− qt)2
∣∣P(12) ⊗ 1〉 .
For the case |λ| = 3, the partial ordering >L is not a total ordering. Here we give five examples
for the sake of demonstration:∣∣P((13),∅)〉 = ∣∣P(13) ⊗ 1〉 ,∣∣P((2,1),∅)〉 = ∣∣P(2,1) ⊗ 1〉 ,∣∣P((3),∅)〉 = ∣∣P(3) ⊗ 1〉 ,∣∣P((12),(1))〉 = ∣∣P(12) ⊗ P(1)〉+ (q/t)1/2 (t− q)u2
q(qu1 − u2)
∣∣P(2,1) ⊗ 1〉
+ (q/t)1/2
(1− q)(t− q)(1− t3)t2u2
q(1− qt2)(1− t)(u1 − t2u2)
∣∣P(13) ⊗ 1〉 ,∣∣P((2),(1))〉 = ∣∣P(2) ⊗ P(1)〉+ (q/t)1/2 (t− q)u2
q(q2u1 − u2)
∣∣P(3) ⊗ 1〉
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+ (q/t)1/2
(1− q2)(t− q)(1− qt2)tu2
q(1− qt)(1− q2t)(u1 − tu2)
∣∣P(2,1) ⊗ 1〉 .
As for the dual eigenvectors, we have
〈
P(∅,∅)
∣∣ = 〈1⊗ 1|, and〈
P((1),∅)
∣∣ = 〈P(1) ⊗ 1∣∣− (q/t)1/2 (t− q)u2
q(u1 − u2)
〈
1⊗ P(1)
∣∣ ,〈
P(∅,(1))
∣∣ = 〈1⊗ P(1)∣∣
for |λ| = 1.
3.4. ‘Integral basis’ |Kλ〉 for the level m case. As in the level one case, we introduce the
following normalization of the eigenvectors.
Definition 3.10. Define the integral form |Kλ〉 ∈ Fu by
X
(1)
0 |Kλ〉 = ελ,u |Kλ〉 , |Kλ〉 =
(
(X
(1)
−1 )
|λ| + · · ·
)
|0〉 .
Similarly we define 〈Kλ| ∈ F
∗
u
by
〈Kλ|X
(1)
0 = ελ,u 〈Kλ| , 〈Kλ| = 〈0|
(
(X
(1)
1 )
|λ| + · · ·
)
.
Conjecture 3.11. We have
〈Kλ|Kλ〉
?
=
(
(−1)m(t/q)m−1em(u)
)|λ|
×
m∏
k=1
u
−(m−2)|λ(k)|
k q
−(m−2)n(λ(k)
′
)t(m−2)n(λ
(k)) ×
m∏
i,j=1
Nλ(i),λ(j)(qui/tuj).
(3.4)
with em(u) := u1u2 · · ·um.
3.5. Vertex operator for the level m case. We extend the construction of the vertex
operator Φ(w) for higher level cases.
Definition 3.12. Let u = (u1, u2, · · · , um) and v = (v1, v2, · · · , vm). Define the vertex
operator Φ(w) = Φv
u
(w) by
Φ(w) : Fu = Fu1 ⊗Fu2 ⊗ · · · ⊗ Fum −→ Fv = Fv1 ⊗ Fu2 ⊗ · · · ⊗ Fvm ,
Φ(w) |0〉 = |0〉+O(w),
T (em(v)w, q
−1tem(u)w)(a)Φ(w) = Φ(w)T (q
−1tem(v)w, em(u)w)(a) (∀ a ∈ U).
Here we used the symbols em(v) := v1v2 · · · vm and em(u) := u1u2 · · ·um.
Now we state our main conjecture.
Conjecture 3.13. (1) The Φ(w) exists uniquely.
(2) We have the factorized matrix elements with respect to the integral forms as
〈Kλ|Φ(w) |Kµ〉
?
=
(
(−1)m(t/q)mem(u)em(v)w
)|λ|(
(t/q)em(v)w
)−|µ|
×
m∏
k=1
v
−(m−1)|λ(k)|
k u
|µ(k)|
k q
−(m−1)n(λ(k)
′
)+n(µ(k)
′
)t(m−1)n(λ
(k))−n(µ(k))
×
m∏
i,j=1
Nλ(i),µ(j)(qvi/tuj).
(3.5)
Conjectures (3.5) and (3.4) imply
〈0|Φw
v
(z2)Φ
v
u
(z1) |0〉 =
∑
λ
〈K∅|Φwv (z2) |Kλ〉 〈Kλ|Φ
v
u
(z1) |K∅〉
〈Kλ|Kλ〉
(3.6)
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?
=
∑
λ
(
em(u)z1
em(w)z2
)|λ| m∏
i,j=1
N∅,λ(j)(qwi/tvj)Nλ(i),∅(qvi/tuj)
Nλ(i),λ(j)(qvi/tvj)
=
∑
λ
(
tm
qm
em(u)z1
em(w)z2
)|λ| m∏
i,j=1
N∅,λ(j)(qwi/tvj)Nλ(i),∅(qvi/tuj)
Nλ(i),λ(j)(vi/vj)
.
Remark 3.14. The left hand side of (3.6) can be understood as a q-analogue of the four point
correlation function of CFT. The right hand side coincides with the instanton part of the 5D
U(m) Nekrasov partition function with Nf = 2m fundamental matters (see [AY2, §5]). Our
main conjecture 3.13 implies that we have a description of the five dimensional analogue of
the AGT conjecture in terms of the level m representation of the Ding-Iohara algebra.
Remark 3.15. In [AFLT], a good understanding is found about the primary fields of the
conformal field theory, the integrable structure, and the AGT conjecture. Their ideas and the
main points are summarized as:
• to consider the extended algebra A := (Virasoro algebra)⊗ (Heisenberg algebra),
• to study the integrable structure in A and the complete eigenfunctions,
• matrix elements of the primary field with respect to the eigen-basis,
• factorization of the matrix elements in temrs of the Nekrasov function.
Note that on level two (m = 2), U is regarded as (deformed Virasoro)⊗ (Heisenberg algebra).
Hence, it is expected that our level two case (m = 2) can be regarded as a q-deformation of
[AFLT].
4. Interlude: AGT conjecture
4.1. Four dimensional version. In [AGT] a remarkable proposal, now called the AGT con-
jecture/relation, was given on the equivalence between the conformal block of the Liouville
theory and the Nekrasov partition function. Among the related investigations, Gaiotto pro-
posed several degenerated versions in [G]. Its simplest case claims that the inner product
〈G|G〉 of a certain element |G〉 in the Verma module of Virasoro algebra coincides with the in-
stanton part of the Nekrasov partition function Z instpure SU(2)(ε1, ε2,
−→a ; Λ) for the four dimensional
N = 2 super-symmetric pure SU(2) gauge theory [N].
4.1.1. Whittaker vector for Virasoro algebra. Recall the notion of the Whittaker vector for
a finite dimensional Lie algebra g. Let n be a maximal nilpotent Lie subalgebra of g and
χ : n → C be a character. Let V be any U(g)-module. Then a vector w ∈ V is called a
Whittaker vector with respect to χ if xw = χ(x)w for all x ∈ n.
In [G], analogue of Whittaker vectors was considered for the Verma module of the Virasoro
algebra. Let Vir :=CC ⊕
⊕
n∈Z CLn be the Virasoro algebra with the relation
[Lm, Ln] = (m− n)Lm+n +
1
12
(m3 −m)δm+n,0C, [C,Vir] = 0.
We have a triangular decomposition Vir = Vir>0⊕Vir0⊕Vir<0 with Vir>0 :=
⊕
n∈Z>0
CLn,
Vir0 :=CC ⊕ CL0 and Vir<0 :=
⊕
n∈Z<0
CLn. The Verma module Mc,h is a representation of
Vir induced from Cc,h = C |c, h〉, the one dimensional representation of Vir>0⊕Vir0 where
Vir>0 acts trivially, L0 acts by multiplication of h and C acts by multiplication of c.
Note that the elements L1, L2 ∈ Vir>0 generate Vir>0. Thus if we set n :=Vir>0 in the above
definition of the Whittaker vector, then the homomorphism χ : Vir>0 → C is determined by
χ1 := χ(L1) and χ2 := χ(L2). Then the Whittaker vector v is an element of the completed
Verma module M̂c,h satisfying
L1v = χ1v, L2v = χ2v.
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The simplest case Gaiotto considered is the choice χ2 = 0, and we denote the corresponding
Whittaker vector by |G〉. Imposing a normalization condition and changing parameter χ1, we
have
L1 |G〉 = Λ
2 |G〉 , |G〉 = |c, h〉+ · · · . (4.1)
In fact such |G〉 is uniquely determined.
4.1.2. Four dimensional Nekrasov partition function. Recall [N] that Nekrasov’s partition
function Z instpure SU(N)(ε1, ε2,
−→a ; Λ) for four dimensional pure SU(N) gauge theory is defined
to be the generating function of equivariant integrals over the SU(N) instanton moduli spaces
MN,n, where n is the instanton number:
Z instpure SU(N)(ε1, ε2,
−→a ; Λ) :=
∞∑
n=0
Λ2nN“
∫
MN,n
1”.
Here the quoted integral is justified as follows (see also [NY1]). LetM0(N, n) be the Uhlenbeck
partial compactification of the framed instanton moduli space of rank N and instanton number
n. It is a (singular) affine variety and its complex dimension is 2nN . It has an action of
T := (C∗)2 × (C∗)N−1, where (C∗)2 acts on CP2 and (C∗)N−1 acts on the framing. The fixed
point set M0(N, n)
T consists of one point. We denote by ι0∗ : M0(N, n)
T →֒ M0(N, n) the
inclusion map. Now consider the fundamental class [M0(N, n)] ∈ HT4Nn(M0(N, n),C) of the
moduli in the (Borel-Moore) equivariant homology group. The inclusion map induces the
pushforward ι0∗ : H
T
∗ (M0(N, n)
T) → HT∗ (M0(N, n)). By the localization theorem it is an
isomorphism after tensoring the quotient field of H∗T(pt). Now we define
Z instpure SU(N)(ε1, ε2,
−→a ; Λ) :=
∞∑
n=0
Λ2nN ι−10∗ [M0(N, n)].
The obtained function can be considered as an element of the quotient field H∗T(pt). We
will write H∗T(pt) = C[ε1, ε2,
−→a ], where (ε1, ε2) corresponds to (C∗)2 acting on CP2, and
−→a
corresponds to (C∗)N−1 acting on the framing. Thus Z instpure SU(N)(ε1, ε2,
−→a ; Λ) is an element of
C(ε1, ε2,
−→a )[[Λ2N ]].
4.1.3. AGT relation and its generalization. The simplest AGT relation proposed in [G] is
〈G|G〉 = Z instpure SU(2)(ε1, ε2, a; Λ), (4.2)
where |G〉 is determined by (4.1), and the parameters correspond as c = 13+6(ε1/ε2+ ε2/ε1)
and h =
(
(ε1+ ε2)
2− a2
)
/4ε1ε2. Several AGT relations including the above (4.2) were proved
by [FL] and [HJS]. A special case of the original AGT conjecture for the conformal block was
proved in [MMS].
The AGT conjecture implies an action of Virasoro algebra on the equivariant cohomology
of the rank two instanton moduli. The word ‘AGT conjecture/relation’ means a conjectural
existence of W(p, ĝ)-algebra on the equivariant (intersection) cohomology on the moduli of
parabolic LG-sheaves. Roughly speaking, this conjecture suggests a realization of ‘W-algebra’
as the hidden symmetry of the ‘instanton moduli space’. See, for example, [BFRF].
4.2. Five dimensional version. Let us mention another generalization of the AGT con-
jecture: K-theoretic analogue. The paper [AY1] proposed a conjecture which relates the
instanton part of Nekrasov’s five dimensional (or K-theoretic) pure SU(2) partition function
Z instKpure SU(2)(Q, q, t; Λ) (see §4.2.2 below) to the deformed Virasoro algebra [SKAO]. The conjec-
ture claims that Z instKpure SU(2)(Q, q, t; Λ) coincides with the inner product 〈G; q, t|G; q, t〉 of certain
Whittaker vector |G; q, t〉 in the Verma module of the deformed Virasoro algebra. This state
is a natural q-deformed analogue of (4.1).
14 H. AWATA, B. FEIGIN, A. HOSHINO, M. KANAI, J. SHIRAISHI AND S. YANAGIDA
4.2.1. Recollection of the deformed Virasoro algebra. First we introduce the deformed Virasoro
algebra Virq,t, its Verma module Mh and the Whittaker vector.
Let q, t be two generic complex parameters. Set p := q/t for simplicity. The deformed
Virasoro algebra Virq,t [SKAO] is defined to be the associative C-algebra generated by {Tn |
n ∈ Z} and 1 with relations
[Tn, Tm] = −
∞∑
l=1
fl(Tn−lTm+l − Tm−lTn+l)−
(1− q)(1− t−1)
1− p
(pn − p−n)δm+n,0,
where the coefficients fl’s are determined by the following generating function:
∞∑
l=0
flx
l = exp
( ∞∑
n=1
(1− q)(1− t−1)
1 + pn
xn
n
)
.
Next we introduce a representation of this algebra. For h ∈ C, let |h〉 be a vector and define
the action of Virq,t by 1 |h〉 = |h〉, T0 |h〉 = h |h〉, Tn |h〉 = 0 (∀n ∈ Z>0). Then the Verma
module Mh for Virq,t is defined to be the Virq,t-module generated by |h〉.
The dual (right) module M∗h is similarly defined. It is generated by the highest weight
vector 〈h| satisfying 〈h| 1 = 〈h|, 〈h| T0 = h 〈h|, and 〈h| Tn = 0 for any n ∈ Z<0.
Let us introduce the outer grading operator d satisfying [d, Tn] = −nTn. Defining the
action of d on Mh by d |h〉 = 0, we have the direct decomposition Mh = ⊕n∈Z≥0Mh,n with
respect to this grading. Mh,n has a basis consisting of T−λ |h〉 := T−λ1T−λ2 · · ·T−λl |h〉 with
λ = (λ1, λ2, . . . , λl), |λ| = n. The dual representation M∗h also has a similar grading structure
M∗h = ⊕n∈Z≥0M
∗
h,n, and M
∗
h has a basis consisting of the vectors 〈h| Tλ := 〈h| Tλl · · ·Tλ2Tλ1
indexed by partitions of n.
Let us denote by M̂h and M̂
∗
h the completions of Mh and M
∗
h with respect to the grading
above. The deformed Gaiotto state |G; q, t〉 ∈ M̂h is defined to be a vector satisfying
T1 |G; q, t〉 = Λ
2 |G; q, t〉 , Tn |G; q, t〉 = 0 (n ≥ 2), (4.3)
where Λ2 is a (non-zero) complex number. The dual vector 〈G; q, t| ∈ M̂∗h is defined similarly:
〈G; q, t|T−1 = Λ
2 〈G; q, t| , 〈G; q, t|Tn = 0 (n ≤ −2).
4.2.2. Recollection of the K-theoretic Nekrasov partition function. The instanton part of the
SU(N) K-theoretic Nekrasov partition function was defined as the integration in the equi-
variant K-theory on the moduli space of framed rank N torsion free sheaves on P2 in [N] (see
also [NY2]). By the localization theorem for equivariant K-theory, it becomes a summation
over the fixed point contributions. The fixed points are parametrised by N -tuples of Young
diagrams, and one obtains a combinatorial form of the partition function.
Recall the definition of the Nekrasov factor Nλ,µ(u) in Definition 2.10. The Nekrasov par-
tition function for the SU(2) case is given as follows:
Z instKpure SU(2)(Q, q, t; Λ) =
∑
λ,µ∈P
(Λ4t/q)|λ|+|µ|Zλ,µ(Q, q, t),
Zλ,µ(Q, q, t) :=
[
Nλ,λ(1)Nµ,µ(1)Nλ,µ(Q)Nµ,λ(Q
−1)
]−1
.
4.2.3. K-theoretic AGT conjecture. Now the main conjecture in [AY1] is: under the corre-
spondence h = Q1/2 +Q−1/2 we have
〈G; q, t|G; q, t〉
?
= Z instKpure SU(2)(Q, q, t; Λ). (4.4)
Here the pairing of Mh and M
∗
h is determined by 〈h|h〉 = 1.
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[AY1] also proposes a factorized expansion of |G; q, t〉 in terms of the Macdonald symmetric
functions: under certain identification of Mh and the Fock space F ≃ ΛF,
|G; q, t〉
?
=
∑
λ
Λ2|λ|Pλ(x; q, t)
∏
∈λ
Q1/2
1−Qqi()t−j()
qaλ()
1− qaλ()+1tℓλ()
. (4.5)
Here the index λ runs over the set of arbitrary partitions. Note that the four dimensional
version of this expansion is proved in [Y].
A remark is in order here. In the expansion (4.5), the pairing in (4.4) is not consistent
with the pairing on F induced from the Macdonald inner product (2.1) on ΛF. The former
expressed in terms of power-sum symmetric function is 〈pm, pn〉 = −n(tn + qn)(q/t)n
1−qn
1−tn
δm,n
(see [AY1, (3.20)]), but the latter is 〈pm, pn〉q,t = n
1−qn
1−tn
δm,n.
5. Whittaker vectors for Ding-Iohara algebra
The purpose of this section is the introduction of the Whittaker vector for the level m
representation of U . First we give a construction of the Whittaker vector |G〉 for the level
one representation, and show that the expansion of |G〉 in terms of the Macdonald symmetric
function has factorized coefficients. Next we define its higher level analogue |G; Λ,α〉. We
give a conjecture on the factorized coefficients of |G; Λ,α〉 expanded in the basis (|Pλ〉).
5.1. Level one case. We introduce the Whittaker (or Gaiotto) vector for the level one rep-
resentation of the Ding-Iohara algebra. Our argument here is based on Macdonald’s homo-
morphism εu,tΛF → F defined by εu,t(pr) = (1 − u
r)/(1 − tr) [M, Chap. VI, (6.16)], and the
factorization formula for εu,t(Pλ) [M, Chap. VI, (6.17)].
5.1.1. Whittaker vector |G〉. For two parameters α, β, let |G〉 be the vector
|G〉 := exp
( ∞∑
n=0
1
n
βn − αn
1− qn
a−n
)
|0〉 , (5.1)
in the completed Fock space F̂u. From the permutation relation
η(z) exp
( ∞∑
n=0
1
n
βn − αn
1− qn
a−n
)
=
1− β/z
1− α/z
exp
( ∞∑
n=0
1
n
βn − αn
1− qn
a−n
)
η(z),
we have
(1− α/z)η(z) |G〉 = (1− β/z) exp
( ∞∑
n=0
1
n
βn − αn
1− qn
a−n
)
η(z) |0〉 .
In Fourier modes, we have
(ηn+1 − αηn) |G〉 =
{
−β |G〉 n = 0,
0 n = 1, 2, 3, . . . .
(5.2)
Therefore |G〉 is a joint eigenfunction with respect to the set of operators ηn+1 − αηn (n =
0, 1, 2, · · · ). Note that these equations resemble the defining conditions of Whittaker vectors
(see (4.1) and (4.3)).
Note that by setting α = v and β = tu/q, we have |G〉 = Φ(w) |0〉, where Φ(w) is the vertex
operator in Proposition 2.13. Then (5.2) can be regarded as a good starting point for guessing
the correct permutation relations for Φ(w) stated in Definition 2.12.
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5.1.2. Factorized coefficients of Whittaker vector. We show that the expansion of |G〉 in terms
of Pλ has factorized coefficients. One may compare this with (4.5). Note that, however, here
we treat the level one case and (4.5) is related with the deformed Virasoro algebra i.e. the
level two representation from the point of view of U .
Recall the following specialization of Pλ(x; q, t) [M, VI, (6.17)]. Let u ∈ F. Then under the
homomorphism
εu,t : ΛF → F, pn 7→
1− un
1− tn
,
we have
εu,tPλ =
∏
∈λ
ti()−1 − qj()−1u
1− qaλ()tℓλ()+1
. (5.3)
For simplicity of display, let
ε˜α,β,t : ΛF → F, pn 7→
βn − αn
1− tn
.
From (5.3) and (2.2), we have
ε˜α,β,tQλ = β
|λ| · εα/β,tQλ = (β
|λ|cλ/c
′
λ) · εα/β,tPλ =
∏
∈λ
ti()−1β − qj()−1α
1− qaλ()+1tℓλ()
. (5.4)
Next we recall the Cauchy-type kernel function [M, VI §2, (4.13)]:
exp
( ∞∑
n=1
1
n
1− tn
1− qn
pn(x)pn(y)
)
=
∑
λ
Pλ(x; q, t)Qλ(y; q, t), (5.5)
where the index λ runs over the set of arbitrary partitions.
Now let us apply the specialization ε˜α,β,t to the y-variables in (5.5). We have
exp
( ∞∑
n=1
1
n
βn − αn
1− qn
pn(x)
)
=
∑
λ
Pλ(x; q, t) ·
∏
∈λ
ti()−1β − qj()−1α
1− qaλ()+1tℓλ()
.
Since the left hand side is |G〉 under the identification Fu
∼
−→ Λ
F˜
(2.4), we have
Proposition 5.1. We have
|G〉 =
∑
λ
|Pλ(x; q, t)〉 ·
∏
∈λ
ti()−1β − qj()−1α
1− qaλ()+1tℓλ()
.
5.2. Conjecture for the Higher level cases. For the higher level representations, we in-
troduce the Whittaker vector as follows.
Definition 5.2. For an m-tuple of parameters α = (α1, . . . , αm) and a parameter Λ, let us
define the state |G; Λ,α〉 ∈ F̂u of the completed Fock space by the condition(
X(k)n − ΛαX
(k)
n−1 + ek(α/v)Λαδn,1
)
|G; Λ,α〉 = 0 (n ∈ Z≥1, k ∈ Z≥0), (5.6)
with the normalization condition
|G; Λ,α〉 = |0〉+ · · · .
Here we used the symbols
v :=
√
q/t, Λα := Λ
m∏
i=1
vui/αi,
and ek(α/v) is the k-th elementary symmetric polynomial in (α1/v, α2/v, . . . , αm/v).
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The condition (5.6) can be rewritten as follows. Let
|G; Λ,α〉 =
∞∑
n=0
Λnα |G; Λ,α;n〉 ,
be the expansion of |G; Λ,α〉 with |G; Λ,α;n〉 ∈ Fu,n. Here Fu,n is the homogeneous com-
ponent of Fu whose degree is induced by that of F = ⊕nFn. In other words, Fu,n :=
⊕n1+···+nm=nFn1 ⊗ · · · ⊗ Fnm. Then (5.6) is equivalent to
X(k)n |G; Λ,α;n〉 −X
(k)
n−1 |G; Λ,α;n− 1〉+ ek(α/v)δn,1 |G; Λ,α;n− 1〉 = 0.
The dual state is defined as follows. For an m-tuple of parameters β = (β1, . . . , βm), let
〈G; Λ,β| ∈ F̂∗
u
be an element such that
〈G; Λ,β|
(
(q/t)1−kX
(k)
−n − ΛβX
(k)
1−n + ei(β/v)Λβδn,1
)
= 0
with
Λβ := Λ
m∏
i=1
vui/βi
and the normalization condition 〈G; Λ,β| = 1 + · · · .
Now we state our conjecture.
Conjecture 5.3. (1) For generic parameters, |G; Λ,α〉 exists uniquely. We have the expansion
|G; Λ,α〉 =
∑
λ
(q/t)
∑m
k=1
1−k
2
|λ(k)|Cλ(Λ,u,α; q, t) |Pλ〉 ,
where
Cλ(Λ,u,α; q, t)
?
=
m∏
k=1
[ m∏
l=k+1
(uk/ul)
|λ(l)| ×
∏
∈λ(k)
[−Λq−j()(−q1−j()ti()−1)k−1
1− q−aλ(k)()−1t−ℓλ(k)()
×
m∏
l=1
(
1− v
uk
αl
qj()−1t1−i()
)
k−1∏
l=1
(
1−
ul
uk
qaλ(l) ()tℓλ(k)()+1
) m∏
l=k+1
(
1−
uk
ul
q−aλ(l)()−1t−ℓλ(k)()
)]]
=
[ m∏
k=1
∏
∈λ(k)
−Λq−j()(−q1−j()ti()−1)k−1
1− q−aλ(k)()−1t−ℓλ(k)()
]
·
[ ∏m
k,l=1Nλ(k),∅(vuk/αl)∏
1≤k<l≤m
(uk
ul
)−|λ(l)|
Nλ(k),λ(l)(uk/ul)
]
.
(2) For generic parameters, the element 〈G; Λ,β| exists uniquely. We have
〈G; Λ,β| =
∑
λ
(q/t)
∑m
k=1
k−1
2
|λ(k)|Cλ(Λ,u,β; q, t) 〈Pλ| ,
where
Cλ(Λ,u,β; q, t)
?
=Cλ(Λ,u,β; q, t)
?
= Cλ(Λβ, 1/u, v
2/β; q−1, t−1)
?
=
[ m∏
k=1
∏
∈λ(k)
−Λq−j()(−q1−j()ti()−1)m−k
1− q−aλ(k)()−1t−ℓλ(k)()
]
·
[ ∏m
k,l=1Nλ(k),∅(vuk/βl)∏
1≤k<l≤m
( ul
uk
)−|λ(k)|
Nλ(l),λ(k)(ul/uk)
]
=
[ m∏
k=1
∏
∈λ(k)
−Λβq
j()−1(−q1−j()ti()−1)1−k
1− qaλ(k)()+1tℓλ(k)()
]
·
[ ∏m
k,l=1N∅,λ(k)(vβl/uk)∏
1≤k<l≤m
( ul
uk
)−|λ(l)|
Nλ(l),λ(k)(ul/uk)
]
.
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Here we used λ := (λ(m), . . . , λ(2), λ(1)), u := (um, . . . , u2, u1), 1/u := (1/um, . . . , 1/u2, 1/u1),
and v2/β := (v2/β1, . . . , v
2/βm).
This conjecture implies
〈G; Λ,β|G; Λ,α〉 =
∑
λ
Cλ(Λ,u,α; q, t)Cλ(Λ,u,β; q, t)
m∏
k=1
c′
λ(k)
cλ(k)
?
=
∑
λ
(
ΛΛβ
)|λ| m∏
k,l=1
Nλ(k),∅(vuk/αl)N∅,λ(k)(vβl/uk)
Nλ(k),λ(l)(uk/ul)
.
This is equal to the instanton part of the five dimensional U(m) Nekrasov partition function
with Nf = 2m fundamental matters (see [AY2, §5]).
6. Examples of the Matrix elements of the Level One Vertex Operator
From the point of view of the Whittaker vector considered in the last section (in particular
the expression (5.1)), one may be interested in the operator
ψ(z) = ψ(z;α, β, κ, δ) := exp
( ∞∑
n=1
1
n
βn − αn
1− qn
a−nw
n
)
exp
( ∞∑
n=1
1
n
δn − κn
1− qn
anw
−n
)
, (6.1)
where α, β, κ and δ are parameters. However, one may easily find that we need to have some
relations in the parameters α, β, κ and δ if we demand that all the matrix elements with
respect to the Macdonald functions be factorized.
In this section, we give some examples of the calculation of the matrix elements, in which
some transformation formulas for the basic hypergeometric series can be applied. Recall (2.6),
where we have Φ(w) : Fu → Fv and
Φ(w) = exp
(
−
∞∑
n=1
1
n
vn − (t/q)nun
1− qn
a−nw
n
)
exp
(
−
∞∑
n=1
1
n
qnv−n − qnu−n
1− qn
anw
−n
)
. (6.2)
Namely, we have Φ(w) = ψ(w; v, tu/q, q/v, q/u). We use the notations
(x; q)n :=
n∏
i=1
(1− xqi−1), (x1, x2, . . . , xm; q)n :=
m∏
i=1
(xi; q)n,
3φ2(a1, a2, a3; b1, b2; q, z) =
∞∑
n=0
(a1; q)n(a2; q)n(a3, q)n
(q; q)n(b1; q)n(b2; q)n
zn.
6.1. The case λ = (j), µ = (k). We will compute
〈
Q(j)
∣∣ψ(w) ∣∣Q(k)〉 for j, k ∈ Z≥0.
We have the generating function of Q(r)
∞∑
r=0
Q(r)(x; q, t)y
r = exp
( ∞∑
n=1
1
n
1− tn
1− qn
pn(x)y
n
)
.
Using the isomorphism ι : Λ
F˜
∼
−→ F (2.4) we have
∞∑
j,k=0
〈
Q(j)
∣∣ψ(w) ∣∣Q(k)〉x−jyk
=
〈
exp
( ∞∑
k=1
1
k
1− tk
1− qk
akx
−k
)
ψ(w) exp
( ∞∑
k=1
1
k
1− tk
1− qk
a−ky
k
)〉
=
(αw/x; q)∞
(βw/x; q)∞
(ty/x; q)∞
(y/x; q)∞
(κy/w; q)∞
(δy/w; q)∞
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=
∞∑
l,m,n=0
wl−nx−l−mym+n
(α/β; q)l(t; q)m(κ/δ; q)n
(q; q)l(q; q)m(q; q)n
βlδn.
Here we have used the q-binomial formula (az; q)∞/(z; q)∞ =
∑∞
n=0 z
n(a; q)n/(q; q)n. Hence
we have 〈
Q(j)
∣∣ψ(w) ∣∣Q(k)〉 = wj−kβjδk (α/β; q)j(κ/δ; q)k
(q; q)j(q; q)k
×
∞∑
m=0
(q−j; q)m(t; q)m(q
−k; q)m
(q−j+1β/α; q)m(q; q)m(q−k+1δ/κ; q)m
q2mα−mκ−m. (6.3)
Recall the q-analogue of Saalschu¨tz’s summation formula for terminating balanced 3φ2 series
[GR, §1.7]:
3φ2(a, b, q
−k; c, abc−1q1−k; q, q) =
(c/a, c/b; q)k
(c, c/ab; q)k
. (6.4)
Let
a = q−j, b = t, c = q−j+1β/α.
Then we have the two conditions
ακ = q, βδ = t (6.5)
to identify the two 3φ2 series in (6.3) and (6.4). Setting α = v and β = tu/q, we have κ = q/v
and δ = q/u from (6.5). Thus we conclude that we have factorized matrix elements with re-
spect to the one rowMacdonald functionQ(n)’s for the operator Φ(w) = ψ(w; v, tu/q, q/v, q/u).
Noting that c′(n) = (q; q)n and simplifying the formulas, we have〈
J(j)
∣∣Φ(w) ∣∣J(k)〉 =(q−k+1v/tu; q)j(q1+j−kv/u; q)kwj−k(tu/q)j(−v/q)−kqk(k−1)/2,
which agrees with Proposition 2.14.
6.2. The case λ = (1j), µ = (k). Next we treat the case when the partition λ is one column
and µ is one row.
In this case we have J(1j) = c(1j)P(1j) = c(1j)ej, where ej is the j-th elementary symmetric
function. The generating function is given by
∞∑
r=0
er(x)y
r = exp
(
−
∞∑
n=1
1
n
pn(x)(−y)
n
)
.
We have
∞∑
j,k=0
〈
P(1j)
∣∣Φ(w) ∣∣Q(k)〉 x−jyk
=
〈
exp
(
−
∞∑
k=1
1
k
ak(−x)
−k
)
Φ(w) exp
( ∞∑
k=1
1
k
1− tk
1− qk
a−ky
k
)〉
=
(−twu/qx; t)∞
(−vw/x; t)∞
(
1 +
y
x
) (qy/vw; q)∞
(qy/uw; q)∞
=
[ ∞∑
m=0
(tu/qv; t)m
(t; t)m
(
−
vw
x
)m]
·
[
1 +
y
x
]
·
[ ∞∑
n=0
(u/v; q)n
(q; q)n
( qy
uw
)n]
.
Hence we have〈
P(1j )
∣∣Φ(w) ∣∣Q(k)〉 = (−vw)j(q/uw)k (tu/qv; t)j
(t; t)j
(u/v; q)k
(q; q)k
(1− u/qv)(1− qk−1tju/v)
(1− qk−1u/v)(1− tju/qv)
.
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Recalling c(1j) = (t; t)j and c
′
(k) = (q; q)k, we have〈
J(1j)
∣∣Φ(w) ∣∣J(k)〉 = (1− q1−kt−jv/u)(qt1−jv/u; t)j−1(q2−kv/u; q)k
× wj−k(tu/q)j(−v/q)−ktj(j−1)/2qk(k−1)/2.
6.3. The case λ = (1j), µ = (1k). This case is similar to the first case λ = (j), µ = (k). The
generating function we consider is
∞∑
j,k=0
〈
P(1j)
∣∣Φ(w) ∣∣P(1k)〉 x−jyk
=
〈
exp
(
−
∞∑
k=1
1
k
ak(−x)
−k
)
Φ(w) exp
(
−
∞∑
k=1
1
k
a−k(−y)
k
)〉
=
(−tuw/qx; t)∞
(−vw/x; t)∞
(qy/x; t)∞
(y/x; t)∞
(−qy/uw; t)∞
(−qy/vw; t)∞
.
Then we have 〈
P(1j)
∣∣Φ(w) ∣∣P(1k)〉 = (−vw)j(−q/vw)k (tu/qv; t)j(t; t)j (v/u; t)k(t; t)k
×
∞∑
m=0
(q; t)m(t
−j ; t)m(t
−k, t)m
(t; t)m(t−jqv/u; t)m(t−k+1u/v; t)m
tm.
Using the q-Saalschu¨tz’s formula (6.4), we have〈
J(1j)
∣∣Φ(w) ∣∣J(1k)〉 =(t−jv/u; t)k(qt−j+kv/u; t)j
× wj−k(tu/q)j(−v/q)−ktj(j−1)/2.
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