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Abstract
Incorporating a human-in-the-loop system when
deploying automated decision support is critical in
healthcare contexts to create trust, as well as pro-
vide reliable performance on a patient-to-patient
basis. Deep learning methods while having
high performance, do not allow for this patient-
centered approach due to the lack of uncertainty
representation. Thus, we present a framework
of uncertainty representation evaluated for medi-
cal image segmentation, using MCU-Net which
combines a U-Net with Monte Carlo Dropout,
evaluated with four different uncertainty metrics.
The framework augments this by adding a human-
in-the-loop aspect based on an uncertainty thresh-
old for automated referral of uncertain cases to a
medical professional. We demonstrate that MCU-
Net combined with epistemic uncertainty and an
uncertainty threshold tuned for this application
maximizes automated performance on an individ-
ual patient level, yet refers truly uncertain cases.
This is a step towards uncertainty representations
when deploying machine learning based decision
support in healthcare settings.
1. Introduction
Deep learning has enabled outstanding performance in many
computer vision tasks, including medical image analysis
(Litjens et al., 2017). However, for applications in a critical
domain like healthcare, it is imperative that neural networks
provide estimates of uncertainty. Unfortunately, current off-
the-shelf models lack this capability (Gal & Ghahramani,
2015; Maddox et al., 2019; Pearce et al., 2018; Shridhar
et al., 2019). Furthermore, the softmax outputs are poor mea-
sures for confidence in the prediction, as they often result
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in overconfident predictions due to miscalibration (Nguyen
et al., 2015; Kendall & Gal, 2017). Bayesian Neural Net-
works (BNNs) offer a principled approach to uncertainty
estimation in neural networks, by providing a probabilistic
interpretation of predictive distributions. While Bayesian
methods typically present a computational intractability,
Monte Carlo Dropout (MCD) (Gal & Ghahramani, 2015)
has been shown to address the computational issue by for-
mulating conventional dropout as an equivalent to Bayesian
variational inference. That being said, whilst many works
usually focus on inference, they often use different uncer-
tainty metrics. Thus, it is unclear when using BNNs which
uncertainty metric is the most appropriate for different ap-
plications. Finally, while most models are evaluated based
on generalization to a test set, what makes applying such
models to healthcare unique is that individual patient-by-
patient performance is more important rather than aggre-
gated cohort/test-set results. Hence, it is critical that models
should convey uncertainty in decisions, so that individual
highly uncertain cases may be flagged for referral to a med-
ical professional in an automated manner. This human-in-
the-loop aspect would provide transparent and safer patient-
centered care, as well as allow for optimal allocation of
constrained hospital resources.
This paper makes the following contributions:
(1) Investigate uncertainty representations in medical image
segmentation using our proposed model called MCU-Net
(Monte Carlo U-Net), which combines a U-Net with Monte-
Carlo Dropout for uncertainty representation.
(2) Evaluate and compare the efficacy of different uncer-
tainty metrics for medical image segmentation.
(3) We propose an automated framework whereby uncer-
tainty representations enable a human-in-the-loop system in
the healthcare context. Specifically to flag uncertain cases
for referral to medical professionals, ensuring safer and
transparent outcomes under uncertainty.
2. Our Method: MCU-Net with Uncertainty
Thresholds
We propose a framework, illustrated in Figure 1, for uncer-
tainty representation in healthcare settings, which enables a
human-in-the-loop referral of cases. The framework is stud-
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Figure 1. Our proposed framework for uncertainty representation in biomedical image segmentation. It incorporates a medical-professional-
in-the-loop based on uncertainty
ied on medical image segmentation, however the framework
can be generalized to other healthcare domains or medical
imaging tasks.
The framework consists of two components: Firstly, a pro-
posed model called Monte Carlo U-Net (MCU-Net) which
incorporates uncertainty in image segmentation. Secondly,
an evaluation of uncertainty metrics leading to a principled
uncertainty threshold (τ ) that would allow for automated
flagging and referral of cases to medical professionals.
2.1. Monte Carlo U-Net (MCU-Net)
We present MCU-Net, which incorporates an uncertainty
representation into the task of medical image segmentation.
The method combines a U-Net widely used for biomedical
image segmentation (Ronneberger et al., 2015), with Monte
Carlo Dropout (MCD) (Gal & Ghahramani, 2015).
By this we mean applying the U-Net to perform image
segmentation, whilst MCD is then used for approximate
Bayesian inference. This involves performing N Monte
Carlo samples, which is achieved by performing N forward
passes through the U-Net (i.e. infer y|x N times). At each
iteration, we sample a different set of network units to drop
out. This generates stochastic predictions, which are inter-
preted as samples from a probabilistic distribution (Gal &
Ghahramani, 2015).
Thereafter, the uncertainty in the segmentation predictions
is captured by evaluating the following four different uncer-
tainty metrics on the aforementioned probabilistic samples.
• Aleatoric Uncertainty: which captures the inherent
noise (stochasticity) in the data (Kendall & Gal, 2017;
Shridhar et al., 2019; Gal et al., 2017) and is calcu-
lated as per (Kwon et al., 2018): 1N
∑N
n=1 diag(pˆn)−
pˆnpˆn
N , where, pˆn = softmax (fwn(x
∗)).
• Epistemic Uncertainty: which is the inherent model
uncertainty (Kendall & Gal, 2017; Shridhar et al., 2019;
Gal et al., 2017), where data that is different from
training should have a higher epistemic uncertainty. It
is calculated as per (Kwon et al., 2018): 1N
∑N
n=1(pˆn−
p¯n)(pˆn − p¯n)N where p¯n = 1N
∑N
n=1 pˆn.
• Predictive Entropy: where a higher entropy cor-
responds to a greater amount of uncertainty
(MacKay, 2003). It is calculated as H =
−∑y∈Y P (y|x)logP (y|x), where P (y|x) is the soft-
max output.
• Mutual Information: is the information gain related to
the model parameters for the dataset if we see a label
y for an input x. It is the predictive entropy minus
expected entropy given by: MI = H[P (y|x,D)] −
Ep(w|D)H[P (y|x,w)]
2.2. Uncertainty thresholds
As illustrated in Figure 1, we then aim to ascertain the op-
timal uncertainty threshold (τ ). This threshold will differ
based on the application. However, we present a prelimi-
nary analysis using the medical imaging case study. The
segmentation cases that exceed the uncertainty threshold (τ )
are then flagged for referral to a medical-professional-in-
the-loop. For real-world application in a healthcare context,
we propose that the optimal τ is quantified as maximizing
the model performance on individual cases/patients (by only
making predictions on cases with good certainty), whilst not
referring too many cases such that the benefit of automated
diagnosis is mitigated. i.e. mitigated where the model only
evaluates simpler, highly certain cases, whilst referring too
many cases such that it provides no reduction in clinical
workload. This trade-off is detailed in the experimental
evaluation.
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Figure 2. Uncertainty measures for different numbers of MC samples from N=1-30
3. Experimental evaluation
We carry out a preliminary evaluation of the afore-
mentioned framework presented in Figure 1 using the
Digital Retinal Images for Vessel Extraction (DRIVE)
dataset (Staal et al., 2004), which can be found
at https://github.com/seedatnabeel/Uncertainty-Decision-
Support-Healthcare. The dataset contains 40 labelled im-
ages (20 train and 20 test) to evaluate segmentation of blood
vessels in retinal images.
It is imperative that uncertainty is incorporated in this pro-
cess of vessel segmentation as the results are used for de-
tection and analysis of vessels in the diagnosis, screening
and treatment of diseases such as diabetes, hypertension and
arteriosclerosis (Staal et al., 2004).
The experimental evaluation involves: (1) the evaluation of
MCU-Net on the task of blood vessel segmentation using
the uncertainty metrics and (2) determining the optimal
uncertainty threshold (τ ).
We perform evaluation with a standard U-Net (Ronneberger
et al., 2015) initialized using He Normal Initialization (He
et al., 2015). Approximate Bayesian inference is performed
using Monte Carlo dropout, with dropout probability of 0.25.
Finally, given the small dataset size, we augment the data
by training the network on 1000 random patches from the
training set and evaluate using 1000 random patches from
the test set.
3.1. MCU-Net evaluation
We assess MCU-Net using the networks predictive proba-
bilities evaluated using the four aforementioned uncertainty
metrics, as well as, evaluating the overall error and execu-
tion time. The mean and standard deviation are reported
Figure 3. Segmentation results for the retinal images. The original
retinal image, predicted segmentation, ground truth segmentation
and different uncertainty metrics are illustrated
for these measures. We quantify the impact of different
numbers of Monte Carlo samples, for N ranging from one to
thirty stochastic forward passes. The results are presented in
Figure 2 and it is evident that as the number of MC samples
increases, the variance in the uncertainty metrics decreases.
That being said, epistemic uncertainty (model uncertainty)
increases till a knee-point of 20 MC samples.
Since 20 samples indicates a stability point in the metrics
with the lowest execution time, we use it to analyze the
performance for retinal vessel segmentation. Additionally,
we evaluate which uncertainty metric is most useful in con-
veying the representation of uncertainty. The segmentation
results for the different uncertainty metrics is shown in Fig-
ure 3.
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As illustrated in Figure 3 (and for other examples not
shown), the model has difficulty segmenting the narrower
branches of the vessels. Aleatoric uncertainty and entropy
give similar performance, and likewise for mutual informa-
tion and the combination of uncertainty (aleatoric + epis-
temic). In particular, these methods convey high uncertainty
for most of the segmented region.
This is contrasted with epistemic uncertainty which pro-
vides a finer grained representation of the areas where the
model has difficulty on the narrower vessels. Hence, sug-
gesting that epistemic uncertainty is the most representative
uncertainty metric.
3.2. Optimal uncertainty threshold (τ )
The uncertainty threshold τ is defined as the proportion of
the maximum uncertainty (per case). Referrals then use this
value of τ (i.e. proportion), such that cases that exceed this
proportion (uncertainty threshold) are referred to a clinician-
in-the-loop. We evaluate values of τ between the range of
0.1-0.9.
Thereafter, we mimic the real healthcare workflow of re-
ferring uncertain cases for a second opinion to a medical
professional. This is achieved by removing those cases from
the model’s test set that have uncertainty greater than the
threshold.
Model performance on the remaining cases is assessed based
on the accuracy, precision, recall and AUROC for each value
of τ .
It is expected that as the uncertainty threshold (τ ) increases,
that the model is less cautious in decision making, thereby
making predictions on more cases despite the increase in
uncertainty. This means that for greater values of τ , perfor-
mance will likely decrease, as fewer cases are referred to
the medical professional, even under high uncertainty.
However, we wish to balance high performance (accuracy,
precision, recall, area under ROC) with having a higher
threshold (τ ), in order that more samples are evaluated au-
tonomously rather than being referred. The results of this
experimentation is shown in Figure 4.
The results indicate that with increasing τ , the accuracy,
ROC AUC and recall is steady till τ of 0.6 and thereafter
the performance metrics decrease as more predictions are
made when the model is uncertain.
The appropriate uncertainty threshold would naturally be
task specific, as well as take into account clinical guidance.
In this specific segmentation task the performance metrics
are calculated on a per-pixel level. Hence, there is tolerance
of marginally lower precision in favor of higher recall.
Thus, we propose a threshold (τ ) of 0.6 for this preliminary
Figure 4. Performance metrics for different values of the uncer-
tainty threshold τ . As τ increases the model is less cautious and
fewer cases are referred.
study to best satisfy the performance with certainty vs au-
tomation trade-off. This chosen uncertainty threshold would
result in only medium-highly uncertain cases being referred
to a medical-professional-in-the-loop. Whilst, on the cases
that are retained there is confidence of high performance
given the certainty scores.
This has the potential to optimize the allocation of human
hospital resources toward difficult cases, with the incorpo-
rated uncertainty representation allowing for transparent and
safer patient-centered care.
4. Conclusion
In summary, we present a framework for uncertainty repre-
sentation in healthcare, evaluated with a biomedical image
segmentation task. The framework which can be general-
ized to other settings indicates the viability of uncertainty
representations using MCU-Net combined with epistemic
uncertainty to represent areas where the model is uncertain.
Additionally, incorporating an uncertainty threshold would
allow challenging cases with high uncertainty to be auto-
matically referred to a medical-professional-in-the-loop.
Moreover, we utilize uncertainty to address the unique as-
pect of healthcare by facilitating evaluation on a patient-by-
patient basis rather than across the cohort.
These promising initial results present opportunities for
future research. Our framework could be applied on other
models and application areas within healthcare both for
classification and regression problems.
This work is a step in the right direction towards uncertainty
representations being leveraged to enable human-in-the loop
healthcare systems.
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