Abstract. This paper describes the use of matched asymptotic expansions to illuminate the description of functions exhibiting Stokes phenomenon. In particular the approach highlights the way in which the local structure and the possibility of finding Stokes multipliers explicitly depend on the behaviour of the coefficients of the relevant asymptotic expansions.
1. Introduction. The role of Stokes phenomenon in describing the asymptotic behaviour of an analytic function as its argument tends to an isolated singularity has been studied intensively in recent years (Berry [1] , Berry and Howls [3] , McLeod [4] , Meyer [5] , Olde Daalhuis and O1ver [8] , O1ver [10], Paris [12] , Paris What has emerged recently is the detailed structure of the behaviour in the vicinity of Stokes lines, at least for a class of functions whose asymptotic expansions diverge in a certain way. Thus, instead of the traditional asymptotic representation in terms of divergent expansions in different sectors, with discontinuous coefficients that are related by the Stokes connection formulae, the smoothness inherent in the analyticity can be restored, and this can be done universally in terms of error functions [1] .
The purpose of this paper is to interpret this state of affairs in terms of theory of matched expansions (MAEs) (van Dyke [14] ), not just with the aim of simplifying the representation of the above-mentioned new developments but also to pave the way for these developments to be exploited in problems other than the linear ordinary differential equations (ODEs) that have been considered hitherto.
To fix ideas, we will begin by recalling Stokes phenomenon for some linear ODEs where there are explicit integral representations. These examples will then be used 
We suppose that the point at infinity is an irregular singularity of rank 1. The asymptotic theory of solutions of (3.1) in these circumstances is well known and will be found, for example, in Olver [9, Chap. 7, [1] [2] . Without loss of generality we may assume that f(z) and g(z) can be expanded in the power series
which converge for Izl >_ p. The two unique solutions of (3. In the appendix we shall prove that the remainder is a solution of the following inho- order equations, it is much easier in general to determine the "yi than the cn. However, for higher-order equations, and in particular for PDEs, the asymptotic behaviour of the solution to be switched on may not be known beforehand. 4 . The connection coefficient C. The result (3.9) describes the growth of the coefficients of asymptotic expansion (3.3a) , where A is a constant. At the end of the previous section we showed that A Ce-i/27ri, where C is the constant in connection formula (3.5 It is now possible to obtain the connection formula for Ai(z) just from (3.5) and the fact that Ai(z) is an entire function. From (3.5) we obtain that (4.9) Ai(z) e-1/2iAi(ze-1) + CAi(ze-).
A similar argument gives (4.10) Ai(z) C2Ai(ze) + e1/2rAi(ze}ri). Since the Airy function is an entire function, we know that Ai(ze-) Ai(ze) 4 and that Ai(ze -) A](zei). Therefore, we obtain from (4.9) and (4.10) the connection formula and eliminating the inhomogeneous terms yields a holomorphic third-order differential equation for w. The failure to detect the other Stokes lines in the example above is due to the information about them being "swamped" by the information about the Stokes line that we were able to find. Such a situation will occur generically whenever two divergent asymptotic series are multiplied together. Consider, for example, the function Again, c n! as n oc. However, whereas in the example above the second Stokes line could have been detected by considering the second term in the expansion of c, for large n, in this case the largest term corresponding to the tail of the asymptotic expansion of the error function to appear in the asymptotic expansion of c is ((-1) } n!)/( !2 ), which is exponentially smaller than the leading-order behaviour of Crt. We note that all of the examples given above are all solutions of homogeneous fourth-order holomorphic differential equations. Thus, for the solutions of inhomogeneous second-order equations and third-and higher-order homogeneous equations, one of the Stokes lines will be easy to detect from the leading-order behaviour as n -oc of the coefficients in the asymptotic expansion of a solution, but the information about the other Stokes lines may be buried deep in the asymptotic expansions of these coefficients. 6 [6] .
Suppose a solution of Helmholtz's equation, say, with large wavenumber / is approximated using ray theory in two dimensions. The associated rays will, in general, be both real and complex; while it is a simple matter to trace the phase and amplitude along real rays, the same is not true for complex rays, which are best thought of as twodimensional manifolds in the four-dimensional complexified space of the independent variables. On these complex manifolds, the amplitude can vary by exponentially large amounts in terms of k, a typical situation being near a caustic. On the bright side of a caustic there are two families of real rays, and on the dark side there is one family of complex rays carrying exponentially small amplitude. However, an exponentially large amplitude wave field could also exist on the dark side in principle, and some rule has to be prescribed for legislating against complex rays carrying such large amplitude. Now it is natural to characterise Stokes "surfaces" as those points of C 2 where two rays can exist with equal "phases" (i.e., the respective waves are exp(ikuj), where Rul Ru.).
These points form a three-dimensional manifold across which exponentially small wave fields can be switched on or off as in 2. The details of the generalisation of that discussion to this higher dimensional situation are too complicated to give here, but it is clear that the information that a complex ray carries en route to real space is profoundly affected by what happens at the intersection of that ray with the Stokes surface. This is exactly analogous to the change of dominance that occurs on antiStokes lines being profoundly affected by what happened at a remote Stokes line.
Hence a knowledge of the position of the Stokes surface and the switching rules that apply across it are vital if complex rays are to be of practical value. Incidentally, the connection formulae for any point of the Stokes surface emanating from a caustic can be read from an argument similar to that leading to (4.11); locally, near the caustic, the wavefield is, of course, described by an Airy function.
We conclude by mentioning that there has also been much recent research on the effect of nonlinearity on Stokes phenomenon (see, e.g., Novokshenov [71). Although nonlinear connection formulae exist, say, for Painlev II, they seem never to have been analysed by MAEs; indeed, it seems possible that nonlinearity may completely swamp the delicate switching of exponentially small terms that underlies Stokes phenomenon. N Izl-+ oo. The combination of (A.7) and (A.5) leads to the first line of (3.10).
