Current nonnegative matrix factorization (NMF) deals with X = F G T type. We provide a systematic analysis and extensions of NMF to the symmetric W = HH T , and the weighted W = HSH T . We show that (1) W = HH T is equivalent to Kernel K-means clustering and the Laplacian-based spectral clustering. (2) X = F G T is equivalent to simultaneous clustering of rows and columns of a bipartite graph. Algorithms are given for computing these symmetric NMFs.
Introduction
Standard factorization of a data matrix uses singular value decomposition (SVD) as widely used in principal component analysis (PCA). However, for many dataset such as images and text, the original data matrices are nonnegative. A factorization such as SVD contain negative entries and thus has difficulty for interpretation. Nonnegative matrix factorization (NMF) [7, 8] has many advantages over standard PCA/SVD based factorizations. In contrast to cancellations due to negative entries in matrix factors in SVD based factorizations, the nonnegativity in NMF ensures factors contain coherent parts of the original data (images).
Let X = (x 1 , . . . , x n ) ∈ Ê p×n + be the data matrix of nonnegative elements. In image processing, each column is a 2D gray level of the pixels. In text mining, each column is a document.
The NMF factorizes X into two nonnegative matrices,
where
. k is a pre-specified parameter. The factorizations are obtained by the least square minimization. A number of researches on further developing NMF computational methodologies [12, 11, 10] , and applications on text mining [9, 14, 11] .
Here we study NMF in the direction of data clustering. The relationship between NMF and vector quantization, especially the difference, are discussed by Lee * Lawrence Berkeley National Laboratory, University of California, Berkeley, CA 94720. {chqding, xhe, hdsimon}@lbl.gov and Seung [7] as a motivation for NMF. The clustering aspect of NMF is also studied in [14, 10] .
In this paper, we provide a systematic analysis and extensions of NMF and show that NMF is equivalent to Kernel K-means clustering and Laplacian-based spectral clustering.
(1) We study the symmetric NMF of
where W contains the pairwise similarities or the Kernals. We show that this is equivalent to K-means type clustering and the Laplacian based spectral clustering. (2) We generalize this to bipartite graph clustering i.e., simultaneously clustering rows and columns of the rectangular data matrix. The result is the standard NMF. (3) We extend NMFs to weighted NMF:
(4) We derive the algorithms for computing these factorizations. Overall, our study provides a comprehensive look at the nonnegative matrix fractorization and spectral clustering.
Kernel K-means clustering and
Symmetric NMF K-means clustering is one of most widely used clustering method. Here we first briefly introduce the Kmeans using spectral relaxation [15, 3] . This provides the necessary background information, notations and paves the way to the nonnegative matrix factorization approach in §2.1. K-means uses K prototypes, the centroids of clusters, to characterize the data. The objective function is to minimize the sum of squared errors,
The solution of the clustering is represented by K non-negative indicator vectors:
The pairwise similarity matrix W = X T X is the standard inner-product linear Kernel matrix. It can be extended to any other kernels. This is done using a nonlinear transformation (a mapping) to the higher dimensional space
The clustering objective function under this mapping, with the help of Eq. (4), can be written as
(8) The first term is a constant for a given mapping function φ(·) and can be ignored. Let the kernel matrix
T φ(x j ). Using the cluster indicators H, the kernel K-means clustering is reduced to Eq.(7).
The objective function in Eq.(7). can be symbolically written as
Kernel K-means aims at maximizing within-cluster similarities. The advantage of Kernel K-means is that it can describe data distributions more complicated than Gaussion distributions.
Nonnegative relaxation of Kernel K-means
We show the spectral relaxation of Eq. (7) can be solved by the matrix factorization
Casting this in an optimization framework, an appropriate objective function is
where the matrix norm ||A|| 2 = ij a 2 ij , the Frobeneus norm.
Theorem 1. NMF of W = HH
T is equivalent to Kernel K-means clustering with the the strict orthogonality relation Eq. (5) 
The first objective recovers the original optimization objective Eq. (7). We concentrate on 2nd term. Note
Minimizing the first term is equivalent to enforcing the orthogonality among h : h T h k ≈ 0. Minimizing the second term is equivalent to
However, H cannot be all zero, otherwise we would have
This means ||h || > 0. Therefore, optimization of Eq. (14) with consideration of Eq. (13) implies H has near orthogonal columns, i.e.,
Furthermore, given that ||h || > 0, minimization of Eq.(15) will naturely lead to the column equalization condition
The near-orthogonality of columns of H is important for data clustering. An exact orthogonality implies that each row of H can have only one nonzero element, which implies that each data object belongs only to 1 cluster. This is hard clustering, such as in K-means . The nearorthogonality condition relaxes this a bit, i.e., each data object could belong fractionally to more than 1 cluster. This is soft clustering. A completely non-orthogonality among columns of H does not have a clear clustering interpretation.
Bipartite graph K-means clustering and NMF
A large number of datasets in today's applications are in the form of rectangular nonnegative matrix, such as the word-document association matrix in text mining or the DNA gene expression profiles. These types of datasets can be conveniently represented by a bipartitie graph where the graph adjacency matrix B contains the association among row and column objects, which is the input data matrix B = X. The above kernel K-means approach can be easily extended to bipartitie graph. Let f k be the indicator for the k-th row cluster. f k has the same form of h k as in Eq. (6) . Put them together we have the indicator matrix F = (f 1 , · · · , f k ). Analogously, we define the indicator matrix G = (g 1 , · · · , g k ) for column-clusters.
We combine the row and column nodes together as
where the factor 1/ √ 2 allows the simultaneous normalizations h
Following the Kernel K-means clustering optimization of Eq.(11), F, G are obtained by minimizing
Note that
Minimization of the second and third terms, following the analysis of Eqs. (14, 17) , is equivalent to enforcing the orthogonality contraints
Thus min J To show this, we first prove it for clustering of columns
For any given data, normalization of X is first applied. The second normalization indicates that the i-th row of G are the posterior probabilities for b i belonging to k clusters; they should add up to 1. The 3rd normalization j (f k ) j is a standard length normalize of the vector f k . Since we approximate B ≈ F G T , the normalization of F G T should be consistent with the normalization of B. Indeed,
With this self-consistent normalization and imposing strict orthogonalilty on G: g T g k = 0, = k, we call the resulting factorizaton as Orthogonal NMF. Theorem 3. Orthogonal NMF is identical to K-means clustering. Proof. We have
because the Frobenious norm of a matrix is equivalent to sum of column norms. Now due to the normalization of G, we have
The 2nd equality is due to the orthogonality condition of G which implies that on each row of G, only one element is nonzero. This also implies g ik = 0,
. f k is the cluster centroid.
¤
In NMF of optimizing min B − F G T , rows and columns are treated in equal footing, since we could equally write J 2 = B T − GF T . Thus clustering of columns of B is happening simultaneously as the clustering the rows of B.
Spectral clustering and NMF
In recent years spectral clustering using the Laplacian of the graph emerges as solid approach for data clustering. Here we focus on the clustering objective functions. There are three clustering objective functions. the Ratio Cut [6] , the Normalized Cut [13] , and the MinMax Cut [4] . We are interested in the multi-way clustering objective functions,
Here we show that the minimization of these objective functions can be equivalently carried out via the nonnegative matrix factorizations. The proof follows the multi-way spectral relaxation of Ratio Cut clustering objective function [1] , and Normalized Cut and MinMax Cut clustering objective functions [5] .
For concreteness and simplicity, here we outline the proof for the case of Normalized Cut. Let h k be the cluster indicators as in Eq. (6) . One can easily see that
and i∈C
Substituting into the Normalized Cut objective function, we have
The first term is a constant. Thus the minimization problem becomes
Now if we remove the restriction that Z takes the discrete values, and allow Z to be any continuous value, this is the multi-way spectral relaxation of the Normalized Cut [5] . The solution of the maximization problem is given by the k principal eigenvectors of the matrix W . The point of departure from spectral relaxation of Normalized Cut is to recognize that the maximization problem of Eq.(30) is identical to the maximization problem of Eq. (7) with the same orthogonality constraints. Following the same discussions there, the maximization problem of Eq.(30) is equivalent to
Once the solution Z for min J 3 (Z) is obtained, we can recover H by optimizing
The solution can be easily shown to be h k = D
−1/2ẑ
k . This gives the solution to Normalized Cut via the NMF approach. This can be extended to RatioCut and MinMaxCut. Summarizing, we have proved that Theorem 4. NMF is equivalent to spectral clustering.
Weighted Nonnegative W = HSH

T
In both Kernel K-means and spectral clustering, we assume the pairwise similarity matrix W are semi positive definite. For kernel matrices, this is true. But a large number of similarity matrices is nonnegative, but not s.p.d. This motivates us to propose the following more general NMF:
When the similarity matrix W is indefinite, W has negative eigenvalues. HH T will not provide a good approximation, because HH T can not obsorb the subspace associated with negative eigenvalues. However, HSH T can obsorb subspaces associated with both positive and negative eigenvalues, i.e., the indefiniteness of W is passed on to S. This distinction is well-known in linear algebra where matrix factorizations have Cholesky factorization A = LL T if matrix A is s.p.d. Otherwise, one does A = LDL T factorization, where the diagonal matrix D takes care of the negeative eigenvalues.
