Abstract-The
INTRODUCTION
Classification plays an important role in any application endeavor and has been investigated by various researchers with various different approaches. Vapnik and his coworkers il --41 studied extensively the statistical learning theory, which can be used for both modeling and classification. Furthermore, Vapnik developed a learning algorithm, the support vector machine (SVM), which is an efficient classification algorithm for nonlinear and high-dimensional data with finite samples. The main idea of SVM is mapping the nonlinear data to a higher-dimensional linear space where the data can be linearly classified by hyperplane. The mapping is a nonlinear mapping defined by inner product function. Many repeated inner product computations of an m-matrix must be carried out, where m represents the number of samples. Thus, it is almost impossible to classify problems with a large amount of data. For example, a problem with more than 4000 samples was found to be difficult to chassify by using PC [5] .
Zhang and Zhang [6] proposed a geometry classification method, where the original input space is transferred into a quadratic space by the use of a global project function. Then, the well-known point set covering method was used to perform the partition of the data in the transformed space. The authors also proposed a covering-deletion design algorithm. The approach solves the covering problem in distance-space instead of a quadratic optimization problem as in SVM.
Widrow and Hoff [7] proposed to solve the classification problem by the use of many hyperplanes, resulting in the "Madaline" . A general classification method based on hypersurface and Jordan curve theory is proposed in this paper. The separating hypersurface can be directly used to classify large databases. This is a new approach that has no need for mapping from lower-dimensional to higher-dimensional spaces. Furthermore, there is no need to consider kernel functions. The proposed approach can directly solve the nonlinear classification problem and the experimental results showed that this new method could efficiently and accurately classify large databases.
CLASSIFICATION BASED ON SEPARATING HYPERSURFACE
In this section, the Jordan curve theory and the construction of the separating hypersurface will be summarized.
Jordan Curve Theory
Jordan curve theory forms the basic theory for the proposed classification method based on hypersurface. Jordan curve theory is stated as follows.
JORDAN CURVE THEOREM.
Let X be a closed set in R3. If X is homeomorphic to a sphere S2, then its complement R3 \ X has two connected components, one bounded and the other unbounded. Any neighborhood of any point on X meets both of these components.
Thus, according to the Jordan curve theory, a surface can be formed in a three-dimensional space and used as the separating hypersurface. For any given point, the following classification theory can be used to determine whether the point is inside or outside the separating hypersurface.
CLASSIFICATION
THEOREM.
Let X be a closed set in R3. If X is homeomorphic to a sphere S2, then its complement R3 \ X has two connecting components, one called inside and the other called outside. For any x E R3\X, then the point x is inside of X M. The intersecting number between any radial from x and X is odd; x is outside of X M. The intersecting number between any radial from x and X is even. Based on the Jordan curve theory, an n-dimensional space can be separated by ;tn 11 -ldimensional two-sided surface that is homeomorphic to the n-dimensional sphere. Notice that the separating hypersurface may have more than one hypersurface. For any given point, whether it is inside or outside of the hypersurface depends on the intersecting number between the separating hypersurface and the radial from that point. However, it is not easy to construct this separating hypersurface. In the following, we propose a new approach.
Construction of Separating Hypersurface
From the Jordan curve theory, the following classification method based on the separatillg hypersurface can be formulated.
The training process
The training process consisted of the following steps. STEP 1. Input all training sample data. Transform the samples into a cube.
STEP 2. Equally divide the club into smaller regions.
STEP 3. Take a smaller cube region, if the region only contains at most one-class samples, then go to Step 4. If the smaller region contains more than one-class samples, take the small region as a cube in Step 2 and go to Step 2.
STEP 4. Save the small regions with only one-class samples. Label the regions according to the sample's class. The frontier vector of the region and the class vector form a string.
STEP 5. Combine connected regions, i.e., the same class strings, and save it as a link Dable, these link tables together form a separating hypersurface.
The classification process
The classification process consisted of the following steps. STEP 1. Input a testing sample.
STEP 2. Input a class of the link table obtained above.
STEP 3. Make a radial from the testing sample.
STEP 4. Count the number of intersections of the sample with the link table.
STEP 5. If the number of intersections between the radial and the separating hypersurface is odd, then the test sample's class is the same as the class of the link table, otherwise go to Step 2.
STEP 6. Go to Step 1 to take the next testing sample.
The above classification algorithm is basic and general. It can be used to classify problems with any dimension. In the following sections, numerical examples for problems with two-and three-dimensional spaces will be solved to illustrate the approach.
TWO-DIMENSIONAL DATA CLASSIFICATION
In this section, two-dimensional data will be numerical trained and classified. We first generate the needed data, and then apply the above-discussed training and classification procedures to test problems with both large and small data sets. Furthermore, to test the generalization ability of the approach, different sizes of training and classification samples will also be used.
Discrimination
Problem with Two Spirals.
[6]
To illustrate the approach, two-dimensional data with two spirals will be generated. The equations for the two spirals Kl and K2 in polar coordinates are K1 :p=O, K2:p=8+n, (3.1)
The training sample data and the testing sample data can be created based on equations (3.1) and (3.2). The following detailed formulas are used to obtain the sample data.
For example, let ic = 90 and ikfi = ik + 0.00025. we obtain 10,800,OOO samples, which are obtained by the use of equations (3.3) and (3.4). These samples of data are composed of two classes. Similarly, let ia = 90 and ik+i = ik +0.00012, 22,500,002 samples are created. Let i = 90 and ikfr = ik + 0.00005, 54,000,OOO samples are created. The sample from K1 is called a Class 0 sample and the sample from K1 is called a Class 1 sample. The two spirals data obtained above can be separated in a two-dimensional space baaed on the above algorithm.
The classification process can be separated into the following steps. STEP 5. Remerge the frontiers of the same class regions, which labeled 0, then save it as a link table.
STEP 6. Remerge the frontiers of the same class regions, which labeled 1, then save it as a link table.
STEP 7. For the regions, which labeled 2, go Step 2.
STEP 8. Repeat the above steps until there is no region labeled 2.
After the completion of the above procedure, the desired separating hypersurface is obtained. This desired hypersurface is constructed by using the link tables. 
The classification algorithm
After the training process is over, we can classify the testing sample as follows. The above algorithm is illustrated in Figure 2 . For example, point A in Figure 2 does not belong to any class because the number of intersections of the radial from A with the link table is even. The points 0 and X belong to different classes because the number of intersections of the radial from A with the different link tables is odd.
Large Database
With the spiral data obtained in the previous section, numerical experiments were carried out. The training results are summarized in Table 1 and illustrated in Figure 3 . The three sets of training data listed in the first column of Table 1 are obtained by the use of equations (3.3) and (3.4). In Table 1 , the testing sample set is the same as the training sample set. The training time is the time needed to obtain the hypersurface. The classification time is the time needed to classify all the testing samples. The recall rate is the accuracy rate when the testing sample set is the same as the training sample set. ( llh, 25m, 3s I 100.00 54,000,000 67,500,002 14h, 37m, 6s 100.00
In Table 2 , the training samples are the same as that used in Table 1 . The testing or classification samples are much larger and are obtained in essentially the same way as that obtained for the training samples. The correct rate is obtained by using equation (3.5).
Small Training Sample and Large Classification Sample
To test the generalization ability, the classification or testing sample is obtained from the two spirals data and is ten times larger then the training sample (see Table 3 ). As can be seen from Table 3 , the approach performs very well and the classification rate is essentially 100%.
Moreover, for a very large data set of the order of 10 7, the rate of classification based on this hypersurface approach is very fast. The reason is that the time needed for saving and extracting the hypersurface is very short and the need of storage is very low. Numerical examples of problems with three-dimensional data will be trained and classified. Following the same approach used in the previous section, we shall first obtain the needed training and classification data, and then carry out the actual numerical training and classification. Different sizes of training and classification samples will also be used to illustrate the generalization ability of the approach.
Constructing the Training and Testing Data
The three-dimensional data will be generated, again, in two-spirals. The two spirals h' 1 itnd h'2 in polar coordinates are For example, letting ic = 90 and ik+i = ik + 1.7, we can obtain two classes of samples with 54002 data points by equations (4.3) and (4.4). Letting is = 90 and ik+i = ik t 0.2, 13500 samples are created. Letting ia = 90 and '&+I = ik +O.l, 27002 samples are created. The sample from K1 is called a Class 0 sample and the sample from K1 is called a Class 1 sample. In the following tables, the samples are all generated in a similar manner.
The samples are shown in Figure 4 . However, to separate the two spirals in three-dimensional space is more difficult than the two-dimensional problem.
Training and Testing Procedure
Three-dimensional data can be classified in a similar manner. The difference between the twodimensional and three-dimensional data is that the sample space of the three-dimensional data is first transformed into a cube, which can be represented schematically by the following unit cube: The steps for classifying the three-dimensional data is similar to that for the two-dimensional data. Thus, only a summarization of the various steps for the training and testing processes are listed in the following. 
Small-and Medium-Sized Samples
The testing results are listed in Table 4 . The testing samples are obtained by the use of equations (4.3) and (4.4). Notice that both testing and training used the same sets of data. Thus, the correct classification rate is called recall rate in the last column of Table 4   Table 4 The hypersurface or the classifying link table is obtained from the results of the training. Saving and extracting the classifying string or the hypersurface from the results can be carried out very quickly, in a matter of a few seconds. Furthermore, the results require very little storage. The hypersurfaces are illustrated in Figure 5 .
The testing results for small-and medium-sized samples are summarized in Table 5 . In this case, the testing samples are much larger than the training samples.
Large-Sized Samples
The training results of large sized-samples are listed in Table 6 . The sample size is very large and, as can be seen from Table 6 , is of the order 107. In this table, the same training and the classifying samples are used. Table 7 summarizes the testing or classifying results for large sample size. The testing size of the sample is of the order 107, which is much larger than the training sample size.
Small-Sized
Training Sample and Large-Sized Testing Sample
With testing samples larger then ten times the training samples, the results listed in Table 8 are obtained. As can be seen from Table 8 , the results are very good and the classification errors are nearly zero. Thus, the classification method based on hypersurface has strong generalization capability.
NOTE. All the results obtained in this paper used computers with the following capabilities. 
DISCUSSIONS
To illustrate the effectiveness of the proposed hypersurface approach, the two-spiral discrimination problem with both two-dimensional and three-dimensional data are investigated and solved. As shown in the results, the prediction rate for all the training samples is 100%. The correct classification for all samples is more than 99%. Furthermore, Tables 3 and 8 show that the proposed approach has strong generalization ability. It should be noted that the classification of two spirals needed 3000 iterations and only obtain 89.6% correct classification by the use of other approaches [8, 9] .
The proposed new classification method based on a hypersurface is a universal classification method for a large nonlinear database and has the following advantages.
(1) HIGH EFFICIENCY AND HIGH ACCURACY.
For a large data set, say 107, the speed of the hypersurface approach is very fast. The reason is that the time for saving and extracting the hypersurface is very short and the need for storage is very low, which is not the case for the support vector machine (SVM) approach [l-4]. Another advantage is that the decision process by the use of the Jordan curve theorem is very simple, which reduces the optimization problem to a simple comparison process.
(2) STRONG ABILITY OF GENERALIZATION. The experimental results of training on small samples and testing on large samples show that the approach has strong generalization ability. From the statistic learning theory (31, we know that the higher the VC dimension, the larger the confidence domain. Thus, the difference between the real risk and the experimental risk increases. This is the problem of excessive learning. Machine learning is not just minimizing the experimental risk, but also reduces the dimension VC. However, this strategy is not useful for the proposed hypersurface approach because the hypersurface is formed by the use of linear segmentation function. Furthermore, the approach can separate any number of samples that distributed in any way, the function set has infinite VC dimension, Furthermore, we see that the continuousness of the hypersurface is improved as the number of samples increases. This shows that the scale of the unit should be larger than the margin of the sample, If the scale of the unit is too small, the hyperspace may be separated into different parts.
Thus, a larger unit is required in the region where the samples are scattered. On the other hillId. a small unit is required in regions where the samples are densely distributed. However! the samples. in general, are seldom uniformly distributed. To solve this problem, a 'Vocal elaboration" division step is added to the proposed procedure. This local division strategy improves the generi~lizatic~n ability and the accuracy. Although the noise in the data can cause classification error, the &~.t of thih noise can be controlled in the local region. The problem is that a noisy sample located inside a hypersurface may cause this hypersurface to transform into a complex hypersurface. l'11us. t 1~. noise may cause a mistake in classification. This problem can be controlled by tht-1 w-' 01' i\ lr~al small unit.
(4) SAMPLE DISTRIBUTION.
The proposed approach can solve nonlinear classification i~rctblerns with no restrictions on the sample. In other words, the sample can be distributed in any; wav in a finite region.
