This paper presents the derivation of an unsupervised learning algorithm, which enables the identification and visualisation of latent structure within ensembles of high dimensional data. This provides a linear projection of the data onto a lower dimensional subspace to identify the characteristic structure of the observations independent latent causes. The algorithm is shown to be a very promising tool for unsupervised exploratory data analysis and data visualisation. Experimental results confirm the attractiveness of this technique for exploratory data analysis and an empirical comparison is made with the recently proposed Generative Topographic Mapping (GTM) and standard principal component analysis (PCA). Based on standard probability density models a generic nonlinearity is developed which allows both; 1) identification and visualisation of dichotomised clusters inherent in the observed data and, 2) separation of sources with arbitrary distributions from mixtures, whose dimensionality may be greater than that of number of sources. The resulting algorithm is therefore also a generalised neural approach to independent component analysis (ICA) and it is considered to be a promising method for analysis of real world data that will consist of sub and super-Gaussian components such as biomedical signals.
Introduction
This paper develops a generalisation of the adaptive neural forms of the independent component analysis (ICA) algorithm primarily as a method for interactive unsupervised data exploration, clustering and visualisation.
The ICA transformation has attracted a great deal of research focus in an attempt to solve the signal-processing problem of blind source separation (BSS) [1, 2, 3, 6, 7, 8, 10, 14, 15, 16, 18] . However, the work reported in this paper has been motivated by unsupervised data exploration and data visualisation. Unsupervised statistical analysis for classification or clustering of data is a subject of great interest when no classes are defined a priori. The projection pursuit (PP) methodology as detailed in [13] , was developed to seek or pursue P dimensional projections of multidimensional data, which would maximise some measure of statistical interest, where P = 1 or 2 to enable visualisation. Projection pursuit therefore provides a means of latent data structure identification through visualisation [13] . 3 The link with projection pursuit and independent component analysis (ICA) is discussed in [18] , and a neural implementation of projection pursuit is developed and utilised for BSS in [15] . It is argued [18] that the maximal independence index of projection offered by ICA best describes the fundamental nature of the data. This is of course in accordance with the latent variable model of data [12] , which invariably assumes that the latent variables are orthogonal i.e. independent.
A stochastic gradient-based algorithm is developed which is shown, ultimately, to be an extension of the natural gradient family of algorithms proposed in [1, 2] . The paper has the following structure; Section 2 introduces the ICA or latent variable model of data and briefly reviews the ICA data transformation. Section 3 presents the derivation of the algorithm for data visualisation and ICA. In Section 4 the classical Pearson Mixture of Gaussians (MOG) density model [19] for cluster identification is utilised as the non-linear term for the developed algorithm. It is found that this provides an elegant closed form generic activation function, which also provides a method of separating arbitrary mixtures of non-Gaussian sources. Section 5 reports on a data exploration simulation and a source separation experiment. The concluding section discusses the potential extensions of the proposed approach.
The Independent Component Analysis Data Model
The particular ICA data model considered in this paper is defined as follows ( ) ( ) ( )
The observed zero mean data vector is real valued such that ( )
the vector of underlying independent sources or factors is given as ( ) 
is designated the mixing matrix in ICA literature [6] or in factor analysis, the factor loading matrix [12] .
Our objective is then to find a linear transformation
with
where P << N typically with P = 2 for visualisation purposes, such that the elements of y are as non-Gaussian and mutually independent as possible. algorithm, which will be capable of identifying latent structure within data.
A Gradient Algorithm Based on Maximal Marginal Negentropy Criterion
The projection pursuit methodology, which seeks linear projections of the observed data, can be considered as a means of seeking latent non-Gaussian structure within the observations. In many ways the ICA model which assumes non-Gaussian sources can be a more realistic data model than the independent Gaussian generated FA model. In [13] the maximisation of higher order moments is utilised to pursue projections that will identify structure associated with the maximised moment i.e. multiple modes or skewness. However, if the resulting moments are small thus describing a mesokurtic (slightly deviated from Gaussian) structure then moment based indices may not be suitable. Marriot in [13] argues that information theoretic criteria for maximisation may require to be considered in this case. The most obvious choice of an information theoretic measure signifying departure from Gaussian will be negentropy, [9] .
Negentropy [9] is defined as the Kullback-Leibler divergence of a distribution 
where the subscript i denotes the i 'th marginal density of a data vector y. Negentropy will always be greater than zero and only vanishes when the distribution ( ) y p y is normally distributed [9] . This will then lend itself to stochastic gradient ascent techniques.
The derivation of a learning rule for a simple single layer structure, which will drive the output of each neuron maximally from normality, is the goal of this particular section. Each output neuron will be parameterised individually as it is the intention for each neuron to respond optimally to differing independent features within the data. This is also in accordance with the factorial representation of the density of the underlying sources (or latent variables) in both the FA and ICA data models. We then use the factorial parametric form for the density of the network output where Wx y = and
The following criterion is proposed as a measure of non-Gaussianity for the P outputs
where the subscript F denotes the factored form. This criterion can then be written as . The Haddamard inequality [9] is given as
is the variance of the data from the i-th output. This indicates that the maximal value of the term will be attained when the covariance matrix of the network output is diagonalised. This is precisely the effect of the 'sphereing' data transformation often discussed in the projection pursuit literature [12] . Likewise, the second term will be maximal once the transformed data conforms to a factorial representation thus ensuring that each neuron will indeed be responding to distinct independent underlying characteristics of the data.
In order to derive the learning algorithm let us compute the gradients of the proposed criterion over the weights ij w of the transformation matrix.
It is interesting to note that the term
ensures that the rank of W is equal to P and so each of the rows of W will be linearly independent. This is a naturally occurring term, which ensures that each output neuron will seek mutually independent directions. Now it is straightforward to show that
Taking the gradient of the output entropy gives
The function f(y) operates element-wise on the vector y, such that
The standard instantaneous gradient ascent technique can now be used in a stochastic update equation, however we consider utilising the more efficient natural gradient for the weight update [1, 2] . In the particular case under consideration where P << N the square symmetric matrix term W W T will be positive semi-definite so the standard natural gradient formula:
can not be used directly. We propose the modified formula ( ) ( )
Where ε t is a small positive constant which ensures that the term ( ) 
The weight update (13) and (14) will seek maximally non-Gaussian projections onto lower dimensional sub-spaces for unsupervised exploratory data analysis. However (14) can also be seen to be a generalisation of the original equivariant ICA algorithm [1, 2, 3, 6, 7, 8] for ICA, as it is capable of finding P independent components in an N-dimensional subspace. An alternative approach to this problem is proposed in, for example, [16] where the notion of 'extracting' sources sequentially from the observed mixture is utilised.
A Mixture Model to Identify Latent Clustered Data Structure
Distributions that are bi-modal exhibit one form of latent structure which is of interest in identifying. Multiple modes may indicate specific clusters and classes inherent in the data. Maximum likelihood estimation (MLE) approaches to data clustering [11] employ Mixtures of Gaussian (MOG) models to seek transition regions of high and low density and so identify potential data clusters.
One particular univariate MOG model which is of particular interest in this study was originally proposed in [19] . 
which, interestingly, takes on strictly negative values for all 0 > µ [14] . This is of particular significance as this distribution and nonlinear function can also be utilised for BSS of strictly sub-Gaussian sources.
For the case where two distinct modes are defined such that 2 = µ and 1 2 = σ (see Figure 1 ) the nonlinearity takes the very simple form of
The following weight adaptation will then seek projections, which identify maximally dichotomised clustered structure inherent in the data. 
The kurtosis of each output can be estimated online using the following moving average estimator
The sample moments of order p are estimated using (24); in this case the second and fourth order moments are required. The sample kurtosis estimate is then given by (25).
The generic term (22) can be substituted into (14) 
This update equation can then also be applied to general ICA where the number of outputs is less than the number of sensors. From the form of (26) it is clear that this adaptation rule can also be utilised to separate scalar mixtures which may contain arbitrary numbers of both sub and super-Gaussian sources. The use of (21) will specifically seek linear projections identifying bi-modal and dichotomised clustered structure within the data.
Experimental Results

Data Visualisation
The dataset 1 used in this experiment arises from synthetic data modelling of a noninvasive monitoring system which is used to measure the relative quantity of oil within a multi-phase pipeline carrying oil, water and gas. The data consists of twelve dimensions, which correspond to the measurements from six dual powered gamma ray densitometers [4] . There are three particular flow regimes which may occur within the pipeline namely laminar, annular and homogenous.
The Generative topographic mapping (GTM) [4] has been applied successfully to the problem of visualising the latent structure within this data set and is used here as a means of comparison with the derived adaptation rule (21). The data is first made zero-mean and then sequentially presented to the network until the weights achieve a steady value. A fixed learning rate of value 0.001 was used in this simulation.
The results using the nonlinear GTM mapping under the conditions reported in 
Blind Source Separation
This simulation focuses on image enhancement and is used here to demonstrate the algorithm performance when applied to ICA. The problem consists of three original source images which are mixed by a non-square linear memoryless mixing matrix such that the number of mixtures is greater than the number of sources. The first problem that has to be addressed is identifying the number of sources. Simply computing the rank of the covariance matrix of the mixture can do this. Historically the next problem would be two-fold as the mixture consists of a number of sources which are sub-Gaussian and some which are super-Gaussian. This of course affects the choice of the nonlinearity required to successfully separate the sources. However, from (26) all that is required is to 'learn' the diagonal terms of the K4 matrix. Figure 3 , shows the observations and the final separated sources. Each value is drawn randomly from the mixture and (26) is used to update the network weights. The learning rate is kept at a fixed value of 0.0001. It should be stressed that it is not required to make any assumptions on the type of non-Gaussian sources present in the mixture, nor is choosing another form of nonlinearity and changing the simple form of the algorithm required. Figure 3 shows the final separated images indicating the good performance of the algorithm.
Conclusions
By considering an information theoretic index of projection based on negentropy a generalised learning algorithm has been derived and this may be applied to both unsupervised exploratory data analysis and independent component analysis with an arbitrary number of outputs. The powerful capability of this approach for unsupervised exploratory data analysis has been demonstrated using the oil pipeline data and compared with the probabilistic (GTM). This technique has been applied to other classical data-sets such as the Iris, Crab and Swiss Banknotes. In each case the intrinsic clustered nature of the data is revealed by the use of the proposed learning algorithm (26).
In terms of ICA a particularly difficult image enhancement problem has been used to demonstrate the algorithm performance for blind source separation. Current work, which is being addressed from the perspective of data analysis, is a means by which this technique can be extended to a hierarchical method of dichotomising and clustering data. 
