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JOINT HO¨LDER CONTINUITY OF PARABOLIC ANDERSON MODEL
YAOZHONG HU AND KHOA LEˆ
Abstract. We show that the random field solution to the parabolic Anderson equation (∂t−
1
2
∆)u = u⋄W˙
is jointly Ho¨lder continuous in space and time.
1. Introduction
In this paper we study the Ho¨lder continuity and joint Ho¨lder continuity of the solution to the following
multiplicative stochastic heat equation:
∂u(t, x)
∂t
=
1
2
∆u(t, x) + u(t, x) W˙ (t, x) , (1.1)
where the unknown u =
{
u(t, x) , t ≥ 0, x ∈ Rd} is a random field, ∆ = ∑di=1 ∂2∂x2
i
is the Laplacian, and W˙
is general mean zero Gaussian noise whose covariance is given by
E(W˙ (s, x)W˙ (t, y) = γ0(t− s)γ(x− y) , ∀ s, t ≥ 0 , x, y ∈ Rd .
Here we assume that γ0 is a locally integrable function and γ(x) =
∫
Rd
eιx·ξµ(ξ)dξ for some non-negative
spectral density µ which will be specified in the next section. The multiplication between u and W˙ is the
Wick product, whose precise meaning is given in the following section by using the Skorohod integral.
There are several papers on the Ho¨lder continuity of the solution of stochastic partial differential equation.
When the space dimension is 1 and when the noise W˙ is space time white it is well-known that the solution
is Ho¨lder continuous of exponent β/2 in time variable and β in space variable x for any β < 1/2 (see [2] and
[14] for some work and for references).
When the noise is a general Gaussian noise, there are also some work on Ho¨lder continuity in [7], [9],
and [10]. However, the Ho¨lder continuity obtained in those papers are not sharp: when the noise is reduced
to the one dimensional space-time white noise, one cannot obtain the known Ho¨lder exponents. This paper
contains three main contributions. First, we can allow the Gaussian noise W˙ to be quite general, including
the noise which is rough in space studied in recent work [7], [8], and [9]. Secondly, our results are sharp, they
yield optimal Ho¨lder exponents when the noise is reduced to one dimensional space time white noise. Third,
we obtain joint Ho¨lder continuity in the sense of [5].
After the completion of the current paper, we have learnt that Balan et.al. in [1] have obtained results
along the same line. Although the assumptions on the spatial covariance of the noise are different, the method
of [1] also relies on Wiener chaos expansion. However, the current paper proceed further by considering joint
Ho¨lder continuity.
2. Preliminary and notations
Let us start by introducing our basic notation on Fourier transforms of functions. The space of Schwartz
functions on Rd is denoted by S = S(Rd). Its dual, the space of tempered distributions, is S ′. The Fourier
transform of a function u ∈ S or distribution u ∈ S ′ is defined with the normalization
Fu(ξ) =
∫
Rd
e−ιξ·xu(x)dx,
so that the inverse Fourier transform is given by F−1u(ξ) = (2pi)−1Fu(−ξ).
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Let γ0(s) , 0 < s <∞ be a real valued positive locally integrable function such that γ0(s− t) is a positive
definite function of s, t ∈ (0,∞). Let µ(ξ) be a non-negative function on Rd.
Let D((0,∞)×Rd) denote the space of real-valued infinitely differentiable functions with compact support
on (0,∞)×Rd and let {W (ϕ), ϕ ∈ D((0,∞)× Rd)} be a zero-mean Gaussian family defined on a complete
probability space (Ω,F ,P), whose covariance structure is given by
E [W (ϕ)W (ψ)] =
∫
R
2
+×R
d
Fϕ(s, ξ)Fψ(t, ξ) γ0(s− t)dsdtµ(ξ)dξ (2.1)
where the Fourier transforms Fϕ,Fψ are understood as Fourier transforms in spatial variables only.
We denote by H the Hilbert space obtained by completion of D((0,∞) × R) with respect to the inner
product
〈ϕ, ψ〉H =
∫
R
2
+×R
d
Fϕ(s, ξ)Fψ(t, ξ) γ0(s− t)dsdtµ(ξ)dξ . (2.2)
We shall use Malliavin calculus to define the stochastic integral ([4] and [13]). If a random variables F is
of the smooth and cylindrical form
F = f(W (φ1), . . . ,W (φn)) ,
with φi ∈ H, f ∈ C∞p (Rn) (f is smooth and f itself and all its partial derivatives have polynomial growth)
then its Malliavin derivative is the H-valued random variable defined by
DF =
n∑
j=1
∂f
∂xj
(W (φ1), . . . ,W (φn))φj .
The operator D is closable from L2(Ω) into L2(Ω;H) and we define the Sobolev space D1,2 as the closure of
the space of smooth and cylindrical random variables under the norm
‖F‖1,2 =
√
E[F 2] + E[‖DF‖2
H
] .
If u ∈ L2(Ω;H), we say that u is in the domain of the divergence operator δ if there is a square integrable
random variable, denoted by δ(u), such that
E [δ(u)F ] = E [〈DF, u〉H] for any F ∈ D1,2 . (2.3)
δ(u) is also called the Skorohod integral of u and we also denote this integral by δ(u) =
∫
R+×Rd
u(t, x)W (dt, dx).
For any integer n ≥ 0 we denote by Hn the n-th Wiener chaos of W . We recall that H0 is simply R and
for n ≥ 1, Hn is the closed linear subspace of L2(Ω) generated by the random variables {Hn(W (φ)), φ ∈
H, ‖φ‖H = 1}, where Hn(x) = e x
2
2
dn
dxn e
− x
2
2 is the n-th Hermite polynomial. For any n ≥ 1, we denote by
H⊗n (resp. H⊙n) the n-th tensor product (respectively the n-th symmetric tensor product) of H. Then,
the mapping In(φ
⊗n) = Hn(W (φ)) can be extended to a linear isometry between H
⊙n (equipped with the
modified norm
√
n!‖·‖H⊗n) andHn. The chaos expansion theorem says that any square integrable nonlinear
functional F of W can be expressed a
F = E [F ] +
∞∑
n=1
In(fn), (2.4)
where the series converges in L2(Ω), and the elements fn ∈ H⊙n, n ≥ 1, are determined by F .
The Skorohod integral (or divergence) of a random field u can be computed by using the Wiener chaos
expansion. More precisely, suppose that u = {u(t, x), (t, x) ∈ R+ × R} is a random field such that for each
(t, x), u(t, x) is a square-integrable random variable, then for each (t, x) we have a Wiener chaos expansion
of the form
u(t, x) = E [u(t, x)] +
∞∑
n=1
In(fn(·, t, x)). (2.5)
Then u belongs to the domain of the divergence operator (that is, u is Skorohod integrable with respect to
W ) if and only if the following series converges in L2(Ω)
δ(u) =
∫ ∞
0
∫
Rd
u(t, x)W (dt, dx) =W (E[u]) +
∞∑
n=1
In+1(f˜n), (2.6)
2
where f˜n denotes the symmetrization of fn in all its n+ 1 variables.
We shall use the following lemma which has been used in [7], [8], [9].
Lemma 2.1. For m ≥ 1 let α ∈ (−1, 1)m and set |α| = ∑mi=1 αi. For t ∈ [0, T ], the m-th dimensional
simplex over [0, t] is denoted by Tm(t) = {(r1, r2, . . . , rm) ∈ Rm : 0 < r1 < · · · < rm < t}. Then there is a
constant c > 0 such that
Jm(t, α) :=
∫
Tm(t)
m∏
i=1
(ri − ri−1)αidr ≤ c
mt|α|+m
Γ(|α| +m+ 1) ,
where by convention, r0 = 0.
We shall also use the following classical result. The Mittag-Leffler function is defined as
Eα(z) =
∞∑
n=0
zn
Γ(αn+ 1)
.
It is well-known that |Eα(z)| ≤ Ce|z|
1
α . By Stirling formula one also have
∞∑
n=1
|z|n
(n!)α
≤ C exp
{
|z| 1α
}
. (2.7)
We shall use c and C to denote constants. For example, we may write c2n as cn.
3. Existence and uniqueness via chaos expansions
Let u = {u(t, x), 0 ≤ t ≤ T, x ∈ Rd} be a real-valued stochastic process such that for all t ∈ [0, T ]
and x ∈ Rd the process {pt−s(x − y)u(s, y)1[0,t](s), 0 ≤ s ≤ t, y ∈ Rd} is Skorohod integrable, where
pt(x) = (2pit)
−d/2 exp(− |x|22 ) is the heat kernel on the real line related to 12∆.
Definition 3.1. We say that u is a mild solution of (1.1) if for all t ∈ [0, T ] and x ∈ Rd we have
u(t, x) = pt ∗ u0(x) +
∫ t
0
∫
Rd
pt−s(x− y)u(s, y)W (ds, dy) a.s., (3.1)
where the stochastic integral is understood in the Skorohod sense.
We make the following assumptions on the covariance structure of the noise W˙ .
Hypothesis 3.2. There are positive constants α0 ∈ [0, 1] and C such that
γ0(t) ≤ C|t|−α0 for all t > 0 . (3.2)
We also allow α0 = 1 and in this case, we take γ0(t) = δ(t) (the Dirac delta function).
Hypothesis 3.3. Regarding the spectral density µ(ξ), we assume that it satisfies one of the following two
hypotheses.
(i) There are positive constants αi ∈ (−1, 0] (i = 1, . . . , d) and C such that
µ(ξ) ≤ C
d∏
i=1
|ξi|αi for all ξ ∈ Rd . (3.3)
We denote α = α1 + · · ·+ αd and we also assume 2α0 + α < 4.
(ii) The space dimension d = 1 and there are positive constants α > 0, C such that
α+ α0 < 3/2 , and µ(ξ) ≤ C|ξ|α for all ξ ∈ R . (3.4)
Let us now state a new existence and uniqueness theorem for our equation of interest.
3
Theorem 3.4. Suppose that the hypotheses 3.2 and 3.3 are satisfied and that the initial condition u0 satisfies∫
R
[
1 + |ξ|α/2
]
e−s|ξ|
2 |uˆ0(ξ)|dξ ≤ Cs−β (3.5)
for some β < 1− α02 . Then there exists a unique solution to equation (1.1), that is, there is a unique process
u such that pt−·(x − ·)u is Skorohod integrable for any (t, x) ∈ [0, T ] × Rd and relation (3.1) holds true.
Moreover, under the hypothesis 3.3 (ii) we have the following moment bounds for the solution:
E|u(t, x)|p ≤ C exp
{
cp
3−α
1−α t
3−2α0−α
1−α
}
, (3.6)
where C and c are two constants independent of p, t and x.
Remark 3.5. (i) It is known [9] that the theorem is true when the hypotheses 3.2 and 3.3 (i) hold. When
γ0(t) is the Dirac delta function (namely, when the noise W˙ is white in time) and when hypothesis 3.3 (i)
holds, the theorem is also true ([8]).
(ii) Under hypotheses 3.2 and 3.3 (i), the moments bounds is given by (if the initial condition is bounded
below by a positive constant)
C exp
(
Ct
4−2α0−α
2−α p
4−α
2−α
)
≤ E [upt,x] ≤ C′ exp(C′t 4−2α0−α2−α p 4−α2−α) . (3.7)
It appears that there are some discrepancy between (3.6) and (3.7). This kind of phenomena was also
observed in [3].
Proof. We only need to show the theorem under the hypotheses 3.2 and 3.3 (ii) with α0 ∈ (0, 1). If a solution
u is square integrable, then according to the general chaos expansion (2.6), u(t, x) admits the followingWiener
chaos expansion
u(t, x) =
∞∑
n=0
In(fn(·, t, x)) , (3.8)
where for each (t, x), fn(·, t, x) is a symmetric element in H⊗n. Hence, if one iterates (3.1), one can find an
explicit formula for the kernels fn for n ≥ 1.
fn(s1, x1, . . . , sn, xn, t, x) =
1
n!
pt−sσ(n)(x − xσ(n)) · · · psσ(2)−sσ(1)(xσ(2) − xσ(1))psσ(1)u0(xσ(1)) , (3.9)
where σ denotes the permutation of {1, 2, . . . , n} such that 0 < sσ(1) < · · · < sσ(n) < t (see also for instance,
formula (4.4) in [6], formula (3.8) in [8], formula (3.3) in [9]). Then, to show the existence and uniqueness
of the solution it suffices to prove that for all (t, x) we have
∞∑
n=0
n!‖fn(·, t, x)‖2H⊗n <∞ . (3.10)
The Fourier transform of fn(t, x) (with respect to the variables x1, · · · , xn in (3.9)) is
fˆn(s1, ξ1, . . . , sn, ξn, t, x) =
cn
n!
∫
R
g(t, x; s, ξ, ζ)uˆ0(ζ)e
−
sσ(1)|ζ|
2
2 dζ,
where we denote sσ(n+1) = t by convention and
gn(t, x; s, ξ, ζ) = e
− 12 sσ(1)|ζ|
2
n∏
i=1
e−
1
2 (sσ(i+1)−sσ(i))|ξσ(i)+···+ξσ(1)−ζ|
2
e−ιx·(ξσ(n)+···+ξσ(1)−ζ) . (3.11)
Hence, we have
n!‖fn(·, t, x)‖2H⊗n =
c2n
n!
∫
[0,t]2n
∫
Rn
∫
R2
g(t, x; s, ξ, ζ)g¯(t, x; s′, ξ, ζ′)
γ0(s− s′)dsds′µ(ξ1)dξ1 · · ·µ(ξn)dξnuˆ0(ζ)dζuˆ0(ζ′)dζ′ ,
where γ0(s− s′) =
∏n
i=1 γ0(si − s′i). Using Cauchy-Schwarz inequality we get
n!‖fn(·, t, x)‖2H⊗n ≤
c2n
n!
∫
R2
∫
[0,t]2n
√
φn(s, ζ)φn(s′, ζ′)γ0(s− s′)dsds′ |uˆ0(ζ)| |uˆ0(ζ′)| dζdζ′
4
=
c2n
n!
∫
R2
∫
[0,t]2n
ψn(s)ψn(s
′)γ0(s− s′)dsds′ , (3.12)
where
φn(s, ζ) =
∫
Rn
|gn(t, x; s, ξ, ζ)|2µ(ξ1)dξ1 · · ·µ(ξn)dξn and ψn(s) =
∫
R
√
φn(s, ζ)|uˆ0(ζ)|dζ .
From (3.11) and the assumption 3.3, it follows that
φn(s, ζ) ≤
∫
Rn
e−sσ(1)|ζ|
2
n∏
i=1
e−(sσ(i+1)−sσ(i))|ξσ(i)+···+ξσ(1)−ζ|
2 |ξ1|α · · · |ξn|αdξ1 · · · dξn .
Making the change of variables ηi := ξσ(i) + · · · + ξσ(1) − ζ, and using the trivial bound |ηi − ηi−1|α ≤
|ηi−1|α + |ηi|α, we obtain
φn(s, ζ) ≤ e−sσ(1)|ζ|
2
∫
Rn
n∏
i=1
e−(sσ(i+1)−sσ(i))|ηi|
2 |η1 + ζ|α
n∏
i=2
|ηi − ηi−1|αdη1 · · · dηn
≤ e−sσ(1)|ζ|2
∫
Rn
n∏
i=1
e−(sσ(i+1)−sσ(i))|ηi|
2
(|η1|α + |ζ|α)
n∏
i=2
(|ηi|α + |ηi−1|α)dη1 · · · dηn .
Expanding the product
∏n
i=2(|ηi|α + |ηi−1|α) in the above integral we obtain an expression of the form∑
j∈Dn
∏n
i=1 |ηi|ji , where Dn is a subset of multi-indices of {(j1, · · · , jn) : ji ∈ {0, α, 2α}} of length n − 1.
The complete description of Dn is not necessary. All we need are the following facts: Card(Dn) = 2
n−1 and
for any j ∈ Dn, j1 ∈ {0, α}, ji ∈ {0, α, 2α} for i = 2, . . . , n and
|j| ≡
n∑
i=1
ji = (n− 1)α .
This expansion yields the following bound for φn(s, ζ).
φn(s, ζ) ≤ |ζ|αe−sσ(1)|ζ|
2 ∑
α∈Dn
∫
Rn
n∏
i=1
e−(sσ(i+1)−sσ(i))|ηi|
2
n∏
i=1
|ηi|jidη1 · · · dηn
+e−sσ(1)|ζ|
2 ∑
α∈Dn
∫
Rn
n∏
i=1
e−(sσ(i+1)−sσ(i))|ηi|
2 |η1|α
n∏
i=1
|ηi|jidη1 · · · dηn .
Making the substitution ξi = (sσ(i+1) − sσ(i))1/2ηi in the above integral, and noticing that
∫
R
e−ξ
2 |ξ|jidξ is
bounded by a constant for any ji > −1, we see that
φn(s, ζ) ≤ C|ζ|αe−sσ(1)|ζ|
2 ∑
α∈Dn
n∏
i=1
(sσ(i+1) − sσ(i))−
1
2 (1+ji)
+Ce−sσ(1)|ζ|
2 ∑
α∈Dn
(sσ(2) − sσ(1))−
α+j1
2
n∏
i=2
(sσ(i+1) − sσ(i))−
1
2 (1+ji) . (3.13)
Thus we have
ψn(s) ≤ C
∫
R
|ζ|α/2e−sσ(1)|ζ|2/2|uˆ0(ζ)|dζ
∑
α∈Dn
n∏
i=1
(sσ(i+1) − sσ(i))−
1
4 (1+ji)
+C
∫
R
e−sσ(1)|ζ|
2/2|uˆ0(ζ)|dζ
∑
α∈Dn
(sσ(2) − sσ(1))−
α+j1
4
n∏
i=2
(sσ(i+1) − sσ(i))−
1
4 (1+ji) .
From the assumption on the initial condition (3.5) we see
ψn(s) ≤ Cs−βσ(1)
∑
α∈Dn
n∏
i=1
(sσ(i+1) − sσ(i))−
1
4 (1+ji)
5
+ Cs−βσ(1)
∑
α∈Dn
(sσ(2) − sσ(1))−
α+j1
4
n∏
i=2
(sσ(i+1) − sσ(i))−
1
4 (1+ji) . (3.14)
Now we return to (3.12). From the Hardy-Littlewood inequality (see [6, Inequality (2.4)] or [12, Inequality
(1.5)]), we see that
n!‖fn(·, t, x)‖2H⊗n ≤
cn
n!
(∫
[0,t]n
ψn(s)
2
2−α0 ds
)2−α0
.
Plugging (3.14) into the above expression and uing the inequality (a1 + · · ·+ am)α ≤ mα(aα1 + · · ·+ aαm)
for all positive numbers a1, · · · , am and positive α, we end up with
n!‖fn(·, t, x)‖2H⊗n ≤
cn
n!
∑
j∈Dn
(∫
[0,t]n
s
− 2β2−α0
σ(1)
n∏
i=1
(sσ(i+1) − sσ(i))−
(1+ji)
4−2α0 ds
)2−α0
+
cn
n!
∑
j∈Dn
(∫
[0,t]n
s
− 2β2−α0
σ(1) (sσ(2) − sσ(1))−
α+j1
4−2α0
n∏
i=2
(sσ(i+1) − sσ(i))−
1+ji
4−2α0
)2−α0
= cn(n!)1−α0
∑
j∈Dn
(∫
Tn(t)
s
− 2β2−α0
σ(1)
n∏
i=1
(si+1 − si)−
(1+ji)
4−2α0 ds
)2−α0
+cn(n!)1−α0
∑
j∈Dn
(∫
Tn(t)
s
− 2β2−α0
1 (s2 − s1)−
α+j1
4−2α0
n∏
i=2
(si+1 − si)−
1+ji
4−2α0 .
)2−α0
.
(3.15)
From our condition on β, we see that 2β2−α0 < 1. For i ≥ 2, the maximum value of ji is 2α and in this case
1 + ji
4− 2α0 =
1 + 2α
4− 2α0 < 1 .
Since j1 ≤ α,
α+ j1
4− 2α0 ≤
2α
4− 2α0 < 1 .
It follows that all the integrals appeared in the above multiple integrals are finite. Using Lemma 2.1, we see
that ∫
Tn(t)
s
− 2β2−α0
σ(1)
n∏
i=1
(si+1 − si)−
(1+ji)
4−2α0 ds ≤ c
nt
∑n
i=1
(
1−
1+ji
4−2α0
)
+1− 2β2−α0
Γ
(∑n
i=1
(
1− 1+ji4−2α0
)
+ 1− 2β2−α0 + 1
)
≤ cntα˜0t
(3−2α0−α)n
4−2α0 (n!)−
3−2α0−α
4−2α0 .
In the same way we have∫
Tn(t)
s
− 2β2−α0
1 (s2 − s1)−
α+j1
4−2α0
n∏
i=2
(si+1 − si)−
1+ji
4−2α0 ds ≤ cntα˜1t
(3−2α0−α)n
4−2α0 (n!)−
3−2α0−α
4−2α0 .
Here α˜0 and α˜1 are two constants, independent of n. Inserting the above two bounds into (3.15), we see that
n!‖fn(·, t, x)‖2H⊗n ≤ cntα˜2(n!)1−α0−
3−2α0−α
2 t
3−2α0−α
2 n = cntα˜2(n!)−
1−α
2 t
3−2α0−α
2 n . (3.16)
From hypercontractivity ([4] and [13], we see that
‖In(fn(t, x))‖p ≤
√
p− 1n‖In(fn(t, x))‖2 ≤ cn√pntα˜2/2(n!)−
1−α
4 t
3−2α0−α
4 n .
Applying the estimate (2.7), we obtain
‖u(t, x)‖p ≤
∞∑
n=0
p
n
2 cntα˜2/2(n!)−
1−α
4 t
3−2α0−α
4 n ≤ C exp
{
cp
2
1−α t
3−2α0−α
1−α
}
,
which implies (3.6). 
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4. Ho¨lder and joint Ho¨lder continuity
In this section, we shall study the joint Ho¨lder continuity of the solution u(t, x) to (1.1). The following
lemma will be useful later.
Lemma 4.1. Let µ satisfy the hypothesis 3.3 (i). For any β ≥ 0 and s > 0, we have
sup
ζ∈Rd
∫
Rd
e−2s|ξ−ζ|
2 |ξ − ζ|βµ(ξ)dξ . s−α+β2 . (4.1)
Proof. Put Cβ := supx>0 e
−xxβ , which is a finite constant. We note that∫
Rd
e−2s|ξ−ζ|
2 |ξ − ζ|βµ(ξ)dξ ≤ Cβs−
β
2
∫
Rd
e−s|ξ−ζ|
2
µ(ξ)dξ
= Cβs
− β2
∫
Rd
e−s|ξ−ζ|
2 |ξ1|α1dξ1 · · · |ξd|αddξd .
From Lemma A.1 of [11], we have∫
Rd
e−s|ξ−ζ|
2 |ξ1|α1dξ1 · · · |ξd|αddξd . s−α2 .
This implies the result. 
To simplify notation we denote un(t, x) = In,t(fn(t, x, ·)), where fn is the n-th chaos kernel defined in
(3.9) and we explicitly express the dependence of the multiple integral of fn on t:
In,t(fn(t, x)) =
∫
[0,t]n
fn(t, x; ss, · · · , sn, x1, · · · , xn)W (dss, dx1) · · ·W (dsn, dxn) .
Thus, the solution u(t, x) can be written as its chaos expansion: u(t, x) =
∑∞
n=0 un(t, x).
Proposition 4.2. Assuming that hypothesis 3.2 holds and u0 satisfies (3.5).
(i) Let the hypothesis 3.3 (i) be satisfied and let α¯0 and α¯ be in [0, 1] such that
2α¯0 + α¯ < 2− α0 − α
2
. (4.2)
[It is easy to see the right hand side is positive under our assumption.] Then, there is a positive
constant c such that for every t ≥ r ≥ 0 and x, y ∈ Rd
E |un(t, y)− un(r, y)− un(t, x) + un(r, x)|2 ≤ cn(n!)α2−1|t− r|2α¯0 |x− y|2α¯t
4−2α0−α
2 n . (4.3)
(ii) Let the hypothesis 3.3 (ii) be satisfied and let α¯0 and α¯ be in [0, 1] such that
2α¯0 + α¯ <
3− 2α0 − α
2
. (4.4)
Then, there is a positive constant c such that for every t ≥ r ≥ 0 and x, y ∈ Rd
E |un(t, y)− un(r, y)− un(t, x) + un(r, x)|2 ≤ cn(n!)
α−1
2 |t− r|2α¯0 |x− y|2α¯t 3−2α0−α2 n . (4.5)
Proof. We follow the notation in the proof of Theorem 3.4 and divide the proof into several steps.
Step 1. For every s = (s1, · · · , sn) ∈ [0, t]n, the Fourier transform of fn(t, x, s1, x1, . . . , sn, xn) with respect
to the spatial variables (x1, . . . , xn), denoted by fˆn(t, x, s, ξ) is
fˆn(t, x) = fˆn(t, x, s1, ξ1, . . . , sn, ξn)
=
cn
n!
∫
Rd
n∏
i=1
e−
1
2 (sσ(i+1)−sσ(i))|ξσ(i)+···+ξσ(1)−ζ|
2
e−ıx·(ξσ(n)+···+ξσ(1)−ζ)uˆ0(ζ)e
−
sσ(1)|ζ|
2
2 dζ,
where σ is a permutation of {1, . . . , n} such that sσ(1) ≤ · · · ≤ sσ(n) and we have set sσ(n+1) = t. We use
the following notation
ηi = ξσ(i) + · · ·+ ξσ(1) and gn(s, η, ζ) =
n−1∏
i=1
e−
1
2 (sσ(i+1)−sσ(i))|ηi−ζ|
2
.
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Thus, we can rewrite
fˆn(t, x) =
cn
n!
∫
Rd
e−
1
2 (t−sσ(n))|ηn−ζ|
2−ıx·(ηn−ζ)gn(s, η, ζ)uˆ0(ζ)e
−
sσ(1)|ζ|
2
2 dζ .
We denote ∆nr,t = [0, t]
n \ [0, r]n and apply triangle inequality to get
E|un(t, x)− un(t, y)− un(r, x) + un(r, y)|2 ≤ 2An + 2Bn ,
where
An = E |In,r (fn(t, x, ·)− fn(t, y, ·)− fn(r, x, ·) + fn(r, y, ·))|2
and
Bn = E
∣∣∣In,t ([fn(t, x, ·)− fn(t, y, ·)]1∆nr,t)∣∣∣2 .
Step 2. For every s, s′ ∈ [0, r]n, we denote
φ(s, s′) =
1
(2pi)nd
∫
Rnd
(
fˆn(t, x, s, ξ) − fˆn(t, y, s, ξ)− fˆn(r, x, s, ξ) + fˆn(r, y, s, ξ)
)
×
(
fˆn(t, x, s′, ξ)− fˆn(t, y, s′, ξ)− fˆn(r, x, s′, ξ) + fˆn(r, y, s′, ξ)
)
µ(ξ1)dξ1 · · ·µ(ξn)dξn
and
φ1(s) =
1
(2pi)nd
∫
Rnd
∣∣∣fˆn(t, x, s, ξ)− fˆn(t, y, s, ξ)− fˆn(r, x, s, ξ) + fˆn(r, y, s, ξ)∣∣∣2 µ(ξ1)dξ1 · · ·µ(ξn)dξn . (4.6)
Applying Itoˆ isometry of Wiener chaos and Cauchy-Schwarz, we have
An = n!
∫
[0,r]n
∫
[0,r]n
φ(s, s′)
n∏
j=1
γ0(sj − s′j)dsds′ ≤ n!
∫
[0,r]n
∫
[0,r]n
[φ1(s)φ1(s
′)]
1
2
n∏
j=1
γ0(sj − s′j)dsds′ .
Using the Hardy-Littlewood inequality (see [6, Inequality (2.4)] or [12, Inequality (1.5)]) we see that
An . c
nn!
(∫
[0,r]n
|φ1(s)|
1
2−α0 ds
)2−α0
. (4.7)
Step 3. We estimate bound An under hypothesis 3.3 (i). Observe that for every s ∈ [0, r]n,
fˆn(t, x, s, ξ)− fˆn(t, y, s, ξ)− fˆn(r, x, s, ξ) + fˆn(r, y, s, ξ)
=
cn
n!
∫
Rd
e−
1
2 (r−sσ(n))|ηn−ζ|
2−ıy·(ηn−ζ)
[
e−
1
2 (t−r)|ηn−ζ|
2 − 1
] [
e−ı(x−y)·(ηn−ζ) − 1
]
gn(s, η, ζ)uˆ0(ζ)e
−
sσ(1)|ζ|
2
2 dζ.
Applying Jensen’s inequality with respect to the measure |uˆ0(ζ)|e−
sσ(1)|ζ|
2
2 dζ, we obtain∣∣∣fˆn(t, x, s, ξ)− fˆn(t, y, s, ξ)− fˆn(r, x, s, ξ) + fˆn(r, y, s, ξ)∣∣∣2
≤ c
n
(n!)2
∫
Rd
|uˆ0(ζ)|e−
sσ(1)|ζ|
2
2 dζ ×
∫
Rd
e−(r−sσ(n))|ηn−ζ|
2
∣∣∣e− 12 (t−r)|ηn−ζ|2 − 1∣∣∣2 ∣∣∣e−ı(y−x)·(ηn−ζ) − 1∣∣∣2 |gn(s, η, ζ)|2|uˆ0(ζ)|e− sσ(1)|ζ|22 dζ.
Applying the elementary estimates
|e− 12 (t−r)|ηn−ζ|2 − 1| . |t− r|α¯0 |ηn − ζ|2α¯0 , |e−ı(y−x)·(ηn−ζ) − 1| . |y − x|α¯|ηn − ζ|α¯
for any α˜0, α˜ ∈ [0, 1] and noticing (3.5), we see that
φ1(s) .
cn
(n!)2
|t− r|2α¯0 |x− y|2α¯s−βσ(1)
∫
Rd
∫
Rnd
e−(r−sσ(n))|ηn−ζ|
2
|ηn − ζ|4α¯0+2α¯|gn(s, η, ζ)|2µ(ξ1)dξ1 · · ·µ(ξn)dξn|uˆ0(ζ)|e−
sσ(1)|ζ|
2
2 dζ . (4.8)
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To estimate the integral above, we first consider the integration with respect to ξσ(n). Noting that gn does
not depend on ξσ(n), we can apply Lemma 4.1 to get∫
Rd
e−(r−sσ(n))|ηn−ζ|
2 |ηn − ζ|4α¯0+2α¯µ(ξσ(n))dξσ(n) . (r − sσ(n))−2α¯0−α¯−
α
2 ,
where the implied constant is independent of ζ and ξ1, . . . , ξσ(n−1). Next, we integrate the variable ξσ(n−1).
Due to the factor e
−(sσ(n)−sσ(n−1) )|ηn−1−ζ|
2
in gn, this amounts to estimate an analogous integral but with
α¯0 = α¯ = 0. We continue this way until all the variables ξσ(1), . . . , ξσ(n) are integrated out. The last integral
is
∫
Rd
e−
1
2 sσ(1)|ζ|
2 |uˆ0(ζ)|dζ which is controlled by (3.5). Therefore, we have
φ1(s) .
cn
(n!)2
|t− r|2α¯0 |x− y|2α¯(r − sσ(n))−2α¯0−α¯−
α
2
n−1∏
j=1
(sσ(j+1) − sσ(j))−
α
2 s−2βσ(1) .
Together with (4.7), we obtain
An .
cn
n!
|t− r|2α¯0 |x− y|2α¯
∫
[0,r]n
(r − sσ(n))−
2α¯0+α¯+
α
2
2−α0
n−1∏
j=1
(sσ(j+1) − σσ(j))−
α
2(2−α0) s
− 2β2−α0
σ(1) ds
2−α0
. cn(n!)1−α0 |t− r|2α¯0 |x− y|2α¯
∫
Tn(r)
(r − sn)−
2α¯0+α¯+
α
2
2−α0
n−1∏
j=1
(sj+1 − sj)−
α
2(2−α0) s
− 2β2−α0
1 ds
2−α0 ,(4.9)
where Tn(r) = {(s1, . . . , sn) : s1 < · · · < sn < r}. Using the condition (4.4) and Lemma 2.1, we see that the
integration over Tn(r) above is finite and is bounded by
r
n
2−α0−
α
2
2−α0
−
2α¯0+α¯+2β
2−α0
[
Γ
(
n
2− α0 − α2
2− α0 + 1
)]−1
.
Using Stirling formula, we have
An . c
n|t− r|2α¯0 |x− y|2α¯rn(2−α0−α2 )−2α¯0−α¯−2β (n!)
1−α0
Γ(n
2−α0−
α
2
2−α0
+ 1)2−α0
. cn|t− r|2α¯0 |x− y|2α¯rn(2−α0−α2 )−2α¯0−α¯−2β (n!)
1−α0
Γ(n(2− α0 − α2 ) + 1)
. cn|t− r|2α¯0 |x− y|2α¯rn(2−α0−α2 )−2α¯0−α¯−2β(n!)α2−1 . (4.10)
Step 4. Now we consider An for d = 1 and α > 0. In this case the inequality (4.8) becomes
φ1(s) .
cn
(n!)2
|t− r|2α¯0 |x− y|2α¯s−βσ(1)
∫
R
∫
Rn
e−(r−sσ(n))|ηn−ζ|
2 |ηn − ζ|4α¯0+2α¯
n−1∏
i=1
e−(sσ(i+1)−sσ(i))|ηi−ζ|
2
n∏
i=1
|ξi|αdξ1 · · · dξn|uˆ0(ζ)|e−
sσ(1)|ζ|
2
2 dζ . (4.11)
Making substitution ηi − ζ = ξσ(i) + · · ·+ ξs(σ(1) − ζ = zi, we have
φ1(s) .
cn
(n!)2
|t− r|2α¯0 |x− y|2α¯s−βσ(1)
∫
R
∫
Rn
e−(r−sσ(n))|zn|
2
n−1∏
i=1
e−(sσ(i+1)−sσ(i))|zi|
2
|zn|4α¯0+2α¯|z1 + ζ|α
n∏
i=2
|zi − zi−1|αdz1 · · · dzn|uˆ0(ζ)|e−
sσ(1)|ζ|
2
2 dζ
.
cn
(n!)2
|t− r|2α¯0 |x− y|2α¯s−βσ(1)
∫
R
∫
Rn
e−(r−sσ(n))|zn|
2
n−1∏
i=1
e−(sσ(i+1)−sσ(i))|zi|
2
|zn|4α¯0+2α¯(|z1|α + |ζ|α)
n∏
i=2
(|zi|α + |zi−1|α)dz1 · · · dzn|uˆ0(ζ)|e−
sσ(1)|ζ|
2
2 dζ . (4.12)
9
As for (3.13), we expand (|z1|α + |ζ|α)
∏n
i=2(|zi|α + |zi−1|α) and integrate dz1 · · · dzndζ to obtain
φ1(s) ≤ c
n
(n!)2
|t− r|2α¯0 |x− y|2α¯s−2βσ(1)(r − sσ(n))−2α˜0−α˜
∑
j∈Dn
n∏
i=1
(sσ(i+1) − sσ(i))−
1
2 (1+ji) . (4.13)
The set Dn is similar to the one defined in Section 3 with a minor difference. More specifically, Dn is a set
of multi-indices with the following properties: Card(Dn) = 2
n−1, for each j = (j1, . . . , jn) ∈ Dn, jn ∈ {0, α},
ji ∈ {0, α, 2α} and
|j| ≡
n∑
i=1
ji = (n− 1)α.
Similar to the estimates (3.15)-(3.16) if we assume 2α˜0 + α˜ <
3−2α0−α
2 , then we have
An ≤ cn(n!)1−α0 |t− r|2α˜0 |x− y|2α˜
∑
j∈Dn
∫
[0,r]nd
s−2βσ(1)(r − sσ(n))−2α˜0−α˜− 1+α2 ∑
j∈Dn
n−1∏
i=1
(sσ(i+1) − sσ(i))−
1
2 (1+ji)

1
2−α0

2−α0
≤ cn(n!)α−12 |t− r|2α˜0 |x− y|2α˜tα˜3t 3−2α0−α2 n . (4.14)
Step 5. We estimate Bn under hypothesis 3.3 (i). As in deriving (4.7), we apply Itoˆ isometry of Wiener
chaos, Cauchy-Schwarz inequality and Hardy-Littlewood inequality to obtain a similar inequality to (4.7).
Namely,
Bn ≤ cnn!
(∫
∆nr,t
|ψ1(s)|
1
2−α0 ds
)2−α0
,
where
ψ1(s) =
1
(2pi)nd
∫
Rnd
∣∣∣fˆn(t, x, s, ξ)− fˆn(t, y, s, ξ)∣∣∣2 µ(ξ1)dξ1 · · ·µ(ξn)dξn .
Similar to (4.13), we have
ψ1(s)
≤ c
n
(n!)2
|x− y|2α˜s−βσ(1)
∫
R(n+1)d
|ηn − ζ|2α˜e−(t−sσ(n))|ηn−ζ|
2 |gn(s, η, ζ)|µ(ξ1)dξ1 · · ·µ(ξn)dξn|uˆ0(ζ)|e−
sσ(1)|ζ|
2
2 dζ
≤ c
n
(n!)2
|x− y|2α˜s−2βσ(1)(t− sσ(n))−
α
2−α˜
n−1∏
i=1
(sσ(i+1) − sσ(i+1))−
α
2 . (4.15)
Thus we have
Bn ≤ c
n
n!
|x− y|2α˜
∫
∆nr,t
(
s−2βσ(1)(t− sσ(n))−
α
2−α˜
n−1∏
i=1
(sσ(i+1) − sσ(i+1))−
α
2
) 1
2−α0
ds
2−α0 ,
The integrating region ∆nr,t can be decomposed as ∆
n
r,t = ∪σ ∪0≤k≤n Tn,σ,k,r,t, where σ is a permutation of
{1, 2, · · · , n} and
Tn,σ,k,r,t =
{
0 < sσ(1) < · · · < sσ(k) < r < sσ(k+1) < · · · < sσ(n) < t
}
.
When σ is the identity, we denote Tn,k,r,t = Tn,σ,k,r,t. Thus by symmetry
Bn ≤ (n!)1−α0cn|x− y|2α˜
 n∑
k=0
∫
Tn,k,r,t
(
s−2β1 (t− sn)−
α
2−α˜
n−1∏
i=1
(si+1 − si)−α2
) 1
2−α0
ds
2−α0 ,
For each k, the multiple integral over Tn,k,r,t is estimated as follows∫
Tn,k,r,t
s
− 2β2−α0
1 (t− sn)−
α+2α˜
2−α0
n−1∏
i=1
(si+1 − si)−
α
2−α0 ds1 · · · dsn
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≤
∫
0<s1<···<sk<r
s
− 2β2−α0
1 (r − sk)−
α
2−α0
k−1∏
i=1
(si+1 − si)−
α
2−α0 ds1 · · · dsk
∫
r<sk+1<···<sn<t
n−1∏
i=k+1
(si+1 − si)−
α
2−α0 (t− sn)−
α+2α˜
2−α0 sk+1 · · · dsn
≤ c
nr
k(1− α
2(2−α0)
+1− 2β
2(2−α0)
Γ
(
k(1− α2(2−α0) ) + 1−
2β
2(2−α0)
+ 1
) (t− r)(n−k−1)(1− α2(2−α0)+1− α+2α˜2(2−α0)
Γ
(
(n− k − 1)(1− α2(2−α0) ) + 1− α+2α˜2(2−α0) + 1
)
≤ (n!) α2(2−α0)−1t(n−1)(1− α2(2−α0) )+1− 2βa(2−α0) (t− r)1− α+2α˜2(2−α0) .
Thus we have the following bound
Bn . c
n(n!)
α
2
−1|x− y|2α¯|t− r| 4−2α0−α−2α˜2 tβ˜t 4−2α0−α2 n .
Denote
α′0 =
4− 2α0 − α− 2α˜
4
.
It is easy to verify that 2α′0 + α˜ = 2− α0 − α2 and
Bn . c
n(n!)
α
2−1|x− y|2α¯|t− r|2α˜0tβ˜t 4−2α0−α2 n . (4.16)
Step 6. We estimate Bn under hypothesis 3.3 (i). First we have
Bn ≤ cnn!
(∫
∆nr,t
|ψ1(s)|
1
2−α0 ds
)2−α0
,
where
ψ1(s) ≤ c
n
(n!)2
|x− y|2α˜s−βσ(1)
∫
R(n+1d
|ηn − ζ|2α˜e−(t−sσ(n))|ηn−ζ|
2 |gn(s, η, ζ)|µ(dξ1) · · ·µ(dξn)|uˆ0(ζ)|e−
sσ(1)|ζ|
2
2 dζ
≤ c
n
(n!)2
|x− y|2α˜s−2βσ(1)
∫
R(n+1d
|ηn − ζ|2α˜e−(t−sσ(n))|ηn−ζ|
2
n−1∏
i=1
e−(sσ(i+1)−sσ(i))|ηi−ζ|
2
n∏
i=1
|ξi|αdξ1 · · · dξn|uˆ0(ζ)e−
sσ(1)|ζ|
2
2 dζ
≤ c
n
(n!)2
|x− y|2α˜s−2βσ(1)
∫
R(n+1d
|ηn − ζ|2α˜e−(t−sσ(n))|ηn−ζ|
2
n−1∏
i=1
e−(sσ(i+1)−sσ(i))|ηi−ζ|
2
|η1 + ζ|α
n∏
2=1
|ηi − ηi−1|α|dη1 · · · dηn|uˆ0(ζ)e−
sσ(1)|ζ|
2
2 dζ
≤ c
n
(n!)2
|x− y|2α˜s−2βσ(1)
∫
R(n+1d
(|ηn|2α˜ + |ζ|2α˜)e−(t−sσ(n))|ηn−ζ|
2
n−1∏
i=1
e−(sσ(i+1)−sσ(i))|ηi−ζ|
2
(|η1|α + |ζ|α)
n∏
2=1
(|ηi|α + |ηi−1|α)|dη1 · · · dηn|uˆ0(ζ)e−
sσ(1)|ζ|
2
2 dζ .
In the same way as for (4.13) and (4.14), we have
Bn . c
n(n!)
α−1
2 |x− y|2α¯|t− r| 3−2α0−2α˜−α2 tβ˜t 3−2α0−α2 n .
Denote α˜0 =
3−2α0−2α˜−α
4 , then we see easily that 2α˜0 + α˜ <
3−2α0−α
2 and
Bn . c
n(n!)
α−1
2 |x− y|2α¯|t− r|2α˜0tβ˜t 3−2α0−α2 n . (4.17)
This proves the proposition. 
Theorem 4.3. Assuming that hypothesis 3.2 holds and u0 satisfies (3.5).
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(i) Let the hypothesis 3.3 (i) be satisfied and let α¯0 and α¯ be in [0, 1] such that
2α¯0 + α¯ < 2− α0 − α
2
.
[It is easy to see the right hand side is positive under our assumption.] Then there is a positive
constant c such that for every t ≥ r ≥ 0 and x, y ∈ Rd
E |u(t, y)− u(r, y)− u(t, x) + u(r, x)|p ≤ C exp
(
cp
4−α
2−α t
4−2α0−α
2−α
)
|t− r|pα¯0 |x− y|pα¯ . (4.18)
(ii) Let the hypothesis 3.3 (ii) be satisfied and let α¯0 and α¯ be in [0, 1] such that
2α¯0 + α¯ <
3− 2α0 − α
2
.
Then there is a positive constant c such that for every t ≥ r ≥ 0 and x, y ∈ Rd
E |u(t, y)− u(r, y)− u(t, x) + u(r, x)|p ≤ C exp
(
cp
3−α
1−α t
3−2α0−α
1−α
)
|t− r|pα¯0 |x− y|pα¯ . (4.19)
The above theorem is about the joint Ho¨lder continuity. For the usual Ho¨lder continuity the argument
is similar and simpler. We state it as follows.
Theorem 4.4. Assuming that the hypothesis 3.2 and u0 satisfies (3.5).
(i) Let the hypothesis 3.3 (i) be satisfied and let α¯0 and α¯ be in [0, 1] such that
max(2α¯0, α¯) < 2− α0 − α
2
.
Then there is a positive constant c such that for every t ≥ r ≥ 0 and x, y ∈ Rd
E |u(t, x)− u(r, x)|+ |u(t, x)− u(t, y)||p ≤ C exp
(
cp
4−α
2−α t
4−2α0−α
2−α
) [|t− r|pα¯0 + |x− y|pα¯] . (4.20)
(ii) Let the hypothesis 3.3 (ii) be satisfied and let α¯0 and α¯ be in [0, 1] such that
max(2α¯0, α¯) <
3− 2α0 − α
2
.
Then there is a positive constant c such that for every t ≥ r ≥ 0 and x, y ∈ Rd
E |u(t, x)− u(r, x)|+ |u(t, x)− u(t, y)||p ≤ C exp
(
cp
3−α
1−α t
3−2α0−α
1−α
)
|t− r|pα¯0 |x− y|pα¯ . (4.21)
This theorem combined with the Theorem 2.3 of [5] gives
Corollary 4.5. Assuming that the hypothesis 3.2 and u0 satisfies (3.5). Let α¯0 and α¯ be in [0, 1] such that
max(2α¯0, α¯) <
{
2− α0 − α2 if hypothesis 3.3 (i) be satisfied
3−2α0−α
2 if hypothesis 3.3 (ii) be satisfied
(4.22)
(i) For any M > 0 there is a random constant CM such that every t, r ∈ [0,M ] and for every x, y ∈ Rd
satisfying |x|, |y| ≤M ,
|u(t, y)− u(r, y)− u(t, x) + u(r, x)| ≤ C|t− r|α¯0 |x− y|α¯ . (4.23)
(ii) For any M > 0 there is a random constant CM such that every t, r ∈ [0,M ] and for every x, y ∈ Rd
satisfying |x|, |y| ≤M ,
|u(t, x)− u(r, x)|+ |u(t, y)− u(t, x)| ≤ V [|t− s|α¯0 + |x− y|α¯] . (4.24)
Remark 4.6. When d = 1 and W is a space-time white noise, this corresponds to the case α0 = α = 1
ans we can use the result for the case when the hypothesis 3.3 (i) is satisfied. The above corollary says if
2α¯0 + α¯ < 1/2, then
|u(t, y)− u(r, y)− u(t, x) + u(r, x)| ≤ C|t− r|α¯0 |x− y|α¯ . (4.25)
This coincides with the optimal Ho¨lder exponent result in [5]. On the other hand, the corollary also implies
in this case that if α¯0 < 1/4 and α¯ < 1/2, then
|u(t, x)− u(r, x)|+ |u(t, y)− u(t, x)| ≤ C [|t− r|α¯0 + |x− y|α¯] . (4.26)
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From here we see that u(t, x) is Ho¨lder continuous in t with exponent α¯0 < 1/4 and is Ho¨lder continuous in
x with exponent α¯ < 1/2. This is the optimal Ho¨lder modulus of continuity for the solution of (1.1) with
one dimensional space-time white noise.
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