The continuous threshold decomposition is a segmentation operator used to split a signal into a set of multilevel components. This decomposition method can be used to represent continuous multivariate piecewise linear (PWL) functions, and therefore can be employed to describe PWL systems de ned over a rectangular lattice. The resulting lters are canonical and have a multichannel structure that can be exploited for the development of rapidly convergent algorithms. The optimum design of the class of PWL lters introduced in the paper can be postulated as a least squares problem whose variables separate into a linear and a nonlinear part. Based on this feature, parameter estimation algorithms are developed. First, a block data processing algorithm that combines linear least-squares with grid localization through recursive partitioning is introduced. Second, a time-adaptive method based on the combination of an RLS algorithm for coe cient updating and a signed gradient descent module for threshold adaptation is proposed and analyzed. A system identi cation problem for wave propagation through a nonlinear multi-layer channel serves as a comparative example where the concepts introduced are tested against the Linear, Volterra and Neural Network alternatives. SP EDICS 2.7 Nonlinear Signals and Systems Permission to publish this abstract separately is granted
Introduction
Linearity has been one of the fundamental principles upon which the theory of signal processing has been structured. Most real-world problems however, are intrinsically nonlinear and can be modeled as linear ones only within a limited range of values. Piecewise linear approximations constitute a compromise between the inherent complexity of the nonlinear domain and the theoretical abundance of linear methods.
For the univariate case, a linear model that describes the input/output behavior of a system is represented through a linear di erence equation of the form y(n) = q X i=0 i x(n ? i) + p X i=1 i y(n ? i) + v(n) (1) where x(n) and y(n) are the system input and output sequences respectively, and where v(n) is uncorrelated noise introduced to account for uctuations derived from either uncontrollable variables within the system or modeling limitations.
On the other hand, a generalized nonlinear di erence equation with respect to the same variables as those given in equation (1) can be described as y(n) = f x(n); x(n ? 1); . . . ; x(n ? q); y(n ? 1); . . . ; y(n ? p)] + v(n) (2) where f ] represents the nonlinear operator. Let X(n) = x(n); x(n ? 1); . . . ; x(n ? q); y(n ? 1); . . . ; y(n ? p)], then equation (2) can be expressed as y(n) = f X(n); ] + v(n) (3) with as the parameter vector associated with the function f ]. For the estimation procedure we normally measure a nite data set of paired elements fy(i); X(i)g for i = 0; . . . ; L ? 1, with L as the size of the collected set. Since in most cases either little knowledge exists about f ] or it cannot be explicitly calculated, the estimation procedure should be able to extract from the data both an estimate of the nonlinear operator f ], and an optimum parameter set. Since the study of recursive systems is obscured by complex stability problems, we restrict the topic to non-recursive systems only.
Hence, the coe cients f i g from equation (1) are identically zero and the function f ] of equation (2) is independent of previous output values fy(n ? i); i = 1; 2; . . .g.
Several methods exist for the estimation and characterization of the nonlinear operator f ] of equation (3) . Polynomial or Volterra lters 19] assume that the operator can be represented as an expansion of polynomial terms, and are probably the best known method of nonlinear ltering despite some well known shortcomings. A second type of representation for the nonlinear operator is given through low dimensional expansions. In this case, f ] is approximated as a linear combination of low dimensional nonlinear functions. The low dimensional elements can be sigmoidal functions for neural networks 21], hinge planes for piecewise linear approximations 3], and cubic splines in MARS 9] . A third approach is based on using localized approximations for f ]. In this approach, linear or low dimensional nonlinear functions are locally t using nearest-neighbor techniques. Some examples of methods within this class are radial basis functions 12], weighted maps 20], and memory-based approximations 2].
Piecewise linear (PWL) lters assume that the nonlinear operator f ] can be represented by multidimensional linear \patches". Their attractiveness comes from the fact that compared to the Volterra or Neural Network approaches, PWL lters are generally more economic in terms of the number of parameters required to achieve a good approximation. Therefore, they can be used for cases where the data record is small. One technique for building PWL lters is based on regression trees 10], and although continuity is not enforced, they have been successfully applied to problems in channel equalization and echo cancellation 10, 11] .
The combination of hinge planes is another method for building PWL approximations where the nonlinear operator f ] is built as expansions of multivariate hinges 3]. This method constitutes an e cient function approximator and, moreover, it can even outperform neural networks in some classi cation tasks 3]. However, this method as well as others based on low dimensional expansions, makes use of backward error propagation algorithms that slow down the learning process, making them unsuitable for continuously changing environments where adaptive solutions are required. Another approach to PWL ltering and function approximation is referred to as Chua's canonical PWL functions. This theory solves the generalized problem of building piecewise linear models based on any type of partition grids (not necessarily rectangular) 5, 6, 16] . Based on this approach, adaptive LMS lters have been developed 17] . These models are based on nite expansions of linear systems combined through absolute value operators. However in practice, non-rectangular grids are di cult to operate 8] , and the di culty increases when designing adaptive solutions to time-varying environments. Although the constraint of rectangular grids could be imposed on Chua's general theory, in this paper we are introducing a di erent approach based on the threshold decomposition operator.
PWL lters based on multilevel signal decomposition, the topic of this paper, have the following features: (1) their realization is very simple and it is based on cascading a segmentation procedure with a linear multichannel lter applied to the resulting segment signals. segments. (2) They are canonical. (3) Time-amplitude regions in the signal are mapped to speci c subsets of coe cient combinations, and thus time-amplitude features are directly re ected in the coe cients. (4) Since the grid is constrained to rectangular positions, they require a minimum number of extra parameters to switch from linear to nonlinear lters. This feature is important for example in high-frequency signal processing applications where rapid convergence is desired for on-line parameter estimation. (5) The resulting linear multichannel ltering structure can be exploited for the development of e cient leastsquares (LS) or LMS-based algorithms. It also opens the possibility of designing very fast parameter estimation methods based on LS lattice algorithms such as sequential processing stages 18]. (6) The threshold decomposition operator leads to continuous piecewise linear surfaces. Continuity is a desired property since most practical systems are characterized by continuous functionals, and even discontinuous models can be described e ciently by continuous ones. The opposite alternative is not generally e cient.
In Section 2 we introduce the continuous threshold decomposition operator and establish its relation with the representation of continuous piecewise linear multivariate functions. In Section 3 we introduce PWL lters based on threshold decomposition and study the resulting nonlinear least squares parameter estimation problem. We show that the problem can be decoupled into linear and nonlinear parameter sets, consequently, in Section 4, we propose two estimation algorithms based on this feature. The rst one is a block least-squares algorithm that uses recursive partitioning for threshold optimization, and the second one is an adaptive algorithm that uses recursive least squares adaptation for the coe cients combined with a steepest descent search for the thresholds. Finally, in Section 5 we propose as an experimental case, the identi cation of a simple two-layer channel where saturation (a nonlinear e ect) a ects wave propagation in one of the layers.
Continuous Threshold Decomposition
Threshold decomposition was originally introduced in the context of stack lters, where an integer value m is segmented and represented as the vector 0 0 1 . . . 1] T . The number of ones in the vector is precisely m, so that the sum of the components equals m. Since the vector is binary, boolean operations can be applied to the set of decomposed elements. Stack lters 22] and boolean microstatistic lters 1] have been developed from this concept. The segmentation procedure was extended to real values in the work of Chen and Arce 4] . The concept is simple: a real value x can be represented as a vector of segments de ned by a set of thresholds. As an example consider the set of three thresholds 3 = 3, 2 = 0:7, 1 = ?2, which partition the real line in four intervals: (1; 3], (3; 0:7], (0:7; ?2], and (?2; ?1). A particular signal value such as x = 4:2 can then be separated into four segments to be represented as X = 1:2; 2:3; 0:7; 0 ] T , where the uppermost component is obtained as X (4) = 4:2 ? 3 (the subtraction of the value and the threshold), the next component as X (3) = 3 ? 0:7 (equal to the segment length), the next one as X (3) = 0:7 ? 0 and the lower-most is 0 because 4:2 has no negative part. Notice that the sum of components, 1:2 + 2:3 + 0:7 + 0 = 4:2, restores the original value. Figure  1 shows an example of a signal that has been segmented using three thresholds.
In general, continuous threshold decomposition is an operation that maps real numbers into vectors 
where ; denotes the empty set since that particular combination is not possible. The table can be easily translated into a thresholding computer algorithm.
With the purpose of studying the e ect of threshold decomposition when applied to multivariate linear functions, we consider rst a simple scalar function in two variables z = ax + by (6) which corresponds to a plane in R 3 . Figure 2a shows a particular case obtained when a = 3 and b = 0:8. When threshold decomposition is applied to the variable x using a single threshold 1 the initial equation is transformed into z = a 2 a 1 ]T(x) + by. Figure 2b shows the type of surface produced in this case, the threshold value used is 1 = 1, while the arbitrarily selected coe cients are: a 2 = ?1, a 1 = 3, and b = 0:8. From Fig. 2b , it becomes clear that the e ect has been to produce a piecewise linear surface composed of two continuous planes that share a common border at the location of the threshold. Next we consider the application of single thresholds to both the x and y variables of equation (6) (7) corresponds to that of a piecewise linear continuous surface de ned over a rectangular grid. Theorem: Let P be the set of piecewise linear functionals R N ! R de ned over an arbitrary rectangular lattice given by the set of threshold sets , then the representation based on the threshold decomposition operator (eq. (7)) is a canonical form for the space P. and therefore there is a one-to-one correspondence between the elements of C, the gradient components, and the lattice partition regions. We refer to this feature as the local geometric structure property because it establishes a correspondence between particular regions of the domain space and particular coe cient combinations. In signal ltering, the lattice regions are in fact time-amplitude sections, and therefore, a direct relation exists between C and time-amplitude signal features. A property that is particular to the threshold decomposition representation of PWL surfaces. Figure 3 shows an example of this property for the case of two variables, one of them segmented by two thresholds and the other by a single threshold. Figure 3a shows the lattice partition regions and Fig. 3b shows the elements of the set C and hence the gradient vectors.
In equation (7) i denotes the threshold set applied on the x i variable. Instead of having multiple sets of thresholds, one for each variable, a single set of thresholds can be used for all the variables.
Without loss of generality and for simplicity, from now on we choose to use a single set of M ? 1 thresholds = f 1 ; 2 ; . . . ; M?1 g. Equation (7) then becomes
and de nes a PWL surface composed of M N elementary connected hyperplanes.
Generalized representations of piecewise linear functions with non-rectangular grids have been studied by Chua et. al. 5, 6] resulting in the so called canonical piecewise linear functions. Since representations based on the threshold decomposition operator are canonical as well, they must be considered equivalent to Chua's functionals after constraining the partitions to a rectangular lattice. Chua's canonical piecewise linear functions are based on a linear transformation followed by an expansion of the absolute values of linear combinations 5, 6] . In the next section we show that the threshold decomposition representation achieves piecewise linear functionality by cascading a segmentation procedure with a multichannel linear lter, a structurally simpler solution than other PWL representations. The linear multichannel coe cient structure can be exploited for the development of rapidly convergent algorithms useful in applications such as in high speed channel equalization, and on-line modeling and control.
3 Threshold Decomposition PWL Filter Theory
Non-recursive PWL lters
A non-recursive discrete-time lter is represented by the equation
a i x(n ? i) (9) which is equivalent to the equation of a hyperplane in R q+2 with the delayed input samples as the independent variables. Based on the concepts introduced in the previous section, threshold decomposition expansions can be applied to the linear combiner of equation (9) with a set of thresholds = f 1 ; 2 ; . . . ; M?1 g to obtain the PWL lter equation:
a T i X(n ? i) (10) where fa i g are the vector coe cients, each of size M 1, and where X(n) 2 R M represents the threshold decomposition of x(n). Let a i;(k) 2 R be the k-th segment coe cient multiplying X (k) (n?i), with k = 1; 2; . . . ; M and i = 0; 1; . . . ; q. Let
then the PWL lter de ned in equation (10) can be represented as a sequence of three operations in cascade: signal threshold decomposition (segmentation), linear multichannel ltering, and a nal addition (see Fig. 4 ).
The parameter set for these lters is composed of two di erent entities, namely the q + 1 vector coe cients fa i g and the M ? 1 thresholds f i g. Optimum parameter estimation can be achieved by least squares minimization. Assume we observe the L-length input and output sequences, x(n) and y(n), and let v(n) be the additive noisy term introduced to account for uctuations derived from either uncontrollable variables or modeling limitations. Consequently, an over-determined system of equations can be constructed from the data as where J = q for the non-windowed case (when no zeros are assumed before the rst available sample) and J = 0 for the windowed case. In short notation equation (11) can be written as
where the index is included to denote the dependence of the data matrix H on the threshold set.
The optimum estimates^ and^ can be obtained as those that minimize the squared Euclidean norm S( ; ) =k Y ? H k 2 (13) with the constraint that the thresholds be located inside the M ? 1-dimensional simplex 1 < 2 ; < . . . ; < M?1 .
If we initially assume that the vector is known, then the optimization problem of equation (13) becomes linear and the minimum-norm least squares solution will bê ( ) = H + Y (14) where H + is the generalized inverse that reduces to (H T H ) ?1 H T when H is full rank. The generalized inverse can be computed in practice through the singular value decomposition with truncation of small singular values to avoid rank degeneracy and ill-conditioning. Simultaneously, the minimum least squares value is S min ( ) = Y T I ? H H + ]Y : (15) Notice that equation (15) depends only on the thresholds. This feature can be used to devise a twostep procedure to nd the optimum: rst minimizing the minimum squared error (equation (15)) to nd the estimates^ and then using them to solve the linear problem of equation (14) . A detailed proof of validity of the two-step solution is found in 13]. Numerical methods that solve nonlinear separable least squares problem using the two-step approach have been proposed in 8, 13, 15] 
Gradient of Thresholds
Oriented threshold search algorithms make use of the gradient of the S( ; ) functional with respect to the threshold set. In this section we calculate the gradient and modify it into a form that facilitates its computation. From the sum-of-squares equation (eq. (13)), the threshold gradient is
The computation of the derivative involves calculating @(H )=@ j . In Appendix 7.3 we show that this derivative is given by
where the matrix U j results from applying the stepwise function 
The function u(x) in equation (18) is the standard step function. The vector~ j can be extracted from the j-th row of a coe cient di erence matrix = i;(j) ] obtained as follows: (1) The number of rows of is equal to the number of thresholds in the decomposition while the number of columns equals the number of coe cients q + 1. Since~ j is a row vector, the transposition operator converts it into the column vector required to post-multiply U j in equation (17) .
The substitution of equation (17) in equation (16) gives the gradient equation
which can be rewritten as
provided we de ne the matrices R j andP j as R j = H T U j (22) P j = Y T U j :
Equation (21) can be considered the nonlinear \normal" equation for the threshold search problem, with R j andP j playing roles loosely similar to that of the auto and cross correlation matrices of the linear ltering case. In fact, if we de ne the time series j (n) as
with (x) as de ned in equation (18), then the matrix multiplications of equations (22) and (23) give respectively R j = 2 6 6 6 4
. . .
where we have de ned the column vectors X(n) = X T (n) X T (n ? 1) . . . X T (n ? q)] T , and j (n) = j (n) j (n ? 1) . . . j (n ? q)] T , and Ef g as the expectation operator. These equations show that R j actually corresponds to an estimate of the cross-correlation between the multicomponent signal X(n) and the single-component signal j (n), while the termP j corresponds to an estimate of the cross-correlation between the single-valued signals y(n) and j (n).
Notice from equation (24) and from the de nition of (x) (equation (18)), that the time series j (n) is actually a clipped binary version of x(n) that follows the rule for j 0; j (n) = That is, j (n) is a series of 1's and 0's when the threshold j is positive, and a sequence of ?1's and 0's for negative j 's. This feature greatly simpli es the computation of R j andP j required in equation (21), a crucial factor for the development of the adaptive algorithm in Section 4.2.
3.3 Convergence And The Lethargy Theorem Jupp 15] showed that for piecewise function approximations under an arbitrary smooth convex norm, a lethargy property exists when searching for the optimum approximation. The problem has also been studied by Dierckx 8] , and since PWL lters constitute approximations under the Euclidean norm, a gradient-based search of the solution is a ected by the lethargy property. The consequences of this property when applied to PWL lter design are: (a) the functionals S( ; ) and S min ( ) are non-convex for any data set, (b) there exist stationary points in the faces of the simplex L = f : min(fx(n)g) < 1 < 2 < . . . < M?1 < max(fx(n)g)g, and (c) deciding between the global and local minima is di cult.
For these reasons the convergence of gradient-based search algorithms for nonlinear LS optimization problems may depend strongly on the selection of a good set of initial conditions. Consequently, the adaptive PWL estimation algorithm to be introduced in Section 4.2 may su er from the lethargy condition. However, there also exist techniques to alleviate the problem 8, 15]. In our case, the stationary points located in the simplex are removed following an approach similar to Dierckx's 8].
On the other hand, the block algorithm to be introduced in Section 4.1, has no convergence problems, since the optimum PWL lter and threshold set are de ned rather heuristically, as the ones that minimize the AIC (Akaike's Information Criterion).
Parameter Estimation Algorithms
Two parameter estimation algorithms are introduced in this section. A block data processing procedure which makes use of the LS method for coe cient estimation combined with recursive partitioning for threshold estimation is considered rst. An adaptive algorithm based on a combination of the RLS method and an iterative gradient descent technique is introduced as the second technique.
Before we develop full scale algorithms, it is important to note that if the thresholds are known then the problem is solved using standard least squares techniques as described in Section 3.1. As such, SVD or Cholesky decomposition can be used for block data processing while the standard RLS equations provide the solution for the adaptive case. The thresholds can be known in applications where (i) a-priori threshold estimation is possible, (ii) in applications where the abundance of data allows the construction of a dense grid of thresholds, (iii) when the nonlinear surface is smooth and no precise threshold location is required, and (iv) when simple trial and error tests are enough to locate a good set of thresholds. On the other hand, the algorithms introduced in this section solve the complete problem when the thresholds and the coe cients are estimated jointly.
Block LS with Recursive Partitioning
When the threshold set is not given, some kind of search is needed over the signal range to determine the value (or position) of the threshold grid. Recursive partitioning is a method that has been developed to produce partitions of closed regions in a space R N in a consistent and ordered way 10]. Since threshold decomposition can be viewed as a partitioning process of the signal space, recursive partitioning can be used to segment the signal range (the closed region) and search for the optimum intervals and thresholds.
De ne the region R a;b , a subset of the real space R, as follows R a;b = fx(n) : a < x(n) bg 
where^ 2 r is the estimated residual variance, M is the number of decomposition segments, q + 1 is the number of vector coe cients, and L is the number of observations. Let AIC 1 be the value obtained for the lter^ 1 .
Consider now a threshold 1 such that min(x n ) < 1 max(x n ). A second lter^ 2 , of the PWL kind, can now be built as^ is found by searching R min(xn);max(xn) step by step with uniform spacing. If the initial domain region (the signal range) is considered a parent then the resulting two subregions (obtained after partitioning the space with the threshold 1 ) can be considered the siblings (see Fig. 5 ). Consider now one of the subregions, say R min(x); 1 , and split it once more using the threshold 2 . The resulting lter
with decomposition domains R min(xn); 2 , R 2 ; 1 , and R 1 ;max(xn) can be compared with^ 2 again using the AIC criterion. The process therefore becomes that of building a binary tree in a top-down fashion (see Fig. 5 ).
The terminal tree nodes are found when, for a given node with generic domain R i ; j , the partitioning threshold k produces a lter with larger value of AIC (\worse t") than the one obtained without splitting. A second termination condition used in the actual algorithm has been when the region contains less than a minimum number of samples. 
RLS-SD Adaptive Algorithm
In this section we develop adaptive PWL lters based on threshold decomposition. These ideas lead to the construction of nonlinear time-varying systems that in principle, are able to overcome both of the traditional constraints of the classical theory: linearity and time-invariance.
The key to the algorithm is to adapt and separately as seen in Fig. 6 . We assume that H maintains full constant rank throughout the adaptive procedure. One of the most serious problems imposed by the lethargy theorem is the existence of stationary points in the faces of the constraining simplex L = fmin x(n)] < 1 < 2 < . . . < M?1 < max x(n)]g as previously observed in Section 3.3. In order to reduce these e ects, the solution must be kept away from L. The use of an extra penalty function that heavily penalizes solutions close to the simplex was proposed by Dierckx 8] 
Since ( ) becomes in nite at each threshold, the boundaries of the simplex are avoided.
The piecewise linear lter equation (10) can be rewritten in vector form as y(n) = T X(n) with X(n) de ned as the column vector X T (n)X T (n ? 1) . . . X T (n ? q)] T . If the time dependence of the parameters is made explicit, this equation becomes
where the subscript (n) has been included to emphasize the dependence of X(n) on the current threshold set. Let f (n); (n)g be the parameters estimated up to time n. The updated set f (n+1); (n+1)g can be obtained following a multi-step procedure taking advantage of the separability characteristics mentioned in Section 3. Figure 6 shows a diagram of the procedure. First, the coe cients are adapted from (n) to (n + 1) while the thresholds are held constant at (n), and then, the thresholds are updated one by one, from j (n) to j (n + 1), with the coe cients held constant at (n + 1).
At constant thresholds, minimizing J( ; ) is identical to minimizing S( ; ), a standard least squares problem. Consequently, the vector coe cients can be time-adapted using recursive least squares (RLS) with the data vector equal to the threshold-extended vector X(n). That is,
(1) a-priori error estimate: e(n + 1) = y(n + 1) ? T (n)X (n) (n + 1) (33) ( 2) the gain update: K(n + 1) = P(n)X (n) (n + 1) (1=w) + X T (n) (n + 1)P(n)X (n) (n + 1) (34) ( 3) the inverse covariance estimate: P(n + 1) = P(n) ? K(n + 1)X T (n) (n + 1)P(n) (35) ( 
4) the parameter adaptation equation:
(n + 1) = (n) + K(n + 1) e(n + 1) :
The initialization is similar to the standard RLS, that is (0) = 0 and P(0) = I with a large real value, I an identity matrix of proper size, and w as the forgetting factor.
The second step of the algorithm corresponds to the adaptation of the thresholds while the updated coe cient vector (n + 1) is held constant. From equation (21) , the gradient of S( ; ) based on the coe cients updated up to n + 1 and the thresholds up to n is given by G j (n) = 2 T (n + 1) R j (n) ?P j (n)]~ T j (n + 1) for j = 1; 2; . . . ; M ? 1 :
If the adaptation of thresholds occurs from the smallest to the largest, then the gradient of (n)], derived from equation (31), becomes
Hence, the total gradient for the objective function J( ; ) is r j (n) = G j (n) + c j (n) and can be used to search for optimal values of using a gradient descent method. Notice that there is no adaptive equation for G j (n) since it involves a nonlinear relation of its terms. However, the computation of R j (n) andP j (n) requires only summations and comparisons as described in Section 3.2.
For the development of a gradient-based search technique, two key factors must be taken into consideration. Factor 1: each of the individual gradients G j (n) and j (n) and hence the total gradient r j (n) is discontinuous at the location of the thresholds. Factor 2: The updated value j (n + 1) is constrained to be contained between j?1 (n + 1) and j+1 (n). The rst factor implies that the norm k r j k is not useful in the search of the minimum and that its sign may be of more interest. A positive value for the total gradient means that the threshold must be pushed toward smaller values, while a negative value implies that the threshold must be pulled upwards. Factor 2 establishes the limits for the push-pull operation. Consequently, the threshold adaptation procedure that follows the coe cient updates of eqs. (33-36), can be stated as follows: Too small a value for makes the algorithm not only slower to converge but also more prone to get captured by local minima. For the experiments described in the next section we made = 0:1, which means that each time the adapted threshold is pushed (pulled) 10% of the distance towards the lower (upper) bound. We also arbitrarily set the penalty constant factor to c = 10. A large value for c makes ( ; ) dominant over S( ; ), hence the algorithm will most likely converge to uniformly distributed thresholds. On the other hand, a small value for c cancels out the penalty function and makes the algorithm vulnerable to a singular solution at L.
Although the singular points of the simplex L have been avoided, the functions S( ; ) and J( ; ) are still non-convex following from the lethargy theorem. For this reason, the algorithm may converge to suboptimal local minima, depending on the initial conditions given for . This may be an acceptable solution for nonlinear modeling problems; especially if a relatively dense set of thresholds is used. For greater precision, di erent values for the initial set of thresholds must be tried, and the algorithm run several times with the best model selected as the one that produces the least MSE during the t. This winner-take-all procedure is most e ciently put in practice through parallel processing machines. The RLS-SD algorithm can be considered as a sequential process of one RLS procedure followed by several SD adaptations. The RLS computation is one order of magnitude higher than the SD and therefore dominates in terms of complexity. Therefore, the RLS-SD is an O (q + 1)M] 2 algorithm.
Simulation Experiments
There are several applications in signal processing where waves propagate through multi-layered media.
In some cases such as in seismic analysis, it is of interest to recover the system impulse response based on the propagation of predetermined waves. In this subsection, we examine a simple theoretical example where white noise propagates through a two-layer medium. The signal received as the system output is the additive combination of interface re ections. The objective of the experiment is to determine the impulse response of the combined system. The deconvolution is achieved by rst modeling the system based on input/output observations and then passing a impulse signal through the model. (46) where A i and A o are the signal amplitudes before and after propagation respectively. For small signal amplitudes, the sigmoidal function gives negligible nonlinear e ects, while for larger values saturation takes e ect. Saturation by itself is a memoryless type of nonlinearity, but since in this case it is located within the system feedback loop, it makes the global system nonlinear with memory. Although the system itself is recursive, non-recursive models will be used for its description. This assumption is valid since only a nite number of echoes (i.e., rst coe cients of the impulse response) have enough energy to be detected.
For the experiment, the input signal x(n) was a sequence of 300 samples of random uncorrelated noise, uniformly distributed between +15 and ?15. Notice from equation (46) that nonlinear e ects appear for jA i j > 5, which is the reason for having a distribution within the 15 interval. Moreover, the uniform distribution assures sampling of the input space with equal probability. Only 300 samples were used to test the methods under short data record conditions. The output signal y(n) was produced through simulation of the block diagram of Fig. 7 , and then used to estimate the parameters of 10-th order non-recursive lters. The lters were then excited with 15-point sequences of the form A (n) with A varying from ?10 to 10. This procedure gives the system impulse response as a function of the amplitude, that is h(n; A). The surfaces jh(n; A)j are plotted for comparison in Fig. 8 with the absolute value introduced only to improve visualization. For Fig. 8 , the additive channel noise was white Gaussian with unit variance.
The following methods were considered for the evaluation: (1) 
where ( ) is the nonlinear function de ned as (x) = b + tanh(x). (4) A piecewise linear lter of order 10 with the thresholds selected symmetrically and rather arbitrarily to be = f?6; ?2; 2; 6g.
(5) A piecewise linear lter of order 10 with the number of thresholds and the thresholds themselves determined using the recursive partitioning search. Linear lters are, of course, poor choices for describing nonlinear systems, which explains the shape and poor performance obtained for these type of lters in Fig. 8 . The second order Volterra lter is also ine ective due to its inability to adequately represent the nonlinear behavior of the system. In fact, from the surfaces depicted in Fig. 8 , it is evident that the quadratic contribution is very small, and that the Volterra model o ers no better option than the linear one. The use of higher orders for Volterra lters may give better results but their performance is compromised by the short length of the data record.
The number of units in the hidden layer (size) is an important issue for the operation of neural networks. Networks with 1 to 50 units were trained using the momentum backpropagation algorithm provided by Matlab TM with up to 1000 epochs. For each size 5 experiments were performed to avoid local minima, and the one with the least modeling error was picked as the size representative. In order to select a proper network size, we decided to use the true function h(n; A) as a size-testing function, thus giving neural networks an extra advantage over the other methods. The best order was the one that produced the least estimation error for h(n; A). The other methods did not use h(n; A) during the design stage. The resulting network had 9 hidden units.
Further experiments showed that training di erent networks with the same number of units gives no guarantee of good performance since the results depend very strongly on external factors such as initial conditions, learning parameters, training algorithms, etc. Fig. 8d shows the impulse response of a network that produced the minimum MSE between the estimated and true h(n; A) functions out of 50 trials. Even after this intensive search, the nal network was not able to perform as well as PWL lters. While in fact, neural networks can approximate asymptotically any type of nonlinear structure (universality), it seems that at least in this case, they are not the most appropriate model due to problem constraints (short data records, noisy observations, and substantial di erence between training and validation signals). For an introduction to model universality vs. appropriateness the reader is referred to the work of J. P. Crutch eld 7]. The use of more complex training algorithms combined with e cient initialization routines that incorporate some a-priori knowledge of the system structure will probably improve the quality of neural network estimates. However, the use of standard algorithms was not adequate to provide acceptable solutions.
On the other hand, the PWL lter design algorithms always converge into acceptable solutions for this example, and they are the only ones capable of discriminating between the linear response required for the 1st. echo and the non-linear structure observed in the remaining echoes. Figure 8e illustrates the impulse response found using a prede ned threshold set = f6; 2; ?2; 6g while Fig. 8f corresponds to the case when recursive partitioning is used for threshold search. We noticed that in this case, the algorithm consistently provides solutions with 2, 3, or at most 4 thresholds, and also consistently shows a good performance for the modeling and deconvolution.
Adaptive algorithms are typically analyzed using their learning curves. It is well known that RLS-based methods converge much faster than their LMS counterparts. The PWL class of lters introduced in the paper can be designed using an RLS method assuming known thresholds, or using the combination of RLS and steepest descent for joint parameter adaptation. Figure 9 shows the learning curves for both cases compared with those obtained from adaptive Volterra lters. For the adaptive experiments, the input signal was a sequence of 1000 samples of random, uniformly distributed noise with amplitudes between +15 and ?15. The lter lengths were 8. The output signal was observed under contaminating additive noise of variance 0:1, with the learning curves obtained as the average of 50 realizations. From Fig. 9 we notice that: (i) PWL lters converge to smaller MSE values than their Volterra counterparts (an expected result) (ii) in spite of the slow steepest descent search, the jointly adaptive case can achieve convergence rates comparable to those provided by the RLS alone, and (iii) that the non-convexity characteristic of the optimizing surface for the jointly adaptive case does not seem to in uence the convergence rate. Figure 10 illustrates the impulse response surfaces for the systems generated through the adaptive algorithms. They should be compared with the \true" surface of Fig. 8a . Again, the improved performance of PWL solutions compared to the other options for handling the constraints of the problem is evident.
Conclusions
In the rst part of the paper, the relation between threshold decomposition and piecewise linear functions is introduced. This relation is then exploited to provide a representation for canonical PWL non-recursive lters de ned over rectangular lattices. Realizations for these lters are based on a segmentation procedure followed by multichannel linear ltering. Several multichannel estimation algorithms can therefore be applied with little modi cation to piecewise linear problems. In the second part, the parameter estimation problem is formulated from a least-squares point of view. We show that for PWL lters with known thresholds, the solution is simply an extension of the linear case. For unknown thresholds, the estimation problem becomes nonlinear but separable into a linear coe cient optimization problem and a nonlinear threshold estimation part. An optimum search procedure based on recursive partitions of the signal range, combined with LS coe cient estimation is developed as a block parameter estimation algorithm.
For the development of adaptive PWL lters, we rst compute the gradient of the sum of squares functional with respect to the thresholds. The gradient is then used to incorporate a signed-gradient type of search into the recursive least squares algorithm. This combination provides a jointly adaptive algorithm for the estimation of time-varying parameters of PWL lters. Convergence of the algorithm into the optimum solution is not guaranteed due to the lethargy theorem, but the problem is alleviated by removing a constraining simplex from the possible solution space.
In the nal part of the paper we use an experiment on nonlinear deconvolution to test di erent modeling methods. The experiment is based on wave propagation through a simple two-layer medium with one of the layers presenting nonlinear characteristics. The problem constraints are a short data record and relatively wide lter lengths. We observe that for this particular type of problem, both Volterra lters and Neural Networks are unable to provide a performance as e cient as that of PWL models. In fact, in this example, the PWL methods can successfully cope with the limitations of the problem and are able to provide solutions that closely approximate the actual system response. 
Gradient of the Thresholds
In this section we provide a demonstration for the gradient of the sum-of-squares function with respect to the thresholds. Equation (16) The set of thresholds = f 3 ; 2 ; 1 g is used to decompose the original signal x(n) into four component signals: X (4) (n); X (3) (n); X (2) (n), and X (1) (n). 
