P ersonalization-the ability to provide content and services tailored to individuals on the basis of knowledge about their preferences and behavior 1 -has become an important marketing tool (see the "Personalization" sidebar). Personalization applications range from personalized Web content presentations to book, CD, and stock purchase recommendations. Among issues the personalization community must deal with, the following are of special importance: how to provide personal recommendations based on a comprehensive knowledge of who customers are, how they behave, and how similar they are to other customers; and how to extract this knowledge from the available data and store it in customer profiles.
P ersonalization-the ability to provide content and services tailored to individuals on the basis of knowledge about their preferences and behavior 1 -has become an important marketing tool (see the "Personalization" sidebar). Personalization applications range from personalized Web content presentations to book, CD, and stock purchase recommendations. Among issues the personalization community must deal with, the following are of special importance: how to provide personal recommendations based on a comprehensive knowledge of who customers are, how they behave, and how similar they are to other customers; and how to extract this knowledge from the available data and store it in customer profiles.
Various recommender systems address the recommendation problem. 2 Most use either the collaborative-filtering [3] [4] [5] or the content-based 6 approach (see sidebar). Some systems integrate the two methods. 2, 6 To address the second issue, we have developed an approach that uses information learned from customers' transactional histories to construct accurate, comprehensive individual profiles. 7 One part of the profile contains facts about a customer, and the other part contains rules describing that customer's behavior. We use data mining methods to derive the behavioral rules from the data. We have also developed a method for validating customer profiles with the help of a human domain expert who uses validation operators to separate "good" rules from "bad." We have implemented the profile construction and validation methods in a system called 1:1Pro. Our approach differs from other profiling methods in that we include personal behavioral rules in customer profiles. 7 We can judge the quality of rules stored in customer profiles in several ways. We might call rules "good" because they are statistically valid, acceptable to a human expert in a given application, or effective in that they result in specific benefits such as better decision-making and recommendation capabilities. Here, we focus on the first two aspects: statistical validity and acceptability to an expert.
BUILDING CUSTOMER PROFILES
As Figure 1 illustrates, the two main phases of the profile-building process are rule discovery and validation. Our method of building personalized customer profiles begins with collecting the data.
Data model
Applications use various kinds of data about individual customers. Many applications classify the data into two basic types: factual-who the customer isand transactional-what the customer does.
For example, in a marketing application based on customers' purchasing histories, the factual data includes demographic information such as name, gender, birth date, address, salary, and social security number. Transactional data consists of records of the customer's purchases during a specific period. A purchase record might include the purchase date, product purchased, amount paid, coupon use, coupon value, and discount applied. Figure 2 shows examples of factual and transactional data.
Profile model
A complete customer profile has two parts: factual and behavioral. The factual profile contains information, such as name, gender, and date of birth, that the personalization system obtained from the customer's factual data. The factual profile also can contain information derived from the transactional data, The 1:1Pro system constructs personal profiles based on customers' transactional histories. The system uses data mining techniques to discover a set of rules describing customers' behavior and supports human experts in validating the rules.
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New York University such as "The customer's favorite beer is Heineken" or "The customer's biggest purchase last month was for $237."
A behavioral profile models the customer's actions and is usually derived from transactional data. Examples of behaviors are "When purchasing cereal, John Doe usually buys milk" and "On weekends, John Doe usually spends more than $100 on groceries."
RULE DISCOVERY
We model individual customer behavior with various types of conjunctive rules, including association 8 and classification rules.
9 Figure 3 shows an example of association rules discovered for a particular customer. For instance, Rule 1 specifies that John Doe usually buys lemon juice at RiteAid. More specifically, in 95 percent of the cases when he buys lemon juice, he buys it at RiteAid. In addition, 2.4 percent of all John Doe's shopping transactions include purchasing lemon juice at RiteAid.
Using rules to describe customer behavior has cer-
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75 tain advantages. Besides being an intuitive and descriptive way to represent behaviors, a conjunctive rule is a well-studied concept used extensively in data mining, expert systems, logic programming, and many other areas. Moreover, researchers have proposed many rule discovery algorithms in the literature, especially for association and classification rules. For personalization applications, we apply rule discovery methods individually to every customer's data. To discover rules that describe the behavior of individual customers, we can use various data mining algorithms, such as Apriori 8 for association rules and CART (Classification and Regression Trees) 9 for classification rules. Moreover, our profiling approach is not limited Personalization is a relatively new field, and different authors provide various definitions of the concept. 1 We define personalization as an iterative process consisting of the steps shown in Figure A .
Collecting Customer Data
Personalization begins with collecting customer data from various sources. This data might include histories of customers' Web purchasing and browsing activities, as well as demographic and psychographic information. After the data is collected, it must be prepared, cleaned, and stored in a data warehouse. 
Customer Profiling
A key issue in developing personalization applications is constructing accurate and comprehensive customer profiles based on the collected data.
Matchmaking
Personalization 
Delivery and Presentation
E-companies deliver personalized information to customers in several ways. One classification of delivery methods is pull, push, and passive. 3 Push methods reach a customer who is not currently interacting with the system-for example, by sending an e-mail message. Pull methods notify customers that personalized information is available but display this information only when the customer explicitly requests it. Passive delivery displays personalized information in the context of the e-commerce application. For example, while looking at a product on a Web site, a customer also sees recommendations for related products. The system can present personalized information in various forms: narrative, a list ordered by relevance, an unordered list of alternatives, or various types of visualization. 
Measuring Customer Response
Companies can use various "e-metrics" to evaluate the effectiveness of personalization technologies. 4 For example, an ecommerce company can determine whether customers start spending more time (and money) on its Web site, whether personalized services attract new customers, and whether customer loyalty increases.
As Figure A shows, measuring customer response serves as feedback for possible improvements of each of the other four steps of the personalization process.
In particular, system designers should use customer response to decide whether to collect additional data, build better user profiles, develop better matchmaking algorithms, and improve information presentation. If organized properly, this iterative process improves relationships with customers over time by providing a better understanding of customers, more accurately targeted content, and better recommendations and services.
Implementation Issues
To implement the personalization process properly, companies must deal with several issues. Privacy is a big concern to customers, and companies must reconcile their personalization systems with this concern. Progress in privacy preservation will be critical to personalization. Scalability of the personalization process is another important issue-many growing companies must be ready to handle millions of customers and tens of thousands of products. Moreover, providing personalized services in real time requires efficient profiling and matchmaking methods.
Personalization is a broad field, and many companies focus only on certain steps of the process. Overviews of most of the personalization companies are available at http://www.personalization.com and http://www.personalization.org.
Measuring customer response
Delivery and presentation of personalized information to any specific representation of data mining rules or discovery method.
Because data mining methods discover rules for each customer individually, these methods work well for applications containing many transactions for each customer, such as credit card, grocery shopping, online browsing, and stock trading applications. In applications such as a car purchase or vacation planning, individual rules tend to be statistically less reliable because they are generated from relatively few transactions.
RULE VALIDATION
Data mining methods often generate large numbers of rules, many of which, although statistically acceptable, are trivial, spurious, or just not relevant to the application at hand. 10, 11 Therefore, validating the discovered rules is an important requirement. For example, assume that a data mining method discovers the rule that whenever John Doe takes a business trip to Los Angeles, he stays in an expensive hotel. Assume that John went to Los Angeles seven times over the past two years, and five of those times he stayed in expensive hotels. We must validate this rule-that is, make sure that it captures John's behavior rather than a spurious correlation and that it is not simply irrelevant to the application.
One way to validate discovered rules is to let a domain expert inspect them and decide how well they represent customers' actual behaviors. The expert accepts some rules and rejects the others, and the accepted rules form the behavioral profiles.
An important issue in validating rules is scalability. In many personalization applications, the number of customers is very large. For example, in a credit-card application, the number of customers can be measured in millions. If we discover 100 rules per customer on average, the total number of rules in that application would be hundreds of millions. It is simply impossible for a human expert to validate all these rules one by one.
To address this problem, our system uses validation operators that let a human expert validate large numbers of rules at a time with relatively little input from the expert. As Figure 4 shows, rule validation is an iterative process that lets the expert apply various operators successively and validate many rules each time an operator is applied.
The profile-building process in Figure 4 consists of two phases. Phase 1, data mining, generates rules for each customer from the customer's transactional data. Phase 2 constitutes the rule validation process performed by the domain expert.
Rule validation, unlike rule discovery, is not a separate process for each customer, but takes place for all customers at once. As a result, the expert usually validates many similar or even identical rules for different customers. For example, the rule "When buying cereal, John Doe also buys milk" might be common to many customers. Similarly, the rule "When shopping on weekends, John Doe usually spends more than $100 on groceries" might be common to many customers with big families. Collective rule validation lets the expert deal with such common rules just once. On the other hand, separate rule validation for each customer would force the expert to work on many identical or similar rules repeatedly. Therefore, at the beginning of Phase 2, the system collects rules from all the customers into one set and tags each rule with the ID of the customer to which it belongs. After validation, the system places each accepted rule in that customer's profile. After the validation process, the set of all discovered rules (R all) is split into three mutually disjoint sets: accepted rules (R acc), rejected rules (Rrej), and possibly some remaining unvalidated rules (R unv). At the end of Phase 2, all accepted rules are placed in the behavioral profiles of their respective customers.
VALIDATION OPERATORS
We have developed several validation operators that a human expert can use to validate large numbers of rules. 7 
Similarity-based rule grouping
This operator puts similar rules into groups according to expert-specified similarity criteria. As a result, the expert can inspect groups of rules instead of individual rules one by one, and can accept or reject all rules in the group at once. We developed a method the expert can use to specify different levels of rule similarity. We also developed an efficient (linear running time) rule-grouping algorithm. 7 For example, according to the attribute structure similarity condition, all rules that have the same attribute structure (ignoring attribute values and statistical parameters) are similar. Consider the rules in Figure 3 . Under the attribute structure similarity condition, the grouping operator would place rules 1 and 2 in the same group because they both have the attribute structure Product => Store. Consequently, any rule with such an attribute structure would be placed in the same group as rules 1 and 2. Rule 3, however, would not be grouped with rules 1 and 2 because it has a different attribute structure: Product => CouponUsed. Attribute structure is only one of many possible similarity conditions that the similaritybased rule-grouping operator can use.
Template-based rule filtering
This operator filters rules that match expert-specified rule templates. The expert specifies accepting and rejecting templates. Naturally, rules that match an accepting template are accepted; rules that match a rejecting template are rejected. Rules that do not match a template remain unvalidated. For this operator, we developed a rule-template specification language and an efficient (linear running time) matching algorithm.
Consider the following rule template: REJECT HEAD = {Store = RiteAid}. This template means "Reject all rules that have Store = RiteAid in their heads." Of the seven rules in Figure 3 , only rule 1 matches this template and, as a result, would be rejected. A more complicated rule template is ACCEPT BODY ⊇ {Product} AND HEAD {DayOfWeek, Quantity}. This rule means "Accept all rules that have the attribute Product (possibly among other attributes) in their bodies, that also have heads restricted to the attributes DayOfWeek or Quantity." In Figure 3 , rules 5 and 7 match this template and would be accepted and placed in the profile.
Redundant-rule elimination
This operator eliminates rules that can be derived from other, usually more general, rules and facts. In other words, it eliminates rules that by themselves carry no new information about a customer's behavior. The operator incorporates an algorithm that checks rules for certain redundancy conditions. Consider the association rule Product = AppleJuice => Store = GrandUnion (2%, 100%), which was discovered in the purchasing history of John Doe. This rule by itself might seem to show the specifics of Doe's behavior (he buys apple juice only at Grand Union), so putting this rule in his behavioral profile might seem logical. Assume, however, that we also determined from the data that this customer shops exclusively at Grand Union. The AppleJuice rule constitutes a special case of this finding. Therefore, keeping the fact "The customer shops only at Grand Union" in John Doe's factual profile eliminates the need to store the AppleJuice rule in the profile.
In addition to these three operators, we have also introduced other validation operators, such as visualization, statistical analysis, and browsing. 7 The visualization operator lets the expert view subsets of unvalidated rules in visual representations such as histograms and pie charts. The statistical-analysis operator computes various statistical characteristics of unvalidated rules, thus providing the expert with important information to use during validation. The browsing operator allows the expert to inspect individual rules or groups of rules directly by viewing them on the screen.
As Figure 5 shows, the expert successively applies validation operators to the set of unvalidated rules until the process reaches the stopping criterion TerminateValidationProcess. The expert can specify this criterion in several ways. The following are two examples of stopping criteria:
• The validation process continues until some predetermined percentage of rules (such as 95 percent) is validated.
• The validation process terminates when validation operators validate only a few rules at a time-that is, when the costs of selecting and applying each additional validation operator exceed the benefits of validating a few more rules (the law of diminishing returns).
THE 1:1PRO SYSTEM
The 1:1Pro (short for One-to-One Profiling) system implements our profiling and validation methods. The system takes as input the factual and transactional data stored in a database or flat files and generates a set of validated rules capturing individual customers' behavior. It can use any relational database management system (DBMS) to store customer data and various data mining tools to discover rules. In addition, it can incorporate other tools useful in the rule validation process, such as visualization and statistical-analysis tools that the validation operators may require.
The 1:1Pro system architecture, shown in Figure 6 , follows the client-server model. The server component consists of the following modules:
• Coordination module-coordinates profile construction, including the rule generation process and the subsequent validation process.
• Validation module-validates the rules discovered by data mining tools. The system's current implementation supports similarity-based grouping, template-based filtering, redundant-rule elimination, and browsing operators.
• Communications module-handles all communications with the 1:1Pro client.
• Interfaces to external modules such as a DBMS, data mining tools, and visualization tools. Each module requires a separate interface ( Figure 6 ). The client component contains the graphical user interface and the communications modules. The expert uses the GUI to specify validation operations and view the results of the iterative validation process. Figure 7 shows an example of the GUI window for the template-based filtering operator.
The client communication module sends the expert-specified validation request to the server. The server receives validation operators and passes them through the coordination module to the validation component for subsequent processing. Some validation operators, such as the statistical-analysis operator, generate outputs. The communications modules send these outputs from the validation module to the GUI module.
We wanted 1:1Pro to be an open system that easily incorporates a broad range of data sources as well as data mining, visualization, and statistical-analysis tools. In particular, we designed a database interface that supports relational databases (such as Oracle and SQL Server), flat files, and Web logs, as well as other data sources.
In 1:1Pro's current implementation, we used association rule discovery methods to build customer profiles. However, our methods are not restricted to a particular rule structure or discovery algorithm. We can plug in commercial and experimental data mining tools that use methods other than association rule discovery, such as decision tree methods. 9 One problem with using external data mining tools is that their rule representation formats differ from ours. We overcame this problem by developing rule converters for the external data mining tools that interface with 1:1Pro.
The expert specifies validation operators through the GUI module, and a log file records the operators as they are applied. Figure 8 shows the log file structure. The log file captures the entire validation process, allowing the expert to keep track of all validation activities. The expert can also retrace validation steps that were not useful by selecting a validation operator in the log file and running the process forward from that operator on. The major fields in the log file record are
• ResultId-the instance of the validation operator used in the current validation step, • Operator-this operator's type (grouping, browsing, filtering), • SourceId -the instance of the previously applied validation operator, • Date/Time-the time stamp when the validation operator was created, and • Notes-the domain expert's comments.
The 1:1Pro system's server component, implemented in C++ and Perl, runs on a Linux or Unix platform. The client component, implemented in Java, can run on the same machine as the server or on a different machine. It can also run from an applet viewer or as a stand-alone application. 
ResultId

EXPERIMENTS
We tested 1:1Pro on a real-world marketing application that included data on 1,903 households purchasing various nonalcoholic beverages over a one-year period. The data set contained 21 fields characterizing the purchase transactions and 353,421 records (on average, 186 records per household).
In our case study, we performed a seasonality analysis. That is, we constructed customer profiles containing individual rules describing season-related customer behaviors. For example, such rules might describe the types of products a customer buys under specific temporal circumstances (only in winter, only on weekends) or the temporal circumstances under which a customer buys specific products.
The system's data mining module generated 1,022,812 association rules-on average, about 537 rules per household. We observed that most rules pertain to a very small number of households. For example, nearly 40 percent of the 407,716 discovered rules pertain to five or fewer of the 1,903 households. Of that 40 percent, nearly half (196,384 rules) apply to only one household. This demonstrates that many discovered rules capture truly idiosyncratic behavior of individual households. Because the traditional segmentation-based approaches to building customer profiles do not capture idiosyncratic behavior, they would not identify many of the rules discovered in our application. On the other extreme, several discovered rules were applicable to a significant portion of the households. For example, nine rules pertained to more than 800 households. In particular, DayOfWeek= Monday => Shopper=Female was applicable to 859 households.
Because we were familiar with this application, we performed the expert's role and validated the discovered rules ourselves. Table 1 summarizes the validation process. We started by eliminating redundant rules and then applied several filtering operators, most of which were rule elimination filters. Eliminating redundant rules and repeatedly applying rule filters helped us validate 93.4 percent of the rules.
After validating a large number of rules with relatively few filtering operators, we decided to switch to a different validation approach-applying the grouping operator to the remaining unvalidated rules. The grouping operator generated 652 groups. Then, we examined several of the largest groups and validated their rules. As a result, we managed to validate all but 37,370 rules. We then applied a grouping operator based on a different rule structure to these remaining rules and validated a set of additional 8,714 rules. At this point, we encountered the law of diminishing returns-each subsequent application of a validation operator validated a smaller number of rules-and we stopped the validation process. It took us one hour to perform the whole process (including the software running time and the expert validation time). We validated 97.2 percent of the rules-4.0 percent were accepted and 93.2 percent rejected. Our results demonstrate that our system can validate a significant number of rules in medium-size personalization applications.
As a result of the validation process, we reduced the average customer profile size from 537 unvalidated rules to 21 accepted rules. An example of an accepted rule for one household is Product= FrozenYogurt & Season=Winter => CouponUsed= YES-in other words, during the winter, this household buys frozen yogurt, mostly using coupons. We accepted this rule because it reflects an interesting seasonal coupon-use pattern. A rejected rule for one household is Product=Beer => Shopper=Male-the predominant beer buyer in this household is male. We rejected this rule because it is unrelated to the seasonality analysis.
Because we had performed the validation process ourselves in the previous case study, we decided to use the help of a marketing expert in another seasonality analysis of the same data. The expert started the analysis by applying redundant-rule elimination and several template-based filtering rejection operators (for example, operators that reject all rules not referring to the Season or DayOfWeek attributes). Then, she grouped the remaining unvalidated rules, examined several resulting groups, and stopped the validation process. At that point, she found nothing more to reject and decided to accept all the remaining unvalidated rules. As a result, she accepted 42,496 rules (4.2 percent of all discovered rules) and spent about 40 minutes on the entire process.
The marketing expert noted that our rule evaluation process is inherently subjective because different experts have different experiences and understandings of the application. She believes that different experts can arrive at different evaluation results using the same validation process. W e must point out that the accepted rules, although valid and relevant to the expert, may not be effective. That is, they might not guarantee actionable results, such as decisions, rec- ommendations, and other user-related actions. We are currently working on incorporating the concept of effectiveness in 1:1Pro. We are also dealing with the problem of generating many irrelevant rules that are subsequently rejected during the validation process. One way to handle the problem is for the domain expert to specify constraints on the types of rules of interest before the rule discovery stage. Ramakrishnan Srikant, Quoc Vu, and Rakesh Agrawal have presented methods for specifying such constraints, 12 and thus reducing the number of discovered rules that are irrelevant to the expert. Since it is difficult for an expert to anticipate all the relevant and irrelevant rules in advance, validating the discovered rules is still necessary. Thus, the ideal solution is to combine the constraint specification, data mining, and rule validation stages in one system. We are currently working on integrating the three stages in 1:1Pro. ✸ 
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