In this work we applied a feed forward neural network to solve Blasius equation which is a thirdorder nonlinear differential equation. Blasius equation is a kind of boundary layer flow. We solved Blasius equation without reducing it into a system of first order equation. Numerical results are presented and a comparison according to some studies is made in the form of their results. Obtained results are found to be in good agreement with the given studies.
INTRODUCTION
The study of ordinary differential equations in unbounded domains is an important subject. Many physics and engineering problems can be modelled effectively by unbounded or semi-bounded domains. An unbounded domain include the entire set of real numbers which could present considerable theoretical and practical challenges which are not present in bounded domains. One of the well-known equations arising in fluid mechanics and boundary layer approach is Blasius differential equation. In fluid mechanics, the Blasius equation arises to describe the boundary layer with laminar flow of a fluid over a flat plate with fluid moving by it. Due to being a nonlinear boundary value problem, it cannot be solved analytically. A closed-form solution of Blasius equation is evading. Many methods, techniques or approaches have been used to obtain analytical and numerical solutions for Blasius equation.
The Blasius equation emerged as a solution of convection equation for a flat plate. Blasius transformed continuity and momentum equations for steady, incompressible laminar flow of a fluid by introducing similarity variable. Two dimensional steady state laminar viscous flow over a semi-infinite flat plate is modelled by the nonlinear two-point boundary value
f (0) = 0, f (0) = 0, f (∞) = 1 where η and f (η) are the dimensionless coordinate and the dimensionless stream function, respectively. Blasius gave a solution by using a power series expansion for this problem as [1] f (η) =
where A 0 = A 1 = 1, σ = f (0) and
In [2] , boundary layer equations including Blasius were studied by some approximation methods. Many methods or techniques have been used to obtain the analytical and numerical solutions for this equation. The first numerical solution for Blasius equation was obtained by Howarth in [3] by using Runge-Kutta method. Liao studied Blasius equation by the non-linear approximate technique called Homotopy Analysis Method [4] . Yu and Chen applied differential transformation method to solve Blasius equation [5] . He used a simple perturbation approach to solve Blasius equation [6] . A Runge-Kutta algorithm was used for numerical solutions [7] . Arikoglu and Ozkol studied inner-outer matching solution by differential transformation method [8] . Wazwaz used variational iteration method for solving two forms of Blasius equation [9] . Tajvidi et al. used Legendre tau method to solve Blasius problem approximately [10] . In [11] , an approximate analytic solution of the Blasius equation by modified the 4/3 Pade approximant is obtained. Parand et al. studied Sinc-collocation method [12] and Girgin used generalized iterative differential quadrature method for solving Blasius equation [13] . In [14] , the authors used adomian methods to get the analytical solution of Blasius equation. A comparison among the homotopy perturbation method and the decomposition method with the variational iteration method for solving Blasius equation have been studied in [15] . Xu and Guo applied the fixed point method to obtain the semi-analytical solution to Blasius equation [16] . A predictor corrector two-point block method is proposed to solve the well-know Blasius and Sakiadis flow numerically [17] . All these methods have their own shortcomings.
The usage of artificial neural networks (ANNs) to solve differential equations has become an interesting topic since two decades. Neural networks (NNs) can solve ordinary and partial differential equations that relies on the function approximation capabilities of feed forward neural networks and results in the construction of a solution written in a diferentiable, closed analytic form [18] . The motivation behind is that neural networks are function approximators due to Cybenko theorem [19] . This form employs a feed forward neural network as the basic approximation element, whose parameters (weights and biases) are adjusted to minimize an appropriate error function. Training of the network can be done by optimizing techniques which require the computation of the gradient of the error in terms of the network parameters. In this model, a trial solution of the differential equation is written as a sum of two parts: the first part satisfies the given initial/boundary conditions and contains no adjustable parameters and the second part involves a feed forward neural network to be trained so as to satisfy the differential equation. As a consequence, by construction the trial solution, the initial or boundary conditions are satisfied and the network is trained to satisfy the differential equation [18] .
A neural network study for differential equation provides some advantages over the existing numerical methods [18] :
There are different neural network methods for the solutions of differential equations. These are feed forward neural networks [20] in which the information moves in only one direction forward from the input nodes to output nodes, recurrent neural networks [22] in which information can go back from output nodes to input nodes, radial basis function networks [23] in which three layers (input layer, basis function layer as hidden layer, output layer) exist where each node in the hidden layer represents a Gaussian basis function for all nodes and output node have a linear activation function, Hopfield network [24, 25] in which a set of neurons with unit delay is fully connected to each other and forming a feedback neural network, cellular network [26, 27] which features a multidimensional array of neurons and local interconnections among cells, finite element neural network [28] have the finite element model converted into the parallel network form and wavelet element network [29] which is an alternative to feed forward neural network for approximating arbitrary nonlinear functions as an alternative and have waveleons instead of neurons. Among these neural network methods, feed forward neural networks are popular tools due to their structural flexibility, good representation capabilities and availability of a large number of training algorithms [20] .
In this work we studied Blasius equation via feed forward neural networks. In section II we introduce our formalism of neural network frameworks. In section III we give our results and in section IV we summarize our results.
II. FORMALISM OF FEED FORWARD NEURAL NETWORKS
Artificial neural networks are information processing structures that are parallel distributed in the form of a directed graph. A directed graph is composed of set of points called nodes and directed line segments called links. ANNs are inspired by the way of process information of brain or in more general terms, by the way of biological nervous systems.
A schematic diagram for feed forward neural networks is shown in Figure 1 . The architecture of neural networks are determined by the connection of nodes. This also determines how computation proceeds. In general terms, there are two type of neural networks: feed forward and feedback or recurrent networks. In the feed forward neural networks, the transfer of information only occurs in one direction, from the input nodes to the output nodes. There can be hidden nodes between input and output nodes. In feed forward neural networks, the output of any layer does not affect the same layer. In the recurrent neural networks, the transfer of information occurs in both direction by introducing loops in the network. The signals can go backward from output nodes to input nodes which makes recurrent neural networks complicated.
The nodes of the graphs are called processing elements. These graphs are linked among themselves and these links are called connections. In principle, there is an infinite number of incoming connections that a processing element can receive and this is true for outgoing connections providing that signals in all of these are same. Processing elements can have local memory and they have transfer functions which can use local memory, can use input signals, and produce the processing element's output signal. The transfer mechanism of signals is as follows: input signals to a neural network from outside the network arrive via connections that originate in the outside world [30] .
Input layers just send the information which comes from outside world to other layers. There is no process which contain usage of this information in input layers. Each neuron has just one input and one output. The hidden layers use the inputs (generally data) and produce outputs for the output layers. The output layers take the outputs from hidden layers, process data and produce output to the outside world. The mathematical model of artificial neural network is shown in Figure 2 . A neuron (perceptron in computerized systems) N i accepts a set of n inputs which is an element of the set S = {x j |j = 1, 2, · · · , n}. Each input is weighted before entrance of a neuron N i by weight factor w ij for j = 1, 2, · · · , n. Furthermore, it has bias term w 0 , a threshold value Θ k which has to be reached or exceeded for the neuron to produce output signal. Mathematically, the output of the i-th neuron N i is
The neuron's work condition can be defined as
and the input signal of the i-th neuron N i is
A function f (s) acts on the produced weighted signal. This function is called activation function. The output signal obtained by activation function is
All inputs are multiplied by their weights and added together to form the net input to the neuron. This is called net and can be written as
where Θ is a threshold value which is added to the neurons. The neuron takes these inputs and produce an output y by mapping function f (net)
where f is the neuron activation function. Generally the neuron output function is proposed as a threshold function but linear, sign, sigmoid or step functions are widely used. ANNs present new methods to approximately solve differential equations. The fundamental point which ANNs have is that, they are universal functions approximators. In differential equation theory, it is possible to use a trial function which is believed to solve the given differential equation. The choice of trial function can be so intuitive, maybe advanced guess. In the present paper, we used the method of Lagaris et al. [18] in which a trial solution is proposed to ensure that initial or boundary conditions are satisfied.
A. Method of Trial Solution
When the trial solution is employed, the ANNs output is replaced in the trial solution. The main role of ANNs is to generate a trial solution which approximates solutions of differential equations. In the work of Lagaris et al. [18] , multilayer perceptron (MLP) neural network has been presented for the solution of both ordinary and partial differential equations. This method is based on function approximation capabilities of feedforward neural networks and yields in the construction of a solution. The difference between the constructed solution and exact solution results an error function. This concept uses a feedforward neural network as the basic approximation element, whose parameters (weights and biases) are adjusted to minimize an appropriate error function. To minimize error and to train network, optimization techniques are used which require error gradient computation with respect to inputs and neural network parameters.
A differential equation defined on certain boundary conditions can be written as
where
n is the definition domain and y( x) is the solution to be found. The solution of Eqn. (10) is twofold consideration. On one side, one has to discretize the given domain D and its boundary region S into a set of points denoted asD andŜ, respectively. After this discretization, Eqn.(10) is transformed into
under some specific boundary conditions. If y t ( x, p) denotes a trial solution with the adjustable parameters p, then the problem is transformed into an optimization problem
subject to some specific boundary conditions. In this consideration, the explicit or implicit form of the trial solution is not specified and trial solution y t employs a feed forward neural network and the parameters p correspond to the weights and biases of the neural architecture. On the other side of the consideration, one construct the trial function that can solve the differential equation. The general form of the trial solution can be written as the sum of two terms:
where A( x) contains no adjustable parameters which satisfies the initial/boundary conditions and N ( x, p) is a singleoutput feed forward neural network with parameters p and n input units fed with the input vector x. F is constructed in a way that it does not contribute to the boundary conditions since y t ( x) must also satisfy them. This term is used to vanish the second term in Eqn. (13) at the points of the initial or boundary conditions. F employs a neural network whose weights and biases are to be adjusted in order to deal with the minimization problem. The problem has been reduced from the original constrained optimization problem to an unconstrained one due to the choice of the form of the trial solution that satisfies the boundary conditions [18] . When the second term in Eqn.(13) returns a zero value at initial or boundary conditions, trial solution satisfy automaticly these conditions. The minimization problem of Eqn. (12) can be treated as a procedure of training the neural network where the error corresponding to each input vector x i , F ( x i ) has to become zero. Computation of this error value requires network output and the derivatives of the output with respect to any of its inputs. So the computing process of the gradient of the error with respect to the network weights involves computing not only the gradient of the network but also the gradient of the network derivatives with respect to its inputs [18] .
To compute the gradient with respect to input vectors, consider a multilayer perceptron neural network with n input units, one hidden layer with H sigmoid units and a linear output unit. For a given input vector x = (x 1 , x 2 , · · · , x n ), the output of the neural network is
In Eqn. (14), σ(z) is the sigmoid activation function, v i is weight from the hidden unit i to the output and in Eqn. (15), w ij denotes the weight from the input unit j to hidden unit i and u i is the bias of the hidden unit. In the present work, we used
as the activation function since it is possible to derive all the derivatives of σ(x) in terms of itself. This could be helpful when coding the related algorithm. N is optimized to get an approximate solution and satisfy the given differential equation in the domain, not exactly but at least exactly. The ANNs output N is then substituted in the trial solution. The related error function E(x) can be defined as
and to be minimized over all adjustable neural network parameters. In order to compute error function, derivatives of N ( x, p) with respect to x are needed:
It is also possible to take k-th derivative of N :
denotes the k-th order derivative of the activation function. Neural network systems are self-training systems. Therefore parameters of training need updating in the transfer process and this can be done with taking derivative of N with respect to neural network parameters. The gradients of the single N with respect to parameters are given as follows:
After computation of derivative of the error function with respect to the network parameters, these parameters are needed to be updated. The rule for this updating can be given as
where α, β and γ are the learning rates, i = 1, 2, 3, · · · , n and j = 1, 2, · · · , h. Once the derivative of the residual error function with respect to the neural network parameters has been defined, it is then straightforward to employ almost any minimization technique [18] . In view of the present discussion let us consider a second order differential equation
We can write Eqn. (13) as
and define a trial function as
whereã andb are arbitrary parameters. The unique form of a trial solution is not specified but some conditions are need to be satisfied:
The error function for Blasius equation can be written as
is the trial function for Blasius equation.
III. NUMERICAL RESULTS
Motivated with the previous discussion, we solved Blasius differential equation via feed forward neural networks. The graph of f (η) and first and second derivatives are shown in Figure 3 . We present our results in Tables I, II, III, IV, V, VI, VII and VIII. We see from Fig.(3) that the slope of f (η) is being constant at large η values. If the slope of a function is constant at large values, then the values of higher derivatives must tend to zero which is the case for f (η) as can bee seen in Fig.(3) .
In [12] , the authors proposed the sinc-collocation method for solving Blasius equation and obtained high accuracy solutions. They compared their results with the numerical results of [3] . In Table I , we compare our results for f (η) with results of [12] and give relative errors. The authors of [17] solved Blasius equation by using predictor corrector two-point block method. The main motivation of their study was to provide a new method that can solve the higher order boundary value problem directly without reducing it to a system of first order equation. In Tables II, III and IV we compare our results of f (η), f (η) and f (η) respectively, with [17] and reference therein. In [11] , the authors derive a short analytical expression by using the [4/3] Pade approximant for the derivative of the solution of Blasius equation. They obtained analytical and numerical solution for Blasius equation. In Table V , we compare our results with [11] . In [5] , the authors solved Blasius equation via differential transformation method. In Tables VI, VII and VIII, we compare our results of f (η), f (η) and f (η) respectively, with the results of [5] . 
IV. DISCUSSION AND CONCLUSION
Various methods have been used to solve differential equations analytically and approximately. With the aid of computers, neural network methods based on multilayer perceptron, radial basis functions and finite element etc. are presented for solving differential equations as alternative methods.
Blasius equation has a great attention and various approaches have been presented to solve it. The main problem in this area is the accuracy and range of applicability of these approaches. In the present paper, we studied Blasius equation via feed forward neural network. A comprehensive comparison with previous studies is presented. This comparison shows that the absolute error of the proposed scheme lies in the range of 10 −7 − 10 −1 with other studies which is an inducement of the validation of feed forward neural network as an alternative method to solve Blasius equation. In our approach, we did not convert Blasius equation into a system of first order differential equations which is general attitude for higher order differential equations.
The main advantage of the proposed approach is that once the network is trained, the evaluation of the solution is enabled at any desired number of points with an effective computing time compared to other numerical methods.
