We apply a Bayesian method for inferring an optimal basis to the problem of nding e cient image codes for natural scenes. The basis functions learned by the algorithm are oriented and localized in both space and frequency, bearing a resemblance to Gabor functions, and increasing the number of basis functions results in a greater sampling density in position, orientation, and scale. These properties also resemble the spatial receptive elds of neurons in the primary visual cortex of mammals, suggesting that the receptive eld structure of these neurons can be accounted for by a general e cient coding principle. The probabilistic framework provides a method for comparing the coding e ciency of di erent bases objectively by calculating their probability given the observed data or by measuring the entropy of the basis function coe cients. The learned bases are shown to have better coding e ciency compared to traditional Fourier and wavelet bases. This framework also provides a Bayesian solution to the problems of image denoising and lling-in of missing pixels. We demonstrate that the results obtained by applying the learned bases to these problems are improved over those obtained with traditional techniques.
Introduction
The problem of encoding sensory information e ciently is relevant both to the design of practical vision systems and also to advancing our understanding of how biological nervous systems process information. Within the image processing community, much work has been done on image codes that utilize a linear basis function expansion, and considerable e ort has gone into choosing sets of basis functions that satisfy certain mathematical desiderata or that have desirable properties such as ease of computability.
An approach that has been largely overlooked, however, is to consider the e ciency of the image code as de ned by Shannon's source coding theorem | i.e, how well the basis functions capture the data's probability density. Typically, bases that are chosen for their low-entropy coding properties, such as Gabor functions or wavelets 1, 2, 3], are handdesigned rather than being adapted to the data so as to optimize coding e ciency. By applying the methods of Lewicki and Sejnowski 4] , we show how a linear basis function expansion can be used to model the probability distribution of natural images. Importantly, this technique makes no prior assumption of the shape or form of the basis functions. We show how to adapt the basis functions to maximize the t to this distribution, thereby optimizing coding e ciency in the sense of Shannon.
Shannon's source coding theorem states that the lower bound on codeword length is determined by the entropy of the data, L H(p) = ? P p(x) log p(x). In many cases, p(x), the true density of the data, is unknown and must be approximated by a density q(x). In this case, the lower bound on the expected codeword length becomes 
= D KL (pkq) + H(p) (4) where D KL (pkq) is the Kullback-Leibler divergence between p and q. Thus, if the model density is equal to the true density, then D KL (pkq) = 0, and the expected codelength is bounded by the entropy. Otherwise there is a penalty of D KL (pkq) in the lower bound of the average codelength. Thus, the better the model captures the underlying probability density, the lower the bound on average codeword length. Among existing techniques for modeling data using a set of basis functions are principal component analysis (PCA), which assumes the data distribution has Gaussian structure and ts an appropriate orthogonal basis. A recently developed generalization of PCA, called independent component analysis (ICA), allows for non-Gaussian distributions and non-orthogonal bases 5, 6, 7] .
The approach presented by Lewicki and Sejnowski 4] generalizes ICA in two ways that are relevant to learning e cient image codes. The rst is that additive noise is explicitly included in the model. For image codes, this allows direct speci cation of the encoding precision and calculation of theoretical rate distortion curves using Shannon's source coding theorem. Explicitly modeling additive noise also provides a Bayesian solution for the prob-lem of image denoising and lling-in of missing pixels. We demonstrate below that using these methods with the learned bases produces improved results compared to traditional techniques.
A second generalization given by Lewicki and Sejnowski 4] , was that the technique also applies to the case where the number of basis functions is greater than the dimensionality of the inputs. Both ICA and PCA are restricted to the case where the set of basis functions forms a complete or critically sampled basis, i.e. the number of basis vectors is equal to the dimensionality of the input. Overcomplete bases have been advocated because they allow certain advantages in terms of interpolation 8], in achieving a tight frame with nonorthogonal basis functions 3], or in achieving sparsity in the representation 9, 10] . One approach that has been proposed for \adapting" a basis is to select from an overcomplete \dictionary" of basis functions a subset that yields a low entropy description 11, 12, 9] of a particular signal or a class of signals such as texture 13, for example]. A drawback of this approach is that the basis functions are still pre-speci ed, and are often chosen for rather ad hoc or intuitive criteria (e.g., Gabor functions appear suitable for capturing oriented structure in images). Below, the question of whether overcomplete representations can better capture the structure of images is tested directly by evaluating the relative coding e ciency.
An intriguing aspect of codes adapted to natural images is their resemblance to the receptive elds of neurons in the primary visual cortex 14, 10] . Previous attempts to account for the structure of V1 receptive elds in terms of quantitative principles have been based either on principal components analysis 15, 16] , or on the fact that Gabor functions provide an optimal tradeo in achieving localization in both the space and spatialfrequency domains 17, 18, 3] . However in the former case the basis functions learn only from the pairwise statistics in the images and so do not become localized unless arti cially constrained (see also 19, 20] ), and in the latter case it is unclear why joint localization in the space/spatial-frequency domains is desirable in the rst place, or that it is a principle that could be generalized to higher stages of processing and other modalities. The results obtained here, as well as similar results obtained using related methods 14, 21, 22] , suggest that the localized, oriented, and bandpass structure of V1 receptive elds can be accounted for in terms of a rather general coding principle | i.e., forming a probabilistic model of images in terms of a superposition of sparse, statistically independent representational elements.
We begin by describing the linear, generative image model and its probabilistic interpretation, and we show how to adapt the basis functions to maximize the probability of the model. The algorithm is then applied to natural images, and the resulting basis functions are t with Gabor functions and analyzed in terms of their tiling of the joint domain of position, orientation, and peak spatial-frequency tuning. These results are compared with data from the receptive eld properties of neurons in primary visual cortex. To compare the learned basis with traditional bases, we use the probabilistic model to compute the relative coding e ciencies. Finally, we show how the generative image model can be applied to practical problems such as image denoising and lling-in.
A model for images
The proposed probabilistic model for images is based upon a linear, generative model. Each observed image, x x 1 ; : : : ; x L , is assumed to be composed of a linear superposition of basis functions plus additive noise: x = As + ; (5) where A is an L M matrix whose columns are the basis functions, s is a M-element vector of basis coe cients, and is assumed to be Gaussian white noise. Any given image, x, thus has an internal representation in the model, s, which speci es which basis functions in A compose the image. The number of basis functions can be greater than the number of dimensions in the input, in which case the basis is overcomplete.
Our goals are two-fold: 1) to nd a good matrix A for coding natural images, and 2) to infer for each image the proper state of the coe cients s. The rst problem is one of adaptation and is analogous to the process of learning (through either development or evolution) in the visual system, while the second problem is one of image representation and is most analogous to perception. We shall take up the latter problem rst, and then address the problem of adaptation.
Inferring and image representing
The problem of determining the coe cients s in equation 5, given only information about the image x, is ill-posed for two reasons. The rst is that the basis functions will generally not be linearly independent of each other (due to overcompleteness), and thus there will be multiple states of s that can account for the same image. The second reason is that the noise, , is unknown. Thus, s must be inferred from x. We do this by maximizing the conditional probability distribution of s given x, P(sjx; A), which can be expressed via Bayes' rule as P(sjx; A) / P(xjA; s)P(s): (6) The rst term speci es the likelihood of the image under the model for a given state of the coe cients. Because the noise is assumed to be Gaussian, this is given by P(xjA; s) / exp(? 2 jx ? Asj 2 ), where = 1= 2 , and is the standard deviation of the additive noise.
The noise level determines the encoding precision. The second term speci es the prior probability distribution over the basis coe cients 1 . We choose this distribution to be factorial and Laplacian, P(s m ) / exp(? m js m j), which assumes that A decomposes the images into sparse, statistically independent components 14]. More will be said about this choice of prior below.
Maximizing the posterior distribution, P(sjx; A), thus presents us with the following problem:ŝ = max s P(sjx; A) ( 
7)
= max s log P(xjA; s) + log P(s)] (8) = min s 2 jx ? Asj 2 + T jsj : (9) 1 we assume this prior does not depend on the basis matrix A and thus P (sjA) = P (s) In other words, we need to nd the state of the coe cients with minimum L 1 norm that also yields minimum mean squared reconstruction error. This problem is formally equivalent to that of \basis pursuit de-noising" proposed by Chen, Donoho, and Saunders 9]. In our case though, the L 1 norm arises from the Laplacian prior. Under this prior (or other \super-Gaussian" priors), nding the most probable basis coe cients essentially selects out a complete basis and sets the coe cients for the remaining vectors to zero. Thus, even though the generative image model is linear, the most probable basis coe cients are a nonlinear function of the image.
Note that if P(s) is chosen to be factorial and Gaussian, thenŝ is simply a linear function of x, given by the pseudo-inverse of A when = 0 s = A + x: (10) In the special case where A is orthogonal then we haveŝ = A T x (again, assuming zero noise). If we specify A to be the Fourier basis, and the variance on the s i corresponds to the power spectrum of the images, x, then the linear mapping from x to s is the well known
Wiener lter. Our approach, by contrast, is entirely based on the use of non-Gaussian priors, which lead to non-linear image codes.
Adapting the basis vectors
Our goal in adapting the basis vectors is to obtain a good model of the distribution of natural images. The goodness of t can be assessed by computing the average log-probability of images under the model L = hlog P(xjA)i ; (11) where the distribution P(xjA) is obtained by marginalizing over the internal states, s:
To the extent that the model is accurate, ?L provides a lower bound for the number of bits required to code the images, and the more accurate the model, the closer one can approach the true bound. Thus, our goal amounts to nding the basis matrix A that maximizes the data's log-probability (L) or, equivalently, minimizes the data's coding cost (?L). Equation 12 makes clear that the form of the model distribution depends not only on the choice of basis functions, A, but also on the choice of prior, P(s). If the noise model is Gaussian, then choosing P(s) to be Gaussian will result in the entire model distribution P(xjA) also being Gaussian. As such, it will only be able to describe second-order statistical structure, as speci ed by the covariance matrix. Because it is well established that images are not well described by Gaussian distributions 2, 23, 14], we are thus obligated to choose a non-Gaussian prior. The speci c form we choose for the prior is to be sparse and factorial. By a sparse prior, we mean that the probability distribution of each coe cient's activity, P(s i ), is highly peaked around zero and with heavy tails. Such a distribution re ects the notion that natural images should be described in terms of a small number of descriptive elements 2, 10]; thus, any given coe cient will rarely be active, and when it does become active it takes on a value along a continuum. We choose here to represent such a distribution using a Laplacian, but other super-Gaussian shapes are also possible. The joint distribution of the coe cients is chosen to be factorial, P(s) = i P(s i ), in line with Barlow's proposal that an e cient code should try to decompose the image in terms of statistically independent elements 24, 25] .
Maximizing L with respect to A will thus nd a set of basis functions that best account for the structure in images in terms of sparse, statistically independent elements. This can be accomplished in the most straightforward fashion by gradient ascent:
A / @L @A = @ @A hlog P(xjA)i (13) = h 1 P(xjA) Z @ @A P(xjs; A)P(s)dsi (14) = h 1 P(xjA) Z es T P(xjs; A)P(s)dsi (15) = h Z es T P(sjx; A)dsi (16) = hhes T i P(sjx;A) i ; (17) where e = x ? As. The practical problem that is presented by equation 17 is that of averaging over the internal states, s, for each image presentation. One possible avenue might be to utilize e cient methods for sampling from the posterior, P(sjx; A). This characterizes in part the approach taken by Olshausen and Field 10] , although that algorithm samples the posterior only at its maximum, ignoring the volume and thus requiring an additional adaptive step to scale the basis functions so that the coe cients have the same variance as dictated by the prior. Here, we explore an alternative route based on approximating the posterior with the best-tting Gaussian distribution, which allows the integral to be solved analytically. Such an approximation seems reasonable because for the Laplacian prior, there is in most cases a single maximum in the posterior (in some pathological cases, the posterior will be a ridge), and so a Gaussian could be capable of capturing the volume under the posterior. An advantage of this technique is that it allows us to explicitly calculate an approximation to L, which allows for the objective comparison of di erent image models (i.e. di erent bases or priors).
The Gaussian approximation to the posterior leads to the following expression for L:
L const. ? h 2 jx ? Aŝj 2 + log P(ŝ) ? 1 2 log det Hi; (18) where H is the Hessian of the log posterior atŝ, given by A T A?rrlog P(ŝ). We assume the image patches, x 1:K , to be independent. Performing gradient ascent on this expression yields the following learning rule (see appendix for derivation),
A / hes T ? AH ?1 i : (19) Note that the rst term is precisely Olshausen and Field's 14] learning rule, while the second term results from approximating the volume under the posterior, and thus does away with the need for the additional rescaling step used in Olshausen and Field's algorithm. Premultiplying this rule by AA T yields the form given by Lewicki 
and Sejnowski 4]:
A / ?A(zs T + A T AH ?1 ) ; (20) where z = d log P(s)=ds (see appendix for details). This form of the learning rule is more stable, and it was used to learn the basis functions in the examples below.
Learning codes for natural scenes
Here we learn complete and two-times overcomplete representations of natural scenes using the same data set used by Olshausen and Field 14] (whitened images of Alaska nature scenes). The bases were initialized to random Gaussian blobs with positions that were evenly distributed over the input area. The initial bases were generated by rst setting the basis elements to random values between ?1; 1] and then scaling these values by a two-dimensional Gaussian envelope that had a standard deviation of 0.25 pixels in the complete case and 1 pixel in the 2 -overcomplete case. This ensured that the initial set of basis functions spanned the input space. Similar results were obtained using random initial bases, but convergence was slower.
To further speed convergence, we used the modi cations of the basic gradient ascent procedure described previously 4]. For each gradient (equation 20), a stepsize was computed by i = i =a max , where a max is the element of of the basis matrix, A, with largest absolute value. The parameter was reduced from 0:02r to 0:001r over the rst 1000 iterations and xed at 0:001r for the remaining iterations. The parameter r is a measure of the data range and was set equal to be the standard deviation of the data. Exponential averaging ( i = 0:9 i?1 + 0:1 i ) was used to ensure smoothness of the steps. Learning was stopped after 10000 gradient steps, at which point both of the bases learned here were stable. The training data consisted of 12 12 image patches randomly sampled from the ten 512 512 images in the dataset of Olshausen and Field 14] . The patches were repeatedly resampled throughout training to avoid reuse of any one set of patches. Training required about 12 hours of computing time in on a 200Mhz processor.
The most probable basis function coe cients,ŝ, were obtained using a modi ed conjugate gradient routine 26]. The basic routine was modi ed to replace the line search with an approximate Newton step. This approach resulted in a substantial speed improvement and produced much better solutions in a xed amount of time than the standard routine. A convergence tolerance of 0:02 was used for the examples shown here. This was typically required between 5 and 10 congugate gradient steps, each requiring computation of the posterior gradient. The noise level was set to = 3000 which corresponds to about 7.8 bits of precision for the encoded image patches.
A sample of the learned basis functions (the odd-numbered) are shown in gure 1, in decreasing order of L 2 norm. Nearly all of the learned basis functions show a Gabor-like structure as has been found previously 14, 21] . The basis functions largest in magnitude also have the lowest peak spatial-frequency tuning. Peak spatial-frequency tuning becomes progressively higher with decreasing magnitude. The checkerboard-like basis functions are smallest in magnitude and resemble those obtained from principal component analysis, which assumes the data has Gaussian structure. These could re ect an attempt of the model to capture small amplitude noise in the images. The learned basis functions also resemble the spatial receptive eld pro les of simple cells found in the primary visual cortex of mammals, which numerous investigators have likened to Gabor functions 17, 18, 3] . One of the reasons the Gabor basis has been advocated as a model of V1 image coding, as well as for e cient image coding in general, is that it possesses the attractive property of maximum localization in both the space and spatial-frequency domains 17, 18] . It is thus quite interesting that, although the learned basis functions were completely unconstrained in terms of what form they take on within the 12x12 grid, the form that does emerge resembles a Gabor wavelet basis. However, besides the question of how well Gabor functions (or any functional form) t individual receptive elds, there is the more di cult technical question of how a population of such functions tile the joint space/spatial-frequency domain in order to form a complete basis for image representation. Fourier representations, for example, do this quite simply by tiling the spatial-frequency domain evenly in linear-frequency. But the Gabor basis presents one with the choice of many parameters or degrees of freedom in deciding how to tile the space e.g., achieving ne resolution in orientation vs. coarse coverage in spatial position. The algorithm used here learns the basis functions and automatically chooses these parameters to tile the space so as to maximize the probability of the data under the model.
Analysis of basis function tiling properties
The basis functions learned by the algorithm can be compared to other attempts that have been made to tile a physiologically plausible Gabor basis "by hand " 3] . To analyze the tiling properties of the learned basis functions, each basis function was t with a Gabor function of the form g(x; y) = a e (21) u(x; y) = (x ? x 0 ) cos( ) + (y ? y 0 ) sin( ) (22) v(x; y) = ?(x ? x 0 ) sin( ) + (y ? y 0 ) cos( ) (23) The parameters a; x 0 ; y 0 ; u ; v ; ; f; were adjusted via conjugate gradient descent to minimize the squared error between the learned basis function and the model Gabor g(x; y).
Because the error surface contains local minima, multiple initial conditions were used, and the parameters that formed the best t were taken as the nal solution. Note that the reference frame of the Gaussian envelope was locked to the orientation of the cosine grating. In addition, a soft constraint was placed on the size of the envelope so that its width ( 2 u ) did not fall much below one-half wavelength of the carrier grating. This was necessary in order to discourage pathological solutions that combined a very small envelope with a very low-frequency grating, which often happened in cases where there was only one positive and one negative lobe in the learned basis function.
The Gabor functions parameterized in this way t the learned basis functions quite well, and the mean squared error for this example was 8% of the variance of the basis functions. Figure 2 shows the result of this analysis. One trend that appears immediately obvious is that the preferred orientation tends to align vertically and horizontally, but we suspect this is an artifact of having used a rectangular sampling grid to digitize the images, rather than re ecting an intrinsic property of the images themselves.
The Gabor characterization of the learned basis functions shows some di erences when compared to physiologically determined receptive elds. The average bandwidths of the learned basis functions are 1:8 0:2 and 1:7 0:2 octaves for the 1x and 2x basis sets, respectively, whereas physiologically determined receptive elds tend to lie in the range of 1 to 1.5 octaves. The average aspect ratios of the basis functions were 1:32 0:5 and 1:22 0:3 (1x and 2x basis sets), compared to the 2:1 aspect ratios that tend to be more typical of the physiology. Thus, the basis functions were somewhat more broadband and less selective in orientation than those found physiologically. However, it should be remembered that the In order to ascertain the receptive elds of the model they would have to be mapped with spots and gratings, and previous experience with this 10] has shown that the non-linearity tends to make units more selective than one would predict from a simple linear input-output relationship. Thus, it is possible that this process could sharpen the tuning properties and bring them closer to the receptive elds determined physiologically. Lee 3] has designed a physiologically plausible Gabor basis by constraining the aspect ratio of the functions to be 2:1 and the bandwidth to be between 1 and 1.5 octaves. In order to form a complete code with such a basis, the higher spatial-frequency functions must tile space more densely than the low spatial-frequency functions. If the separation between each spatial-frequency band is one octave, then the sampling density increases by a factor of 4 for each octave. The learned bases also show a similar increase in sampling density, as shown in Figure 3 . The number of basis functions lying in the three spatial-frequency bands 0-0.075, 0.075-0.15, and 0.15-0.3 cycles/pixel, are 4:23:117 for the 1x basis set, and 4:78:206 for the 2x basis set. Thus, there is an approximate 5-fold increase for each octave in the 1x basis, while the 2x basis shows a 2.6-fold increase for the middle-to-high transition and a 19-fold increase for the low-to-middle transition. This general trend toward higher sampling density at higher spatial-frequencies found in both Lee's and the bases learned here is at odds with the observed distribution of peak spatial-frequency tuning in V1 cortical neurons. The vast majority of recorded cells appear to reside in the mid to low spatial-frequency range when scaled to the retinal sampling lattice 27, 28]. One possibility for this discrepancy is that the highest spatial-frequency cells were greatly undersampled in these experiments, since these cells will be relatively di cult to isolate in comparison to the low spatial-frequency cells. Alternatively, it has been suggested this discrepancy might be resolved by considering the time domain of the visual signal 29]. When basis functions are learned for natural movies, the distribution of spatial-frequency is more spread out, presumably because of the trade-o between tiling velocity and spatial-frequency. The basis function characteristics found here are generally consistent with previous results using related methods 10, 21, 22] . The di erences are that Olshausen and Field (1997) show a somewhat more multimodal distribution of spatial-frequency tuning clustered at either low, medium, or high frequencies, while Bell and Sejnowski's (1997) bases, as well as van Hateren and van der Schaaf's (1998) bases appear more highly skewed towards the highest spatial-frequencies. There are a number of di erences between our approach and these previous approaches that could account for the broader distribution of spatial frequency tuning found here. One is the level of noise assumed. Olshausen and Field assumed a relatively high noise level compared to that assumed here ( 100 versus = 3000) while the methods of Bell and Sejnowski and van Hateren and van der Schaaf assume zero noise. The other di erence lies in the choice of prior on the coe cients. Olshausen and Field used a generalized Cauchy prior, while Bell and Sejnowski use the prior P(s m ) / sech(s m ) (corresponding to the tanh output non-linearity), which is less peaked at zero (approximately Gaussian for s m between -1 and 1, or about 50% of the total probability) and as a result is less sparse that the Laplacian which we employ. Van Hateren and van der Schaaf's method simply seeks \non-Gaussianity" and is thus ambivalent as to the degree of sparseness.
Comparison to traditional bases
One of the advantages of the probabilistic framework is that alternative bases can be compared objectively in terms of their coding e ciency. To estimate how well a particular basis represented a given set of data, we followed two methods described in detail in 4].
The rst method is to use Shannon's theorem directly to obtain a lower bound on the number of bits required to encode the pattern, which is #bits ? log 2 P(xjA) ? L log 2 ( x ); (24) where L is the dimensionality of the input pattern x and where x is the standard deviation of the additive noise. This de nes the precision of the encoding and essentially discretizes the continuous distribution P(xjA) into hyperbins of size x . The higher the noise level, the coarser the encoding. As the noiselevel goes to zero, the length of the codewords becomes increasingly large. Shannon's coding theorem states that this expression will give a lower bound on coding length if the model is correct, but if the assumptions of the model are wrong, e.g. if P(s) does not match the observed coe cient distribution, this measure will overestimate the bound by an amount equal to the Kullback-Leibler divergence between the model density and the true density.
The second method is to calculate the entropy of the basis vector coe cients. A single function, f(s), is used to estimate the probability density for all of the coe cients using the observed distributions on a training set. The coding cost for a test data set is computed by estimating the entropy (in bits per pattern) of the tted coe cients #bits ? X i n i N log 2 f i] ; (25) where the notation f i] represents the fact that f(s) is quantized to a precision needed to maintain an encoding noise level of x , and n i is the number of counts observed in each bin of f ] for each of coe cients t to a data set consisting of N patterns. See 4] for details.
This has the advantage over the probability method because it is not a bound but a direct measure of coding cost, albeit with a simple coding scheme. The entropy method has the drawback that it does not include the cost of mis tting the data, but, because it uses the actual distribution of the observed coe cients, it can yield a more accurate estimate of the coding e ciency if the data are well-t. Thus the estimate of coding e ciency based on entropy can be higher or lower than the estimate of the bound based on probability, depending on the extent to which the data can be encoded to maintain an error of x and on the accuracy of the probabilistic model. In the comparisons below, the learned basis functions were obtained using the same methods as described above but using a data set consisting of randomly sampled 8 8 image patches. The basis coe cients were t to test data using the same procedure as above, but with a tolerance of 10 ?4 . The Laplacian prior parameter m was adapted to t the density of s m obtained from the images. The noise level was set to be the same as that used during the learning, about 7.8 bits per pixel ( x = 1= p 3000). The estimated coding e ciencies were calculated using using 8 8 image patches randomly sampled from a test dataset. The standard deviation of these estimates were calculated using ten di erent test data sets of 100 image patches each. Figure 4 shows some of the bases used in the comparison to the learned basis: a Gabor wavelet basis t to the learned basis, a basis obtained using principal component analysis (PCA), the standard Fourier basis, the Haar wavelet basis, a Daubechies wavelet basis (without wrap-around, N=2 ?]) basis, and a Gabor wavelet basis. The Gabor wavelet basis was constructed using the methods of Lee 3] in which the Gabor basis functions are constrained so that they better match the properties of V1 simple cells. The Gabor basis was constructed using the parameters K = 3; N = 1; a 0 = 2; b 0 = 2 (using Lee's 3] notation) with an aspect ratio of 2:1 and a bandwidth of 1.5. Three levels generated 67 basis functions (only 64 are shown in the gure). Not shown are the learned bases for 8 8 image patches (similar to those shown in Figure 1 , a Daubechies wavelet basis with wrap around on the 8x8 grid, and a pixel basis (A is the identity).
Comparison of complete bases (A 64 64 )
We also tested a basis learned using the standard ICA learning rule. Because these are complete bases, the only di erence between the ICA learning rule and the rule used here is the assumption of additive noise and the choice of the prior. ICA assumes zero noise and a prior corresponding to P(s m ) / sech(s m ), which assumes that the distribution of s is less sparse than under the Laplacian. Table 1 shows the estimated coding e ciencies in bits per pixel for the various bases. The results show that the learned basis is between 0.7 and 1.1 bits per pixel more e cient than any of the non-adapted bases. Note that although the tted Gabor basis achieves the best coding e ciency in terms entropy, it is among the worst in terms of probability. This re ects the fact that this set of basis functions does not fully span the space of natural images and cannot adequately encode all of the data. There is yet greater mis t with the hand-tiled Gabor basis. The mis t cost is not taken into account by the entropy estimate but is considered in the e ciency estimate based on probability. Although the Gabor basis can be made complete using the frame theory of Lee 3] , to do so requires a large number of basis functions. The large di erence between the hand-generated and tted Gabor clearly shows that it is di cult to choose values for the large number of free parameters in a Gabor basis so that the space is optimally tiled. This problem is exacerbated by using a small sampling grid. The approach here optimizes these parameters to maximize coding e ciency and solves this tiling problem not only for the Gabor-like functions, which are a consequence of training on natural images, but by adapting the basis functions themselves. The coding e ciency is re ected in the distributions of the coe cients obtained when encoding natural images. Figure 5 shows the histograms and kurtosis values for some of the bases used in the coding e ciency comparisons. The adapted bases, the 1x and 2x learned bases, the Gabor bases t to the 1x learned basis, and the PCA basis, all show much larger kurtosis values than the Fourier, Haar, Daubechies, or Gabor basis. Note that all of the histograms for the non-adapted bases are non-Gaussian, consistent with previous observations 2, 30] . It is also evident from these gures that the Laplacian assumed by the model does not describe either of the distributions for the learned bases particularly well. It would be desirable to incorporate a prior that better describes the actual coe cient distribution, which would lead to better coding e ciency. The di culties associated with this are discussed below.
The predicted compression rates for these bases might seem poor compared to standard compression algorithms, but it should be kept in mind that these rates are for near noiseless compression (7.8 bits of resolution per pixel) on black and white image patches that are already whitened. For comparison, the table also reports the compression rate achieved using JPEG on the same dataset. JPEG is designed as a lossy compression algorithm and contains a \quality" parameter that controls the trade-o between image quality and compressed size. To achieve a comparable encoding precision required a quality parameter between 96 and 97, which yielded a measured encoding precision 7.62 and 7.90 bits per pixel respectively, with a corresponding compression rate of 4.16 and 4.58 bits per pixel. Interpolating to get an encoding precision of 7.77 bits per pixel (the same precision used for the other estimates) gives an approximate compression rate of 4.36 bits per pixel. This e ciency is signi cantly better than that of the Fourier basis, upon which JPEG is based, re ecting the fact that JPEG is able to reduce redundancy among the coe cients, whereas the model assumes the coe cients are independent. The estimated coding e ciency of the learned basis functions (4.11, using the entropy estimate) shows a small but signi cant improvement, suggesting that incorporating learned basis functions into compression algorithms could yield improved compression rates. This comparison shows that there are at least two routes to an e cient code. Compression algorithms such as JPEG uses the mathematically convenient basis and compensate for the correlations in the coe cients. The approach presented here learns a set basis functions such that the coe cients are maximally independent.
Checking the coding e ciency estimates
To check the consistency of the coding e ciency estimates, an arti cial dataset was generated by synthesizing data from the pixel basis using a Laplacian distribution for the coefcients. This produced images that consisted of independent pixels each with a Laplacian intensity distribution. Table 2 shows the estimated coding e ciencies for the same set of bases. For this dataset, the pixel basis achieves the best coding e ciency, and the learned and Gabort bases perform much worse than any of the xed basis. This indicates that the coding e ciency estimates are consistent, because the true generating basis gives the best estimated coding e ciency. Also note that for the pixel basis, the two estimates of coding e ciency are nearly identical. This indicates that the approximation to P(xjA) is reasonably accurate, because in this case the assumptions of the model are correct. Two bases were used for comparison to the learned 2 -overcomplete bases. A Fourier basis was generated by evenly sampling in frequency, orientation, and phase, and a Gabor basis was generated using the parameters K = 3; N = 1; a 0 = 2; b 0 = 1:5 (using Lee's 3] notation)
with an aspect ratio of 2:1 and a bandwidth of 1.5. For levels generated 118 basis functions. Table 3 shows the coding e ciency estimates in bits per pixel for these 2 -overcomplete bases, in comparison to the learned bases. Again the learned basis achieves better coding e ciency than the xed Fourier or Gabor basis on the same image dataset. The relatively large values for the entropy of the Gabor basis suggest that there are strong correlations in the basis function coe cients. One might expect that as more basis functions are added to the overcomplete representation, the coding e ciency should increase, because the basis functions can become more and more speci c and obtain a better approximation to the underlying density. A comparison of tables 1 and 3, however, show that this is not the case. A likely reason for this is that the assumptions of the model are breaking down for higher degrees of overcompleteness. In particular, the present model assumes that the coe cients, s, are independent, an assumption that becomes increasingly inaccurate for higher degrees of overcompleteness. Models that can capture a greater variety of structure in the coe cients, such as with hierarchical priors, could achieve better representation and greater coding e ciency.
Noise removal
In order to demonstrate the ability of the adapted bases to capture typical structure in the data, we applied the algorithm toward the problem of noise removal in images. This task is well-suited to the algorithm, because Gaussian additive noise is incorporated into the speci cation of the image model. A set of bases that characterizes well the probability distribution of the data should have improved noise removal properties, because they will be better at inferring the most probable image in the face of uncertainty.
A 60x60 sub-image was extracted from the training set and Gaussian noise with variance 0.05 was added to the image, which had a variance of 0.124 (SNR = 3.9 dB). The image model was applied to non-overlapping 12x12 blocks for di erent basis sets. On each image presentation, the coe cients are t so as to maximize the probability of the image, using a Laplacian prior on the coe cients (i.e. the same as in learning). s = max s P(sjx; A) (26) = min s 2 jx ? Asj 2 + T jsj : (27) The denoised image,x, is then computed aŝ x = Aŝ : (28) The resulting image reconstructions are shown in Figure 6 . The learned bases appear to do well at rejecting noise in the at, uniform luminance regions of the image and also capture more details of the structure (e.g. the details in lower left portion of the image are a bit sharper). Denoising with the Wiener lter, which uses the Fourier basis and a Gaussian prior as its image model, produces a perceptually di erent reconstruction, re ecting di erent assumptions about the underlying image structure. Quantitatively, there is only a slight improvement in using the learned basis functions over the Wiener lter (SNR = 9.5 vs 8.6 dB). It should be noted that because the images were pre-processed by lowpass ltering and whitening, the Wiener lter is using information that is mainly in the corners of the two-dimensional frequency domain. This method of denoising shares many elements in common with the method of Bayesian wavelet`coring' developed by Simoncelli and Adelson 31] . Both utilize a transformation through a set of basis functions in order to reveal sparse, non-Gaussian histograms on the coe cients, and both utilize Bayesian inference based upon these histograms in order to form an estimate of the underlying signal. The main di erence lies in the way that the optimal coe cient values are arrived at. The coe cient values in the approach presented here are computed iteratively by maximizing the posterior distribution over the coe cients, whereas Simoncelli and Adelson compute the coe cients by simply projecting the image onto the basis functions and then computing the mean of the posterior distribution given these coe cients (no iteration required). Both methods appear to yield sizable gains over Wiener ltering, but how they compare to each other on similar image ensembles at similar noise levels deserves further exploration.
The method described here is virtually identical to the`Basis Pursuit Denoising' method 32]. The only di erence here is that the learned bases (or`dictionaries,' in their terms) have been adapted to the signal structure, according to the same probability model used for inferring the denoised image, rather than using a basis set that is speci ed a priori. Again, careful tests that compare the relative merits these di erent techniques have yet to be done. 6 Filling-in missing pixels
The same procedure that was used for denoising can also be used to ll-in missing pixels, because missing information can be viewed as another form of noise. If the noise level of the missing pixels is set to in nity ( m = 0) in the likelihood function, P(xjA; s) / exp(? (30) will result in an image,x = Aŝ ; (31) that interpolates the values for these pixels. Figure 7 shows an example where the complete (1x) learned bases were used to infer the image structure when 70% of the pixel values have been removed. Compared to spatial interpolation using, for example, cubic splines ( gure 7c), the model reconstruction is able to ll-in features such as lines or edges, whereas spline interpolation smoothes between the available pixels (compare, for example, the patches in the second row, rst column, and also the patches in the third row, fourth column). The model reconstruction gives 5.3 dB SNR vs 3.7 dB for interpolation. Further experiments (not shown) indicate that reconstruction by the model performs increasingly better than spline interpolation (in terms of mean squared error) with an increasing amount of missing information.
Everson and Sirovich 33] describe a similar method for lling-in missing pixels by using the Karhunen-Loeve transform applied to a speci c image class, i.e. faces. In terms of our framework, their procedure corresponds to using a Gaussian prior, and thus it captures only the second-order statistics in the data. The method described here, by contrast, utilizes the higher-order statistics due to the non-Gaussian prior. In the case of natural images, this allows the model to ll-in missing data using learned features like edges and lines. removed and reconstructed using the methods described in the text. The reconstruction by the model is superior to the reconstruction based on spline interpolation, because the model can ll-in actual structure in the image, whereas spline interpolation only smoothes between available pixels. This can be seen by comparing the image patches in row 2, column 1 and row 3, column 4.
Discussion
We have shown in this paper how the framework of probabilistic inference can be employed both for learning e cient image codes (equation 20) and also for inferring the most probable representation for a given image (equation 9). We have demonstrated moderate success in learning bases that capture the underlying statistical structure of images and have demonstrated how these can be compared quantitatively to of a number of standard image codes. In these comparisons, the learned basis show a 15-20% improvement over traditional bases and compares favorably to compression rates of highly optimized compression algorithms such as JPEG. This framework also allowed us to test the viability of using overcomplete representations for purposes of e cient coding. Overcomplete codes have been shown to yield greater coding e ciency on some test data sets 4], but for the natural image data used here, overcomplete codes did not yield and improvement in coding e ciency. Although the entropy per coe cient was less in the overcomplete case than in the complete case, this reduction in entropy did not outweigh the cost of having to transmit twice as many coe cients. This could be the result of both inaccuracies in the approximation used to estimate the data likelihood and shortcomings in the present image model.
An important concern in our present speci cation of the model is the accuracy of the coe cient prior, P(s). Clearly, there is a need for this prior to be more exible. For overcomplete codes, a Laplacian is not sparse enough to re ect the fact that, for each pattern, a subset of the coe cients will be zero. Buccigrossi and Simoncelli 30] have observed that coe cients of wavelet representations of images are more sparse than predicted by the Laplace distribution and can be well modeled with a generalized Laplace distribution (log P(s) / ?j sj p ). Another possibility for improving the prior is to use a mixture distribution consisting of a delta function at zero and a second function describing the distribution of non-zero coe cients. A more exible approach proposed recently is to model P(s) with Gaussian mixtures 34, 35] . Better approximating the coe cient prior would allow the model to better capture the actual coe cient distribution, but two important problems must be addressed before the bene ts of such a model can be realized. The rst is nding the most probable coe cient values. For the cases of positive noise ( > 0) and overcomplete representations, computing the most probable coe cients is not straightforward, although recent work has made progress in nding the most probable coe cients for overcomplete representations with a generalized Laplacian prior 19]. A second issue is how to evaluate or approximate the integral required to compute the data probability, P(xjA) (equation 12 ).
This remains a challenge for general models.
In this report, P(xjA) by approximating the coe cient posterior distribution, P(sjx; A), with a Gaussian. One promising approach for more accurate estimates is to model P(s) with a Gaussian mixture 34, 35] and again use a Gaussian approximation at the (maximum) posterior mode. A more general approach, suggested by equation 17, is to use Monte Carlo methods 36] to estimate P(xjA) by sampling the coe cient posterior.
It should be emphasized though that despite these shortcomings of the particular models and approximations used here, the probabilistic framework described here provides a new perspective on the utility of working with an adapted basis set { i.e. better modeling of the underlying probability density. In the case of non-zero additive noise or an overcomplete basis, the resulting image representation is a not a simple linear transformation of the image, but a result of a non-linear inference process that nds the most probable explanation of the image. A by product of the algorithm used to infer the representations (the encoding step) is that it naturally lends itself to denoising and lling-in of missing data. A further advantage of the probabilistic framework is that the assumptions about the form of the model as well as the noise are made explicit and can be tested objectively.
A second issue addressed in this article is the relevance of the learned codes to neurobiology. Almost 40 years ago, Barlow 24] proposed that a principle of neural coding is redundancy reduction, i.e. the population of neurons forms a factorial code in which the neural output for the particular data ensemble, such as natural scenes, are statistically independent. The general framework applied here is one of density estimation, i.e. estimating P(xjA) (equation 12) , which minimizes the Kullback-Leibler divergence between the model density and the distribution of the data. Under certain forms of the model, this is equivalent to the methods of redundancy reduction and maximizing the mutual information between the input and the representation 37, 38, 39] , and has been advocated by several researchers 24, 40, 25, 1, 41, 42] . Because the model we have used here assumes statistical independence of the basis function coe cients, it provides a direct method for generating predictions from these principles about the structure of population codes.
The analysis of both complete and overcomplete bases adapted to natural images suggest that the some of the properties of V1 receptive elds can be accounted for by Barlow's e cient coding principle. This result is consistent with previous observations 14, 10, 21, 22] , and in fact the learning algorithm used by Olshausen and Field 14, 10] and the ICA learning rule used by Bell and Sejnowski 21] can both be derived from this framework 4]. The notion of e cient coding can only be de ned with respect to a model, and this represents perhaps the simplest non-Gaussian model that produces Gabor-like receptive elds. The class of models used here can only capture the most elementary structure in natural images. This perhaps is one reason why the overcomplete bases did not result in improved coding e cieny in spite of producing a more dense tiling the Gabor spaces which is closer to that observed in the physiological population.
Whether these principles are actually used by the brain is an issue that can only be addressed by using these principles to make explicit predictions and contrasting these with physiology. The framework used here nds compact descriptions of arbitrary highdimensional data spaces and has the potential for a wide variety of applications. It will be exciting to apply this framework to pattern domains where good codes remain largely unknown. We do not suggest that e cient coding is the only principle underlying cortical function. It remains to be seen to what extent these ideas, which show promise in accounting for elementary aspects of sensory coding, will apply to higher levels of cortical processing. 
