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Abstract 
Roboticists and futurists alike dream of a world that will provide us with 
intelligent robots capable of completing a range of tasks, especially those 
considered undesirable or dangerous. While advancements have been achieved 
in some recent works on this front, the truth is that this dream is unlikely to turn 
into reality within the foreseeable future. For this reason, human-in-the-loop 
control of robots, especially in unstructured environments, remains of major 
research interest. This thesis presents an extensive investigation into user 
interface (UI) design for teleoperation and how possible UI improvements could 
be made using virtual reality (VR) and augmented reality (AR) hardware and 
software. This research takes advantage of the recent advancements in 
standardised robotic frameworks, computer networks, semi-autonomous robots, 
and VR and AR hardware to investigate the following research question: 
Can a dynamic virtual reality user interface provide a teleoperation 
framework able to achieve more advanced control of heterogeneous robot 
teams?  
In a response to this question a framework is proposed for the design and 
development of a dynamic virtual reality UI (VRUI) for the teleoperation of 
heterogeneous robot teams.  This framework consists of four separate layers 
aimed at improving the teleoperation of heterogeneous robot teams.  
Layer 1 consists of the communication platform required to connect both 
robotics middleware and VR development environments used to communicate 
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required information between an operator and robots. It also presents the concept 
of a virtual control room used to select individual robots and their teleoperation 
requirements. Layer 1 is successfully demonstrated using VR hardware to both 
teleoperate and view sensory information using a simulated robot supported by 
the robot operating system (ROS).  
Layer 2 represents a robot auto-categorisation system that identifies 
commonly used robot categories such as unmanned aerial vehicles (UAVs), 
humanoids or manipulators based on their kinematic configuration. An artificial 
neural network (ANN) is designed that auto-categorises a robot based on 
kinematic information obtained from ROS. Results show a high-level of 
accuracy with robots that have simple kinematic configurations while future 
work is identified to improve results obtained when using the designed ANN for 
robots within increased kinematic complexity. 
Layer 3 identifies the number of VRUI configurations required for a given 
heterogeneous robot team based on robot characteristics and a set of user defined 
relationship rules. A MATLAB toolbox is developed that allows users to select 
a series of robot characteristics, a set of example rules are then used to determine 
the required number of VRUI configurations. Three test cases are used to test 
the toolbox with results showing a significant decrease in the number of VRUI 
configurations required when using a set of rules that allow robots within the 
same or similar characteristics to share the same teleoperation VRUI 
configuration. 
Layer 4, the final layer, is responsible for the dynamic assignment of VRUI 
configurations based on operator selection. This layer implements the previous 
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three layers using the Unity game engine to demonstrate the dynamic 
teleoperation VRUI through the dynamic assignment of different VRUI 
configurations. A demonstration of the dynamic assignment of different VRUI 
configurations is shown using a simulated heterogeneous robot team and two 
search and rescue scenarios. The added benefits of using the dynamic 
teleoperation VRUI for controlling heterogeneous robot teams is discussed such 
as the ability to view sensory information and navigate operator selections more 
intuitively as opposed to traditional means. 
The proposed dynamic teleoperation VRUI framework consisting of the 
four layers discussed above is suggested to improve the current ad-hoc approach 
to the teleoperation of heterogeneous robot teams. This framework provides the 
ability to communicate with ROS supported robots using a standardised 
communication protocol and data format, auto-categorise robots using kinematic 
descriptions, determine the number of VRUI configurations required for a 
particular robot team and dynamically assign them based on user selection and 
robot characteristics. Teleoperation of robot teams is achieved using VR 
hardware taking advantage of the extra virtual workspace that it provides over 
traditional hardware such as gesture based control and stereoscopic display. 
Research contributions made throughout this thesis include a new method 
for connecting ROS to a VR supported development environment, this is an 
improvement on the commonly used practice of connecting VR hardware to the 
ROS environment and removes the complications found due to lack of VR 
support for Linux based systems.  Layer 2 introduces what the author believes 
to be the first robot auto-categorisation system that categorises robots based on 
iv 
their kinematic structure and is implemented using an ANN algorithm. Layer 3 
provides a unique method for determining the number of unique UI 
configurations, in the case of this thesis VRUI configurations, for a user 
described robot team using four robot characteristics, robot category, sensory 
type, number of sensors and robot motion control. This method of using robot 
characteristics to describe a robot team and reduce the number of VRUI 
configurations improves the current teleoperation UI design practice by reducing 
the number of UI designs required by the sharing of similar characteristics with 
robots who are of the same category. Layer 4 encompasses the previous three 
layers to provide a new approach to teleoperation system design. This approach 
provides operators with a more intuitive interface through the inclusion of VR 
hardware while also drastically reducing the complexity of a traditional 
teleoperation system and its design.   
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Chapter 1 
1.Introduction 
Since the industrial revolution, the demand for effective collaboration 
between man and machine to achieve high productivity, efficiency, quality, and 
safety has continually increased. In some instances, machines have supported 
humans to produce results that would not have been possible in previous eras. In 
fact, few workplaces today exist without the reliance on machinery in their daily 
operations.  
In a classical sense, machines can be classified into two types, mechanical 
and electrical. Common mechanical machinery includes earth-moving 
equipment, transportation vehicles, conveyor belts, and lifting devices (e.g., 
forklifts), all of which provide some form of mechanical advantage to operators. 
Electronic machines such as computers, cash registers, smart phones, network 
equipment (e.g., routers), and even sensors provide a range of advantages over 
human labour. These advantages include the abilities to perform precise 
measurements quickly, accurately store large amounts of structured information, 
perform rapid calculations, and communicate at high speeds.  
Over the past half century, mechanical and electrical systems have been 
increasingly combined to take advantage of their strengths in the field of 
mechatronics. The rise of mechatronics has led to vast improvements in an array 
of industries, including transportation, construction, manufacturing, agriculture, 
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resources, defence, and the wholesale and retail trade. Robots are at the heart of 
these types of mechatronic systems. Industrial robots, for example, exploit the 
advantages of modern machinery to lift heavy loads, and provide higher 
repeatability than their human counterparts. These types of robots also rely on 
modern electronics and computation to make quick decisions with lightning-fast 
reaction times. 
Although these types of robots can work purely autonomously with greater 
efficiency and accuracy than humans, such advantage only holds for well-
defined and repetitive applications in structured environments. As the tasks 
become less defined and more complex, such as that exposed in non-
deterministic and unstructured environments, the decision-making capabilities 
of a robot significantly declines. When the ability of a robot to make decisions 
is compromised, a human-in-the-loop becomes necessary. A well-designed 
human-in-the-loop system should take advantage of the opposing skill sets of 
humans and robots to achieve a synergy between them.  
Achieving the best cooperation between humans and robots requires a 
well-designed and intuitive user interface (UI) that provides a medium for clear 
communication. Such an interface should leverage the advantages of robots, 
which exhibit great physical power, high precision, fast computation, 
expendability, designed to specific requirements (e.g., weight and size), 
communication speeds, and large reliable memory, and those of humans, 
including their intuition, decision-making, risk assessment, and emotional 
intelligence. 
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With robots coming in many different forms, shapes and sizes, various 
systems have been implemented. Robot types include humanoid, torso, 
manipulator, mobile manipulator, unmanned aerial vehicle (UAV), and 
unmanned ground vehicle (UGV). Teleoperation, the remote operation of 
machines especially in the context of robots, can be accomplished via a range of 
different peripheral devices, such as buttons, keyboards, mice, joysticks, control 
pads, audio commands, hand and body gestures via tracking systems, and even 
haptic devices. As a result of the advancements in virtual reality (VR) in recent 
years, traditional teleoperation techniques can now be expanded to large virtual 
environments through the use of CAVE automatic virtual environments 
(CAVEs), head-mounted displays (HMDs), or other VR and augmented reality 
(AR) hardware. 
This thesis suggests a framework for the development of a dynamic virtual 
reality user interface (VRUI) that allows a range of different robotic systems to 
be teleoperated through an array of modern controls that best suit required tasks. 
For example, consider a telepresence approach that allows the operator to control 
a humanoid robot using human body movements. One challenge with this 
approach is that if a static display such as a monitor is used to perceive the robot’s 
current vision, then the movement of the operator’s head is constrained. For 
example, when the operator wants to command the robot to look left or right, the 
full left or full right movement of their head would affect their ability to view 
the monitor. This example highlights how virtual environments could be used to 
liberate the operator from such restrictions. 
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To achieve the best results, UI or VRUI designs must be intuitive and not 
subject to significant limitations, such as in the example discussed above. Virtual 
environments could be used to help alleviate such problems through the increase 
in virtual workspaces to improve teleoperation control. If a VRUI is aware of the 
robots being teleoperated, it may provide the operator with a selection of 
interfaces most suited to the application. Given the rise in standardised robotic 
descriptors the categorisation of an individual robot for teleoperation, such as a 
humanoid or UAV, are now possible. As the diversity in the types of robots being 
controlled increases, scenarios in which teleoperators are required to control 
single or multiple heterogeneous robot teams should be considered.  
The aim of this research is to develop a framework for a dynamic 
teleoperation VRUI that can provide more advanced and intuitive controls for 
the teleoperation of heterogeneous robot teams, particularly for those deployed 
in unstructured environments. 
1.1. Motivation of the Study 
Recent technological advancements in areas such as the standardisation of 
robotic frameworks, accessibility to high-quality and low-cost VR and AR 
solutions, improvements in data communication, as well as the ever-increasing 
computing power, drive the emergence of new approaches. For example, the 
recent advances in middleware facilitating the computer clustering of graphics 
processing units (GPUs) and central processing units (CPUs) power are resulting 
in the creation of high-end virtual environments that would have otherwise 
required specialised supercomputers [1-3].  
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These technological advancements and their contributions to the 
improvement of teleoperation interfaces are listed as follows: 
• Recent advancements in the access to high-performance low-cost VR 
and AR hardware, such as HMDs, CAVEs, AR glasses, tracking systems, 
and haptics, are increasing the level of immersion achievable in virtual 
environments. 
• Significant improvements in mobile data communication bandwidth and 
network latency are allowing volumes of information to be transmitted 
between robots and operators using mobile solutions. 
• Hardware processing power is continually increasing and becoming 
highly scalable through middleware and heterogeneous computer 
clustering, including low-cost access to cloud computing solutions. 
These advancements provide access to systems that enable the 
processing of computationally heavy applications, such as VR, AR, and 
large-scale robotic systems. 
Figure 1 shows a Venn diagram illustrating the area of research focused 
on throughout this work. The diagram highlights the overlap among human 
operators, robots, and VR. In this research, the premise is that human operators 
utilise robots and VR to complete remote tasks through teleoperation. Therefore, 
for the purpose of this work, VR is considered a subset of robotics as it extends 
the current teleoperational capabilities of robots in the area of a teleoperation 
VRUI.  
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Figure 1. Venn diagram illustrating the research area in this thesis 
1.2. Problem Statement 
The teleoperation of robots is a difficult task consisting of an array of 
challenges for both teleoperation system designers and teleoperators. 
Traditionally, numerous technological barriers limited the deployment of 
teleoperation to a master–slave system, in which a single operator controlled a 
single robot. Rapid advancement in several areas, such as data communication, 
computing power, robotics middleware, and artificial intelligence (AI), has 
driven the introduction of semi-autonomous robots and given rise to the 
deployment of heterogeneous robot teams to solve complex tasks. With the 
introduction of autonomous functionality to modern robots, teleoperators can 
now be relieved of the continuous pure teleoperation control of a single robot 
and move towards a supervisory role responsible for managing several semi-
autonomous robots. This change in teleoperation roles has introduced a new set 
of challenges for teleoperators, such as maintaining situation awareness when 
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switching between robots within a team or remembering the different 
teleoperation UI approaches even when controlling robots with similar 
functionality. In response to such changes and due to the recent introduction of 
robust and reliable VR solutions, this thesis seeks to design a framework for the 
development of a dynamic teleoperation VRUI to help simplify the teleoperation 
of heterogeneous robot teams.  
Although research into the teleoperation of remote robots has seen 
advancements in transparency [4], stability [5-7], and the ability to operate 
subject to communication delays [8, 9], research into the UI by which 
teleoperators interact with such systems remains prime for improvement. 
Traditional peripheral devices such as keyboards, joysticks, mice, and two-
dimensional (2D) displays remain the common solutions across many real-world 
applications. In some advanced cases, operators use kinematically similar master 
devices for controlling slave robots [10-12], although such an approach is 
generally unique to a particular robot and unlikely to be used when controlling a 
team of robots. This thesis looks to provide a more intuitive and consistent 
approach than that provided using the traditional approaches outlined above. 
1.3. Research Objectives and Contribution 
Research into a sophisticated and effective teleoperation UI is required to 
achieve the intuitive teleoperation of heterogeneous and dynamic robotic 
systems for increasingly challenging real-world tasks. This thesis argues that the 
advancement in teleoperation interfaces has slowed due to limitations in 
available technology. These limitations include communication latency and 
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bandwidth, adequate VR hardware, low-cost robot hardware for configuring 
intuitive controls such as haptic devices, and the lack of standardised robotic 
platforms. In recent years, however, each of these areas have seen significant 
advancements that have bridged the research gap of teleoperation workspaces 
that enable operators to intuitively control a number of heterogeneous robots 
operating in unstructured environments. 
This research looks to leverage the recent advancements discussed above 
to propose a framework for the development of a dynamic VRUI with the aim 
to provide more advanced control of heterogeneous robot teams. The objectives 
of this research are as follows: 
• Design an overarching framework for an architecture that describes a 
dynamic teleoperation VRUI system to improve the teleoperation of 
heterogeneous robot teams.  
• Develop a platform for communication between robot and VR 
development environments to leverage VR hardware and thereby allow 
the implementation of VRUIs. 
• Design a robot auto-categorisation system that identifies a robot 
category, this will be used as key information in the dynamic assignment 
of a VRUI configuration when switching between robots within a 
heterogeneous robot team. 
• Identify the relationship between robot characteristics and VRUI 
configurations to find common characteristics that can minimise the 
number of VRUI configurations required for a given robot team. 
• Dynamically assign VRUI configurations for teleoperation in real time 
that best suits the current selections made by the operator when 
teleoperating a team of heterogeneous robots. 
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1.4. Thesis Overview and Outline 
Figure 2 provides an overview of the proposed framework designed as 
part of this research into a dynamic VRUI for the teleoperation of heterogeneous 
robotic teams, each layer is presented in a separate chapter as discussed below.  
 
Figure 2. Dynamic teleoperation VRUI framework 
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Chapter 2 provides a literature review that presents an overview of the 
research into teleoperation, VR and AR, and robotics middleware. The first 
section of this chapter looks at the teleoperation of robots, particularly semi-
autonomous robots, and heterogeneous robot teams. It then discusses the 
challenges in data communication and human–robot interfaces. The second 
section discusses the current state of VR and AR hardware solutions for 
providing visual, auditory, user tracking, and haptic feedback. The final section 
of the chapter provides an overview of the different robotics middleware 
currently available in today’s push towards a standard approach to robotic 
development. 
Chapter 3 details the first layer of the dynamic teleoperation VRUI 
framework. It presents the architecture for connecting robotics middleware to a 
VR development environment along with the concept of a virtual control room. 
The evaluation of this layer is conducted through the teleoperation of a simulated 
robot using VR hardware to remotely view sensory information.   
Chapter 4 presents the second layer of the dynamic teleoperation VRUI 
framework. This layer is responsible for the auto-categorisation of robots into 
commonly known categories used within the robotic community. An artificial 
neural network (ANN) is designed and tested to convey the concept of the robot 
auto-categorisation system.  
 Chapter 5 presents the third layer of the dynamic teleoperation VRUI 
framework. This layer provides a method to identify the number of required 
teleoperation VRUI configurations for a given robot team using a series of robot 
characteristics and user specified rules. This method aims to share VRUI 
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configurations for those robots who share similar characteristics to reduce the 
number of required VRUI configurations for a given robot team. A MATLAB 
toolbox is developed to identify the number of different VRUI configurations 
for teleoperation given a set of relationship rules and robot characteristics for a 
user defined robot team.   
Chapter 6 presents the fourth and final layer of the dynamic teleoperation 
VRUI framework. This layer provides dynamic assignment of different 
teleoperation VRUI configurations when switching between individual robots 
within a heterogeneous robot team using a VR-supported system. The system is 
tested using a simulated environment, virtual rescue mission and heterogeneous 
robot team.      
Chapter 7 presents the conclusions for the research conducted within this 
thesis and suggests future research directions. 
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Chapter 2 
2.Literature Review 
2.1. Introduction 
This chapter presents the literature review conducted into three main areas 
considered important into the proposed research for the development of a 
dynamic teleoperation VRUI, namely, teleoperation, VR and AR, and robotics 
middleware. The first section on teleoperation provides an overview of semi-
autonomous robots and shared control, discusses heterogeneous robot teams, 
highlights challenges with data communication in teleoperation applications, 
and concludes by identifying the importance of human–robot interfaces. Design 
considerations are also discussed. The second section provides an overview of 
the current state of VR and AR solutions, including HMDs, CAVE systems, AR 
glasses, motion-tracking systems, and haptics. The third and final section 
provides an overview of robotics middleware and discusses the current effort 
toward a standardised robotic development environment. This section also 
provides a comparison of popular robotics middleware by highlighting their 
distinct differences. The final section presents conclusions from the three main 
areas outlined above. The conclusions are used to support the contributions of 
this thesis.  
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2.2. Robot Teleoperation Systems 
Teleoperation is the operation and/or control of a machine at a remote 
distance also commonly referred to as remote-control. In robotics, teleoperation 
is the control of a slave robot at a remote site through a master robot or system. 
Semi-autonomous robotics relates to an area within teleoperational control in 
which robots do not operate with complete independence and require human 
assistance using human-in-the-loop control to accomplish specific tasks or 
functions. Therefore, semi-autonomous robots have some form of AI and 
support teleoperation capabilities where required. The following quote best 
describes the area of semi-autonomy in the robotics field: “Semi-autonomous 
control integrates human teleoperation with robot autonomy” [13]. 
Although fully autonomous robots remain the ultimate goal of roboticists 
[14], in the current situation, full autonomy is typically deployed for well-
defined tasks in structured environments. For situations that are less structured 
and contain a high-level of uncertainty, especially tasks assigned in non-
deterministic environments, roboticists are faced with the open challenge of 
developing reliable autonomous robots [15, 16]. This challenge is especially 
difficult when financial constraints are imposed [17]. As such, in many 
applications, some degree of human-in-the-loop control, such as that in the case 
of semi-autonomy and full teleoperation, is required.  
Figure 3 depicts the spectrum of teleoperational control versus a robot’s 
level of autonomy as presented in [18]. An inverse relationship clearly exists 
between the level of autonomy executed by the system and the amount of human 
intervention required.   
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Figure 3. Level of autonomy versus teleoperation mode 
Note: Reproduced and adapted from [18] 
When a robot is required to operate in a highly challenging and possibly 
time-critical scenario, such as urban search and rescue (USAR), one can 
logically expect that a high-level of human intervention is required and that 
robotic autonomy is limited to low-level control, such as stability control [19, 
20]. Research [13, 19, 21-26] supports the use of shared control approaches to 
robotic control. Current robot autonomy can be relied upon for tasks requiring 
fast response times using known algorithms and technologies. Hence, complex 
decisions such as risk assessment fall in the hands of humans who can employ 
intuition, experience, and judgment. An example of such a shared control 
scenario involves planetary exploration rovers [27], where time delays prohibit 
the real-time control of robot motion. Thus, human judgment is limited to a high-
level supervisory control, such as the setting of waypoints for a robot to follow. 
In this scenario, human teleoperators need to employ sophisticated judgment and 
intuition to specify a series of waypoints that best suit the selected robots’ 
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autonomous capability to autonomously navigate those points. In scenarios 
where the environment is considerably challenging for an autonomous robot to 
navigate, frequent human-in-the-loop control is required. 
Achieving the correct balance of human intervention and robot control for 
a particular scenario enables the strengths of each to be achieved and a synergy 
to be formed by the complimentary skills of a human–robot team [28]. An 
example of good semi-autonomous robotics applies human-in-the-loop control 
that takes advantage of these opposing strengths (Table 1). 
Table 1. Robot versus human strengths 
Robot Strengths Human Strengths 
Large and reliable memory Highly intelligent, great knowledge 
Quick calculations, accurate sensors Holistic and emotional understanding 
Reliable repetition, safely expendable Complex decision making 
Design to specification (e.g. weight) Emotional understanding 
Manage large or heavy payloads Visual understanding 
2.2.1.  Semi-autonomous Robots and Teleoperation Control 
While teleoperation is used in a variety of areas [29], this work looks at 
operating environments that are non-deterministic or unstructured in nature and 
benefit from the deployment of heterogeneous robot teams that may consist of 
different robot categories, such as UGV, UAV, and humanoids. Therefore, the 
following review is limited to teleoperation and shared control applications that 
are used in USAR, explosive ordinance disposal (EOD), exploration of harsh 
and inaccessible environments or other areas that benefit humanity.     
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USAR is the humanitarian response to natural disasters and other 
catastrophic events. In USAR, specialised teams of skilled personnel and 
equipment are used to rescue victims from dangerous and hazardous situations 
and provide them with prompt medical attention. Disastrous events include 
earthquakes, fires, collapse of large structures or mines, floods, and tsunamis. In 
such situations, unnecessary risks to human life when placing teams into the 
hazardous environment can be minimised by using robots to provide a safe 
alternative to investigate and/or eliminate risk in an area, making it safe for 
rescue teams to enter [30]. 
Although robots can provide safety during such situations, their level of 
autonomy as opposed to humans hampers their ability to independently complete 
a wide range of complex tasks, such as navigating unknown environments, 
identifying victims, making complex decisions, and prioritising tasks [21]. In 
such time-critical and dynamic situations, the assistance of human counterparts 
using shared control for human–robot interaction is required. B. Doroodgar et al. 
best describes the necessity of semi-autonomous robots and shared control in the 
field of USAR robotics: “Current applications of mobile robots in urban search 
and rescue (USAR) environments require a human operator in the loop to help 
guide the robot remotely” [21]. 
Robots commonly deployed in USAR tasks include a variety of robot 
categories, such as UGVs, UAVs, and mobile manipulators [31-34]. Such robots 
can be deployed in isolated or heterogeneous robot teams [24, 26] to improve 
the overall rescue response process. Many USAR robots aim to perform 
exploration tasks to provide invaluable information about a given situation and 
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environment before the entry of human teams, thereby ensuring safety and 
identifying victims through the use of onboard-cameras and on-board sensors 
[26, 35]. Other USAR robot tasks include digging and clearing debris [36, 37], 
assessing victims [38], retrieving victims (Figure 4) [39], and providing a 
communication link between victims and rescue teams [40, 41]. 
 
Figure 4. BEAR prototype robot performing victim retrieval  
Note: Developed by Cambridge Research Laboratory [39] 
Although autonomy is applied in USAR robotics, it is most commonly 
used in the context of semi-autonomous applications. As the literature suggests, 
semi-autonomous robots and shared control using human-in-the-loop systems 
remain an important element to the deployment of USAR robotics in the current 
context and in the foreseeable future.  
EOD encompasses the safe disposal of explosive devices, such as bombs 
and mines, in a controlled manner to minimise harm to human life. It is 
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accomplished by highly specialised teams that often include teleoperated robots 
[42].  
The disposal of explosive devices is a time-critical and complex task that 
is undertaken in highly dangerous and hazardous situations. Robots provide a 
safe alternative when diffusing explosive devices to help prevent harm, injury, 
and death. Modern EOD teams use a combination of human intelligence and 
teleoperated robots to achieve the EOD objective of rendering explosive devices 
safe [43].  
UGV and mobile manipulator robots are commonly used by disposal 
teams to inspect and dismantle explosive devices. This task is typically 
accomplished through the use of remotely controlled on-board manipulators and 
grippers, as depicted in Figure 5 [44-49]. Navigation [50, 51] and detection [52, 
53] are other important robot capabilities required for EOD tasks. UAVs can also 
benefit EOD teams through their use in explosive device and mine detection [54, 
55].  
Due to the hazardous environment and complex nature of explosive 
disposal, bomb defusal, and land mine clearing, the inclusion of human decision 
making, intelligence, and knowledge is necessary. Therefore, the teleoperation 
and shared control of EOD robots remain an important design component of 
EOD robotics.    
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Figure 5. Teodor EOD robot inspecting test pipes on concrete cylinder  
Note: Reproduced from [48] 
Semi-autonomous robots are also used to explore harsh or inaccessible 
environments that range anywhere from space exploration [56-58] (Figure 6) to 
underwater investigation [59, 60]. Inaccessible and harsh robotic applications 
also include surveying volcanic environments [61, 62], power lines [63, 64], 
mines [65-67], bridge structures [68, 69], and pipe inspection [70].   
The importance of teleoperation in today’s robotic systems is well 
represented by its requirement in space and underwater exploration. Even in the 
most difficult communication conditions, low-level teleoperation techniques 
such as supervisory control are still deployed due to the inefficiencies of fully 
autonomous robots [71, 72]. Despite the rapid advances in AI, the teleoperation 
of robots will still be required to provide a failsafe solution in the event of 
autonomous failure [27]. 
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Figure 6. Science officer using a remote manipulator system   
Note: Taken in the National Aeronautics and Space Administration (NASA) 
International Space Station (ISS) [27] 
2.2.2. Heterogeneous Robot Teams 
Extensive research has been conducted in the field of teleoperation for 
human–robot teams. The literature appears to have an overlap and 
interchangeability in the use of terms “robot teams” and “robot swarms”. In 
this work, the following distinction is made: “robot teams” applies to groups of 
robots with the inclusion of human-in-the-loop control [73-76], while “robot 
swarms” refer to teams of identical robots communicating together and usually 
simulating insects, such as ants, to achieve a common goal [77-80]. This thesis 
is only interested in groups of robots working harmoniously with human 
operators and therefore, the term robot teams is used.  
Robot teams improve the overall efficiency in accomplishing complex 
tasks by using multiple robots and taking advantage of their individual 
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capabilities while allowing human-in-the-loop control. For example, a UAV is 
ideal for tasks that involve scouting vast areas to identify a particular point of 
interest (POI), while mobile manipulator robots can closely inspect and interact 
with ground objects.  In this situation the teleoperator is regarded as a team leader 
or central commander [81, 82].  
Robot teams provide a range of benefits to various areas, including USAR, 
EOD, exploration of harsh environments, and security surveillance. 
Heterogeneous robot teams can include a range of different robots from different 
categories, such as UAVs, UGVs, mobile manipulators, and humanoid robots 
[83-88]. Each robot within a team has a particular skill set that increases the 
overall synergy of the team [89]. This synergy is often increased by the inclusion 
of a teleoperator who acts as a leader and improves the decision-making 
capabilities of the team [87]. 
The UI design for the teleoperation of heterogeneous robot teams is a 
challenging research topic [75, 90-92]. For example, access to large amounts of 
data and information, such as visual feeds or radar information, is an important 
requirement for teleoperators to make effective decisions. Another consideration 
is informing teleoperators upon individual task completion to allow the 
reassignment of an individual robot to a new task. Although the ability to provide 
large amounts of information to a teleoperator through a UI may not be 
restrictive, there exists a limit to the cognitive load required by the teleoperator 
to process the presented information. This problem is exacerbated by the 
introduction of heterogeneous robot teams because the amount of information is 
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multiplied by the number of robots within a team, a factor that can lead to 
operator overload.  
Two possible solutions to such a problem are introducing force-feedback 
communication [93, 94] and increasing the number of operators [92, 95-97]. 
Overall, the introduction of heterogeneous robot teams can improve the ability 
to complete given objectives if important considerations, such as visually 
saturated environments for UI design, are made. The introduction of multiple 
operators or haptic-enabled UI can provide additional benefits or possible 
solutions to overcome an information-rich environment. 
2.2.3.  Communication Challenges in Teleoperation 
For human–robot interaction to occur using teleoperational control, a data 
communication system that allows information to be exchanged between 
teleoperators and robots is necessary. This data communication could involve 
small packets of text-based information or large amounts of data for real-time 
high-definition videos received from on-board cameras. Data communication 
consists of two main factors that are important to teleoperation, namely, latency 
and bandwidth, both determine the speed and size of of the data transmission 
system. 
Latency is a major factor in teleoperational design, especially in real-time 
pure teleoperation applications, and is the subject of a significant amount of 
ongoing research [5, 9, 98-100]. Latency can vary from 10 minutes for Mars 
exploration [71] to ~5	ߤݏ/݇݉ for optical fibre communications [101]. 
Communication media, environmental conditions, distance, and protocols are all 
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important factors in the design of teleoperational systems; for instance, 
underwater wireless communication is highly restrictive due to the		ܪଶܱ	 
medium [102, 103]. A wide range of research focuses on latency compensation 
techniques, including adaptive controllers [6, 69, 104], time delay and prediction 
techniques [9, 105-107], slave safety features [108], and virtual simulations 
[109]. Recent advancements in fixed, mobile, and wireless communication have 
greatly improved latency times, thereby providing reliable local connections 
with less than 100	݉ݏ of latency [101, 110-113]. In fact, the introduction of 3G, 
4G, and 5G [107] mobile communication is increasing the ability of teleoperated 
mobile robots [114-116] and paving the way for the teleoperation of robot teams.  
 Bandwidth is another important design consideration in teleoperation 
systems, especially those that require high-quality real-time visual feedback 
from remote cameras or other functions requiring large amounts of data. Similar 
with latency, recent advancements in fixed, mobile, and wireless 
communication, along with modern communication protocols [117, 118] and 
compression techniques [119, 120], have significantly increased the ability to 
send large amounts of data for use in teleoperational control. 
Although data communication is central to this research, it does not cover 
improvements to the latency and bandwidth of data communication. It simply 
recognises the existence of such specifications and how they can impede the 
ability of teleoperators to effectively control teleoperated robots. Understanding 
the relationship between bandwidth, latency, and operator performance is crucial 
to developing appropriate interfaces and teleoperation modes. The existing 
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literature deals with communication considerations that can assist during the 
design and developmental process [8, 121-123]. 
2.2.4.  Human–Robot Interfaces and Controls 
Teleoperation would not exist without the ability to provide teleoperators 
with a UI and physical interface allowing them to remotely control single or 
multiple robots. This area of research is an endless cycle because both physical 
interfaces and UI designs are constantly being improved to increase the quality 
and efficiency of teleoperator control and address the changes in robotic 
hardware and other related technologies. This section discusses the common 
traditional control hardware and typical teleoperational UI techniques used in an 
array of teleoperated robots.  
Traditional controls include joysticks or gamepads, keyboards, mice, 
steering-like controls, and kinematically similar master devices [10-12] that are 
used in different ways to provide teleoperational control. Applications include 
the navigation and steering of robots such as UGV and UAV robots, positional 
control of on-board sensors such as cameras [124] and control of on-board 
manipulators [125, 126] that are commonly located on mobile manipulators to 
interact with the remote environment. The use of controls and UI displays on 2D 
screens has prompted the formation of common techniques that are somewhat 
standardised and applied to teleoperational control for a range of different robots. 
These control applications include common motion control techniques such as 
waypoint navigation, joint and end-effector controls, steering, walking, and 
flight controls. 
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Waypoint navigation [127, 128] is used to assign a robot with a desired 
end-point representing a POI as selected by a teleoperator. The teleoperated 
robot then has the required AI to navigate to the desired end-point while avoiding 
collision with surrounding objects. Avoiding collisions is a major challenge in 
waypoint navigation, it is typically addressed through path planning [129-131]. 
Path planning (Figure 7) is achieved using an iterative process in which the robot 
scans its surroundings using camera vision or sensors such as LIDAR [132]. 
Once the surrounding environment is known, the robot then selects a path it has 
determined to be safe. At the end of that path, the process is repeated until the 
robot reaches the desired waypoint. 
 
Figure 7. Object detection for waypoint navigation 
Note: The objects detected are marked in red, and the best path selection is 
marked in yellow [131] 
The teleoperation of manipulators such as arms and grippers can be 
accomplished using a range of different techniques including; interactive 
markers, button control, and kinematically similar master devices, or the 
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selection of a desired end-effector location. The ability to control the individual 
degrees of freedom (DOF) in each particular joint, gripper, pan and tilt camera, 
or even the pose of end-effector locations is considered useful in tasks such as 
camera control and is commonly achieved through the use of interactive markers 
[133-135]. Figure 8 illustrates an interactive maker in ROS [136] that can be 
used to control one to six DOF movements. These interactive markers can be 
used on individual joint/end-effector locations to obtain positional control and 
can be controlled via peripheral devices such as gamepads, mice, or keyboards. 
One challenge for operators when using 2D displays with three-dimensional 
(3D) interactive makers is depth perception [122, 137].  
 
Figure 8. 3D interactive marker used in ROS  
Note: Coordinates are represented as ሺࢄࢅࢆሻ and rotation ሺࡾࡼࢅሻ space 
 Kinematically similar master devices represent another common 
technique deployed in teleoperation to control end-effector position or gripping 
tasks. This technique is often used in medical and surgical robotics, such as in 
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laparoscopic [138, 139] surgery. A good example of a kinematically similar 
master device is the Phantom Omni, which is a commercially available haptic 
device [140, 141] (Figure 9). Challenges that exist in kinematically similar 
teleoperational control approaches include transparency [4, 5], workspace 
mapping [142, 143], depth perception [122], and human coordination, as 
observed by the ISS operator controlling a remote manipulator in Figure 6.  
 
Figure 9. Simulated cell injection teleoperation  
Note: Uses kinematically similar Phantom Omni as master device [141] 
Point-and-click commands [23, 144] are similar to waypoint navigation in 
that the operator assigns the desired end-effector position by clicking a desired 
end location, thereby removing the need for spatial awareness. The robot then 
determines the most suitable path using collision detection and avoidance 
techniques to reach the desired position. Like waypoint navigation, the challenge 
for developers lies in effective path planning techniques. 
A common real-time teleoperation mode for mobile robots includes the 
use of joysticks, gamepads, or steering wheel control that allows operators to 
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drive robots such as UGVs [145], UAVs [146, 147], and mobile manipulators 
[148]. This intuitive technique is synonymous with the operation of similar 
machinery, such as cars or helicopters. The challenges in this type of 
teleoperation mode include spatial awareness [122, 149], teleoperation delay 
[106], and operator workload [137]. 
Extensive literature [99, 121, 122, 137, 149] focuses on performance 
metrics and evaluation techniques to measure particular UI designs and controls 
used in teleoperation against operator performance that is affected by a series of 
factors as explained in this section. These factors should be considered when 
creating any teleoperation application for single or multiple robots. The 
following review of operator performance and UI design holds a wealth of 
knowledge that guides the current work. Table 2 and 3 present the findings 
obtained from the review presented in [122].   
Table 2. Summary of findings for teleoperation display and controls 
Type Findings 
Audio Display 
Useful supplement to visual feedback – increases awareness of 
surroundings, enhances attention to visual cues, and conveys 
complex info; can reduce operator workload; spatial audio displays 
can increase situation awareness 
Tactile Display 
Effective cueing mechanism – can be used to provide warning and 
communication information regarding orientation and direction, as 
well as user position and velocity; especially useful in noisy 
environments requiring long periods of vigilance 
Haptic Input 
Can provide continuous, proportional feedback information that can 
help improve teleoperator performance; ideal for surgical tasks 
requiring fine manipulation 
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Audio and 
Haptic Display 
Providing different modalities in combination may not be more 
advantageous than presenting modalities separately; virtual 
fixtures can provide guidance against certain directions of motion 
or forbidden regions and can improve operator accuracy; visual and 
audio fixtures are more effective than tactile fixtures in terms of 
operator speed and accuracy 
Voice Input 
Controls 
Useful when manual input is not effective (e.g., in a moving vehicle) 
or when both hands of the operator are busy; multiple commands 
can be consolidated into a single macro command; can reduce 
operator fatigue during demanding procedures 
Gesture Input 
Controls 
Easy to use, can be used anywhere in the field of view (FOV) of a 
camera, does not require special hardware, and allows a wide 
variety of gestures because it is software-based; generally oriented 
toward teleoperation tasks that leave the hands of the operator free 
Voice and 
Gesture Input 
Controls 
Provide a large range of interactions natural to humans; system 
interpretation and multiple modality inputs may be difficult; success 
depends on efficient and effective integration and delivery 
strategies  
Note: Reproduced and adapted from [122] 
Many modern teleoperation modes, such as gesture control and haptics, 
have not been discussed in this section. Nevertheless, they will be introduced in 
the next section to provide an overview of the current state of VR and AR 
solutions. 
Table 3. Summary of challenges for teleoperation applications  
Factor Effects Suggested solution 
FOV 
Erroneous speed and 
distance judgments; 
peripheral vision loss; 
degraded remote driving 
• Increase FOV (e.g., perspective 
folding); changeable FOV can be 
considered 
• Caveats: perceived speed increases 
and motion sickness 
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Orientation 
and Attitude 
of the Robot 
Orientation in the 
environment; north-up vs. 
track-up map; mismatch 
between actual and 
perceived attitude of robot; 
unawareness of 
(polymorphic) robot’s 
inclination and shape 
• Map – Track-up map for navigation; 
north-up map for tasks involving 
integration of spatial relations in the 
environment (e.g., recon, surveying, 
planning tasks) 
• Gravity reference view – enhanced 
awareness of robot’s attitude, 
effective route selection, and fast 
completion of route 
• Polymorphic views – operator is 
less likely to tip the robot or have it 
caught on objects 
Multiple 
Cameras 
Attention switching; 
changed blindness; 
perceptual registration 
• Auditory alerts; multimodal solutions 
and visual momentum techniques 
Camera 
Viewpoint 
and Frame of 
Reference 
(FOR) 
Egocentric – cognitive 
tunnelling; exocentric – 
loss of immediacy and 
true ground view; 
integration of information 
from different FORs may 
be challenging for 
operators; saliency effect 
• Dual mode and insert views (e.g., 
sensory ego-sphere); peripheral 
cues for egocentric mode 
Depth 
Perception 
Underestimation of 
distance and size; 
degraded navigation, 
driving, and 
telemanipulation 
• Stereoscopic Display (SD) – 
improved depth perception, obstacle 
avoidance, and arm manipulation 
are important for different terrain 
and remote arm manipulations; 
inter-camera distance should be 
less than the inter-ocular distance 
• Caveats: limited use; mainly 
benefits difficult tasks; may induce 
motion sickness and perceived 
stress; hyper-stereo SD exerts 
multiple negative effects 
Video 
Image/Frame 
Rate 
Degraded motion 
perception and spatial 
orientation; degraded 
• Min. frame rate: 10hz 
• AR/Synthetic overlay 
• SDs (see above) 
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target identification and 
latency 
Time Delays 
Task dependent: negative 
effects range from 170ms 
to over 1s; degraded 
driving, tracking. and 
telemanipulation; over-
actuation when delay is 
variable; robot-to-operator 
delay more detrimental 
than the other direction; 
motion sickness; 
degraded telepresence 
• Minimum of 170ms for driving-like 
tasks; other minimum values 
depending on task 
• Predictive displays (e.g., ecological 
display) – navigation is rapid and 
accurate 
• Caveats – disturbances in remote 
environment may make prediction 
model unreliable 
Motion 
Degradation of accuracy 
and latency; sometimes 
severe motion sickness 
• Multimodal UI; tailor interfaces to 
vibratory and motion effects; 
possible medical remediation 
Note: Reproduced and adapted from [122] 
2.3. Virtual and Augmented Reality 
VR is the simulation and creation of highly detailed and fully immersive 
virtual environments. AR is the interweaving of virtual objects, information, or 
other virtual content on top of existing real-world imagery, thereby providing 
users with the benefits of virtual world interaction without removing their ability 
to view the real-world environment. This section conducts a review of VR and 
AR hardware, such as HMDs, CAVEs, motion capture, and haptics, and 
investigates how each can provide benefits over traditional 2D displays and static 
interactive systems.   
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2.3.1. AR Glasses, HMDs, and CAVEs  
HMDs encompass VR or AR hardware that users wear on their heads and 
display virtual imagery through either monocular [150, 151] or binocular [152-
154] displays configured for one or both eyes. AR is achieved using two main 
methods, optical and video display techniques. The video display technique 
captures real-world vision using video captured from on-board cameras, the 
video is then interlaced with virtual-based graphics [155]. The optical display 
technique is commonly deployed as a set of glasses so users can have a 
transparent view of the real world; this view is then combined with virtual 
content through a range of methods, including diffraction [156], polarised [157], 
reflective [158], or curved mirrors [159]. HMDs generally integrate a motion-
tracking system that is used to update the displayed virtual content according to 
the head movements of users. This motion-tracking interaction technique 
improves a user’s sense of immersion and is accomplished using different 
motion capture methods, which will be discussed in Section 2.4.2.    
Recent advancements and the increase in the financial accessibility of 
HMDs, such as Oculus Rift [160], HTC Vive [161], Gear VR [162], Hololens 
[163], Google Daydream [164], and Vuzix Smart glasses [165], have boosted 
the research and development in different areas, including simulation [166], 
entertainment [167], defence [168], education [169], and design [170]. 
Investigation into the benefits of using these devices in teleoperation systems 
have also been widely researched [154, 171-173]. A factor that influences the 
use of HMDs in teleoperation applications is the increased level of immersion 
that virtual or augmented worlds provide to improve user perception. For 
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example, the use of a stereoscopic system increases a user’s depth perception 
and addresses the challenges involved in the use of 2D displays. AR consists of 
several benefits to teleoperation applications; specifically, it provides virtual 
cues such as navigational information [174], path projection [175], manipulator 
workspace [176], and other related information.  
HMDs are not without their challenges; for instance, self-awareness in 
fully virtual environments poses a physiological issue in that the user loses a 
sense of self and fails to reap the overall benefit of using HMDs. A technique 
commonly used to help overcome this issue is using a virtual avatar whose body 
pose closely represents that of the user [177]. Other issues inherent to HMDs 
include latency [178], on-board processing power [179], pixilation [180], limited 
FOV [181], and display magnification [182]. 
A VR CAVE offers an alternative to HMD systems and is used to immerse 
users into virtual or augmented and mixed virtual worlds. A CAVE consists of 
multiple displays arranged in a cubed, spherical, or dome-like formation (Figure 
10). The system typically includes 3D stereoscopic vision along with a motion-
tracking system that allows users to interact with virtual objects. A CAVE has 
the ability to provide large-scale virtual interfaces completely incomparable to 
any other system. Although the application of CAVE systems is similar to that 
of HMDs, CAVEs provide a series of unique benefits, such as large-scale 
systems, multi-user interaction, and less wearable hardware.  
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Figure 10. Three-wall and floor multi-projection VR CAVE 
Note: Reproduced from [183] 
A CAVE arguably provides a greater level of user interaction than HMDs 
because of the scale of the system. This feature helps eliminate issues related to 
FOV, display magnification, and self-awareness. Other obvious benefits include 
the ability to increase processing power and reduce latency due to the fact that 
minimal wearable hardware is required; thus, large computer and network 
systems can be built and hidden in separate rooms or compartments [1-3]. 
Improvements in large-scale computer clusters are major drivers of the rapid 
advancements in CAVEs. These clusters are used to overcome previous 
challenges, including syncing displays, image alignment, and colour matching 
[184, 185].  
Investigations into the use of CAVE systems to provide a teleoperational 
interface for the control of robots are almost non-existent, most likely due to the 
high costs and recent maturing of the technology. Financial requirements to 
obtain either robotic or CAVE equipment alone often create research limitations. 
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Therefore, acquiring such equipment could be seen as a major barrier. As similar 
benefits apply to both CAVE systems and HMDs, studying both systems are 
worthwhile.  
2.3.2. Motion Capture Systems 
VR motion capture and tracking systems allow users to interact with 
virtual environments through the intuitive form of physical movement. This 
interaction increases the level of immersion by allowing the user to control the 
system through natural gestures. Moreover, the need for traditional and less 
intuitive controls, such as gamepads, joysticks, or keyboards, is reduced. Full 
motion capture systems determine user movements in 3D space through 6-DOF 
positional tracking. The forms of motion capture include inertial [186], electro-
mechanical [187], magnetic [188], and modern optical tracking [189-192], 
which are arguably the most common motion capture systems deployed in VR. 
Two main techniques are used for optical motion capture, marker-based 
and marker-less motion capture. Marker-based motion capture systems use 
either active [193] or passive markers [194] to track user movements. Tracking 
in this case is achieved through triangulation, with at least one camera tracking 
each marker is used to update a user’s position. Active systems offer the added 
advantage of having identifiable markers through light-emitting diode (LED) 
illumination for each individual marker in a timed management system. The 
illumination of active markers improves the overall motion capture system in 
comparison with a passive system that relies on reflective makers and natural 
light. Active systems also eliminate the issue found in passive systems by 
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making each marker identifiable and easily distinguishable [195, 196]. One of 
the major drawbacks of marker optical motion capture systems is the need to 
assign markers to individual positions on a user’s body. This requirement can be 
time consuming and can restrict a user’s natural movements [197, 198].  
Modern marker-less optical motion-tracking systems have become 
increasingly reliable and inexpensive owing to modern advancements in 
computer vision research. Instead of markers, a marker-less system uses either a 
series of cameras [199, 200] or depth sensors, such as complementary metal-
oxide semiconductor (CMOS) depth sensors [201], LIDAR, or red-green-blue 
depth (RGB-D) cameras. In a similar fashion to triangulation, a marker-less 
system uses trigonometry to determine the depth and location of objects. This 
technology, along with object recognition [202] and feature detection [203], has 
improved the ability of marker-less systems to track individual objects. The 
obvious advantage of a marker-less motion capture systems is that the user is not 
required to wear any markers, thereby reducing the setup time and allowing 
unrestricted user movement. Although a marker-less system comes with its own 
challenges, such as environmental conditions in which light affects depth sensors 
[204, 205], the fusion of multiple camera images [200] remains useful in 
building full 3D models of tracked objects. 
Motion capture and tracking systems provide an intuitive form of human–
computer interaction (HCI) that makes them a popular choice for VR systems 
due to their ability to provide immersive interaction techniques. The rapid 
reduction in cost and increased reliability of motion capture systems have 
broadened their use in teleoperational applications. Teleoperation control using 
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motion-tracking systems comes in two forms: gesture control [206, 207] and 
telepresence [189, 190, 208]. Telepresence suffers from the same issues faced 
by many real-time teleoperation applications, including system delays and 
transparency. Investigations into motion-tracking systems for the teleoperational 
control of heterogeneous robot’s forms part of the current research endeavour to 
provide an intuitive dynamic teleoperation VRUI. 
2.3.3. Haptics 
Haptics is the area of research involved in simulating or communicating to 
users via the sense of touch using either kinaesthetic or tactile devices. 
Kinaesthetic haptics, such as the Geomagic Touch [205] (formerly known as 
Phantom Omni), provides force feedback to users through a robotic manipulator-
type device. This device provides a force that affects a user’s physical movement 
by restricting movement or applying force in a particular direction. Tactile 
devices interact with a user’s nerve endings usually through a form of vibration. 
A common haptic application in today’s technology is the vibration of smart 
phones alerting users of an incoming call, message, or email. 
Haptics is applied in a range of different areas, such as simulation [206, 
207], surgery [208-210], teleoperation [81, 117, 139, 211], mobile devices [212-
215], and entertainment [216-218]. Haptic devices add an extra level of 
immersion to VR systems by allowing users to interact with virtual objects 
through the sense of touch. The two common research areas for haptic 
applications are the simulation of real-life objects [219, 220] and textures [221-
224] and haptic guidance [225-229], such as virtual fixtures [136, 211, 230, 231].   
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Haptics provides a range of benefits such as turning visually native 
environments into multimodal environments allowing users to obtain 
information through the sense of touch. The literature shows that providing a 
sense of touch in visual experiences improves motor skills [232-234], depth 
perception [235], and situational awareness [236-238], all of which contribute to 
the overall level of immersion.  
Replicating the sense of touch felt by users still involves various 
challenges in the field of teleoperation, including delays [239, 240], transparency 
[241, 242], and workspace mapping [138, 139, 243]. Haptic guidance and virtual 
fixtures that provide users with suggestive queues have an array of benefits. 
Figure 11 shows how haptic guidance is provided using a virtual cone fixture to 
improve the success rates of cell injection. 
.  
Figure 11. Haptic guidance with a virtual cone fixture for cell injection 
Note: Reproduced from [136] 
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2.4. Robotics Middleware 
For many decades, roboticists have developed code that is specific to the 
hardware used in their development. Although robotic engineering consists of 
common solutions in areas such as forward and inverse kinematics, dynamics, 
teleoperation, and AI, each robot consisting of different hardware often requires 
recoding. This case is particularly true with different platforms, thus leading to 
the inefficient process of redeveloping the wheel for known solutions and 
wasting valuable time [209, 210]. In the last decade, the number of robotics 
middleware has risen (Table 4) [211, 212]. Middleware allows development to 
be conducted on the same platform that supports deployment to different types 
of robotic hardware. This section investigates three popular robotics middleware 
solutions used in robot development, namely, Webots, Microsoft robotics 
development studio (MRDS), and ROS.  
Table 4. List of robotics middleware and frameworks 
Name Objectives 
Orocos Develops a general-purpose modular framework for robot and machine control 
Pyro 
Provides a programming environment for easily exploring advanced 
topics in AI and robotics without having to worry about the low-level 
details of the underlying hardware 
Player 
Provides a development framework supporting different hardware 
devices and common services needed by different robotic 
applications and transfers a controller from simulation to real robots 
with as little effort as possible 
Orca Enables software reuse in robotics using component-based development 
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Miro 
Improves the software development process for mobile robots and 
enables interaction between robots and enterprise systems using the 
distributed object paradigm 
OpenRTMaist 
Provides efficient development for robotic systems by proposing a 
modular software structure platform and simplifies the process of 
building robots by simply combining selected modules 
ASEBA Allows distributed control and efficient resource utilisation of robots with multiprocessors 
MARIE 
Creates flexibly distributed components that allow developers to 
share, reuse, and integrate new or existing software programs for 
rapid robotic application development and integrates other 
middleware in a single robot 
RSCA 
Provides real-time support for robotic applications and provides 
abstractions that make robotic applications both portable and 
reusable on different hardware platforms 
MRDS 
Provides a robotic software platform supporting a wide variety of 
hardware devices and a set of useful tools that facilitate 
programming and debugging 
OPROS 
Establishes a component-based standard software platform for 
robots that enable the development of complicated functions by 
using standardised components in heterogeneous communication 
networks 
CLARAty 
A reusable robotic framework to enable integration, maturation, and 
demonstration of advanced robotic technologies from multiple 
institutions on NASA’s rover platforms in support of its technology 
programs (Mars and Intelligent Systems) 
ROS 
Provides operating system services, such as hardware abstraction, 
low-level device control, implementation of commonly used 
functionalities, message-passing between processes, and package 
management 
SmartSoft 
Implements sensorimotor systems on the basis of communication 
patterns as a central method to achieve decoupling at various levels 
and supports model-driven software development 
ERSP Provides cutting-edge technologies for vision, navigation, and system development 
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Webots Provides a rapid prototyping environment for modelling, programming, and simulating mobile robots 
RoboFrame Covers the special needs of autonomous lightweight robots, such as dynamical locomotion and stability 
Note: Reproduced and adapted from [212] 
2.4.1. Webots 
Developed in 1998, Webots is one of the older robotics middleware 
solutions still actively maintained today. Its remains a prevalent tool in robotic 
development for commercial applications [213], research [214], and education 
[215]. Webots consists of four specific areas in its approach to robotic 
development: modelling, programming, simulation, and transfer [216].  
Modelling in Webots refers to the process of designing and developing a 
virtual representation of a physical robot. It enables robotic developers to create 
their own or modify an existing virtual robot within the Webots environment. 
The first step in designing a robot using the Webots modelling process is to 
describe a robot using a tree of solid nodes, as shown in Figure 12. The root node 
of this tree represents the robot node; all other corresponding nodes represent the 
solid, device, joint, or motor nodes that detail the robot’s structure. The node 
structure is then used to assign the visual representation of the physical robot 
using 3D models, devices such as cameras, LIDAR or accelerometer, joints and 
their corresponding DOFs, and motors that can be accessed via programming. 
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Figure 12. Webots node tree describing e-puck robot  
The programming of robots is achieved via the Webots inbuilt IDE or 
external IDE, such as Visual Studio with support for C, C++, Python, Java, and 
MATLAB programming languages, to build robot controllers. Robot controllers 
are used to design robot functionalities, such as collision avoidance [217], path 
planning [218], or object detection [219]. These functionalities are achieved by 
accessing the robot’s devices, joints, and motors, as described in the solid node 
structure explained above. For example, a simple UGV could be modelled with 
four joint and motor nodes and a single device node that represents an infrared 
(IR) sensor to determine the distance between the robot and other objects within 
the environment. A robot controller can then be programmed to access the IR 
sensor to provide feedback to the robot’s motors providing simple collision 
avoidance. Using the same approach other sophisticated controllers can also be 
developed. 
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Robot models and their associated controllers can be tested using the built-
in physics-enabled simulator within virtually created environments that utilise 
the power of the dynamics engine. This setup is achieved through the 
development of a virtual world that is described using a subset version of virtual 
reality modelling language (VRML) as a 3D modelling format. Take for example 
the UGV and collision avoidance scenario described above. A world consisting 
of a series of different objects could be developed to conduct simulated tests and 
obtain results to test a robot’s ability to avoid objects. A Webots simulation 
environment can consist of different robots using different robot controllers that 
are tested within the same virtual environment under the currently available 
computing power. Hence, teams or swarms of robots can be tested to determine 
desired capabilities, such as the ability to cooperatively work as a fully 
autonomous team [220]. During simulation, different aspects of the modelled 
robot, such as device information and joint transformations, can be monitored 
and used to correct any issues.      
Once an individual robot controller has been tested and desired results 
have been achieved, it can then be transferred and deployed to a real robot. 
Webots supports a variety of popular robots, such as e-puck, DARwin-OP, and 
NAO, which are equipped with built-in transfer systems used to deploy code to 
a robot platform. For robots not supported in Webots, a custom transfer system 
can be developed using the built-in cross-platform support to deploy code on 
embedded processes commonly found on real robots. Webots also supports the 
development of a remote-control system. Hence, code is not ported to the actual 
 44 
robot but rather runs on a computer that communicates directly to the robot that 
sends and receives commands from sensors, motors, and other on-board devices.  
Webots provides an effective solution for the development of robotic 
systems using a logical process. The ability to create or modify existing robots 
in conjunction with the built-in simulator provides great flexibility and support 
to test robot design and functionality before utilising real robots. The range of 
programming languages that Webots supports allows roboticists from different 
backgrounds to easily utilise Webots as part of their development strategy. 
Although the design, development, and simulation of robots in Webots are 
relatively easy, Webots still lacks a standard design approach to its development. 
For example, the development of individual remote-control plug-ins or transfer 
systems used to deploy code to real robots is not agnostic in nature. Therefore, 
the design of robots appears to be isolated due to the lack of an overarching 
framework or system resulting from the outdated initial designs.  
2.4.2. MRDS 
MRDS was initially released in 2006 as a Windows-based robotics 
middleware solution with the aim of providing a standard approach to the 
development of robot control  [221]. It has been used in a wide variety of robotic 
research including industrial robots [222], localisation [223] and cloud robotics 
[224]. MRDS consists of four main components, namely, concurrency and 
coordination runtime (CCR), decentralised software services (DDS), visual 
programming language (VPL), and visual simulation environment (VSE). All 
these components are implemented using the .NET framework.  
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The combination of CCR and DSS provides a standardised approach to the 
development of different services required for a given robot. A robot can be 
regarded as a series of services that can be run in parallel. Parallel processing 
has become a common development technique, especially since the introduction 
of thread-based programming and multi-processor environments. With parallel 
processing, a system can perform two functions at once. The challenge with this 
approach is managing the parallel processes. CCR was developed to overcome 
this challenge by providing a standardised approach to managing concurrent 
operations that typically run within a robotic system. This objective is achieved 
using individual services that typically represent different robot components, 
such as on-board sensors. Each service consists of a message port in which 
information about a state can be communicated. These messages are then 
managed using a first in, first out queuing process that corresponds to an 
associated handler used to provide the required robot functionality. CCR 
provides the underlying framework to deal with the communication between 
services and their associated handlers and thereby provide MRDS with the 
ability to handle status updates and message processing in a standardised 
manner. 
DDS provides a distributed messaging framework that facilitates the 
communication of messages between different services that conform to the 
decoupled nature of the MRDS. It provides a standard approach to the 
encapsulation of messages used to communicate information between different 
MRDS services across vast computer networks. Simple object access protocol 
(SOAP) [225] is used in an extensible mark-up language (XML)-based [226] 
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messaging protocol that defines a set of rules for structuring message data that 
are then transmitted using hypertext transfer protocol (HTTP). In MRDS, 
contracts are used to provide abstraction for common elements within a robot 
system, such as sensors, motors, or other active devices similar to the interface 
concept in object-oriented programming. This feature allows services adhering 
to the same contracts to communicate information through messages without 
requiring information about hardware specifics. The hardware agnostic approach 
is more advantageous than other robotics middleware because it provides a 
useful layer of abstraction and offers a standardised approach to the development 
of required robot functionalities irrespective of the target hardware. 
The VPL and VSE components available in MRDS are also considered 
beneficial over other competing robotics middleware. VPL provides a visual-
based programming language that offers a low barrier of entry for robotic 
developers who are not versed in .NET languages such as C# and C++. It 
provides a GUI for developers to code using a node-based approach that involves 
visually defining and connecting blocks of code that represent variables, logic, 
functions, and other coding techniques. The code designed using VPL is 
generated into C# code that is then compiled and ran just like any other .NET 
code. VSE provides a physically based simulation environment using 
Microsoft’s own DirectX technology. Entities are used in the VSE to represent 
different objects within the virtual world. Services can define their own entities 
and are used on robots and other virtual objects within the simulated 
environment. Each entity contains a series of callback functions that are 
triggered on associated events, such as a collision. These assigned callback 
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functions provide an appropriate response to a given event, such as reversing a 
robot after collision to prevent further damage. 
The MRDS provides a unique approach to the development of robotic 
systems, particularly in providing a standardised approach to robot development. 
The combination of the CCR and DDS provides a flexible robotic development 
environment that encourages robot functionalities to be hardware agnostic and 
thereby improves efficiency and simplifies the design process. The use of a VPL 
makes the MRDS attractive to beginner roboticists or those unfamiliar with 
written programming languages. The VSE provides a simple yet powerful 
approach to test design and functionality. Unfortunately, in 2014, Microsoft 
announced that it will no longer be actively maintaining the MRDS owing to a 
company restructure that resulted in the suspension of their robotics research 
division [227]. Hence, the v4.0 release of MRDS in 2012 was the last. Although 
MRDS is still being used in research today [228] , Microsoft’s announcement 
means that its use within the field of robotics will eventually expire. Therefore, 
MRDS is no longer recommended for current and future development.      
2.4.3. Robot Operating System 
ROS has undergone an explosive uptake in the robotics development scene 
since its inception in 2007 [229]. To illustrate the extent to which ROS is 
recognised in the research community, Scopus was used to determine the number 
of documents that included key terms “ROS” and “robot”. As can be seen by the 
results presented in Figure 13, the general exponential growth highlighted in 
[229] has continued. 
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ROS is unlike any other robotics middleware or framework because it 
provides a communication layer that sits above the host system, which can 
consist of a heterogeneous computer cluster (Figure 14). Moreover, ROS is 
completely open source [230-234], and thus developers are free to share and use 
it; this feature rapidly increases the overall functionality of ROS. Then ROS 
goals are simple; take advantage of computing network infrastructures and share 
software [230]. A powerful feature of ROS is that each robot is considered part 
of the real or simulated system and is generally assigned as the ROS master that 
can communicate with other connected systems in real time.  
 
Figure 13. Number of ROS articles identified in Scopus 
A ROS master consists of a single parameter server that contains important 
information about the current environment in a standardised manner, such as the 
Unified Robot Description Format (URDF) used to describe a robot. The master 
also contains a series of nodes representing processes, topics used to share 
information, and services for request-and-response communication. Topics 
share information using publish and subscribe functions. This approach provides 
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nodes the capability to publish information, such as sensor data, that are shared 
with topic subscribers to create an event-driven system. Services are like topics 
because they communicate information among nodes. However, services use a 
request-and-response approach. A client node sends a request to a service and 
then waits for a corresponding service response before deciding the appropriate 
action. Topics and services share information using the message description 
language available in ROS.  
 
Figure 14. ROS network architecture 
Note: Host computer cluster (left), robot (right) [209] 
The message description language is a simple way of developing 
standardised data types within the ROS environment. A ROS message can 
consist of several lines each describing a field within the message. Each field 
contains a name and a corresponding data type, such as an integer, string, or even 
another ROS message. This process is used to provide a simple but standard 
approach to communicate information among ROS nodes, topics and services to 
simplify robotic development. The combination of the transmission 
communication and Internet protocol (TCP/IP) framework, message description 
language, parameter server, nodes, topics, and service concepts provides ROS 
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with a standardised robotic development environment that is incomparable to 
other robotics middleware and is often referred to as the industry standard.       
The flexibility in ROS deployment using existing development 
environments and networking infrastructures is highlighted in the Rosbridge 
package [235]. Rosbridge can use existing communication protocols such as 
TCP/IP and WebSocket to connect to a ROS environment and provide access to 
ROS messages and services using the JavaScript object notation (JSON) data 
format [236]. It also allows the control of ROS node execution and 
environmental parameters, as shown in Figure 15. An example of using 
Rosbridge is presented in the Robot Web Tools [134] project, which provides a 
web-based interface to the ROS environment using a WebSocket connection and 
has been developed in hypertext mark-up language (HTML) and JavaScript web-
based languages. For example, rosjs [237] is a large JavaScript library 
specifically designed for ROS web-based applications and contains a series of 
JavaScript functions to access the functionality of ROS. Such tools show how 
web developers with limited knowledge in robotics can develop systems for 
teleoperators to interact with sophisticated robots. The range of ROS 
teleoperation interfaces has in fact increased rapidly owing to web-based 
applications deployed to a range of mobile devices, such as tablets [23, 238] and 
smart phones [239, 240]. 
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Figure 15. Rosbridge using WebSocket protocol  
Note: Allows access to ROS messages, services, node execution and 
environmental parameters [235] 
 ROS now supports over one hundred robots [241] and has an ever 
increasing developer base that has built a large ROS robotic development 
community at a rapid rate. An example of the confidence that the robotics 
community has with ROS is displayed by the PR2 Beta program [242]. This 
program involves 11 well-known international institutes and companies, 
including Bosch, Standford University, and Massachusetts Institute of 
Technology, that have achieved significant outcomes, such as the PR2 Remote 
Lab [25] at Bosch created by Willow Garage. ROS is an ideal choice as a robotics 
middleware research and development platform because of its novel networking 
support, standardised development environment, host system scalability, 
hundreds of packages, large robot support, web development support, and open 
source. For these reasons, ROS is selected as the robotics middleware used 
throughout this thesis.  
2.5. Conclusion 
This section concludes the detailed literature review into the three main 
research areas, teleoperation, VR and AR solutions, and robotics middleware. 
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These three areas are considered important to the research conducted in this 
thesis and directly relate to the design and development of a dynamic VRUI for 
the teleoperation of heterogeneous robot teams. The first section of this chapter 
discussed the topic of teleoperation, highlighting the important areas of semi-
autonomous robots, shared control, teleoperation UI, and heterogeneous robot 
teams. The challenges of data communication, teleoperation UI and control 
design are also included.  
The next section discussed modern VR and AR hardware and software 
solutions based on AR glasses, HMD, CAVE systems, motion capture tracking, 
and haptics. This section covers three important areas in human stimulation, 
namely, the stimulation of human visual, auditory, and touch sensors, which are 
considered important to the design of intuitive and immersive UI’s. Finally, the 
last section discussed robotics middleware and its importance in the 
development of robots, including robot functionality such as teleoperation. ROS 
was highlighted as the selected robotics middleware for the design of the 
dynamic teleoperation VRUI as proposed in this thesis.   
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Chapter 3 
3. Virtual Reality User Interface 
(VRUI) Platform for 
Teleoperation 
3.1. Introduction 
Traditionally, teleoperation was deployed as a master–slave system where 
a single human operator was tasked to teleoperate a single robot [138, 208, 243]. 
Although reliable AI is continuously increasing, a shift toward the teleoperation 
of semi-autonomous robots that can accomplish tasks via human direction rather 
than pure teleoperation is observed. This increase in the deployment of reliable 
semi-autonomous robots means that teleoperators are freed during the execution 
of autonomous tasks. The freeing of a teleoperator’s time provides them the 
possibility of fulfilling a higher-level role, such as being a team leader for a 
group of semi-autonomous robots [26, 244]. This opportunity comes with a new 
set of challenges for teleoperators and teleoperation system designers, with 
research being conducted to help improve the teleoperation of homogenous and 
heterogeneous robot teams [85, 88]. This thesis looks to contribute to the 
research into the teleoperation of heterogeneous robot teams by investigating the 
possibility of using VR to provide a dynamic teleoperation VRUI. The proposed 
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dynamic teleoperation VRUI framework is outlined in Figure 2 in the 
Introduction section. This framework aims to provide a more intuitive, natural, 
and reconfigurable UI workspace that assists teleoperators in switching control 
among individual robots within a heterogeneous robot team. This chapter details 
the first layer of the dynamic teleoperation VRUI framework that provides the 
architecture to communicate data between the robotics middleware ROS and a 
VR-supported development environment, in this case Vizard.  
3.2. System Overview of Layer 1 
Layer 1 of the dynamic teleoperation VRUI depicted in Figure 16 shows 
the communication platform required so the dynamic teleoperation VRUI can be 
developed within a natively supported VR development environment, such as 
Unity, Unreal, or Vizard, and be driven from the data obtained from ROS in real 
time. This layer is required so the VRUI can be developed, updated, and 
maintained within a suitable development environment that will continue to 
provide native support for the ever-increasing range of VR hardware. The 
modular design means that ROS-supported robots and the VRUI can be updated 
in isolation if standard data types remain the same, such as the message 
description language used in ROS. Providing such a platform allows VR and UI 
developers to improve the VRUI design without the need to develop within ROS 
or understand low-level robot requirements. This approach is based on Robot 
Web Tools [134], which allows front-end web developers to design web-based 
interfaces for ROS-supported robots using a generic messaging protocol.   
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Figure 16. Layer 1 system diagram 
3.2.1.  Robotics Middleware 
ROS provides a standardised approach to the representation of important 
metadata used in robot operations, thus making it easier to develop and maintain 
different robot functions because each function can be developed independently. 
ROS provides a range of metadata formats for communication such as URDF. 
The metadata formats available in ROS are used in Layer 1 to allow the 
communication of important teleoperation data between individual robots 
supported in ROS and the VRUI. The first textbox in Figure 16 labelled 
“Robotics Middleware” lists thee groups of ROS metadata communicated to the 
teleoperation VRUI that allow it to dynamically adapt in real time and provide a 
relevant VRUI when switching teleoperational control between robots within a 
heterogeneous robot team.  
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For example, if a teleoperator is tasked to teleoperate a simple robot team 
consisting of a UAV and a UGV, then the metadata that contains the robots’ 
kinematic description, sensory information, and available teleoperation modes 
are important to the assignment of a relevant teleoperation VRUI configuration. 
The kinematic description of a robot can be used to determine its category as 
proposed in Layer 2. Sensor descriptions provide a list of available sensor data 
for each robot required for decision making, and teleoperation modes provide 
the required information to set up the motion controls of a robot both of which 
are used in Layer 3.  
ROS provides the metadata description of robots using the formats URDF 
and semantic robot description format (SRDF), both are formatted using XML 
and provide important data about an individual robot, such as its kinematic 
structure. Figure 17 shows a torso robot in an example section of the kinematic 
structure provided by the URDF format using Baxter. The black rectangular 
symbols represent robot links, the blue oval symbols represent robot joints, and 
vectors ݔݕݖ and ݎ݌ݕ provide the transformations for each of the components.  
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Figure 17. Baxter’s URDF joint and link tree 
Note: Created using URDF information available in ROS, represents a sub-
section of the left manipulator 
For sensor and motion control metadata, ROS uses the message definition 
language to share information via ROS topics using an event-driven publish and 
subscribe system. The message description language allows the creation of ROS 
messages using two fields, namely, data type field and name field, as shown in 
Figure 18. When connecting to a ROS-support robot, the robot is typically set 
up to advertise a series of topics using these messages so that external 
applications or functions can obtain the required information. For sensors, the 
“sensor_msgs” ROS package provides a series of ROS messages to share sensor 
data available on-board a robot. Similarly, for motion control, ROS topics can 
be published to provide required motion control information for teleoperating an 
individual robot. No single package for teleoperation motion control exists; 
messages  that are used from several different packages are utilised instead. 
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For example, the “geometry_msgs” ROS package provides a ROS message 
“Twist” that is often used to provide velocity control on the “/cmd_vel” topic, 
whereas the “control_msgs” package provides a series of messages, such as 
“JointTrajectory,” which allow required joint control information to be 
published on corresponding topics. In short, ROS provides a simple method to 
map required data to access a wide variety of information accessible on 
individual robots using a standard message description language. This language 
is used to communicate information between ROS supported robots and VRUI. 
datatype1 (e.g. int8, uint32, string) … name1 (e.g. x) 
datatype2 (e.g. float, time, bool) … name2 (e.g. y) 
Figure 18. ROS message description language 
3.2.2.  Virtual Reality Environment 
One important aspect of the proposed dynamic teleoperation VRUI is the 
design of a virtual environment for the intuitive teleoperation of a given robot 
team, particularly the design of the virtual workspaces. The development of a 
virtual environment is best achieved using game engines, such as Unity, Unreal, 
and Vizard, that provide native support for VR hardware and optimised 
techniques for real-time rendering and user interactions, as previously discussed. 
With respect to the VRUI workspace, an operator with high-level access to robot 
functionality, such as visual displays, sensory information, teleoperation control, 
and other important robotic functions, should be presented. This thesis presents 
an example virtual environment that represents a simple virtual control room and 
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provides similarities to a real control room often used in control and monitoring 
tasks. 
The dynamic teleoperation VRUI has drawn motivation from VR research 
such as JanusVR that presents users with an experimental virtual web browser 
[245]. JanusVR provides high-level intuitive user interaction using the Oculus 
Rift HMD and leap motion hand-tracking system. Users can teleport into 
different virtual environments known as rooms. One interesting function within 
these rooms is the ability for users to build and manipulate the environment they 
virtually occupy. Users have access to interactive windows within the virtual 
environment, such as a code editor or a standard 2D web browser. These 
windows provide the user the ability to manipulate the environment directly, 
such as dragging and dropping 3D models, textures, or even the creation of coded 
interactions on the fly. Figure 19 is a screenshot of the JanusVR Sandbox room. 
This illustrates the user’s ability to have a real-time web browsing window and 
edit 3D models within the virtual environment the user wishes to manipulate. 
 
Figure 19. JanusVR experimental virtual web browser 
Note: Includes real-time web browsing window and 3D model editing within 
the virtual environment displayed on an Oculus Rift DK2 HMD 
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This thesis presents the concept of viewing virtual environments as a series 
of different virtual workspaces. In this context virtual workspaces provide a 
definition of how the user interacts within virtual environments. The visual 
workspace is considered as the visual feedback that the user can obtain using 
hardware, for example a standard 2D screen only provides width and height 
visual information while VR hardware includes depth information via 
stereoscopic rendering. The tracking workspace is considered as the workspace 
that provides information about a user’s movement within the virtual 
environment. For example, head tracking systems generally provide rotational 
information about the user’s head movements while hand tracking systems 
typically provide 6-DOF movement per hand in the form of rotation and 
translational information. Finally, the interactive workspace is the user’s ability 
to interact with virtual objects or controls within the virtual environment. The 
interactive workspace is partly defined by the tracked workspace although extra 
DOFs can be introduced using non-tracked controls such as buttons and 
thumbsticks. For example, if the tracked workspace in a virtual environment only 
provides 3-DOF translation information then 3-DOF rotational information can 
be introduced using two thumbsticks accessible via tracked hand controllers.    
One advantage of using a virtual environment rather than a physical space 
is the ability to dynamically change the virtual environment configuration in real 
time as presented in JanusVR. The dynamic teleoperation VRUI concept implies 
that when the teleoperator switches control between individual robots within a 
team, the VRUI control room can be reconfigured to accommodate the different 
robot functionalities required. Interactive windows or displays, such as those in 
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JanusVR, can be used to represent individual robot functions, in which the 
number of displays varies depending on the number of on-board sensors or 
motion control strategies. These interactive displays allow the operator to enter 
more intuitive virtual environments that best represent the selected 
teleoperational functionality. Teleoperator selection can be achieved using a 
time-based function and an interactive cursor for head gesture selection, or hand 
trigger or gesture controls when hand tracking is available.  
For instance, the visual presentation of on-board sensors could be 
displayed in different virtual environments. Examples include a spherical 
environment for viewing 360୭ vision, large curved displays for traditional 2D 
vision, or even large and open virtual spaces for 3D models obtained through the 
remote scanning of a robot’s environment. While the geometric shape of the 
virtual environment used for selected robot functionality may change the virtual 
control room, the presentation of all teleoperation functionalities should still be 
maintained. Therefore, an important aspect of design for the proposed dynamic 
teleoperation VRUI is the geometric shape used to represent the main virtual 
control room.   
The selected geometry of the virtual control room is pivotal to the usability 
and functionality of the VRUI and its operators. One important factor to consider 
when the geometry is defined is the operator’s ability to access available 
functionality without unnecessary or excessive movement and rotation. This 
section discusses three possible geometries, namely, cuboid, sphere, and 
cylinder.  
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In real environments, control rooms typically have a cuboid geometry 
because of factors such as ease of construction, wide range of configurations 
(width, height, and length), and the provision of flat surfaces on all sides. 
Although the cuboid is a practical choice for real-world control rooms, VR 
provides an opportunity for more creative geometries. The shortcomings of a 
standard cuboid control room, such as varying distances and orientations relative 
to walls from a central location, can be overcome in VR. For example, a visual 
display mounted in the corner of a cuboid room would have a greater distance 
from the centroid of the room than other locations, as well as a relative 
orientation that is difficult to view.  
This issue, which is related to varying distances and geometries, can be 
overcome using spherical geometry. The centroid within a sphere is equidistant 
to all positions on its surface and provides direct viewing orientation for displays 
mounted either along the curvature of the spherical surface or tangential to the 
curvature. Another benefit of the sphere to the dynamic nature of the proposed 
VRUI, afforded by its geometry, is its capability to alter the radius of the sphere 
and the size of the control room. Although a spherical control room offers these 
benefits, it does not naturally provide flat surfaces, which may be required for 
certain applications. These surfaces should be added to the geometry, which is 
possibly tangential to the spherical curvature, as mentioned earlier.  
Cylindrical geometry can be considered to provide a trade-off between the 
spherical and cuboid geometries. The vertical wall of the cylindrical geometry is 
equidistant from the axis of rotation. The top and bottom of the cylinder provide 
a flat surface for use as required. Like the sphere, the radius of the cylinder can 
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be dynamically altered during operation and the height can be modified as 
required. Figure 20 depicts the three representative geometries and defines the 
variables of each that can be dynamically changed.  
 
Figure 20. Comparing geometric characteristics for a virtual control room  
Note: ࢒ is length, ࢝ is width, ࢎ is height, and ࢘ is the radius 
This work proposes the use of cylindrical geometry to represent a virtual 
control room within the dynamic VRUI for teleoperational control. The 
cylindrical geometry is selected to represent the virtual control room as it 
provides three main benefits. First, horizontally aligned displays are at equal 
distance from the centriod around the axis of rotation. The cylindrical shape 
allows the height or radius to be easily extended, thereby adding more interactive 
components as required. Lastly, the top and bottom of a cylinder provide flat 
surfaces for functions that are not suited to curved surfaces.  
In relation to the proposed dynamic VRUI for the teleoperation of 
hetrogenous robots, virtual displays are used within the virtual control room to 
provide access to different teleoperation functions. Functions may include the 
capability to obtain camera feeds, sensory information, control robot navigation, 
and teleoperate manipulators.  
The VRUI can be deployed to VR hardware, such as HMDs or CAVEs, 
that use built-in tracking systems for user interaction. Figure 21 uses a cross-hair 
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as a selection tool, with user selection determined by a head gaze time-based 
fuction. As the user hovers the cross-hair over a particular display, a timer is 
started for a fixed duration in the background. Once the timer duration expires, 
the system registers that the user has selected the particular function that the 
selected display represents, this then alters the virtual environment to provide an 
individual VRUI configuration allowing direct interaction with the selected 
robotic function.  
 
Figure 21. Cylindrical virtual control room  
Note: Developed in Vizard using an Oculus Rift DK2 HMD 
3.2.3.  ROS Data Types and Communication Protocol 
In the two previous subsections, the ROS robotics middleware and the VR 
environment were discussed as important foundational components of the 
dynamic teleoperation VRUI. To communicate, a standard communication 
protocol for both development environments is required. A known data format 
is also required to make sense of the communicated information. In the case of 
ROS, this method can be achieved using Rosbridge [235]. Rosbridge uses the 
JSON data format to provide access to ROS functionality. Although Rosbridge 
can be implemented using any communication protocol, the Rosbridge package 
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comes with a WebSocket implementation. WebSocket is an ideal 
communication protocol for ROS because it provides clients the ability to 
receive event-driven responses from the server, in this case ROS. This approach 
is important because ROS is an event-driven environment. Therefore, in this 
work, the VR development environment used must have the ability to implement 
a WebSocket client and deserialize the JSON data being transmitted, as shown 
in Figure 22. With respect to Vizard, native support for WebSocket 
communication is provided and the Python language is used. Therefore, the 
standard Python library can be used to deserialize the JSON format. Other VR 
development environments, such as Unity and Unreal, use C# and C++ 
programming languages, respectively. Corresponding libraries can likewise be 
used to cater to the WebSocket protocol and JSON data format, such as 
“WebSocketSharp” and “Json.NET”. 
 
Figure 22. Communication design between ROS and VR environment 
Figure 22 shows that once the WebSocket and JSON communication 
requirements are met within the VR development environment, a series of ROS 
operations can be performed to access the required information or execute 
commands. For example, sensor information can be received using the ROS 
“sensor_msgs” package by sending a subscribe operation that is formatted using 
the JSON data format (Figure 23).   
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Figure 23. Rosbridge JSON test example using WebSocket connection 
3.3. Implementation of VRUI Layer 1 Using Vizard  
The following section details a sensor presentation and motion control 
method to display remotely scanned 3D point cloud data obtained from a 
simulated ROS-supported robot to an operator wearing an Oculus Rift VR HMD. 
The remotely scanned environment is captured using a simulated Kinect sensor, 
mapped using the OctoMap method [225], and displayed to the operator as they 
teleoperate the robot using drive controls on a gamepad. This work, which is 
outlined in Figure 24, provides an example of a robot functionality that can be 
represented in the proposed dynamic teleoperation VRUI while also testing the 
communication platform in Layer 1. 
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Figure 24. Developed VRUI Layer 1 implementation using point cloud data  
Point cloud information is shared in “PointCloud” or the more recent 
version “PointCloud2” ROS messages. The point cloud information can then be 
processed, optimised, and transmitted to clients using Rosbridge via a 
WebSocket connection. The point cloud data can then be displayed as virtual 
models that provide visual information about the robot’s remote environment. 
This virtual model can then be incorporated into the dynamic teleoperation 
VRUI and displayed in real time to the operator through a VR HMD, such as the 
Oculus Rift.  
Microsoft Kinect uses a RGB-D camera to capture 3D point clouds that 
obtain spatial and visual information about its surroundings. The Kinect’s 
intended application is for supported Microsoft Xbox gaming consoles, and this 
configuration allows users to interact with the system through its built-in 
tracking functionality [201]. An unintended application that has now become 
popular with the Kinect is 3D scanning. Software development kits (SDKs) and 
other related tools that allow developers to obtain raw information from the 
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Kinect to capture 3D information about the surrounding environment now exists 
[246, 247].  
As a result, these tools are commonly used in the robotics field for 
simultaneous localisation and mapping (SLAM) applications to provide robots 
with a simplified representation of their environment for safe autonomous 
navigation [248]. A similar process can be used to provide a virtual 3D model 
representation displayed to operators using VR hardware and help improve their 
overall understanding of a robot’s remote environment. This 3D representation 
is best understood when viewed in a stereoscopic format rather than traditional 
2D displays due to the additional depth information provided.   
3.3.1. Point Cloud Visual Presentation Using OctoMap  
One of the challenges in capturing real-time point cloud information is 
building a map using successively captured point cloud frames. Common 
applications, such as Kinect Fusion, Skanect, ReconstructMe, and Artec Studio, 
provide support for RGB-D camera hardware, such as Kinect and other 3D 
scanning devices, which allow them to build 3D models that represent real-world 
objects. ROS also supports Kinect and allows developers to interface with the 
hardware through dedicated packages, such as Freenect and OpenNI. The 
amount of data points captured within a single frame can be determined from the 
supported resolution of the scanners. For example, the Kinect provides a 
640×480 resolution, which means 307,200 points within a captured frame. These 
frames can be captured at a maximum rate of	30	݂݌ݏ, with the raw information 
requiring a bandwidth in excess of	100	ܯܤ/ݏ. This bandwidth is very expensive 
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in today’s terms and is often impractical to share via most network connections. 
Therefore, to display real-time representation of the scanned environment, the 
amount of points used should be reduced while also minimising loss of visual 
quality via point cloud processing and mapping techniques. 
The OctoMap [249] method uses an octree data structure and a 
probabilistic method to reduce the amount of vertices required to represent a 
scanned environment. Octrees are tree data structures that contain eight children 
for each internal node. Each node represents a voxel that allows the sub-division 
of a 3D space. The diagram presented in Figure 25 shows how the octree data 
format is structured and its relationship with corresponding nodes. The depth of 
an octree determines the level of visual resolution, which is used to display a 
voxelised representation of the captured point cloud information. The goal is to 
achieve a voxel resolution that provides a good visual representation of the 
scanned environment while also being practical in size such that it can be shared 
via network connections with minimal bandwidth requirements. Figure 26 
compares OctoMap models using different octree depths. As can be seen in the 
figure, resolution increases as octree depth increases, which, unfortunately, also 
increases the required bandwidth.  
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Figure 25. Diagram of three-level octree 
 Note: Voxel representation (left) and tree representation showing node 
connections (right) 
 
Figure 26. Visual representation of four octree depth levels 
Note: Created using RViz in ROS. Octree depth 13 (top left), Octree depth 14 
(top right), Octree depth 15 (bottom left) and Octree depth 16 (bottom right) 
3.3.2. Simulated VR Teleoperation System Using TurtleBot 
TurtleBot is a two-wheel UGV robot that is supported by ROS and comes 
with a built-in Kinect sensor that can be used to access remote camera and point 
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cloud information. The ROS TurtleBot Gazebo package offers a simulated 
TurtleBot that can be ran within a Gazebo world. Gazebo [250] is a commonly 
used physically enabled robot simulator that allows roboticists to test their 
development without access to the real robot. The ROS TurtleBot Gazebo 
package is used in this work due to the lack of access to a real TurtleBot.  
Vizard is a Python-based VR development platform that can also be 
described as a game engine. Vizard provides a vast array of native support for 
VR and AR devices, ranging from large-scale CAVEs, HMDs, and head and 
hand tracking systems to haptic devices and even eye-tracking systems. The use 
of Python means that VR worlds and interactions can be rapidly created using 
only a few hundred lines of code. Vizard was used in this work to provide an 
example function for the dynamic teleoperation VRUI that interfaces with ROS 
to teleoperate the TurtleBot simulated in Gazebo. Rosbridge is used to provide a 
WebSocket connection, as discussed previously in the system overview.  
The data provided by the simulated Kinect sensor and motion control 
commands are sent using the JSON data format outlined in the Rosbridge 
protocol and serialized/deserialized in Vizard using functionality in the standard 
Python library. As the remote environment is scanned by the Kinect sensor, the 
3D point cloud data captured in ROS is optimised using the OctoMap method. 
The VRUI in Vizard is updated each frame, dynamically adding vertices that 
represent the optimised point cloud information published in ROS. This scene is 
then viewed by the operator using an Oculus Rift HMD (Figure 27). 
The operator is given a game controller to teleoperate the remote robot. 
Information is communicated from Vizard and published in ROS to move the 
 72 
robot within the remote environment. As the teleoperated robot moves around 
the remote environment, the OctoMap is updated to build upon any existing point 
cloud information. For each Kinect update, any new point cloud information is 
published to Vizard, where the new vertices are added to the virtual scene. This 
updated information is then displayed to the user via the HMD on the next frame. 
This same method can be implemented in other game engines, such as Unity or 
Unreal. 
 
Figure 27. Visual presentation of point cloud information 
Note: Testing the OctoMap technique using Vizard and viewed using an 
Oculus Rift HMD 
3.4. Conclusion 
This chapter presents the communication platform that makes up Layer 1 
of the dynamic VRUI for the teleoperation of heterogeneous robot teams using 
the ROS robotics middleware. The chapter also identifies requirements for the 
VR development environment and detailed the required metadata, data format, 
and communication protocol. The proposed ROS metadata requirements are 
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identified as robot kinematic descriptions obtained from URDF and SRDF 
formats. Subsequently, sensor and motion control data are obtained using the 
message description language available in ROS via packages, such as 
“sensor_msgs” and “control_msgs.” A basic VR environment using primitive 
geometry is proposed as the main virtual control room, this is considered an 
important part of the dynamic VRUI visual design for teleoperation. A 
cylindrical control room among other geometries is presented along with the 
exploration of the use of aligned interactive visual displays. These visual 
displays can provide access to relevant operational information or functions, 
such as the visual presentation of remote sensors. Finally, Rosbridge, which uses 
the WebSocket communication protocol and JSON data format to access a series 
of important ROS operations outside of ROS, is selected as the default 
communication platform. 
A visual presentation method that uses point cloud information is 
presented to build a 3D virtual model of the remotely scanned environment. 
Point cloud information is successfully obtained using a simulated Kinect Sensor 
in ROS, that is then optimised and mapped using the OctoMap method to provide 
a voxelised representation of the raw 3D-scanned data. This 3D-mapped 
environment is then displayed to the operator in real time using an Oculus Rift 
HMD.  
The next chapter will look to leverage the capability of a robot to 
communicate between ROS and a VR development environment, as detailed in 
Layer 1 of the dynamic teleoperation VRUI to exchange kinematic information 
about a ROS supported robot and automatically determine a likely robot 
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category. The ability to determine a robot’s category will be used in subsequent 
chapters as an important parameter to identify the best and most suitable VRUI 
configuration for teleoperation.  
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Chapter 4 
4.Kinematic-based Neural Network 
for Robot Auto-categorisation  
4.1. Introduction 
The ability of a teleoperator to identify the category of a robot helps 
identify its capabilities and is an important aspect in the teleoperation of robot 
teams. For example, a UAV with an on-board camera can provide a bird’s-eye 
view of a given area of interest, while a mobile manipulator can interact with 
ground objects. Commonly used robot categories include UAV, UGV, 
manipulator, mobile manipulator, torso, and humanoid robots.  
A robot’s teleoperation UI, which provides teleoperators remote-control, 
is influenced by its category. The teleoperation UI facilitates the teleoperation of 
robots based on their individual capabilities and the current situation. For 
example, a teleoperation UI with a map and waypoint control may be used to 
teleoperate a UAV tasked with scouting a large area. Therefore, knowing the 
category of a robot could help improve the assigned or selected teleoperation UI.   
Currently, robot categorisation is typically achieved through a non-
automated approach that applies commonly used terminology in the robotics 
field. Efforts have been exerted into standardising robot terminology and 
knowledge, which are commonly referred to as ontology or taxonomy, to ensure 
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consistency among robotic developers. The RoboEarth project [251] and the 
Ontologies for Robotics and Automation [252] are two significant examples.  
RoboEarth [251] provides a framework that allows robots to share 
individual experiences over the Internet by building a common knowledge base 
and improving autonomous capabilities. Experiences are shared among robots 
through the exchange of information about actions, objects, and environments 
encountered. This exchange is achieved using the RoboEarth language [253], 
which was explicitly designed to describe the knowledge of a robot’s experience 
through actions, objects, and environment definitions. RoboEarth action 
definitions include “PickupAnObject” and “OpenGripperForGrasping,” and 
their combination can be used to create action recipes [254] to complete complex 
tasks. RoboEarth object and environment knowledge are mainly shared using the 
Web Ontology Language [255], although references, such as images, computer-
aided models, and environment maps, are also shared for visual recognition.  
The Ontologies for Robotics and Automation [256], developed by the 
Institute for Electrical and Electronics Engineers Robotics and Automation 
Society, became an active IEEE standard in 2015. This standard establishes a set 
of common definitions for use in the transfer of knowledge within the robotics 
and automation domain. It was developed in response to the increasing 
complexity of robotic behaviour including multi-robot and human–robot 
collaborations. It provides details of axioms, including “ArtificialSystem,” 
“SemiAutonomousRobot,” and “HumanRobotCommunication,” which, in turn, 
provide abstract terminology for a standard set of definitions that describe 
robotic systems, concepts, attributes, and relationships.         
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Despite the success of previous works, the categorisation of individual 
robots into commonly used categories, such as UAV, UGV, and humanoid, still 
needs to be addressed. Currently, the identification of a robot category is based 
on human knowledge and expertise. Teleoperators are generally outside the line 
of sight of teleoperated robots and are, therefore, unable to visually identify their 
categories. In traditional master–slave teleoperation systems, the teleoperator 
need to remember only one robot category and has a good understanding of its 
capabilities during the teleoperation process. Unfortunately, remembering 
individual robot categories and capabilities when switching between robots is 
challenging for a teleoperator who controls multiple robots. In the context of this 
thesis, auto-categorising robots will be used as a parameter in the dynamic 
teleoperation VRUI to help automatically determine a suitable VRUI 
configuration for use by teleoperators. 
This chapter aims to capture the available kinematic information in ROS 
using Layer 1 of the VRUI presented in the previous chapter and provide an 
automated robot categorisation tool for Layer 2 of the VRUI. This proposed 
robot auto-categorisation tool uses an ANN and categorises individual robots to 
help simplify the teleoperation of heterogeneous robot teams. The URDF in ROS 
is used to capture the comprehensive kinematic information of a robot. This 
kinematic information is then used as input to the designed ANN, which 
generates robot categories as defined with commonly used terminology in the 
robotics field.  
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4.2. System Overview of Layer 2 
This section provides a system overview of Layer 2 of the dynamic 
teleoperation VRUI as shown in Figure 28. This layer is responsible for auto-
categorising individual robots into commonly used categories using kinematic 
information obtained from the URDF available in ROS. Although the proposed 
robot auto-categorisation system described in Layer 2 uses a trained ANN, other 
classification techniques, such as support vector machine (SVM) or a fuzzy 
neural network (FNN), could also be used.  
 
Figure 28. Layer 2 system diagram 
Categorisation using an ANN requires training with a set of known 
samples from each category. This training process determines the accuracy of 
the ANN, and its success hinges on its ability to determine a correlation between 
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its input and corresponding output. In this case, varying numbers of kinematic 
samples for each robot category are required. While ROS supports over one 
hundred robots this number is insufficient to create a well-trained ANN. To 
overcome this challenge, this work used several samples from each robot using 
a series of different poses. For each sample pose, the kinematic information 
containing the position and rotation values of the joints are assigned as inputs 
and the target robot category represents the output (Figure 29).  
 
Figure 29. Overview of the proposed robot auto-categorisation system 
Note: Uses robot kinematic information to categorise robots into commonly 
used categories 
4.2.1.  Extracting Robot Kinematic Data in ROS 
ROS has been rapidly adopted since its initial release in 2007 and currently 
supports over 100 different robots from major developers, such as NASA [257], 
Willow Garage [242], Rethink Robotics [258], PAL Robotics [259], and 
Aldebaran [260]. The ROS community maintains several robot-independent 
ROS packages that provide a vast array of functionalities, such as MoveIt! [261] 
for motion planning and mobile manipulation; RViz [136], which provides 
sensor visualisation; and Rosbridge [235], which is an interface for external 
communication in the ROS environment.   
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ROS provides URDF and SRDF, which are used to provide descriptive 
information about individual ROS robots. URDF and SRDF use the extensible 
mark-up language (XML) that contains 7 and 12 XML elements, respectively. 
Link, joint, sensor, transmission, Gazebo, model, and model state are the seven 
elements used in the URDF to describe the kinematic, dynamic, collision, visual, 
and Gazebo simulator properties [250] of a robot. However, URDF has 
limitations, such as insufficient capability to describe a serial chain of joints that 
typically represent manipulators or provide end-effector information. The SRDF 
was developed to overcome such shortcomings by defining the group, group 
state, chain, and end-effectors using XML elements. The remaining SRDF XML 
elements include robot, link, joint, virtual joint, disable collisions, passive joint, 
sphere, and link sphere estimation. The extra elements in the SRDF make it ideal 
for motion control applications, as demonstrated in its implementation in the 
ROS MoveIt! mobile manipulation package [261]. 
In this thesis, the URDF is used to obtain kinematic data from each of the 
selected ROS robots in a given pose and used as a single sample to train the 
designed ANN. The ANN is required to determine the category of a robot based 
on its kinematic structure, as captured from its URDF information. When a robot 
is connected to a ROS environment, it typically provides the ROS parameter 
server its URDF file, this can then be used in several packages, such as RViz 
[136], to identify its current state. The URDF is used to obtain sample poses for 
the ANN by searching for active joint types under joint elements, such as 
revolute or prismatic. Once all active joints are found, they can be traversed to 
obtain the kinematic information of the robot using each joint’s position and 
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rotation information. As the robot moves through a set of random poses, each 
pose that is captured represents a sample for training the proposed ANN. 
4.2.2. Robot Category Definitions 
Roboticists categorise robots using commonly known terminology in the 
field, such as UAV, UGV, manipulator, and humanoid robots. These categories 
are abstract in nature and have been naturally introduced over time. They were 
developed so the robotic community could have a common terminology for easy 
reference to robot groups. For example, manipulator refers to a group of robots 
that function like an arm, while UAV describes a group of robots that can fly. 
Six common robot categories, including simple definitions, are listed in Table 5 
with Figure 30 illustrating the typical kinematic configurations. 
Table 5. Commonly used robot category definitions 
Common Robot Categories 
UAV Flying robot that includes quadcopters, hexacopters, and octocopters [88, 262, 263] 
UGV Mobile robot that does not contain any manipulators and uses either wheels or special tracks to navigate its terrain. [31, 264] 
Manipulator Replicates an arm represented by a chain of joints between its base and end effector. [265] 
Mobile 
Manipulator 
A mobile manipulator is any robot that has at least one manipulator 
and can move around its environment using a mobile base. [266, 
267] 
Torso 
A torso robot typically replicates the upper half of a human body. It 
includes more than one manipulator and does not have the capability 
to navigate its environment through the likes of a mobile base. [268] 
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Humanoid A humanoid robot contains at least two arms, two legs, and a head similar to a human being; it may also consist of a waist joint. [269] 
Although no standard exists to provide a clear definition for these 
categories, the categories are considered common knowledge within the robotics 
field and provide a quick way to communicate the capabilities of a robot. These 
categories are typically used by roboticists to convey information about robots, 
yet no approach that allows computers to accurately categorise a robot into these 
commonly known groups currently exists. The capability of a computerised 
system to auto-categorise robots using common human terminology could 
benefit teleoperation applications, especially that for robot teams. 
 
Figure 30. Kinematic configuration of six robot categories  
Note: Created using RViz via the URDF standard available in ROS (a) ABB 
IRB2400 manipulator, (b) AR Drone UAV, (c) Husky UGV, (d) Motoman 
SDA10D Torso, (e) Husky and UR5 mobile manipulator and (f) NAO 
humanoid 
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As previously discussed, one of the main functions of teleoperators when 
teleoperating multiple robots is switching control between individual robots. If 
the robot team is heterogeneous, then identifying the category of a robot quickly 
could be challenging and is likely to impede performance because of the time 
required for the teleoperator to identify the capabilities of a selected robot. This 
situation is one of the challenges that the dynamic teleoperation VRUI hopes to 
overcome by automatically identifying the category of the robot, such that the 
system can present a VRUI that best suits the currently selected robot. If the 
robot category in known, then the system can provide a set of common 
teleoperation controls that are related to the identified category. For example, all 
UAV/UGV could be provided the same set of flight/driving controls. Such an 
approach would reduce the overall complexity of the teleoperation system and 
the required amount of operator training due to the use of the same set of controls 
being used for different robots of the same category. Another benefit could also 
be achieved by providing a symbolic or text-based representation or within the 
VRUI that refers to the robot category currently under control. This approach 
would enable teleoperators to quickly identify the capabilities of a robot when 
switching between robots.  
4.3. Neural Network-based Robot Auto-categorisation  
This chapter proposes the use of an ANN to create a robot auto-
categorisation system in Layer 2 of the dynamic teleoperation VRUI. This auto-
categorisation system categorises robots into common categories based on their 
kinematic structure and has two main objectives. One is for the system to identify 
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a known robot used during the ANN training process from an given pose. The 
other is to identify an unknown robot that has not been used in training from any 
pose. The ability to automatically identify the robot category presented in this 
chapter for Layer 2 will be used in subsequent layers to reconfigure the 
teleoperation VRUI when switching between robots.  
4.3.1.  Artificial Neural Network (ANN) 
Computers are often used to solve complex problems with efficiency and 
accuracy that would otherwise take humans several years to solve. These 
problems and their solutions are commonly modelled with complex algorithms 
and mathematics that can be typically solved through iteration. However, not all 
problems can be solved or modelled using algorithms or mathematical models, 
and therefore different approaches are required. Soft computing consists of 
several methods that provide inexact solutions to solve computationally difficult 
problems, such as visual recognition [270] or the understanding of languages 
[271]. 
ANN is a soft computing method that is based on a network of 
interconnected artificial neurons. These neurons loosely model the human brain 
using several interconnected nodes that build a relationship between the input 
and its associated output. Common ANN designs include feedforward [272], 
recurrent [271], and convolutional [270] neural networks, which consist of three 
layers, namely, input, hidden, and output, as depicted in Figure 31. The input 
layer contains the same number of nodes required to represent the data from a 
single sample. Hidden nodes are used to create a relationship between inputs and 
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outputs by summing the weights, bias, and activation function. Finally, the 
output layer provides the required number of nodes to represent the required 
outputs.  
 
Figure 31. Overview of multi-layered feed-forward neural network 
Note: ࢞࢔ represents the inputs, ࢎ࢓࢔ represents the hidden nodes and ࢟࢔ 
represent the outputs 
Each node within the hidden layers represents an artificial neuron, as 
illustrated in Figure 32.  
 
Figure 32. Overview of the artificial neuron in hidden layers 
Note: ࢏࢔ represent inputs, ࢝࢔ represent weights, ࢈ represents bias, ࢌሺ࢞ሻ 
represents the activation function and ࢕ represents the output 
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Each artificial neuron consists of inputs, weights, and a bias and is in turn 
the input to an activation function. This input and the output of the activation 
function is shown in (1), where ݄௠௡ represents the hidden layers, ܾ represents 
the bias, ݓ௡ represent the weights, and ݅௜ represents the node input. Common 
activation functions include linear, Sigmoid, and Gaussian functions [273]. 
ܽ௜ ൌ 	ܾ ൅ ∑ݓ௡݅௡ 
݄௠௡ ൌ ݂ሺܽ௜ሻ 
(1) 
An ANN needs to be trained with sample data to create an accurate 
relationship between inputs and outputs. For each training data sample, an 
associated target is required to train the ANN. This training process is achieved 
using backpropagation, which minimises the error between actual and target 
outputs by updating the weights within the associated neural paths. A range of 
different ANN configurations are used to solve different problems, such as 
pattern recognition, categorisation, clustering, and curve fitting. 
4.3.2.  Robot Auto-categorisation Design   
With respect to the categorisation of robots proposed in this chapter, 
sample robot poses are used to provide the required training data for the designed 
ANN. Each sample pose consists of a series of positional and rotational joint 
information that provides the appropriate kinematic data associated with a 
corresponding robot category that represents the output of the ANN. This output 
is encoded using a binary vector to represent each of the robot categories, such 
as UAV or humanoid. The following section describes how the required robot 
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kinematic data was collected and formatted to create the dataset used to train the 
ANN robot auto-categorisation system. 
Figure 33 shows that the ANN design used in this chapter for the robot 
auto-categorisation system is a two-layer feed-forward ANN that consists of 
Sigmoid and Softmax hidden layers. This design was trained using the scaled 
conjugate gradient (SGC) backpropagation method. The robot auto-
categorisation ANN design contains 450 inputs that represent the kinematic 
information from each robot sample pose. The output corresponds to an encoded 
binary vector that represents the robot categories, as listed in Table 5. 
 
Figure 33. Design of a two-layer feed-forward neural network 
Note: Hidden layers use Sigmoid and Softmax functions 
As shown in (2), the first hidden layer consists of a Sigmoid activation 
function that allows each output of the neural network to be represented as a 
binary value creating the binary coded output vector.  
ߪሺݔሻ ൌ 11 ൅ ݁ି௫. (2) 
The second hidden layer consists of a Softmax activation function, as 
represented in (3). The Softmax activation function is commonly used in the 
final layer of neural networks to solve categorisation problems like that 
presented in this chapter. The Softmax function provides a probability 
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distribution in that the sum of all inputs is one, and the output with the highest 
probability provides the best solution.  
߮ሺݔሻ ൌ ݁
௫೔
∑ ݁௫ೕ஼௝ୀଵ  (3) 
Once an ANN is designed, training is required to determine the weights 
and biases for each of the artificial neurons. Training is accomplished using 
backpropagation and a training dataset, each sample in the training data consists 
of input data. In this case, the kinematic information from the robot and its 
associated output, that is, the assigned robot category, is the sample. The robot 
auto-categorising ANN presented in this chapter was trained using the scaled 
conjugate gradient (SCG) backpropagation method because of its increase in 
speed over the standard backpropagation method.  
4.3.3.  Collection of Kinematic Training Data  
Each individual training sample for the robot auto-categorisation ANN 
includes the kinematic information of a robot for an individual pose, used as the 
ANN input, and the associated target robot category, used as the output. The 
ANN training dataset contains a series of these individual training samples with 
their associated kinematic inputs and robot category outputs, and is then used to 
train and test the robot auto-categorising ANN. The training process builds a 
neural network that develops and attempts to identify a relationship between the 
kinematic input and target categories from the training dataset. The goal is to 
find a relationship with the lowest rate of error.  
 89 
For training purposes, each sample that represents a different robot pose is 
manually assigned a corresponding robot category. Each corresponding category 
is given an output that targeted the required robot category using a formatted 
binary vector, as illustrated in Figure 34. Each sample that is used to train the 
robot auto-categorisation ANN system consists of 450 individual inputs. The 
450 inputs represent a maximum of 75 joints, in which each joint consists of six 
variables. The first three variables represent joint positional information ሺݔ, ݕ, ݖሻ 
and the last three represent joint rotational ሺߙ, ߚ, ߛሻ information. A maximum of 
75 joints was selected to allow the NASA Robonaut 2 humanoid robot, which 
consists of 72 joints.  
All samples were required to have the same number of inputs to train the 
robot auto-categorising ANN. To represent the varying number of joints among 
robots and maintain a consistent number of inputs for the ANN, the input was 
padded with leading zeros. For each sample, the first series of inputs represented 
the joints of the given robot pose, and the remaining inputs were then filled with 
zeros. This is illustrated in Figure 34, where jn represents the maximum number 
of robot joints, x,	y,	z		represents the joint location, α,	β,	γ		represent the robot 
joint rotations, and ݅௡ represents the ANN inputs. Using this example, the first 
36 inputs of the given robot consists of six joints that are obtained from the 
kinematic information captured using a single pose. The remaining 414 inputs 
are then filled with zeros. By contrast, the first 432 inputs of the Robonaut 2 
robot with 72 joints will be filled with kinematic information, and the remaining 
18 inputs will be filled with leading zeros. 
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Figure 34. Auto-categorising ANN data using a six-joint robot  
Although six robot categories were proposed in this work, the number of 
categories could be increased or decreased in the future if required. The robot 
categories included UAV, UGV, manipulator, mobile manipulator, and 
humanoid robots as listed in Table 5. 
 As previously discussed, the URDF of a robot is used to ensure that the 
positional and rotational kinematic information for each sample robot pose is 
precise. Table 6 provides the list of robot models used in this work to develop 
samples to test and train the robot auto-categorisation system. For each of the six 
proposed categories, five robot models are assigned, providing 30 different robot 
models. The ANN system contained six outputs formatted a binary vector that 
represent each of the target categories, as listed in Table 5 and depicted in Figure 
30.  
The different robot poses were obtained using the MoveIt! [261] mobile 
manipulation package. An automated process was developed as part of this work 
to move each of the active joints on the given robot as identified in the URDF to 
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create random poses, such as those illustrated in Figure 35. After each random 
pose, the kinematic data was stored using a comma-separated variable file that 
was then used as input data for the robot auto-categorising ANN. One advantage 
of using the MoveIt! package is that it checks for collisions to avoid invalid 
poses, this eliminates the need to identify invalid poses during the random pose 
process to assure that the captured data was accurate.  
Table 6. ROS robots used for ANN training and testing 
Robot Samples 
UAV AR Drone, Firefly, Hummingbird, Iris, Pelican. 
UGV Grizzly, Jackal, Kobuki, Komodo, Pioneer2DX. 
Manipulator Fanuc M10IA, Fanuc LR Mate 200IC5H, Fanuc M430IA2P, ABB IRB6640, AB IRB2400 
Mobile 
Manipulator Fetch, Husky and UR5, KUKA youBot, Pepper, PR2. 
Torso Baxter, CROM2, Hilgendorf, Motoman SDA10F, Robonaut2 (torso version) 
Humanoid Robonaut 2, REEM-C, NAO, TEO, Romeo 
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Figure 35. ROS MoveIt! package used to create sample poses  
Note: (a) NAO humanoid, (b) ABB IRB2400, (c) AR Drone UAV, (d) Husky 
UGV, (e) Husky and UR5 mobile manipulator and (f) Motoman SDA10D 
torso 
4.4. Results and Discussion 
This section presents the results from testing the robot categorisation system 
using simulated robots and a physical Baxter torso robot. In the simulated 
testing, two tests were performed because of access to several different ROS-
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supported robots. The first test method was used to determine how well the 
system could identify a robot’s category based on a known robot model, that is 
one used during ANN training. This method tests the system’s capability to 
categorise known robots in any poses. Its results are used to suggest the 
approximate number of training samples required for the robot auto-
categorisation system to achieve a high-level of accuracy. For example, if a new 
humanoid was released and supported by ROS in the future, then the system 
could be retrained to automatically identify its category based on a number of 
training samples.  
The second test method looks at how accurately the robot auto-
categorisation system categorises unknown robots, those not used during the 
training phase. For example, if a new UAV is supported by ROS, then this 
method looks at how accurately the system can automatically identify its 
category without retraining the system.  
The final experiment was conducted using the robot auto-categorisation 
system on Baxter, a physical torso robot and uses real poses. Similar to the first 
set of tests conducted in the simulation results section, this test checks how well 
the system can categorise Baxter as a torso robot in any given pose. 
4.4.1. Simulation Results 
This section presents the simulation results for the robot auto-
categorisation system using the robots listed in Table 6. Tests were conducted 
using the kinematic information obtained from random poses using the ROS 
MoveIt! package and simulated robots, as illustrated in Figure 36. The first set 
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of results show how well the system can categorise known robots in any poses. 
The second set of results show the accuracy of the robot auto-categorisation 
system in categorising completely unknown robots, those that were not used 
during the ANN training phase.  
 
Figure 36. Testing robot auto-categorisation system using random poses 
Test results for categorising known robots in any pose are shown in 
Figure 37. ANN training data included all 30 robots from the six categories listed 
in Table 5. The robot auto-categorisation ANN was trained using 30 sample 
poses from each of the listed robots and 20 hidden nodes. For each of the six 
categories, 100 sample poses were used to test the system. The results in Figure 
37 show that the robot auto-categorisation system achieved an accuracy of ൒
98% for all six robot categories. This suggests that the system should be 
retrained using 30 sample poses from any new robot model that requires to be 
categorised using the designed robot auto-categorisation ANN. 
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Figure 37. Categorisation results for known robots in any pose 
In addition to the aforementioned results, a further test was performed to 
investigate the capability of the robot auto-categorisation system to categorise a 
completely unknown robot, one not used during the ANN training phase.  
 Figure 38 shows the test results using the robot auto-categorisation ANN 
to categorise completely unknown robots. As previously discussed, 30 different 
robots were used to collect test and training sample data. As these samples were 
evenly distributed, each of the six categories contained five different robots. For 
each test shown in Figure 38, four robots from each category were used as 
training samples, with the last robot of each category being used as the unknown 
robot to test the robot auto-categorisation system. Each robot provided 100 test 
samples. Therefore, Figure 38 shows five different tests that allowed each robot 
in each category to be represent the unknown robot during testing. For the 
remainder of the four tests, the same robot was then used during the training 
phase. The rotation of the selected unknown robot for testing in each category 
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ensured that each robot was tested once to help remove any bias that could occur 
in the results.     
 
Figure 38. Auto-categorisation results using unknown robots 
The results in Figure 38 show that the robot auto-categorising ANN has a 
great success rate in identifying completely unknown robots in the UAV, UGV, 
and manipulator categories, achieving ൒ 94% for all five tests. The torso robot 
category shows promising results in three out of the five tests with ൒ 98%, 
whereas the remaining two tests show	൑ 55%, this could be due to a significant 
difference in two out of the five robots. However, further investigation is 
required to find the exact cause. Finally, the humanoid and mobile manipulator 
categories performed poorly, with results ranging from 57% to 26% and 28% 
to	൒ 8%. These tests show that the robot auto-categorisation ANN performs 
successfully in categorising unknown robots with simple kinematic structures, 
such as those in the UAV, UGV, and manipulator categories. Although as their 
kinematic structure increases in complexity, its capability to successfully 
categorise an unknown robot decreases. One challenge could be that the 
kinematically complex categories, such as mobile manipulator, humanoids, and 
torso robots consist of several elements from the simple kinematic categories. 
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For example, a mobile manipulator consisting of elements from the UGV and 
manipulator categories, or a torso robot consisting of multiple manipulators. 
Considering these results, future work may benefit from identifying these 
simpler kinematic structures in all robot categories, a soft-computing technique, 
such as fuzzy logic, could then be used with a set of rules that identify particular 
combinations of the simple kinematic structures that make up to more 
kinematically complex categories and may lead to improving the overall success 
of categorisation.   
4.4.2. Experimental Results 
This section presents test results from the robot auto-categorisation system 
using the Baxter torso robot developed by Rethink Robotics and supported by 
ROS. Baxter has a total of 15 active joints with six rotational joints on each arm, 
two prismatic joints for each of the grippers, and a single two-DOF head joint 
that allows pan and tilt movement, as depicted in Figure 39. 
 
Figure 39. Baxter joint locations 
Note: (a) physical robot and (b) kinematic representation, where ࢐࢏ represents 
each of the 15 joints 
(a) (b) 
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Using the MoveIt! mobile manipulation package available in ROS, as 
shown in Figure 40, the robot auto-categorisation ANN was tested using 30 
random poses from the Baxter robot, an example pose is shown in Figure 39. 
The same test procedure as the first test method conducted in the simulated test 
section was used, that is, 30 random sample poses different from those used to 
train the ANN were used to test the robot auto-categorisation system.  
 
Figure 40. Baxter pose used to test robot auto-categorisation system 
For each sample pose, the kinematic data was captured from ROS and sent 
to the robot auto-categorisation system to test its capability to automatically 
detect Baxter as a torso robot. A sample of the extracted kinematic data that 
excludes the zero padding is provided in Table 7. The results show that the 
system identified Baxter as a torso robot in 29 out of 30 poses, giving a system 
accuracy of 96.67%.  
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Table 7. Baxter URDF data 
Joints ࢞૚ ࢟૚ ࢠ૚    
࢐૚ 0.0600 0.0000 0.6860 0.0000 0.0000 -0.0042 
࢐૛ 0.0640 −0.2590 0.1296 0.0000 0.0000 −2.3024 
࢐૜ 0.0179 −0.3104 0.4000 −1.5708 0.7063 −2.3024 
࢐૝ −0.0339 −0.3681 0.3338 2.3355 −0.3555 −1.0539 
࢐૞ −0.1353 −0.5729 0.1875 0.8063 0.2131 −1.6020 
࢐૟ −0.1385 −0.6741 0.1656 −1.8039 0.4140 3.0152 
࢐ૠ −0.1558 −0.9374 0.1043 −3.0153 0.4558 −2.4539 
࢐ૡ −0.2363 −1.0035 0.0532 2.3787 −0.9161 −1.5758 
࢐ૢ 0.0640 0.2590 0.1296 0.0000 0.0000 −0.5634 
࢐૚૙ 0.1224 0.2222 0.4000 −1.5708 0.1260 −0.5634 
࢐૚૚ 0.2079 0.1681 0.3872 −1.6969 0.0238 −2.1372 
࢐૚૛ 0.3910 −0.0291 0.3525 3.0624 0.1010 −1.4186 
࢐૚૜ 0.4066 −0.1310 0.3421 1.6835 −0.4591 0.1021 
࢐૚૝ 0.4564 −0.3963 0.3192 0.2792 0.3854 −2.1379 
࢐૚૞ 0.3986 −0.4869 0.2756 2.0032 −0.4573 −0.7681 
 
4.5. Conclusion 
This chapter presents a kinematic-based robot auto-categorisation system 
that makes up Layer 2 of the dynamic teleoperation VRUI for heterogeneous 
robot teams. This layer is responsible for automatically identifying the category 
of a robot based on its kinematic configuration. The robot category is used in 
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subsequent layers as a parameter to help identify a VRUI configuration that best 
suits a given robot and task. It also provides operators with information about 
the category of a robot, as detailed in the following chapters to improve the 
teleoperation of heterogeneous robotic teams, especially when switching control 
between different robots. When the category of a robot is known, the dynamic 
teleoperation VRUI can be automatically reconfigured when switching among 
robots and provide category information to the operator to help improve their 
understanding of the selected robots’ capabilities.        
The kinematic-based robot auto-categorisation system proposed in this 
chapter uses URDF information available in ROS in conjunction with a 
specifically designed categorisation ANN. Random sample poses were taken 
from several ROS-supported robots using the MoveIt! mobile manipulation 
package and were used to train and test the designed ANN. Results show that for 
known robot models (those used as part of the ANN training phase), the system 
can identify the category of a robot regardless of its pose, with an accuracy of 
൒ 98% when the designed ANN is trained using 30 samples from each robot. A 
second set of tests investigated the robot auto-categorisation system and its 
ability to determine a robot’s category of a robot not used in the training phase, 
that is a robot completely unknown to the system. A series of five tests were 
conducted. For each test, four of the available five robots in each category were 
used to train the ANN, the last robot was set as the unknown robot and used for 
testing. This unknown robot was changed for each of the five tests. For simple 
kinematic-structured robots found in the UAV, UGV and the manipulator 
categories all five tests showed great results with the correct category being 
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identified	൒ 94% of the time. More kinematically complex robot categories, 
such as torso, humanoid, and mobile manipulators, showed more mixed results. 
These mixed results could be due to the kinematic complexity of these categories 
that contain several elements from the more kinematically simple categories, for 
example, torso robots consisting of multiple manipulators. Finally, the robot 
auto-categorisation system was tested with Baxter, a physical torso robot. 
Results show that the system successfully categorised Baxter as a torso robot 
96.67% of the time. 
Future work could benefit from identifying the cause of failed 
categorisation when introducing more kinematically complex robots, those in 
the torso, humanoid, and mobile manipulator categories. Future work could also 
include the use of different categorisation algorithms, such as SVM or FNN, 
using the same approach to determine the category of a robot given its kinematic 
structure to compare categorisation results using different soft-computing 
methods.  
The next chapter looks to leverage the capability of identifying the 
category of a robot by using it as a parameter for identifying a teleoperation 
VRUI that best suits an individual robot and situation. By identifying individual 
teleoperation VRUIs required for robots within a heterogeneous robot team, the 
number of different teleoperation VRUI configurations required is reduced. This 
is an important aspect for the dynamic teleoperation VRUI framework as robots 
of the same category with similar capabilities can share the same teleoperation 
VRUI. This approach significantly reduces the number of teleoperation VRUI 
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required for a given robot team and reduces the learning curve for operators due 
to the decrease in the number VRUI configurations.          
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Chapter 5 
5.Relationship between Robot 
Characteristics and Teleoperation 
User Interfaces 
5.1. Introduction 
ROS can cater to a large number of supported robots using custom 
packages [274]. However, it does not provide a single or standard approach to 
teleoperate different robots or heterogeneous robot teams. Instead, distinct 
packages, such as those presented in [134, 261, 275], provide dedicated 
interfaces to achieve a particular type of teleoperation control for certain robots. 
RViz [136] is a popular ROS package that provides an interface to view different 
sensory information, such as camera vision, laser scan, and other point cloud 
data, from different robots using common message types available in ROS. 
Although such packages have been widely used, they do not provide a single 
teleoperation system that can support the teleoperation of different robots, or 
even robot teams as would be required for applications, such as USAR [276]. To 
achieve such a teleoperation interface, particularly a dynamic and responsive 
interface that allows the switching of control between different robots within a 
team, a different approach to teleoperation UI design is required. 
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A list of works that evaluate the teleoperation of robot teams is outlined in 
[276]. Based on its findings and those of previous works, a single teleoperator 
typically should not control more than 8 to 12 semi-autonomous robots. 
However, much of the work dealt with homogenous robot teams or 
heterogeneous robot teams comprised mainly of the same robot type (e.g., only 
UGVs). In [277], real-world teleoperated robot team experiments were 
undertaken, and the work discussed how human–robot interaction is the current 
barrier to more successful human–robot teaming. Although trust in autonomy, 
as one consideration in human–robot interaction, is listed as a major challenge 
to successful teleoperation of robot teams, specific UIs were required for 
different robot types, such as in the third trial for UAV and UGV robots. This 
type of situation requires teleoperators to adapt to different UIs and presents the 
opportunity to develop a more unified approach. A more unified approach could 
provide less variability in the UI and provide transferable skills through the reuse 
of UI components, which perform similar teleoperation functions for the same 
or similar robot types, such as two different UAVs.  
Robot-specific UIs for each different robot model of the same type is likely 
to affect the situational awareness of a teleoperator and increase the risk of 
operator overload by exposing them to a large amounts of information. Operator 
overload could be reduced by limiting the number of different UI configurations 
and improve interoperability for the same or similar robots by providing the 
operator with UI consistency between robots of the same type. In [278], robots 
are connected through the Internet to share information and complete tasks using 
autonomous collaboration. The work details a skill abstraction layer, this layer 
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attempts to identify the common robot functions that are hardware-independent 
and provide a standard approach to the autonomous operation of heterogeneous 
robots.  
In summary, a gap in the literature is identified as (a) the ability for the 
teleoperation system to identify similar capabilities of different robots in the 
same team; (b) provision of a single or standard approach to teleoperation UI 
design for heterogeneous robot teams; (c) improve the approach to switching 
control between different robots within a heterogeneous robot team; and (d) a 
standard approach to teleoperation interface design, including functions, sensor 
presentation methods, and UI components, to control individual robots that 
consist of a similar functionality.  
To take a step toward addressing these challenges, as well as more 
generally toward a standard approach to the teleoperation UI design for 
controlling heterogeneous robot teams, this chapter introduces the concept of 
relating robot characteristics to the components of UI design. Suggested robot 
characteristics include the robot category as determined in Layer 2 of the VRUI 
presented in the previous chapter in conjunction with sensor and motion control 
characteristics to determine VRUI configurations using a MATLAB toolbox. 
The MATLAB toolbox is developed as part of this chapter using common robot 
characteristics (informed by ROS metadata) across different robots of the same 
category, such as humanoids, to help reduce the number of different VRUI 
configurations required to control a given robot team. Subsequently, this 
approach is then used in the next chapter that presents Layer 4 of the dynamic 
teleoperation VRUI and is responsible for dynamically assigning VRUI 
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configurations in real-time given a selected robot from a heterogonous team 
along with the requested sensor and motion control selections.  
5.2. System Overview of Layer 3 
This section provides a system overview of Layer 3 of the dynamic 
teleoperation VRUI framework, as shown in Figure 41. This layer is responsible 
for determining the required number of unique teleoperation VRUI 
configurations for a given heterogeneous robot team. This is achieved through 
the use of ROS metadata that provides information about the kinematic structure, 
number and type of sensors on-board, and possible motion control strategies of 
a robot. Using a set of user-defined rules, relationships are defined based on 
individual capabilities with corresponding teleoperation VRUI components. For 
example, an on-board 360୭	camera requires spherical geometry within the 
VRUI to correctly display the Equirectangluar formatted video.  
The approach presented in this chapter is implemented as a MATLAB 
toolbox and involves a three-step process. The first step of the process requires 
users to specify a set of rules that relate common robot characteristics (the robot 
characteristics informed by ROS metadata) and teleoperation VRUI 
components. The first step is only required for initial setup or when rules require 
updating. Once relationship rules are created, they are reused for different robot 
teams. Given a defined relationship rule set, the second step is where the 
selections of robot characteristics for each robot category, e.g., UAV, are 
conducted. The third and final step is where the toolbox automatically specifies 
the number of different teleoperation VRUI configurations required to control 
 107 
the described robot team using the relationship rules and robot characteristic 
selections for the given robot team.      
 
Figure 41. Layer 3 system diagram 
5.2.1. Relationship of ROS Metadata and Teleoperation VRUI 
When designing an interface for the teleoperation of robots, considering 
the relationship between robot capabilities, and the configuration of the 
teleoperation UIs are important. The teleoperator should be provided with 
sufficient sensory information in an intuitive manner, such that adequate 
telepresence is achieved without overloading the teleoperator with excessive 
information. Sensory information about the remote environment obtained by a 
robot is commonly presented to the teleoperator visually. However, interaction 
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with other sensory modalities, such as haptic and auditory, is less common but 
still possible if available hardware permits. 
Figure 42 depicts a high-level overview illustrating the flow of 
information between a human and a robot during teleoperation. Sensory 
information obtained by the robot is presented to the teleoperator by means of 
the VRUI, and control commands are transmitted to the robot by the teleoperator 
through their interaction with the VRUI. Thus, the VRUI is a critical component 
of the teleoperation process. It needs to provide the teleoperator with the 
necessary information regarding the robot and its environment as well as the 
capability to provide commands to the robot.  
 
Figure 42. High-level information flow for the teleoperation VRUI 
This chapter proposes an approach allowing users to specify rules 
representing relationships between certain robot characteristics (i.e., relating to 
sensors and control commands) and components of the VRUI used by the 
teleoperator to command the robot team. Then, the developed toolbox 
determines the number of different VRUI configurations required to control 
possible robot team configurations. Such work is a step toward providing a 
standard approach to teleoperation UI design. Given that different robots of the 
same robot category can share the same or similar robot characteristics, the 
number of different VRUI designs required to teleoperate a robot team can be 
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reduced. For example, consider a team comprising three different UAVs, each 
from a different manufacturer and each having a single 2D camera and a specific 
set of direct flight controls for basic teleoperation. The three UAVs will likely 
have different teleoperation UIs despite having similar capabilities, that is, all 
UAVs can provide the teleoperator with a view of the remote environment 
through a robot-mounted 2D camera and controlled using direct flight control. 
Currently, a teleoperator would need to be familiar with the three different 
teleoperation UIs or VRUIs to control a team of three UAVs. Given the 
similarities among a team of different robots within the same category, that is, 
the team of three UAVs and focusing on the components of the VRUI that are 
common for the different robots can help aid the teleoperator in transferring their 
skills among different robots. 
VR and other immersive technologies, as discussed previously in 
Chapters 2 and 3, are believed to provide a series of benefits when teleoperating 
robot teams over traditional peripherals, such as monitors, keyboards, and 
joysticks. In the case where the three UAVs each have 2D cameras on-board, 
each camera would typically be viewed using an individual monitor or a single 
monitor by either swapping camera displays using devices, such as a keyboard 
and mouse, or by tiling video feeds. A VR system consisting of a tracked HMD 
and hand controllers, such as the HTC Vive or Oculus Rift, provides the 
capability to present the teleoperator with a 360୭ reconfigurable virtual 
environment. This virtual environment may consist of several virtual displays 
that can be of any size and orientation for each of the cameras on the controlled 
robot with the capability to be easily moved or adjusted. Doing so could 
 110 
overcome the limitations associated with physical workspaces, such as a control 
room, which may not be rapidly reconfigured, as discussed in Chapter 3. 
In robotics, a robot category is typically described using terminology 
well known in the robotics field and assigned using human knowledge and 
intuition. By knowing a robot’s category, a teleoperator can make educated 
assumptions about the capabilities, sensory information, and motion control 
options of the robot, as discussed in Chapter 4. This information allows 
teleoperators to prepare mentally for teleoperating a selected robot and for the 
type of task it would normally perform. Examples of such tasks for a particular 
robot category include UAVs that often provide teleoperators with a bird’s-eye 
view of a remote environment and mobile manipulators, which have the 
capability to traverse ground terrain and interact with objects in the remote 
environment [280]. 
A teleoperation UI or VRUI able to identify a robot’s category 
automatically can provide teleoperators with valuable information that will aid 
them in determining the robot’s capabilities. This determination of robot 
category requires category definitions allowing robots to be grouped based on 
known terminology, as outlined in Layer 2 of the teleoperation VRUI presented 
in the previous chapter. Layer 2 consists of a robot auto-categorisation system 
that utilises the kinematic information available in ROS via the URDF that 
describes individual robots. Although the robot auto-categorisation in Layer 2 
presented in the previous chapter used a trained ANN, other soft computing 
methods such as FNN or SVM could also be used. In the approach presented in 
this chapter, robot category is one of the four robot characteristics selected using 
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the toolbox. Robot category is selected from a list and is used to group robots 
with similar kinematic structures using common terminology. 
A teleoperator requires information about the remote environment 
obtained through sensors on-board the robot to complete tasks effectively. A 
single robot can consist of a vast array of on-board sensors, which are typically 
presented within a UI or VRUI using visual [281, 282], audio [41], and 
sometimes force feedback [283] presentation methods. If the type of sensor is 
known in advance, then the best suited presentation method for that sensor can 
be determined and remote information can be effectively communicated to the 
teleoperator. 
In ROS, information about a robot’s on-board sensors is generally 
contained within two forms of metadata, the URDF and sensor messages. The 
URDF uses the XML sensor element to define the location of sensors within the 
robot’s kinematic tree and provides basic descriptive information about each 
listed sensor. A ROS-supported robot typically provides a list of topics that 
publish messages containing information about the robot, including sensors. A 
robot’s topic list shows the messages currently being published in ROS, and by 
searching these topics on an individual robot, the number and sensor types for 
an individual robot can be ascertained. Once the sensor information is known, 
the method to present the data to the teleoperator can be assigned. Figure 43 
shows an example of how point cloud data can be visualised, as presented in 
Chapter 3. The data obtained from a simulated Kinect device on a simulated 
TurtleBot is published using the “PointCloud2” message definition described in 
the ROS “sensor_msgs” package. Then, the point cloud data is post-processed 
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using the OctoMap method from [249] available in the OctoMap ROS package 
to create a stable voxelised representation of the simulated remote environment 
also presented in the “PointCloud2” message format. This process is conducted 
as part of this thesis and its exploration into sensors capable of sharing the same 
visual presentation methods. 
 
Figure 43. Visualisation of a simulated Kinect sensor point cloud 
Note: Created using the OctoMap [249] method available in the ROS 
OctoMap package 
Teleoperation requires the teleoperator to communicate the required 
commands to the remote robot. Depending on the requirements of a given task 
and the robot’s capabilities, the teleoperator can either control the robot through 
pure teleoperation or have the robot exercise some degree of autonomy. 
Regardless of the level of autonomy, except for a fully autonomous robot, the 
teleoperation VRUI can be used to communicate with the remote robot so that 
required tasks can be completed. 
ROS-supported robots can be teleoperated using their respective 
teleoperation packages, which can be commonly identified by a “teleop” 
postfix. These packages are typically created by the developers and researchers 
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responsible for the robot’s implementation in ROS. Teleoperation packages 
typically comprise of information about different teleoperation motion control 
strategies, such as driving, flying, or waypoint control, used to teleoperate a 
specific robot. For example, the ROS topic “/cmd_vel” is commonly used to 
send “geometry_msgs/Twist” formatted messages for motion control, such as 
driving or flying. Despite this effort to standardise motion control in ROS, no 
single standard approach for representing motion control strategies for different 
robots exists. As such, a survey on currently supported ROS robots and other 
common motion control techniques is conducted to obtain an understanding of 
typical motion control strategies for different types of robots and is listed in 
Table 8 under the results section. 
5.1. Design and Development of the MATLAB Toolbox 
The previous section discusses how ROS metadata contains different 
robot information, including the kinematics, number and types of sensors, and 
motion control strategies. This section examines how metadata is used to 
develop a MATLAB toolbox for automatically determining and reducing the 
number of different teleoperation VRUI designs required to control possible 
robot team configurations. This process identifies unique teleoperation VRUI 
configurations and is based on the relationship rules (specified by the user of the 
toolbox) and selected robot characteristics. ROS metadata is used in two ways, 
the first being to inform the choice of different robot characteristics selected 
when using the toolbox and the second being to define the relationships between 
robot characteristics and VRUI components. The former occurs during 
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configuration of the toolbox, while the latter occurs at runtime. Runtime will be 
discussed in the final chapter, where ROS-supported robots are connected to the 
dynamic teleoperation VRUI system for teleoperation. Moreover, using the 
robot’s ROS metadata, different VRUI configurations would be dynamically 
assigned. 
The toolbox provides a set of unique VRUI configurations determined 
using rules defining the relationship between robot characteristics and VRUI 
components (informed by ROS metadata), an example of which is the use of 
sensor messages to determine VRUI components appropriate for individual 
cameras. For instance, 2D and 3D cameras could use a visual display as the 
necessary VRUI component to present the camera vision, whereas a 360° camera 
would likely be better served by an appropriate geometry, such as a sphere, to 
display the 360° vision correctly. These relationship rules are updatable, 
allowing for future changes to the type of sensors and motion control strategies 
that may be introduced by the ROS communities. 
Once the relationship rules are defined, selections specifying the 
characteristics of robots and those that describe a robot team can be made. These 
selections define robot characteristic combinations, referred to as valid robots, 
which determine the required number of teleoperation VRUI configurations. 
When different robots of the same robot category share the same or similar robot 
characteristics, the system can reduce the number of teleoperation VRUI 
configuration designs required by assigning the same teleoperation VRUI 
configuration. Four robot characteristics are specified, as shown in Figure 44. 
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The choice of these four characteristics and their constituents were informed 
through surveys of ROS-supported robots and other available data. 
 
Figure 44. MATLAB toolbox flowchart 
Note: Overviewing the teleoperation VRUI configuration assignment based 
on robot characteristics 
When the selections specifying the robot characteristics have been made, 
a list containing all valid robot combinations matching these characteristics is 
defined. Figure 44 shows how all valid robots are assigned a unique VRUI 
configuration. This assignment is based on the rules describing the relationship 
between robot characteristics and components of the VRUI. Robots that do not 
match the specified robot characteristics are considered invalid and a default 
VRUI configuration is assigned if required. For example, a unique VRUI 
configuration for a manipulator robot category might be specified to include 
manipulation control and thus provide the teleoperator with the required end-
effector motion controls and a camera view. When switching between robots 
within the dynamic teleoperation VRUI, a set of possible VRUI configurations 
should be available for the teleoperator as they select different sensor and motion 
control strategies. This set of possible VRUI configurations for the currently 
selected robot will be based on the robot’s characteristics identified by its ROS 
metadata, as previously discussed in this chapter. 
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Each VRUI configuration is associated with a unique whole number value 
in consecutive order with the default VRUI configuration assigned last. The data 
representing each robot characteristic needs to be formatted appropriately so that 
it can be represented numerically, and the numerical representation of each 
characteristic provides the required range. The input and output formats for each 
of the four robot characteristic types are shown in Figure 45, where rn represents 
Robot Category, rmax is the maximum number of Robot Categories, mn is the 
method for Robot Motion Control, mmax is the maximum number of methods for 
Robot Motion Control, sn	is the Sensor Type, smax is the maximum number of 
Sensor Types, in is the number of sensor clusters, imax is the maximum number 
of sensor clusters, uii is the unique VRUI configuration, uimax is the maximum 
number of unique VRUI configurations, and uidefault represents a default VRUI 
configuration assigned to invalid robot characteristic combinations. 
Robot Category Robot Motion Control Sensor Type No. of Sensors 
r1, rn…rmax  m1, mn…mmax s1, sn…smax i1, in…imax 
 
 
VRUI 
uii, uin…uimax, uidefault 
Figure 45. MATLAB toolbox input and output formats 
In this thesis, the Robot Category characteristic has six possible 
selections: UAV, UGV, manipulator, mobile manipulator, torso and humanoid 
as discussed in the previous chapter. These Robot Categories were chosen based 
on a survey of common robots and considering terminology used, as listed in 
Table 8 (in Results section below). The specified Robot Category is used by the 
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relationship rule base to designate a component of the corresponding VRUI 
configuration. For example, VRUI configurations assigned for a UAV Robot 
Category may include a virtual cockpit, while for a UGV the VRUI configuration 
might include a virtual driver’s seat. The Robot Category choices are determined 
using robot definitions presented in the previous chapter that are formatted into 
a numerical range using an associative array, as depicted in Figure 46. 
The Robot Motion Control characteristic represents different motion 
control methods, such as direct flight or waypoint controls, defined such that 
each method requires a unique component within the VRUI. Robot Motion 
Control may be applicable across different Robot Categories, such as individual 
joint control, which could be used to control the humanoid and torso robot 
categories. Similar to the Robot Category, the Robot Motion Control 
characteristic is also represented by an associative array after being converted to 
numerical values of an appropriate numerical range. 
 
Figure 46. Formatting Robot Category data 
Note: ࢐࢔ denotes the robot joints, ࢞, ࢟, ࢠ denote the robot joint locations and 
ࢻ, ࢼ, ࢽ denote the robot joint rotations 
As part of defining the rules representing the relationship between robot 
characteristics and components of the VRUI, Sensor Types requiring similar 
presentation methods can be grouped together (Figure 47). The presentation 
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mode (right-hand side of Figure 47) for sensor groupings represents the UI 
component, which will be provided if a Sensor Type is specified in the robot 
characteristics. An example is 2D and 3D cameras, both require similar sensor 
presentation methods, the monoscopic and stereoscopic differences 
withstanding, and can both be displayed within a visual display in the VRUI 
configuration. 
 
Figure 47. Grouping Sensor Types into sensor presentation groups 
The relationship rules are used to implement logic based on the specified 
robot characteristics. The Number of Sensors characteristic specifies the 
maximum number of sensors on-board any given robot included in the selected 
Robot Category. Considering the Number of Sensor characteristics, the sensors 
can be clustered where a large number is present on an individual robot. 
Clustering the sensors into separate clusters, as detailed in (4), can reduce the 
physical space required to represent the UI components corresponding to the 
sensors. This process is analogous to the use folders in Microsoft Windows to 
group files of a common theme to save UI or, in this case, VRUI space. Using 
(4), if an individual robot has no more than 50 sensors, then there will always be 
5 or less components referencing them in the teleoperation VRUI and 
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represented either individually or as clusters. For example, if a robot contains 
three sensors, then they would be represented individually within the VRUI. By 
contrast, if a robot contains 10 sensors, then they would be clustered into 2 
individual clusters. Although the design of each unique VRUI configuration 
identified using the MATLAB toolbox is beyond the scope of this thesis, future 
work could include different techniques for the organisation of clusters, such as 
alphabetically, most commonly used, or even the amount of data that requires to 
be transmitted. For example, a video VRUI component could be differentiated 
from an auditory component based on the difference in the amount of data 
required to be transmitted. 
݃ ൌ
ۖە
۔
ۖۓ ݅, 1 ൏ ݅ ൑ 5ڿi/2ۀ, 6 ൏ ݅ ൑ 10
ڿi/3ۀ, 11 ൏ ݅ ൑ 15
ڿi/5ۀ, 16 ൏ ݅ ൑ 25
	ڿi/10ۀ, 25 ൏ ݅
 (4) 
where ݃  represents the number of sensor clusters rounded up to the nearest whole 
number, and ݅ represents the number of the sensors. 
Once the four robot characteristics have been specified using the toolbox 
GUI (Figure 48), the toolbox generates all possible VRUI configurations based 
on the previously defined rules. For a single robot, a robot category, or even a 
heterogeneous robot team, this VRUI configuration list can be searched to find 
the corresponding unique VRUI configuration and be dynamically assigned to 
the teleoperator in real time as presented in the next chapter. The number of 
different VRUI configurations are reduced using the same teleoperation VRUI 
configuration for robots within the same Robot Category that have the same or 
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similar robot characteristics. The degree to which the VRUI configurations can 
be used for different robot teams depends on the way the relationship rules are 
specified, reducing the number of different VRUIs and reducing the 
teleoperation VRUI development time as well as providing transferable skills for 
the interoperability of different robots. This consistency aims to improve 
switching teleoperation control between different robots within a team by 
sharing the same VRUI components, such as displaying 2D cameras, and 
enhancing the teleoperator’s overall situational awareness. 
Figure 48 shows the toolbox GUI used to select the robot characteristics. 
The selections shown are for the UAV Robot Category. The UAV characteristic 
selections shown include waypoint and direct flight Robot Motion Controls. 
These selections are made based on the assumption that a UAV may support 
waypoint and/or direct flight Robot Motion Control methods. In terms of sensor 
types, all types, except Sensor Group 4 (force feedback), were selected, 
constituting four sensor groupings, as discussed previously. The maximum 
number of sensors is assigned five, and given (4), these sensors will be 
individually represented within the VRUI configurations. 
As discussed previously, once these selections are made for the selected 
Robot Category and the save button is pressed, the toolbox generates of the 
required number of different VRUI configurations for the described category. 
The case shown in Figure 48 resulted in 90 valid UAV combinations that were 
represented by 8 unique teleoperation VRUI configurations. The toolbox keeps 
a system total of valid robot combinations and unique VRUI configurations as 
each Robot Category is defined and the save button is pressed. At the end of 
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robot characteristic selections for all Robot Categories, the total number of 
unique VRUI configurations is determined for the described robot team. 
 
Figure 48. Developed MATLAB toolbox characteristic selections 
5.2. Results and Discussion 
The relationship between VRUI components and robot characteristics in 
the MATLAB toolbox needs to be defined before the selection of characteristics 
defining the robot team, this is done by defining the relationship rules. Previous 
research was surveyed and ROS metadata analysed to provide logical definitions 
and inclusions for the definition of the characteristics to be selected (summarised 
in Table 8). Using the listed definitions and aligning with the previous chapter, 
ranges are assigned to the Robot Category, Robot Motion Control, and Type of 
Sensor characteristics. The relationship rules assigned to the last robot 
characteristic, that is, the number of sensors, align with the five possible cluster 
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arrangements as shown in (4). In relation to this work, the total number of 
possible unique teleoperation VRUI configurations can be determined using the 
following ranges: rmax=	6, mmax=	6, smax=	5, and imax=	5, as shown in (5). This 
value will always be less than all valid robot characteristic combinations because 
of the reduction obtained by similar characteristics of the same Robot Category 
resulting in the same unique VRUI configuration used for more than one robot 
characteristic combination. 
T	ൌ	rmax	mmax	smax	imax	ൌ	900	 (5) 
where ܶ denotes all the possible VRUI configurations, rmax denotes the 
maximum number of Robot Categories, mmax denotes the maximum number of 
Robot Motion Controls, smax denotes the maximum number of Sensor Types, 
and imax denotes the maximum number of Sensor Clusters. 
Table 8. Robot characteristics in the developed MATLAB toolbox 
Robot Category 
UAV Flying robot that includes quadcopters, hexacopters, and octocopters [88, 262, 263]. 
UGV Mobile robot that does not contain any manipulators and uses either wheels or special tracks to navigate their terrain [31, 264]. 
Manipulator Replicates an arm represented by a chain of joints between its base and end effector [265]. 
Mobile 
Manipulator 
A mobile manipulator is any robot that has at least one manipulator 
and the capability to move around their environment using a mobile 
base [266, 267]. 
Torso A torso robot typically replicates the upper half of a human body, 
includes more than one manipulator, and does not have the 
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capability to navigate its environment through the likes of a mobile 
base [268]. 
Humanoid 
A humanoid robot is one that contains at least two arms, two legs, 
and a head, closely replicating a human being; it may also consist 
of a waist joint [269]. 
Sensor Type 
2D and 3D 
Cameras 
Provides limited FOV; 3D cameras provide the added benefit of 
stereoscopic vision [281]. 
360° Camera Provides complete 360° FOV generally overlaid on a spherical geometry best viewed using an HMD [282]. 
Speaker and 
Microphone 
Auditory sensors providing teleoperators the capability to listen 
and/or communicate using sound [41]. 
Force Sensor Provides teleoperators force feedback information using a haptic device for physical interactions [283]. 
2D and 3D 
Scanning 
Provides visual representation of the remote environment using 
point clouds that can be processed into solid objects and best 
viewed using a HMD similar to 360° cameras [249]. 
Robot Motion Control Method 
Joint Pure teleoperation used for individual joint control [136]. 
Flight Used to fly UAVs as a pure teleoperation with yaw, pitch, and roll controls. 
Driving Used to control UGV and mobile bases; typically, has backward, forward, and turning controls. 
Walking Pure teleoperation method for a teleoperator to control the direction and pace of a given humanoid [243]. 
End Effector 
Used to position the end effectors of manipulators and could be 
used in combination with object identification to pick and place 
objects [261]. 
Waypoint Provides the teleoperator the capability to select a particular 
location, for example, a global positioning system (GPS) 
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coordinate on a map; then, the robot has the capability to navigate 
to the point using its own pathfinding techniques [128]. 
Three test cases are examined, as described in  
Table 9, to show the benefits of the approach embedded in the MATLAB 
toolbox. Each case successively increases the number of robot categories 
included with each of the four types of robot characteristics, namely, Robot 
Category, Robot Motion Control method, Sensor Type, and Number of Sensors 
selected. These characteristic selections were selected to show an example of 
how a user would utilise the toolbox to determine the number of unique 
teleoperation VRUI configurations required to control possible robot team 
configurations. 
Table 9. Example test cases showing robot characteristic selections 
Case Category 
Robot Motion 
Control 
Sensor Type 
No. of 
Sensors 
1 UAV 
Flight 
Waypoint 
2D Camera 
360୭ Camera 
RGB-D Camera 
5 
2 
 
UAV 
 
Flight 
Waypoint 
 
2D Camera 
360୭	Camera 
RGB-D Camera 
5 
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UGV 
Driving 
Waypoint 
2D Camera 
LIDAR 
Speaker 
Microphone 
10 
3 
UAV 
Flight 
Waypoint 
2D Camera 
360୭ Camera 
RGB-D Camera 
5 
UGV 
Driving 
Waypoint 
2D Camera 
LIDAR 
Speaker 
Microphone 
10 
Mobile 
Manipulator 
Joint 
Driving 
End Effector 
Waypoint 
2D Camera 
RGB-D Camera 
LIDAR 
Speaker 
Microphone 
Force Sensor 
13 
Humanoid 
Joint 
Walking 
Waypoint 
2D Camera 
3D Camera 
LIDAR 
RGB-D Camera 
Speaker 
Microphone 
25 
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5.2.1.  Case Study 1 
Case 1 consists of UAVs that may contain 2D, 360୭, or RGB-D cameras, 
have direct flight and/or waypoint Robot Motion Control methods, and have up 
to five on-board sensors. This results in 30 valid robot characteristic 
combinations with 6 unique VRUI configurations, as shown in Figure 49. For 
the specified relationship rules, the number of unique VRUI configurations is 
less than the number of unique valid robot combinations because, rather than 
providing an individual VRUI for each different robot combination, 
characteristics are shared resulting in six characteristic combinations 
representing the six-unique teleoperation VRUI configurations. 
 
Figure 49. Case 1: Radar plot for toolbox results 
Note: Shaded areas represent characteristic selections that are numerically 
continuous 
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5.2.2.  Case Study 2 
Case 2 uses the same information as Case 1, with the addition of the UGV 
category. The UAV category may contain a 2D camera, LIDAR, speaker, and 
microphone Sensor Types with a maximum of 10 sensors on-board with direct 
driving and/or waypoint Robot Motion Control methods. This results in 110 
valid robot combinations with 18 unique VRUI configurations, as shown in 
Figure 50. 
 
Figure 50. Case 2: Radar plot for toolbox results 
Note: Shaded areas represent characteristic selections that are numerically 
continuous 
5.2.3.  Case Study 3 
In the final case, the mobile manipulator and humanoid robot categories 
are added, resulting in 820 valid robot combinations and 99 unique VRUI 
configurations, the corresponding characteristics are listed in 
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Table 9. The results for this case are illustrated in Figure 51, with the 
shaded areas representing regions of numerically continuous robot characteristic 
selections. These results show the significant difference between the number of 
robot characteristic combinations and the VRUI configurations by sharing 
common characteristics, as discussed throughout this chapter. 
 
Figure 51. Case 3: Radar plot for toolbox results 
Note: Shaded areas represent characteristic selections that are numerically 
continuous 
5.3. Conclusion and Future Work 
This chapter proposes an approach that uses robot characteristics 
obtained by ROS metadata to determine the number of VRUI configurations 
required for a described heterogeneous robot team.  A MATLAB toolbox is 
developed that allows users to define relationship rules between robot 
characteristics and VRUI components informed by ROS metadata and results 
from the robot auto-categorisation system in Layer 2 as presented in the previous 
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chapter. Then, the toolbox identifies the VRUI configurations required for the 
given robot team based on the characteristic selections. The relationship rules 
reduce the number of unique teleoperation VRUI configurations required for a 
robot team by identifying the same or similar robot characteristics for different 
robots within the same robot category. Three test cases are used to illustrate an 
example of how the toolbox allows users to select robot characteristic for each 
robot category. The results show the number of valid robot characteristic 
combinations and the number of unique teleoperation VRUI configurations. 
Future work would benefit from investigation into the representation of 
motion controls supported by ROS robots. The objective is to propose a standard 
approach to obtaining motion control strategies for ROS-supported robots using 
a similar approach to the metadata available in the URDF and SRDF. The next 
chapter aims to leverage upon Layer 3 of the dynamic teleoperation VRUI 
presented in this chapter and its capability to identify the required VRUI designs 
for a given heterogeneous robot team by dynamically assigning them to the 
teleoperator in real-time based on operator selections.  
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Chapter 6 
6.Real-time Assignment of Virtual 
Reality User Interface for 
Teleoperation 
6.1. Introduction 
The ultimate goal of semi-autonomous robots is to achieve synergy 
between teleoperators and robots. For example, robots are often fitted with on-
board sensors that allow accurate measurement of physical quantities often 
needed to make important decisions. Although a robot can provide this 
information, it generally lacks the capability to make an informed decision based 
on the information it has gathered, particularly in implicit tasks. Thus, decision 
making is best made by a human operator. Such a situation shows the importance 
of human-in-the-loop control in dynamic and unstructured situations. This is 
particularly true in hazardous environments, as robots can provide important 
information for decision making while maintaining the safety of human 
operators.  
One advantage when deploying semi-autonomous robots is that they do 
not require continuous supervision as they have the capability to complete simple 
tasks autonomously upon human direction. Thus, human operators can be freed 
 131 
from pure teleoperation, allowing them to control multiple robots if required and 
fulfilling a team leader style role. As discussed in previous chapters, the 
teleoperation of multiple robots introduces a new set of challenges, such as the 
introduction of task switching [284-286] and maintaining situation awareness 
[287, 288], especially with teams that are heterogeneous in nature [244]. 
In any teleoperation application, the UI or, in this case, the VRUI plays 
an important role by providing the operator with vital information regarding the 
remote environment and motion control functionality to teleoperate assigned 
robots effectively. If the teleoperator is assigned multiple robots, then the 
teleoperation VRUI is required to change and adapt for different robots within 
the team or even when switching between different teleoperation controls. A 
recent comprehensive review into the human factors that affect teleoperation 
control of multiple robots was conducted in [289], where gaming experience was 
listed as a significant factor. Several articles showed that gamers have a range of 
desirable attributes for the teleoperation of multiple robots, this includes multiple 
object tracking, visual spatial memory, and multi-tasking performance. This 
finding indicates that particular aspects of gaming interfaces could lend itself to 
teleoperation VRUI design. 
The robot interactive display environment (RIDE) developed as part of 
research into the teleoperation of multiple mobile robots provides an example of 
using game interfaces for multiple robot teleoperation. RIDE provides 
teleoperators with three UI modes inspired by the gaming industry [290]. The 
three modes listed in this work are considered the supervisory mode, this 
provides a god-like view inspired by real-time strategy games, and the common 
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third-person and first-person views; all these controls have a long history in 
gaming. RIDE allows teleoperators to switch easily between the three different 
teleoperation modes depending on a given situation. This research shows that 
many of the challenges faced in teleoperating robots align with those faced when 
controlling game characters; therefore, RIDE leverages gaming interfaces 
because of their continual refinement over several decades. 
As highlighted throughout this thesis, the recent breakthrough in low-
cost and effective VR systems, such as the HTC Vive, Oculus Rift, and Gear 
VR, has ignited research into the possible benefits of deploying VR for 
teleoperation systems. Advantages such as depth perception [291], head tracking 
[264], gesture control [206, 292], and full body tracking [293] show a range of 
potential benefits for the teleoperation of robots. The research conducted in this 
thesis aims to take advantage of existing game engine development 
environments that support VR hardware to develop a dynamic teleoperation 
VRUI framework for controlling multiple robots deployed within the ROS 
environment. 
The dynamic teleoperation VRUI presented in this thesis aims to provide 
teleoperators with an intuitive and immersive virtual environment, which 
dynamically assigns a teleoperation VRUI based on the current teleoperation 
requirements of a selected individual robot. As introduced in the previous 
chapter, the dynamically assigned VRUI is dependent on the currently selected 
robot category, the number and type of on-board sensors, and the motion control 
strategies available. Employing this approach means that different robot models 
that are part of the same robot category with the same or similar characteristics 
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share the same VRUI. For example, two UAVs with 360° cameras and direct 
flight controls can share the same VRUI even if they are completely different 
models because they share the same characteristics. The addition of using VR as 
an immersive medium improves the operator’s virtual environment by providing 
larger virtual real estate over conventional laptop or desktop screens. Another 
advantage of using VR is the deployment of more immersive controls, such as 
head and hand tracking systems, that provide more intuitive HCI controls than 
the traditional keyboard, mouse, and joystick controls often used in teleoperation 
systems. 
This chapter presents Layer 4 of the dynamic teleoperation framework, 
which finalises the framework by providing the dynamic assignment of VRUI 
configurations during the teleoperation of a heterogeneous robot team. The layer 
is developed within the Unity game engine as the selected VR development 
environment using the Oculus Rift HMD and Touch controller VR hardware. 
Then, the dynamic teleoperation system is tested against conditions similar to 
those presented in the RoboCup Robot Virtual Rescue League (RVRL) 
teleoperation competition using the same four different robots across two robot 
categories in the 2016 challenge to test the system’s capability to dynamically 
assign a suitable VRUI configuration. 
6.2. System Overview of Layer 4 
This section provides a system overview of Layer 4 and is shown in 
Figure 52. This layer integrates the systems developed in Layers 1 to 3 presented 
in previous chapters. Layer 4 uses the Layer 1 communication platform as the 
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basis for communicating between ROS and Unity, the selected game engine for 
this chapter, although this could be deployed on other game engines in the future. 
This layer also provides the VR control room design in Layer 1 as the main room 
within the dynamic teleoperation VRUI when starting the system or switching 
teleoperation control between robots. Then, it uses Layer 2 and its capability to 
identify a robot’s category along with the identification of individual VRUIs in 
Layer 3 to dynamically assign a unique teleoperation VRUI as the operator 
switches control between individual robots within a heterogeneous robot team. 
This dynamically assigned teleoperation VRUI is dependent on the currently 
selected robot capabilities and aims to provide the teleoperator with a VRUI that 
best suits the current teleoperation requirements. 
 
Figure 52. Layer 4 system diagram 
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6.2.1.  ROS and Unity 
ROS provides a significant development environment for roboticists but 
it is somewhat restricted in its capability to provide sophisticated teleoperation 
UIs, particularly if VR or AR devices are required, due to the lack of hardware 
support on Linux-based systems and other significantly different requirements. 
To overcome this shortfall, teleoperation applications can be built on a different 
system and interface with the ROS environment. In fact, this approach makes 
more sense, particularly if VR and AR devices are used due to the high demand 
with respect to graphical processing power. 
Rosbridge [235] is a ROS package that provides an interface to the ROS 
environment and can be used to communicate data between ROS-supported 
robots and external applications using common protocols, such as WebSocket 
connections, as presented in Chapter 3. Robot Web Tools [134] is a collection 
of open-source modules and tools that uses Rosbridge and JSON packets to 
interface with the ROS environment via JavaScript and HTML languages. Robot 
Web Tools provides access to web developers to contribute to the development 
of web-based robotic applications with minimal knowledge about robotics and 
programming in ROS, a similar approach can be taken for VR and AR 
developers. This layer utilises the communication platform in Layer 1 of the 
dynamic teleoperation VRUI framework as presented in Chapter 3. Similar to 
Robot Web Tools, this layer utilises the WebSocket and JSON communication 
protocol available in Rosbridge to interface with the Unity game engine. 
Unity is a commercial-grade game engine that provides multi-platform 
game development on well-known devices, such as iOS, Android, Windows, 
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Linux, PlayStation, and Xbox gaming consoles. It supports a vast array of 
gaming devices and, more recently, VR and AR hardware ranging from mobile 
HMDs to large-scale CAVEs. As previously mentioned, gaming has a long 
history that has been heavily invested in the continual improvement of HCI, 
particularly with respect to UI or, in recent times VRUI design. Thus, game 
engines are an ideal candidate for the development of modern teleoperation 
VRUIs since it can take advantage of modern advances in immersive interaction 
technologies, such as VR and AR systems. In fact, the well-known Unified 
System for Automation and Robot Simulation tool, commonly known as 
USARSim [294, 295] as used in RoboCup rescue virtual robot competitions, is 
developed using the Unreal game engine. This chapter uses the Unity game 
engine in combination with Rosbridge to develop the final layer of the dynamic 
teleoperation VRUI for teleoperating heterogeneous robot teams using ROS-
supported robots. 
6.2.2.  Dynamic Teleoperation VRUI 
This thesis proposes the concept of a dynamic teleoperation VRUI 
framework for the teleoperation of heterogeneous robotic teams. This framework 
looks to take advantage of the flexibility and power of the ROS robotic 
development environment with its large robot support base and the Unity game 
engine to provide support for modern VR and AR systems. The connection 
between the two environments is achieved using the Rosbridge package 
deployed with the WebSocket protocol, as outlined in Layer 1 presented in 
Chapter 3. Although this work uses Unity, the proposed dynamic teleoperation 
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VRUI could be easily be deployed on other game engines, such as Unreal or 
Vizard [291]. Generally, each ROS environment represents a single physical 
robot, in this configuration each robot is accessible by their assigned ROS master 
address or corresponding Rosbridge WebSocket connection. For multi-robot 
support a namespacing convention is available in ROS allowing multiple robots 
to safely exist in the same ROS environment.  
This is achieved by assigning a prefix name to all ROS nodes, topics, 
services, etc. to each robot within the ROS environment. This approach is 
common when multiple ROS environments are unable to be supported, for 
example the Gazebo robot simulator [250]. The namespacing convention is used 
in this chapter to simulate multiple robots within the Gazebo environment as 
depicted in Figure 53. This figure also shows how the teleoperation VRUI is 
dynamically assigned within Unity to the teleoperator based on the currently 
selected robot. Section 6.3 explains how the teleoperator can make selections 
within all dynamically assigned VRUIs that represent individual robots, sensors, 
and motion control strategies. 
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Figure 53. System overview of the dynamic teleoperation VRUI 
Rather than providing an individual teleoperation VRUI for each 
individual robot, the dynamic teleoperation VRUI framework shares common 
characteristics such as a robot’s category as determined in Layer 2 presented in 
Chapter 4, on-board sensors, and motion control strategies to minimise the 
number of teleoperation VRUI configurations as determined in Layer 3 
presented in the previous chapter. A teleoperation VRUI configuration is based 
on a robot’s category (e.g., UAV, UGV, and humanoids), currently selected 
sensor (e.g., camera or LIDAR), and selected motion control strategy (e.g., 
waypoint navigation or direct flight controls), as illustrated in Figure 54. 
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Figure 54. Dynamic assignment of VRUI configurations 
6.2.3.  Robot Categorisation 
Roboticists commonly use terminology such as UAV, UGV, 
manipulators, and humanoids to describe a category of robots that share common 
characteristics. ROS-supported robots can be automatically categorised by using 
the robot auto-categorisation system in Layer 2 of the dynamic teleoperation 
VRUI presented in Chapter 4. For teleoperators, understanding a robot’s 
category can help them identify the capabilities of a currently teleoperated robot. 
For example, a UAV has the capability to scout vast areas rapidly to provide a 
bird’s-eye view of a region of interest, while mobile manipulators have the 
capability to interact with ground objects. Chapter 4 proposed an ANN design 
for Layer 2 to categorise robots into these commonly used categories using their 
kinematic structures. This kinematic structure is accessible in ROS via the 
URDF typically included by robot vendors for individual ROS-supported robots. 
Layer 4 presented in this chapter uses the previously trained ANN robot auto-
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categorisation system presented in Chapter 4 to identify a robot’s category upon 
connection to the dynamic teleoperation VRUI. For the purpose of this chapter 
the robot category is pre-assigned to each robot within Unity. Future work could 
include a dynamic-link library (DLL) consisting of the ANN developed in 
MATLAB so that Unity can fulfil this auto-categorisation requirement. 
6.2.4.  Sensor and Motion Control Strategies 
A robot generally consists of one or more on-board sensors, such as 
LIDAR systems, lasers, cameras, or sonar sensors, that are used to obtain 
information about the robot’s surrounding environment. These sensors play an 
integral role in teleoperation by providing the operator with essential information 
about the remote environment. Without these sensors, the operator would be 
effectively blind. Therefore, the sensory information obtained from on-board 
sensors of a robot should be presented to the teleoperator in the best possible 
format. VR hardware such as HMD can provide a valuable way to present this 
sensory information, particularly when it contains 3D or other suitable 
information. 
For example, the use of 360୭ cameras are increasing and images are 
usually captured using several connected cameras to obtain an Equirectangular 
video. This video format is best viewed when projected onto spherical geometry, 
and a VR HMD provides an intuitive way to interact with 360୭	video as if the 
viewer was within the scene being recorded. In fact, matching the tracking 
system of a standard camera to that of a gimbal control is also possible so that a 
user’s head rotations affect the camera’s pan and tilt angles, providing a similar 
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result to a 360୭ video. Another characteristic that VR devices provide is the 
ability for users to view stereoscopic camera vision, meaning the view has a 
perception of depth that is otherwise removed when viewing content via 
traditional 2D displays. VR devices can also be used to view 3D scanned 
information obtained from RGB-D cameras, as presented in Chapter 3, or 3D 
LIDAR systems, both of which can be more difficult to understand when 
viewing on 2D displays. 
ROS consists of several standardised messages that provide relevant 
information about a robot’s on-board sensors through the publishing and 
subscribing of ROS topics. The ROS “sensor_msgs” package provides several 
message formats for describing data captured using common on-board sensors, 
such as camera information, images, and 3D point clouds. When using the 
Rosbridge suite, sharing information about these sensors through ROS topics 
using the JSON interface over a WebSocket connection becomes possible, as 
described in Chapter 3 using Layer 1. Layer 4 presented in this chapter assigns 
ROS topics that utilise the sensors messages available in the “sensor_msg” 
package and automatically assigns the appropriate presentation method in Unity 
to present the information to the teleoperator (Table 8). This VRUI is updated 
when the teleoperator opts to teleoperate a different robot within the team or 
switches between different sensors on an individual robot. 
Similar to how ROS contains standardised messages for sharing robot 
sensor information, Robot Motion Control strategies can be achieved by 
publishing teleoperator commands to particular teleoperation topics. For 
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example, “/geometry_msgs/Twist” is a ROS message type used to provide pure 
teleoperation to different robots that typically require publishing to the 
“/cmd_vel” topic. This twist message allows the communication of two 3D 
vectors with one for translations and the other for rotations, allowing the direct 
movement of robots such as UAVs or UGVs. The “joint_state_publisher” is a 
ROS package that provides direct control to individual robot joints by publishing 
“sensor_msgs/JointState” messages to the “joint_states” topic. MoveIt!, a 
mobile manipulation package, uses the “joint_state” topics to perform motion 
planning for movements such as pick and place, which are commonly performed 
by manipulators, humanoids, and torso robots. This chapter is assigned such 
topics to provide motion control strategies, as listed in Table 8, and determine 
the required VRUI configuration required using Layer 3, as discussed in detail 
in the previous chapter. 
6.3. Using Unity for the Dynamic Assignment of Teleoperation VRUI 
This section describes in detail the integration and practical application 
of the first three layers presented in the previous three chapters by using the 
Unity game engine. Layer 1 provides the main virtual control room and 
communication platform, Layer 2 categorises each robot using the robot auto-
categorisation system, and Layer 3 is used to determine the number of VRUI 
configurations for a given heterogeneous robot team.  
Given that ROS is intrinsically limited to the use of a single ROS master 
that typically represents a single robot, a management system for multiple robots 
is required. Although third-party ROS packages such as Rapyuta [274] and 
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Multimaster [296] are available, they are only deployable within the ROS 
environment. Therefore, for this chapter, a simple robot manager is built within 
the Unity game engine to deal with the individual connections to each of the 
ROS-supported robots that make up the heterogeneous robot team. As shown in 
Figure 55, the “RobotManager” script is attached to a game object within the 
Unity environment and requires the Unity developer to provide a series of robot 
objects, which will be described later in this section. Then, the “RobotManager” 
script is responsible for connecting and disconnecting the connections to 
individual robots when the operator switches teleoperation control between 
individual robots within the robot team. This is achieved using the namespacing 
convention previously discussed by implementing a prefix name for each robot. 
This could simply be swapped to managing separate Rosbridge WebSocket 
connections if a ROS master represents a single robot as is common practice on 
physical robots. The example shown in Figure 55 consists of four ROS-
supported robots, Hector QuadRotor, Pioneer 3DX, Pioneer 3AT, and TurtleBot; 
these robots make up the heterogeneous team used for testing within this chapter. 
 
Figure 55. “RobotManager” game object developed within Unity 
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6.3.1.  Implementation of Layer 1 
Layer 1 of the dynamic teleoperation VRUI is responsible for the main 
virtual control room, this is a virtual environment that allows the switching of 
individual robots within the heterogeneous robot team, it is also responsible for 
providing the communication platform in Layer 1. This communication platform 
uses the WebSocket protocol and JSON data format to transmit required 
information between the ROS environment of a selected robot and the selected 
VR development environment, in this case, Unity. Figure 56 presents the Unity 
game object for configuring individual ROS robots within Unity developed as 
part of this chapter. Then, these individual robots are provided to the 
“RobotManager” game object, as previously discussed that provides the 
WebSocket connection details for Rosbridge. The robot class in the Unity script 
requires a category, namespace and a series of ROS topics. For testing purposes, 
the category is pre-assigned, although future work could integrate the robot auto-
categorisation system developed in Layer 2. Then, a series of ROS topics are 
used as the basis to access individual sensor and motion control information 
available for the individual robot. These topics are detailed in the integration of 
Layers 2 and 3 in the next sections. 
 
Figure 56. Robot game object developed within Unity 
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Although the robot game object and script in Unity are used to provide 
important information about each robot, another class was developed to map the 
Rosbridge (ROSAPI) calls in Unity. Figure 57 provides an overview of the 
required ROSAPI calls used to send and receive the correctly formatted JSON 
data to and from the ROS environment over the WebSocket connection. An 
example of the formatted JSON data used to make such calls is illustrated in 
detail in Figure 23 in Chapter 3. Given that communication in ROS using 
ROSAPI is asynchronous, an event-driven system was developed as part of this 
chapter to respond service responses. This process is used in Layer 3 to 
automatically assign a presentation technique or motion control strategy for a 
given Rosbridge response. For example, if a request is made to subscribe to a 
“/sensor_msgs/Image” topic, then a “publish” service response is assigned a 
function to present the given image as required. 
 
Figure 57. ROSAPI calls between ROS and Unity environments 
6.3.2.  Implementation of Layer 2 
Layer 2 of the dynamic teleoperation VRUI is integrated into Unity using 
pre-defined categories aligned with those presented in Chapter 4 for testing 
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purposes. Future work would look to integrate the robot auto-categorisation 
system designed in Chapter 4 through the compiling of a supported DLL using 
the ANN designed in MATLAB. This would auto-categorise a robot upon 
connection assigning the determined category to an individual ROS robot using 
the robot script in Unity (Figure 56). When switching between robots, if a 
selected robot’s category is unassigned, a “service call” could request the URDF 
information of the selected robot using the “robot_description” parameter. If the 
URDF information exists, then the kinematic information about its active joints 
could be presented as inputs to the robot auto-categorisation system provided in 
the DLL to determine its category. Once the category is known, a symbolic 
representation of the category is assigned to the VRUI configurations for the 
given robot. This process of categorising individual ROS robots as per Layer 2 
within Unity is illustrated in Figure 58. Robots assigned an unknown category, 
or those without URDF information would be assigned a default VRUI 
configuration. 
 
Figure 58. Robot auto-categorisation ANN design 
6.3.3.  Implementation of Layer 3 
Layer 3 of the dynamic teleoperation VRUI identifies the number of 
teleoperation VRUI configurations required for a given team. As discussed in 
Chapter 5, a MATLAB toolbox was developed to determine the number of 
configurations for a given heterogeneous robot team that was determined based 
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on four robot characteristics. The four robot characteristics that determined a 
single VRUI configuration are Robot Category, Sensor Type, Number of 
Sensors, and Robot Motion Control. The implementation of Layer 3 within 
Unity is achieved using the MATLAB tool developed in Chapter 5 to identify 
the number of VRUI configurations required for the given heterogeneous robot 
team. Once the number of VRUI configurations is determined and each of the 
characteristics are known, the required symbolic representation, sensor 
presentation, and motion control methods for each configuration can be detailed 
in the VRUI script, as shown in Figure 59. 
 
Figure 59. VRUI script and game object developed in Unity 
The VRUI script is attached to a separate game object within Unity to 
simplify the development process. This script requires three additional Unity 
scripts that process each of the four robot characteristics that determine the 
required VRUI configuration. The “RobotCategorisation” script checks the 
robot category of the currently teleoperated robot as obtained using Layer 2 and 
provides the appropriate symbolic representation. The “SensorProcessor” script 
checks the number of sensors on-board the currently teleoperated robot to 
determine how the available sensors are presented to the teleoperator for their 
selection. This script also checks the currently selected sensor on the robot and 
provides the correct method for presenting the sensor information within the 
current VRUI configuration. Finally, the “MotionControlProcessor” 
determines the robot’s currently selected motion control method and provides 
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the appropriate user controls. For example, driving controls for a UGV and flight 
controls for a UAV. 
6.4. Results and Discussion 
This section presents two scenarios that were utilised as part of the 
RoboCup2016 RVRL. Results show the process of using the dynamic 
teleoperation VRUI to conduct a similar task of finding the location of virtual 
victims as assigned to competitors involved in the RVRL 2016 challenge. 
6.4.1.  Search and Rescue Teleoperation Case Study 
RoboCup is a highly regarded international robotics competition held 
annually that consists of a variety of challenges, such as RoboCup Soccer [297],  
logistics [298], and rescue [299] leagues. RoboCup RVRL is part of the rescue 
league, whose main aim is to provide a benchmark for the progress in USAR 
robots. The competition’s theme is to explore a disaster zone, located either in 
an indoor or outdoor environment, to identify victims using a team of robots 
controlled by an individual teleoperator. The 2016 RVRL package is freely 
available online and consists of six Gazebo worlds each consisting of four 
victims. All worlds were in indoor environments, except for the preliminary 
challenge that was situated in an outdoor environment. The challenge states that 
each team is given four robots, namely, Pioneer 3DX, Pioneer 3AT, TurtleBot, 
and Quadrotor, to teleoperate and explore the required Gazebo world and find as 
many victims as possible in 20 minutes. Once a victim is found, a robot should 
be parked within a 1.5m radius of the victim. Scores are assigned based on the 
number of victims found and the time it took to find them [300]. Indoor and 
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outdoor Gazebo worlds from the 2016 RVRL challenge are employed in this 
chapter to demonstrate the dynamic teleoperation VRUI presented in this thesis, 
the selected environments are depicted in Figure 60. The same challenge of 
finding victims is conducted to demonstrate the dynamic teleoperation VRUI 
and its ability to switch between teleoperated robots, sensors, and motion control 
strategies. 
 
Figure 60. 2016 RoboCup RVRL challenge Gazebo worlds 
6.4.2.  Unity, ROS, and Gazebo Environment 
The RVRL scenario was deployed using the ROS Kinetic environment 
and Gazebo 7.8.1 simulator on Ubuntu 16.04, the dynamic teleoperation VRUI 
was developed and built using Unity 2017.2.0f1. The VR hardware used in this 
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work included the Oculus Rift CV1 and Touch controllers as shown in Figure 
61, although other hardware configurations, such as HTC Vive, could be utilised. 
Touch controllers provide a unique combination of both joysticks and buttons as 
well as hand tracking interactions within VR environments, Figure 61 shows the 
configuration used in the dynamic teleoperation VRUI developed in this chapter. 
For direct drive motion controls the left-thumbstick was used for steering while 
the right-thumbstick was used for acceleration and deacceleration of UGV 
robots. For direct flight motion controls the left-thumbstick was used to control 
the throttle while the right thumbstick was used to control pitch and yaw 
movements for UAV robots. The main control room is assessable via Button A, 
once in the main virtual control room the operator can make selections by 
pointing at an option and pressing either the corresponding right or left-hand 
trigger to make a choice.  
The same four robots used in the RVRL 2016 challenge were also used 
to demonstrate the dynamic teleoperation VRUI using the two selected worlds 
from RVRL 2016 as shown in Figure 60. The TurtleBot camera was upgraded 
to utilise a simulated 360୭ camera along with the addition of a 360୭ camera 
added to the Hector quadcopter robot to demonstrate benefits of viewing these 
formats within the dynamic teleoperation VRUI. The list of robots used in this 
simulation and their corresponding robot categories, on-board sensors, and 
motion control strategies are shown in Table 10.  
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Table 10. Robots used to demonstrate the dynamic teleoperation VRUI 
Robot Category Sensors Motion Control 
Pioneer 3AT UGV Camera Direct Drive 
Pioneer 3DX UGV Camera Direct Drive 
TurtleBot UGV 360୭	Camera Direct Drive 
Hector 
Quadrotor UAV 
Camera 
360୭	Camera Direct Flight 
 
The MATLAB toolbox developed as part of Layer 3 in Chapter 5 was 
utilised to identify the number of different VRUI configurations that needed to 
be designed for the heterogeneous robot team presented in Table 10, this resulted 
in fifteen valid robot combinations and three VRUI configurations. 
6.4.3. Simulation Results 
Simulation was conducted using the two Gazebo worlds, one indoors and 
the other outdoors, illustrated in Figure 60. The goal of the simulation was to 
demonstrate the dynamic teleoperation VRUI against a simulated rescue task 
using similar conditions to the RVRL 2016 competition. This competition 
provides a great simulated challenge to demonstrate the benefits of the dynamic 
teleoperation VRUI for controlling heterogeneous robot teams using a single 
teleoperator using a likely real world USAR task. Figure 61 shows the computer 
setup used to run the simulation, as can be seen four computers were used to 
simulate the robot’s (one for each robot), one computer used for the Gazebo 
 152 
server and another used for the dynamic teleoperation VRUI in Unity. It is 
important to note that given physical robots the dynamic teleoperation VRUI 
would only require one computer as the other five computers are used to simulate 
the robots due to inaccessibility of their physical representation. 
 
Figure 61. Dynamic teleoperation VRUI simulation setup using Gazebo 
The indoor rescue task was undertaken first corresponding to the Gazebo 
world in Figure 60 (a). While it was an indoor challenge it is interesting to note 
that the Gazebo world used in the challenge didn’t contain a roof. Initially UGV 
robots were used to try search for victims in different rooms. It was realised that 
the Pioneer robots provided a greater speed than the TurtleBot although they 
didn’t contain 360୭ cameras like that attached to the TurtleBot. As the searching 
progressed the benefits of using the 360୭ camera on the TurtleBot became 
apparent. This combined with the realisation that no roof existed in the Gazebo 
indoor world meant that a transition to using the quadcopter and fly above the 
scene in conjunction with the use of the 360୭ camera to find victims was the 
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most efficient method. Once a victim was found then sending the quickest UGV 
to sit next to the victim appear to be the best strategy.  Figure 62 illustrates the 
benefits of using the combination of both the Hector quadcopter and the 360୭ 
camera in this Gazebo world. 
 
Figure 62. VR 360 camera vs standard camera vision 
The outdoor rescue task was undertaken next corresponding to the 
Gazebo world depicted in Figure 60 (b), all four victim locations were 
successfully identified. A similar process was used to find victims as that 
successfully used in the indoor task, that is to utilise the UAV and 360୭ camera 
to find victims within the scene then send a UGV to sit next to them. While 
undertaking the challenges the fact that the indoor scene had no roof meant that 
the quadcopter could fly to a significant height to find victims. It would be 
expected that in a real world indoor scenario the use of a quadcopter would 
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diminish due to the existence of a roof meaning the UAV would be constrained 
to the height of the roof.  
The main virtual control room shown in Figure 63 represents the simple 
virtual environment used to select an individual robot within the team, along 
with the required sensor and motion control strategy. This was achieved using 
the Oculus Touch hand tracked controllers that allowed the operator to point and 
click the required selections. These selections were visually available to the 
operator within the cylindrical workspace via three selection panels, each panel 
was 45୭ apart with one each to the left and right and the third in the centre. This 
meant to visually see the options the user was required to move their head to 
point towards one of the selection panels.     
 
Figure 63. Dynamic teleoperation VRUI main virtual control room  
The main virtual control room (Figure 63) proved beneficial providing 
an immersive virtual environment to quickly select the required robot and 
teleoperation functionality. This increased level of immersion provided by the 
virtual control room is available due to the support of VR devices that introduce 
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3D visual information and user tracking. This provides several advantages over 
traditional virtual workspaces as shown in Table 11 where ݔ, ݕ, ݖ represents 
translational DOF movement and ݎ, ݌, ݕ		the rotational DOF movements. This 
table also suggests a possible future configuration by increasing the DOFs in the 
interactive workspace. For example, it could be possible for operators to rotate 
objects within the virtual scene such as rotating manipulator joints or turning 
virtual control knobs.  
Table 11. Virtual environment and available workspace 
UI Configuration 
Visual 
Workspace 
Tracked 
Workspace 
Interactive 
Workspace 
Traditional (2D 
screen + mouse) ݔ, ݕ ݔ, ݕ ݔ, ݕ 
Virtual Control 
Room ݔ, ݕ, ݖ ݔ, ݕ, ݖ, ݎ, ݌, ݕ ݔ, ݕ, ݖ 
Future 
Configuration ݔ, ݕ, ݖ ݔ, ݕ, ݖ, ݎ, ݌, ݕ ݔ, ݕ, ݖ, ݎ, ݌, ݕ 
While undertaking both challenges it was noticed that the use of a 360୭ 
camera as opposed to a tradition camera proved highly beneficial especially 
when used in conjunction with the UAV. The ability to use natural head 
movements proved highly beneficial allowing the viewing of all angles using the 
360୭ camera and Oculus Rift HMD. This meant that the robots current location 
with respect to the world was easily identifiable and that the Gazebo world could 
be quickly scanned to identify the location of victims. Given the option during 
simulation and no bandwidth constraints those robots with 360୭ cameras are 
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likely to be a preferred choice due to these benefits. This is likely to change under 
real-world conditions were bandwidth constraints are to be expected and hence 
the ease of switching between both standard and 360୭ cameras via the main 
virtual control room means that little time is lost if bandwidth impedes the 
streaming of 360୭ camera vision. 
6.5. Conclusion 
This chapter presents Layer 4, the final layer of the proposed dynamic 
teleoperation VRUI framework, this layer is responsible for the dynamic 
assignment of teleoperation VRUI configurations as the teleoperator switches 
control between individual robots within a heterogeneous robot team. The 
dynamic teleoperation VRUI is developed within the Unity game engine 
implementing Layers 1 to 3. The main virtual control room of Layer 1 was 
developed within the Unity environment increasing the level of intuitive 
interactions and allowing the teleoperator to switch between individual robots 
and teleoperation requirements. 
The communication platform, also part of Layer 1, was deployed in Unity 
using the “RobotManager” script and game object for communication with the 
simulated ROS robots.  Pre-determined categories were assigned to each of the 
individual robots within the team to represent Layer 2 in Chapter 4 for the robot 
auto-categorisation system. The MATLAB toolbox developed in Chapter 5 was 
utilised to identify the required number of VRUI configurations. This process 
was implemented within Unity using the VRUI game object and the associated 
categorisation, sensor presentation, and motion control scripts. 
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The developed dynamic teleoperation VRUI in Unity was demonstrated 
using two Gazebo worlds, one indoor and one outdoor, that were used in the 
RoboCup RVRL 2016 challenge. Four robots, similar to those assigned in the 
RVRL 2016 challenge were also used. Changes made to the robot team included 
the addition of a 360୭ camera to the Hector quadcopter and swapping the 
standard camera on the TurtleBot with a 360୭ camera. These changes were 
introduced to investigating the benefits of viewing this sensory information that 
is best suited to VR hardware. The MATLAB toolbox representing Layer 3 in 
Chapter 5 was applied to the selected robot team and resulted in three VRUI 
configurations.  
During the simulation tasks using both the indoor and outdoor Gazebo 
worlds two main advantages were identified. The first was the addition of a 360୭ 
camera sensor on both the Quadcopter and TurtleBot robots, the viewing of this 
sensor data using the Oculus Rift HMD head tracking was beneficial to quickly 
and intuitively scan the Gazebo world for victims. When switching back to a 
standard camera it was much more difficult to view the remote environment due 
to the limited FOV, this effectively means the teleoperator is viewing the remote 
environment through a window. The second benefit identified was the increased 
DOFs within the virtual workspaces available in the virtual control room used to 
switch between robots and selected the teleoperation configuration required. The 
addition of depth information provided by the stereoscopic vision and the head 
and hand tracking available on the Oculus Rift HMD and Touch controllers 
made selections more intuitive than a tradition 2D screen and mouse.     
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Future work conducted in all layers is likely provide beneficial results, 
as discussed in previous chapters. With respect to Layer 4 of the dynamic 
teleoperation VRUI presented in this chapter, the dynamic assignment of 
individual VRUI configurations could be improved through the use of machine 
learning. For example, teleoperators who use the same system repeatedly could 
be assigned a user profile. With machine learning, this user profile could be 
customised to assign the most commonly used VRUI configurations upon the 
switching of teleoperation control between individual robots based on previous 
operator selections. As such, if a teleoperator typically uses waypoint control 
and a standard camera for teleoperating the UAV category of robots, then the 
system will assign this VRUI configuration when switching control to a UAV. 
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Chapter 7 
7. Conclusion and Future Work 
7.1. Introduction 
This thesis investigates the teleoperation of heterogeneous robot teams 
and proposes a new approach to improve the teleoperation of heterogeneous 
robot teams using a dynamic teleoperation VRUI. In recent years, significant 
improvement has been made in a range of important areas related to the 
development of applications for teleoperation. These areas include increased 
commercially available low-cost and reliable AR\VR hardware, reduced latency 
and increased bandwidth in data communication, standardised development 
environments for robotic systems, and increased deployment of semi-
autonomous robots. The increasing use of semi-autonomous robotic systems has 
seen a boost in research with respect to robot teams. This development indicates 
that all the recent factors listed previously provide a substantial opportunity to 
improve the current ad hoc approach to teleoperation UI solutions for 
heterogeneous robot teams by providing a more consistent, standard, and 
intuitive approach, as that proposed by the dynamic teleoperation VRUI 
framework. 
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7.2. Conclusion 
Chapter 2 of this thesis provides a detailed literature review on three 
important areas with respect to the design of the proposed dynamic teleoperation 
VRUI. The first section provides a review of semi-autonomous robots, shared 
control, teleoperation UI design, and heterogeneous robot teams, all of which are 
important to the teleoperation of heterogonous robot teams. The next section 
investigates modern VR/AR hardware and software solutions, particularly AR 
glasses, HMDs, CAVEs, user tracking systems, and haptics. Three important 
areas of stimulation with respect to the human sensory system are visual, 
auditory, and touch, these are considered important for the design of an intuitive 
and immersive UI design, in the case of this thesis, the teleoperation VRUI 
design. The last section in the literature review investigates currently available 
robotics middleware and development environments that are considered 
important to the development of robotic systems, including robot functionality 
such as teleoperation. ROS is highlighted as an important robotics middleware 
for the development of robots, particularly for use in multi-robot teleoperation 
solutions, because of its distributed and standardised architecture and as such is 
used in the dynamic teleoperation VRUI framework. 
Chapter 3 presents Layer 1 of the proposed dynamic teleoperation VRUI 
framework. Layer 1 outlines the communication platform used to communicate 
data between ROS and a VR development environment using the WebSocket 
protocol and the JSON data format. The use of ROS metadata is proposed to 
identify a robot’s kinematic description, on-board sensor information, and 
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motion control strategies, which are all considered important characteristics in 
the teleoperation process and are utilised in subsequent layers. 
Layer 1 also provides the dynamic teleoperation VRUI system with a 
main virtual control room as a virtual environment to switch between different 
robots, sensors and motion controls within a heterogeneous robot team. A 
cylindrical geometry is proposed to represent the main virtual control room 
because of its capability to adjust its volume easily without significantly 
impending a user’s ability to select newly added functionality.  
A visual presentation method that uses point cloud information obtained 
from a simulated Kinect sensor in ROS is developed to demonstrate the practical 
application of Layer 1. The point cloud information captured from the simulated 
Kinect is optimised and post-processed using the OctoMap method to provide a 
voxelised representation of the raw 3D scanned data, thus minimising the 
required communication bandwidth. Then, this OctoMap representation of the 
raw point cloud information captured in ROS is visually presented to an operator 
using an Oculus Rift HMD via the Vizard VR development environment. 
Chapter 4 presents Layer 2 of the dynamic VRUI for teleoperation and is 
responsible for the categorisation of ROS-supported robots into commonly used 
categories, such as UAV, UGV, and manipulators. The categorisation of robots 
is achieved through a kinematic-based approach that uses available information 
in the URDF used to describe robots in ROS. The category of a robot is then 
utilised in subsequent layers When the robot category is known, the dynamic 
teleoperation VRUI can be automatically reconfigured when switching between 
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robots and provide category information to the operator to improve their 
understanding of the selected robot’s capabilities. 
An ANN is designed and developed using the kinematic information 
available in ROS to develop the robot auto-categorisation system. Random 
sample poses used to train and test the ANN are obtained using several ROS-
supported robots and the ROS MoveIt! mobile manipulation package. Results of 
the designed ANN show that a known robot, one used during the ANN training 
process, can be correctly categorised with an accuracy of		൒ 98% given any 
pose. Using the same ANN design for the categorisation of unknown robots, 
those not used during the ANN training process, showed mixed results. For 
simple kinematic structured robots represented by the UAV, UGV, and 
manipulator categories, the correct category was identified with an accuracy 
of	൒ 94%. By contrast, the more kinematically complex robot categories torso, 
humanoid, and mobile manipulators were less successful, showing mixed results 
and therefore requiring further attention in future work. The more kinematically 
complex robot categories maybe less successful due to the fact that they contain 
several elements from the more kinematically simple robot categories. Finally, 
the robot auto-categorisation ANN was tested using Baxter, a physical torso 
robot, with results showing that the system successfully categorised Baxter as a 
torso robot 96.67% of the time. 
Chapter 5 presents Layer 3 of the dynamic teleoperation VRUI 
framework and is responsible for identifying VRUI configurations for a given 
heterogeneous robot team using four important robot characteristics. A 
MATLAB toolbox that defines the relationship rules between robot 
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characteristics and VRUI components is developed. These robot characteristics 
are determined using ROS metadata and the robot category as assigned by the 
robot auto-categorisation system in Layer 2. Once the rules have been defined, 
the user can determine the number of unique teleoperation VRUI configurations 
required for a given robot team based on characteristic selections. Three test 
cases are used to show how the toolbox allows users to define the relationship 
rules, select robot characteristics, and determine the number of unique 
teleoperation VRUI configurations required to teleoperate a given robot team. 
Chapter 6 presents Layer 4, the last layer of the proposed dynamic 
teleoperation VRUI framework and is responsible for the dynamic assignment 
of teleoperation VRUI configurations. This dynamic assignment of VRUI 
configurations is used when the teleoperator switches control between individual 
robots within a heterogeneous robot team or changes teleoperation functionality. 
The dynamic teleoperation VRUI is developed within the Unity game engine 
implementing Layers 1 to 3 of the dynamic teleoperation VRUI framework. The 
main cylindrical virtual control room of Layer 1 is developed within the Unity 
environment, allowing the teleoperator to switch control between individual 
robots within the teleoperated robot team, view data from different on-board 
sensors or change the motion control strategy used to control the selected robot. 
The communication platform, also part of Layer 1, was utilised to 
connect individual ROS-supported robots to the Unity development environment 
using the WebSocket protocol and the JSON data format. Robot categories were 
pre-assigned to the individual robots within the simulated team to represent the 
robot auto-categorisation system designed in Chapter 4 as provided by Layer 2. 
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The MATLAB toolbox developed in Chapter 5 representing Layer 3 was used 
to identify the required number of VRUI configurations required for the given 
robot team. Several Unity scripts were developed to identify the robot category, 
sensor presentation, and motion control method required to determine the VRUI 
configuration. 
The dynamic teleoperation VRUI developed in Unity was demonstrated 
using the same simulated challenge of finding four victims, as outlined in the 
RoboCup RVRL 2016 challenge. Two Gazebo worlds, one indoors and the other 
outdoors, are selected from the RVRL 2016 challenge and used along with a 
robot team consisting of four robots similar to those used in the challenge. Two 
main benefits were identified when using the dynamic teleoperation VRUI for 
the simulated task. The first was the benefit of using a 360୭ camera in 
conjunction with the Oculus Rift HMD, this allowed the operator to scan the 
environment in a natural and intuitive manner when searching for victims. The 
second benefit was the increased level of intuitive interaction provided by the 
main virtual control room. This was achieved with the use of both the Oculus 
Rift HMD and Oculus Touch hand controllers. These VR devices increase both 
the visual information using a stereoscopic display and increased level of 
intuitive interaction with both the head and hand tracking controls.   
Each of the four layers presented throughout this thesis contribute to the 
dynamic teleoperation VRUI framework to provide more intuitive control for 
heterogeneous robot teams. The framework was successfully demonstrated 
using a simulated search and rescue challenge were all layers were implemented 
to teleoperate a heterogeneous robot team consisting of four robots. The operator 
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successfully identified all victims in both the simulated rescue tasks, noted key 
benefits over traditional teleoperation approaches include an increase in the 
number of DOFs in the virtual workspace and the natural viewing of sensory 
information. The proposed dynamic teleoperation VRUI is suggested to provide 
a foundation for the use of modern HCI to improve control of teleoperating 
heterogeneous robot teams through a more intuitive approach.         
7.3. Future Work 
This section provides a list of future work proposed to improve the 
dynamic teleoperation VRUI framework presented in this thesis. The framework 
currently consists of four separate layers, as discussed in Chapters 3 to 6, 
respectively. Each of these layers could benefit from a range of future work 
proposed as follows: 
Layer 1 consists of the main virtual control room and the communication 
platform providing the foundation for the dynamic teleoperation VRUI. Future 
work for Layer 1 could benefit from work that improves the current cylindrical 
geometric design of the main virtual control room. For example, a human factor 
investigation into the current virtual control room design could be undertaken to 
determine possible design changes and suggestions that would improve the 
overall interactive efficiency. Such an investigation could also include VR 
interaction techniques best suited for user selections, particularly the selection 
and switching of individual robots. 
Future work for Layer 2, which is responsible for the auto-categorisation 
of individual robots, could benefit from the use of more sophisticated soft 
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computing categorisation techniques. The mixed results obtained when testing 
the designed ANN and its ability to categorise robots within the more 
kinematically complex categories of humanoid, torso, and mobile manipulator 
maybe attributed to the fact that these categories also have several simple 
kinematic elements. For example, a torso robot consists of two manipulators or 
a mobile manipulator consists of the combination of a manipulator and a UGV. 
As such, soft computing categorisation techniques such as SVM or FNN could 
be used to improve current results obtained from the designed ANN presented 
in Chapter 4. 
Future work for Layer 3, which is responsible for identifying the required 
number of VRUI configurations for a given robot team, could benefit from an 
investigation into the representation of motion controls supported by ROS 
robots. Currently, ROS lacks a standard approach for representing the motion 
control strategies available on an individual robot within ROS. Moreover, a wide 
range of ROS messages and nodes available in a range of ROS packages are used 
to provide motion control strategies for ROS-supported robots. This wide range 
makes the automatic identification of motion control strategies available on 
individual ROS robots difficult to ascertain, as well as affects the ability to 
provide the relationship rules set as described in Layer 3. A proposed approach 
is using a format similar to the URDF available in ROS to describe all possible 
motion control strategies available in a single standardised format. 
Future work for Layer 4, which is responsible for the dynamic 
assignment of individual VRUI configurations, could be improved through a 
system that adapts to the behaviour of teleoperators. One possible approach 
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could be the assignment of individual user profiles for different teleoperators, 
with the aim of providing a customised approach to the dynamic assignment of 
VRUI configurations. For example, if a teleoperator typically uses waypoint 
control and a LIDAR sensor for the humanoid category of robots, then the 
system will automatically assign this VRUI configuration when switching 
control to a humanoid robot rather than the teleoperator making these sensor and 
motion control selections. 
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