Abstract The ℓ 1 norm is the tight convex relaxation for the ℓ 0 "norm" and has been successfully applied for recovering sparse signals. For problems with fewer samplings, one needs to enhance the sparsity by nonconvex penalties such as ℓ p "norm". As one method for solving ℓ p minimization problems, iteratively reweighted ℓ 1 minimization updates the weight for each component based on the value of the same component at the previous iteration. It assigns large weights on small components in magnitude and small weights on large components in magnitude. In this paper, we consider a weighted ℓ 1 penalty with the set of the weights fixed and the weights are assigned based on the sort of all the components in magnitude. The smallest weight is assigned to the largest component in magnitude. This new penalty is called nonconvex sorted ℓ 1 . Then we propose two methods for solving nonconvex sorted ℓ 1 minimization problems: iteratively reweighted ℓ 1 minimization and iterative sorted thresholding, and prove that both methods will converge to a local optimum. We also show that both methods are generalizations of iterative support detection and iterative hard thresholding respectively. The numerical experiments demonstrate the better performance of assigning weights by sort compared to ℓ p minimization.
Introduction
Sparse approximation aims at recovering a sparse vector u ∈ R n from relatively few linear measurements b ∈ R m . More precisely, we determine a sparse vector u ∈ R n from an underdetermined linear system
where A ∈ R m×n is the measurement matrix with m < n. Many problems such as signal and image compression, compressed sensing, and error correcting codes, can be modeled as sparse approximation problems [4, 31] . In statistics, sparse approximation is also related to selecting the relevant explanatory variables, which is referred to as model selection [5] .
This underdetermined linear system has infinite solutions and we are interested in the sparest solution only. Finding the sparest vector amounts to solving the ℓ 0 minimization problem min u∈R n u 0 , subject to Au = b, (1.1) where u 0 is the number of nonzero components in u.
Since the locations of the nonzero components are not available, solving problem (1.1) directly is NP-hard in general [28] . A family of iterative greedy algorithms, including orthogonal matching pursuit [34] , CoSaMP [29] , subspace pursuit [16] , iterative hard thresholding [2] , and hard thresholding pursuit [20] , have been established to solve problem (1.1) with less computational complexity.
Another alternative is to consider the ℓ 1 minimization problem min u∈R n u 1 , subject to Au = b.
( 1.2)
The convex optimization problem (1.2), commonly known as basis pursuit [12] , is an efficient relaxation for problem (1.1). The ℓ 1 minimization often leads to sparse solutions and the mechanism behind its performance has been theoretically analyzed. It is known from the compressed sensing literature that if A obeys some conditions, such as the restricted isometry property [6] , the null space property [15] , and the incoherence condition [33] , problem (1.1) and its convex relaxation (1.2) are equivalent. When there is noise in the measurement, the following basis pursuit denoising model is proposed in [32] :
Though ℓ 1 minimization is stable and has a number of theoretical results, it is not able to recover the sparest solutions in many real applications, e.g., computed tomography, where the sufficient conditions for exact recovery are not satisfied. The noncovex optimization is applied to enhance the sparsity of the solutions and improve the recovery performance. The mostly used nonconvex penalty is ℓ p "norm" with 0 < p < 1 [8, 21, 30, 37] , which connects ℓ 0 and ℓ 1 . Other nonconvex penalties in the literature are: smoothly clipped absolute deviation (SCAD) [19] , generalized shrinkage [9, 10] , etc. For almost all the nonconvex penalties used, the regularization terms penalize components with small magnitudes more than those with large magnitudes and are separable.
In this paper, we introduce a new nonconvex penalty called nonconvex sorted ℓ 1 penalty which penalizes different components in the solution according to their ranks in the absolute value. It is not separable and the set of weights is fixed. The contributions of this paper are summarized below.
-We introduce the nonconvex sorted ℓ 1 minimization to enhance the sparsity and improve recovery performance. -We build the connection of the nonconvex sorted ℓ 1 to several existing penalties including ℓ 1 and K-sparsity. -We propose an iteratively reweighted ℓ 1 minimization for solving the problems with nonconvex sorted ℓ 1 terms, and show that it converges in finite steps to a local minimizer. -We propose an iterative sorted thresholding method for the unconstrained denoising problem and show that it converges to a local optimum. This iterative sorted thresholding is a generalization of iterative soft thresholding and iterative hard thresholding.
Notation
The following notations are used throughout the paper. For any dimension n, bold lowercase letters are used for vectors and lowercase letters with subscripts denote their components, e.g., u = (u 1 , · · · , u n ) T ∈ R n . Bold uppercase letters such as A and P are used for matrices. I n stands for the n × n identity matrix, and J n is the all-ones n × n matrix. For u ∈ R n , the ℓ p norm of u is u p := (
1/p for 0 < p < ∞, with the usual extension u 0 := #{i : u i = 0} and u ∞ := max 1≤i≤n |u i |. Strictly speaking, · 0 is not a real norm and · p merely defines a quasi-norm when 0 < p < 1. For simplicity, let · stands for · 2 . The indicator function ι C of the set C is defined as follows:
The component-wise multiplication of two vectors x and y is defined as follows:
Organization
The rest of the paper is presented as follows. The previous related works on nonconvex optimization for sparse approximation are given in section 2. We introduce the nonconvex sorted ℓ 1 minimization in section 3, and propose two methods for solving the problem with nonconvex sorted ℓ 1 terms in sections 4 and 5. The convergence results are shown in the corresponding sections. In section 6, we compare the performance of this nonconvex sorted ℓ 1 with other nonconvex approaches on compressed sensing problems for both noise-free and noisy cases. This paper is ended with a short conclusion section.
Previous Works
As shown in applications of sparse approximation, nonconvex minimizations have better performance than convex optimizations in enforcing sparsity. The ℓ p minimization with 0 < p < 1 is mostly used in literature as a bridge between ℓ 0 and ℓ 1 . It was demonstrated that under certain restricted isometry properties, the ℓ p minimization problem
recovers sparse vectors from fewer linear measurements than the ℓ 1 minimization (1.2) does [8, 21] . Because of the nonconvexity, finding a global minimizer of problem (2.1) or its unconstrained variant is generally NP-hard [23, 13] . The first group of methods for solving problem (2.1) is to solve a sequence of convex problems. The iteratively reweighted ℓ 1 minimization (IRL1) [7] is to iteratively solve the following weighted ℓ 1 minimization
where w l i = (|u l i | + ǫ) p−1 and ǫ > 0. A parallel approach to IRL1 is iteratively reweighted least squares (IRLS) [11, 18] , which iteratively solves the following weighted least square problem,
with w
When ǫ → 0, the objective functions in (2.2) and (2.3) are approximations to u p p . The ǫ-regularization strategy, which starts with a relatively large ǫ and decreases ǫ at each iteration, improves the performance of sparse recovery for both methods. Similar iteratively reweighted algorithms have been established in [26, 14] for unconstrained smoothed ℓ p minimization.
Additionally, iterative thresholding algorithms have been established for unconstrained ℓ p minimization problems [1, 37] . These algorithms can search a local minimizer starting from any initial point using the so-called shrinkage operator to generate a minimizing sequence such that the objective function is strictly decreasing along the sequence. The iterative thresholding algorithm is very efficient and particularly suitable for large-scale problems. But except for p = 0, 1/2, 2/3, 1, one can not give an explicit expression for the shrinkage operator which limits its applications in the ℓ p minimization [37] .
Except the nonconvex ℓ p , other nonconvex penalties have been proposed. The SCAD penalty in statistics [19] , of which the contour map is illustrated in Fig. 1 , is defined as R SCAD (u) = n i=1 r SCAD (u i ), where
The ℓ 1−2 , i.e., the difference between ℓ 1 and ℓ 2 norms, minimization is proposed in [39] . The difference of convex functions programming can be applied to solve those nonconvex optimization problems [22] . All the penalties mentioned above are separable, i.e., the same penalty function is applied on all the components of the vector, except that ℓ 1−2 has a ℓ 2 term which couples all the components equally. In addition, there are a group of methods applying different penalty functions on different components based on their ranks in the absolute value. Iterative hard thresholding [2] puts weight 0 on the first K largest components and +∞ on the other components; Iterative support detection [35] puts weight 0 on the first K largest components and 1 on the other components; The two-level ℓ 1 "norm" [25] puts a smaller positive weight on the first K largest components and a larger weight on the other components. In this paper, we generalize all these methods using more than two different weights, and propose iteratively reweighted ℓ 1 minimization and iterative sorted thresholding to solve problems with this generalized penalty.
Nonconvex Sorted ℓ 1 Minimization
This section introduces a new nonconvex minimization named nonconvex sorted ℓ 1 minimization. Assume u ∈ R n . Let λ be a nondecreasing sequence of nonnegative numbers,
with λ n > 0. The nonconvex sorted ℓ 1 is defined as
where |u| [1] ≥ |u| [2] ≥ · · · ≥ |u| [n] are the absolute values ranked in decreasing order. It is different from the sorted ℓ 1 norm proposed by Bogdan et.al.
in [3] , where λ is a nonincreasing sequence of nonnegative numbers, i.e., higher weights are assigned on components with larger absolute values. The contour map of the non-convex sorted ℓ 1 is illustrated in Fig. 1 , along with those of ℓ 1 norm, SCAD, and ℓ p "norm". First, we establish the connections of this nonconvex sorted ℓ 1 minimization to existing works.
it is the indicator function for {u : u 0 ≤ K}. -If λ 1 = · · · = λ K = 0 and λ K+1 = · · · = λ n = 1 for some K satisfying 0 < K < n, it corresponds to the iterative support detection in [35] . In [35] , K can be changed adaptively during the iterations.
it is the two-level ℓ 1 "norm" in [25] .
, where w 1 ≥ 0 and w 2 > 0, it is the small magnitude penalized (SMAP) in [40] .
In the following of this section, we introduce three equivalent formulations of the nonconvex sorted ℓ 1 , which will help us to show the convergence results of the methods for solving problems with nonconvex sorted ℓ 1 terms in the following sections.
We introduce the following three functions with additional variables P, v, and Λ, respectively, and show that the nonconvex sorted ℓ 1 is equivalent to the minimum of those functions by eliminating the new variables with the corresponding constraints.
, and F 3 (u, Λ) over P, v, and Λ with their corresponding constraints given below, respectively, eliminates P, v, and Λ and obtains the nonconvex sorted ℓ 1 defined in (3.1).
where P is the set of all permutation matrices.
Proof Part 1: Without loss of generality, assume that |u 1 | ≥ |u 2 | ≥ · · · ≥ |u n |. We show that F 1 (u, P) ≥ F 1 (u, I n ) for all P ∈ P, which means that min
Given P ∈ P. If (Pλ) 1 = λ 1 = (Pλ) k for some k > 1, we can exchange the 1st and the kth components of Pλ and obtain P 1 such that (P 1 λ) 1 = λ 1 , otherwise let P 1 = P. We have
Similarly, for j > 1, we can find
Part 2: We show the equivalence by two steps: 1)
Letv j be the vector with all zeros except the component corresponding to the jth largest absolute value of u having the same value as u. We have
Part 3: The proof is similar to that in Part 2 and we omit it here.
without changing the equivalence result. We will use the exact relaxed constraint
Note that the set P only has finite number of points in R n×n , thus is not continuous; The set V is continuous but non-convex; The set L is continuous and convex.
Remark 2 For each P ∈ P, we can construct a Λ ∈ L such that F 1 (u, P) = F 3 (u, Λ). Each column of J n − P corresponds to one vector Λ j , i.e., Λ j is the jth column of J n − P. In addition, if P ∈ P is optimal for F 1 (u, P), the corresponding Λ is also optimal for F 3 (u, Λ). Thus, we can consider F 3 (u, Λ) as a relaxation to F 1 (u, P).
Remark 3 For each P ∈ P, we can also construct a v ∈ V such that F 1 (u, p) = F 2 (u, v). Choose the support of each column of P as the support for the corresponding v j , i.e, the supports of the jth column of P and v j are the same. Then F 2 (u, v) = F 1 (u, P) when v j is the projection of u onto the support of v j . In addition, if P is optimal for F 1 (u, P), then v is also optimal for F 2 (u, v). Thus F 2 (u, v) is also a relaxation to F 1 (u, P). It can be shown that if v is optimal for F 2 (u, v), we can find an optimal P for F 1 (u, P) from the support of {v j } n−1 j=1 .
If the ℓ 1 terms in (1.2) and (1.3) are replaced by the nonconvex sorted ℓ 1 terms, the basis pursuit problem (1.2) becomes minimize u R λ (u) + ι {u:Au=b} (u), and the unconstrained basis pursuit denoising problem (1.3) becomes
Combining these two problems together into a more general problem
where L(u) can be any convex loss function. Except compressive sensing, this general problem has more applications in geophysics, image processing, sensor networks, and computer vision. The interested reader is referred to [4, 36] for a comprehensive review of these applications. Two lemmas stating sufficient and necessary conditions for u * being a local minimizer of E(u) are introduced.
Lemma 1 If u
* is a local minimizer of E(u), then for any P * minimizing F 1 (u * , P), (u * , Λ * ) with Λ * being constructed from P * as in Remark 2 is a local minimizer of E 3 (u, Λ).
Proof Since u * is a local minimizer of E(u), we can find ǫ > 0 such that for all u satisfying u − u
Lemma 2 Given fixed u * , if for allP ∈ P minimizing E 1 (u * , P), we also have u * minimizing E 1 (u,P), then u * is a local minimizer of E(u).
Proof There exists ǫ > 0 such that when u − u * < ǫ, we can always find the same P ∈ P such that both R λ (u) = F 1 (u, P) and
With these two lemmas, we propose two algorithms for solving problem (3.3) with nonconvex sorted ℓ 1 term in the next two sections.
Iteratively Reweighted ℓ 1 Minimization
It is difficult to solve problem (3.3) directly because of the non-convexity of R λ (u). In this section, we apply the equivalence results in the previous section to solve problem (3.3). Problem (3.3) is equivalent to the following two problems:
There are two variables in E 1 (u, P) (or E 3 (u, Λ)) and we can apply the alternating minimization procedure to solve this problem because the problem is easy to solve with one of the two variables is fixed. Fix u, the variable P (or Λ) can be obtained in closed-form; while the problem for u with P (or Λ) fixed can be formulated into a weighted ℓ 1 minimization problem which is convex and for which there are many existing solvers. The step of updating P (or Λ) is just updating the weights in the weighted ℓ 1 minimization, and this procedure is essentially an iteratively reweighted ℓ 1 minimization. The set of all the weights is fixed and each reweighting is just a permutation of the weights. This is different from the iteratively reweighted ℓ 1 minimization in [7, 10] where each weight is updated independently from the corresponding component of the previous result, i.e., no sorting is needed and the set of the weights is not fixed. The proposed iteratively reweighted ℓ 1 minimization for (3.3) is summarized in algorithm 1, whose convergence result is shown below.
Algorithm 1 Iteratively Reweighted ℓ 1 Minimization
Initialize λ, u 0 for l = 0, 1, · · · do Update P l = arg min P F 1 (u l , P) with an optimal P such that P l is different from {P 0 ,
If there is no optimal P satisfying this condition, break. Update u l+1 = arg min u E 1 (u, P l ).
end for
Remark 4 Because F 1 (u, P) = i (Pλ) i |u i |, which depends on Pλ, not P. If there are equivalent components in λ, then different P's may have the same Pλ. In the algorithm, we just choose the optimal P l such that P l λ is different from {P 0 λ, P 1 λ, · · · , P l−1 λ}.
Remark 5
The initial u 0 can be chosen as the output of the ℓ 1 minimization problem: minimize u u 1 + L(u). When we use alternating minimization procedure on F 3 (u, Λ), in order to minimize F 3 (u l , Λ), we can first find an optimal P l from minimizing F 1 (u l , P) and then construct the corresponding optimal Λ l using Remark 2.
We show that the proposed iteratively reweighted ℓ 1 minimization can obtain a local optimum of problem (3.3) in finite steps.
Theorem 2 Algorithm 1 will converge in finite steps, and the output u * is a local minimizer of E(u). In addition, (u * , Λ * ) is a local minimizer of E 3 (u, Λ).
Proof Since P ∈ P, there are only finite number of P's (the total number of different P's is n!), and the algorithm will stop in finite steps. Assume that the algorithm stops at stepl. There are two cases:
. In this case, there is no element in {P 0 , P 1 , · · · , Pl −2 } being a minimizer of F 1 (ul, P) because if P l is a minimizer of F 1 (ul, P) for some integer l ∈ [0,l − 2], we have
In addition, Pl −1 is a minimizer of F 1 (u l , P), otherwise, we can find an optimal Pl such that
is the unique minimizer of F 1 (u l , P), ul being a local minimizer of E(u) comes from Lemma 2.
In the same way, we can show that there is no element in
For any l ∈ [l 0 − 1,l − 2] such that the equality satisfies, P l is a minimizer of F 1 (ul, P), and ul is also a minimizer of E 1 (u, P l ). In addition, there is no more minimizer of F 1 (ul, P). Then Lemma 2 tells us that ul is a local minimizer.
If u * is a local minimizer, then (u * , Λ * ) being a local minimizer of F 3 (u, Λ) follows from Lemma 1.
⊓ ⊔
Notice that the function value may not be strictly decreasing, and the next theorem discusses the case when the function values of two consecutive iterations are the same.
) is a coordinatewise minimum point of E 1 (u, P), i.e., u l−1 is a minimizer of E 1 (u, P l−2 ) and P l−2 is a minimizer of E 1 (u l−1 , P).
, together with the nonincreasing property of the algorithm
gives us
In addition, the algorithm gives
Thus (u l−1 , P l−2 ) is a coordinatewise minimum point of E 1 (u, P). ⊓ ⊔
Remark 6
If there exists l <l such that
, then u l−1 and u l may not be local minimizers of E(u).
Iterative Sorted Thresholding
In this section, we propose another iterative method for solving problem (3.3).
There are several iterative thresholding algorithms for compressive sensing in literature: iterative shrinkage-thresholding for ℓ 1 [17] , iterative hard thresholding [2] , iterative half thresholding for ℓ 1/2 [37] . In this section, we shall establish a thresholding algorithm for problem (3.3), which generalizes iterative shrinkage-thresholding and iterative hard thresholding. Assume that L : R n → R is a smooth, bounded below, convex function of type C 1,1 , i.e., continuously differentiable with Lipschitz continuous gradient:
The iterative sorted thresholding is described in Algorithm 2, and its convergence is shown in Theorem 4.
Algorithm 2 Iteratively Sorted Thresholding
Initialize u 0 for l = 0, 1, · · · do Find u l+1 = arg min u βR λ (u) + 1 2 u − (u l − β∇L(u l )) 2 . end for
Remark 7
The iteration can be expressed as
and the proximal operator can be evaluated in closed form (see Lemma 3).
Lemma 3
The proximal operator of R λ can be evaluated as
for any P ∈ P such that R λ (x) = n i=1 (Pλ) i x i . Here max and sign are both component-wise.
Proof Evaluating the proximal operator is equivalent to solving the problem
which is the same as the following problem with additional variable P:
To solve problem (5.2), we eliminate the variable u from the objective function.
where
The optimal u is chosen to be
Next, we shall find an optimal P for problem (5.2). If λ i < λ j , the function f λi − f λj can be expressed as
Therefore, the even function f λi (x) − f λj (x) is decreasing when x ≥ 0, i.e.,
Applying the same technique in part I of the proof for Theorem 1, we show that |P T x| is in decreasing order for optimal P's. The definition of R λ gives us that
The proximal operator can be multi-valued. For different optimal P, the output can be different. For example, when λ = (0, 1) and x = (1, 1), then both (1, 0) and (0, 1) are optimal for problem (5.1).
Before proving the convergence, we state and prove two lemmas.
Lemma 4
If there exists u * such that Proof Assumption (5.5) ensures the existence of P * ∈ {P ∈ P :
Proof by contradiction: Assume |w *
which is a contradiction to (5.7). Thus |w *
Proof by contradiction: Without loss of generality, assume |w *
which is a contradiction to (5.8). Thus |w 
then u * is a local minimizer of E(u).
Proof Without loss of generality, we assume that |u * | is in decreasing order. If |u * | is not in decreasing order, we can find P ∈ P such that |P T u * | is in decreasing order and reformulate function L accordingly. When L(u) = α Au − b 2 , we can just rearrange the columns of A. Let w * = u * − β∇L(u * ) and define two subsets of P as follows:
Assumption (5.10) ensures the existence of P * ∈ P * such that
First of all, we show that P * ∈P, i.e., (
Proof by contradiction:
which is a contradiction to (5.12). Thus P * ∈P. In order to show that u * is a local minimizer, we shall show that
for all P ∈P from Lemma 2. Comparing (5.11) and (5.13), in order to prove the second one, we need to show -(Pλ) i = (P * λ) i for i < I and P ∈P, -|w * j | − β(Pλ) j ≤ 0 for j ≥ I and P ∈P, where I = min{i : |u i | = 0}.
Firstly, we consider the case when i < I. Combining the results in Lemma 4 and P * ∈P, we have
is the same for all P ∈P. We shall show that (Pλ) i−1 ≤ (Pλ) i for all i < I and P ∈P.
Proof by contradiction: Assume that i 0 is the first index such that (Pλ) i0 > (Pλ) i0+1 for some P ∈P. Then there exists i 1 < I such that (Pλ) i0 > (Pλ) i1 and |u * i0 | > |u * i1 |, which contradicts P ∈P. Secondly, we consider the case when j ≥ I. P * ∈ P * implies max j≥I |w * j | ≤ min j≥I (βP * λ) j . Thus for any P ∈P, we have |w * j | ≤ (βPλ) j for all j ≥ I. ⊓ ⊔ Theorem 4 If β < 1/L L , the iterative sorted thresholding converges to a local optimum of (3.3).
Proof From the iterations, we have
(5.14)
Here, (5.14) comes from the assumption that L ∈ C 1,1 , and (5.15) holds because u l+1 is a minimizer of βR λ (u)+
is bounded below. Then E(u) converges to E(ū), whereū is a fixed point, i.e.,ū ∈ prox βR λ (ū − β∇L(ū)). Lemma 5 states thatū is a local minimizer of E(u). Furthermore, all subsequence limit points of u l are fixed points. ⊓ ⊔
Numerical Experiment
We, in this section, illustrate the performance of the proposed nonconvex sorted ℓ 1 minimization. All the experiments are done in Matlab R2013a with Core i7-3.40 GHz and 16.0G RAM. As discussed previously, if we only give two different weights, i.e., λ 1 = · · · = λ K = ω 1 and λ K+1 = · · · = λ n = 1, the nonconvex sorted ℓ 1 minimization becomes the two-level ℓ 1 minimization (2level) [25] . Furthermore, if one sets ω 1 = 0, it reduces to the iterative support detection (ISD) [35] with fixed number of supports. The most general case is the multiple-level ℓ 1 minimization (mlevel) and we in this paper use the following strategy:
where r controls the rate of decreasing λ i from 1 to 0. The aim of this experimental section is to test different weight setting methods. The comparative method is the iterative reweighted ℓ 1 minimization (IRL1) in [7] , which is also nonconvex but the weights are set according to value not the sort.
The tuning parameters in nonconvex sorted ℓ 1 minimization, such as K, w 1 , and r, are related to the sparsity and nonconvexity. Generally, with the decreasing of w 1 and the increasing of K (as long as K < n/2), the nonconvexity of R λ increases. In practice, it is better to start from the ℓ 1 minimization, of which the result is denoted by u 0 , and increase the nonconvexity during the iterations. For 2level and mlevel, we fix K to be ⌊ u 0 0 /3⌋, i.e., the largest integer smaller than one third of #{i : u 0 i = 0}, but change ω 1 for 2level, and r for mlevel as follows:
For ISD, w 1 = 0 is fixed and we enhance the sparsity by increasing K following the strategy used in [35] [38] . For IRL1, the weight is set as
which is also related to the iteration count. We first illustrate the phase transition diagram via nonconvex sorted ℓ 1 minimization. In this experiment, 100-dimensional s-sparse signals u, i.e., u has only s nonzero components, and matrix A are randomly generated. The non-zero components of u and the elements of A come from the standard Gaussian distribution. Then we let b = Au and use Algorithm 1 to recover u from b and A. Algorithm 1 involves a series of weighted ℓ 1 minimization, for which we apply YALL1 [38] . ISD and IRL1 also can be solved by YALL1. Those reweighted methods iteratively minimize the weighted ℓ 1 penalty and the maximum iteration is controlled by l max . IRL1 takes more time than other methods on the weighted L1 minimization problems because the dynamic range of the weights can be very high for IRL1 when the nonzero components are Gaussian distributed. Hence we set l max = 3 for IRL1 and l max = 10 for others. One will observe that even with this setting, the computational time of IRL1 is more than other methods.
After recovering the signal, we calculate the ℓ ∞ distance between u and the recovered signal. If the distance is smaller than 10 −3 , we claim the signal is successfully recovered. In the phase transition diagram, we test 100 trials for each s and m and then show the results in Fig.2 for ISD, 2level , mlevel, We also repeat the experiment used in [7] , where a recovery problem with m = 100 and n = 256 is considered. u is a s-sparse signal and the recovery performance of different s values is evaluated. In Fig.3(a) and Fig.3(b) , the recovery percentage of different methods and the computational time are shown, respectively. From both Fig.2 and Fig.3 , one can find that compared with setting weights by value, setting weights according to the sort can enhance the sparse recovery performance.
Besides the above noise-free experiments, the algorithms are also tested on real-life electrocardiography (ECG) data. The ECG data come from the National Metrology Institute of Germany, which is online available in the PhysioNet [24] [27] . This data set has 15 signal channels and each channel contains 38400 data points. Notice that ECG signal is not sparse in the time domain and is sparse on the orthogonal Daubechies wavelets (db 10), of which the matrix is denoted by Ψ. Then we start from the first 1024 data, denoted by u and randomly generate one Gaussian matrix A ∈ R m×n , where n = 1024 and m varies from 64 to 1024. Since Ψu is sparse, we can apply the considered algorithms to recover the signal from b = AΨu. We calculate the mean of squared error between the recovered and the original signals, then we move to the next 1024 data.
In this experiment, ISD, 2level, mlevel, and IRL1 are evaluated. For 2level and mlevel, on the one hand, we can use Algorithm 1 and apply YALL1 to solve the involved weighted ℓ 1 minimization problems. On the other hand, we can also use the iterative sorted thresholding, i.e., Algorithm 2, to solve the unconstrained problems and evaluate their performance. Not like Algorithm 1, Algorithm 2 does not calculate u 0 and hence we set K heuristically as ⌊n/5⌋. For m = 128, 256, 512 and different algorithms, the mean squared error (MSE) and the corresponding mean computational time are reported in Tables 1 and 2, where the best ones in the view of MSE are underlined. From the results, one can see that solving nonconvex sorted ℓ 1 minimization by Algorithm 1 provides accurate signals. When the signal length m increases, the iterative sorted thresholding becomes attractive due to its computational effectiveness, because only thresholding and matrix multiplication operations are involved. Compared with weighting by value, weighting by sort shows better performance on this experiment. Especially, when the compression ratio is high, the advantage of mlevel and 2level is significant. In that case, it is worthy designing a flexible and suitable weighting strategy. While, for the low compression ratio situation, we suggest ISD or 2level/mlevel solved by Algorithm 2.
Conclusion
The nonconvex sorted ℓ 1 minimization is proposed to enhance the sparse signal recovery. In this penalty, the set of the weights is fixed and the weights are 
