The infinite projected entangled pair states (iPEPS) technique [J. Jordan et al., Phys. Rev. Lett. 101, 250602 (2008)] has been widely used in the recent years to assess the properties of two-dimensional quantum systems, working directly in the thermodynamic limit. This formalism, which is based upon a tensor-network representation of the ground-state wave function, has several appealing features, e.g., encoding the so-called area law of entanglement entropy by construction; still, the method presents critical issues when dealing with the optimization of tensors, in order to find the best possible approximation to the exact ground state of a given Hamiltonian. Here, we discuss the obstacles that arise in the optimization by imaginary-time evolution within the so-called simple and full updates and connect them to the emergence of a sharp multiplet structure in the "virtual" indices of tensors. In this case, a generic choice of the bond dimension D is not compatible with the multiplets and leads to a symmetry breaking (e.g., generating a finite magnetic order). In addition, varying the initial guess, different final states may be reached, with considerably large deviations in the magnetization value. In order to exemplify this behavior, we show the results of the S = 1/2 Heisenberg model on an array of coupled ladders, for which a vanishing magnetization below the critical inter-ladder coupling is recovered only for selected values of D, while a blind optimization with a generic D gives rise to a finite magnetization down to the limit of decoupled ladders.
I. INTRODUCTION
Solving many-body problems in generic two-and threedimensional spatial dimensions represents a great challenge in modern physics. A less ambitious project is to obtain accurate representations for ground states of local Hamiltonians. In one spatial dimension, a tremendous progress has been achieved by the density-matrix renormalization group (DMRG) method [1] , which allowed to obtain the correct physical behavior with an extraordinary accuracy for several fermionic and bosonic problems, including the evaluation of the spin gap in the S = 1 Heisenberg chain [2] . Although the original formulation of this approach was motivated by a numerical renormalization technique in which a reduced basis set is constructed iteratively to approximate the actual ground state, the modern view of DMRG is based upon its underlying variational ansatz, a so-called matrix poduct state (MPS) [3, 4] . Here, the amplitude of the wave function for a given configuration of the basis set is represented by a product of matrices, whose linear size is fixed by a parameter D, the so-called bond dimension. The accuracy of the variational ansatz can be systematically improved by increasing D [5] . Remarkably, the MPS ansatz can be directly applied to an infinite chain [6, 7] , where it is dubbed as iMPS. In practice, the optimization of matrices is performed either by the so-called time-evolved block decimation (TEBD) or by DMRG [for infinite lattices, by their counterparts, iTEBD and iDMRG]. In one spatial dimension (with short-range interactions), very efficient calculations can be performed, working with only a few tensors (one on each site of a given unit cell) embedded in an effective environment, which can be easily incorporated without any additional computational effort [6, 7] . Here, the great simplification comes from the fact that the environment, which is instrumental in building reduced density matrices of any subsystem, is given by a tensor product of two vectors of dimension D 2 (in the auxiliary bond space), corresponding to left and right boundaries of the subsystem.
The reformulation of DMRG into MPS (together with a deep understanding of entanglement properties in quantum systems), has been crucial to define generalizations to higher dimensions that go beyond the original extension of DMRG, where a one-dimensional snake-like path is used to cover the entire system [8] . The general framework of these approaches goes under the name of tensor networks and is based upon the definition of a variational wave function that is written as a (generalized) trace over the product of tensors, which are usually defined on each site of the lattice. In analogy with MPS, each tensor possess physical index (whose dimension is dictated by the physical Hilbert space) and virtual indices (whose dimension D determines the number of variational parameters). The most straightforward extension of MPS is given by projected entangled pair states (PEPS) [9] [10] [11] . Also PEPS can be embedded to consider infinite systems, thus leading to the so-called iPEPS [12, 13] .
The major issue of PEPS and iPEPS algorithms is the high computational cost when the bond dimension D is increased. While in one dimension, MPS (or iMPS) can easily deal with a bond dimension D ≈ 10 3 ÷ 10 4 , in two dimensions, within PEPS (or iPEPS) we are limited to D ≈ 10 ÷ 25 [14] , depending on the actual numerical procedure. This is particularly relevant when we search arXiv:1905.02164v1 [cond-mat.str-el] 6 May 2019 for accurate approximations of the true ground state in highly-entangled phases. In principle, this task can be done by performing a discretized imaginary-time evolution [12] in which, at every step, we minimize the distance between the evolved state, which has an enlarged bond dimension, and a tensor network with the original bond dimension D. Within iMPS, this procedure can be performed efficiently and exactly (apart from the Trotter-Suzuki discretization error) by imposing Vidal's canonical form, where the environment is given by diagonal D-dimensional matrices (dubbed weights), sitting between on-site tensors [6] . They are modified together with on-site tensors at each step and, therefore, provide the exact environment and distance at no additional cost. By contrast, for a generic iPEPS the exact environment is inaccessible and instead an approximation must be found at every step of the evolution, in order to evaluate the distance between iPEPS. In this respect, several approaches have been proposed, as for example the one that is based upon the so-called corner transfer matrices (CTM) technique [13] , which has been introduced in classical statistical physics to accurately approximate partition functions [15, 16] . Currently, the computation of environment presents the main bottleneck of iPEPS, scaling polynomially in D, but with a very high power O(D 9 ) or O(D 10 ) depending on the exact scheme used [14] .
Within the simple update (SU) technique [17] , the effective environment is severely approximated by a product of weights, as a straightforward generalization of the one-dimensional case. Even though the optimization procedure is relatively fast and allows to reach large values of D, typically it does not give an accurate description of highly-entangled ground states. Therefore, a more refined approach making use of a more accurate environment, dubbed full update (FU), has been proposed and developed [12, 18] . Intermediate approaches, which interpolate between SU and FU, have been also suggested [19] . Furthermore, different schemes to perform an optimization based upon the minimization of the (variational) energy have been recently proposed [20, 21] , including the possibility to utilize algorithmic differentiation to evaluate energy derivatives [22] .
In this paper, we assess the accuracy of iPEPS, defined by a finite bond dimension D and optimized with SU and FU techniques, to describe correctly non-magnetic ground states with strong local entanglement, notably the existence of nearest-neighbor singlets. This goes beyond the case of the trivial paramagnetic phase that appears in the quantum Ising model [23] , which is adiabatically connected to a product state over each lattice site. Indeed, the presence of a local entanglement induces a non-trivial structure in the virtual space, which is easily broken by a blind opimization, thus leading to some symmetry-breaking mechanism, e.g., the generation of magnetic order in the ground-state wave function. This fact has important effects when analyzing a quantum phase transition between magnetically ordered and disordered phases, possibly obscuring its nature. In order to illustrate this kind of issues, we consider the S = 1/2 Heisenberg model on a set of coupled two-leg ladders:
where
) is the S = 1/2 operator on the site R = (x, y) of a square lattice and J R = J or J R = αJ, depending on the parity of y. This model interpolates between the Heisenberg model on the square lattice (when α = 1) and a system of decoupled two-leg ladders (when α = 0). In the former case, the ground state has Néel antiferromagnetic order and gapless excitations (spin waves); instead, in the latter case, no longrange magnetic order is present and the spectrum is fully gapped. Therefore, a quantum phase transition exists at a finite value of the inter-ladder coupling α [24] , as detected by using quantum Monte Carlo methods at zero temperature [25, 26] . In particular, the precise location of the quantum phase transition has been determined with high accuracy, i.e., α c = 0.31407(5), also suggesting that the critical properties are described by the same universality class as that of the classical three-dimensional Heisenberg model [25] .
Our calculations show that the paramagnetic phase that is stable for α < α c is built by tensors having a particular structure that does not fit with a generic value of D. As a consequence, the optimization performed within 
SU or FU schemes generally leads to a symmetry-broken state with a small but finite magnetization. The correct vanishing magnetization is obtained only for a few selected values of D, making it difficult to perform a scaling for D → ∞. Moreover, for generic D, especially in the paramagnetic region, the effective energy landscape appears very rough, featuring many nearly degenerate states with substantially different magnetizations. Our results strongly suggest that, within iPEPS (or PEPS), it is extremely important to make use of symmetries in the tensors, as suggested in Ref. [27] and developped in Ref. [28] .
The paper is organized as follows: in Sec II, we briefly describe the iPEPS method and its optimization based upon SU and FU; in Sec. III, we present the numerical calculations; finally, in Sec. IV, we draw our conclusions.
II. METHOD
We parametrize the ground state by an iPEPS |Ψ(a, b, c, d) with a 2 × 2 unit cell containing four different on-site tensors a, b, c, and d, with auxiliary bond dimension D, see Fig. 1 (a). Within SU, this ansatz is "augmented" by the inclusion of diagonal matrices {λ} (the so-called weights): on each non-equivalent bond between the on-site tensors Γ a , Γ b , Γ c and Γ d , thus leading to a state denoted as Fig. 1(b) . For the purpose of computing the environment, we can absorb the weights into the tensors, e.g.,
To evaluate observables for a given state, we employ the directional CTM algorithm to construct the environments relative to each site in the 2 × 2 unit cell, as described in Ref. [29] . Then, relevant reduced density matrices {ρ} are obtained by combining environments with on-site tensors. Contrary to the original version of CTM [13] , this one leads to gauge-invariant observables for unit cells with more than one tensor. At its core, CTM approximates the environment of any spatial subregion of the system by a set of matrices (the so-called corners) {C} of dimension χ × χ and rank-3 tensors (the so-called half-row/column tensors) {T } of dimensions [29] . In practice, the convergence of the observables with χ is fast, especially for weakly-entangled states. Nevertheless, CTM is the main computational bottleneck since its complexity scales as O((χD 2 ) 3 ) due to the spectral decomposition (SVD) involved in the construction of projectors, which facilitate the truncation. Taking χ ∝ D 2 , the scaling of the algorithm with bond dimension of the iPEPS is O(D 12 ). However, since we only need the leading χ singular values and corresponding singular vectors to construct the projectors we can use the truncated SVD decomposition. In this work, we employ two types of truncated SVD algorithms, Arnoldi iteration and randomized SVD [30] , reducing the computational cost of CTM down to O(D 10 ). Optimization of iPEPS is performed by two imaginarytime evolution algorithms (i.e., SU and FU). We consider the case in which the Hamiltonian is the sum of terms acting on two sites, as in Eq. (1), namely, H = R,R h R,R . For a sufficiently small imaginary time τ , we simplify the evolution operator U = exp(−τ H) by the symmetric Trotter-Suzuki discretization into a product of either 2-site or 3-site gates, u R,R = exp(−τ h R,R ) and u R,R ,R = exp[−τ (h R,R +h R ,R )], respectively. Within the 2 × 2 unit cell, the three sites R, R , and R are arranged to form all possible L-shaped patterns covering the two-dimensional lattice. Even though the Hamilto- nian contains just nearest-neighbour interactions, the 3-site gate may lead to better optimizations with respect to the case with two sites, see below.
The SU technique represents a direct generalization of iTEBD to the two-dimensional setting. Starting with some initial state |Φ 0 = |Φ({Γ (0) }, {λ (0) }) , we consider the action of a gate on three tensors (e.g., Γ
a , Γ
b and Γ (0) c ) within a single unit cell. The resulting state |Φ can be exactly expressed as an iPEPS of the same form; however, the auxiliary dimension of the three tensors, as well as the weights along the affected bonds (λ 
which is depicted graphically in Fig. 2 . This approach takes a simple form by approximating the environment of the affected sites to be a product of weights {λ} on the bonds connecting these sites with rest of the network. This simplified problem is solved by a series of SVD [31] . The last step consists in replacing these new tensors and weights in all unit cells, which defines the new state |Φ 1 , concluding the SU process for a single Trotter gate. The alternation over all possible gates is iterated until convergenece. The FU optimization shares some aspects with SU one, namely solving a simple local problem where the Trotter gate is applied only in a single unit cell. Here, the environment is no longer taken to be trivial product of weights. Given an iPEPS state
we apply a single gate on a given position on the lattice acting on three tensors (e.g.,
As before, this leads to a state |Ψ with tensors having an increased bond dimension along the affected bonds (while the tensor d (0) , as well as the environment, is not modified). Then, we aim to replace the tensors with enlarged bond dimension by new tensors {a (1) , b (1) , c (1) } with the original bond dimension D. These tensors are given by minimizing the distance:
where |Ψ loc denotes a state where the new tensors are substituted only in the single 2×2 unit cell, while keeping the same environment {C (0) , T (0) }, see Fig. 2 . The minimization problem is solved by alternating least squares (ALS) as in Ref. [32] . At each step of the ALS, the distance f FU is minimized with respect to a single tensor (out of a, b, and c), while keeping the other ones fixed. The optimized tensor is alternated until the convergence of ∆f FU between two consecutive iterations under the desired threshold . Typically we take ≈ 10 −7 ÷ 10 −3 . Finally, the state
} in the entire lattice and by recomputing the environment that is compatible with these tensors. Again, this process is iterated until convergence alternating the gates.
To express the distance, we approximate the environment of the subsystem where the Trotter gate acts. This is the point where SU differs from FU: within SU, the environment is taken to be simply a tensor product of weights, thus neglecting most of the correlations in the environment. Every SU step is computationally cheap, but the approximation of the distance is very crude. By contrast, within FU, we always approximate the environment using CTM, thus leading to a more accurate distance at the expense of the leading computational cost of CTM, i.e., O(D 10 ). Still, within this approach the same environment is used for both the old and new tensors. In general, for any fixed time step τ , the energy generated by FU optimization reaches a minimum and then starts increasing. To have a well defined convergence criterion for FU we use an adaptive τ . Should the energy increase after the FU iteration, we go back to the previous state and halve the time step, i.e., τ → τ /2. The FU optimization is terminated once the time step becomes smaller than 10 −6 . Finally, to decrease the computational costs of both SU and FU, we use the scheme with reduced tensors where the tensors affected by the action of the Trotter gate are split in two parts: one containing the physical index and the auxiliary indices that are involved in the application of the gate, and the other one containing all the remaining indices; the latter part is taken to be constant and absorbed into environment [31, 32] . Moreover, in most of the FU simulations, we do not recompute the environment from scratch after updating the tensors, instead we use the so-called fast FU scheme [18] , taking only a single iteration of CTM per applied Trotter gate. Instead, for the evaluation of the observables the CTM is always interated until convergence. All the computations have been performed with pi-peps [33] , a library for running iPEPS simulations built on top of ITensor [34] . 
III. RESULTS
Let us discuss the results of the optimization technique for both the paramagnetic and the magnetically ordered phases of the Heisenberg model on coupled two-leg ladders of Eq. (1). First of all, it is important to emphasize that, within both SU and FU techniques, the energy can have a non-monotonic behavior along the optimization procedure. Indeed, the minimization problems of Eqs. (2) and (3) do not necessarily imply that the energy will decrease at every step of the evolution. In general, after a relatively short transient in which the energy is rapidly decreasing, a minimum is reached and then a slow but inescapable upturn is obtained, no matter how small is the imaginary-time discretization τ . This is due to the fact that the optimization designed within SU or FU does not coincide with a true energy minimization [20, 21] . As an example for this behavior, we report in Fig. 3 an op-timization performed within SU for D = 4. Here, we consider α = 0.2, initializing the tensors in order to have a valence-bond solid, in which singlets are formed along the strong rungs of the ladders. Tracing the convergence within SU is often done by observing the change in the weights:
between two subsequent iterations (α+1) and (α), where the weights are always normalized such that the leading weight λ 1 = 1. However, while ∆λ eventually decreases down to very small values, signaling a converged SU simulation, the energy (computed with full environment by CTM) shows a non-monotonic behavior with a clear upturn after a few iterations. In this case, a fixed τ = 0.05 is used, in order to emphasize the existence of a minimum in the energy; by using an adaptive time step, as described at the end of section II, it would be possible to avoid the rise of the energy, which is otherwise inevitable. Most remarkably, even though the exact ground state has a vanishing magnetization m and the initial state has m = 0, a few steps after the minimum, the magnetization becomes finite, spoiling the correct feature of the true ground-state wave function. Hence, in the spirit of the variational principle, we take the lowest-energy state as the "converged" one, for which all the other physical properties (i.e., correlation functions) are computed. On the outset, computing the energy at every iteration of SU seems to betray its purpose, as a crude but fast way to explore the phase diagram; however, if only states given by converged ∆λ are analyzed, the result gives a completely wrong picture with a finite magnetization down to the limit of decoupled ladders. Now, we would like to stress that both SU and FU schemes do not always lead to a unique "converged" state, i.e., different starting points may lead to different resulting states. In general, this is not a surprising behavior for non-linear optimization, a case of both SU and FU. Yet for the model of Eq. (1), whereas the final energy varies in a relatively small range, other quantities might show considerably stronger variation [35] . In addition, we find that imaginary-time evolutions performed with 2-or 3-site gates may give distinct results, especially within FU. First of all, we briefly discuss the comparison between optimizations done with these two sets of gates for D = 4, see Fig. 4 . Within SU, the difference between 2-site and 3-site gates is small and there is no notable advantage in using 3-site gates to perform imaginary-time evolution. Instead, within FU scheme there is a considerable profit in the optimization using 3-site gates. Two aspects must be emphasized. The first one is that the distribution of the magnetization is much wider in the paramagnetic phase than in the antiferromagnetic one, for both SU and FU approaches. Indeed, within the magnetically ordered phase, all the final energies and magnetizations are distributed in a very narrow region; most importantly, the fluctuations of m are small with respect to its actual value. By contrast, within the paramagnetic region, it is possible to stabilize states with huge variations in m, still having tiny energy differeneces (e.g., of the order of 0.0005J). We would like to emphasize that the presence of large fluctuations in the magnetization persists far away from the critical point, inside the paramagnetic region. This aspect is associated to the nature of the tensor structure of the wave function and is not related to the presence of a quantum phase transition. The second aspect, which is by far much more relevant, is that a generic optimization that starts from random initial tensors does not give the correct vanishing magnetization within the paramagnetic phase. This is particularly true within SU, while the FU scheme highly improves the quality of the results. Still, paramagnetic states are obtained by requiring both carefully selected initial state, e.g., valence-bond solids, and a particular value of auxiliary bond dimension, as for example D = 4.
For the rest of the paper, we will use 3-site gates, since, in general, they give better energies with respect to the case with 2 sites. We now discuss the most important issue of this work, namely the fact that a paramagnetic state with zero magnetization can be obtained only for selected values of the bond dimension D, i.e., the ones that do not break the multiplet structure of the tensors. In Fig. 5 , we show the outcomes of several SU optimizations for different inter-ladder couplings α. The cases with D = 4 and 5 are presented (the cases with D = 2 and 3 give completely unphysical results, with large values of m down to α = 0 and, therefore, will not be discussed here). The results are qualitatively similar when considering the FU technique, see Fig. 6 .
The most remarkable aspect is that the exact result m = 0 can be obtained only for a few selected values of the bond dimension, i.e., D = 4 and D = 8, while for all the other values of D the best energy states break the spin SU(2) symmetry and develop finite magnetization. As a consequence, a smooth extrapolation of the magnetization with increasing bond dimension D is not always possible, while the energy has usually a very regular behavior, see Fig. 7 . In order to highlight this feature, we compute the spectrum of the singular values of the matrix that is obtained by contracting the index connecting two neighboring tensors and glueing together the all the remaining ones of each tensor, thus creating a 2D 3 × 2D 3 matrix (where the factor 2 comes from the physical index). This spectrum is particularly simple within the antiferromagnetic phase, where all singular values are not degenerate, see Fig. 7 . In this case, a given choice of D never spoils the structure of the spectrum and no apreciable differences are seen in any correlation function. By contrast, within the paramagnetic phase a very peculiar multiplet structure appears, which is preserved only for selected values of D. Indeed, the specrum shows degeneracies that depend upon the bond: starting from the largest values, we have 1, 3, 3, 1 . . . (when contracting along the weak bonds with αJ and the strong horizon- result. This outcome poses serious problems whenever we want to describe a paramagnetic (e.g., spin-liquid) phase with a complicated (and not apriori known) multiplet structure. Indeed, it is clear that in this case a blind optimization will very likely leads to a state with a small but finite magnetization, masking the existence of a truly quantum paramagnet or spin-liquid phase with vanishing magnetization. As a consequence of the previous results, the magnetization curve by varying the inter-ladder coupling α is reasonable only for D = 4 (and D = 8, not shown), being finite and smooth (vanishing) for large (small) values of α, see Fig. 8 . Still, for this (small) value of the bond dimension the transition point is underestimated within SU (i.e., α ≈ 0.24); in addition, a relatively large jump of the magnetization is observed, in contrast to the exact behavior where a continuous transition takes places. By emplyoing FU, the critical point shifts towards the correct location (i.e., α ≈ 0.27), and also the jump disappears. Notice that at the quantum critical point the multiplet structure of the tensor is broken and the ground state develops a finite magnetization. For other choices of the bond dimension the results are clearly non-physical: for D = 2 and 3 a completely smooth curve may be obtained, with m > 0 down to α = 0, for D = 5, 6, and 7 it is remarkably hard to work out a smooth curve and, most importantly, finite values of m are obtained in the paramagnetic regime, making it very difficult (if not impossible) to perform an extrapolation for D → ∞.
IV. CONCLUSIONS
In this paper, we have highlighted a few relevant issues that appear within the iPEPS optimization. First of all, the widely used SU and FU techniques are very sensitive to the initial state when applied in a phase with no broken continuous symmetry, giving final states that may have considerably different physical properties (e.g., magnetization), while having very close energies. In the example considered here, the S = 1/2 Heisenberg model on coupled two-leg ladders, this situation is particularly evident, since large fluctuations in the magnetization are present within the paramagnetic phase (especially within SU, but also within FU). The second and the most important aspect, which has not been realized in the past, is the strong dependence of the results on the bond dimension D. This feature is intimately related to the presence of multiplets in the tensors of symmetric states. Within the Néel antiferromagnet, the multiplet structure is trivial and the simulations are not plagued by the above described problems for any chosen value of D; by contrast, within a paramagnetic phase that has strong local entanglement (i.e., it cannot be adiabatically connected to a product state over each site of the lattice), there is a nontrivial multiplet structure on each bond. If the value of D that is considered is incommensurate with the multiplets, some breaking mechanism appears, e.g., leading to a finite magnetization and a rough energy landscape. In particularly simple models, such the one that has been considered here, it is not hard to find out the exact degeneracy of multiplets and obtain reasonable results, possibly even with a scaling analysis with D. However, in more complicated cases (e.g., the frustrated J 1 −J 2 Heisenberg model on the square or triangular lattices), it could be not easy to work out the degeneracy, possibly leading to spurious results, with finite magnetization. In this respect, it is particularly important to impose symmetries in the tensor structure [27, 28] and compare with unconstrained optimization, in order to understand the actual physical properties of highly-entangled ground states.
