Nesterov's momentum trick is famously known for accelerating gradient descent, and has been proven useful in building fast iterative algorithms. However, in the stochastic setting, counterexamples exist and prevent Nesterov's momentum from providing similar acceleration, even if the underlying problem is convex.
INTRODUCTION
In large-scale machine learning, the number of data examples is usually very large. To search for the optimal solution, one often uses stochastic gradient methods which only require one (or a small batch of) random example(s) per iteration in order to form an estimator of the full gradient.
While full-gradient based methods can enjoy an accelerated (and optimal) convergence rate if Nesterov's momentum trick is used [30] [31] [32] , theory for stochastic gradient methods are generally lagging behind and less is known for their acceleration.
At a high level, momentum is dangerous if stochastic gradients are present. If some gradient estimator is very inaccurate, then adding it to the momentum and moving further in this direction (for every future iteration) may hurt the convergence performance. In other words, when naively equipped with momentum, stochastic gradient methods are "very prune to error accumulation" [21] and do not yield accelerated convergence rates in general. 1 In this paper, we show that at least for convex optimization purposes, such an issue can be solved with a novel "negative momentum" that can be added on top of momentum. We obtain accelerated and the rst optimal convergence rates for stochastic gradient methods, and believe our new insight can potentially deepen our understanding to the theory of accelerated methods.
Problem De nition. Consider the following composite convex minimization problem min
is a convex function that is a nite average of n convex, smooth functions f i (x), and ψ (x) is convex, lower semicontinuous (but possibly non-di erentiable) function, sometimes referred to as the proximal function. We mostly focus on the case when ψ (x) is σ -strongly convex and each f i (x) is Lsmooth. (Both these assumptions can be removed and we shall discuss that later.) We look for approximate minimizers
Problem (1.1) arises in many places in machine learning, statistics, and operations research. All convex regularized empirical risk minimization (ERM) problems such as Lasso, SVM, Logistic Regression, fall into this category (see Section 1.2). E cient stochastic methods for Problem (1.1) also lead to fast algorithms for neural nets [2, 20] as well as SVD, PCA, and CCA [4, 5, 17] .
We summarize the history of stochastic gradient methods solving Problem (1.1) into three eras.
The First Era: Stochastic Gradient Descent (SGD). Recall that stochastic gradient methods iteratively perform the following update stochastic gradient iteration:
where η is the step length and ∇ k is a random vector satisfying E[ ∇ k ] = ∇f (x k ) and is referred to as the gradient estimator. If the proximal function ψ ( ) equals zero, the update reduces to x k+1 ← x k − η ∇ k . A popular choice for the gradient estimator is to set ∇ k = ∇f i (x k ) for some random index i ∈ [n] per iteration, and methods based on this choice are known as stochastic gradient descent (SGD) [13, 44] . Since computing ∇f i (x) is usually n times faster than that of ∇f (x), SGD enjoys a low per-iteration cost as compared to full-gradient methods; however, SGD cannot converge at a rate faster than 1/ε even if F (·) is strongly convex and smooth.
The Second Era: Variance Reduction Gives Faster Convergence. The convergence rate of SGD can be further improved with the so-called variance-reduction technique, rst proposed by Schmidt et al. [36] and followed by many others [12, 15, 20, 28, 29, 37-39, 42, 43] . In these cited results, the authors have shown that SGD converges much faster if one makes a better choice of the gradient estimator ∇ k so that its variance reduces as k increases. One way to choose this estimator can be described as follows [20, 43] . Keep a snapshot vector x = x k that is updated once every m iterations (where m is some parameter usually around 2n), and compute the full gradient ∇f ( x) only for such snapshots. Then, set
This choice of gradient estimator ensures that its variance approaches to zero as k grows. Furthermore, the number of stochastic gradients (i.e., the number of computations of ∇f i (x) for some i) required to reach an ε-approximate minimizer of Problem (1.1) is only O n + L σ log 1 ε . Since it is often denoted by κ def = L/σ the condition number of the problem, we rewrite the above iteration complexity as O (n + κ) log 1 ε . Unfortunately, the iteration complexities of all known variancereduction based methods have a linear dependence on κ.
It was an open question regarding how to obtain an accelerated stochastic gradient method with an optimal √ κ dependency.
The Third Era: Acceleration Gives Fastest
Convergence. This open question was partially solved recently by the APPA [16] and Catalyst [25] reductions, both based on an outer-inner loop structure rst proposed by Shalev-Shwartz and Zhang [40] . We refer to both of them as Catalyst in this paper. Catalyst solves Problem (1.1) using O n + √ nκ log κ log 1 ε stochastic gradient iterations, through a logarithmic number of calls to a variancereduction method. 2 However, Catalyst is still imperfect for the following reasons:
• O . Catalyst does not match the optimal √ κ dependence [41] and has an extra log κ factor. For similar reasons, it only yields
T 2 ) suboptimal rates if the objective is not strongly convex, or is non-smooth; and it only yields the log 2 (1/ε ) ε (or equivalently log 4 T T ) suboptimal rates if the objective is both non-strongly convex and non-smooth. 3 • P . Catalyst is not very practical since each of its inner iterations needs to be very accurately executed. This makes the stopping criterion hard to be tuned, and makes Catalyst sometimes run slower than non-accelerated variance-reduction methods [24] . We have also con rmed this in our experiments. • G . Catalyst has a few theoretical limitations for being a reduction-based method. For instance, it does not support non-Euclidean norm smoothness on f i (·). It cannot be applied to non-convex settings; in contrast, variance reduction has been applied to non-convex objectives (such as training neural nets) both empirically [20] and theoretically [2] . To the best of our knowledge, it also does not run well in the mini-batch setting (see the full version of this paper).
A bit less known is the work of Lan and Zhou [23] , where the authors proposed a primal-dual method that also has a √ κ log(κ) dependency. Their method is subject to the same optimality issue as Catalyst, and requires n times more storage compared with Catalyst for Problem (1.1).
In sum, it is not only desirable but also an open question to develop a direct and primal-only accelerated stochastic gradient method without using reductions or paying the extra log κ factor. This could have both theoretical and practical impacts to the problems that fall into the general framework of (1.1), and potentially deepen our understanding to acceleration in stochastic settings.
Our Results and High-Level Ideas
We develop a direct, accelerated stochastic gradient method Katyusha for solving Problem (1.1) in
This gives both optimal dependency on κ and on ε which, to the best of our knowledge, was not obtained before for stochastic gradient methods. In addition, if F (·) is non-strongly convex, Katyusha 2 Note that n + √ nκ is always less than O (n + κ). 3 Obtaining optimal rates is one of the main goals in optimization and machine learning. For instance, obtaining the optimal 1/T rate for online learning was a very meaningful result, even though the log T /T rate was known [18, 35] .
converges to an ε-minimizer in
giving an optimal 1/ √ ε (or equivalently 1/T 2 ) convergence rate.
In contrast, Catalyst has a slower log 2 (1/ε)/ √ ε (or equivalently
Our Algorithm. If ignoring the proximal term ψ (·), Katyusha iteratively updates:
Above, x is a snapshot point which is updated every n iterations, ∇ k +1 is the gradient estimator de ned in the same way as (1.2), τ 1 , τ 2 ∈ [0, 1] are two momentum parameters, and α is a parameter that is equal to 1 3τ 1 L . The reason for keeping a sequence of three vectors (x k , k , z k ) is a common ingredient that can be found in all existing accelerated methods. 4 Our New Technique -Katyusha Momentum. The most interesting ingredient of Katyusha is the novel choice of x k +1 which is a convex combination of k , z k , and x. Our theory suggests the parameter choices τ 2 = 0.5 and τ 1 = min{ nσ /L, 0.5} and they work well in practice too. To explain this novel combination, let us recall the classical "momentum" view of accelerated methods.
In a classical accelerated gradient method, x k +1 is only a convex combination of k and z k (or equivalently, τ 2 = 0 in our formulation). At a high level, z k plays the role of "momentum" which adds a weighted sum of the gradient history into k +1 . As an illustrative example, suppose τ 2 = 0, τ 1 = τ , and x 0 = 0 = z 0 . Then, one can compute that
Since α is usually much larger than 1/3L, the above recursion suggests that the contribution of a xed gradient ∇ t gradually increases as time goes. For instance, the weight on ∇ 1 is increasing because
α . This is known as "momentum" which is at the heart of all accelerated rst-order methods.
In Katyusha, we put a "magnet" around x, where we choose x to be essentially "the average x t of the most recent n iterations". Whenever we compute the next x k+1 , it will be attracted by the magnet x with weight τ 2 = 0.5. This is a strong magnet: it ensures that x k +1 is not too far away from x so the gradient estimator remains "accurate enough". This can be viewed as a "negative momentum" component, because the magnet retracts x k +1 back to x and this can be understood as "counteracting a fraction of the positive momentum incurred from earlier iterations. " 4 One can of course rewrite the algorithm and keep track of only two vectors per iteration during implementation. This will make the algorithm statement less clean so we refrain from doing so in this paper.
We call it the Katyusha momentum.
This summarizes the high-level idea behind our Katyusha method. We remark here if τ 1 = τ 2 = 0, Katyusha becomes almost identical to SVRG [20] which is a variance-reduction based method.
Applications: Optimal Rates for Empirical Risk Minimization
Suppose we are given n feature vectors a 1 , . . . , a n ∈ R d corresponding to n data samples. Then, the empirical risk minimization (ERM) problem is to study
for some loss function i : R → R. Slightly abusing notation, we also write
In such a case, Problem (1.1) becomes as
3) Without loss of generality, we assume each a i has norm 1 because otherwise one can scale f i (·) accordingly. As summarized for instance in [1] , there are four interesting cases of ERM problems, and all of them can be trivially written in the form of (1.3):
Case 1: ψ (x) is σ strongly convex and f i (x) is L-smooth. Examples: ridge regression, elastic net; Case 2: ψ (x) is non-strongly convex and f i (x) is L-smooth.
Examples: Lasso, logistic regression; Case 3: ψ (x) is σ strongly convex and f i (x) is non-smooth.
Examples: support vector machine; Case 4: ψ (x) is non-strongly convex and f i (x) is non-smooth.
Examples: 1 -SVM.
Known Results. For all of the four ERM cases above, accelerated stochastic methods were introduced in the literature, most notably AccSDCA [40] , APCG [26] , SPDC [45] . However, all known accelerated methods have suboptimal convergence rates for Case 2, 3 and 4.In particular, the best known convergence rate was
, and log(1/ε ) ε respectively for Case 2, 3, and 4, and this is a factor log(1/ε) worse than the optimal rate for each of the three classes [41] .
It is an open question also in the optimization community to design a stochastic gradient method with optimal convergence for such problems. In particular, Dang and Lan [14] provided an interesting attempt to remove such log factors but using a nonclassical notion of convergence. 5 Besides the log factor loss in the running time, 6 the aforementioned methods are dual-based and therefore su er from several other issues. First, they only apply to ERM problems but not to the 5 Dang and Lan work in a primal-dual ϕ(x, ) formulation of Problem (1.1), and produce a primal-dual pair (x, ) so that for every xed (u, ), the expectation E[ϕ(x, ) − ϕ(u, )] ≤ ε . Unfortunately, to ensure x is an ε -approximate minimizer of Problem (1.1), one needs the stronger E[max (u, ) ϕ(x, ) − ϕ(u, )] ≤ ε to hold. 6 In fact, dual-based methods have to su er from a log factor loss in the convergence rate. This is so because even for Case 1 of Problem (1.3), converting an ε -maximizer for the dual objective to the primal, one only obtains an nκε -minimizer on the primal objective. As a result, algorithms like APCG who directly work on the dual, algorithms like SPDC who maintain both primal and dual variables, and algorithms like RPDG [23] that are primal-like but still use dual analysis, have to su er from a log loss in the convergence rates. more general Problem (1.1). Second, they require proximal updates with respect to the Fenchel conjugate f * i (·) which is sometimes unpleasant to work with. Third, their performances cannot bene t from the implicit strong convexity in f (·). All of these issues together make dual-based accelerated methods sometimes even outperformed by primal-only non-accelerated ones, such as SAGA [15] or SVRG [20, 43] .
Our Results. Katyusha simultaneously closes the gap for all of the three classes of problems with the help from the optimal reductions developed in [1] . We obtain an ε-approximate minimizer for iterations. In contrast, none of the existing accelerated methods can lead to such optimal rates even if the optimal reductions of [1] are used.
After this paper appeared on arXiv, Woodworth and Srebro [41] proved the tightness of our results. They showed lower bounds
for Cases 2, 3, and 4
respectively at least for small ε. 7
Other Extensions
There are several important extensions that we shall discuss them formally in the future version of this paper.
Mini-batch. Katyusha extends to minibatch scenarios and give interesting results. Our parameter τ 2 can be for instance inversely proportional to the mini-batch size.
Non-Uniform Sampling. If each f i (·) has a di erent smooth parameter L i , one can select the random index i from a non-uniform distribution in order to obtain an even faster running time.
Non-Euclidean Norms. If the smoothness of each f i (x) is with respect to a non-Euclidean norm (such as the well known 1 norm case over the simplex), our results in this paper still hold. Our update on the k +1 side becomes the non-Euclidean norm gradient descent, and our update on the z k +1 side becomes the non-Euclidean norm mirror descent. In contrast, to the best of our knowledge, Catalyst, AccSDCA and APCG do not work with non-Euclidean norms. SPDC can be revised to work with non-Euclidean norms, see [7] .
Katyusha Momentum Weight. To provide the simplest proof, we choose τ 2 = 1/2 which also works well in practice. Our same proof trivially generalizes to all constant values of τ 2 ∈ (0, 1) and it could be bene cial to tune it for di erent datasets in practice. However, for a stronger comparison, we refrain from doing so in this paper: by xing τ 2 = 1/2 and thus without increasing parameter tuning di culties, Katyusha can already outperform most of the state-of-the-arts. 7 More precisely, their lower bounds for Cases 3 and 4 are Ω min 1 σ ε , n + √ n √ σ ε and Ω min 1 ε 2 , n + √ n ε . However, since the vanilla SGD requires O ( 1 σ ε ) and O ( 1 ε 2 ) iterations for Cases 3 and 4, such lower bounds are matched by combining the best between Katyusha and SGD.
Related Work
For smooth convex minimization problems, (full) gradient descent converges at a rate L ε -or L σ log 1 ε if the objective is σ -strongly convex. This is not optimal among the class of rst-order methods.
Nesterov showed that the optimal rate should be
if the objective is σ -strongly convex-and this was achieved by his celebrated accelerated (full) gradient descent method [30] .
Randomized Coordinate Descent. Another way to de ne gradient estimator is to set ∇ k = d∇ j f (x k ) where j is a random coordinate. This is (randomized) coordinate descent as opposed to stochastic gradient descent. Designing accelerated methods for coordinate descent is signi cantly easier than designing that for stochastic gradient descent, and has indeed been done in many previous results including [11, 26, 27, 33] . 8 The state-of-the-art accelerated coordinate descent method is NUACDM [11] . Coordinate descent cannot be applied to solve Problem (1.1) because in our setting, only one copy ∇f i (·) is computed in a stochastic iteration.
Hybrid Accelerated and Stochastic Methods. Several recent results study hybrid methods with convergence rates that are generally non-accelerated and only accelerated in extreme cases.
The authors of [19, 22] ε is an accelerated rate (for non-strongly convex but smooth functions), the second term is non-accelerated. For Problem (1.1), these algorithms do not give faster running time than Katyusha unless σ is very very small.
Nitanda's method adds momentum to the non-accelerated variancereduction method in a naive manner [34] and thus corresponds to this paper but without Katyusha momentum (i.e., τ 2 = 0). The theoretical running time of [34] is always slower than this paper and cannot even outperform SVRG [20] unless κ > n 2 -which is usually false in practice (see page 7 of [34] ). 9 Linear Coupling. Allen-Zhu and Orecchia proposed a framework called linear coupling that facilitates the design of accelerated gradient methods [10] . The simplest use of linear coupling can reconstruct Nesterov's accelerated full-gradient method [10] , or to provide faster coordinate descent [11] . More careful use of linear coupling can also give accelerated methods for non-smooth problems (such as positive LP [8, 9] , positive SDP [3] , matrix scaling [6] ) or for general non-convex problems [2] . This present paper falls into this linear-coupling framework, but our Katyusha momentum technique was not present in any of these cited results. 8 The reason behind it can be understood as follows. If a function f (·) is L smooth with respect to coordinate j, then a coordinate descent step x ← x − 1 L ∇ j f (x )e j always decreases the objective, i.e., f (x + 1 L ∇ j f (x )e j ) < f (x ). In contrast, this is false for stochastic gradient descent, because f (x k − η ∇ k ) may be even larger than f (x k ). 9 Nitanda's method is usually not considered as an accelerated method, since it requires mini-batch size to be very large in order to be accelerated. If mini-batch is large then one can use full-gradient method directly and acceleration is trivial there. This is also con rmed by the authors of [21] at the beginning of their Section IV.F. In contrast, our acceleration in this paper holds even if mini-batch size is 1. for j ← 0 to m − 1 do 7:
k ← (sm) + j;
8:
where i is random from {1, 2, . . . , n};
10:
we analyze only I but II also works 13:
end for 14:
compute snapshot x 15: end for 16 : return x S .
KATYUSHA IN THE STRONGLY CONVEX SETTING
We formally introduce our Katyusha algorithm in Algorithm 1. It follows from our high-level description in Section 1.1, and we make several remarks here behind our speci c design.
• Katyusha is divided into epochs each consisting of m iterations. In theory, m can be anything linear in n. We let snapshot x be a weighted average of k in the most recent epoch.
x and ∇ k correspond to a standard design on variancereduced gradient estimators. 10 The practical recommendation is m = 2n [20] . Our choice ∇ k is independent from our acceleration techniques, and we expect our result continues to apply to other choices of gradient estimators. • τ 1 and α are standard parameters already present in Nesterov's full-gradient method [10] . We choose α = 1/3τ 1 L to present the simplest proof, and recall it was α = 1/τ 1 L in the original Nesterov's full-gradient method. 11 In practice, like other accelerated methods, it su ces to x α = 1/3τ 1 L and only tune τ 1 (usually known as the learning rate).
• The parameter τ 2 is our novel weight for the Katyusha momentum.
Any constant in (0, 1) works for τ 2 , and we simply choose τ 2 = 1/2 for our theoretical and experimental results.
We state our main theorem for Katyusha as follows: 10 That is, the SVRG estimator [20] . We choose x to be a weighted average (rather than the last iterate) of the most recent epoch because it was reported to work better in practice [12] . 11 Any α that is constant factor smaller than 1/τ 1 L works in theory, and we use 1/3 to provide the simplest proof. T 2.1. If each f i (x) is convex, L-smooth, and ψ (x) is σ -strongly convex in Problem (1.1), then Katyusha(x 0 , S, σ , L) satis es
if mσ L > 3 4 . In other words, choosing m = Θ(n), Katyusha achieves an εadditive error (i.e., E F ( x S ) − F (x * ) ≤ ε) using at most O n + nL/σ · log F (x 0 )−F (x * ) ε iterations. 12 The proof can be found in the full version of this paper.
