Abstract. It is very important to scientifically predict the consumption of aviation equipment maintenance material and to make scientific decisions on aviation equipment maintenance resources and make full use of existing resources to improve maintenance capability. In this paper, aiming at the main influencing factors of material consumption of aviation equipment maintenance, a linear regression prediction model of equipment maintenance material consumption was constructed by using actual statistical sample data. Based on the analysis of examples, the simple linear regression method is used to predict and test the material consumption of aviation equipment maintenance materials. The research results provide a scientific and effective method for forecasting the consumption of aviation equipment maintenance materials.
Introduction
With the development of aviation equipment, more and more complex equipment, maintenance of spare parts required for the variety and quantity are more and more spare parts financing, supply and storage process is also more complex. In this paper, we use linear regression method to forecast the consumption of equipment maintenance material [1] . Regression analysis and forecasting method is based on the analysis of the correlation between independent variables and dependent variables, the regression equation between variables is established, and the regression equation is used as a forecasting method. According to the correlation between independent variables and dependent variables can be divided into linear regression prediction and nonlinear regression prediction. This paper focuses on simple linear regression prediction.
The Principle of Simple Linear Regression Model
In statistics, linear regression is a linear approach for modeling the relationship between a scalar dependent variable y and one or more explanatory variables (or independent variables) denoted X. The case of one explanatory variable is called simple linear regression. For more than one explanatory variable, the process is called multiple linear regression [2] [3] [4] . As a commonly used statistical methods and for its principles is clear, model is simple and easy to use, classical linear regression model has been a very wide range of applications in the aviation equipment maintenance and support.
Regression Model
The simple linear regression model is based on the approximate linear relationship between an independent variable and a dependent variable, and is fitted with a linear equation to predict the linear equation. A simple linear regression model is [5] :
where y is the forecast object, known as dependent variables or explanatory variables; x is the influencing factor, known as independent variables or explanatory variables; a, b for the pending regression coefficient.
Parameter Estimation
Estimating the parameters a, b in the model, from the point of view of curve fitting, least square method can be adopted. Suppose you have collected n pairs of data that predict the target y and the influencing factor x: ( , ) ( 1,..., )
i i x y i n  . After analyzing the historical data, assuming a linear relationship between y and x, you can use the regression model of equation (1) . Applying the least squares method: 
Model Test
After the regression model is established, whether the model can be used for prediction or not, the model test is also needed. Common statistical tests are standard deviation test and correlation coefficient test.
Standard Deviation Test.
Standard deviation s, used to test the accuracy of regression prediction model, the formula is:
where ˆi y is the predicted object actual value of the estimated value (or analog value). The standard deviation s reflects the average error between the estimated and actual values obtained by the regression prediction model, so the smaller the value of s, the better. The general requirements of the value of / s y between 10% ~ 15% is appropriate.
Correlation Coefficient Test.
The correlation coefficient is used to test the significance of the linear correlation between two variables, which is calculated as:
It is easy to see that when r = l, the actual value completely falls on the regression line, and y is completely related to x; when r = 0, y and x are completely uncorrelated; when 0 <r <l, y and x has a certain correlation. Generally only when r is close to 1, we can describe the relationship between y and x using a linear regression model. To what extent is r, regression prediction model has practical significance? The actual test is through the critical correlation coefficient r  (usually take a significant level 0.05
 
) to determine, this process is called correlation test.
Application Example Analysis Problem Description
The monthly statistics of the flight hours of a unit for two years, as shown in Table 1 , correspond to the statistical data of the maintenance material consumption, as shown in Table 2 . Try to construct a simple linear regression model to predict the maintenance material consumption. 
Predictive Results
Using Minitab software regression analysis function to get the following fitted line plot, as shown in Figure 1 . 
Significance Test of Regression Equation.
According to Table 3 , analyze the results in the ANOVA table first. The P-value corresponding to 229.25 of the F-Value is 0.000 <0.05, so judging the regression equation as a whole is remarkably effective. 
A Measure of the Total Effect of the Regression Equation.
According to Table 4 , R-Sq is very close to R-Sq (adjustment), and R-Sq (adjustment) is 90.85%, indicating that the fitted model can explain 90.85% of the variation in maintenance material consumption y, so the model fitting has a better overall effect. Significance Test of Regression Coefficient. According to Table 5 , the independent variable x coefficient p = 0 <0.05, indicating that the independent variable x is a significant factor. Residual Plots Analysis. Use to examine the goodness of model fit in regression and ANOVA. Examining residual plots helps you determine if the ordinary least squares assumptions are being met. If these assumptions are satisfied, then ordinary least squares regression will produce unbiased coefficient estimates with the minimum variance. Minitab provides the following residual plots (as shown in Figure 2 ). Residuals Versus Order of Data. This is a plot of all residuals in the order that the data was collected and can be used to find non-random error, especially of time-related effects. This plot helps you to check the assumption that the residuals are uncorrelated with each other. In this example, the residuals fluctuate randomly and are independent of each other.
Residuals Versus Fitted Values. This plot should show a random pattern of residuals on both sides of 0. If a point lies far from the majority of points, it may be an outlier. There should not be any recognizable patterns in the residual plot. For instance, if the spread of residual values tend to increase as the fitted values increase, then this may violate the constant variance assumption. In this example, the graph is normal and the residual is equal variance.
Normal Probability Plot of residuals. The points in this plot should generally form a straight line if the residuals are normally distributed. If the points on the plot depart from a straight line, the normality assumption may be invalid. In this example, the points are basically in a straight line, and the residuals can be regarded as normal distributions. The residual histogram in the lower left corner can be used to check the distribution of residuals. If you have one or two bars that are farther away from other bars, these may be outliers.
Conclusions
The regression analysis and prediction method is easier to understand, and more widely used. In the actual use process, if the data can be analyzed in detail when selecting specific methods and models, and the observation and analysis of scatter plots can also be more careful, the prediction results will be satisfactory. When the regression prediction method is applied, it is necessary to determine whether there is a correlation between variables. If there is no correlation between the variables, the regression prediction method for these variables will result in the wrong result. When we correctly apply regression analysis, we should pay attention to the qualitative analysis of the relationship between phenomena, avoid any extrapolation of regression prediction, and apply appropriate data. At the same time, the linear regression prediction method proposed in this paper not only applies to the prediction of aviation equipment maintenance material consumption, but also to other equipment indexes or parameters, which provides a scientific method and means for equipment support forecast.
