In this article we introduce the insertion method for reconstructing the path from its signature, i.e. inverting the signature of a path. For this purpose, we prove that a converging upper bound exists for the difference between the inserted n-th term and the (n + 1)-th term of the normalised signature of a smooth path, and we also show that there exists a constant lower bound for a subsequence of the terms in the normalised signature of a piecewise linear path. We demonstrate our results with numerical examples.
Motivation
The signature of a path was first studied by K.T. Chen ([8] , [9] ). It can be understood as a collection of non-commutative iterated integrals, and has always been an interesting and essential topic in rough paths theory.
The signature provides a characteristic description of a path. Chen [7] first showed that the non-commutative iterated integrals of a piecewise regular continuous path give a unqiue representation of the path up to some null modifications. Hambly and Lyons [12] furthered the result and showed that this non-commutative transform is faithful for paths of bounded variation up to tree-like pieces.
Given the fact that the signature of a path is unique up to tree-like pieces [12] , it is an important and natural topic to reconstruct the path from its signature for the completeness of the theory. Lyons and Xu ( [15] and [16] ) developed theories about inverting the signature of a C 1 path. Geng investigated more complicated cases and developed a method of inverting the signature of a rough path [11] . Pfeffer, Seigal and Sturmfels [17] demonstrated a method of computing the shortest path with a given signature level.
The main aim of this article is therefore to provide practical algorithms for signature inversion for some classes of paths, and hopefully shed light on signature inversion in more complicated cases. We develop a new method of inverting the signature of the path by trying to approximate a level of the signature by a lower level of signature. We justify the motivation of the method by considering the signatures of simple paths, and then we illustrate how we can approximate a path by solving an optimisation problem and demonstrate the method for a particular set of paths.
(n − k)! .
Note for k = 1, · · · , n, We note that by solving the linear equation (2) for γ u − γ 0 and γ T − γ u , we are able to reconstruct exactly the underlying path. We can now computationally reconstruct a path consisting of two linear pieces. If By using singular value decomposition(SVD) on A, we can obtain a simple computational algorithm that recovers γ, as shown in Example 2.1. Note the computation of the signature in the example is by the C++ package Libalgebra [3] , and the matrix computation is done via LAPACK [1] , the version of LAPACK used is provided by Intel Math Kernel Library. ∀x ∈ [1, 4] .
By using two adjacent levels of the signature of γ, for instance, the third and fourth levels, we can fully reconstruct the underlying path γ by solving Equation (2) , as shown in Figure  1 .
Note from above we have shown that for a linear path or a piecewise linear path composed of two linear pieces, we are able to recover the path exactly by comparing two adjacent levels of the signature. This leads to the idea that we may as well get some information about the underlying path if we compare two adjacent levels of the signature of a more complicated path.
A converging upper bound for I p,n (f (θ)) −S n+1
From now on we may omit the symbol ⊗ in tensor multiplication for simplicity. First we define the properties of admissible norms we assume to be true for the rest of this article.
Definition 3.1. Let V be a Banach space. Suppose the tensor powers are endowed with a tensor norm such that 1. For all n ≥ 1, the norm of a tensor is invariant under permutation, i.e.
where S(n) is the symmetric group on n letters;
2. For all n, m ≥ 1,
In the following lemma, we give a collection of norms which satisfy the properties stated in Definition 3.1.
Lemma 3.1. Let V = R d with a basis {e 1 , · · · , e d }. Then for any element u ∈ V ⊗n , we can recognise u as a vector in R d n , and in this case, for any l > 0, l norm satisfies the properties in Definition 3.1.
The proof of Lemma 3.1 is straightforward. 
where for all m ≥ 1,
For simplicity, we writeS m :=S m 0,1 (γ). 
i.e. I p,n (x) is the function that inserts x into the p-th position of the n-th normalised signature. Note that the operation of inserting x ∈ R d into a homogeneous tensor t ∈ R d ⊗n at p-th position is well-defined.
Similarly, for p = 1, · · · , n + 1, define the mapping R p,n+1 :
i.e. R p,n+1 replaces the p-th element of the (n + 1)-th normalised signature by x. A simple observation is that the function I p,n is linear, as stated in the following lemma. 
Proof.
Because of the properties of the norm stated in Definition 3.1, we are able to state the following property of the distances between images of the map I p,n which we will use later. 
Corollary 3.1. The function I p,n is Lipschitz continuous.
Proof. It is a direct consequence of Equation (6) that I p,n is Lipschitz.
Intuitively it is reasonable to expect that if the derivative of the underlying path is inserted at the 'correct' position into the n-th term in the normalised signature, the resulting tensor shall be a well-behaved approximation of the (n + 1)-th term in the normalised signature, and as we have a finer partition of the interval, the approximation should be more accurate. We first note the following theorem by Hoeffding [13] .
Theorem 3.1 (Hoeffding's inequality [13] ). Let X 1 , · · · , X n be independent random variables strictly bounded by the intervals [a i , b i ] respectively, define S n = n i=1 X i . Then for any t > 0,
Notice since a binomial variable is a sum of independent Bernoulli variables, Hoeffding's inequality applies to binomial variables. We note the following example.
Example 3.1. Assumeγ : [0, 1] → R d is a linear path with derivative g : (0, 1) → R d such that g(t) = 1 for all t ∈ (0, 1). Then for any θ ∈ (0, 1) and q = θ(n + 2) ,
Now let us consider a slightly more complicated case. Assume {e 1 , e 2 } is a basis of R 2 and γ : [0, 1] → R 2 is a piecewise linear path such that
Note that the derivative f : (0, 1) → R 2 of γ satisfies f (t) = 1 for all t ∈ (0, 1) where f is defined. Note in this case,
Note that if we choose θ = 1/2 and p = θ(n + 2) , then f ( 1 2 ) = e 2 , and we can write
Let us investigate the binomial sums on the right-hand side of (7) respectively. Note
Assume X ∼Binomial(n + 1, 2/3). Note that (8) is the expectation of a function of the random variable Y := X/(n + 1), and
hence we can see that as n increases, the distribution of Y will be mostly concentrated around E[Y ], and since
, the value of the sum of (8) would converge to zero as n increases. For a more formal argument, we have for any λ > 0,
where the last inequality comes from Hoeffding's inequality. Then for any λ > 0,
Note that for a given n > 0, λ/ 2(n + 1) is a strictly increasing linear function of λ from (0, ∞) to (0, ∞), and 4 exp − 4 9 λ 2 is a strictly decreasing function of λ from (0, ∞) to (0, 4). So for each n, there exists λ n > 0 such that
Differentiating (9) with respect to n gives
therefore ∂λn ∂n > 0, and λ n is a strictly increasing function in n which tends to infinity, so 4 exp −4/9λ 2 n is a strictly decreasing function in n, and
as n goes to infinity. For the other two binomial sums in (7), by Hoeffding's inequality,
where C 1 > 0, C 2 > 0, B 1 and B 2 are some constants. Therefore
as n → ∞. Note since 2λ n / 2(n + 1) is decreasing in n, and λ n is increasing in n, the rate of increasing of λ n must be smaller than the increasing rate of 2(n + 1), therefore the upper bound obtained for I p,n 1 2 −S n+1 decreases at a rate slower than O(1/ √ n).
Example 3.1 has inspired us that we can use the tail behaviour of the binomial distribution to prove that I p,n (f (θ)) −S n+1 converges to 0.
is a tree-reduced continuous bounded-variation path, and the derivative of γ f : (0, 1) → R d is defined almost everywhere, and f (t) = 1 for all t ∈ (0, 1) if defined. Assume γ is linear on [s, t] for 0 ≤ s < t ≤ 1, and let θ ∈ (s, t). If we choose p = θ(n + 2) , then
and the rate of convergence of the upper bound obtained for I p,n (f (θ)) −S n+1 is slower than O 1/ √ n + 1 .
Note
then if we assume X ∼Binomial(n + 1, t − s) and define Y := X/(n + 1), notice that (11) is the expectation of the function |Y /(t − s) − 1|, and
By Hoeffding's inequality, for any λ > 0,
therefore by considering the cases when |Y − (t − s)| < λ (t − s)(1 − t + s)/(n + 1) and
By similar arguments as in Example 3.1, there exists a strictly increasing sequence (λ n ) n such that for each n ∈ N, λ n > 0, and
Suppose λ n → λ * < ∞ as n → ∞. Then taking limits on both sides of Equation (12) gives 0 = 2 max 1,
which does not hold if λ * is finite. Hence we must have λ * = ∞. Therefore
as n → ∞. If we define X 1 ∼Binomial(n, s), X 2 ∼Binomial(n, 1 − t), X 3 ∼Binomial(n + 1, s), and X 4 ∼Binomial(n + 1, 1 − t), by applying Hoeffding's inequality to the other binomial sums on the right-hand side of (10), there exists M ∈ N such that for all n ≥ M ,
where we have used Hoeffding's inequality and
and B 4 are some constants. Therefore
Moreover, the rate of convergence of the upper bound obtained for
We also have the following example as a numerical demonstration of our claim.
Example 3.2. Assume γ ∈ R 2 is a piecewise linear path which is an approximation to the quadratic path over the unit interval
under the 1 norm and 2 norm, we obtain Figure 2 and 3. From the figures we can see that under both the 1 norm and 2 norm, the difference between the n-th term in the normalised signature with f (θ) inserted at the p-th position and the (n + 1)-th term in the normalised signature decreases as n increases, although not monotonically. The reason for the nonmonotonicity is that given p = θ(n + 2) , I p,n (f (p/(n + 2))) is a good approximation of S n+1 , while I p,n (f (θ)) may not be as a good approximation as
is not an integer, hence we may observe small increases when p/(n + 2) is a bit far from θ.
As a justification, we now choose θ = 0.5 and p = 0.5(n + 2) for n = 4, 6, 8, 10, 12, and plot I p,n (f (θ)) −S n+1 1 in Figure 4 . In this case since the signature level n used is even, 0.5(n + 2) is an integer, and from the figure we can see that we get monotone convergence as n increases in this case.
A lower bound for the signature of a path
We have so far discussed finding an upper bound on I p,n (f (θ)) −S n+1 for a path which is differentiable at θ. In the light of Lemma 3.3, we know that for x, y ∈ R d ,
Given an upper bound on the right-hand side of the inequality, if we can obtain a lower bound on S n , we can get an upper bound on x − y . In fact, finding a lower bound for the signature is itself an interesting topic. We will see in the following example that the rate of decay of the signature depends on the path as well as the norm we choose. 
Example 4.1. If we consider a monotone lattice path γ of consisting of two pieces, and each piece is of length 1 2 , the 1 norm of the signature at level n is
hence the signature is clearly bounded below. If we consider the norm of the signature under the Hilbert-Schmidt norm, then
As we can see from Figure 5 , the S n 0,T (γ)
HS decreases in such a way that there is no obvious constant non-zero lower bound for the signature.
Therefore it is important to take into account the effects of the norm when we look for a lower bound for the signature. We first recall the norm in defined by Hambly and Lyons [12] . Definition 4.1. If V is a Banach space, A is a Banach algebra, and
Define the norm
As stated by Hambly and Lyons [12] , the norm · →A is smaller than the projective tensor norm. We give a proof of this claim in the following lemma.
Lemma 4.1. For all x ∈ V ⊗k , x →A ≤ x π , where · π is the projective tensor norm.
Proof. For all x ∈ V ⊗k , if x = i∈I v i 1 ⊗ · · · ⊗ v i k is an representation of x for some indexing set I, then for any 
for an abitrary representation of x. Then by the definition of the projective tensor norm, for any
We also introduce a mapping function defined by Hambly and Lyons [12] . 
where Hom(V, A) denotes the set of bounded linear operators from V to A.
We also note the following useful lemma which gives a bound on the tail behaviour of the Poisson distribution by Canonne [4] .
Lemma 4.2 (Canonne [4]
). Let X ∼ Poisson(λ) for some parameter λ > 0. Then for any h > 0, we have
We extend the argument by Hambly and Lyons (Theorem 13, [12] ) and prove in the following theorem that a non-zero lower bound exists for more than one level of the signature of a piecewise linear path. Equip R d and R d+1 with the Euclidean norm. Then for any c ∈ (0, 1), there exists at least an increasing subsequence (n k ) k≥1 ∈ N such that
Proof. Without loss of generality, we can assume γ is of length 1. Suppose D > 0 is the length of the shortest edge of γ. For α > 0, write the path αγ as γ α . Then for all α such that α ≥ K(Ω) D , the shortest path of γ α is at least of length K(Ω). Then by Lemma 3.7 of [12] , the Cartan development Γ α of γ α satisfies
Also by Proposition 3.13 of [12] , we know that
Then if we recall the definition of the map F as in Definition 4.2, for all α such that α >
where the third inequality follows from the definition of the norm · →Hom(R d+1 ,R d+1 ) . Multiplying both sides of (13) by exp(−α) gives
Note the right hand side of (15) is the expectation of the function S n →Hom(R d+1 ,R d+1 ) under the Poisson distribution with parameter α. Note the distribution has mean α, variance α. We have the following claim: For all c ∈ (0, 1),
We prove the above claim by contradiction. Suppose that
We know from [14] that S n →Hom(R d+1 ,R d+1 ) ≤ 1. Then if we think about how large the expectation can be, we have
which contradicts (15). So we must have
Then by Lemma 4.2, we have an estimate for X ∼Poisson(α) such that for all h > 0,
.
In particular,
Note the right-hand side of (16) is a decreasing function in α, hence there exists α * such that for all α > α * ,
Then there must be some n near the mean α such that
i.e. for α > α * , P X = n where |n − α| < α 3/4 and S n →Hom(R d+1 ,R d+1 ) ≥ c exp(
>0.
Hence
. Note that α grows faster than α 3/4 , so as α increases, the interval (α − α 3/4 , α + α 3/4 ) moves rightwards. Hence there exists a strictly increasing subsequence (n k ) k≥1 ∈ N such that
where K(Ω) := log Proof. Without loss of generality, we assume γ is of length 1. There are two ways to justify this result. By Lemma 4.1, we know that · π is a bigger norm than · →Hom(R d+1 ,R d+1 ) , hence by Theorem 4.1, for any c ∈ (0, 1), there exists a subsequence (n k ) k≥1 ∈ N such that
An alternative proof directly applies the argument in the proof of Theorem 4.1 to the norm · π . Note that for any x ∈ R d ⊗k , and F :
for an abritrary representation of x. Hence
Therefore when we equip (R d ) ⊗k with · π , we have
As
and then the rest of the proof of Theorem 4.1 applies.
Remark 4.1. We have seen from the conjecture in [6] that we expect the n-th root of the n-th term in the signature of a path of finite length multiplied by n! to converge to the length of the path under a reasonable tensor algebra norm. Hambly and Lyons [12] showed that (Theorem 5.2) a stronger decay result holds in special cases: If γ is a path of finite length L > 0 with the modulus of continuity of its derivative δ(
as n → ∞. However we have seen from Example 4.1 such a strong result does not hold for piecewise linear paths at least under the Hilbert-Schmidt norm. The significance of Theorem 4.1 and Corollary 4.1 is that we have a stronger result for a piecewise linear path than stated in the conjecture. 
Note f (θ) ∈ A γ θ,n . We adopt these notations in this section. We first note the following simple lemma.
Lemma 5.1. The projective tensor norm · π satisfies Definition 3.1.
We now give a strategy to invert the signature of a non-degenerate piecewise linear path.
Theorem 5.1. Assume γ : [0, 1] → R d is a non-degenerate piecewise linear path with derivative f : (0, 1) → R d such that f (t) 2 = 1 for all t ∈ (0, 1) if defined. Assume γ is differentiable at θ ∈ (0, 1). For n ≥ 1, choose p ∈ {1, · · · , n + 1} such that p = θ(n + 2) . Then there exists a subsequence (n k ) k≥1 ∈ N such that for all k ≥ 1, for all x θ,n k , y θ,n k ∈ A γ θ,n k , x θ,n k − y θ,n k 2 → 0 as k → ∞.
Proof. Note for all n ≥ 1, x θ,n , y θ,n ∈ A γ θ,n ,
By Corollary 4.1, there exists a subsequence (n k ) k≥1 ∈ N such that for all k ≥ 1, S n k π ≥ 
Since θ,n k → 0 as k → ∞, we have x θ,n k − y θ,n k 2 → 0 as k → ∞.
We are then able to derive a corollary which is more useful for computation. 
Then there exists at least a subsequence (n k ) k≥1 ∈ N such that x * n k converges to f (θ) as k increases.
Proof. By Theorem 5.1, we know that there exists a subsequence (n k ) k≥1 ∈ N such that for all k ≥ 1, for all x θ,n k , y θ,
due to the fact that x * θ,n k gives the shortest distance between I p,n k (x) andS n k +1 among all x ∈ R d such that x 2 = 1.
We can also develop such an algorithm for another set of paths. First we recall the following theorem by Hambly and Lyons [12] . Theorem 5.2 (Hambly and Lyons, Theorem 9 [12] ). Let J be a closed and bounded interval. Let γ : J → R d be a continuous path of finite length > 0. Recall that the modulus of continuity of the derivative is defined as δ(h) : and θ ∈ (s, t). Then for n ≥ 1, choose p ∈ {1, ..., n + 1} such that p = θ(n + 2) . Define
Then x * θ,n converges to f (θ) as n increases.
Proof. By Theorem 5.2, for any c ∈ (0, 1), there exists N ∈ N such that for all n ≥ N ,
By Lemma 4.1, the projective norm is bigger than the norm · →Hom(R d+1 ,R d+1 ) , hence for all n ≥ N ,
Then for all n ≥ N , for all x θ,n , y θ,n ∈ A γ θ,n , we have
Since γ θ,n → 0 as n → ∞, we have x θ,n − y θ,n 2 → 0 as n → ∞. Since x * θ,n , f (θ) ∈ A γ θ,n , we have
Remark 5.1. Note that if we take p = θ(n + 2) , we may get p = 0 if n is small. But we can always take higher orders of the signature, and this will not affect our result.
Note that so far in this section we have assumed that the underlying path is parametrised at unit speed. However, in practice when we only have the information from the signature, it is impossible to know whether the path is parametrised at unit speed. We prove in the following lemma that our algorithm still works with a slight alteration. ∈ (a, b) , we can slightly change (17) and obtain an approximation to the derivative of γ when it is parametrised at unit speed when we choose the position of insertion p appropriately, even if the original speed of parametrisation is unknown. Moreover the same changes apply to the result of Theorem 5.3.
Proof. Let the function φ : [a, b] → [u, v] be such that the pathγ := γ • φ is parametrised at unit speed. We first try to determine what value p should be, i.e. the position at which the element shall be inserted into the n-th level of the normalised signature ofγ. For any norm which satisfies properties stated in Definition 3.1, if we insert x ∈ R d into the n-th level of the signature ofγ, then
which gives rise to the expectation of a function about a non-standard beta variable U ∼ Beta(p, n − p + 2) over the interval (u, v). We can change the variable in the integral to obtain a standard beta variable U := (U − u)/(v − u), which is over the interval (0, 1). Therefore we can see that the expectation of U is p(v − u)/(n + 2) + u. If we want to minimise the the upper bound obtained on the difference, we shall choose
in order to approximate the derivative ofγ at φ(θ).
With a slight extension of the analysis so far, we see that for n ≥ 1, the solution to min
gives an approximation to the derivative ofγ at φ(θ), where
Hence (18) can be written as a problem about γ:
which is equivalent to solving the following optimisation problem min
Hence if we solve problem (19), we will obtain an approximation to the derivative of γ at θ when it is parametrised at unit speed. Therefore we can still recover the path, but maybe at a different speed of parametrisation from the underlying. The same argument clearly applies to the result of Theorem 5.3.
Remark 5.2. The significance of Lemma 5.2 is that it provides us with a generalised version of the insertion algorithm we have developed, and we will then be able to reconstruct a path even if it is parametrised at an unknown speed. In fact it shows that the insertion algorithm developed for inverting the signature of a path requires the knowledge of the length of the path. A particular example can be found in the next section in Example 6.3.
Computational reconstruction of a path from its signature
We have seen in the previous section that a path can be reconstructed by solving an optimisation problem after inserting an element into a level of the signature of the path.
In this section we demonstrate computationally how to use this method to recover a path. Suppose γ : [0, 1] → R d is a tree-reduced continuous bounded-variation path with derivative f : (0, 1) → R d such that f (t) 2 = 1 for all t ∈ (0, 1) almost everywhere, and γ is differentiable at θ ∈ (0, 1). We have seen from the previous section that given certain assumptions are satisfied, the key to reconstruct the path from the signature is to solve the optimisation problem min
where p = θ(n + 2) . If we want to computationally reconstruct the path from its signature, it is necessary to consider programmes which solve the non-linear optimisation problem (20). Note in practice the projective tensor norm · π is difficult to compute, we can generalise the problem to a wider set of tensor norms: Problem. For a norm function · which satisfies Definition 3.1, assume a tree-reduced continuous bounded-variation path γ : [0, 1] → R d with derivative f : (0, 1) → R d such that f (t) = 1 for all t ∈ (0, 1) almost everywhere, and γ is differentiable at θ ∈ (0, 1). For all n ≥ 1, define g :
for p ∈ {1, · · · , n + 1}. We are interested in the following optimisation problem
Lemma 6.1. There exists at least one solution to (21).
Proof. We first show that g is a continuous function: for x, y ∈ R d , we have
so g is Lipschitz hence continuous. The set {x ∈ R d : x = 1} is closed and bounded in R d , so there exists x * ∈ {x ∈ R d : x = 1} such that g(x * ) = min x =1 g(x).
After proving the existence, a natural question to ask is whether the solution is unique. In the next section we will prove that if we identify (R d ) ⊗n with (R d ) n , then under 2 norm the minimiser is unique using the method of Lagrange multipliers.
Application of the method of Lagrange multipliers
If I p,n (x) −S n+1 is a smooth function under the norm we choose, then a practical method to find a minimum to the problem is using Lagrange multipliers. As an example, let us consider a tree-reduced d-dimensional path γ : [0, 1] → R d parametrised at unit speed, i.e. γ t 2 = 1. For any n ≥ 1, p ∈ {1, · · · , n + 1}, let A ∈ R d n+1 ×d denote the matrix representing the linear mapping I p,n , and b ∈ R d n+1 be the normalised signature of γ at level n + 1. We now try to find a solution to
We first note the following property of A. Proof. Let {e 1 , e 2 , · · · , e d } be a basis of R, andS n = i∈I(n) a i 1 i 2 ···in e i 1 ⊗ · · · ⊗ e in for the set I(n) of all words of length n over the alphabet {1, · · · , d}. Note the matrix can be obtained by applying the map I p,n on the basis {e 1 , · · · , e n } of R, which gives elements in R ⊗(n+1) . Therefore we can identify the entries in A by the bases of R and R ⊗(n+1) simultaneously, and write entries of A as A i 1 ···i n+1 ,j for all i ∈ I(n + 1) and j ∈ {1, · · · , d}.
Then by the definition of I p,n , we have
which is a diagonal matrix with all diagonal entries equal to S n . Then by the definition of singular values, the singular values of A are equal to S n 2 .
Because the objective function in (22) is differentiable, we can use the classical method of Lagrange multipliers. Now we can show that problem (22) admits a unique solution on the sphere. Proposition 6.1. There exists a unique solution to problem (22), and we can develop an explicit formula for the minimum using the method of Lagrange multipliers.
Proof. Applying singular value decomposition on A, we can write
where U ∈ R d n+1 ×d n+1 is an orthogonal matrix, Σ ∈ R d n+1 ×d is a diagonal matrix, and V ∈ R d×d is an orthogonal matrix. Note
Recall from Lemma 6.2 that the singular values of A are equal to S n 2 . Define λ := S n 2 , and write
Note that V T x 2 = x 2 since V is orthogonal. Note also that q i for i = 1, · · · , d only appear in the first d entries, and therefore (22) is equivalent to
By assuming S n 2 > 0, we have λ > 0, then from above we can see that
is the global minimum. Hence the solution to (22) is unique by the way our optimisation problem is proposed. Finally we get the minimum x * by x = V V T x Corollary 6.1. Assume a tree-reduced continuous bounded-variation path γ :
is of length L > 0 and differentiable at θ ∈ (a, b), and suppose γ is parametrised at an unknown speed. Then there exists a unique solution to problem
where A and b are as described in (22).
Proof. We have seen from Lemma 5.2 that if we do not know the speed of parametrisation of the path, we can solve the optimisation problem (19) to get a approximation of the derivative of the path. If we use 2 norm, then (19) becomes (23). Note the only difference between (23) and (22) is the constant L in front of the matrix A, therefore a similar analysis as in Proposition 6.1 applies, and (23) admits a unique solution.
We now demonstrate some examples of inverting the signature of a path by solving (22). All of the following computation is done in C++, and the graphs are plotted in MATLAB. The computation of signatures used is done via the C++ library Libalgebra [3] . The matrix computation algorithms used are from LAPACK [1] , and the version used is provided by Intel Math Kernel Library. . If we use 2 norm, we can use the formulae obtained in Proposition 6.1 to get an approximation to the derivative of the path at different time points. Thus we are able to approximate the increments over subintervals by Mean Value Theorem, as shown in Figure 6 . We can see that using higher levels of signature gives better approximations to the true path. . Again we used the formulae obtained in Proposition 6.1 to get an approximation to the derivative at different times in 2 norm, therefore an approximation of the increments over the sub-intervals, as shown in Figure 7 .
Example 6.3 (Digit '8'). One interesting case to consider is when the path is self-crossing. A good example of this kind is digits. The dataset we use is Pen-Based Recognition of Handwritten Digits Data Set from UC Irvine Machine Learning Repository [10] , which is a digit database by collecting 250 handwritten digit samples from 44 writers. The dataset records the (x, y) coordinates on the 2-dimensional plane as the participants write. The raw data captured consists of integer values between 0 and 500, and then a resampling algorithm is applied so that the points are regularly spaced in arc length. We have taken one sample of the digit '8' from the training data, and normalise the input vectors so that they consist of values in [0, 1] . Note that the path now is not necessarily parametrised at unit speed. In this case, we can solve a slightly altered optimisation problem by the result of Lemma 5.2, therefore we need an approximation of the length of the path. Due to the conjecture in [6] , we can approximate the length of the path by taking the n-th root of the n-th level of the signature multiplied by n!. We then reconstruct the underlying path using the method of Lagrange multipliers to approximate the derivative of the path at different points by the results of Proposition 6.1 and Corollary 6.1, and use splines to smooth the derivatives, and then integrate over [1/(n + 2), (n + 1)/(n + 2)] in MATLAB to approximate the underlying path, where n is the level of the lower level signature used. Compared to the underlying path in Figure 8a , we can see from Figure 8b , 8c, 8d, 8e, 8f, 8g, and 8h that overall we get better approximations when we use higher levels of the signature of the path. Note that the paths reconstructed are at different scales from the underlying path. This is because we have reconstructed the path parametrised at unit speed, as shown in Lemma 5. 
Example 6.4 (Robustness of the insertion method).
In this example, we show that we can build a pipeline to invert the signatures of paths by the insertion method. We arbitrarily choose 20 samples from the training set (consisting of handwritten digits by 30 writers) of the Pen-Based Recognition of Handwritten Digits Data Set [10] and normalise the data as described in Example 6.3. Then we reconstruct the underlying path using signature level 9 and 10 using the method of Lagrange multipliers as described in Proposition 6.1 and Corollary 6.1, and obtain Figure 9 , 10, 11, 12 and 13. Note we export the derivatives computed in C++ into MATLAB, and use the splines to approximate the derivatives, and then unlike Example 6.3, we integrate the splines over [0, 1]. This is because signature level 9 is relatively higher than most of the signature levels used in Example 6.3, so the splines are supposed to behave better at extrapolation. We can see that the insertion method is in general quite robust, however it may not be able to give an accurate approximation at the corner of the path. Remark 6.1. From a computational point of view, in general if we want to use the insertion method to invert the signature, we need a nonlinear optimisation solver. However most of such solvers require a good initial guess. Hence when doing computation, we need to keep in mind that such factors may affect the results. If we compare the insertion method with the symmetrisation method described in [5] , from computation we saw that the insertion method is better in terms of efficiency, but the symmetrisation method gives more accurate approximation results.
Conclusions
In this article we have developed a practical algorithm for inverting the signature of a path by inserting elements into terms of the signature and comparing with other terms in the signature, and we have demonstrated computational results for inverting the signature of a piecewise linear path. In essence, the insertion algorithm depends on the relation
x − y = I p,n (x) − I p,n (y) S n .
Therefore, there is a possibility that the insertion method can be extended for inverting the signature of a more complicated path if I p,n (x) − I p,n (y) decays faster than the norm of the normalised signature, S n . Moreover, we can see from the analysis that understanding the decay of the signature can be very helpful for signature inversion, therefore finding a lower bound for the terms in the signature of a path has its impacts on inverting the signature.
In conclusion, the insertion method described in this article has potential in inverting the signature of a more general path, which is an interesting topic to study. 
