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Face recognition has received extensive attention during the past several decades.
Most works in this area focus on how to improve recognition accuracy for gen-
eral population, while limited works have studied how to recognize identical
twins and how to protect privacy. In fact, overlooking either of these two prob-
lems will cause severe identity crisis where identity can not be well recognized
or protected. For identical twins, they share the same DNA code, and their ap-
pearances are quite similar. Therefore, conventional face recognition systems
utilizing facial appearance may be not suitable for identical twins anymore. For
privacy protection, most existing works protect the identity at the expense of
destroying the utility of other facial attributes, such as gender and race. These
attributes, however, may be beneficial for many intelligent visual analysis sys-
tems. In this thesis, we try to address these two problems by 1) utilizing be-
havioral biometric and ear biometric to distinguish between identical twins; 2)
proposing a new scheme, SemanticFace, which can independently control the
amount of identity alteration while keeping other facial attributes unchanged to
protect privacy without thwarting facial analysis systems.
For identical twins, we started with verifying the difficulty in appearance-
based approaches through experiments on a 39 pairs of identical twins database
collected by ourselves. Motivated by “twins may look alike, but behave differ-
ently”, we then proposed to utilize 1) skin deformation pattern from expression
dynamics; 2) head, pupil, mouth and eye moving pattern (talking profile) dur-
ing free talking; 3) spectral pattern from voice, to distinguish between identical
twins. The skin deformation pattern employed the Right-Cauthy tensor to de-
scribe the elastic property of skin which may provide identity evidence. Talking
profile attempted to detect abnormal local motions of head, pupil, eye or mouth,
and then used them as biometric. Spectral pattern modeled spectral distribu-
tion of each subject to extract identity-specific signature. The experiments on
our twin database demonstrated the effectiveness of these behavioral biometrics.
Besides, we further utilize sift flow registration to extract shape and appearance
feature as ear biometric. The results showed that ear can be a good candidate
for twin recognition as well.
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CONTENTS
For privacy protection, we applied a subspace decomposition technique onto
our face encoding scheme, effectively decoupling facial attributes such as gen-
der, race, age and identity one from another into orthogonal subspaces. Con-
sequently, we can independently control these attributes during synthesis by
altering their corresponding coefficients. Our method is thus useful for nuanced
face de-identification, in which only facial identity is altered, but others, such
as gender, race and age, are retained. These altered face images protect identity,
and yet allow other facial analysis to proceed unimpeded. Our proposal also per-
mits privacy to be applied not just to identity, but also to other facial attributes
as well. Furthermore, privacy-protection mechanisms, such as k-anonymity,
L-diversity, and t-closeness, may be readily incorporated into our method. Ex-
tensive experiments with a commercial facial analysis software show that our
alteration method is indeed effective.
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Biometric identification, also named as biometrics, refers to identifying
an individual based on his/her distinguishing characteristics. More precisely,
biometrics is the science of identifying, or verifying the identity of a person,
based on physiological or behavioral characteristics. Physiological biometrics
measure the distinct traits that humans have on their bodies, while behavioral
biometrics measure the distinct actions that humans take which are generally
very hard to copy from one person to another. Biometric identification is deeply
embedded in our daily life. Even though people rarely give it much thought, it
is an essential social and economic process. How do people know other people?
How do others know us? How do you know the person on the street is your
neighbor? The key to these questions is “Biometric identification”. Imaging
that a world without identity recognition, a world that you could not recognize
people and they could not recognize you, it would take an extraordinary effort
to meet the human needs, both physical and emotional.
Many biometrics, such as face, fingerprint, iris, voice and ear, have been
proposed and heavily studied. Among all, face recognition has attracted the
most attention, because it is natural, nonintrusive and can be used at a distance
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and in a covert manner. The goal of face recognition is letting the computer au-
tomatically identify the identity of a face (a 3D object), subject to various illumi-
nation, pose and expression through face imaging. Generally, a face recognition
system consists of four components: face detection or tracking, face alignment,
feature extraction and matching, as shown in Figure 1.1. Face detection or track-
ing is to segment a face out from the background. Face alignment is to extract
more accurate position of a face. Usually, face detection or tracking can only
provide a coarse localization of a face, while face alignment can normalize the
face to specific geometrical properties, such as size and pose, using geometrical
transformation or morphing. Feature extraction is to provide a discriminating
feature for recognition. Face matching is to match the extracted feature with
face images enrolled in the gallery, and then output the identity if there is suffi-
cient confidence. The main difficulties in a face recognition system are the large
variability of facial appearance due to various illuminations, poses, expressions
and occlusions and insufficient training data. Since 1970, many researchers
around the world have concentrated on this area and tried to overcome these
difficulties. Various approaches, such as geometry analysis [Bichsel and Pent-
land, 1994; Samal and Iyengar, 1992], subspace learning [He et al., 2005; Se-
ung and Lee, 2000; Wang and Chen, 2009] and local feature filtering [Ahonen
et al., 2004; Liu and Wechsler, 2002; Lowe, 2004], have been proposed. The
performance of face recognition has been improved in terms of accuracy and
efficiency. Despite these encouraging developments, some important problems
have not been well studied by the research community. We present two of them
in our works and give an insightful study on these two problems. One is how
to distinguish between identical twins, and the other is how to protect privacy
without affecting current visual analysis systems.
1.2 Overview of Face Recognition
Given a grayscale image, if we reshape this image into a vector and regard
it as a high dimensional point, then the whole image space will consist of mil-

















Figure 1.1: General processing flow of automatic face recognition systems.
will have 2564086 points. Among all those points, a few points inside correspond
to faces. To recognize different subjects, we need to isolate the face space for
each subject. This is not easy, because the face space for each human subject is
usually nonlinear and non-convex, and overlaps with each other. Following [Li
and Jain, 2011], we summarize the main challenges in face recognition as fol-
lows.
1. Large Variability of Facial Appearance. This point can be expressed
into two aspects: large intra-subject variations and small inter-subject
variations. On one hand, as a physical object, the appearance of the same
subject can be quite different. It is subject to many factors, such as facial
pose (or, equivalently, camera viewpoint), illumination and facial expres-
sion. Imaging parameters, such as aperture, exposure time, lens aberra-
tions and sensor spectral response can also affect it as well. On the other
hand, the appearance of different subjects can be quite similar. Both these
two aspects make face recognition systems extremely difficult to extract
intrinsic information of face subjects from their images.
2. Highly Complex Nonlinear Manifolds. The face space for all subjects
is highly non-convex and nonlinear, and so is it for one subject. Linear
methods, such as Principle Component Analysis (PCA), Linear Discrimi-
nating Analysis (LDA), Independent Component Analysis (ICA) and Lo-
cality Preserving Projection (LPP), which aim at linearly projecting face
space to a low-dimensional subspace, cannot preserve non-convex varia-
tion necessary to differentiate among different identities.
3. High Dimensionality and Small Training Size. High dimension induces
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many problems for classification, such as insufficiency of training data
and heavy computational workload. Consider a face image with 160∗128,
if we use its appearance for classification, the dimension will be more than
20, 000. In reality, we usually only have tens of images as training data
for this subject. Under extreme condition, there is only one image per
subject. According to the basic machine learning rule, such small training
size is far from sufficiency for training.
To deal with aforementioned challenges, there are two main research di-
rections: design of discriminating features and design of discriminating classi-
fiers. Designing discriminating features is to construct a “good” feature space
in which the manifolds for human subjects become as simple as possible and
the overlaps between different subjects are small or even do not exist. In other
words, a discriminating feature is expected to be able to maximize inter-subject
variations and minimize intra-subject variations so that classifiers applied later
can easily perform correct classification. Designing discriminating classifiers is
to predict the identities of unseen faces without error. A good face recognition
system needs to consider both directions.
In the very early days of face recognition, the relations between different
facial parts such as nose, eyes, mouth and chin were regarded as a discriminat-
ing feature. Such algorithms [Bichsel and Pentland, 1994; Samal and Iyengar,
1992] worked very efficiently and to some extent were insensitive to the vari-
ations in illumination and viewpoint, but they were inadequate for large scale
face recognition. A huge amount of useful information in appearance was dis-
carded in these methods and it was very hard to analyze these relations automat-
ically. Later, statistical learning approaches were proposed. At the beginning,
researchers assumed the linearity of the face space, and utilized linear dimen-
sion reduction techniques to analyze the face space in a lower dimensional space
without losing much information. These methods, including Linear Discrimi-
nating Analysis [Belhumeur et al., 1997], Locality Preserving Projection [He
et al., 2005], and Graph Embedding [Yan et al., 2007], had greatly advanced
the progress in face recognition. They not only considered geometry relations
on face images, but also appearance information on images, therefore they out-
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performed previous geometric methods. However, they were not perfect. Con-
sidering the complexity of the face space, the linear assumption may not hold,
therefore these linear models cannot preserve the nonlinear variations necessary
to differentiate different identities. As a result, two types of nonlinear subspace
methods were proposed. The first one was “kernel-trick”. It was to map origi-
nal data from a general set into an inner product space, without having to know
the mapping function explicitly, so that the observations would gain meaning-
ful linear structures in product space [Mika et al., 1999; Zhang et al., 2006].
These approaches can capture some necessary non-linear variations in the data,
but they were easy to be trapped into over-fitting and the optimization proce-
dure to obtain non-linear mapping kernel was very difficult. The second one
was manifold learning which assumed that face images for each subject occu-
pied a low dimensional manifold. They attempted to use a set of subspaces to
model the manifold [Seung and Lee, 2000; Wang and Chen, 2009; Wang et al.,
2011]. Similar to kernel based approaches, they also can capture some non-
linear structures, but they were relying on training data. If the training data
was insufficient, the learned manifold would be incomplete. In turn, the perfor-
mance may be even worse. Besides, to handle the subtleties of the face space,
some local filters were proposed to preprocess images, such as LBP [Ahonen
et al., 2004], Gabor [Liu and Wechsler, 2002] and SIFT [Lowe, 2004]. These
features were more robust than pure appearance intensity, and they were usually
utilized together with previous subspace approaches. In summary, face recog-
nition has made impressive achievements through these works. However, there
is still a long journey to the final success of face recognition. Some problems,
even though not as attracting as accuracy improvement, still play an important
role in face recognition, while these problems are rarely studied. Overlooking
them will cause severe identity crisis to face recognition systems. In this work,
we focused on two of them, identical twins and privacy protection, and proposed
our solutions to solve these two problems. To proceed, we given an overview of
these two problems in the following sections.
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1.3 Overview of Identical Twins Work
The incidence of twins has progressively increased in the past decades. The
twin birth rate has risen to 32.2 per 1000 birth with an average 3% growth per
year since 1990 [Martin et al., 2008]. With the increase of the twins’ birth num-
ber, identical (monozygotic) twins are becoming more common. Identical twins
share the same genetic code and look very alike. Although identical twins rep-
resent a minority (0.2% of the world’s population), it is worth noting that they
equal the whole population of countries like Portugal or Greece. This, in turn, is
urging biometric identification systems to accurately distinguish between twin
siblings. Failing to identify them is a great hindrance to the success of biometric
systems. Despite some biometrics, such as iris and fingerprint, have been found
to be effective to distinguish between identical twins, it is still desirable to iden-
tify twins by face recognition, as face recognition is non-intrusive and does not
require special equipments. Unfortunately, the performance of conventional 2D
face recognition on identical twins has been questioned recently in [Sun et al.,
2010; Phillips et al., 2011]. These works confirmed the difficulties encountered
by state-of-the-art still-image face recognition systems to distinguish between
twins and suggested looking for new research ideas.
In this thesis, we intended to solve these difficulties by proposing three
approaches.
1) Recall the difficulties that traditional still-appearance based face recog-
nition methods encounter, an intuitive question is, is it possible to use motion-
based face recognition to distinguish between identical twins? If motion is pos-
sible, then which motion is applicable, since there are so many different types
of facial motions in the face, such as expression, head motion and pose change?
In this work, we utilized two types of motions for twin recognition, expression
profile and talking profile. For expression profile, we proposed to employ local
skin deformation pattern to extract distinct elastic property of skin as biomet-
ric; for talking profile, we made use of six types of simple motions along the
free talking including head pose, eye and mouth close magnitude, gaze change
and pupil movement as biometric. Both approaches were demonstrated to be
effective to distinguish between identical twins. Besides, for expression profile,
6
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we utilized two other facial expression databases to show that it was also ef-
fective to recognize general population. For talking profile, we collected a new
database from Youtube to show that talking profile had the discriminating abil-
ity to recognize subjects in moderate scale, even when the age difference was
large.
2) Voice biometric has been studied for decades and widely applied in au-
thentication system. Voice reflects both anatomy patterns (e.g.size and shape
of the throat and mouth) and behavioral patterns (e.g.voice pitch and speak-
ing style) of the speaker. Unfortunately, most works on voice biometric, such
as [Sinith et al., 2010; Nakagawa et al., 2012], only focused on general pop-
ulation, while neglecting identical twins. In this thesis, we conducted a study
of voice biometric on twins. We utilized Gaussian Mixture Model to compute
the spectral distribution of each twin subject and then employed the likelihood
ratio to distinguish between twins. We investigated six vocal features includ-
ing Mel Frequency Cepstral Coefficients (MFCC) and Linear Prediction Co-
efficients (LPC). We tried two settings, including text-independent setting and
text-dependent setting, and several fusion strategies to combine appearance fea-
tures with voice features. Through these studies, we concluded that a) voice was
a good biometric for twins recognition; b) MFCC performed the best among six
vocal features in both settings; c) text-independent setting is more challenging
than text-independent setting; d) by fusing appearance and audio at the feature
level, twins can be well distinguished.
3) Ear biometric has several advantages over facial features: ear shape
does not change much after adulthood; ear surface has a relatively uniform
color distribution; ear image is more robust to expression, illumination and head
pose. Although ear recognition has been explored [Iannarelli, 1989; Burge and
Burger, 2000; Bustard and Nixon, 2010], there seems to be no work on twins.
Therefore, we presented an approach for automatic ear recognition on twins.
Our proposed system consisted of two parts, ear image preprocessing and fea-
ture verification. In the first part, we used SIFTFlow algorithm [Liu et al., 2008]
to calculate dense correspondence between the input ear image and the pre-
















Female Caucasian Young 
selective alteration 
Figure 1.2: A controllable privacy protection system can selectively alter some
facial attributes, e.g. identity and gender, while retaining others.
scale, rotation and illumination of the input image. We regard the dense corre-
spondence as relative ear shape and the normalized ear pixel intensities as ear
appearance. In the second part, we weighted all points in the ear shape and
appearance based on their level of abnormality. Based on the weighted fea-
ture vectors, we trained a K-Nearest Neighbor classifier for verification. We
evaluated our system on our twin databases, testing the robustness against five
resolution levels, four occlusions levels, and four noise levels, as well as left ear
versus right ear training-testing sets. These results suggested the possibility to
use ear biometric to recognize twins.
1.4 Introduction of Privacy Protection Work
1.4.1 Motivation
Big Brother is already watching you: over 3,000 eyes (cameras) watch
the streets of Lower Manhattan in New York City [Francescani, 2013], while
about 13,000 cameras blanket the subway system of London. This scales up
8
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nationally as well, with an estimated six million cameras, or one CCTV per 11
people, in the United Kingdom [Unknown, 2013]. These statistics are bad news
for privacy advocates, and ought to be a great concern for ordinary citizens as
well. As can be seen easily nowadays, a person’s privacy can be leaked without
awareness. How to protect privacy in the digital age has become a very hot re-
search topic. To be sure, there are benefits to having surveillance cameras, such
as increased crime deterrence and public safety in common areas, and speedier
police investigations should something bad happen (as in the case of the 2013
Boston Marathon bombing [Atlas and Stohr, 2013]). A more recent trend, called
visual analytics, involves the usage of in-store cameras by retailers to analyze
customer behavior. The goal is to assess customers’ moods, determine prod-
uct preferences based on age or gender, gauge staff responsiveness, as well as to
streamline the layout of store shelves [Williams, 2013]. Such clever use of com-
puter vision techniques may yet bring about greater convenience to customers
and better sales for businesses. The mere presence of cameras does not always
doom privacy.
Indeed, privacy protection needs not be at the expense of visual analyt-
ics. In this work, we proposed a novel concept, called SemanticFace, that were
helpful for protecting privacy in face images while allowing visual analytics to
function normally, as shown in Figure 1.2. The key idea was to decouple facial
attributes, such as gender, race, age and identity, into parameters that can be in-
dependently controlled. More precisely, we applied MMDA [Sim et al., 2009],
a subspace decomposition technique pioneered by us onto our face encoding
scheme to selectively alter some facial attributes (e.g. gender, race), while re-
taining others (e.g. age). Figure 1.3 illustrated the changing of identity without
changing gender, age and race. Figure 1.4 (top row) showed an example of al-
tering the age attribute alone. The key to protecting the privacy lied in altering
the identity of faces images (called de-identification or anonymization in the lit-
erature); while the key success factor behind visual analytics lied in analyzing
non-identity facial attributes. Our method thus permitted a more nuanced pri-
vacy protection: identity can be altered while non-identity attributes which are
useful for visual analytics can be retained.
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Figure 1.3: Two examples of altering facial identity while retaining gender, age
and race attributes. In each pair, the left image is the original, while the right
is the altered face. Such an alteration protects privacy without thwarting visual
analytics.
1.4.2 Related Work
What sets our work apart from previous works is the selectivity with which
we can alter faces. Previous face de-identification, such as [Newton et al., 2005;
Neustaedter and Greenberg, 2003], alter facial identity but inadvertently destroy
other facial attributes. For example, Newton et al. [2005]performed a k−to−1
replacement of faces, thereby making the altered face indistinguishable from
k − 1 other faces. Unfortunately, non-identity attributes were also rendered
indistinguishable in the process. By comparison, Neustaedter and Greenberg
[2003] blurred all detected faces. This destroyed identity information, and to
a great extent, gender, age and race information as well. In other words, while
existing methods succeeded in foiling a face identification system, they also
thwarted gender detectors, race (ethnicity) detectors and age detectors. Alas,
these detectors formed the building blocks of visual analytics, which gathered
useful information about consumer preference based on non-identity facial at-
tributes. Previous methods may thus be characterized as all-or-nothing: they
protected privacy at the expense of visual analytics. Fortunately, this does not
hold in our method.
To be fair, Gross et al. [2006a] attempted to inject utility into their de-
identification method. By this the authors meant the retention of facial attributes
not related to identity, such as facial expression. They showed that, compared
to naive methods, their k-Same-Select algorithm was superior at retaining facial
smiles while removing identity information from a face. Thus, a facial expres-
sion classifier would perform well on their de-identified images but a face iden-
10
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tification system would fail. However, it was unclear how their algorithm could
be generalized to simultaneously retain multiple facial attributes such as gender,
race and age. Their experiments retained only one type of facial expression,
namely, smiles. Indeed, it appeared that a different k-Same-Select algorithm
was needed to preserve different facial attributes. Furthermore, it was doubtful
that all these algorithms can work in harmony; their combined operation was not
guaranteed to preserve all the desired attributes. In contrast, our method, which
exploited the orthogonality property of a subspace decomposition, allowed us
to alter facial attributes independently and simultaneously. Playing the devil’s
advocate for a moment, we could argue for a simpler method to achieve the
same goal of nuanced privacy, as follows. First, prepare beforehand a fixed set
of M template faces consisting of all possible combinations of gender, race and
age. Then, given an input face to be de-identified, run it through a series of gen-
der, race and age detectors to determine these facial attributes. Finally, replace
the given face with the appropriate template face. It is clear that such Simple
Method can also alter any desired attribute while retaining others. Indeed, it can
even achieve k−Sameness. Why, then, bother with the method proposed in our
work?
The answer is twofold: uniqueness and diversity. The Simple Method can-
not replace a face with another unique face. Indeed, k-Sameness prevents this.
Instead, it is obvious that there are only M possible faces in the output of the
Simple Method. This makes tracking impossible. Note that one common vi-
sual analytics task is to track the same person as she moves within a retail store.
When Simple Method replaces two customers with the same face, tracking them
becomes impossible (at least, when tracking with faces). Our method, however,
can in principle guarantee unique replacement faces because, identity is encoded
in a subspace of infinite extent. To be clear, our method can control the alteration
of 12 dimensional parameters for residual subspaces which encode the identity
information, and each alteration of these parameters may represent each iden-
tity. Second, the Simple Method lacks diversity. In fact, diversity is exactly M ,
the size of the template faces, which must be prepared beforehand. In contrast,
our method can synthesize at run time as many races or genders or identities as
11
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Figure 1.4: (Top row) Altering the age attribute. (Left to right) Intensity, σ, is
increased from 0.5 to 2.5 in steps of 0.5. The face appears older as intensity is
increased. (2nd row) Increasing Femininity. (3rd row) Making the face more
African.
the machine precision allows. For instance, we can synthesize different degrees
of Masculinity or “Caucasian-ness”. We can also create mixed races, or androg-
ynous faces (i.e. mixed genders), see Figures 7.4 and 7.5. Diversity is important
in visual analytics applications that require the altered set of images to mimic
the natural diversity found in the original input videos.
1.5 Thesis Contribution
In this thesis, we investigate two new challenges in face recognition, iden-
tical twins and privacy protection. The main contribution of our work is as
follows.
1. NUS Twin Database. We collect a new twin database, including expres-
sion, audio, ear and talking. We make this database public available and
expect it to be an open testbed for the entire research community to inves-
tigate twin recognition. (Section 3.2 in Chapter 3)
12
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2. More biometrics for recognizing identical twins. These include facial ex-
pression, talking profile, voice and ear biometrics. We start with verifying
the finding in [Sun et al., 2010; Phillips et al., 2011] that the high degree
of similarity between identical twins indeed is a hindrance for face recog-
nition in Chapter 3. We later prove that it is still possible to recognize
twins through face. As opposed to conventional approaches using static
appearance, we utilize the dynamics on faces including deformation pat-
tern of skin during expression and moving pattern of head, eye, mouth
during free talking. We show that such deformation pattern in facial ex-
pression and talking profile can be new soft biometrics both for twins and
general population in Chapter 3 and Chapter 4. Finally, we demonstrate
that voice biometric and ear biometric are highly discriminating for twins
in Chapter 5 and Chapter 6, respectively.
3. Controllable privacy protection method. We employ a subspace decom-
position technique to decouple the parameters that control different facial
attributes. In each subspace, we may then independently vary the said pa-
rameters and then synthesize faces with new attributes. We show that our
approach not only permits the privacy protection of facial identity (which
is the sole concern of all existing work), but also of gender, race and age
as well. We can easily incorporate the mechanisms of k-anonymity, L-
diversity, and t-closeness (pioneered by the data mining research commu-





Face recognition has been studied over forty years since the first face recog-
nition system was developed by [Kanade, 1973]. To start with, we categorize
some representative works in Table 2.1 based on the challenges they are tack-
ling. The first challenge is appearance variation. We further categorize this
challenge into four aspects, expression, illumination, occlusion and pose. These
aspects can make the appearance of the same subject quite different, and the
appearance of different subjects quite similar. This challenge has been heavily
studied, no matter whether the input is a single image, image sets, videos or
3D imaging. The second challenge in the table is face alignment. The purpose
of face alignment to accurately locate facial landmarks and register faces, espe-
cially when faces are not frontal, so that we can extract meaningful discriminat-
ing feature. The third challenge is age variation. When age changes, the shape
and appearance of a face can change a lot. Even for human, sometimes it is hard
to recognize faces correctly when the age difference is very large. The next is
identical twins. Existing works on twins only verify twin challenge, while there
is no breakthrough except trying existing appearance approaches. People are
looking for new ideas to solve the twin challenge. The next challenge concerns
memory management on how to turn face recognition in laboratory into real
applications, especially on mobile platform where memory resource is limited.
14
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The last one is how to smartly protect the privacy. Works on privacy protec-
tion merely consider the utility of face images. Instead, we are looking for a
controllable face privacy protection scheme.
15

























































































































































































































































































































































































































































































































































































































































































































































































































































CHAPTER 2. LITERATURE REVIEW
2.1 Conventional Face Recognition
Various algorithms have been proposed to solve the challenges in face
recognition. We further categorize them into two sub-categories: feature design
oriented, including statistical approaches and local image filtering, and classifier
design oriented. In this section, we choose some representative works in each
category and give a brief analysis of each work.
2.1.1 Statistical Learning
A variety of statistical learning approaches have been proposed. It is hard
to list them all here. Instead, we simply choose some representative works from
linear learning to non-linear learning in the following section.
Principle Component Analysis
Eigenface [Turk and Pentland, 1991] employed principle component anal-
ysis (PCA) to find a linear subspace with minimum variance lost. Through
PCA, each face can be represented by a linear combination of basis images.
Mathematically, PCA was to find the optimal projection dimension which can
maximize the total variance of the projected data. The eigenface basis, denoted
as W, was computed as by optimizing the following:
WPCA = argmax
W
|W TSTW | = [w1, w2, w3, ..., wm] (2.1)
where ST was total scatter matrix. We may find that W was the eigenvec-
tors of the covariance matrix.
Fisher Linear Discriminating Analysis
Similar to Eigenface, Fisherface [Belhumeur et al., 1997] was to seek opti-
mal projection vectors which maximized the ratio of between-class scatter and






| = [w1, w2, w3, ..., wm] (2.2)
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where SB and SW were between class scatter matrix and with-in class scat-
ter matrix, respectively. In reality, when the number of training images was
much smaller than feature dimension, SW may be singular. To solve this, a
PCA was performed ahead of LDA to reduce the feature dimension. Then, the






| = [w1, w2, w3, ..., wm] (2.3)
Non-negative Matrix Factorization
Non-negative Matrix Factorization [Lee et al., 1999] was to learn nonneg-
ative reconstruction through matrix factorization. Mathematically, let us denote
faces as a n ∗ m matrix V , where each column contained n nonnegative pixel
values. Given a new face image, it can be represented by positive addition of
face basis images W with coefficient matrix H indicating how much each basis





This optimization function was partially convex, i.e. it was convex for W
and H , but it was non-convex for W and H at the same time. In [Lee et al.,
1999], they proposed a multiplicative optimization procedure. They proved
that, if positive initial values for W and H were given, at each iteration the
residual(||V −WH||2F ) was decreased via defining an auxiliary function which
would be monotonously decreased in one direction. Therefore, they claimed
that their algorithms can converge to a local minimum. Further research [Lin,
2007] pointed out that it cannot be guaranteed to be a local minimum even they
can prove that it was monotonously decreased. They proposed to use bound con-
straint convex optimization approach to solve the optimization equation. They
proposed to iteratively solve W and H at each step by regarding the other vari-
able as constant.
18
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Locality Preserving Projection
Locality Preserving Projection (LPP) [He et al., 2005] aimed to optimally





|yi − yj|2 ∗Wij (2.5)
where yi was the projection of the data. The weigh matrix Wij was locality
weight matrix. It sought the best approximation of data locality in the projection
subspace. Though both PCA and LPP were in the unsupervised manner, LPP
generally outperformed PCA in most cases. But some researchers [Li and Jain,
2011] argued that the good performance of LPP may come from over-fitting,
because it required testing data was close to existing training samples.
Graph Embedding
Graph embedding [Yan et al., 2007] was to unify all above dimension re-
duction techniques in a single framework. It defined two graphs: intrinsic graph
and penalty graph. Intrinsic graph represented the “good” property in data which
shall be maximally preserved, while penalty graph represented the “bad” prop-
erty which shall be minimized. Different techniques may have different defi-
nitions of graphs based on their targets. For instance, in PCA, the total scatter
matrix was the intrinsic graph, while the penalty graph was ignored. In LDA,
between-class scatter matrix was the intrinsic graph, while the penalty graph
was within-class scatter. In LPP, the locality weight matrix was the intrinsic
graph, and the penalty graph was ignored. Graph embedding provided a good
way to define new criteria for subspace learning.
Kernel
In some scenarios, previous linear subspace methods may not capture nec-
essary non-linearity. As a result, nonlinear dimension reduction in a high-
dimensional space was required. Kernel trick was to map original feature space
from a higher dimension space through some kernel functions. Kernel func-
19
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tions can be used without having to form an explicit high-dimensional mapping
as long as kernels formed an inner product space and satisfied Mercer’s the-
orem (symmetric, semi-definitive). All previous linear subspace methods can
utilize kernel to map original feature into a new space. Usually, kernel-based
approaches can improve the performance if a good kernel was approximated.
However, in general how to define an efficient kernel usually was very difficult.
Manifold
Previous linear approaches assumed that face images for each subject lied
on a subspace, while it did not hold in most cases. It was shown that face im-
ages actually lied on a manifold [Seung and Lee, 2000]. The variations of a
certain facial factor such as various poses or expressions made a sub-manifold
in the manifold structure. In recent works [Wang and Chen, 2009; Wang et al.,
2011], they assumed that the manifold for each subject was constructed by sev-
eral subspaces, thus they employed a one-shot classification algorithm to clas-
sify the whole training data into various subspaces. A point would be added
into an existing local patch (a subspace in the manifold) if and only if the ratio
of geographic distance and Euclidean distance was below a pre-set threshold,
otherwise it would be added into a new local patch. Given two sets of face im-
ages, the similarity between them was then computed as manifold to manifold
distance which was defined as the set to set subspace distance. Such algorithms
can achieve good performance in some datasets, but they required huge compu-
tational workloads and sufficient training data to construct a complete manifold.
2.1.2 Local Appearance Filtering
To handle non-convexity and subtle variation of face images, many local
appearance-based filters were proposed, such as Local Binary Pattern [Ahonen
et al., 2004], Gabor wavelet-based feature [Liu and Wechsler, 2002] and His-
togram of Gradient(HOG) [Albiol et al., 2008]. Gabor filtering was to use the
response of Gabor wavelet with different scales and orientations as face feature.
Gabor wavelets were DC-free, thus they provided robustness against varying
brightness. A disadvantage of Gabor was their sensitivities to the background
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variations. Local Binary Pattern (LBP) was originally designed for texture de-
scription. The operator assigned a label to every pixel by comparing its 3x3
neighborhoods, and then concatenated all neighbors into a binary number. To
extract LBP on the face, the face was divided into multiple regions. For each
region, it extracted LBP descriptor on each region and then concatenated them
all into a global description. This was to enforce some spatial constraints in LBP
representation. Both Gabor and LBP have gained great success in face recogni-
tion, but they were both very sensitive to pose changes. The performance would
be degraded if face images were not well aligned.
2.1.3 Classification Models
There are some typical classification models, such as K-nearest neighbors,
Bayes, neural network, support vector machine, sparse model and associated
predict model. The first several are very fundamental and widely utilized in
the pattern recognition community. In this section, we only introduce several
recently proposed models including sparse representation [Wright et al., 2009]
and associated predict model [Yin et al., 2011].
Sparse Reconstruction
Assume there were k distinct face subjects and ni training samples for the
ith class, the whole training data formed a matrix Ai = [vi,1, vi,2, ..., vi,ni ] ∈
Rm∗ni , where m was feature dimension or pixel number for a face image. Given
any new (test) sample y from the same class, it would approximately lie in the
linear span of training samples associated with object i. In other words,
y = αi,1vi,1 + αi,2vi,2 + ...+ αi,nivi,ni (2.6)
for some scalars, αi,j ∈ IR, j = 1, 2, ..., ni. Since the identity of y was un-
known, if all n training samples of all k object classes were concatenated into
a new matrix, A = [A1, A2, ..., Ak] ∈ Rm∗n, then the unknown subject y can
be rewritten as y = Ax0, where x0 = [0, ..., 0, αi,1, ..., αi,ni , 0, ...0] was a coeffi-
cient vector whose entries were zero except those associated with the i class.
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Conventionally, x0 can be solved by l2 minimization:
l2 : x2 = arg min
x
|x|2, subject toAx = y (2.7)
Though this equation can be easily solved by pseudo inverse ofA, ((ATA)−1AT ),
this solution actually has not well exploited the sparsity property of solution
x. To make use of sparsity, the optimization equation can be written as x0 =
arg min
x
|x|0. Since this problem was proven to be NP hard, Wright et al. [2009]
proposed to use l1 norm to approximate l0 norm that this equation be well solved
by subgradient or homotopy algorithm.
For face recognition in real scenario, any given y, can be written as y =
Ax+ e, where e was the error. A face can be recognized as follows:
1. Input: a matrix of training samples, A = [A1, A2, ..., Ak] ∈ IRm∗n for k
classes, a test sample y ∈ IRm and an optional noise error tolerance ε
2. Normalize columns of A to have unit l2 norm. We concatenate A and I
together to be B
3. Solve the l1 minimization problem:
l1 : z1 = arg min
z
|z|1, subject toBz = y or ||Bz − y||2 < ε (2.8)
4. Compute the error parts y′ = y − e where e is the tail subvector z with
length n
5. Compute the residuals residuals ri(y) = ||y′ − Aδi(x1)||2, x1 is the head
subvector z with length n
6. identity(y) = arg min ri(y)
This algorithm has provided a new insight in face recognition by exploit-
ing the sparsity, but there were some limitations for this algorithm. First, this
scheme required very accurate alignment. Though they further proposed an
alignment approach based on low-rank factorization, their performance can be
extensively degraded if the alignment was not good. Secondly, the efficiency of
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computation of l1 solver was very low. It usually took a long time to the final
convergence. Third, it was very unstable to the choices of lagrange multiplier
and stopping criterion. For l2 solver, the solution was closed-form, while for l1
solver, the global solution only can be obtained iteratively. A small change of
stopping criterion would affect the final solution.
Association Predict Model
Association predict was motivated by the psychological findings that our
brain adopted prior knowledge/memories to predict possible transition between
two faces under different settings. Yin et al. [2011] claimed that our brains may
be able to associate similar facial patterns from all face images which had been
seen before, and imagine reasonable appearance of the input face under differ-
ent settings (for example, predict from a non-frontal face to its frontal version).
After association and prediction, our brain can do direct appearance comparison
between two faces with similar settings. Based on the above conjecture, they
proposed an “Associate-Predict model. The model was built on a prior identity
data set (“memory), where each identity had multiple face images with large
intrapersonal variations. This data set was treated as a critical “bridge to reveal
how the same face may vary under different intra-personal settings. When two
images were going to be compared, the model first associated one input face
with a few of most similar identities from the “memory. Then it would either
predict the new appearance of this face under different settings (“appearance-
prediction) and then perform comparison or directly predict recognition output
(“likelihood-prediction). In their experiments, they employed Multi-PIE bench-
mark as an association, and achieved state-of-the-art results on Label Face in
The Wild benchmark [Huang et al., 2007].
2.2 Identical Twins Recognition
Most existing face recognition systems chose to skip the test on twins,
which may pose a severe security hole. In this section, we summarize the exist-
ing limited works on identical twins as in Table 2.2.
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CHAPTER 2. LITERATURE REVIEW
Daugman and Downing [2001] tested iris biometric on identical twins.
They claimed that the iris pattern was unique for identical twins. This con-
clusion was further verified by Sun et al. [2010]. In [Sun et al., 2010], they
conducted experiments on 92 pairs of identical twins and the equal error rate
of iris biometric was only 0.49%. Kong et al. [2005] tested palmprint biomet-
ric on 1028 images from 53 pairs of identical twins and claimed that palmprint
can be used to recognize identical twins as well. The same conclusion can be
seen for fingerprint biometric [Jain et al., 2002; Han et al., 2005; Srihari et al.,
2008]. For example, in [Srihari et al., 2008], the authors analyzed the similarity
between twins’ fingerprints using fingerprint images from 298 pairs of twins on
both ridge flow pattern and minutiae pattern. For ridge flow pattern, they ob-
served that twins’ fingers were much more likely to have the same pattern type
than non-twins’ fingers. For minutiae pattern, they concluded that even though
the similarity between twin fingers is higher than between two arbitrary fingers
(with identical twin fingers similarity being not different from fraternal one),
twins can be still distinguished by fingerprints with very high accuracy. Despite
all aforementioned biometrics, it was still desirable to identify twins by pure
facial biometric, since they are non-intrusive.
Existing works on twins using facial biometric can be categorized into two
parts: 2D twin recognition and 3D twin recognition. Bronstein et al. [2005]
proposed a 3D algorithm based on the canonical form. But they only tested on
one pair of identical twins. Vijayan et al. [2011] collected a 3D identical twin
database with 107 pairs of identical twins. Their conclusion confirmed the dif-
ficulty of identical twins to traditional 3D face recognition algorithms. For 2D
face recognition, several works [Srinivas et al., 2011; Klare et al., 2011; Sun
et al., 2010; Phillips et al., 2011; Biswas et al., 2011] were reported during the
last several years. Biswas et al. [2011] investigated the capability of humans
to distinguish between identical twins by viewing the twins’ photos. Their ex-
periments on 186 pairs of identical twins subjects showed that humans were
easy to make errors when images were differed in imaging conditions. Besides
human evaluation, Phillips et al. [2011] thoroughly conducted an analysis of
conventional 2D automatic face recognition algorithms. The experiments were
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conducted on a database with 126 pairs of identical twins collected on the same
day and 24 pairs of identical twins collected one year apart. They evaluated the
performance of three of the top submissions to the Still Face Track at Multiple
Biometric Evaluation. They concluded that under ideal condition (same day,
studio lighting and neutral expression), twins would generate much larger er-
ror compared with the general population; under more realistic condition, twin
recognition cannot be well recognized. Following this work, Klare et al. [2011]
provided a study of different facial features (MLBP, SIFT, and facial marks)
on the same dataset. They claimed that facial components that performed well
in distinguishing identical twins were not always consistent with facial compo-
nents that best distinguish two non-twin faces. Beside this dataset, Sun et al.
[2010] collected another multibiometric twin database with 134 subjects. They
conducted their experiments on the FaceVACS commercial matcher. Their re-
sults showed that the identical twin impostor distribution had a greater over-
lap with genuine distribution than general impostor distributions. Their literal
conclusion was that identical twins posed a great challenge to face recognition
systems and new research ideas were needed. In this regard, our works mainly
utilized behavioral difference and ear biometric to distinguish between identical
twins.
In the following section, we will present some literature review related
to our approaches : motion based face recognition, voice biometric and ear
biometric.
2.2.1 Motion Based Face Recognition
It has been shown in Figure 2.1 that human brains have two routes to rec-
ognize faces [Roark et al., 2003]. After perceiving a face, human brain extracts
both still-appearance and facial motion as hints for recognition. Still-appearance
provides the first route to face recognition, while the dynamic facial signatures
embedded in facial motion are processed in the superior temporal sulcus and
provide the secondary route to face recognition. This finding indicates that hu-
mans can exploit facial motions to recognize people, known as supplemental
information hypothesis in psychology.
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Figure 2.1: Illustration of how to recognize moving faces in neutral system.
“MT” means middle temporal visual area in human brain, “STS” means superior
temporal sulcus and “FFA” means fusiform face area.
Motivated by this finding, many researchers in computer vision commu-
nity conducted their experiments to prove supplemental information hypothesis.
Lander et al. [1999] claimed that famous faces were better recognized by human
subjects when presented as moving images rather than static ones. In a series
of cross expression/cross view identity matching tests, Thornton and Kourtzi
[2002] observed an advantage from human subjects when moving face images,
rather than static face images, were used for training. Pilz et al. [2006] argued
further that familiarizing human subjects with moving images not only increased
recognition rate, but also reduced reaction time. Lander et al. [2006] found that
natural smiles (recorded from real persons) was beneficial to face perception
while synthesized smiles (generated using computer graphics techniques) were
not. Although supplemental information hypothesis has not been justified thor-
oughly in theory, the aforementioned experimental findings do imply that facial
motion may contain considerable identity-specific information and that humans
are probably using these to recognize each other in daily life.
If humans can utilize facial motion to identify each other, can we extract
some features from facial motion which may be discriminating to help recog-
nize human subjects? Pamudurthy et al. [2005] computed a dense displacement
field from a frontal neutral-smile face image pair as motion feature and they
reported that by using this motion feature, their system was able to recognize
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human subjects under face makeup. In another work Tulyakov et al. [2007],
they extracted displacement from a set of tracker points defined on both images
as motion feature from a frontal neutral-smile face image pair. They concluded
that this feature could be used as a soft biometric trait. Besides neutral-smile
image pair, Ye and Sim [2008] created a feature from a frontal neutral-to-smile
facial motion video. The feature was generated by summing over time a series
of dense motion flow fields computed from neighboring video frames. More-
over, Zhang et al. [2004] made use of physical laws (momentum conservation
and Hooke’s law) to estimate the elasticity of masseter muscle from a pair of
side-view neutral and mouth-open face range images. Despite the breakthrough,
existing works share common limitation: they only aimed at the general pop-
ulation and required fixed type of expressions. As far as we know, only one
work [Ye and Sim, 2010] studied face recognition from different type of ex-
pressions, but their conclusions were drawn from a very small database with 11
subjects. Therefore, we are looking for the answers to the following questions
in this thesis: 1) whether motion can be used for twin recognition and how it can
be used; 2) How does deformation perform in expression with large population;
3) Besides expression, can we make use of other types of facial motion, such as
head moving?
2.2.2 Voice Recognition
Voice signal provided several levels of information. Primarily, voice sig-
nal conveyed the words or message being spoken, and on a secondary level, it
also conveys information about the identity of the speaker included in speech
waves [Reynolds and Rose, 1995]. Depending upon the application, the gen-
eral area of voice biometric was divided into two specific tasks: verification
and identification. In verification, the goal is to determine from a voice sample
if a person is whom he or she claims. In speaker identification, the goal is to
determine which one of a group of known voices best matches the input voice
sample. In both tasks the speech can be constrained to text dependent (i.e. the
speaker was required to talk same phrase) and text independent (i.e. the speaker
can talk different phrases). Various approaches were proposed for both groups.
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For instance, Reynolds and Rose [1995] and Sinith et al. [2010] proposed to
use Mel Frequency Cepstral Coefficients and Gaussian Mixture Model to solve
text independent identification problem. Dupont and Luettin [2000] and Dean
et al. [2006] tried to use hidden Markov model to model the distribution of the
speaker spectral shape from voice sample and claimed the identity using maxi-
mum likelihood of the posterior probabilities belonging to different classes. Shi
et al. [2006] analyzed the effects of uncertainty in the phase of speech signals
and indicate that a large amount of phase uncertainty can benefit for both text in-
dependent speaker recognition and text dependent speaker recognition. Further,
Nakagawa et al. [2012] proposed to use Gaussian Mixture Model to fuse Mel
Frequency Cepstral Coefficients and phrase feature for both text independent
and dependent identification. As mentioned earlier, those works only focused
on the general population, while the twins were overlooked. It was urgent and
necessary for the biometric society to fill the potential security hole in audio
based recognition systems caused by the twins.
2.2.3 Ear Recognition
Identification based on ear images has been studied for decades. The early
studies mostly addressed the uniqueness of ears, although not always in a foren-
sic context. The most well-known pioneering work was [Iannarelli, 1989], in
which he performed manual identification over 10, 000 ears and found no in-
distinguishable ears. The Iannarelli’s study showed that, given correct point-to-
point comparison, ear shape can be considered a biometric identifier as well as
more established biometrics like face or voice. Based on this study, automatic
ear recognition techniques were introduced, mostly employing methods used in
other biometric fields. Similar to Eigenface, Eigen-ears learned the basis images
from a set of training set and could provide high accuracy in closely controlled
conditions. In order to handle rotation in forensic setting, Abate et al. [2006]
introduced a method based on Generic Fourier Descriptors which was robust to
ear rotation and illumination changes. Yan and Bowyer [2007] also presented a
complete system including automated segmentation of the ear in a profile view
image and 3D shape matching for recognition under constrained conditions with
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specialized cameras. Bustard and Nixon [2010] recently proposed an ear reg-
istration method that utilized SIFT features followed by a homograph transfor-
mation, to cope with the occlusion and pose changes. The transformed images
were then masked and matched using Euclidean distance. This work reported
an impressive performance and robustness to occlusion and noise, but their ear
masking procedure occasionally failed to match correctly to the ear area. De-
spite the inspiring progress in this area, limited works have considered how ear
biometric performs on twins, except [Iannarelli, 1989], but Iannarelli merely
performed manual matching of ear images. Therefore, we here present an ap-
proach for automatic ear recognition for identification between twin siblings.
2.3 Privacy Protection
In recent years, numerous research has attempted to protect the identity of
persons in surveillance videos. Broadly speaking, these works can be divided
into two categories: those that de-identify faces, versus those that de-identify
whole body. These two categories were complementary. If a face appeared large
enough in a video to be de-identified, the whole body was usually not seen; if
the full body was visible, then the face region was too small to be recognized.
For those that de-identify faces, the group at Carnegie Mellon University had
published a number of papers [Newton et al., 2005; Gross et al., 2008, 2006b,a].
These authors championed formal mechanisms that can provably guarantee the
protection of privacy, introducing notions such as k-Same and k-Same-Select.
The guarantee was that a face was sufficiently de-identified if no face recogni-
tion algorithm, human or machine, can distinguish it from at least k − 1 other
faces. The authors showed that ad-hoc methods for de-identification, such as
masking out the eyes, pixelation, and adding random noise, do not sufficiently
protect identity. Another notion introduced by the CMU group was utility: a de-
identified face image was deemed to have preserved utility if other non-identity
image analyses can still succeed on it, for example, facial expression recogni-
tion. The authors proposed their own algorithm that sufficiently altered facial
identity to thwart face recognition software, but yet permitted an expression
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classifier to work. This was not the case for ad-hoc methods such as blurring or
pixelation [Neustaedter and Greenberg, 2003]. Indeed, utility was a good prop-
erty, since many surveillance videos were now routinely being analyzed by com-
puter vision algorithms for purposes like people-counting, gender detection, age
classification. Unfortunately, the authors appeared to have demonstrated utility
only for expression and gender analysis. In this regard, our current work may be
considered an extension: we showed that gender, race and age detectors all work
on our de-identified images. For those that de-identify whole body [Agrawal and
Narayanan, 2011; Chen et al., 2007; Yu et al., 2008; Mrityunjay and Narayanan,
2011], all these methods applied simple image distortions, such as pixelation,
blurring, or silhouetting, to mask the identity of the person. While effective,
these methods appeared too harsh, since they also thwarted computer vision al-
gorithms that counted people, or tracked human motion. None of these authors
have yet argued for a more nuanced privacy protection. As to the technique, our
model, SemanticFace, is most analogous to Active Appearance Model (AAM)
by Cootes et al. [2001]. SemanticFace encodes a face as appearance and shape,
and then performs subspace decomposition on a set of such encoded face vec-
tors. We differ in AAM that we use multimodel discriminating analysis which
maximize the fisher criteria for each mode for the decomposition. This is anal-
ogy to AAM and PCA. The advantage that MMDA confers is the true orthog-
onalization of the different subspaces that are being analyzed. This permits




Expression Deformation Profile for
Twin Recognition
In this chapter, we will illustrate how expression deformation profile works
in twin recognition. Our strategy is to look for identity evidence through defor-
mations from parts of the faces where similar motion is observed. We start with
a description of our methodology, and then test our methodology on identical
twins. We further extend our methodology on the general population to see
whether our proposal is applicable to the general population as well. This work
is following [Ye and Sim, 2010], but we have some revisions. Firstly, we opti-
mize the matching procedure. We use one layer motion weight during similarity
computation in 3.3 and redefine the deformation similarity in 3.11. Secondly,
besides the Cohn Kanada database alone in [Ye and Sim, 2010], we also test
our experiments on our twin database and the BUEF-4D database. The subject
number in the BUEF-4D database is nearly ten times larger than that in the Cohn
Kanada database. Finally, we provide several baseline comparisons, including
some appearance based approaches and other motion based approaches.
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3.1 Methodology: Expression Deformation Profile
Our motion feature for twins is based on the Right Cauchy-Green defor-
mation tensor Bowen [1989]. We define the deformation pattern LDP as a se-
quence of deformation-displacement pairs, (Cx,t, ux,t), on the entire face along
the video. Mathematically, it can be written as
P = {(Cx,t, ux,t)}, (3.1)
where x denotes a pixel in the shape-normalized neutral face image of the sub-
ject and t is a temporal index, ux,t is the local motion on pixel x at time t and
Cx,t is the deformation. C is computed as Right Cauchy-Green deformation
tensor as follows
C = ∇uT∇u+∇uT +∇u+ I, (3.2)
Please note that there is no temporal order in the setP . Given an expres-
sion video with N frames starting from a neutral face, it can provide (N − 1)×
|Ω| pairs of deformation and displacement for this subject, where |Ω| denotes the
number of pixels within the region of interest Ω. We extractP by the following
steps:
1. Use a face detection and localization algorithm to find a set of key points
on the neutral face (the first frame of the video);
2. Remove any rigid head motion from the video;
3. Crop the face region from the video to get a cropped face image sequence;
4. Track each pixel on the neutral face (the first cropped face image) through-
out the image sequence to obtain its displacement in each frame;
5. Warp the displacement fields defined on the neutral face using a transfor-
mation which normalizes the face shape to a given mean face shape;
6. From the shape-free displacement fields, construct LDP (Eq.(3.2) and
Eq.(3.1)).
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In our implementation, we use the STASM [Milborrow and Nicolls, 2008]
library for Step 1. There are two ways to remove rigid head motion. The sim-
ple one is to use eye position. An alternative way is to stack all frames along
expression and use low-rank decomposition to align these linearly correlated
images [Peng et al., 2010]. This approach can generate the well-aligned expres-
sion sequence. Considering in our databases there are minor motions, we simply
use eye positions to align the faces. In Step 3, face images are resized to 128
by 160 pixels. Lucas-Kanade optical flow estimation [Lucas and Kanade, 1981]
with pyramidal refinement is used for tracking (Step 4). Please note that P
contains only motion information without any appearance information (color,
shape, etc).
After extracting the local deformation patterns, we define the similarity
between PA = {(CAx,t, uAx,t)} and PB = {(CBx,t, uBx,t)} as follows. Firstly,
we measure the deformation similarity sd and the motion similarity sm as the
weighted averages of local deformation similarity and local motion similarity














where x denotes a pixel, sd(x) and sm(x) are the local deformation and motion
similarity. Secondly, given a sequence of deformation and motion at each pixel
x, we try to find the most similar local motion in PB (on the same pixel) for
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φ(u1, u2) = φ1(u1, u2) · φ2(u1, u2) (3.6)
φ1(u1, u2) = (1− r)exp(−r2/σ21), (3.7)
r = |u1 − u2|/(|u1|+ |u2|), (3.8)
φ2(u1, u2) = 1− exp(−q2/σ22), (3.9)
q = |u1|+ |u2|, (3.10)
where | · | denotes l2-norm; φ is the motion similarity between two displacement
vectors, computed as the multiplication of φ1 and φ2; φ1 is defined as a function
of the relative measurement of vector difference, r, so that larger difference will
be penalized more severely in φ1; φ2 is a penalty for small displacement vectors;
φ2 is necessary because when the displacement is small, the deformation pattern
is also slight and thus does not provide much personal characteristics; σ1 and σ2
are two parameters which are set to 0.3 and 1.0 in all of our experiments.
The similarity of two deformation pattern, ψ(C1, C2), is defined as follow:
ψ(C1, C2) =
A
A1 + A2 − A, (3.11)
where A1 and A2 are the areas of the ellipses which represent the two deforma-
tion patterns, C1 and C2, respectively; A is the area of the overlap of the two
ellipses after being translated to be concentric. Thirdly, we convert the motion
























Similarly, the local motion similarity measured on a pixel x is computed as
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Finally, we define the similarity score to be the multiplication of overall motion
similarity and deformation similarity,
s(PA,PB) = sm(PA,PB) · sd(PA,PB). (3.15)
Given a preset threshold, we can compare the similarity score against this thresh-
old. If it is smaller than the threshold, then we claim they are genuine, otherwise
they are imposters.
3.2 NUS Twins Database
We collected a twins database at the Sixth International Twins Festival dur-
ing Mayday 2010 in China. It includes Chinese, Canadian and Russian subjects
summing a total of 39 pairs of twins. Several examples can be seen in Figure 3.1.
To the best of our knowledge, this is the first database in the world with so many
data modalities for identical twins. We are currently preparing the database so
that it can become a public testbed.
This database was captured in the controlled environment. The subject
was suggested to stand in the middle of camera scene. During collection, a
green canvas was set as the background and several flash lights were utilized to
control the illumination. There were in total nine sessions. In the first session,
we captured several frontal images and profile images for each subject. From
the second to seventh session, we captured the videos for six basic expressions.
36
CHAPTER 3. EXPRESSION DEFORMATION PROFILE FOR TWIN
RECOGNITION
There were at least two video clips for each expression. In the eighth session,
we asked the subject to have free talking in front of the camera. The content
of free talking was unrestricted, but we suggested them to introduce themselves
and express how they felt as twins. In the last session, we recorded several audio
clips for each subject. We summarize the statistics of NUS Twins Database as
follows:
1. For each human subject, three still images are taken, including one frontal
image and two profiles. Note in the profile images, the occlusion of ear
is avoided. The images are captured by a Sony HD color camera. The
image size is 3456 ∗ 2304 pixels.
2. For each subject, we record at least two video clips for each of the six
basic facial motions (i.e.expressions): joy, anger, surprise, sad, fear and
disgust. Therefore, we can take 12 video clips for each twin subject. The
videos are recorded by a Sony HD color video camera in MTS format.
The subject is suggested to keep his/her head static.
3. For each subject, each free talking video lasts around two minutes. The
subject is allowed to move his/her heads as usual. The camera in this
session is the same as in the expression collection.
4. For each subject, we record at least three audio clips speaking different
contents. For different content, we require each subject repeats at least
three times.
To proceed, we shall clarify two limitations of our database. The database
size is not big, and the database is collected in a single day. We admit that
this may result in some bias in our conclusion, but considering the rareness of
identical twins and the difficulty to track twins in different places in a long time,
this may be unavoidable in practice.
3.3 Experiments on Twins Database
Our first experiment is to verify the challenge posed by identical twins to
traditional appearance based approaches. In total, we chose four appearance
37
CHAPTER 3. EXPRESSION DEFORMATION PROFILE FOR TWIN
RECOGNITION


















LBP + PCA TwinFAR−FRR
Gabor + PCA TwinFAR−FRR
Luxand TwinFAR−FRR
Gabor GeneralFAR−FRR
Figure 3.2: Performance of conventional appearance-based approaches on
twins.
based approaches, Eigenface, Local Binary Pattern, Gabor and a commercial
face matcher. For each twin subject, we randomly selected 8 images from
his/her talking videos as testing. We used these images to generate all possi-
ble genuine pairs and imposter pairs. We then computed the distances of these
pairs for all four approaches, and then evaluated the performance in terms of
Twins-EER (Twins Equal Error Rate). Twins-EER is where FRR (False Reject
Rate) meets Twins-FAR (Twins False Accept Rate), where Twins-FAR is the
ratio of mis-recognizing one of the twins as the other. All images were regis-
tered by their eye positions detected by STASM [Milborrow and Nicolls, 2008]
and resized to 160 by 128 (eye centers to 48,48 and 96,48). We chose STASM
here in order to make it consistent with the detector used in motion based ap-
proaches. For Eigenface, we vectorized gray intensity of each pixel as feature
and performed principle component analysis to reduce dimension. For LBP,
we divided each image into 80 blocks. For each block, we extracted 59-bins
histogram. For Gabor, we used 40 Gabor (5 scales, 8 orientations) filters and
set the kernel size for each Gabor filter to 17 by 17. A PCA was performed to
reduce the dimension of LBP and Gabor as well. In our experiment, the PCA
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Figure 3.3: Genuine and imposter score distribution of Luxand faceSDK in NUS
Twins Database.
dimension is set to keep 95% energy. For the commercial face matcher, we used
Luxand faceSDK. The experimental result was shown in Figure 3.2. From this
figure, we can see that identical twins indeed posed a challenge to the conven-
tional appearance based approaches. The General-EER of Gabor for the general
population was around 0.12, while Twin-EER of Gabor was 0.33 which was
much larger than General-EER. We can also see that there was no big differ-
ence between Intensity, LBP, Gabor and Luxand faceSDK in our experiment.
The Twin-EERs for them were 0.35 (Intensity), 0.34 (LBP), 0.34 (Gabor) and
0.33, respectively. We also demonstrated the score distribution of twin imposter
and genuine of Luxand faceSDK in Figure 3.3. From it, we can see that twin
imposter can have very high similarity score even when they are not the same
subject.
We then tested our approach on the twin database. For comparison purpose,
we also implemented another motion-based approach proposed by Tulyakov
et al. [2007]. We named this baseline approach “Sparse Displacement” for
short. We conducted the pairwise verification on twins database and showed
the performance for both two approaches on Figure 3.4(a) and Figure 3.4(b).
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We can see that overall Twins-EER for the proposed expression deformation
profile was 0.25, which was slightly better than sparse displacement where the
overall Twins-EER was 0.28. In some particular expressions, for example, smile
in our proposal, gave much lower Twins-EER (0.18). From the above experi-
ments, we can see two points. Firstly, it is new hope to use facial expression
to distinguish between identical twins, even though the improvement of overall
Twins-EER for motion based approaches over appearance based approaches is
not that great (reduce to 0.25 from 0.33). Our experiment indicates that motion
may contain the identity signature, and can be used for twin recognition. More-
over, in some particular expressions, the Twins-ERR can be much lower than the
bet appearance performance. Secondly, between two motion-based face recog-
nition methods, our proposal can achieve better result than sparse displacement
in term of overall Twins-EER and the best Twins-EER of individual expression.
However, we shall admit some limitations of our approach as well. First
of all, our approach cannot allow the subject to perform arbitrary facial motion.
The subject is still required to perform particular expressions. Secondly, despite
the improvement of our approach over the appearance approaches, our perfor-
mance on twins database actually is much worse than the performance on the
general population tested on the Cohn-Kanada database [Ye and Sim, 2010]. As
reported in [Ye and Sim, 2010], the EER is around 0.08 in the same setting as our
experiment. Moreover, in some expressions, the motion performance is actually
worse than appearance based approaches. Our database has quite a number of
child twins, and their heads are usually easy to rotate during expression. We
think this may be the main reason. Combing this reason and our experiments
on Cohn-Kanada database that the performance on cross expression is usually
worse than the same expression, therefore we skip the experiment of using cross
expression on our twin database. Thirdly, the extraction of deformation pattern
and similarity matching was very computationally expensive. Assume there are
T frames and K points, our proposal required to compare KT 2, while sparse
representation only required one computation. Empirically, it took about two
minutes to finish one pair comparison.
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(a) Local deformation profile
(b) Sparse displacement
Figure 3.4: Comparison of motion features on twins.
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3.4 Experiments on General Population Databases
Our proposed local deformation profile is motivated by Ye and Sim [2010].
In Ye and Sim [2010], they conducted their experiments on two settings, fixed
expression and cross expression, on the Cohn-Kanade Database [Kanade et al.,
2000]. Besides doing some revision of their algorithm and testing on our twin
database, we also intend to address some limitations of their experiments: they
only test 11 subjects on cross expression setting and they do not provide base-
line comparison. Therefore, we employ two public available databases which
are suitable for cross expression setting, the Cohn Kanade Database [Kanade
et al., 2000] and the Binghamton University 4D Facial Expression Database
(BU-4DFE) [Yin et al., 2008]. These two databases contain very rich facial mo-
tions for each subject and they are both publicly available. To the best of our
knowledge, these two databases may be the largest for our experiments.
In the Cohn Kanade database, there are in total 97 subjects with 486 video
clips. The video clips start from neutral and finish at the apex of target expres-
sion. The video clips are gray scale and the frame size is 640 by 480. For each
subject, there are three to eight recordings, which contain all or a portion of fol-
lowing facial expressions: happy, sad, surprise, fear, anger, disgust and mouth-
open. In this database, there are only 11 subjects with full set of expressions.
These 11 subjects are used in Ye and Sim [2010]. The Binghamton Univer-
sity 4D Facial Expression Database (BU-4DFE) is much larger than the Cohn
Kanade Database and has not been used in Ye and Sim [2010]. This database
consists of 58 female and 43 male subjects, with a variety of ethnic/racial an-
cestries, including the Asian, Black, Hispanic/Latino and White. Each subject
has six 3D facial sequences showing six prototypic facial expressions. Exam-
ples from both databases are shown in Figure 3.5. The BU-4DFE is intended
for analysis of 3D facial animation, but we only used the texture frames. Each
subject stays very stable during the video collection, therefore rigid head motion
is negligible for all videos.
We conducted the experiment in a “train on one expression, test on an-
other” setting on the Cohn Kanade database. That was, we trained on one type
of facial expression and then tested on another type of facial expression. In
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(a) surprise (b) anger (c) happy
(d) sad (e) fear (f) disgust
Cohn-Kanade database
(a) surprise (b) anger (c) happy
(d) sad (e) fear (f) disgust
BU-4DFE database
Figure 3.5: Examples with six basic facial expressions. The first two rows are
from the Cohn-Kanade database, while the last two rows are from the BU-4DFE
database.
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order to have a fair comparison, we picked 11 subjects in the Cohn Kanada
database who had all the six expressions. We also used sparse displacement in
previous section as baseline. Even thought sparse displacement was designed
for fixed expression only, we extended to the cross expression setting. We also
compared our approach with some appearance based approaches including Ga-
bor and LBP. The extraction procedure for Gabor and LBP was the same to the
procedure in section 3.3. The performance for all approaches was demonstrated
in Figure 3.6. We later extended the experiment to the BU-4DFE database. In
BU-4DFE database there were up to 101 subjects in total. This database, as far
as we know, was the largest available database suitable to our experiments. We
demonstrated the performance in Figure 3.7. Several conclusion can be drawn.
Firstly, the overall EER (equal error rate) of our proposal was 0.3008 and 0.32 in
the Cohn Kanada database and the BU-4DFE database, respectively. This result
indicated that our proposal, even under cross expression, can convey some iden-
tity signature and be used for recognition. Secondly, our proposal performed
much better than the baseline approach, sparse displacement where EER was
0.46. On one hand, this showed the superiority of our proposed feature, local
deformation profile, over sparse displacement. On the other hand, this result
showed that sparse displacement did not contain too much signature evidence
and was not suitable for recognition. The bad performance of sparse displace-
ment was partially because we imposed sparse displacement for cross expres-
sion setting while it was intended for fixed expression setting. Third, our result
was not as good as appearance approaches where EER was around 0.16 for LBP
and 0.19 for Gabor. This may be attributed to the fact that the face images in the
databases were taken with good and constant illumination within short intervals
of time. Despite this, our approach provided a new solution for face recogni-
tion which was unrelated to appearance. The strengths of the appearance-based
approach and our approach may be complementary. We can use the LDP as
a supplement of conventional face recognition, to improve the performance of
current face recognition systems, at least under some specific scenarios, just like
how humans do as shown in Figure 2.1.
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(a) Local Deformation Pattern


































LBP EER = 0.165
Gabor EER = 0.189
(c) Appearance
Figure 3.6: Overall FAR-FRR plot of pair-wise cross expression face verifica-
tion on the Cohn-Kanade database.
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(a) Local Deformation Pattern


































LBP EER = 0.115
Gabor EER = 0.190
(c) Appearance
Figure 3.7: Overall FAR-FRR plot of pair-wise cross-expression face verifica-
tion on the BU-4DFE database.
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3.5 Summary
Firstly, and most important, our experiments verified the challenges posed
by identical twins to conventional face recognition systems. Then, we raised
the new hope to use the behavioral difference to distinguish between identical
twins. Specifically, we proposed to use the local deformation profile along the
expression as biometric for recognition. On our twins database, we showed the
capability to identify identical twins in verification mode by using facial motion.
Secondly, we found that it was possible to use different types of expressions for
recognition, as long as part of some local motions were similar. In our exper-
iments, our approach demonstrated above-chance verification performance in
both the Cohn-Kanade database and the BU-4DFE database. Such algorithm




Talking Profile for Twin Recognition
In this chapter, we propose a new feature, talking profile which consists
of 6 types of usual face motions, such as 2D in-plane head translation, pose
change, gaze change, pupil movement and eye/mouth opening-closing change,
to recognize twins. We first introduce the methodology, from feature extrac-
tion to feature matching. We then conduct experiments on twins database and
YouTube free talking database. Finally, we give a brief summary of this work.
4.1 Methodology: Talking Profile
The flowchart of our approach is illustrated in Figure 4.1. There are five
main steps. The first step is to extract a set of trajectories. The second and third
steps are to assign the abnormality weight and compute local motion similarity.
The fourth step is to align face motion sequences by maximizing abnormality
similarity and compute the similarity after alignment. The final step is to use the
similarities for classification.
Extracting Talking Profile
For each video, talking profile consists of multiple types of usual face
motions. In our work, it includes 2D in-plane translation, pose change, gaze
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Gallery Video clip 
Classification 
Figure 4.1: Framework of our proposed talking profile.
change, pupil movement and eye/mouth open-closing magnitude (i.e.the extent
that the eyes/mouths are open). Various tools have been released to extract this
information from video. In our implementation, we use Omron SDK. To reduce
computation workload, we adapt a sampling strategy. The change or movement
is computed between each FPS frame. In this way, we can obtain the talking
profile, TP, which has six types of trajectories of local motions between adja-
cent frames. We define it as TP = {φhead, φgaze, φpose, φpupil, φeye, φmouth}. For
each type of trajectory φi ∈ TP, it can be expressed as follows in the temporal
order, where ςi is a local motion:
φi = {ς1, ς2, · · · , ςt} (4.1)
Encoding Local Motion Abnormality
To compute the similarity of two motions, we assign a weight to each lo-
cal motion. Our weight is encoded as the abnormality of each local motion,
which is motivated by a psychological discovery [Unnikrishnan, 2009] that the
human visual system uses visual abnormality to recognizing faces. Considering
the variety of ethnicity, gender and many other factors, we employ a Gaussian
Mixture Model, G = {g1, g2, g3, ..., gτ} ∀i, gi ∼ N(µi, σi), to represent local
motion distribution. µi and σi are estimated by using expectation maximiza-
tion [Moon, 1996]. In our work, we estimate the Gaussian mixture model for
all six types, and the number of Gaussian mixture is selected as the one with
the least value of Akaike information criterion. Given a local motion ς ∈ φi,
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then we can use maximum likelihood to find its intrinsic Gaussian distribution,
denoted as κ, where ς ∈ gκ ⇐⇒ κ = argmax
i
P (ς|gi). Afterward, the prob-
ability of this local motion can be computed as P (ς|gκ). Finally, we define the
abnormality of this local motion as ω, where ω(ς) = 1− P (ς|g).
Computing Local Motion Similarity
To compute the similarity of two talking profiles, we firstly define how
to compute the similarity of local motions. In our work, the similarities of all
six types of local motions are computed. For simplicity, we choose one type,
pose change, as an example for illustration. Assume there are two pose change
sequences, φ = {ς1, ς2, · · · , ςn} and ϕ = {ς ′1, ς ′2, · · · , ς ′m}, we define the local




ω(ςi) ∗ ω(ς ′j) ∗ (Sim(ςi, ς ′j))
(DRAD(gs, g′t)2 + C1)
(4.2)






P (ς ′j|gk) (4.5)





j) is the similarity of motions in Euclidean space. DRAD(gs, g
′
t) is
the difference between two gaussian distributions, gsand g′t. gs is the intrin-
sic gaussian distribution of ςi, and g′t is the intrinsic Gaussian distribution of
ς ′j . Note gsand g
′
t can be the same or different. To estimate the difference be-
tween two gaussian distributions, we utilize symmetrical Kullback-Leibler Di-
vergence [Cover and Thomas, 1991], Resistor-Average Distance (RAD), defined
as Eq 4.6,
DRAD(p, q) = [DKL(p ‖ q)−1 +DKL(q ‖ p)−1]−1 (4.6)
where
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In this definition, we emphasize abnormal local motions and similar local mo-
tions in Euclidean space. In our implementation, we define the similarity in
Euclidean space as the inverse of the Euclidean distance between ςi and ς ′j . If
the intrinsic distributions of ςi and ς ′j are the same, then DRAD(gs, g
′
t is equal to
zero, otherwise it will be larger than 0. Therefore, W (ςi, ς ′j) penalizes the situa-
tion when ςi and ς ′j are from different gaussian distributions. C1 is the constant
to avoid zero division.
Aligning Motion Sequences
In previous section, we describe how to compute the similarity between
two local motions. Here we align these two motion sequences in temporal order
(i.e.find the best matches between two sequences). Mathematically, we maxi-
mize the total local motion similarity score Υ(φ, ϕ) between φ and ϕ as follows:
max Υ(φ, ϕ) = {ςi1 : ς ′j1, ςi2 : ς ′j2, ...ςik : ς ′jk}
s.t.∀is, it, js, jt, is > it ⇒ js > jt
where is, it, js, jt represent the frame number in temporal order. This maxi-
mization problem is similar to finding the longest common sub-sequence, with
addition of element continuous match scoring, instead of a binary 1/0 match
scoring. Based on the local motion similarity described above, we propose a
optimization procedure to calculate the maximum matching score given two
feature sequences. The rules of our optimization steps are described in Algo-
rithm 1. The general idea is to continuously update the current best match up to
action ςi ∈ φ and ς ′j ∈ ϕ in Table γ(φ, ϕ). As convention, we use |V | to denote
the length of vector V . Rule 1 is the initialization. Based on Rule 2, if there is
only one local motion to match (i.e. either |φ| = 1 or |ϕ| = 1), then the match-
ing weight would be maximum value of W (ςi, ς ′j) up to local motion W (ςi or
ς ′j). Based on Rule 3, at each step we update γ(φ, ϕ) to the maximum value of
the two possible choices: a) we abandon previous matches to local motion ςi or
ς ′j and decide to match local motion ςi with ς
′
j b) we prefer to keep the previous
match to local motion ςi and ς ′j . Finally, based on the outcome of Rule 3, γ
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Table will be updated.
1 Υ(φ, ϕ) : Table γ(φ, ϕ) is an n×m table where |φ| = n and |ϕ| = m.
2 i and j are row index and column index of table γ
3 Initialize i = 0
4 Start Loop i
5 Rule 1:
6 if i <= 0 then, γi,j(φ, ϕ) = 0
7 Rule 2:
8 if i = 1 then, Loop j, γi,j(φ, ϕ) = max(W (ςi, ς ′1)), ...,W (ςi, ς
′
j));




11 for i <= n
12 Start Loop j
13 γi,j(φ, ϕ) = max(γi−1,j−1 +W (ςi, ς ′j),max(γi−1,j, γi,j−1)))
14 End Loop j
15 End Loop i
16 Υ(φ, ϕ) = argmax
i,j
(γi,j(φ, ϕ))
Algorithm 1: Optimization steps to align two sequences by maximizing
total local motion similarities.
Performing Classification
Through aforementioned steps, we can compute the similarities for all the
six types of face motions. Finally, we use those similarities to perform classifi-
cation by support vector machine [Chang and Lin, 2011] with RBF kernel (C=1,
g=0).
4.2 Experiments on Twins Database
Experiment 1: Traditional Appearance Based Approach on Twins
We first evaluated appearance based approaches as comparison. This ex-
periment has been stated in section 3.3. Please refer to it for the details. In this
experiment, we showed that identical twins indeed posed a great challenge to
appearance based approaches. If the threshold was set to the value when false
accept rate was equal to false reject rate, the accuracy was 0.644 for Eigenface,
0.654 for LBP, 0.658 for Gabor and 0.674 for Luxand faceSDK, respectively.
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Accuracy on Same FPS
Figure 4.2: Performance with the same sample rates between gallery and probe.
Experiment 2: Performance with The Same Sample Rate
In this experiment, we evaluated the performance of talking profile on our
twins database. We set the sample rate for the probe and gallery are set to be the
same. For SVM, we utilized 60% of the videos for training and the remaining
40% for testing. We tested the performance when FPS was equal to 2, 3, 4,
5, 7, 10, 15, 20, 30, 40, 50, and 60. The verification accuracy was shown in
Figure 4.2. From this figure, we can see that the best accuracy was above 0.90.
Compared with the best accuracy, using expression and appearance, the talking
profile showed a great improvement. Secondly, we can see three local maximum
along the entire ranges of FPS: the first was at FPS = 6, then the second was at
FPS = 9 and the last was around 30. These three peaks indicated that identical
twins can be recognized with different speeds (fast, medium, and slow). The
FP-TP curves for these sample rates were shown in Figure 4.3. Please note
in this chapter, we prefer to use false positive (FP) versus true positive (TP)
curve for the convention of SVM. To be clear, FRR-FAR (false reject rate versus
false accept rate) curve and TP-FP curve are two equivalent ways to assess the
sensitivity of classifier performance. FRR is equal to one minus TP; while FAR
is equal to FP.
Experiment 3: Performance with Different Sample Rates
In this experiment, we considered the scenario when the probe and gallery
had different FPS. In the gallery, we set the FPS for all videos to be the
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Figure 4.3: False positive versus true positive curve with the same sample rates
between gallery and probe.
hhhhhhhhhhhhPerformance
FPS in Gallery
2 3 4 5 6 7 8 9 10
Average accuracy 0.321 0.407 0.482 0.756 0.738 0.753 0.619 0.735 0.550
Variance 0.096 0.0951 0.069 0.031 0.073 0.022 0.081 0.071 0.069
Table 4.1: Performance with different sample rates between the gallery and
probe.
same. The motivation to conduct this experiment was to test the robustness of
our algorithm when the video frame rate was not fixed. Given a FPS in the
gallery, we computed the average accuracy of different FPS in the probe. For
example, if the FPS in the gallery video was 2, then we tested the accuracy for
each FPS except 2 in the probe video. The average accuracy and the variance in
such setting were presented in Table 4.1. In terms of average accuracy, the best
performance can be achieved when the FPS in the gallery was 5 or 7. When the
FPS in the gallery was either too large or small, the performance degraded a
lot. The reason may be because if the FPS was in the middle, the local motions
in the gallery video at least had some overlaps with the local motions in the
probe video, otherwise the local motions in the gallery would jump too much or
too little.
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hhhhhhhhhhhhhhhhPerformance
Type of Motion
Face Gaze Eye Mouth Pose Pupil
Average accuracy 0.447 0.331 0.377 0.324 0.324 0.324
Table 4.2: Performance for single type of motion on twins database.
Experiment 4: Performance of Single Type of Motion
It would be interesting to see the individual discriminating ability of a sin-
gle type of facial motions to distinguish between identical twins. In this ex-
periment, we tested each single type of facial motions with the same FPS in
the gallery and probe videos. Various FPSs, such as FPS = 2, 3, 4, 5, 10 were
adopted and we computed the average accuracy for evaluation. The final result
was shown in Tab 4.2. We can see that the best performance of each type of
facial motion was smaller than 0.50. This result demonstrated that even though
together those motions conveyed enough identity specific information for recog-
nition, the individual discriminating ability of each type of facial motion was
low.
Discussion
Several points can be concluded from the experiments:
1. Twins can be distinguished by talking profiles. As shown in the second ex-
periment, our algorithm can obtain over 90% accuracy to recognize iden-
tical twins. This conclusion, in turn, is consistent with the observation
during database collection that some parents prefer to use the motion dif-
ference of their twin children for recognition. The proposal in this work
indeed presents a new way to recognize identical twins.
2. Though the proposed talking profile can provide identity-signature infor-
mation for twin recognition, each type of facial motion in talking profile
does not have too much discriminating power. This indicates that there
exist some differences of face motions between identical twins, but those
differences only occurred on some types of face motions.
3. Synchronization of motion sequence plays an important role in the recog-
nition performance. Different FPS can greatly affect the accuracy. With
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Figure 4.4: Examples of non-twin database from Youtube.
the same FPS, the accuracy can be as high as 0.90, while for different
FPSs, it reduced to around 0.70.
4.3 Experiments on Youtube Non-twin Database
Besides the identical twins database, we further investigated the possibility
of using talking profile for non-twin population, even for subjects with large age
variation (i.e.cross age). We collected two moderate databases from YouTube.
The first one contained 99 subjects with 228 clips of around 45 seconds each.
These videos only had a single person who was talking. The person was either
sitting or standing still and the environment can be either indoor or outdoor
without the controlled lights. The videos ranged from speeches, technical talks
to interviews. The second one contained 10 subjects whose videos were all over
many years. The subject number in this database was small due to the difficulty
of collecting. Some examples of these two databases were shown in Figure 4.4.
In the first experiment, we utilized the first database which had 99 subjects.
We used 60% of the videos for training, and 40% for testing. For convenience,
we set the sample rate equal to 5. The performance was demonstrated in Fig-
ure 4.5. We can observe that the verification accuracy for this database was
0.87. This experiment indicated the potential of using talking profile as a soft
biometric for the general population. In the second experiment, we investigated
the performance of each single type of facial motion on this database. The accu-
racies for 2D in-plane translation, gaze change, pose change, pupil movement,
eye open-close and mouth open-close magnitude were 0.45, 0.34,0.32,0.32,0.45
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Figure 4.5: Performance of talking profile on Youtube non-twin database.
and 0.40, respectively. This result was consistent with the finding on the twins
database that even though single type of facial motion cannot provide enough
signature information for recognition, their combination can be used for recog-
nition.
In this experiment, we attempted to test the robustness of talking profile
against aging effects. We applied our talking profile on the second database
which had 10 subjects with a large age difference. We set 60% of the data
as training and remaining 40% as testing. The accuracy was 0.715 when the
sampling rate was set to 5, as shown in Figure 4.6. Even though the large age
variation degraded the performance from 0.87 to 0.715, it was still larger than
chance. This showed that talking profile can still provide some signature identity
information.
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Figure 4.6: Performance of talking profile for cross-age database from Youtube.
4.4 Summary
Identical twins pose a great challenge in face recognition. We show that
the talking profile can be used to distinguish between identical twins. The ex-
perimental results on the twins database also verify the robustness of talking
profile against both fixed and variable frame rates. Besides twins, our experi-
mental results on the YouTube non-twins database show the potential of talking
profile to be used for the general population, even over long times. This work,




Voice Profile for Twin Recognition
In this chapter, we perform a comprehensive study of voice biometric on
twins. Specifically, we are answering several questions as follows.
1. Can voice be used to distinguish between identical twins? Is it better than
appearance based approach?
2. If voice is effective for twin recognition, which voice feature is the best?
3. Can we combine facial appearance with speech to improve accuracy?
The first question asks the feasibility of voice biometric on twins; the sec-
ond and third questions concern the methodology of voice biometric for twins
recognition. To answer those questions, we begin our study under two set-
tings, text independent setting and text dependent setting. Under both settings,
we thoroughly compare the performance for various voice features. We uti-
lize Gaussian Mixture Model to compute the spectral distribution of each twin
subject and then use likelihood ratio for classification. Our experiments show
that voice is a good biometric for twins recognition and it can be fused with
appearance to boost accuracy.
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Figure 5.1: Flowchart of voice profile to recognize twins.
5.1 Methodology: Voice Profile
The framework of our proposed voice profile is illustrated in Figure 5.1.
The audio clips are first preprocessed to generate frames of audio signals so that
we can extract various acoustic features from each frame. Gaussian mixture
models (GMM) are then learned by using these features. Finally, the classifica-
tion is performed via the likelihood ratio by using GMM. The audio preprocess-
ing and feature extraction were implemented using openSMILE [Eyben et al.,
2010], which is an open-source program for general audio signal processing and
low-level acoustic feature extraction.
The first step in audio preprocessing is framing, which divides a stream of
audio signal into successive overlapping frames. The sample rate of the audio
is 44.1 kHz, and the frame size is set to 23 milliseconds with 50% overlap. The
energy in the high frequencies is boosted in each frame (i.e.pre-emphasis) to
compensate the nonlinear nature of the human voice. A hamming window is
utilized to smooth out the discontinuities at the beginning and the end of each
frame. After preprocessing, we compute the voicing probability of each frame.
This probability indicates the confidence of containing human voice. We fil-
ter out some silent frames if the probability for a frame is lower than a certain
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threshold (0.4 in our experiments). After filtering, we extract various acoustic
features, including Pitch [Zatorre et al., 1992], Energy, Linear Prediction Coeffi-
cients (LPC) [Atal and Hanauer, 1971], Spectral Centroid, Spectral Rolloff and
Mel Frequency Cepstral Coefficients (MFCC) [Logan et al., 2000]. These six
vocal features are widely used in both speech recognition work. They are dif-
ferent ways to describe the spectral shape of the given signal. As stated in [Kin-
nunen and Li, 2010], these features contain the identity signature, because the
spectral information they conveyed contains information about the resonance
properties of vocal tract when the signal is broken down in short frames of
about 20-30 milliseconds in duration and is assumed to remain stationary. More
specifically, Pitch is a high-level perceptual property of the voice that allows
the ordering on a frequency-related scale, which is calculated as the fundamen-
tal frequency (F0). Internally, openSMILE uses the Sub-Harmonic-Summation
(SHS) method [Hermes, 1988] to identify the fundamental frequency from the
harmonic structure. The Energy of each frame is calculated as the root-mean-
square of the sample points in the frame. LPC is the coefficients of the linear
predictive coding from each frame. The basic idea of linear predictive coding
is to represent (or predict) a speech sample point by a linear combination of
several past samples, and LPC is the combination coefficients. In our work, the
predictor order (i.e.the number of coefficients) is set to 8. To extract spectral
features, the Fourier transform is applied to each frame to compute the spec-
trum. Spectral Centroid is the centroid of the magnitude spectrum and it reflects
the spectral brightness. Spectral Rolloff is the frequency below which 75% of
the magnitude distribution is concentrated. It is a measure of the spectral shape.
Different from aforementioned spectral features, MFCC first maps the powers
of the spectrum onto the mel scale using a group of triangular overlapping win-
dows (i.e.a filter bank). The mel scale is a non-linear perceptual scale response
function that converts a given frequency f in Hz into mel use the following
approximate formula:




The non-linear response function is mainly motivated by the psychophysical
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studies which have shown human perception of the sound frequency does not
follow a linear scale. After mapping, we obtain the mel-frequency by taking
discrete cosine transform (DCT) of the log power at each mel frequency in the
filter bank. Finally, the summing amplitudes of mel-frequency for each filter are
MFCC feature.
After feature extraction, for each subject, we model his/her identity-dependent






where x is the D-dimensional feature vector, bi(x) is the component density and
wi is the mixture weight. Each component density is represented as a Gaussian






(x− µi)′∆−1i (x− µi)} (5.3)
with mean vector µi and covariance matrix ∆i. The sum of mixture weights
wi equals to 1. For convenience, we denote mean vectors, covariance matrices
and mixture weights as Γ , where Γ = {wi, µi,∆i}, i = 1, ...,M . Therefore,
each speaker is represented by his/her model Γ. Given the training data in the
gallery, we use Expectation Maximization algorithm [Dempster et al., 1977] to
estimate Γ for each subject. During testing, given a feature vector, ψ, and the
hypothesized speaker S, we verify whether ψ is from the hypothesized identity.
We state this task as a basic hypothesis test between two hypotheses:
1. H0: ψ is from the hypothesized twin speaker S.
2. H1: ψ is not from the hypothesized speaker S (i.e. ψ is from the twin
sibling of hypothesized speaker S).
The optimum classification to decide between these two hypotheses is through
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Figure 5.2: Example voice clips (the first row) and corresponding spectrograms
(the second row) of identical twins reading the same text. Each column is from
one sibling of the twins.
If LR > , we accept H0; otherwise, we reject H0. Here,  is the threshold,
p(ψ|H0) is the probability density function for the hypothesis subject S for the
observed feature vector ψ, and p(ψ|H1) is the probability density function for
not being the hypothesis subject S for the observed feature vector ψ.
5.2 Experiments
For experimental results, for each subject, we collected at least three au-
dio recordings, and each was around 30 seconds. The talking content of those
recordings were different. For the first recording, the subjects were required to
count the number from one to ten; For the second recording, the subjects were
reading a paragraph; For the third recording, the subjects were reciting a poem.
In each recording, the same text was repeated three times by the subject. The
recordings were then cut into three clips, each of which contained one repetition
of the text. In all, we used 702 audio clips in our experiments, 9 audio clips
of 3 different texts for each subject. We showed an example on the Figure 5.2.
From this figure, we actually can clearly observe the difference between identi-
cal twins when they were talking the same content.
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5.2.1 Text-Dependent and Text-Independent
In the experiment for text-dependent setting, the database was divided into
117 sets according to the texts and pairs of twins. Each set contained 3 repeti-
tions of the same text by each pair of twins. We used two of the audio clips as
gallery for training for each subject and the remaining one as probe for testing.
The covariance matrix of all GMMs was set to be diagonal. In our experiments,
the FRR-FAR curve was obtained by controlling the threshold  for LR given by
Equation 5.4. The result for text-dependent setting was shown in Figure 5.3(a).
As can be seen, MFCC turned out to be the feature of best performance with
error rate 0.1, followed by Spectral Rolloff with 0.2. Performances of LPC and
Spectral Centroid are almost the same. Other features were much less discrimi-
nating for the verification.
In the experiment for text-independent verification, the database was di-
vided into 39 sets according to the texts and pairs of twins. Each set contained
3 repetitions of 3 different texts by each subject. We used the clips of 2 texts
as gallery to train GMM for each subject and the remaining clips as probes.
The result for text-independent setting was shown in Figure 5.3(b). Among all
features, MFCC was also the most discriminative one with error rate of 0.18,
followed by Spectral Rolloff, LPC, Spectral Centroid, Energy and Pitch in se-
quence.
As can be seen from Figure 5.3, all extracted acoustic features had discrim-
inating ability in both text-dependent and text-independent settings. For both
text-dependent and text-independent settings, the performance of features gen-
erally followed the order as: MFCC, Spectral Rolloff, LPC, Spectral Centroid,
Energy and Pitch. MFCC was shown to have the best performance. This may
be attributed to that MFCC contained vectorial data of the frequency over one
frame. Spectral Rolloff, being as the threshold frequency to measure the spectral
shape of the subject, also performed well for the verification. It was more dis-
criminative than other features such as Pitch and Energy. It is because Spectral
Rolloff contained statistics information for the whole frame. Meanwhile, the
results agreed with the consensus that performance of text-independent setting
was much challenging than text-dependent setting. By comparing Figure 5.3(a)
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and Figure 5.3(b), we can see that error rates in text-dependent test were all less
than those in text-independent test.
5.2.2 Audio and Appearance
Compared with performance of appearance based approaches in section 3.3,
we can observe a notable improvement by using voice based approaches in
Figure 5.3. In all, there were several voice features that surpassed the perfor-
mance of appearance features in both text-dependent and text-independent tests:
MFCC and Spectral Rolloff. The Twin-EER for MFCC in text-independent test
was 0.18 and the Twin-EER for MFCC in text-dependent test was 0.1. Twin-
ERRs for Spectral Rolloff in text-dependent test and text-independent test were
0.2 and 0.3. Moreover, based on the experimental results in [Dupont and Luet-
tin, 2000], the General-EER for acoustic features on general population was
around 0.05, which was much smaller than the best (0.18) in twins database.
The difference may come from three aspects: 1) insufficient training data in our
experiments. In our case, we only used one audio recording around 30 seconds
as training. The contents in the voice clips were also very simple. Therefore, it
may cannot cover the entire voice spectral pattern, which degraded the perfor-
mance of acoustic features. 2) The voice spectral pattern for identical twins may
have some overlap due to some unknown genetic reasons. Identical twins shared
the same genetic code, therefore their voice may share some similarity. 3) Our
audio recording was not collected in very clean environment. The environment
noise may also degrade the performance of acoustic features.
5.2.3 Fusion of Appearance and Voice
In this section, we combined appearance with voice to improve twin verifi-
cation accuracy. We chose Gabor and LBP as the appearance features to repre-
sent appearance; we chose MFCC as the example of vocal features. The reason
for this choice is because these features perform the best in each category in our
previous experiment. There are three levels of fusion when combining two bio-
metrics. The first is fusion at the feature extraction level. The features for each
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biometric modality are formed into a new feature. The second is fusion at the
confidence level. Each biometric provides a similarity score, and these scores
will be combined together to claim the identity. The third fusion is at decision
level. Each biometric will make their decision and final decision is made based
on those decisions. Since decision level fusion is trivial, we tested feature level
and score level fusion strategies.
Feature Extraction Level Fusion
To fuse appearance and audio features in feature level, we concatenated
the normalized appearance feature with the normalized MFCC vectors. The
normalization of appearance feature was done by performing a PCA for LBP
and Gabor to reduce the dimensions and then divided features by the square
root of the sum of kept eigenvalues. The normalization of MFCC vectors was
performed by dividing the vectors by the square root of the sum of eigenvalues
of its scatter matrix. After concatenation, we further applied another PCA to
reduce the dimensions. The dimension of PCA is to keep 95% energy. We
carried out experiments for both text-dependent setting and text-independent
settings. The experimental result was shown in Figure 5.4. From this figure,
we can see that the error rates for both text-dependent and text-independent
verifications were reduced to 0.04 and 0.07. Moreover, we found that fusion of
MFCC and LBP outperforms the fusion of MFCC and Gabor a little bit.
Confidence Level Fusion
To fuse appearance and audio features in confidence level, we firstly com-
puted the appearance confidence and voice confidence. respectively. For each
person, we took one as the probe and others as training. Then we computed the
Euclidean distance of Gabor and LBP for each probe in each pair. K nearest
neighbors of the probe was recognized and the confidence pappearance(ψ|H0)
was obtained as the ratio between number of H0 neighbors and K. In our exper-
iments, K was set to be 5. The audio confidence paudio(ψ|H0) was computed
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from GMM results. The new confidence was computed as follows:
p(ψ|H0) = αpappearance(ψ|H0) + (1− α)paudio(ψ|H0) (5.5)
Then, we computed the likelihood ratio as Equation 5.4, which was then
compared against the pre-set threshold . If LR > , we accept; otherwise we
reject. We conducted the experiments on the whole database and set the α for
the best of test performance in our dataset. The performance was showed in
Figure 5.5. From this figure, we can see that the error rates for text-dependent
verification decreased from 0.1 to 0.08 and error rate for text-dependent veri-
fication decreased from 0.18 to 0.15. There was a little improvement for the
fusion of MFCC and LBP over fusion of MFCC and Gabor.
Discussion
First of all, twins can be well distinguished via the fusion of appearance and
acoustic features. No matter which fusion strategy is utilized, the twin recog-
nition accuracy is improved. It may be because that appearance and acoustic
features both have discriminating ability for twins and those discriminating abil-
ities are complementary. Moreover, between feature level fusion and confidence
level fusion, feature level fusion performs much better than score level fusion.
The equal error rate reduced from 0.15 to 0.04 in text-dependent setting, from
0.18 to 0.07 in text-independent setting. The reason for such difference may be
due to that the new feature space constructed by feature fusion is more differen-
tiable for twins. The experiments in this section indicate the feasibility to build
multimodal biometric system to recognize people, including identical twins.
5.3 Summary
We conducted a comprehensive study in this work to recognize twins. The
voice spectral pattern was modeled via Gaussian Mixture Models. In total, we
examined six vocal features. Among these features, MFCC was proven to have
the most discriminating ability. The results suggested that voice biometric can
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be used to distinguish between identical twins and it was much better than tra-
ditional facial appearance features, including EigenFace, LBP and Gabor. We
further proved that the accuracy can be improved via fusion of voice biometric
and facial appearance in both feature level and score level. Moreover, feature
fusion was shown to have more discriminating ability than score level fusion. In
summary, we answered the questions raised at the beginning as follow:
1. Can voice be used to distinguish between identical twins? Is it better than
appearance based approach? For this question, we collected the largest
audio-visual twin database, to the best of our knowledge. And our ex-
periments prove the effectiveness of using voice biometric to distinguish
identical twins. Voice biometric is more suitable to recognize twins in
terms of accuracy.
2. If voice is effective for twin recognition, which voice feature is the best?
We show that in both text-dependent and text-independent settings, MFCC
is the most discriminating among all the acoustic features.
3. Can we combine facial appearance with speech to improve accuracy? We
show twin can be better recognized via the fusion of audio and appearance
features.
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(a) Text-Dependent Accuracy
(b) Text-Independent Accuracy
Figure 5.3: Performance of all acoustic features on text-dependent and text-
independent voice settings
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(a) Text-dependent test
(b) Text-independent test
Figure 5.4: Performance of feature level fusion
70
CHAPTER 5. VOICE PROFILE FOR TWIN RECOGNITION
(a) Text-dependent test
(b) Text-independent test
Figure 5.5: Performance of confidence level fusion
71
CHAPTER 6
Ear Profile for Twin Recognition
In this chapter, we propose an automatic ear recognition to distinguish be-
tween identical twins. We start with the introduction of our automatic ear reg-
istration and matching scheme, and then we report the performance of our pro-
posal on our twins databases, with various settings including noise, occlusion
and blur. We present a brief summary at last.
6.1 Methodology: Ear Profile
In this section we describe the main parts of our proposed ear profile: (1)
ear normalization and (2) weighting scheme and verification (see Figure 6.1 and
Figure 6.2) in details in the following section.
6.1.1 Ear Image Normalization
The first step, ear normalization (see Figure 6.1), is to crop the ear region
out of the profile view, and then normalize the rotation, scale, and illumina-
tion of this gallery ear image (GEar), based on a standard reference ear image
(REar). Previous works normalized the ear image by selecting two or more fidu-
cial points on the ear area, both manually [Iannarelli, 1989; Faez et al., 2008]
and automatically [Bustard and Nixon, 2010; Burge and Burger, 2000] using
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Figure 6.1: The first part of our proposed algorithm, ear normalization: We use
SIFTFlow dense matching to acquire the ear flow field (relative ear shape) and
then warp the gallery ear image, based on this flow field (ear appearance). Then
we mask both shape and appearance and normalize the illumination of the ear
appearance.
methods such as SIFT feature matching and graph matching. However, when
all ear images are transformed into a single reference image coordinates, the 3D
structure of the ear (i.e.ear shape) would be lost and merely the intensity values
(i.e.ear appearance) would remain. In order to avoid losing the ear shape in-
formation, we calculate and store the dense correspondence between each GEar
and the REar using SIFTFlow. We not only use this dense flow for the scale and
rotation normalization, but also treat the flow itself as the relative shape infor-
mation of each GEar. In addition to representing the shape information, a dense
correspondence is particularly required to check for the abnormality measure-
ment of shape measurement.
In general, we normalize the GEar images in the following steps:
1. We loosely crop a window of 300 × 300 pixels out of the profile view
(originally 1728 × 1152 pixels), around the ear-hole which is manually
marked with very rough precision (Figure 6.1, crop symbol). The crop-
ping is to reduce the search window of the SIFTFlow algorithm in the next
step
2. We apply the SIFTFlow to calculate the dense flow field between the
cropped window and the REar (Figure 6.1, flow field). Although the man-
ual marks of the ear-hole are very inaccurate, the SIFTFlow can compen-
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sate for these errors, thus our final dense point registration is accurate.
3. Based on the calculated flow field, we warp the GEar image to the REar
image coordinates, thus normalizing its scale and rotation (Figure 6.1,
warping).
4. As we are only interested in the pixels corresponding to the ear in each im-
age, we mask out the non-ear pixels in both the flow field and the warped
ear (Figure 6.1, masking). The mask is a single pre-defined binary image,
manually defined for the REar image. We can use this single mask for all
GEar images because the flow field is calculated in reference to the REar,
and the GEar image is also warped to the REar coordinates.
5. The final task is then to normalize the illumination of warped image (Fig-
ure 6.1, illumination). We use Contrast-limited adaptive histogram equal-
ization (CLAHE) [Reza, 2004] for illumination normalization. CLAHE
operates on small regions in the image, enhancing the contrast in each
region so that the histogram of the output region approximately matches
a specified histogram distribution (here, the REar histogram). The neigh-
boring regions are then combined using bilinear interpolation to eliminate
artificially induced boundaries. CLAHE showed better results than global
histogram equalization in our experiments.
At the end, we have normalized ear shape (i.e.the masked flow field) and
ear appearance (i.e.the masked, illumination normalized warped image), as the
final appearance and shape.
6.1.2 Feature Weighting and Verification
The second part, feature weighting and verification, is to apply abnormality
concept to our ear recognition method. The more a feature is abnormal, the
further the location of its value is in the related PDF. Therefore, the normalized
distance of the feature value to the mean value can be good measurement for the
abnormality strength of that feature.
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Figure 6.2: The second part of our proposed algorithm, weighting and verifi-
cation: we weight the shape and appearance points based on their abnormality
strength (α), which is defined by their location in the related PDFs. We then
concatenate weighted shape and appearance points into a feature vector and us-
ing KNN, we verify whether the identities of two the feature vectors are the
same (match) or not (no match).
Based on the above argument, we weight each point in the ear shape and
ear appearance based on its distance to the mean value of the related PDF, in
these three steps:
1. We estimate a normal probability density function (PDF) for each shape
and appearance point, based on the distribution of their values in our
dataset. For a shape point, we estimate a PDFs based on the values of
the corresponding points in all flow fields of all GEar images. For an ap-
pearance point, we estimate a PDF based on the intensity values of the
corresponding points in all ear appearances.
2. Now we define the abnormality strength (weight) of point k, as the dis-

















where wshape,k is the shape weight; wint,k is the intensity weight; xk and
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yk are the X andY coordinates; intk is intensity value of point k; and
(µx,k, σx,k), (µy,k, σy,k), and (µi,k, σi,k) are mean and sigma values of the
corresponding X coordinate, Y coordinate, and intensity PDFs.
3. The final feature vector is formed by concatenating weighted shape and
appearance points, to represent a GEar image (see Figure 6.2):
FeatureV ectori = W
T














where FeatureV ectori is the concatenated vectors representing GEar image i;
S is the ear shape values and I is the ear intensity values.
Given a pair of weighted feature vectors, we now train a KNN classifier,
using Mahalanobis distance, to verify whether the vectors representing the two
ears, belong to the same subject. Our choice of a simple classifier such as KNN
is to observe discriminative power of the proposed abnormal features in ear
recognition. In the next section, we test the robustness of our approach under
different resolution, noise and occlusion.
6.2 Experiments
In this section we conducted several experiments to test the performance
of era profile on twins. Our database has ear images from 39 pairs of twins (78
subjects), containing Chinese, Canadian and Russian subjects, each having 2 to
4 real and 20 synthesized images, all in 1728 × 1152 pixels. Real images are
captured from profile view, containing the entire head and shoulder, with some
translation and rotation (in-plane and off-plane). Figure 6.3 displays some of
these images. Synthesized images are obtained from real images by off plane
rotation and realistic motion blur.
Similar to our previous works, we test our algorithm performance on our
twins dataset with a verification scenario: given a pair of ear images, we verify
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(a) (b) (c)
(d) (e) (f)
Figure 6.3: Some examples of ear images in our dataset (cropped for better
illustration).
whether both ears belong to the same subject or not. Under this scenario, we
assess the performance of our algorithm in the following settings:
1. Five different resolutions: We down-sample each GEar image to 300 ×
300, 150 × 150, 75 × 75, 37 × 37, and 18 × 18 pixels and up-sample it
again to 300× 300 pixels (Figure 6.4(a)).
2. Four different noise levels: We add white (Gaussian) noise with µ = 0
and σ =0, 0.1, 0.3, and 0.5 to the GEar images (Figure 6.4(b)).
3. Four different occlusion levels: We simulate 0%, 10%, 30%, and 50%, oc-
clusion levels in right-to-left and top-to-bottom directions (Figure 6.4(c)
and Figure 6.4(d)). We use the SIFTFlow point correspondence to mask
the desired portion of pixels in the preferred direction.
4. Different training-testing sets (right ear vs. left ear): We test the perfor-
mance differences between training and testing on different ear sides. We
evaluate two cases of training and testing on the same side (right or left),
and two cases of training and testing on different sides.
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(a) Synthesis with different resolutions
(b) Synthesis with different noise
(c) Synthesis with left to right occlusion
(d) Synthesis with top to bottom occlusion
Figure 6.4: An example of resolution (left to right: 300×300, 150×150, 75×75,
37×37, and 18×18 pixels), noise (left to right: standard deviation 0.0, 0.1, 0.3,
and 0.5), and occlusion (left to right: 0%, 10%, 30%, and 50%) of ear images.
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5. In this setting, we evaluate how our algorithm performs when we only use
points with a minimum abnormality strength, indicated by their distance










wint,k if wint,k > dist0 o.w.
where Wint(dist) indicates the new intensity weights, based on dist, the
desired normalized distance from the mean value (i.e.the minimum re-
quired abnormality strength). We apply the same weighting strategy for
shape weights.
Despite some synthesized images in these experiments are not very real-
istic, our experiments somehow show the robustness of our algorithm against
the resolution, noise and occlusion. We also compare the performance of our
method with a recent work by Bustard and Nixon [2010] (B&N). For B&N al-
gorithm, we use the corrected formula. In their paper, during the normalization
process, when normalizing the scale(G, I), the entire formula should be under







G(I, x, y)2 −mean(G, I)2)
wh
(6.1)
Similarly, in the next formula for normalizing N(I, x, y), the scaling factor,
scale(G, I), should be applied to scale both G(I, x, y) and mean(G, I), result-
ing in the formula as
N(I, x, y) =
(G(I, x, y)−mean(G, I))
scale(G; I)
(6.2)
Besides this revision, we also ignore comparisons in which B&N fails to find
four corresponding points for calculating the homography transformation. The
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Figure 6.5: Results of sibling verification across different resolutions.
correction is verified with the authors of Bustard and Nixon [2010].
Accuracy results of ours and B&N algorithms were illustrated in Figure 6.5
to Figure 6.7. Based on our results, our algorithm could perform up to 92% on
the Twins dataset, constantly better than B&N. Results also showed robustness
of our algorithm to resolution, noise, and occlusion. Regarding resolution varia-
tions, results in Figure 6.5 showed that our algorithm was constantly performing
better than B&N. However, as resolution decreases, our algorithm’s accuracy
dropped sharper than B&N’s. This suggested that the although B&N algorithm
got low performance in accuracy, it may perform better than our algorithm in
very low resolutions (less than 18× 18 pixels).
The noise variation results in Figure 6.6 indicated that our algorithm was
highly robust to noise variations, and even with noiseσ = 0.5, its accuracy was
almost the same as the B&N without noise. One reason may be because of the
performance of the SIFTFlow dense point registration, which can tolerate noisy
data. But it also indicates that the abnormal features were robust against the
introduced noise.
Comparing occlusion variation accuracy results in Figure 6.7 with other
tests, it seemed that our algorithm was robust towards resolution and noise than
the occlusion. This can be because of the loss of strong features (trained in the
non-occluded images) in the occlusion variations, while these features, although
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Figure 6.6: Results of sibling verification with different noise levels.
Figure 6.7: Results of sibling verification with different occlusion levels.
weakened, are still present in the resolution and noise. In addition, as the accu-
racy dropped more rapidly in the top-to-bottom occlusion curve, it seemed that
strong features were located more at the top of the ears in our dataset, rather
than right of the ears.
Results of training and testing on same or different side ears, presented in
Table 6.1, show that the left and right ears in our subjects do not share much of
their abnormal features. This means that one cannot train only on one side ears
and hope to accurately recognize ears from both sides.
Finally, for feature optimization, we found that using only features with
distance more than 1.7σ from the µ, we can still achieve more than 90% accu-
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Training Left Right Left Right
Testing Left Right Right Left
Accuracy % 92.77 92.76 54.78 53.40
Table 6.1: Results of training and testing with left and right ears.
racy in ear recognition, for both left and right ear. The performance would drop
to 70% if we utilize the features with distance around 3.0σ from the µ. This
result further verified the psychological studies which claimed that with only
about 10% of the features (only abnormal features, with distance more than 1σ
from the µ), the brain can accurately and rapidly recognize faces. Given a per-
fect Gaussian distribution of features (assumed in the real world), our results
indicated that only using about top 5% of the features, fast recognition can be
performed with a very high accuracy.
6.3 Summary
We are the first to address the problem of automatic twin ear verifica-
tion. Although verified manually before [Iannarelli, 1989], none of the previous
works have addressed this problem automatically. In this work we introduced
our automatic ear recognition algorithm, using both shape and appearance of
the ears extracted via a dense correspondence computed through sift flow. In-
termediate results showed sift flow can well capture the shape structure and
appearance of ears. Our verification model is motivated by abnormality model,
a psychological framework for the perception of faces by the brain [Unnikrish-
nan, 2009]. Our results showed that, similar to face recognition, by focusing on
abnormal features of the ear shape and appearance, we can accurately identify
twins (up to 92%). In our experiments on 39 pairs of twins with different age,
gender, and ethnicity, we showed the robustness of our algorithm against the
variations of resolution, noise and occlusion. In conclusion, our results suggest
that ears can be considered not only a powerful identification feature among




Privacy Protection via SemanticFace
Privacy protection has attracted extensive attention recently, as nowadays
people attach great importance to their personal information. However, the wide
spread of surveillance cameras and face recognition systems pose a great threat
to privacy protection. If there is no good privacy protection scheme, the public
privacy would be easily leaked, and thus result in the public resistance to the
deployment of face recognition systems. From this viewpoint, identical twins
question the performance of face recognition systems, while privacy protection
challenge the usage of face recognition. Overlooking either of these two would
cause a severe identity crisis in face recognition systems. Most existing works
on face privacy protection try to protect privacy by debluring or pixelation, but
these approaches are too harsh. Despite the identity information is successfully
protected, the utility of facial attributes is destroyed. Those facial attributes ac-
tually can be quite useful for the visual analyst systems which provide benefits
to the public. In this work, we are proposing our nuanced face privacy protection
mechanism, SemanticFace. SemanticFace decomposes a face into mutually or-
thogonal subspaces for each attribute, thus altering one attribute parameter will
not affect the other attributes. We start with the introduction of our approach
with background theories, and then we illustrate the details of our algorithm.
Later we show the performance of SemanticFace. We later give a detailed dis-
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cussion about the experimental results.
7.1 Methodology: SemanticFace
To synthesize faces with the desired attributes, we first learn subspaces
from a training set that is appropriately labeled with gender, age and race, for
each facial attribute. Since the attribute of a face is determined by both ap-
pearance and shape (for instance, Africans usually have black skin with flared
noses while the Asians have yellow skin with small mouths), we need to encode
both the shape and appearance into a single vector before applying multimodal
analysis. In the literature, Tensorface [Vlasic et al., 2005] is a popular multi-
linear analysis method. However, we instead prefer Multimodal Discriminant
Analysis (MMDA) [Sim et al., 2009], also developed by us, for three reasons.
First, MMDA decomposes facial attributes into subspaces that are truly orthog-
onal in the linear algebra sense, i.e. their inner products are zero. In contrast,
the subspaces created by Tensorface are “orthogonal” only because they are so
arranged for easy visualization. Their inner products are not zero! This means
that changing an attribute parameter in one subspace potentially affects other
attributes, making it difficult to isolate the desired change. Second, MMDA
guarantees that all intra-class variance is zero after decomposition. This means
that all Asian faces are projected onto a single point in a “race subspace”. This
single point has a fixed parameter value that captures the essence of the Asian
face. By setting the racial attribute of any other face to this fixed value, we are
in effect making that face appear Asian. All other facial attributes may also be
distilled into fixed values. This zero intra-variance property is therefore cru-
cial for the successful synthesis of facial attributes. Tensorface does not have
this property; the “Asian-ness” or “Female-ness” of a face cannot therefore be
distilled into a single parameter value. Third, MMDA is computationally more
efficient than Tensorface, both during training and in usage. See [Sim et al.,
2009] for a more detailed comparison of MMDA versus Tensorface. After ap-
plying MMDA to obtain the required orthogonal subspaces, a new face image
can be easily parameterized by projecting it onto these subspaces. We can then
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Figure 7.1: Illustration of SemanticFace. In the pre-processing step, we nor-
malize the face, mask out the region of interest, and then encode the facial ap-
pearance and face shape into a single feature vector. MMDA is then applied to
project the feature vector to compute the reconstruction parameters. Next we
smartly alter the reconstruction parameters for the changed attributes and pre-
serve the parameters for the unchange attributes to perform the reconstruction.
Finally, we achieve the new face image with desired attributes.
selectively alter the parameters in the subspace corresponding to the facial at-
tribute we wish to change. Moreover, we may control the “intensity” of the
alteration by simply scaling the norm of the said parameters. Finally, because
MMDA is an invertible transform, we can synthesize new faces that will exhibit
the desired attributes. We illustrate our method in Figure 7.1.
7.1.1 Pre-processing: Normalization, Masking & Encoding
Given a face image, we first locate facial landmarks using AAM [Cootes
et al., 2001] and align the image to a reference face via the eye positions. Our
images are 385× 343 in size. After alignment, we normalize the shape by non-
linearly warping the image to our reference face via Thin Plate Spline [Book-
stein, 1989]. A mask is then applied to remove hair and background. After this,
each face image is encoded as the concatenation of two parts: appearance and
shape. The appearance vector is obtained by vectorizing the image. To handle
color, we experimented with various color spaces and found that the XYZ color
space produced the best results. The shape vector contains the (x, y) coordi-
nates, before warping, of the 63 landmarks. Let Da denote the dimension of
the appearance vector, and Ds the dimension of the shape vector. Our face en-
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coded vector thus has D = Da + Ds dimensions. The blue boxes in Figure 7.1
illustrate the main idea of this section.
7.1.2 Decomposition, Alteration & Synthesis
At the heart of our method, we employ MMDA, a linear algebra subspace
decomposition technique based on the Whitened Fisher Linear Discriminant.
Essentially, MMDA decomposes a set of data vectors containing multiple modes
into mutually orthogonal subspaces, as shown in Figure 7.2. The semantic
meaning of these subspaces will be illustrated in the Theorem 1 and 2 in the next
section. A face image X , suitably encoded as a column vector, is decomposed
into three subspaces (represented by the blue axes) each of which contains an
orthonormal basis spanning the modes of gender, race and age. The parameters
(coefficients) ofX in each of these subspaces can then be separately altered, and
a new face image synthesized. Altering the parameters in one subspace affects
only the mode captured by that subspace. For instance, in Figure 7.2, altering
the gender parameters moves X to A, the resulting image at A exhibits only a
gender change, while race and age are unchanged.
MMDA theory
Mathematically, let X denote a D × N training matrix whose columns
are xi, i = 1, . . . , N with K modes (i.e.attributes). Each training vector xi is




. In our case, there are three attributes, gender, race and age (K = 3).
For gender, there are two class labels, Male and Female; For race, there are
three class labels, Caucasian, African and Oriental; For age, there are also three
class labels, Young, Middle-aged and Old. Please note we concede that these
label choices are somewhat arbitrary. MMDA requires the discretization of each
mode into class labels, and more or fewer ages or races is certainly permissible;
we chose said labels merely for convenience. Note, however, that MMDA does
not currently handle labels with continuous values, so that we cannot treat age
as a continuous number. Therefore, in our case we have N = 2 × 3 × 3 = 18











Figure 7.2: MMDA decomposes a vector X into three mutually orthogonal sub-
spaces (represented by the blue axes) that encode gender, race and age, respec-
tively. Changing the parameters of X in the race subspace alters only the race,
not the gender or age. This corresponds to moving X to B. Reconstructing the
vector B reveals a new face image exhibiting only a change in race, not of age
or gender.
i. Without loss of generality, we assume that the global mean of X is zero. If
not, we may simply subtract the mean from each element. Note that the global
mean is the same for all attributes.
To begin, we whiten the data X. We compute the total scatter matrix St =
XX>, then eigen-decompose it to get St = UDU>, retaining only non-zero
eigenvalues in the diagonal matrix D and their corresponding eigenvectors in
U. Now, compute the (N − 1) × D matrix P = UD−1/2 and apply it to the
data to get (N − 1)×N matrix: X˜ = P>X. Note that we only need to perform
this step once, as all modes come from the same training set. The data is now
whitened because the scatter matrix of X˜ equals I, the identity matrix.
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where Vi contains the basis for each subspace, S˜
i
b is the inter-class scatter ma-
trix, and S˜
i
w is the intra-class scatter matrix. We repeat the same steps for all the
modes until we get V1 to VK . The last step is to compute the Residual Space,
V0, via the Gram-Schmidt algorithm. The Residual Space captures any residual
discriminant information present in the training vectors. We combine all these
bases to obtain V,
V = [V1 V2 · · ·VK V0] (7.2)
and now we describe some useful theorems of MMDA as follows.










= +∞, and the
dimension of Vi is Ci − 1
Theorem 2 For each training sample, x˜i, the projection to subspace Vi is equal
to the projection of the class mean to Vi. Mathematically,
(Vi)>x˜i = (Vi)>m˜ik, ∀x˜i ∈ Lik. (7.3)
Theorem 3 For Vi and Vj ,(Vi)>Vj = 0, if i 6= j.
The proof of those theorem can be seen in [Sim et al., 2009]. From these
theorems, we may deduce several important facts:
1. From Theorem 1, the projection of any vector onto Vi has only Ci − 1
coefficients. These are the parameters that control the facial attributes.
2. Also from Theorem 2, after projection, the intra-class variance is zero
because λw = 0. This property allows us to capture the essence of “Asian-
ness” or “Female-ness” in a single vector.
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3. From Theorem 3, the V matrix is orthogonal and thus invertible. This
makes MMDA suitable for both analysis and synthesis of face images.
Let us take the second attribute, race, as an example here. There are three
classes in race, thus we will obtain two dimensional subspace, (V2). The pro-
jection of all samples in training samples would have only three possible values.
One is for young, one is for middle-aged, and the other is for the old. All the
with-in class variance is eliminated to 0. In other words, each class will be
aggregated into a single point in such subspace. Therefore, we can manipu-
late the projection parameter so that the samples have corresponding semantic
meanings.
SemanticFace Decomposition
Given a new vector x and trained orthogonal vector V, it may be decom-
posed using Equation (7.4) to yield the parameter vector y.
y = V>P>x (7.4)
Recall from previous section that we have M = 3 modes (= facial at-
tributes), i.e. gender, age and race. Gender can take one of two labels: Male or
Female; race can be Caucasian, African, or Oriental; and age is either Young,
Middle-aged, or Old. Decomposing any training face xi using Equation (7.4) to
get its parameter vector yi gives:









From the above theorems and deduced facts, we further conclude:
1. The scalar gi can only take on two constant values: G1 orG2, representing
Male and Female, respectively.
2. The 2D vector ri can only take on three constants: R1,R2, or R3, repre-
senting Caucasian, African, and Oriental, respectively.
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3. Likewise, the 2D vector ai can only take on three constants: A1,A2, or
A3, representing Young, Middle-aged, and Old, respectively.
4. The remaining vector si controls Residual Space.
In essence, these constant scalars and vectors capture the average appear-
ance of Male, Female, Young, Old, etc. Therefore, to alter the facial attribute of
a novel face which is not in the training set x˜, we simply perform the following:
1. Decompose x˜ using Equation (7.4) to get parameter vector y˜.
2. To change gender, set its gender parameter to either G1 or G2.
3. To change age, set its age parameter to either A1,A2 or A3.
4. To change race, set its race parameter to either R1,R2 or R3.
5. Reconstruct using Equation (7.6) to produce x˜.
Furthermore, we can control the intensity of the change. For instance, we
can set the age parameter to σA3. By varying σ, we will vary the appearance of
Old.
Synthesis
Given an altered parameters, synthesis is achieved using
x = PrVy (7.6)
where Pr reverses the whitening and PCA operation of P. The output of
SemanticFace synthesis is a face encoded vector x˜: the first Da values contain
the new appearance of the face, while the remaining Ds values are the new
coordinates of the facial landmarks. We now re-arrange the first Da values back
into a 2D image, and then apply Thin Plate Spline using the new coordinates to
unwarp the face into its new shape.
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7.2 Visualization: SemanticFace
For more insight, we may visualize the column vectors in the SemanticFace

















Figure 7.3 displays these 17 column vectors as images. As described per-
viously, the first 5 parameters control the gender, race, and age attributes, re-
spectively. Therefore, the corresponding columns q1, . . . ,q5 should somehow
encode these attributes as well. This is clearly evident in the first row of Fig-
ure 7.3. The remaining faces encode information in the Residual Space, contain-
ing identity, and any remaining image variation. Hence, we term these vectors
Semantic Faces, since they capture the semantics of facial attributes. Further-
more, these vectors form a Semantic basis for the set of face images: taking
arbitrary linear combinations of these vectors will generate faces with different
amounts of gender, race, and age attributes. Figure 7.3 displays these 17 column
vectors, each column in V regarded as one image.
Note that this basis is not orthogonal. It is easy to show that Q>Q =
V>DV 6= I unless D = I. Here, D is a diagonal eigenvalue matrix obtained
from the PCA operation of P. Nevertheless, because V is orthogonal, Seman-
ticFace still allows us to alter the facial parameters independently of one another.
To further illustrate SemanticFace, consider the vector G1q1. This creates
the average Male face (Figure 7.4). Changing this to G2q1 creates an average
Female face. Increasing the scalar to 1.5G1 or 1.5G2 makes the face more Mas-
culine or Feminine, respectively.
For race, the three races, Caucasian, African and Oriental, are encoded by
two prototype faces, q2,q3. By taking particular linear combinations, w2q2 +
w3q3, we will get back the three races, as shown in Figure 7.5. Here, the parame-
ters w2, w3 are fixed constants learned from MMDA, and depend on the training
data. We may control the intensity of the perceived racial attribute by multiply-
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(a)
(b)
Figure 7.3: (a) Semantic faces: the columns q1, . . . ,q17 in Equation (7.7) vi-
sualized as images. The first row images appear to encode gender (1st face),
race (2nd and 3rd faces), and age (4th and 5th faces), respectively. The other 12
encode identity and any residual image variation. (b) The 18 training images: 2
genders × 3 races × 3 ages.
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Figure 7.4: By changing the sole parameter of q1 (the gender Semantic Face),
Male and Female faces are synthesized. Varying this parameter also makes the
face appear more or less Masculine (or Feminine).
ing the parameters with σ: σw2, σw3, as shown in the Figure. Moreover, we can
generate mixed ethnicity faces by adjusting the parameters appropriately.
Finally, we may perform a similar visualization for age. Age is controlled
by two prototypes: q4,q5. Again, we synthesize different combinations of
σ(w4q4 + w5q5) to get the picture shown in Figure 7.6.
In summary, SemanticFace provides a semantic basis with which we decom-
pose a face into its gender, race and age attributes, as well as synthesize new
faces with desired new attributes. This permits a discriminability and flexibility
not found in other subspace decomposition techniques, such as AAM [Cootes
et al., 2001], 3D Morphable model [Blanz and Vetter, 2003], Eigenfaces[Turk
and Pentland, 1991], Fisherfaces [Belhumeur et al., 1997], Laplacianfaces [He
et al., 2005] and Tensorfaces [Vasilescu and Terzopoulos, 2002].
7.3 Privacy Scheme
7.3.1 Identity Alteration
How do we alter identity? There does not seem to be any explicit identity
parameter in Equation (7.5). The answer lies in si, the parameter that controls
Residual Space. Identity is a tricky concept. It includes gender and race, but
not age. For instance, we can talk about an older or younger Michael Jackson,
but there is no such thing as a Female Michael Jackson, or an Oriental Michael
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Figure 7.5: The 3 races of Caucasian,African and Oriental are encoded along
the three blue axes in a 2D subspace spanned by q2,q3 (the Semantic Faces for
race). By taking suitable linear combinations of these vectors, we may intensify
the racial appearance, and even synthesize new, mixed races.
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Figure 7.6: By varying σ(w4q4 + w5q5), we generate Young, Middle-aged and
Old faces. Increasing σ changes the apparent youthfulness or “oldness” of the
face.
Jackson. In terms of SemanticFace, identity is a label that cannot be applied on
a vector independently of race or gender. Thus there is no identity parameter
in SemanticFace. This is not a flaw of SemanticFace; rather, it is a reflection
of the fact that identity is not independent of race or gender. Thus the only
parameter left for alteration is si. SemanticFace theory assures us that Residual
Space captures any remaining discriminant information that is not captured in
the other subspaces. This would include identity, illumination, facial expression,
and so on. Since our training images are all frontally illuminated, frontal faces
with neutral expression, the main thing captured in Residual Space must be
identity. Hence, to alter identity, we may simply replace si with, say, −σsi.
This “reverses” identity, with σ controlling the intensity of reversal. This is how
Figure 1.3 was produced.
Finally, note that altering identity need not be an all-or-nothing affair. We
could exaggerate or diminish one’s identity simply by increasing or decreasing
the L2 norm (magnitude) of si (Figure 7.7). This allows for more subtle control
of identity.
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(a) Norm = 0.125 (b) Norm = 1.0 (c) Norm = 2.5
Figure 7.7: Identity change need not be all-or-nothing. We may exaggerate
(c) or diminish (a) one’s identity by altering the vector norm in Residual Space.
Each row shows one person, while each column alters the norm of his/her iden-
tity vector.
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7.3.2 Privacy Guarantees
It is clear that the above method to alter identity by negating the Residual
Space parameter, s, is easily reversible. This defeats our privacy protection. To
truly protect privacy, we can employ any of the following schemes:
1. Add a random vector w to s. This makes the identity alteration non-
deterministic and thus irreversible.
2. Always set s to 0. Figure 7.8 shows this procedure, demonstrating that
we can irreversibly alter identity but retain other attributes. In effect, this
achieves ∞-anonymity, an extreme form of k-anonymity. In general, to
k-anonymize a set of M faces: first, group them into L = bM/kc groups;
in each group, compute the average identity parameter of all faces in that
group; then replace each face’s identity parameter with its group average.
3. The above also achieves L-diversity. Alternatively, the L vectors may
first be chosen by sampling Residual Space, and for every face to be
anonymized, setting its identity parameter to one of these L vectors in
a uniformly random manner.
Indeed, by viewing the parameter vector y of Equation (7.5) as a row in a rela-
tional table, the protection mechanisms of k-anonymity and L-diversity may be
readily applied to all other facial attributes as well. Likewise, any desired proba-
bility distribution on the facial attributes can also be easily enforced, e.g.ensuring
that 10% of synthesized faces be African, 15% be Oriental. This fulfills the t-
closeness criterion Li et al. [2007]. In other words, our method can provably
guarantee the privacy of altered faces.
7.4 Experiments & Discussion
How good is SemanticFace? More precisely, we are answering the follow-
ing questions:
1. When SemanticFace alters a facial attribute, say, gender, is this change
effective?
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A B C D
A′ B′ C ′ D′
Figure 7.8: Irreversible identity alteration: A and B are clearly 2 different
persons with the same sex, race and age. Their identity parameter is set to 0,
yieldingA′ andB′ respectively, which look alike. Similarly forC,D andC ′, D′.
Face++ confirms that A′ and B′ are the same person, as are C ′ and D′; however,
A′ and C ′ are different people. Face++ provides API to verify the identity in
two images, and it provides API to predict the attributes of a face image as well.
In this test, Face++ is used in the verification mode with two input images.
2. When SemanticFace alters a facial attribute but retains others, are the un-
changed attributes unaffected in the image?
3. Does increasing the intensity of a parameter manifest in a corresponding
increase in the attribute?
4. When SemanticFace alters identity, is it effective?
We will evaluate the effectiveness of SemanticFace by running a Change
Detector (CD) that compares an original face image with its altered image. This
is a reasonable approach, since our motivation for this work was to protect pri-
vacy while allowing visual analytics (i.e. other computer vision algorithms) to
function normally.
Evaluation metric
We build several Change Detectors (CD), one each for identity, gender, race
and age. Each CD accepts two inputs, an original face image plus its altered
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version, and outputs “Changed” if it judges that the two images differ in that
particular attribute; otherwise it outputs “Unchanged”. All our CDs are built
using Face++, a commercial face attribute classifier. Once we have our CDs, it
would be a simple matter to run them on our test cases. This would give the raw
performance of SemanticFace. However, our CDs are not perfect; they make
errors. How then can we be sure that the judgment of our CD is a true statement
of our method, and not an inherent error? We proceed as follows. Let β be the
probability that our method correctly alters a facial attribute. Also define the
following:
Let y be the probability that SemanticFace correctly alters a facial attribute.
Also we define the following:
1. tp to be the true positive probability, i.e. when the input image pair cor-
rectly differ in an attribute and the CD says “Changed”.
2. fp to be the false positive probability, i.e. when the input image pair do
not differ in an attribute but the CD says “Changed”.
3. α to be the observed changed rate,i.e. the fraction of time the CD outputs
“Changed”.
From these definitions, we may derive:
β =
α− fp
tp − fp (7.8)
Equation (7.8) allows us to compensate the raw performance of our method (α)
from the inherent errors of the CD (tp, fp).
To estimate the inherent errors, we generate a separate ground-truth set
of about 130K image pairs. Specifically, for gender, we choose 182 male im-
ages and 196 female images from Label Face in the Wild [Huang et al., 2007];
for age, we choose 63 young, 69 middle-aged and 63 old from Morph age
database [Ricanek and Tesafaye, 2006] and YAMAHA Gender and Age (YGA)
database [Fu and Huang, 2008]; for race, we choose 92 Caucasian, 92 African
and 92 Oriental face images from the Productive Aging Laboratory (PAL) Face
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Figure 7.9: Inherent errors of the Change Detectors.
Database [Minear and Park, 2004] and CUHK Face Sketch Database [Wang and
Tang, 2009]. If Face++ gives the same attribute for the input two images, the
change detector will output unchanged; if Face++ gives the different attribute
labels, the change detector will output changed. The performance of our change
detectors is as shown in Figure 7.9. The true positive rates (tp) for gender, race
and age CDs are estimated to be 0.90,0.93 and 0.83, respectively; while the false
positive rates (fp) are 0.11,0.16 and 0.30, respectively. This shows that all CDs
have good performance.
Experiments on single attribute change
To answer the first and second questions at the beginning of this section, we
changed one attribute while retaining the other two attributes. For experimen-
tal data, we choose 18 training images and 12 testing images from YAMAHA
Gender and Age (YGA) database [Fu and Huang, 2008], the Productive Ag-
ing Laboratory (PAL) Face Database [Minear and Park, 2004] and CUHK Face
Sketch Database [Wang and Tang, 2009]. Those images are not overlapped with
the experimental images to evaluate the inherent errors of Face++. In this ex-
periment, we generated 120 pairs for gender change, 180 pairs for race change
and 180 for age change. All the three CDs were then used to measure the raw
performance,α, from which we used Equation (7.8) to compute the compensated
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Gender+Race Gender+Age
Intensity σ Gender Race Age Gender Race Age
1.0 0.45 0.52 0.23 0.55 0.26 0.71
2.0 0.60 0.60 0.68 0.53 0.25 0.82
Race+Age All 3 attributes
Intensity σ Gender Race Age Gender Race Age
1.0 0.39 0.54 0.77 0.36 0.47 0.72
2.0 0.33 0.72 0.88 0.50 0.71 0.82
Table 7.1: Actual “Changed” Rate (β) for multi-attribute change.
performance, β. Figure 7.10 shows these plots.
Looking at the “Gender Change” rows in this figure, we can see that when
gender (only) is changed, the Gender CD reported consistently higher β values
at all intensity levels (in bold) than the other CDs. This means that the perceived
gender in the face is indeed changed, while its race and age remain unchanged.
The other rows show the performance for race-only, and age-only changes. In
other words, our method is effective in changing facial attributes, as well as in
retaining attributes. The β values that ought to be high are indeed high, while
those that ought to be low are low.
Experiments on multiple attribute change
We next examine the effect of changing two or more facial attributes. In
this experiment, we generated 120 pairs for gender and race change, 120 pairs
for gender and age change, 180 pairs for race and age change, and 360 for triple
attribute change. Table 7.4 summarizes the β values. Again, the conclusion is
that altered attributes are effectively manifested in the image, and detected as
such by the Change Detectors. Likewise, any unaltered attribute is usually de-
tected as unchanged by the corresponding CD. Finally, increasing the intensity
does increase the β values, as expected. The results are not perfect, however.
The entry in italics (0.68) show that changing both gender and race at a high
intensity (σ = 2.0) appear to cause a change in age as well.
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5 10 15 20 25
Gender 0.5 0.625 0.75 0.875 1
Race 0.313498 0.313498 0.313498 0.313498 0.313498














5 10 15 20 25
Gender 0.3125 0.375 0.3125 0.375 0.1875
Race 0.249098 0.249098 0.120299 0.120299 0.249098














5 10 15 20 25
Gender 0.375 0.3125 0.4375 0.375 0.3125
Race 0.571097 0.635497 0.699897 0.764297 0.893096














Figure 7.10: Plots of probability β versus intensity levels for single-attribute
change in gender, age and race, respectively, from top to bottom. These plots
show that SemanticFace is effective in changing an attribute, and also in retain-
ing the other two attributes.
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Intensity σ 0.5 1.0 1.5 2.0
Average Confidence 0.9137 0.943 0.951 0.966
Table 7.2: Average confidence values returned by Face++ at different intensi-
ties of identity change.
Experiments on identity change
Actually the identity change can be easily observed in our experimental
results. In this experiment, we randomly generate 160 pairs of results. We asked
5 volunteers to compare the identities in randomly selected 20 pairs of images.
All volunteers claimed the identity change for all the cases. This is expected.
Besides human evaluation, we also conducted an experiment by using Face++
matcher to test the identity change on all pairs. Figure 1.3 shows two examples.
The identity CD output “Changed” for all input. That is, α = 100%. If we
scrutinize the confidence values returned by Face++, we see that at all levels of
intensity, these values are very high (Table 7.2). This shows that our method
succeeded in changing facial identity.
Experiments on interesting faces
Finally, to demonstrate the power of SemanticFace, we run SemanticFace
on some famous faces in the wild: the African pop star Michael Jackson and
a Na’vi alien from the movie Avatar. Figure 7.11(a)(middle) shows Michael
Jackson when he was young and still considered Black. The left face is Oriental
version of Jackson, while the right face is the Caucasian, i.e. White, version.
On the other hand, Figure 7.11(b) shows the result of altering the race of the
Na’vi alien (leftmost) to Caucasian, African, and Oriental, respectively. There
are significant shape distortions in the altered faces, due to the non-human alien
face.
7.5 Discussion
1. From all these experiments, we can conclude that SemanticFace is ef-
fective at altering the facial attributes of gender, race, age, and identity
103
CHAPTER 7. PRIVACY PROTECTION VIA SEMANTICFACE
(a)
(b)
Figure 7.11: (a) Race alteration on Michael Jackson. (Left)Oriental MJ. (Mid-
dle) Original MJ. (Right) Caucasian MJ. (b) Race alteration on Avatar alien.
(Left to right:) Alien, Caucasian, African, Oriental. The alien’s non-human face
resulted in excessive shape distortions in the results.
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whether singly or in different combinations. The fourth question is an-
swered in the affirmative by Table 7.2; while the first three are are all
answered in the affirmative by Figure 7.10 and Table 7.4.
2. We could not compare with existing works because ours is the first to se-
lectively alter some facial attributes while retaining other attributes. There
is no prior work to compare to.
3. We cannot claim to have solved the problem of protecting privacy in
videos. This is because in real videos, faces may not always be frontal.
Our SemanticFace currently works on frontal faces only. Moreover, there
is the problem of hair (head and facial hair), clothes, and accessories such
as jewelry, handbags, etc. All these contrive to reveal the identity of the
person, even if the face is unrecognizable.
7.6 Summary
We present SemanticFace, a method that decouples parameters that con-
trol different facial attributes such as gender, race, age, and identity. Applying
MMDA on our face encoding scheme results in a Semantic basis with which
we may decompose a face into its gender, race and age attributes. In turn, this
permits the synthesis of novel faces with new, desired attributes. Moreover, pri-
vacy protection mechanisms, such as k-anonymity, L-diversity, t-closeness, are
easily incorporated into our method, thereby providing provable guarantees on
our altered faces. In the near future, we intend to get human volunteers to assess
the quality of our altered images.
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Conclusions and Future Work
In this thesis, we investigated two challenges in face recognition, how to
distinguish between twins and how to protect privacy. Identical twins question
the performance of face recognition, while privacy protection challenges the
wide usage of face recognition. Either of these two aspects may cause severe
identity crisis. For twins, instead of conventional appearance based approaches,
we proposed to utilize expression, talking profile, ear and voice to differentiate
twins. For privacy protection, we proposed to selectively alter/preserve facial
attributes to protect privacy via SemanticFace based on a multilinear discrim-
inating analysis so that the preserved attribute can keep the necessary visual
analysis system working. We give a detailed summary of these two topics and
recommend some future works, respectively.
8.1 Identical Twins
Our work presents an insightful study on identical twins recognition. In
total, we propose four approaches including deformation pattern in expression,
talking profile, ear and voice to distinguish between identical twins. All these
approaches are shown to be more discriminating than conventional appearance
based approaches for identical twins. Among these four approaches, voice bio-
metric is found to be the most discriminating in our database, followed by ear
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biometric, talking profile and expression in descending order. These four ap-
proaches can be utilized in different application scenarios. When the twin sub-
ject is captured in near frontal view with expression, we may use deformation
pattern as biometric. This approach is feasible to airports or banks when the
twin subject stands in front and his/her identity need to be verified. When the
twin subject is under interview, speech or talking, we may use talking profile to
recognize them. When the subject is speaking in a relatively clean environment,
such as on phone lines, we may use voice biometric. When the twins are found
in profile view and we can clearly capture his/her ear imaging, we then may use
ear biometric.
1. For our work about expression, we utilized the Right-Cauthy tensor to ex-
tract the skin deformation pattern during expression as a feature to recog-
nize twins. The experimental results showed that the newly proposed de-
formation pattern was capable of identifying identical twins with Twins-
EER being 0.18, which outperformed appearance-based approaches with
Twins-EER being 0.32. Our work actually raises new hope in utilizing fa-
cial motion as a biometric to distinguish between identical twins. Further-
more, the experiments on the Cohn-Kanada and the BUEF-4D databases
verify that the deformation feature on expression has discriminating abil-
ity on the general population as well and it is much better than another
motion feature, named sparse displacement.
2. For our work about talking profile, we proposed a framework which ef-
fectively used identity-related abnormalities with temporal order in mo-
tion sequences to recognize twins. Our approach fused six types of week
motions together into a strong classifier to recognize twins with the best
Twin-EER being 0.08 on our twin database. It was worth noting that the
talking profile was much better than the local deformation pattern. This
may be attributed to the fact that talking profile consisted of multiple types
of facial motion, including rigid motions of head and non-rigid motions
of pupil and mouth, while the local deformation pattern only contained
a single type of facial motion. Our further experiments on the YouTube
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non-twin database indicated the potential of talking profiles to be a soft
biometric for the general population as well.
3. For our work on voice, we proposed to use the Gaussian Mixture Model
to model the voice spectral pattern to distinguish between identical twins.
We examined nine vocal features with the best Twin-EER being 0.05. The
audio pattern is formed through learning after birth, therefore identical
twins have different voice patterns. Among all vocal features, MFCC
turned out to be the best feature for both text-dependent setting and text-
independent setting. We further proved that the accuracy can be improved
via fusion of voice biometric and facial appearance.
4. For our work on ear biometric, we made use of both shape and appear-
ance of ears extracted through Siftflow registration as features to recog-
nize twins. Our experimental results demonstrated that we can accurately
identify twins with Twin-EER being 0.07. We also showed the robustness
of our algorithm against the variations of resolution, noise, and occlusion.
Those results suggest that ears can be considered not only as a powerful
identification feature among general subjects, but also among identical
twins.
It is acknowledged that there are some limitations in our works. First, our
twin database is not large and the database is collected within one day. This
may introduce some bias to our conclusion. We would like to validate our find-
ings by collecting more twin data by ourselves or searching the public twin
databases. Secondly, for expression work, despite the improvement of sparse
displacement and appearance, the error rate of our algorithm is still relatively
high and our computational workload is very heavy. We should explore whether
feature learning technique can be applied to our approach to boost the accu-
racy and efficiency. Moreover, our approach still requires the cooperation of the
subjects. Is it possible to eliminate this constraint to make our algorithm more
practical? A potential way is to apply our approach to 3D. Thirdly, for talking
profile, at the current stage, during talking profile computation, we encouraged
subjects to perform face and head motion in a natural free talking, while dis-
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couraging face and head motion in some specific tasks, such as slapping one’s
face. Nevertheless, in practical scenarios, it is very important yet very challeng-
ing to separate the natural motions with accidental motions. This is, to eliminate
the effect of motions caused by the environment instead of the subject habit. Fi-
nally, though our focus in this thesis is identical twins, we still look forward to
building a multimodal system by fusing one or more of our proposed approaches
with conventional appearances approaches, so that both twins and the general
population can be recognized.
8.2 Privacy Protection
We present SemanticFace, a new privacy protection scheme, to selectively
preserve attributes and hide identity simultaneously. Existing methods that alter
face images to conceal identity inadvertently also destroy other facial attributes
such as gender, race or age. These attributes may be useful for the visual analyst
systems to provide personalized recommendation. This all-or-nothing approach
is too harsh. Instead, we propose a flexible method that can independently con-
trol the amount of identity alteration while keeping unchanged other facial at-
tributes. We apply a subspace decomposition onto our face encoding scheme,
effectively decoupling facial attributes such as gender, race, age, and identity
into mutually orthogonal subspaces, which in turn enables independent control
of these attributes. Our method is thus useful to alter facial identity while re-
taining other attributes. In this case, our scheme can be useful for reaping the
benefits of surveillance cameras while preventing privacy abuse.
Nevertheless, several points still require further efforts in future. Firstly,
it would be interesting to customize alteration of coefficient for residual space.
In current scheme, the desired attribute is obtained via altering coefficient of at-
tribute subspace to the class mean of desired attributes. Considering that resid-
ual space has much higher dimension than attribute subspace, we can adjust
coefficient of residual space by maintaining the geometry structure of residual
subspace in original residual subspace. Secondly, we may also test how Seman-
ticFace perform when we only manipulate on residual subspace. Thirdly, under
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current scheme, the training sample is fixed. This can be improved via gener-
alizing more sub-class, or when we alter coefficient, we can refer more training
samples. Last, our experiment is conducted purely on a commercial SDK. We
would like to test how humans evaluate our results.
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