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We show that the extent of training in exchange-biased systems can be strongly influenced by the field
cooling procedure. This phenomenon is revealed by comparing the behavior of the system in two different
magnetic configurations: cooling the system in a remanent state without an external magnetic field state I
results in a suppression of the training effect, whereas the same sample being field cooled state II exhibits a
clear training response. Interestingly, by cooling the sample in a critical field HFC close to the coercive field HC
of the ferromagnet, we find a peculiar situation with a coexistence of states I and II. By using a depth-sensitive
polarized neutron reflectivity technique, we can establish a clear correlation of the reversal mechanism with
either the untrained or trained state.
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I. INTRODUCTION
Direct exchange coupling across the interface between a
ferromagnet FM and an antiferromagnet AF gives rise to
magnetic proximity effects. These usually affect the mag-
netic behavior of both the FM and AF, for example, with
respect to the ordering temperatures, or the magnitude and
orientation of the magnetic moments. In particular, the inter-
facial exchange coupling can “lock” the magnetization into
the FM in a well-defined direction. This effect, which in a
phenomenological picture takes the form of a unidirectional
magnetic anisotropy is also known as exchange bias.1 The
exchange biasing is usually established and controlled by
heating the FM/AF system above and subsequently cooling it
below the blocking temperature TB of the AF—generally in
the presence of an external field HFC. By means of this field-
cooling procedure the spins at the FM/AF interface are “fro-
zen” in a predefined direction. Exchange biasing has a sig-
nificant technological importance as it is widely employed to
define reference magnetization directions in spin-valve ele-
ments and magnetic tunnel junctions, which are key devices
in magnetic sensorics and high-density magnetic data stor-
age.
The basic mechanism of exchange bias with respect to its
magnetization reversal symmetric and asymmetric is fairly
well understood for model systems2 or in general.3 However,
a comprehension of many other interesting aspects such as
the distribution of uncompensated spins at the interface and
the exchange interaction of the FM with the uncompensated
spins4,5 still remains elusive for half a century now. The phe-
nomenon of exchange bias depends predominantly upon the
state of the interface, at which the AF-FM spins are frozen
in, as they are field cooled, provided that the AF domain size
remains unchanged with respect to its initial state. An irre-
versible pinned AF interface magnetization arising from the
volume domains stabilized by the defects in the AF has been
a crucial ingredient in explaining the origin of the effect.6
The magnetization state of the FM can be modified by an
external magnetic field HFC applied during the cooling/
growth of the interface. Thus, the strength of HFC determines
the bias field HEB values and can also influence the mag-
netization reversal process. CoFM /CoOAF bilayers are
among the most widely studied systems,7–10 and exhibit the
typically observed “negative exchange bias” a shift of the
hysteresis loop in the direction opposite to HFC. This is
shown in Fig. 1a, where a cooling field of HFC=−4.0 kOe
was used and the hysteresis loops for the first and second
field cycles have been measured. Thus, this result is a typical
example of exchange bias being determined by the strength
of the cooling field.
However, it has also been shown explicitly,11,12 that it is
the magnetization state of the FM caused by the external
field rather than the cooling field itself, that defines the inter-
face coupling in AF-FM systems. This is an important con-
ceptual aspect, because it means that locally the direction of
the exchange bias is determined by the direction of the FM
domain magnetization. If we consider an inhomogeneous
magnetization distribution, i.e., a magnetic domain pattern in
the FM, the resulting exchange bias will show up as an av-
erage over the domain magnetization directions. Such a do-
main structure can be easily obtained by cooling the system
in zero or a weak magnetic field. In a very simplified picture,
we can assume the magnetization state of the FM to decay
into domains with magnetization directions  or anti- to the
applied field direction, thereby resulting in two locally vary-
ing exchange-bias directions. This situation can be used to
control the amount of loop shift as the relative amount of one
type of domains dominates over the other. As a consequence,
the exchange bias shift can be tuned either by cooling in zero
field path I or by the strength of the cooling field path II.
Technologically the magnetization reversal mechanisms for
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the two states—which can have similar bias fields, but can be
controlled by two different cooling processes—may be cru-
cial, as both pathways I and II can be employed to achieve
exchange biasing before and after the device fabrication.
So far we have only considered a symmetric reversal
mechanism. Interestingly, also an “asymmetric” reversal
mechanism has been observed in bilayers during the first
field cycle, meaning that the loop shapes for the decreasing
and increasing branch differ. This dependence on the mag-
netic history appears, for example, when domain nucleation
and wall motion nonuniform reversal occur along the de-
creasing branch and magnetization rotation uniform rever-
sal occurs along the subsequent increasing branch of the
hysteresis loop. This difference between subsequent partial
magnetization reversal loops is called the “training effect,”
an example of which is given in Fig. 1a. The change in
loop shape from the first to the second field cycle is obvious.
Note that in this example the loop starts at negative satura-
tion. Therefore, the increasing branch must then already be
considered as trained,13 as it is the second half of the first
cycle. On the other hand, during the second field cycle, the
magnetization reversal is always symmetric and uniform.14
With respect to technological applications, controlling the
training effect is important for the device performance.
There are only a few experimental techniques, which can
address the magnetic aspects in both ferromagnets and anti-
ferromagnets, and they employ either synchrotron radiation
or neutrons. In particular, depth sensitive neutron scattering
under grazing incidence with polarization analysis PNR has
been proven decisive for the identification of reversal mecha-
nisms in exchange bias systems.7,14–16 Due to the interaction
between polarized neutrons and magnetic moments in the
specimen, PNR is sensitive to the in-plane magnetization for
a homogeneous film. We define the longitudinal magnetiza-
tion component as parallel to the applied field direction
M cos A and the transversal magnetization component as
perpendicular to the applied field direction M sin A, where
A is the angle between the magnetization M and the applied
field Ha. Neutron scattering with polarization analysis can
discriminate the longitudinal and transverse components of
the magnetization. In the experiment four different cross sec-
tions can be distinguished, namely, the nonspin flip NSF
R++ and R−− and spin flip SF channels R+− and R−+.
Here  and  signs are used to distinguish the intensity
contributions R representing a polarization component  or
anti- to the guiding field, respectively. R++/−− contains the
sum/difference between the nuclear and magnetic scattering,
whereas the SF signal contains only the magnetic informa-
tion. A magnetization rotation is identified by a significant
increase in the specular SF reflectivities, which corresponds
to the formation of in-plane magnetization components de-
veloping perpendicular to the guiding field Ha, which is ap-
plied collinear to HFC. On the other hand, magnetic reversal
by domain nucleation and propagation does not provide en-
hanced SF intensities, because the local magnetization M is
always collinear to Ha.
In this paper, we show that the training effect can be
strongly influenced by the field cooling procedure. For HFC
HC the coercive field of the ferromagnet, one may achieve
a special situation with a coexistence of two FM states: the
first one is similar to the multidomain state determined by
the FM magnetization at TB when the system is cooled with-
out any field, whereas the second state is determined by the
presence of a cooling field, i.e., a single domain state. PNR
has been used to probe the magnetization reversal of buried
moments at the interfaces in this particular situation, reveal-
ing different reversal mechanisms for the two different states
of the FM.
II. SAMPLES AND EXPERIMENTAL DETAILS
We have investigated multilayers of the composition
SiO2 / Co9.0 nm /CoO7.0 nm /Au25.0 nm16 for the
untrained and trained state with different field-cooling op-
tions. The multilayer structure has been chosen in order to
enhance the signal of the neutrons scattered off the FM/AF
interface. The thick Au spacer layer ensured that we have a
sequence of comparable interfaces throughout the thickness
of the multilayer. This was also confirmed by x-ray reflec-
tivity measurements. The polycrystalline samples were pre-
pared by dc-magnetron sputtering of Co and Au, and by us-
ing our standard ultraviolet UV light-assisted oxidation
procedure.7,8 Magnetization loops were measured by means
of a superconducting quantum interference device SQUID
at 10 K after field cooling in different external fields from its
positive remanent state after saturating in a positive field at
room temperature to 10 K, i.e., well below the blocking tem-
FIG. 1. Color online SQUID hysteresis loops of
Co /CoO /Au16 ML during the first solid symbol and second field
cycles open symbol for HFC of −4.0 kOe, −50 Oe, −20 Oe, and
0 Oe. The closed black circles in panel c indicate the fields of
neutron measurements shown.
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perature TB220 K of CoO.7 The coercive field of the mul-
tilayers was determined as HC18 Oe at room temperature
RT.
The PNR data have been measured at AMOR at the Swiss
spallation neutron source SINQ of the Paul Scherrer Insti-
tute PSI.19 All four polarization channels of the specular
reflectivities were recorded by a single 3He detector at dif-
ferent external fields Ha. The measurements were performed
in time-of-flight TOF mode for two different incident
angles 0.4° and 1.0° covering the normal wave vector trans-
fer Q= 2 sini+sin f range from 0.005 to 0.1 Å−1. In
specular geometry the angle of incidence i equals the final
angle  f, and  is the wavelength from the spectrum selected
by the chopper system. All measurements have been done
after the sample was cooled to 10 K from room temperature
by a closed-cycle refrigerator in the presence of defined cool-
ing field provided by an electromagnet.
III. RESULTS
A. Hysteresis loops
Figures 1a–1d shows the SQUID hysteresis loops for
different magnitudes of the cooling field. During the first
cycle of the field sweep, at HFC=−50 Oe blue curve, the
FM magnetization is almost completely aligned along the FC
direction 65% of saturation magnetization at remanence as
compared to 80% for HFC=−4000 Oe. The pinning direc-
tion in the AF is determined by the exchange coupling. This
results in a “negative shift” of the loop, which is typically
observed in these samples. Furthermore, during the second
cycle, we see a decrease in the magnitude of the exchange
bias from the value that has been observed during the first
cycle. This behavior is related to the training effect.13 Here
also, the decreasing branch first half of the first cycle is
untrained nonuniform reversal and increasing branch sec-
ond half of the first cycle is trained uniform reversal.
For HFC=0 Oe black curve, a shift in the hysteresis loop
first cycle is observed after cooling the system in the posi-
tive remanent state +mR of the FM. This shift is very simi-
lar to what has been reported earlier11 and is usually ob-
served when samples are cooled in positive fields. One may
note that as we always start our field sweep from negative
saturation, the state of the system during its first field cycle
must be considered already trained in the present case the
system is cooled from a positive remanent state. We can
observe an untrained state only, if the cooling field points
into the same direction as the starting field for the hysteresis
cycle. This may explain, why we do not observe any further
training during the subsequent second field cycle.
One may note that when the cooling field is more than the
coercive field of the specimen at RT, as in cases shown in
Figs. 1a and 1b, then the cooling field is pointing into the
same direction as the starting field negative in this case and
we observe an untrained state during the first half of the first
cycle. However, such is not the case when the cooling field is
close to or below the coercive field Figs. 1c and 1d. Here,
we have to consider the remanent states +mR or −mR of the
FM which become the deciding factor. Thus the decreasing
branch first half of the first cycle shows a trained state
uniform reversal behavior as we have cooled the system
from +mR.
However, even when we cool the system in the −mR state
of the FM magnetization, we do not observe any net training.
SQUID hysteresis loops of the multilayer during the first and
second field cycles for HFC=0 Oe are shown in Fig. 2. The
loops correspond to the zero-field cooling state after positive
saturation +mR and negative saturation −mR at room tem-
perature, respectively. The loops for +mR are already trained
as explained earlier, while the loops for −mR—though un-
trained during the first cycle first half of the first cycle—do
not show training at all. The observation of a macroscopic
training from a comparison of the hysteresis loops is a usual
feature in exchange bias system.17 Therefore, this suppres-
sion of training for zero-field cooling is surprising and inter-
esting. It indicates that the state of the interface is virtually
unaffected by the field cycling, as long as the sample has not
been subjected to a cooling field. This suppressed training for
zero-field cooling can therefore be used for controlling ex-
change bias systems even after the device fabrication and
this can be applicable for any number of field cycles.
A particularly interesting behavior appears for a configu-
ration, where the system had been cooled from +mR with
HFC=−20 Oe green curve, i.e., close to the coercive field
HC of the layers. From the shape of the hysteresis loop first
cycle one can derive that the magnetization reversal must
involve two different pathways: in the upper part of the loop
the curve is shifted opposite to the cooling field orientation
identified by the usual negative shift, while in the lower
part the curve is basically unaffected by the increase in HFC.
This could be due, for example, to two different types of
domain configurations, i.e., in the extreme case a single-
domain vs a multidomain state. When the cooling field is
increased from zero to HFCHC, an equal population of
two micromagnetic configurations is to be expected. There-
fore, the negative shift of the upper component can be attrib-
uted to the usual pinning of the uncompensated AF spins to
the exchange field of the FM, which is aligned by the
strength of the cooling field.18 The lower component, on the
other hand, still retains the zero-field cooling state, as the AF
FIG. 2. Color online SQUID hysteresis loops of
Co /CoO /Au16 ML during the first solid symbol and second field
cycles open symbol for HFC=0 Oe. The loops correspond to a
zero field cooling state after positive saturation and negative satu-
ration at RT.
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spins are coupled to the initial magnetization state of the FM
at TB. This is even more clear as we follow the second field
cycle. Here, the upper component is seen to be trained, while
the lower component is virtually unaffected by the field cy-
cling just as it was seen for the zero-field cooling case when
the sample was already trained during the first field cycling.
Therefore, we can differentiate between the two types of
interface exchange coupling and exchange biase contribu-
tions forming in our experiments: one that is determined by
the strength of the cooling field HFC DFC and a second one
D0, which is established without a cooling field at all.
With the increase in cooling field strength, HFC
−20 Oe, the minimum energy configuration realized for
zero-field cooling is altered, leading to the gradual disappear-
ance of the contribution D0 tuned without the cooling field.
Therefore, the loop shape during the first cycle for HFC=
−20 Oe is particularly interesting. It represents a state where
one can observe partial pinning of the AF spins to the FM
magnetization, which is determined by the state of FM mag-
netization above the blocking temperature and which is in-
fluenced by a cooling field. We investigate the magnetization
reversal of this buried interfacial moments by depth-sensitive
PNR. The absence of any sudden jump in the SQUID signal
measured in steps of 100 Oe in the decreasing branch be-
low HFC=−20 Oe apparently indicates that the magnetization
MFM reverses via a uniform mechanism, which proceeds fur-
ther via a nonuniform mechanism only around some critical
field in the range of HFC=−20 to −50 Oe measured with
similar field steps.
B. Neutron scattering measurements
The specular reflectivity patterns are shown in Fig. 3 for
HFC=−20 Oe taken at four different Ha values along the
decreasing branch of the hysteresis loop indicated by closed
black circles in Fig. 1c together with their least-square
fits.7,15 The three peaks of the ML in the NSF channels are
the first, second, and third order Bragg reflections of the ML.
R++ dominates over R−− for all fields before the reversal. This
is related to a net magnetization, which is collinear to Ha
during the first field cycle.
Figure 4 shows the integrated SF intensity for various
fields along the decreasing branch of the hysteresis loop for
neutron measurements during the first field cycle. The angu-
lar variation  of the net magnetization, as deduced from
the fits to the specular reflectivity patterns, is also shown
alongside. At 4.0 kOe, which is the saturation field, the SF
signal can be solely attributed to the 5% polarization inef-
ficiencies of the setup.
We now compare the SF signals of the measured reflec-
tivity patterns at all other fields with that measured at
4.0 kOe. Here, we observe an increase in the SF signal by
60% compared to the values at magnetic saturation. This
increase appears over a field range 0–1.0 kOe, where one
expects a reversal of that proportion D0, which has been
determined by the remanent magnetization above TB, i.e.,
without the influence of any cooling field. We find that
around 25% of the net magnetization is rotating and an
intensity maximum is observed around 600 Oe.
For a higher field range above 1.0 kOe of Ha, no signifi-
cant SF signal is observed. This is indicative of the fact that
FIG. 3. Color online Specular reflectivity patterns NSF: R++
red/black circle and R
−−
black square and SF: R
−+ green/light
gray triangle and R+− blue/black down triangle along with their
fits open circle for Co /CoO /Au16 ML for HFC=−20 Oe.
Φ
αi αf
2D detector
incident polarized
neutrons
Q⊥
Q||H
FC
Φ
FIG. 4. Color online Integrated SF intensity for varying Ha
measured closed triangle from the sample and from the simulated
patterns corresponding to 25% open triangle and 100% open
star of the net magnetization are shown for comparison along the
decreasing branch of the hysteresis loop normalized to that in satu-
ration. The angular variation of the magnetization closed square as
deduced from the fits to the patterns are also shown alongside. The
lines are guiding the eye.
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a nonuniform reversal, i.e., via domain wall and nucleation
process takes place in this field range. Interestingly, in this
field regime, one expects the effect to be related to the rever-
sal of that proportion DFC of the magnetization that has been
determined by the cooling field strength indicated by the
partial loop shift in Fig. 1c. However, for the trained state,
a uniform reversal is observed for all field ranges not
shown. Thus, we find two different mechanism of magneti-
zation reversal depending upon the field cooling strength or
the domain state of the FM above TB.
IV. DISCUSSION
One of the key issues that has emerged in the discussion
of exchange biasing is the role of disorder and frustration in
ferromagnet/antiferromagnet combinations. Several models
have been considered starting from the unsatisfactory mac-
roscopic models proposed by Meiklejohn-Bean1 and
Mauri20 to account for the shift and the magnitude of the
exchange bias.
a In the approach of Malozemoff,21 within a mesoscopic
model nm scale: compositional correlation length is smaller
than the exchange length, exchange bias is attributed to the
formation of domain walls in the AFM perpendicular to the
FM/AFM interface due to interface roughness. However, the
formation of domains in the AFM only due to interface
roughness is unlikely to occur, because the creation of the
domain walls is energetically unfavorable.
b By calculating the AF-FM spin structure near the in-
terface, within the microscopic model atomic scale, Koon22
considered a spin-flop coupling between a FM and the com-
pensated AFM perpendicular orientation as responsible for
exchange bias. However, Schulthess and Butler23 showed
that spin-flop coupling alone cannot account for this effect as
exchange bias is only obtained if uncompensated AFM spins
are assumed at the interface.
c In another approach, the AF layer is assumed to be
composed of magnetically uncoupled crystallites by Takano
and Berkowitz.24 A refinement of this model has been pro-
posed by Stiles and McMichael25 by considering rotatable
responsible for coercivity increase and nonrotatable grains
responsible for unidirectional anisotropy.
d Recently it has been shown on the basis of a classical
Heisenberg or rigid Ising model that the observed exchange
bias is primarily not due to disorder or defects at the inter-
face. Instead, the full antiferromagnetic layer must be in-
volved as the domain-state develops due to the dilution of
the AFM.26 The domains are pinned at the impurity sites
thereby reducing considerably the energy necessary to create
a wall.
e The model of Lee and Okabe27 combined the granular
model of Stiles and McMichael with the domain-state model.
They treated the case of explicit domains in the AF consid-
ering a free boundary on the surface of each grain and an
effective interaction field thereby computing the mean field
magnetization. In their calculation the hysteresis loop remain
unshifted for zero-field cooling when cooled from a demag-
netized state.
Our experimental results can be reasonably well ex-
plained within the framework of the domain state model and
its expansion by Lee and Okabe. In the domain state model,
the exchange field is provided by the remanent magnetiza-
tion of the domains in the AF during different field cooling
procedures. This remanent magnetization is influenced by the
magnetization state of the FM i.e., if the FM is divided into
almost equal proportion of domains or it is already in a satu-
rated state on top of the AF layer as they are coupled to each
other by the exchange interaction. During magnetization re-
versal of the FM layer a domain wall can wind up in the AF
layer, the energy of which depends upon the uniaxial aniso-
tropy within the AF layer. A schematic picture of the AF-FM
layer magnetizations for a zero field cooling and b field
cooling situations is shown in Fig. 5.
Very recently an explanation of training effect has been
proposed by Brems et al.29 They have shown that the devia-
tion of the average interfacial magnetization vector of the AF
CoO-grains from their initial HFC direction, can create a suf-
ficiently large torque leading to rotation of the FM magneti-
zation. The extent of such a deviation is usually large enough
after the second field cycling, as not all magnetization vec-
tors rotate back to their initial directions. We can consider in
our case, that the torque acting on the system is due to an
effective field and the applied field causing the magnetization
reversal. The effective field can be expressed as the vector
sum of the unidirectional anisotropy and the rotatable aniso-
tropy rotation of hysteretic grains.28
When the system is cooled down in a saturating field FM
in a single-domain state DFC, the unidirectional anisotropy
is the dominating entity. This is because the interfacial mag-
netization vector of almost all AF grains depending upon the
strength of the cooling field are closely aligned to the HFC
direction Fig. 5a. This alignment is obviously disturbed
after a complete field sweep as the interfacial magnetization
vector of a considerable portion of AF grains is now ran-
domly distributed.
a) field cooling
FM
AF
HFC
FM
AF
b) zero field cooling
FIG. 5. Color online Schematic of the AF-FM layer magneti-
zations for a field cooling and b zero field cooling situations.
The arrows indicate the magnetization directions of the FM and AF
layer.
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When the system is cooled in zero field FM in a multi-
domain state D0, the interfacial magnetization vector of
each AF grain is randomly distributed Fig. 5b. The aver-
age direction, however, lies along the saturating field direc-
tion the remanent magnetization at RT is 35% lower than
that at saturation. Here, the rotatable anisotropy dominates
over the unidirectional anisotropy. During the second field
cycle, the interfacial magnetization vector of almost all AF
grains remain similar to the state during the first field cycle.
In Fig. 6 we show the variation Hc half width of the hyster-
esis loop with Ha. Hc is seen to be increasing with Ha below
1.0 kOe and saturates above. This increase indicates a rota-
tion of the grains excess magnetization within the grains.25
There is no significant difference in the Hc for the first and
second cycles below Ha=20 Oe indicating similar popula-
tion of rotating grains. Thus we observe a suppression of
training.
V. CONCLUSION
In conclusion, we have shown that the extent of training
in exchange bias can be strongly determined by a balance of
different micromagnetic configurations. These magnetic con-
figurations may be realized by i cooling in a remanent state
of the FM magnetization at TB results in a multidomain state,
whereas ii cooling in a saturating field HFC results in a
single domain state. For zero-field cooling, we observe no
macroscopic evidence of training, whereas for a cooling field
HC, usual training was observed. For a critical cooling field
HFCHC, we find a coexistence of the two magnetic con-
figurations, resulting in a peculiar behavior of the exchange
bias. To our knowledge, this is the first experimental obser-
vation where training is strongly influenced by the field cool-
ing procedure. Using PNR, we could quantitatively differen-
tiate between nonuniform magnetization reversal when the
FM magnetization is in a single-domain state from that of
uniform reversal of the net magnetization when the FM
magnetization is in a multidomain state buried at such
FM-AF interfaces. We could explain our observations within
the framework of the domain state model combined with a
consideration of antiferromagnetic grains in polycrystalline
systems.25
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