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Abstract 
I 
Abstract 
The intermittent nature of renewable energy sources demands energy storage systems to stabi-
lize the grid. The Reversible solid oxide cell (rSOC) system is a promising solution for energy 
storage. To facilitate its development, system modeling and simulation is a useful tool. In this 
work, a 1D+1D transient model of a co/counter-flow planar rSOC stack suitable for system 
modeling is developed. As a basis, an experimentally validated 1D model of an rSOC single 
repeat unit (SRU) model is first refined in following aspects: 1. Higher resolution of structures 
of fuel and air channel is achieved; 2. Better heat convection model between gas flow and 
solid elements is employed; 3. Dusty gas model (DGM) for multicomponent gas diffusion in 
porous electrode is implemented; 4. Butler-Volmer equation is adopted instead of its inverse 
hyperbolic approximation; 5. Electrochemical parameters for calculation of exchange current 
densities are determined through detailed experimental analysis. Heat transfer between stack 
and surroundings in the test bench is modeled for validation purposes. The developed stack 
model is validated against the experimental results. 
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Introduction 
1 
1 Introduction 
With the development of renewable energy and distributed power generation, energy storage 
systems are needed to keep or increase the stability of power grid because of the fluctuation 
nature of these power generation methods. The energy storage system should be able to store 
excess electricity as well as produce power at high efficiency. Among many technical routes, 
“power-to-gas” is one of them with advantages that fuel is easy to be stored for long duration 
and transported, the storage capacity is large compared to batteries, and that this method can 
be combined with chemical industry. Electrochemical reactors, in theory, can operate both as 
a fuel cell and electrolyser. In the fuel cell operation, the electrochemical reactor can generate 
power with fuel (usually gaseous hydrogen) at high efficiency and are anticipated to be be-
nign in emissions and silent. During electrolysis mode, they can produce chemical energy 
(hydrogen, syngas etc.) with electricity input. Therefore, the electrochemical reactor technol-
ogy is a promising candidate for the energy storage system following the “power-to-gas” 
route. 
 
There are six types of electrochemical reactors, usually named according to the types of elec-
trolyte. Two of the six types are mainly studied for their application in energy storage: re-
versible polymer electrolyte membrane cells (rPEMC) and reversible solid oxide cells (rSOC). 
 
Strong development efforts are made for rPEMC technology. rPEMC operates at low temper-
ature (between ambient and 100℃): producing hydrogen or generating electricity with hydro-
gen and is very sensitive to its quality. This means, electricity has to be stored in the form of 
hydrogen. Water management in the membrane is another key issue. 
 
rSOC operates at high temperature (between 550℃ and 1000℃). High temperature brings 
several advantages: power generation is possible with hydrogen, carbon monoxide and hydro-
carbon fuels with or without prior reforming, which means electricity can also be stored as 
liquid hydrocarbon fuels; power and high grade heat (even cold) can be co-generated; water 
and carbon dioxide can be co-electrolyzed; it has the potential to reach a competitive cost as 
no expensive catalyst is necessary. The electrolyte is a solid dense oxide, so water manage-
ment is not an issue for rSOC. High temperature can also result in some problems, such as 
high thermal stress or requirement of employing ceramics which has manufacturing difficulty. 
Use of rSOC in an energy storage system is studied and developed in German Aerospace Cen-
ter. Modeling and simulation is a useful tool to study and understand behavior of rSOC sys-
Introduction 
2 
tems, where electrochemistry, chemistry, fluid mechanics, mass, heat and charge transfer 
phenomena combined and simulation can provide valuable insight. 
 
This thesis considers the modeling of a co/counter-flow planar rSOC stack for steady state 
and dynamic process analyses of electricity storage systems. An experimentally validated 1D 
model of an rSOC single repeat unit (SRU), which is a discretization unit of a single cell, is 
available in house and should be first refined and then expanded into 1D+1D multi cell rSOC 
stack model. Final stack model should be modular, computational efficient and compatible for 
process system modeling. The stack model will be validated against the experimental results 
available at German Aerospace Center. Before validation, the heat transfer conditions be-
tween stack and surroundings in the test bench should also be modeled. The main contribution 
of this work is to develop for the first time (to the author’s knowledge) a 1D+1D rSOC stack 
model which is suitable for applying in system modeling. In this thesis, the stack model as 
well as modeling of heat transfer between stack and surroundings will be described in detail, 
key characteristics of the model and validation results will be shown. 
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2 The reversible solid oxide cell 
2.1 Operating principle 
A reversible solid oxide cell (rSOC) can function as a device in the power grid for load shift-
ing. It operates in fuel cell mode converting directly the chemical energy of a (stored) fuel 
(usually hydrogen or syngas) into electricity when demand exceeds supply, and works in elec-
trolysis cell mode storing excess electricity by converting water and/or carbon dioxide to pro-
duce storable fuel. The overall chemical reactions which take place in the rSOC reactors are 
the same as combustion reactions (in fuel cell mode) or their reverse reactions (in electrolysis 
mode) (see equation 2.1 and 2.2). 
 
 H2 + 0.5O2 ↔ H2O (2.1) 
 CO + 0.5O2 ↔ CO2 (2.2) 
 
Although the overall reactions are the same, the processes of actual reactions in the fuel cell 
and in combustion equipment are quite different. One of the essential differences is that the 
electron transfer during the combustion happens on the subatomic scale so that the trans-
formed energy can only be harvested in the form of heat, while the electron transfer in a fuel 
cell happens on a much larger scale through the external circuitry so that the chemical energy 
can be directly converted to electric energy, which means there is no limit of the Carnot cycle 
and high efficiency can be achieved. The key to realize reconstruction of chemical bonds on 
large scale is dividing an overall reaction into two half reactions which take place at fuel elec-
trode (see equation 2.3 and 2.4) and air electrode (see equation 2.5) respectively. These half 
reactions are so called electrochemical reactions. 
 
 H2 + O
2− ↔ H2O + 2e
− (2.3) 
 CO + O2− ↔ CO2 + 2e
− (2.4) 
 0.5O2 + 2e
− ↔ O2− (2.5) 
 
The two electrodes are separated by an electrolyte which conducts oxygen ions and is electron 
insulator (see figure 2.1). The electrodes and electrolyte are core components for the electro-
chemical reactions in the rSOC. Besides, interconnector is also an indispensable component. 
Figure 2.2 shows the main components of an SOC, details of which are given in the following. 
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Figure 2.1: Principle of an rSOC 
 
Electrolyte: The electrolyte of rSOC is a solid oxide ceramic material possessing sufficiently 
high ionic conductivity and low electronic conductivity at the cell operating temperature. It 
must be stable in both reducing and oxidizing environment and high temperature (600-
1000℃). The most common electrolyte used now is yttria stabilized zirconia (YSZ), with the 
amount of yttrium doping ranging from 3% to 12% molar (Larrain [2005]). An alternative to 
YSZ is the scandia stabilized zirconia (SSZ), which has higher ionic conductivity but worse 
anti-degradation performance at high temperature (Uchida et al. [1998] and Yamamoto et al. 
[1995]). Therefore, YSZ performs well at high temperature (800-1000℃) while SSZ is attrac-
tive especially for intermediate temperature (600-800℃). Except for the zirconia-based oxide 
ion conductors the ceria-based oxide ion conductors are also suggested as an alternative elec-
trolyte especially for low temperature (550-600℃) SOC (Takahashi [1989]). Thickness of the 
electrolyte depends on the design of the cell. There are now two mainstream cell designs con-
cerning the mechanical support of the cell: anode-supported and electrolyte-supported. For the 
anode-supported cell, electrolyte is generally 5 to 20𝜇𝑚 thick. For the electrolyte-supported 
cell, typical thickness of the electrolyte is around 90𝜇𝑚 (Larrain [2005]). 
 
Fuel electrode (anode): The fuel side electrode must possess these three properties: 1. It 
should be porous so that the reactant-gas can transfer from the bulk flow zone to the triple 
phase boundary (TPB) (see figure 2.3) of gas, electrode and electrolyte where the electro-
chemical reactions happen; 2. It is catalytic for fuel oxidation; 3. It has high electrical conduc-
tivity. To fulfill these basic requirements, porous cermet (a fine mixture of ceramic and metal 
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grains) is usually chosen as the electrode material. Porous cermet of nickel and YSZ (Ni/YSZ) 
has been until now the most successful, although it does exhibit problems such as carbon foul-
ing from carbonaceous fuels (Singhal and Kendall [2003]). Nickel produces good catalytic 
activity and electrical conductivity. The electrolyte YSZ particles are first recognized by 
Spacil [1970] that the mixing of them with nickel matrix can solve the nickel aggregation 
problem at high temperature. Besides, this mixing has an additional effect: It means the 
spread of ion-conducting electrolyte into the electrode, which enlarges the area of TPB and so 
benefits the reaction rate (see figure 2.3). Some other kinds of porous cermet are also applied 
or under study which show more excellent performance. Riegraf et al. [2017] for example 
research the SOFC with nickel/gadolinium-doped ceria (Ni/CGO) based fuel electrode, which 
shows a significantly higher sulfur tolerance than Ni/YSZ. The thickness of fuel electrode for 
an anode-supported cell is in usually in the range of 200𝜇𝑚 to 2𝑚𝑚, while that for an electro-
lyte-supported cell ranges in general from 20 to 50𝜇𝑚. 
 
 
Figure 2.2: Main components of an SOC (Singhal and Kendall [2003]) 
 
Air electrode (cathode): Like the fuel side electrode, the air side electrode must also be po-
rous and combine high electrical conductivity with high catalytic activity for oxygen reduc-
tion. The requirement to the catalytic activity is different for air electrode and fuel electrode, 
so the material chosen also differs. Nowadays, the air electrode is mostly composed of a po-
rous perovskite material, which is a relatively good electron conductor at high temperature in 
oxidizing atmosphere. Representatively applied are strontium doped lanthanum manganite 
(LSM), strontium doped lanthanum cobaltite (LSC) and strontium doped lanthanum ferrite 
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(LSF). Besides, material doped with more than one element, e. g. strontium and cobalt doped 
lanthanum ferrite (LSCF), has also been investigated (Bae and Steele [1998]). Similar to the 
fuel electrode, the electrolyte material YSZ is usually mixed with the perovskite to increase 
the reaction area at the TPB (see figure 2.3). The thickness of air electrode is generally around 
30𝜇𝑚. 
 
 
Figure 2.3: Concept of extended triple phase boundary (Singhal and Kendall [2003]) 
 
Interconnector: The three main functions of interconnector are: electrical connection be-
tween cells, separation of fuel and air and to form the gas flow channel together with the elec-
trode. As figure 2.2 shown, interconnector is the positive pole of a cell as well as a negative 
pole of the adjacent cell, so interconnector is also called bipolar plate. The interconnector 
should meet at least the following properties: high electronic conductivity, low ionic conduc-
tivity, stability with respect to both oxidizing and reducing environment at high temperature, 
thermal expansion match to other parts. These high requirements constrain the selection of 
material. Two kinds of material are commonly used: perovskite-type oxide ceramics based on 
rare earth chromite or metallic alloys. The former one is for high-temperature (900-1000℃) 
SOC, expensive and relatively difficult to fabricate; while the latter is suitable for intermedi-
ate-temperature (600-850℃) SOC, less costly and easier to fabricate (Singhal and Kendall 
[2003]). 
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Besides the structure, it is also necessary to understand briefly the theory on the ability of 
SOC to convert chemical energy to electrical energy and the reverse. This ability is mainly 
determined by thermodynamics, kinetics, charge transfer and mass transfer. 
 
Thermodynamics determines the limit of voltage (also called reversible voltage) produced or 
consumed by an SOC. For the fuel cell mode it is the upper limit. For the electrolysis mode it 
is the lower limit. From the first and second law of thermodynamics (equation 2.6 and 2.7), 
relation between the electric work and the Gibbs free energy can be obtained (equation 2.8).  
 
 𝑑𝑈 = 𝛿𝑄 − (𝛿𝑊𝑒 + 𝑝𝑑𝑉) (2.6) 
 
𝑑𝑆 ≥
𝛿𝑄
𝑇
 (2.7) 
 𝑊𝑒 ≤ −∆𝐺 (2.8) 
 
The last equation above, combined with the relation between electric work and electric poten-
tial (equation 2.9) and the Faraday’s law of electrolysis (equation 2.10), constitutes the 
“bridge” between thermodynamics and electrochemistry (equation 2.11). 
 
 𝑊𝑒 = 𝐸𝑞 (2.9) 
 𝑞 = 𝑛𝑧𝐹 (2.10) 
 
𝐸 ≤
−∆𝐺
𝑛𝑧𝐹
 (2.11) 
 
The Gibbs free energy is a function of temperature, pressure and component fraction. Data-
banks, tables or correlations for the Gibbs free energy of pure substance under standard pres-
sure and at different temperatures are usually available, which means that the reversible volt-
age under standard pressure and without the consideration of the impact of substances mixing 
is also available. To calculate the reversible voltage under non-standard pressure as well as 
taking into account the effect of mixing, the Nernst equation plays an important role (equation 
2.12). 
 
 
𝐸 = 𝐸0 −
𝑅𝑇
𝑧𝐹
ln
∏𝑎𝑖,𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠
𝜈𝑖
∏𝑎𝑖,𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠
−𝜈𝑖
 (2.12) 
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The thermodynamic activity 𝑎 is a measure of the “effective concentration” of a species in a 
mixture. For ideal gas, 𝑎𝑖 = 𝑝𝑖/𝑝0. 
 
Kinetics determines the loss due to the irreversibility of electrochemical reactions. The re-
versible voltage can exist only when the reactions are in equilibrium, i.e. the SOC is in open 
circuit. To overcome the energy barrier and produce electric current, additional electrical po-
tential (called activation overpotential) is the price that needs to be paid. The famous Butler-
Volmer equation describes the relation between the electric current density and the activation 
overpotential (equation 2.13). 
 
 𝑗 = 𝑗0(𝑒
𝛼𝑧𝐹𝜂𝑎𝑐𝑡/𝑅𝑇 − 𝑒−(1−𝛼)𝑧𝐹𝜂𝑎𝑐𝑡/𝑅𝑇) (2.13) 
 
Charge transfer causes the irreversible loss called the ohmic overpotential 𝜂𝑜ℎ𝑚, which is 
determined by the total resistance of the circuit and follows the Ohm’s law. There exist two 
kinds of charge transfer in an SOC: the flow of electrons through the electrodes, interconnect-
or and their interfaces, and the flow of ions through the electrolyte. The latter is the main con-
tributor to the total resistance. For example, the ionic resistivity of YSZ at 800℃ is ca. 50Ω ∙
𝑐𝑚, while the electronic resistivity of LSM is about 10−2Ω ∙ 𝑐𝑚 and that of Ni/YSZ is on the 
order of 10−4Ω ∙ 𝑐𝑚 (Singhal and Kendall [2003]). Thus, the contribution of the electrolyte to 
the ohmic overpotential can be very dominant, especially for electrolyte-supported cells. It is 
worth noting that the resistivity of material is temperature dependent. 
 
Mass transfer leads to the irreversible loss named the concentration overpotential 𝜂𝑐𝑜𝑛𝑐 . 
Concentration difference is needed to drive the mass transfer of reactants from bulk flow to 
the TPB and products from TPB to bulk flow through the porous electrodes. This means that 
the concentrations of reactants are lower and that of products are higher at the TPB than in the 
bulk flow, which gives rise to the decrease (for fuel cell mode) or increase (for electrolysis 
cell mode) of voltage according to the Nernst equation. 
 
Actual voltage of an SOC is calculated with equation 2.14. For fuel cell, all three overpoten-
tials are positive, so the actual voltage is lower than reversible voltage. For electrolysis cell, 
all three overpotentials are negative, so the actual voltage is higher than reversible voltage. 
 
 𝑉 = 𝐸 − 𝜂𝑎𝑐𝑡 − 𝜂𝑜ℎ𝑚 − 𝜂𝑐𝑜𝑛𝑐 (2.14) 
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All the three overpotentials are strongly related to the current density. Therefore, the 𝑉-𝑗 
curve is widely employed to show the overall characteristic of an SOC. Figure 2.4 demon-
strates a typical 𝑉-𝑗 curve of an SOC in both fuel cell and electrolysis cell mode. 
 
 
Figure 2.4: Typical 𝑉-𝑗 curves of an SOC in electrolysis and fuel cell mode (Laguna-Bercero 
et al. [2010]) 
 
2.2 From cell to stack 
It can be seen from figure 2.4 that the voltage of a single cell is relatively low (ca. 1V) and 
power density is limited. Besides, the surface of a single cell is usually restricted to the order 
of 100𝑐𝑚2 because of the fabrication technique. Thus, cells are assembled in series to obtain 
higher voltage and in parallel to achieve larger current. Both ways of stack assembling can 
realize a higher power. Two main configurations are currently developed: tubular stack and 
planar stack. Figure 2.5 illustrates a tubular SOC, advantage of which is easier sealing. How-
ever, it is more expensive and with lower power density. Figure 2.2 displays a planar SOC. 
The present work considers a planar stack, which is formed by series-assembling of cells (see 
figure 2.6). Inlet gas flow is almost evenly distributed and exit flow is collected by manifolds. 
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Figure 2.5: Schematic illustration of a Siemens Westinghouse tubular SOC (Singhal [2000]) 
 
 
Figure 2.6: Schematic diagram of a planar stack 
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3 Literature review 
There have been many published models for solid oxide cells (SOCs), which range from the 
basic phenomena at the triple phase boundary (TPB) of the electrolyte, electrode and gas to 
single repeat unit (SRU), cells, stacks and systems. In this work, the models for SRU, cells 
and stacks are hierarchically built, so the focus of the literature review is on these kinds of 
models. Such models can be for different geometries (tubular or planar), PEN structures (an-
ode-supported or electrolyte-supported) and flow configurations (cross-, co- or counter-flow). 
Most of the papers reviewed here are for the planar geometry, because the object of this mod-
elling project is a planar stack. Besides, the planar design draws more researchers’ attention in 
recent years than the tubular one because of the high energy densities and efficiencies as well 
as low fabrication costs yielded by such design. 
 
The models can be classified according to their different complexities. One of the main as-
pects of the model complexity is the dimension. Range of the published models goes from 
zero to three-dimensional. The most important factor for the model developers to decide the 
dimension is the purposes of the modelling.  
 
0-D model or block model is like a “black box”, which calculates the outputs from system 
inputs, while the variables inside are not interested. This kind of model is often used in sys-
tem-level modelling, where the SOCs stack is only a block in the whole system and the goals 
are exploring system dynamic and design of controllers (Doherty et al. [2010] and Doherty et 
al. [2015]). System model made of many sub-models is complex, so the stack sub-model usu-
ally stays simple to not burden the CPU. 0-D models can also be developed if the aim is to 
explore only the electrochemical characteristics or to represent a very small single cell 
(Leonide et al. [2009]). 
 
1-D model considers the discretization along the gas flow direction (co- or counter-flow). For 
SRU or cells this sort of model is favorable when the flow configuration is simple so that the 
transfer phenomena along the coordinate axis which is perpendicular to the height and the gas 
flow direction is negligible and when the detailed fluid dynamics is not of an interest (Aguiar 
et al. [2004] and Klotz et al. [2014]). 
 
In the overwhelming majority of the modelling works, stack model is hierarchically built 
based on the single repeat unit and cell. There exist two ways for the hierarchical construction 
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of stack model: 1. Assuming that all cells in a stack perform exactly same so that the single 
cell model can already stand for the whole stack; 2. Connecting the single repeat unit or cell 
model to form a stack model so that the interacts between adjacent cells and other associated 
influences are included. 
 
If the first way is adopted to construct a stack model from 1-D single cell model, then the 1-D 
stack model is obtained. Such stack model is usually for simulations of integrated systems 
(Salogni and Colonna [2010] and Sorrentino et al. [2008]). 
 
2-D SRU or cell model considers the discretization along the gas flow direction and the direc-
tion perpendicular to it and to the height. Two dimensions are needed when the flow configu-
ration is complex (e.g. cross-flow) or the detailed fluid dynamics such as the influence of the 
flow channel geometry on the operation of the fuel cell are centered in the research task 
(García-Camprubí et al. [2014] and Jin and Xue [2010]). Such models play an important role 
in assisting the design and optimization and understanding the behaviors of SOCs (Menon et 
al. [2015] and Laurencin et al. [2011]). 
 
3-D SRU or cell model is rarely seen. The reason is that the height of a single cell is very 
small and changes along this direction can be neglected. If the second way of constructing a 
stack model from a 2-D SRU or cell model is employed, then the 3-D stack model is achieved. 
Such models are too complex to be implemented in system-level modelling. Instead, purpose 
of this kind of model is to understand the behaviors of a complete stack, e. g. the influence of 
the heat loss through end plates (Achenbach [1994], Larrain [2005] and Roos et al. [2003]). 
 
There are also other aspects of model complexity, which is determined by the researcher con-
sidering the objective of the study and computing power. The pressure drop along the gas 
flow direction is very small and is not a matter of interest in some studies, so that a constant 
pressure in the cell or stack is assumed (Sorrentino et al. [2008] and Aguiar et al. [2004]). 
Some researchers consider the simultaneous electrochemical conversion of H2  and CO 
(Achenbach [1994], Roos et al. [2003] and Menon et al. [2015]), while most of the studies 
consider the conversion of H2 as the only electrochemical reaction, because the conversion of 
CO through the water-gas shift is thought to be much faster. Larrain et al. [2003] focuses on 
the sensitivity of thermal gradient to thermal properties of the materials, therefore the kinetic 
model is kept simple with an overall resistance responsible for all kinds of overpotential. On 
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the contrary, some researchers focus not on the thermal properties but the electrochemical 
characters, and the isothermal assumption is made (Klotz et al. [2014] and Menon et al. 
[2015]). Imperfect behavior of the electrolyte in included in Larrain [2005], which means the 
electrolyte is considered to be able to conduct electrons as well, while in most of the studies 
the electrolyte is assumed as a perfect insulator for electrons. Some do not explore the effect 
of internal methane-steam reforming (Leonide et al. [2009] and Klotz et al. [2014]), while 
others consider it (Aguiar et al. [2004] and Salogni and Colonna [2010]). Larrain et al. [2006] 
uses Wagner s´ law for oxide scale grow which causes interconnector degradation and corre-
lates the anode reoxidation potential to the oxygen partial pressure on the anode, to explain 
the degradation process. To describe the gas diffusion into the porous electrode, many re-
searchers apply the simple Fick s´ law for binary system or extended Fick s´ law which takes 
into account the Knudsen diffusion, but there are still some who use more complex dusty gas 
model (DGM) which describe the multi-component gas diffusion in porous media (García-
Camprubí et al. [2014] and Menon et al. [2015]) or its analytical solution (Laurencin et al. 
[2011]). Computer hardware technology develops very fast, so more compromises because of 
the limit of computing power can be found in earlier studies. Karoliussen et al. [1998] for 
example defines effective electric and thermal conductivities for the repeating unit cell ele-
ments to achieve a significant degree of simplification. 
 
Modelling work is realized with the help of a software or modelling environment. The com-
monly utilized modelling environments for SOCs can be categorized into four groups: CFD 
software, software for simulation of chemical engineering process, causal approach and a-
causal approach. CFD software such as OpenFOAM is used to implement detailed CFD mod-
el, whose attention is paid on the details of physical fields inside a cell or stack (García-
Camprubí et al. [2014] and Jin and Xue [2010]). Software for simulation of chemical engi-
neering process such as Aspen Plus is expert in dealing with balance of plant and plays an 
important role in the modelling of a SOCs system. Drawback of this kind of software in SOCs 
modelling is that it is not specialized in electricity and electrochemistry. For example, the 
half-reactions and the transportation of oxygen ions cannot be modelled in Aspen Plus, so the 
overall reaction is used (Doherty et al. [2010] and Doherty et al. [2015]). 
 
Causal approach and a-causal approach are two fundamentally different ways of structuring 
modular models, i.e., the model of a complex object is obtained by connection of its compo-
nents (Casella et al. [2007] and Casella and Colonna [2012]). In causal or so called block-
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oriented approach, modularity is achieved by representing each model-component with a 
computational block, which represents the model equations in the state-space form. The inter-
face of each module is defined in terms of input and output variables. By following common-
ly used rules, no algebraic loops can occur, and standard ordinary differential equation (ODE) 
solvers can be used for simulation. Typical software of this kind is Matlab/Simulink. In a-
causal or so called object-oriented approach, each component equations system does  not need 
to be manipulated into a state-space form and the interface of each module is defined by phys-
ical ports which introduce new equations describing the relation between variables at each 
boundary without pre-defined causality. The resulting equations system is usually a very large 
differential algebraic system of equations (DAE), which means more powerful solvers are 
needed. Typical software of this kind is gPROMS, and Modelica is a programming language 
adopting this kind of approach. 
 
Before running the simulation, many parameters need to be entered into the model, among 
which the electrochemical parameters (e.g. transfer coefficient in the B-V equation) are very 
important. Many researchers however take these important parameters directly from literature 
(Aguiar et al. [2004], Larrain [2005], Doherty et al. [2010], Salogni and Colonna [2010] and 
Laurencin et al. [2011]) or determine them by simple fitting (Xie and Xue [2012] and Grondin 
et al. [2011]). Such methods are not so appropriate because many factors such as geometry, 
micro structure and materials would influence the parameters and different cells and stacks 
should have different parameters. The impedance spectroscopy is a proper way to distinguish 
different electrochemical processes in SOCs, so that the electrochemical parameters can be 
more accurately calculated. Only few modelers adopt this way. Leonide et al. [2009] identi-
fies the electrochemical parameters by means of impedance spectroscopy for a 0-D single cell 
model. 
 
Only in recent years the use of SOCs in energy storage systems (so called reversible solid 
oxide cell (rSOC)), which produce hydrogen with excess electricity and produce power with 
hydrogen when demand exceeds supply, draws more and more attention. So, there are more 
models for solid oxide fuel cells (SOFCs), less models for solid oxide electrolysis cells 
(SOECs) and only few for rSOC. Besides, the models can also be grouped into steady-state 
and dynamic. Table 3.1 summarizes the different ways of classification. 
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Table 3.1: Classification of the models in literature and model developed in this work 
 Steady-state Dynamic 
 SOFC SOEC rSOC SOFC SOEC rSOC 
SRU or 
cell model 
      
0-D Leonide et 
al. [2009] 
     
1-D Sorrentino 
et al. 
[2008] 
 Klotz et al. 
[2014] 
Aguiar et 
al. [2004], 
Salogni 
and Col-
onna 
[2010] 
  
2-D Roos et al. 
[2003] 
Laurencin 
et al. 
[2011] 
García-
Camprubí 
et al. 
[2014] 
Achenbach 
[1994], 
Larrain 
[2005], 
Larrain et 
al. [2006] 
Menon et 
al. [2015] 
Jin and 
Xue [2010] 
Stack 
model 
      
0-D Doherty et 
al. [2010], 
Doherty et 
al. [2015] 
     
1-D Sorrentino 
et al. 
[2008] 
  Salogni 
and Col-
onna 
[2010] 
  
2-D      Model 
developed 
in this 
work 
3-D Larrain et 
al. [2003], 
Roos et al. 
[2003] 
  Achenbach 
[1994], 
Larrain 
[2005], 
Larrain et 
al. [2006] 
  
 
Table 3.1 also shows the scientific gap between the existed models and the model developed 
in this work: There are no dynamic 2-D stack models for rSOC whose aim is to be used in 
system-level modelling and which is hierarchically built from a dynamic 1-D SRU model. 
Furthermore, the identification of the electrochemical parameters by electrochemical imped-
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ance spectroscopy experiments with the stack and the implementation of the analytical solu-
tion of DGM for describing the multi-component gas diffusion in the porous electrode high-
light the specialty of this model. The Modelica language is adopted for this modelling task, 
which is an a-causal approach, because it is not necessary to develop different models of the 
same physical object, whose only difference is the causality of the input-output variables 
(Casella et al. [2007]), which is the situation for the SOFC and SOEC mode of an rSOC. 
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4 Models for a reversible solid oxide cell stack 
In the present work, a 1D+1D non-linear dynamic model of an rSOC stack suitable for inte-
gration into models of complex power plants is developed. The modelling object is the co-
flow planar stack from sunfire GmbH consists of 10 cells which are electrolyte-supported. 
Table 4.1 shows some basic geometry parameters of the stack. Model is implemented using 
the Modelica language under the commercial environment Dymola, which allows for a high 
degree of flexibility and modularity. Moreover, the Modelica language is naturally suitable 
for modelling an rSOC, which includes both SOFC mode and SOEC mode in the same model, 
due to its acausal character. It is very easy to switch between SOFC and SOEC mode with this 
model. Besides different inlet gas compositions, the only change that should be noted between 
these two modes is that the value of electric current is positive for SOFC mode and negative 
for SOEC mode. The developed model can also simulate the counter-flow stack and the stack 
composed of arbitrary number of cells. Figure 4.1 illustrates the structure of the stack that is 
used in the laboratory bench for this work. In this thesis, the x axis is the gas flow direction. 
The red dashed line marks the boundary of the effective reactive area of the stack where the 
chemical and electrochemical reactions take place. It should be noted that the red dash line 
also shows the boundary of the stack model developed in this work. 
 
 
Figure 4.1: Schematic illustration of the stack used for this work 
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Internal reforming and co-electrolysis of H2O and CO2 are included within the scope of this 
model. Thus the following gas species are considered at the fuel side: H2, H2O, N2, CO, CO2 
and CH4, and O2 and N2 are considered at the air side. The three reactions shown in table 4.2 
are modeled. Like many model developers assumed, carbon monoxide oxidation is neglected 
because conversion of CO through the water-gas shift is much faster (see chapter 3). Model is 
hierarchically built and is explained in the following sections. 
 
Table 4.1: Some basic geometry parameters of the stack 
Geometry parameter Value Unit 
Length of reactive area 90 𝑚𝑚 
Width of reactive area 142 𝑚𝑚 
Thickness of air electrode 30 𝜇𝑚 
Thickness of electrolyte 90 𝜇𝑚 
Thickness of fuel electrode 30 𝜇𝑚 
 
4.1 Model for the single repeat unit 
The single repeat unit (SRU) is defined as the discretized element shown in figure 4.2, which 
is composed of the following parts: positive-electrolyte-negative structure (PEN), fuel channel, 
air channel and two interconnectors. It is worth noting, that the thickness of the SRU inter-
connector is half of that of the whole interconnector. The fuel channel of the cell used for the 
work is filled with porous media (nickel foam). Model for the SRU lays the foundation for the 
whole modelling task. 
 
As a hierarchical modelling method, model for the SRU is divide in different sub-models 
based on their functionalities. Besides sub-models of different SRU parts, two independent 
heat transfer sub-models are developed: one for the calculation of convective heat transfer 
between gas flow and channel wall, the other for calculating the conductive and radiative heat 
transfer between the PEN and the interconnector at air side. In this work, each component of 
the SRU is assumed to be a control volume with lumped parameters. 
 
4.1.1 PEN model 
Air electrode, electrolyte and fuel electrode are assembled in a triple layer often referred to as 
PEN. The main phenomena that occur in the PEN are: multicomponent gas diffusion through 
Models for a reversible solid oxide cell stack 
19 
porous electrodes, electrochemical reactions at TPB, transfer of oxygen ions through electro-
lyte as well as associated heat effect. Therefore, the PEN model primarily describes energy 
conservation, the reversible cell voltage and the different irreversible losses that arise from 
electrochemical reaction kinetic, charge transfer and mass transfer. 
 
Table 4.2: Chemical reactions modeled and their ID number in the thesis 
ID number Equation 
1 H2 + 0.5O2 ⇄ H2O 
2 CH4 + H2O ⇄ 3H2 + CO 
3 CO + H2O ⇄ H2 + CO2 
 
 
Figure 4.2: Definition of an SRU (in a schematic represented SOC stack) 
 
The energy conservation equation is written considering that the heat of reaction for the elec-
trochemical reactions is released (in fuel cell mode) or absorbed (in electrolysis cell mode) 
within the PEN and assuming that the heat production which corresponds to different voltage 
losses takes place in the PEN. This assumption is reasonable, because the heat generated due 
to ohmic resistances from interconnectors and contact resistances is negligible in comparison 
to the resistance offered by the electrolyte to diffusion of oxygen ions (Singhal and Kendall 
[2003]). The energy balance across the PEN is written as: 
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(𝜌 ∙ 𝑐 ∙ 𝜏)𝑃𝐸𝑁 ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙
𝑑𝑇𝑃𝐸𝑁
𝑑𝑡
= ?̇?𝐴𝐶−𝑃𝐸𝑁 + ?̇?𝐹𝐶−𝑃𝐸𝑁 + ?̇?𝐴𝐼−𝑃𝐸𝑁 + ?̇?𝑃𝐸𝑁−𝑃𝐸𝑁 − 𝑟1 ∙ 𝑙𝑆𝑅𝑈
∙ 𝑤 ∙ ∆ℎ1 − 𝑗 ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ 𝑉, 
(4.1) 
 
where ?̇?𝐴𝐶−𝑃𝐸𝑁 and ?̇?𝐹𝐶−𝑃𝐸𝑁are convective heat transfer rates between air and PEN and fuel 
and PEN, respectively, which are calculated in the convective heat transfer model; ?̇?𝐴𝐼−𝑃𝐸𝑁 is 
the conductive and radiative heat transfer rate between air side interconnector and PEN, 
which is calculated in the combined conductive and radiative heat transfer model; and 
?̇?𝑃𝐸𝑁−𝑃𝐸𝑁 is the sum of conductive heat transfer rates from and to adjacent units, which is 
calculated in the conductive heat transfer model. The three heat transfer models mentioned 
above are introduced later. In this thesis, a flux variable is considered positive when the flux 
flows into a component and vice-versa. In this model ∆ℎ1 is the specific reaction enthalpy of 
hydrogen oxidation for both SOFC and SOEC mode. The reaction rate 𝑟1 is related to the 
electric current density through the cell by Faraday’s law 
 
 
𝑟1 =
𝑗
2𝐹
. (4.2) 
 
The ideal reversible voltage is determined by the Gibb’s free energy and according to the 
Nernst equation (see equation 2.11 and 2.12). For the electrochemical reactions considered 
here, 
 
 
𝐸 = −
∆𝑔1
0
2𝐹
−
𝑅𝑇𝑃𝐸𝑁
2𝐹
∙ (ln
𝑥𝐻2𝑂
𝑥𝐻2 ∙ 𝑥𝑂2
0.5 − ln
𝑝0.5
𝑝0
0.5). (4.3) 
 
𝑝 is the pressure of bulk flow which is mostly the same for both fuel and air flow. ∆𝑔1
0 is the 
specific Gibb’s free energy of hydrogen oxidation for both SOFC and SOEC mode under 
standard pressure and without considering the mixing effects, which can be derived from the 
standard Gibb’s free energy of formation with the help of Gibbs-Helmholtz equation 
 
 ∆𝑔1
0
𝑇𝑃𝐸𝑁
=
∆𝑔1
0(𝑇0)
𝑇0
+ ∆ℎ1
0 ∙ (
1
𝑇𝑃𝐸𝑁
−
1
𝑇0
). (4.4) 
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This equation is obtained based on an assumption that the reaction enthalpy ∆ℎ1 is independ-
ent of temperature, which actually slightly changes over temperature. Around the operation 
temperature of this stack, this assumption results in an error of about 30𝑚𝑉, which is sub-
tracted from the calculated ideal voltage as a modification. As introduced in section 2.1, there 
are three kinds of irreversible losses: activation overpotential, ohmic overpotential and con-
centration overpotential. To represent the losses more precisely, activation overpotential is 
divided into fuel side and air side activation overpotential, same for the concentration overpo-
tential. Thus this gives: 
 
 𝑉 = 𝐸 − 𝜂𝑎𝑐𝑡,𝑎𝑛 − 𝜂𝑎𝑐𝑡,𝑐𝑎 − 𝜂𝑜ℎ𝑚 − 𝜂𝑐𝑜𝑛𝑐,𝑎𝑛 − 𝜂𝑐𝑜𝑛𝑐,𝑐𝑎. (4.5) 
 
Activation overpotential is described by Butler-Volmer equation (see equation 2.13). The B-V 
equation for fuel side and air side is written as: 
 
 
𝑗 = 𝑗0,𝑎𝑛 ∙ (𝑒𝑥𝑝 (
𝛼𝑎𝑛 ∙ 2𝐹𝜂𝑎𝑐𝑡,𝑎𝑛
𝑅𝑇𝑃𝐸𝑁
) − 𝑒𝑥𝑝 (
−(1 − 𝛼𝑎𝑛) ∙ 2𝐹𝜂𝑎𝑐𝑡,𝑎𝑛
𝑅𝑇𝑃𝐸𝑁
)), (4.6) 
 
𝑗 = 𝑗0,𝑐𝑎 ∙ (𝑒𝑥𝑝 (
𝛼𝑐𝑎 ∙ 2𝐹𝜂𝑎𝑐𝑡,𝑐𝑎
𝑅𝑇𝑃𝐸𝑁
) − 𝑒𝑥𝑝 (
−(1 − 𝛼𝑐𝑎) ∙ 2𝐹𝜂𝑎𝑐𝑡,𝑐𝑎
𝑅𝑇𝑃𝐸𝑁
)), (4.7) 
 
respectively. For the exchange current density 𝑗0  at each electrode, the following semi-
empirical equations are used (Wahl et al. [2015] and Njodzefon et al. [2013]): 
 
 
𝑗0,𝑎𝑛 = 𝛾𝑎𝑛𝑇𝑃𝐸𝑁 ∙ (
𝑝 ∙ 𝑥𝐻2,𝑇𝑃𝐵
𝑝0
)
𝑎
∙ (
𝑝 ∙ 𝑥𝐻2𝑂,𝑇𝑃𝐵
𝑝0
)
𝑏
∙ 𝑒𝑥𝑝 (
−𝐸𝑎,𝑎𝑛
𝑅𝑇𝑃𝐸𝑁
), (4.8) 
 
𝑗0,𝑐𝑎 = 𝛾𝑐𝑎𝑇𝑃𝐸𝑁 ∙ (
𝑝 ∙ 𝑥𝑂2,𝑇𝑃𝐵
𝑝0
)
𝑑
∙ 𝑒𝑥𝑝 (
−𝐸𝑎,𝑐𝑎
𝑅𝑇𝑃𝐸𝑁
). (4.9) 
 
It is assumed that the pressure gradient across the porous electrodes is negligible because the 
electrodes are extremely thin, especially for the electrolyte-supported cell used in this work. 
Therefore, gas pressure at TPB is considered equal to that of bulk flow 𝑝. Mole fraction of 
each component at TPB is calculated from equation 4.17-19. 
 
Ohmic overpotential is the product of area specific resistance (ASR) and current density. The 
ASR in this model is divided into two parts (see equation 4.10): that of the PEN structure 
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whose basic parameters such as thickness and material are known and hence correlations for 
the conductivity of electrodes and electrolyte are usually available (see equation 4.11-13), and 
that of the rest components such as interconnectors and protective oxidative coatings which is 
also temperature dependent and derived by fitting a polynomial (see equation 4.14) to the 
electrochemical impedance spectroscopy (EIS) measurements. 
 
 𝐴𝑆𝑅 = (
𝜏𝑎𝑛
𝜎𝑎𝑛
+
𝜏𝑒𝑙
𝜎𝑒𝑙
+
𝜏𝑐𝑎
𝜎𝑐𝑎
) + 𝐴𝑆𝑅𝑟𝑒𝑠𝑡 (4.10) 
 
𝜎𝑎𝑛 =
95 × 106
𝑇𝑃𝐸𝑁
∙ 𝑒𝑥𝑝 (
−1150
𝑇𝑃𝐸𝑁
) (4.11) 
 
𝜎𝑒𝑙 =
5.15 × 107
𝑇𝑃𝐸𝑁
∙ 𝑒𝑥𝑝 (
−10300
𝑇𝑃𝐸𝑁
) (4.12) 
 
𝜎𝑐𝑎 =
42 × 106
𝑇𝑃𝐸𝑁
∙ 𝑒𝑥𝑝 (
−1200
𝑇𝑃𝐸𝑁
) (4.13) 
 
The correlations for the above conductivities come from Hajimolana et al. [2011] and are val-
id for the YSZ electrolyte material. 
 
 𝐴𝑆𝑅𝑟𝑒𝑠𝑡 = 𝑎4𝑇𝑃𝐸𝑁
3 + 𝑎3𝑇𝑃𝐸𝑁
2 + 𝑎2𝑇𝑃𝐸𝑁 + 𝑎1 (4.14) 
 
Concentration overpotential here stems from the influence of the difference between gas 
components’ concentrations in bulk flow and at TPB on the reversible voltage, which is de-
rived from the Nernst equation as 
 
 
𝜂𝑐𝑜𝑛𝑐,𝑎𝑛 = −
𝑅𝑇𝑃𝐸𝑁
2𝐹
∙ (ln
𝑥𝐻2𝑂
𝑥𝐻2
− ln
𝑥𝐻2𝑂,𝑇𝑃𝐵
𝑥𝐻2,𝑇𝑃𝐵
), (4.15) 
 
𝜂𝑐𝑜𝑛𝑐,𝑐𝑎 = −
𝑅𝑇𝑃𝐸𝑁
4𝐹
∙ (ln 𝑥𝑂2,𝑇𝑃𝐵 − ln 𝑥𝑂2). (4.16) 
 
The concentration gradient exists because of mass transfer through the porous electrodes. For 
a multi component gas system considered in this work, the dusty gas model (DGM) is chosen 
to describe the species transfer process, as it is the most accurate among Fick’s model, Stefan-
Maxwell model and itself (Suwanwarangkul et al. [2003]). The three models mentioned are 
commonly used to model gas diffusion through porous media (He et al. [2014] and Veldsink 
et al. [1995]). The general form of DGM is implicit which usually results in longer computa-
tional time. However, explicit expressions for mole fractions at TPB of different gas compo-
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nents can be analytically derived with the assumption of constant pressure throughout the po-
rous electrode. The resultant equations are shown below (equation 4.17-19). Derivations are 
presented in appendix A.1. 
 
For fuel side: 
 
𝑥𝐻2,𝑇𝑃𝐵 = 𝑥𝐻2 −
𝑅𝑇𝑃𝐸𝑁 ∙ 𝑗
2𝐹 ∙ 𝑝
∙ (
1
𝐷𝐾,𝐻2
𝑒𝑓𝑓 +
1
𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓 ) ∙ 𝜏𝑎𝑛
−∑{
(𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓
− 𝐷𝐻2,𝑆
𝑒𝑓𝑓
) ∙ 𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓
(𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓
− 𝐷𝐻2,𝑆
𝑒𝑓𝑓
) ∙ 𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓
∙ 𝑥𝑆
𝑆
∙ [𝑒𝑥𝑝 (
𝑅𝑇𝑃𝐸𝑁 ∙ 𝑗
2𝐹 ∙ 𝑝
∙ (
1
𝐷𝐻2,𝑆
𝑒𝑓𝑓 −
1
𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓 ) ∙ 𝜏𝑎𝑛) − 1]}, 
(4.17) 
 
𝑥𝐻2𝑂,𝑇𝑃𝐵 = 𝑥𝐻2𝑂 +
𝑅𝑇𝑃𝐸𝑁 ∙ 𝑗
2𝐹 ∙ 𝑝
∙ (
1
𝐷𝐾,𝐻2𝑂
𝑒𝑓𝑓 +
1
𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓 ) ∙ 𝜏𝑎𝑛
+∑{
(𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓
− 𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓
) ∙ 𝐷𝐻2,𝑆
𝑒𝑓𝑓
(𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓
− 𝐷𝐻2,𝑆
𝑒𝑓𝑓
) ∙ 𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓
∙ 𝑥𝑆
𝑆
∙ [𝑒𝑥𝑝 (
𝑅𝑇𝑃𝐸𝑁 ∙ 𝑗
2𝐹 ∙ 𝑝
∙ (
1
𝐷𝐻2,𝑆
𝑒𝑓𝑓 −
1
𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓 ) ∙ 𝜏𝑎𝑛) − 1]}, 
(4.18) 
 
where 𝑆 = N2, CO, CO2 𝑎𝑛𝑑 CH4. For air side: 
 
 
𝑥𝑂2,𝑇𝑃𝐵 = 𝑥𝑂2 −
𝑅𝑇𝑃𝐸𝑁 ∙ 𝑗
4𝐹 ∙ 𝑝
∙
1
𝐷𝐾,𝑂2
𝑒𝑓𝑓 ∙ 𝜏𝑐𝑎 − 𝑥𝑁2
∙ [𝑒𝑥𝑝 (
𝑅𝑇𝑃𝐸𝑁 ∙ 𝑗
4𝐹 ∙ 𝑝
∙
1
𝐷𝑂2,𝑁2
𝑒𝑓𝑓 ∙ 𝜏𝑐𝑎) − 1]. 
(4.19) 
 
In the above three equations, the term 𝐷𝐾,𝑖
𝑒𝑓𝑓
 is the effective Knudsen diffusion coefficient of 
gas component 𝑖, and 𝐷𝑖,𝑗
𝑒𝑓𝑓
 is the effective binary diffusion coefficient of gas species 𝑖 and 𝑗. 
Both effective diffusion coefficients are calculated by taking into account the effect of elec-
trode porosity and tortuosity as: 
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 𝐷𝐾,𝑖
𝑒𝑓𝑓
=
𝜀𝑎𝑛/𝑐𝑎
𝑡𝑐𝑎𝑛/𝑐𝑎
∙ 𝐷𝐾,𝑖 , (4.20) 
 𝐷𝑖,𝑗
𝑒𝑓𝑓
=
𝜀𝑎𝑛/𝑐𝑎
𝑡𝑐𝑎𝑛/𝑐𝑎
∙ 𝐷𝑖,𝑗 . (4.21) 
 
𝐷𝐾,𝑖  is the Knudsen diffusion coefficient, which is defined by the kinetic theory of gases 
(Welty et al. [2009] and Chapman and Cowling [1970]) as 
 
 
𝐷𝐾,𝑖 =
𝑑𝑝
3
∙ √
8𝑅𝑇𝑃𝐸𝑁
𝜋𝑀𝑖
. (4.22) 
 
The binary diffusion coefficient 𝐷𝑖,𝑗 at low to moderate pressures (such that the ideal gas be-
havior is valid) can be predicted with reasonable accuracy from the kinetic theory of gases 
using results from the Chapman-Enskog theory based on the Lennard-Jones potential (Bird et 
al. [2002]). This calculation theory is implemented into an online tool (Higgins and Binous 
[2013]), with which the binary diffusion coefficients of many binary systems at different tem-
peratures and under various pressures can be easily gained. The coefficients at 310K and 1atm 
are first obtained from the tool and then corrected for other temperatures and pressures ac-
cording to the Chapman-Enskog theory: 
 
 
𝐷𝑖,𝑗 = 𝐷𝑖,𝑗(310𝐾, 1𝑎𝑡𝑚) ∙ (
𝑇𝑃𝐸𝑁
310
)
1.75
∙
𝑝0
𝑝
. (4.23) 
 
4.1.2 Fuel channel model 
The relevant phenomena that are accounted for in the fuel channel are: mass storage, energy 
balance, pressure loss, methane reforming and its reverse reaction and water-shift and its re-
verse reaction. The model is developed under the following assumptions: ideal gas model 
applies to fuel gas; the channel behaves as a well-stirred reactor; nickel foam in the channel is 
always in thermal equilibrium with its surrounding gas; and there is no direct radiation be-
tween PEN and fuel side interconnector (see equation 4.1). 
 
The mass of nickel foam is invariant, so only the gas phase is considered for the mass conser-
vation: 
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𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ 𝜏𝐹𝐶 ∙ 𝜀𝐹𝐶 ∙
𝑑𝜌𝑓𝑢𝑒𝑙
𝑑𝑡
= ?̇?𝑓𝑢𝑒𝑙,𝑖𝑛 + ?̇?𝑓𝑢𝑒𝑙,𝑜𝑢𝑡 +
1
2
𝑟1 ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ 𝑀𝑂2 . 
(4.24) 
 
The component mass balance equations, one for each chemical species, can be written as 
 
 
𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ 𝜏𝐹𝐶 ∙ 𝜀𝐹𝐶 ∙
𝑑(𝜌𝑓𝑢𝑒𝑙 ∙ 𝑦𝑖)
𝑑𝑡
= ?̇?𝑓𝑢𝑒𝑙,𝑖𝑛 ∙ 𝑦𝑖,𝑖𝑛 + ?̇?𝑓𝑢𝑒𝑙,𝑜𝑢𝑡 ∙ 𝑦𝑖 +𝑀𝑖
∙ (𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ 𝜈𝑖,1 ∙ 𝑟1 + 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ 𝜏𝐹𝐶 ∙ 𝜀𝐹𝐶 ∙∑𝜈𝑖,𝑗 ∙ 𝑟𝑗
3
𝑗=2
), 
(4.25) 
 
where 𝜈𝑖,𝑗 is the stoichiometric coefficient of species 𝑖 in the forward reaction 𝑗 listed in table 
4.2. It should be noted that 𝑖 stands for 5 out of the 6 possible components of fuel gas, because 
the remaining component mass balance can be obtained from the equations for the 5 species 
and the mass conservation equation 4.24. The reaction rate 𝑟1 is related to the current density 
(see equation 4.2). 𝑟2 and 𝑟3 is the net reaction rate of reaction 2 and 3 respectively (see table 
4.2). Both are calculated using equations from Timmermann et al. [2010] in accordance with 
the Langmuir-Hinshelwood mechanism for heterogeneous catalytic reaction. 
 
In the energy conservation equation the nickel foam is taken into account and results in the 
following equation: 
 
 
𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ 𝜏𝐹𝐶 ∙ 𝜀𝐹𝐶 ∙
𝑑(𝜌𝑓𝑢𝑒𝑙 ∙ 𝑢𝑓𝑢𝑒𝑙)
𝑑𝑡
+ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ 𝜏𝐹𝐶 ∙ (1 − 𝜀𝐹𝐶) ∙ 𝜌𝑁𝑖 ∙ 𝑐𝑁𝑖
∙
𝑑𝑇𝑓𝑢𝑒𝑙
𝑑𝑡
= ?̇?𝑓𝑢𝑒𝑙,𝑖𝑛 ∙ ℎ𝑓𝑢𝑒𝑙,𝑖𝑛 + ?̇?𝑓𝑢𝑒𝑙,𝑜𝑢𝑡 ∙ ℎ𝑓𝑢𝑒𝑙 + ?̇?
𝐹𝐶−𝑃𝐸𝑁
+ ?̇?𝐹𝐼−𝐹𝐶 + ?̇?𝐹𝐶−𝐹𝐶 − (−𝑟1 ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ ∆ℎ1), 
(4.26) 
 
where the convective heat transfer rates ?̇?𝐹𝐶−𝑃𝐸𝑁 and ?̇?𝐹𝐼−𝐹𝐶 are calculated in two convective 
heat transfer models and the heat conduction rate ?̇?𝐹𝐶−𝐹𝐶 from and to adjacent control vol-
umes owing to the nickel foam is calculated in a conductive heat transfer model. The enthalpy 
of reaction of hydrogen oxidation is subtracted in the above equation, because it is considered 
to be released or absorbed in PEN. 
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Momentum balance is not a key point in this work, because the pressure drop along the flow 
channel is very small due to the low flow velocity (Iwata et al. [2000]). Two choices of sim-
plification for the momentum conservation equation are provided to the model user. The first 
is to replace the momentum equation with constant pressure. The second is a particular solu-
tion of the Navier-Stokes’ equation for laminar flow of ideal gases with constant thermophys-
ical properties between two infinite flat plates in steady-state: 
 
 
?̇?𝑓𝑢𝑒𝑙,𝑖𝑛 = 𝜌𝑓𝑢𝑒𝑙,𝑖𝑛 ∙
𝑤 ∙ 𝜏𝐹𝐶
3
12𝜇𝑓𝑢𝑒𝑙
∙
𝑝𝑖𝑛 − 𝑝
𝑙𝑆𝑅𝑈
. (4.27) 
 
Though the convective heat transfer rate is calculated in a separate model, the heat transfer 
coefficient is determined in the flow channel model, because this is dependent upon the gas 
properties and channel structure. Two methods for determination are studied and compared 
with each other in section 5.2.2. The first is a constant convective heat transfer coefficient 
suggested by Aguiar et al. [2002] for the flow channel in SOC. The second is inspired by Yu-
an et al. [2001], where the authors develop a 3D CFD model based on the fully developed 
laminar flow assumption and with the boundary conditions that the PEN side has constant 
heat flux and the other sides are at constant temperature, and obtain good results. The same 
assumptions and boundary conditions are employed for this 1D model. In addition, for calcu-
lation of the heat transfer coefficient the hypothesis that the gas flows steadily between two 
infinite flat plates is introduced, which has also been adopted in many other non-CFD models 
(e.g. Aguiar et al. [2004], Larrain [2005] and Salogni and Colonna [2010]). Under these as-
sumptions and boundary conditions and for the channel filled with porous material, a constant 
Nusselt number of 𝑁𝑢 = 12 for PEN side and 𝑁𝑢 = 9.86 for interconnector side are given in 
Bejan [2013]. Constant Nusselt number means that the heat transfer coefficient would change 
along the flow direction, because of the change in thermal conductivity of gas due to varying 
gas composition and temperature. It should be pointed out that heat conduction between PEN 
and nickel foam and between interconnector and nickel foam are included in the total conduc-
tive heat transfer. However, constant Nusselt number implies that the structure and porosity of 
the porous material do not influence the convective heat transfer and the derivation process is 
not provided in by the author. Therefore further study is suggested for a more precise simula-
tion. 
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4.1.3 Air channel model 
Phenomena occurring in the air channel are similar to and simpler than that in fuel channel. 
Primary differences between the two channels are that there is no nickel foam and no chemi-
cal reactions in the air channel. Besides, the width of air channel is smaller than that of fuel 
channel (see figure 4.3). While nickel foam functions as support and electric conductor in the 
fuel channel, the air side interconnector contacts with PEN to play a similar role. All the as-
sumptions that are made for the fuel channel model, except those about nickel foam, hold true 
for the air channel model. Mass balance, component mass balance and energy balance are 
slightly different. 
 
 
Figure 4.3: Illustration of different structures of fuel and air channel 
 
Mass balance: 
 
 
𝑙𝑆𝑅𝑈 ∙ 𝐵 ∙ 𝜏𝐴𝐶 ∙
𝑑𝜌𝑎𝑖𝑟
𝑑𝑡
= ?̇?𝑎𝑖𝑟,𝑖𝑛 + ?̇?𝑎𝑖𝑟,𝑜𝑢𝑡 −
1
2
𝑟1 ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ 𝑀𝑂2 . 
(4.28) 
 
Component mass balance: 
 
 
𝑙𝑆𝑅𝑈 ∙ 𝐵 ∙ 𝜏𝐴𝐶 ∙
𝑑(𝜌𝑎𝑖𝑟 ∙ 𝑦𝑖)
𝑑𝑡
= ?̇?𝑎𝑖𝑟,𝑖𝑛 ∙ 𝑦𝑖,𝑖𝑛 + ?̇?𝑎𝑖𝑟,𝑜𝑢𝑡 ∙ 𝑦𝑖 +𝑀𝑖 ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ 𝜈𝑖,1 ∙ 𝑟1. 
(4.29) 
 
Energy balance: 
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𝑙𝑆𝑅𝑈 ∙ 𝐵 ∙ 𝜏𝐴𝐶 ∙
𝑑(𝜌𝑎𝑖𝑟 ∙ 𝑢𝑎𝑖𝑟)
𝑑𝑡
= ?̇?𝑎𝑖𝑟,𝑖𝑛 ∙ ℎ𝑎𝑖𝑟,𝑖𝑛 + ?̇?𝑎𝑖𝑟,𝑜𝑢𝑡 ∙ ℎ𝑎𝑖𝑟 + ?̇?
𝐴𝐶−𝑃𝐸𝑁 + ?̇?𝐴𝐼−𝐴𝐶 . 
(4.30) 
 
Equation implemented to describe momentum balance in the air channel is the same as that 
for the fuel channel (see equation 4.27). 
 
For the calculation of convective heat transfer coefficient between air flow and solid elements, 
two choices are studied and compared with each other like for the fuel channel. The first is the 
same as that described in the section above. The second is similar to that explained above. 
The same assumptions and boundary conditions are adopted, yet the values of Nusselt number 
are different. Since there is no porous media in the air channel, a constant Nusselt number of 
𝑁𝑢 = 8.235 for PEN side and 𝑁𝑢 = 7.54 for interconnector side are obtained from Kakac et 
al. [2013]. 
 
4.1.4 Interconnector model 
Heat storage is the only phenomenon modeled in this module. The interconnector function as 
an electric conductor is not considered, because electric current is assumed to flow directly 
out of and into PEN and the ohmic loss is lumped in the PEN model. 
 
For fuel side interconnector: 
 
 
(𝜌 ∙ 𝑐 ∙ 𝜏)𝐹𝐼 ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙
𝑑𝑇𝐹𝐼
𝑑𝑡
= ?̇?𝐹𝐼−𝐹𝐶 + ?̇?𝐹𝐼−𝐹𝐼 + ?̇?𝐹𝐼−𝐴𝐼 , (4.31) 
 
where ?̇?𝐹𝐼−𝐹𝐶 is already mentioned above, ?̇?𝐹𝐼−𝐹𝐼 is the sum of heat conduction from and to 
the adjacent fuel side interconnector units along the x direction, and ?̇?𝐹𝐼−𝐴𝐼 is the heat con-
duction to or from the air side interconnector of the adjacent cell. 
 
For air side interconnector: 
 
 
(𝜌 ∙ 𝑐 ∙ 𝜏)𝐴𝐼 ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙
𝑑𝑇𝐴𝐼
𝑑𝑡
= ?̇?𝐴𝐼−𝐴𝐶 + ?̇?𝐴𝐼−𝑃𝐸𝑁 + ?̇?𝐴𝐼−𝐴𝐼 + ?̇?𝐴𝐼−𝐹𝐼 , (4.32) 
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where ?̇?𝐴𝐼−𝐴𝐶 and ?̇?𝐴𝐼−𝑃𝐸𝑁 are introduced above, ?̇?𝐴𝐼−𝐴𝐼 is the sum of heat conduction from 
and to the adjacent air side interconnector units along the x direction, and ?̇?𝐴𝐼−𝐹𝐼 is the heat 
conduction to or from the fuel side interconnector of the adjacent cell. 
 
4.1.5 Convective heat transfer model 
This model calculates the heat convection rate with the temperature from the solid element 
module and the temperature and calculated heat transfer coefficient from the flow channel 
module: 
 
 
?̇? = {
ℎ ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ (𝑇𝑓 − 𝑇𝑠), 𝑓𝑢𝑒𝑙 𝑠𝑖𝑑𝑒
ℎ ∙ 𝑙𝑆𝑅𝑈 ∙ 𝐵 ∙ (𝑇𝑓 − 𝑇𝑠), 𝑎𝑖𝑟 𝑠𝑖𝑑𝑒
. (4.33) 
 
4.1.6 Combined conductive and radiative heat transfer model  
This model calculates the heat transfer rate between PEN and air side interconnector, since 
there exist both heat conduction and radiation effects between them (see figure 4.3): 
 
 
?̇? =
𝜖𝑃𝐸𝑁 ∙ 𝜖𝐴𝐼
𝜖𝑃𝐸𝑁 + 𝜖𝐴𝐼 − 𝜖𝑃𝐸𝑁 ∙ 𝜖𝐴𝐼
∙ 𝜎 ∙ (𝑇𝑃𝐸𝑁
4 − 𝑇𝐴𝐼
4 ) ∙ 𝐵 ∙ 𝑙𝑆𝑅𝑈 + 𝜆 ∙
𝑇𝑃𝐸𝑁 − 𝑇𝐴𝐼
𝜏𝐴𝐶
∙ (𝑤 − 𝐵) ∙ 𝑙𝑆𝑅𝑈, 
(4.34) 
 
where the expression for heat radiation is that for the radiative heat transfer rate between two 
infinite flat plates which are grey bodies. 
 
4.1.7 Connections of different modules 
Model for the single repeat unit is built by connecting the different modules described in the 
preceding sections. Figure 4.4 illustrates the connections of different modules in an SRU. 
There are four kinds of flows that relate these modules: heat flow (heat convection between 
gas flow and solid elements, radiation between PEN and air side interconnector and heat con-
duction through interconnector), gas flow (in air and fuel channel), electric flow and infor-
mation flow. The variables carried in the heat flow and the electric flow are so-called bilater-
ally coupled variables (Colonna and van Putten [2007]). One of the variables corresponds to a 
potential and the other to a flow. For example, voltage is the potential variable and electric 
current the flow variable. Variables carried by the gas flow are a pair of bilaterally coupled 
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variables plus specific enthalpy and gas composition. Information flow delivers variables 
needed for calculation purposes. For example, gas composition and pressure in flow channel 
module are required in PEN module to determine the multicomponent gas diffusion and asso-
ciated effects; and electric current in PEN module is needed in both channel modules for cal-
culating the reaction rate. 
 
 
Figure 4.4: Causality diagram of an SRU model 
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4.2 Stack model 
Stack model is developed on the basis of single repeat unit model. As is shown in figure 4.4, 
each single repeat unit interacts with its adjacent units or the surroundings of stack through 
three kinds of flows: heat flow, gas flow and electric flow. 
 
4.2.1 Heat flow connections 
Figure 4.5 shows the heat flow connections of a 3 × 3 stack model as an example. 3 × 3 
means that the stack consists of 3 cells and each cell is discretized into 3 units in the model. 
These connections can be grouped into two kinds. The first is for the heat conduction between 
adjacent single repeat units. Similar to the convective heat transfer model, a model is built to 
calculate the heat conduction rate between two finite volumes with lumped parameters: 
 
 
?̇? = 𝜆 ∙
𝑇I − 𝑇II
𝑙
∙ 𝐴. 
(4.35) 
 
The second kind of connections is for the heat flow out of or into the stack. As this model is 
resolved in 1D+1D, only the heat flow along x and z direction can be directly implemented. 
The purpose of introducing the adaptor model (see figure 4.5) is to simplify the connection of 
stack module with other components, e. g. in a system-level modelling. One port needs only 
one connection, while several ports need several connections. The adaptor model consists of a 
vector of heat ports and a distributed heat port. Variables in a heat port are: a potential varia-
ble – temperature; and a flow variable – heat flow. Variables in a distributed heat port are a 
vector of temperatures and a vector of heat fluxes. Function of the adaptor model is to store 
temperatures and heat flows of all heat ports into the vector of temperatures and vector of heat 
fluxes of the distributed heat port, respectively. 
 
As shown in figure 4.5, a simplification is employed: at the gas inlet side and gas outlet side, 
for each cell, the heat transfer along x direction and with its surroundings is “forced” to only 
flow through the PEN. This simplification is reasonable because a cell is very thin and hence 
the heat transfer inside a cell along z direction is much faster than that along x direction. This 
big difference between heat transfer rates along different directions can be confirmed by the 
fact that the temperature difference among different components in an SRU is much smaller 
than the temperature variation in a cell along x direction. There are three reasons for “forcing” 
all the heat to flow through PEN not one of the other components: 1. PEN is almost at the 
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middle of a cell; 2. PEN is the main heat source (during exothermic SOEC or SOFC mode) 
and heat sink (during endothermic SOEC mode); 3. PEN is the thinnest and its thermal con-
ductivity is the smallest compared with other components, which means its ability to transfer 
heat along the x direction is the worst among all the components of an SRU, which results in a 
minimum effect of this simplification to the simulation result. In section 5.2.4 a comparison 
between the heat flow connections with and without the simplification is presented. 
 
 
Figure 4.5: Schematic diagram of heat flow connections in a 3 × 3 stack model 
 
4.2.2 Gas flow connections 
Figure 4.6 illustrates gas flow connections of a 3 × 3 stack model as an example. The total 
inlet gas is distributed to each cell via a manifold. The gas exit of a discretization unit is con-
nected with the gas inlet of the next discretization unit. For this work, it is assumed that the 
inlet gas is equally distributed among all cells. It is also possible to study the effects of non-
uniform inlet gas distribution on the stack performance with this model by changing the hy-
draulic resistances of different pipelines of the manifold, which is the chosen parameter for 
determining gas distribution among different canals. 
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Figure 4.6: Schematic diagram of gas flow connections in a 3 × 3 stack model 
 
4.2.3 Electric flow connections 
Electric flow connections are simple compared to heat flow connections and gas flow connec-
tions. Single repeat units are connected in parallel to form a cell, and cells are connected in 
series to form a stack (see figure 4.7). 
 
 
Figure 4.7: Schematic diagram of electric flow connections in a 3 × 3 stack model 
 
4.2.4 Heat transfer between stack and its surroundings along y di-
rection 
As is explained in section 4.2.1, heat flow out of or into stack along y direction cannot be di-
rectly implemented (see figure 4.5). To provide the possibility to consider the heat transfer 
between stack and its surroundings along this direction, a Boolean named 𝑠𝑖𝑑𝑒𝐻𝑒𝑎𝑡𝑙𝑜𝑠𝑠 is 
introduced. If a user chooses 𝑠𝑖𝑑𝑒𝐻𝑒𝑎𝑡𝑙𝑜𝑠𝑠 = 𝑡𝑟𝑢𝑒, a source term 
𝑇𝑠𝑢𝑟𝑟𝑜𝑢𝑛𝑑𝑖𝑛𝑔𝑠−𝑇𝑖
𝑅𝑖
 is added to 
the right side of each of the energy conservation equations of SRU components (equation 4.1, 
4.26, 4.30, 4.31 and 4.32), where 𝑖 stands for PEN, fuel channel, air channel or interconnector 
and 𝑅𝑖 is the total thermal resistance of the heat transfer along y direction between the SRU 
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component 𝑖 and surroundings. This form of source term is chosen mainly to keep the flexibil-
ity and simplicity of the stack model. Each thermal resistance 𝑅𝑖 is set as a parameter which 
should first be calculated by the user according to the actual circumstances and then provided 
as input to the model before simulation. 
 
4.3 Modelling of heat transfer between stack and surround-
ings in the test bench 
The modelling work should be validated with experiments. To accomplish the validation, heat 
transfer between the stack and the surroundings of the test bench where experiments are done 
should be modelled. This heat transfer condition has great influence especially on the temper-
ature field inside the stack (see figure 5.9). As described in section 4.2.1 and 4.2.4, heat trans-
fer between stack and surroundings along x and z direction is modelled outside of the stack 
model, while that along y direction is modelled as source terms in energy balance equations in 
the stack model where thermal resistance 𝑅𝑖 should be determined. 
 
4.3.1 Heat transfer along x and z direction 
Since the actual circumstances determine the heat transfer, it is necessary to have an idea of 
the test bench structure. Figure 4.8 shows the simplified cross section of the test bench as well 
as heat transfer in the x- z plane. The temperature of the inner surface of the furnace is as-
sumed to be well controlled and therefore uniform and constant during an experiment. 
 
As is shown is the above figure, heat transfer paths between stack and surroundings along x 
and z direction are divided into three parts for modelling purposes. In this work, the “philoso-
phy” of modelling heat transfer between stack and surroundings is to preserve the simplicity 
as along with a certain degree of accuracy, as this model is not a CFD model and should be 
suitable for integration into a system model. Thus, each of the red and yellow heat transfer 
paths in figure 4.8 is modelled as a series connection of a 1D conductive heat transfer re-
sistance (see equation 4.36) and a heat capacity. It should be pointed out that the thermal re-
sistance between stack and inner surface of box is neglected, because the heat carried by flow-
ing gas travels very fast. 
 
 𝑅 =
𝜏
𝐴 ∙ 𝜆
 (4.36) 
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Figure 4.8: Schematic cross-sectional view of the test bench and heat transfer between stack 
and surroundings in x, z plane 
 
Radiation is determined in a radiative heat transfer module, which calculates the radiation rate 
between two elements with lumped temperature with the following equation: 
 
 ?̇? = 𝜖𝑖 ∙ 𝜎 ∙ (𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒
4 − 𝑇𝑖
4) ∙ 𝐴𝑖 , (4.37) 
 
where 𝑖 stands for the box, support or weight. This equation is obtained under the assumptions 
that all solids that participate are grey bodies, and the surface of furnace is much bigger so 
that view factor from surface of 𝑖 to that of furnace is approximately equal to 1. 
 
Figure 4.9 illustrates the structure of heat flow connections for modelling the heat transfer 
between stack and its surroundings along x and z direction in the test bench shown in figure 
4.8. It is worth noting that the number of heat flow paths in the module for heat transfer from 
stack to outside of box should be equal to the size of the temperature vector and heat flux vec-
tor in the adaptor model which is connected to the module (see figure 4.5 and 4.9). Each of 
the paths in this module calculates the heat flow between a temperature node in the tempera-
ture vector of connected adaptor model and a lumped temperature node at the other side. It 
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should be noted that, to calculate the thermal resistance in the module for heat transfer from 
stack to outside of box along x direction, the cross-sectional area of a single cell should be 
used; to calculate the thermal resistance in the module for heat transfer from stack to outside 
of box along z direction, the cross-sectional area of a discretized unit should be used. 
 
 
Figure 4.9: Heat flow connections of modeling of heat transfer between stack and surround-
ings along x and z direction in the test bench (an example with 3 × 3 stack) 
 
4.3.2 Heat transfer along y direction 
As is presented in section 4.2.4, the heat transfer between stack and surroundings along y di-
rection is modeled with source terms in energy balance equations of SRU components, in 
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which the thermal resistance 𝑅𝑖 should be determined in accordance with the practical situa-
tions. 
 
 
Figure 4.10: Illustration of heat transfer paths between components of an SRU and surround-
ings along y direction at one side in the test bench 
 
Figure 4.10 shows how the thermal resistance 𝑅𝑖 for each SRU component in this work is 
calculated. It should be pointed out that this figure only shows the heat flow along y direction 
at one side, while both sides should be considered by calculating 𝑅𝑖. For example, the thermal 
resistance between PEN and furnace along y direction at each side is composed of a series 
connection of a heat conduction resistance and a radiation resistance, and the total 𝑅𝑃𝐸𝑁 is a 
parallel connection of the two series connections. 
 
Thermal resistance of heat conduction is determined with the following equations: 
 
 
𝑅 =
1
𝐴 ∙ ℎ
, (4.38) 
 
ℎ = 𝑁𝑢̅̅ ̅̅ ∙
𝜆
𝑙
, (4.39) 
 
𝑁𝑢̅̅ ̅̅ = 0.664 ∙ 𝑃𝑟
1
3𝑅𝑒𝑙
1
2, (4.40) 
 
where 𝑙 is the total length of flow channel and the expression for the average Nusselt number 
is that for external flow over a plate. 
 
Thermal resistance of heat conduction can be calculated with equation 4.36, and that of radia-
tion can be estimated with: 
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𝑅 =
1
4 ∙ 𝜖𝑏𝑜𝑥 ∙ 𝜎 ∙ 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒
3 ∙ 𝐴
, (4.41) 
 
which is the first order Taylor series expansion of the radiation term in equation 4.37. 
 
4.4 Determination of parameters 
4.4.1 Electrochemical parameters 
Electrochemical parameters are very important, because they directly influence the relation 
between voltage and electric current of the stack which is one of the most crucial performance 
indicators. In this work, the electrochemical parameters are determined with different methods, 
which are described in the following. The experiments for determining these electrochemical 
parameters are performed within the research group at German Aerospace Center, therefore 
the methods are only briefly introduced in this work. 
 
For the transfer coefficient 𝛼𝑎𝑛 and 𝛼𝑐𝑎 in the B-V equations (see equation 4.6 and 4.7), the 
value 0.5 is applied, which is commonly used in many SOC models. 
 
For all the parameters in equation 4.8 and 4.9 (𝛾𝑎𝑛, 𝑎, 𝑏, 𝐸𝑎,𝑎𝑛, 𝛾𝑐𝑎, 𝑑 and 𝐸𝑎,𝑐𝑎), values from 
Leonide et al. [2009] are adopted in the first phase of the work. In the second phase, these 
parameters are determined following the method described by Leonide et al. [2009], who de-
velop the equivalent-circuit model by calculating and analyzing the corresponding distribution 
of relaxation times (DRT) of the impedance response, and then analyze the impedance spectra 
by a complex nonlinear least-squares (CNLS) approximation to a model function represented 
by the developed equivalent circuit. For more details about this method, readers can also refer 
to Schichlein et al. [2002] and Leonide et al. [2008]. Comparison is made in section 5.2.6 be-
tween simulations with values of these parameters from literature and those determined by 
means of impedance spectroscopy. 
 
Determination of parameters 𝑎1, 𝑎2, 𝑎3 and 𝑎4 in equation 4.14 is a three-stage process. In the 
first step, the total ASR – temperature curve is obtained through impedance spectroscopy. 
Second, ASR of electrodes and electrolyte are calculated with correlations from literature (see 
equation 4.11-13) and subtracted from ASR obtained from impedance spectra to get 𝐴𝑆𝑅𝑟𝑒𝑠𝑡. 
In the last step, the change of 𝐴𝑆𝑅𝑟𝑒𝑠𝑡 with temperature is fitted with a third order polynomial. 
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The structure parameters 𝜀𝑎𝑛, 𝜀𝑐𝑎, 𝑡𝑐𝑎𝑛 and 𝑡𝑐𝑐𝑎 of both electrodes directly affect the gas dif-
fusion process and thus the concentration overpotential. The two porosities 𝜀𝑎𝑛 and 𝜀𝑐𝑎 are 
given by the manufacturer of the stack used for this work. The tortuosity factors 𝑡𝑐𝑎𝑛 and 𝑡𝑐𝑐𝑎 
are determined by fitting to the experiment results. 
 
4.4.2 Thermal properties 
Thermal properties are important, as they significantly affect the temperature field inside the 
stack. Values of most of the thermal properties as input parameters into the stack model come 
from literature. These parameters are listed in table 4.3 together with their sources. 
 
Table 4.3: Thermal properties from literature as input parameters in the stack model 
Thermal property Description Source 
𝑐𝑃𝐸𝑁 Specific heat capacity of PEN  
 
Aguiar et al. [2004] 
𝜖𝑃𝐸𝑁 Emissivity of PEN surface 
𝜆𝑃𝐸𝑁 Thermal conductivity of PEN 
𝑐𝐴𝐼 = 𝑐𝐹𝐼 Specific heat capacity of interconnector 
𝜖𝐴𝐼 = 𝜖𝐹𝐼 Emissivity of interconnector surface 
𝜆𝐴𝐼 = 𝜆𝐹𝐼 Thermal conductivity of interconnector 
 
Effective thermal conductivity of the nickel foam in the fuel channel is difficult to be deter-
mined accurately because the effective thermal conductivity of porous media is affected by 
thermal conductivities of each phase, porosity and pore structure. Numerical methods are usu-
ally employed for precise prediction (Deng et al. [2017]). In this work, the following equation 
is adopted to reckon the effective thermal conductivity: 
 
 
𝜆𝐹𝐶
𝑒𝑓𝑓
= 𝜆𝑁𝑖 ∙
𝜆𝑓𝑢𝑒𝑙 + 2𝜆𝑁𝑖 + 2𝜀𝐹𝐶 ∙ (𝜆𝑓𝑢𝑒𝑙 − 𝜆𝑁𝑖)
𝜆𝑓𝑢𝑒𝑙 + 2𝜆𝑁𝑖 − 𝜀𝐹𝐶 ∙ (𝜆𝑓𝑢𝑒𝑙 − 𝜆𝑁𝑖)
. (4.42) 
 
This equation is a deduced exact solution of the effective thermal conductivity in a homoge-
nous continuous material with periodically distributed and non-interacting spherical pores 
(Eucken [1940]). Thermal conductivity of nickel foam in the stack is not yet measured and its 
pore structure is unknown, so the above chosen equation is an estimation. 
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Thermal properties of box, support and weight are needed for modeling of heat transfer be-
tween stack and furnace. Usually, these values can be found in the literature if the material of 
construction is known. Box and weight are made of a type of stainless steel and interconnect-
or is also made of a kind of stainless steel. Thus, same values of specific heat capacity, ther-
mal conductivity and emissivity of the interconnector are also used for box and weight. Sup-
port is made from a kind of refractory ceramics. A typical value of 1000𝐽/(𝑘𝑔 ∙ 𝐾) for specif-
ic heat capacity of refractory ceramics is chosen from Schacht [2004]. A value of 0.4 is cho-
sen for the emissivity of support, which is a typical value for ceramic fibre Al2O3 at the repre-
sentative operating temperature of SOC (Benko [1991]). The typical value for thermal con-
ductivity of refractory ceramics of 1𝑊/(𝑚 ∙ 𝐾) (Ewing et al. [1962]) is employed for thermal 
conductivity of the support. All values for the thermal properties of box, support and weight 
are approximate values, because the specific materials of these three components are unclear. 
However readers will find in the next chapter that simulations with these estimated values 
attain acceptable accuracy. 
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5 Results and discussion 
This chapter is divided into three sections. In the first section, the selection of the axial dis-
cretization number for the single cell model is explained. In the second section, important 
characteristics of the model are highlighted. In the last section, the validation of the developed 
model with experiments is presented. The variables that are mainly concerned in this work are 
voltages and temperatures in the stack, because they are the most important variables for the 
stack operation. The voltage directly indicates the performance of a stack. Temperature field 
in the stack should be closely monitored and controlled during the operation because of the 
temperature limit of the materials, the strong interaction of voltage and temperature, and the 
decisive role of exit temperature to the waste heat utilization. Exactly speaking, the variables 
concerned are voltage of cell 5 and temperatures at points shown in figure 5.1, because they 
are measured in the experiments. T7, T8 and T9 is at the center of bottom cell (cell 1), middle 
cell (cell 5) and top cell (cell 10) of the stack respectively. T5 and T10 is at the 1/4 and 3/4 
position along the length of cell 5, respectively. 
 
 
Figure 5.1: Temperature measuring points and ID number of cells 
 
5.1 Determination of discretization number 
Compromise between computational efficiency and accuracy is always an issue in the numer-
ical simulation. The discretization number should be determined to reach a compromise be-
tween efficiency and accuracy according to the demand and computing power. Figure 5.2 
shows the change of simulation results and computational time with discretization number. 
The temperature and voltage curves clearly exhibit an asymptotic behavior, while the compu-
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tational time increases almost linearly. This observation should be kept in mind when choos-
ing the discretization number. In this work, a discretization number of 10 is chosen. 
 
 
Figure 5.2: Influence of discretization number (SOFC; 𝑝 = 1.4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 = 750℃, inlet 
𝑥𝐻2: 𝑥𝑁2 = 40: 60, 𝐹𝑈 = 0.55, 𝑗 = 0.0798𝐴/𝑐𝑚
2; stop time: 1000000s) 
 
5.2 Highlighting important characteristics of the model  
5.2.1 Higher resolution of gas flow channels  
To the author’s knowledge, in the published non-CFD models for co- or counter-flow solid 
oxide cell or stack where the single cell is resolved along gas flow direction into discretization 
units, each gas flow channel is simply modeled as duct between two flat plates (e. g. in Sor-
rentino et al. [2008], Aguiar et al. [2004] and Salogni and Colonna [2010]). In this model the 
actual contact between PEN and air side interconnector as well as nickel foam that fills the 
fuel channel are included (compare figure 4.3 with figure 5.3) which leads to a higher resolu-
tion of both gas flow channels. 
 
Figure 5.4 shows the difference between modelling without and with contact between PEN 
and air side interconnector. Temperature in the stack becomes lower, with considering the 
contact, for an exothermic SOEC mode where the PEN is a heat source because the heat trans-
fer between PEN and air side interconnector is much faster. This means that the generated 
heat in the PEN can be transferred more quickly out of the stack, with the contact than that 
without. Explanation for the big change of heat flux can be found by looking into the law of 
heat conduction and law of heat radiation. Heat conduction rate is proportional to the tempera-
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ture gradient, while heat radiation is proportional to difference of fourth power of temperature. 
For the heat transfer situation between PEN and air side interconnector, temperature differ-
ence between the two solid elements is small but the temperature gradient can be big due to 
the minimal space between them. Therefore heat conduction is much more dominant than heat 
radiation. 
 
 
Figure 5.3: Illustration of gas flow channel structures considered in published non-CFD co-
/counter-flow SOC models 
 
 
Figure 5.4: Effect of contact between PEN and air side interconnector on temperature of cell 5 
and heat transfer between PEN and air side interconnector (SOEC; 𝑝 = 1.4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 =
800℃, inlet 𝑥𝐻2: 𝑥𝐻2𝑂 = 10: 90, 𝑆𝑈 = 0.7, 𝑗 = 0.5𝐴/𝑐𝑚
2) 
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Figure 5.5 illustrates the effect of nickel foam. Similar to the contact between PEN and air 
side interconnector, nickel foam also strengthens the heat transfer between stack and sur-
roundings and causes the decrease of temperature inside the stack if the stack is exothermic. 
The nickel foam enhances heat transfer in two aspects: heat conduction through nickel foam 
along gas flow direction, and enhancement of convective heat transfer between fuel flow and 
solid elements. The improvement of heat convection by using porous inserts has been report-
ed by many researchers and applied, e. g. in volumetric solar air receiver (Poulikakos and 
Kazmierczak [1987], Alkam et al. [2001] and Wu et al. [2011]). 
 
 
Figure 5.5: Effect of nickel foam in the fuel channel on the temperature distribution in stack 
(SOEC; 𝑝 = 1.4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 = 800℃, inlet 𝑥𝐻2: 𝑥𝐻2𝑂 = 10: 90, 𝑆𝑈 = 0.7, 𝑗 = 0.5𝐴/𝑐𝑚
2) 
 
Discussion in this section shows the significance of higher resolution of gas flow channels in 
the model. Both the nickel foam and the contact between PEN and air side interconnector 
have notable influence on the temperature field in the stack. 
 
5.2.2 Effect of heat convection model between gas flow and solid 
elements 
In section 4.1.2, two methods for determining the convective heat transfer coefficient are 
mentioned. The first is to use constant heat transfer coefficient. The second is to use constant 
Nusselt number. Initially, purpose of comparing these two ways is to check which can predict 
the temperature inside the stack more accurately. The comparison results (see figure 5.6) indi-
cate that the simulated heat convection is stronger with constant Nusselt number assumption 
than that using constant heat transfer coefficient, so that T8 corresponding to constant Nusselt 
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number is ca. 2.5℃ lower than that with constant heat transfer coefficient. Voltage of cell 5 
predicted with constant Nusselt number assumption is a little bit higher, because lower tem-
perature results in larger ohmic overpotential. However, the voltage difference is only ca. 
6𝑚𝑉 and actually negligible. An extra interesting finding is that the simulation is about 4 
times faster using constant Nusselt number. The constant Nusselt number method is thus 
adopted, because the difference in predicting temperature is really small compared with the 
difference in computational time, and that computational efficiency is also very important 
especially for this model which should be applied in the next stage in system-level modelling. 
Reasons behind the great change in CPU-time are not further studied, because it is beyond the 
range of this master thesis work. 
 
 
Figure 5.6: Comparison of two ways to model heat convection (SOEC; 𝑝 = 4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 =
800℃, inlet 𝑥𝐻2: 𝑥𝐻2𝑂: 𝑥𝑁2 = 7.92: 71.25: 20.83, 𝑆𝑈 = 0.7, 𝑗 = 0.5025𝐴/𝑐𝑚
2; stop time: 1563827s) 
 
5.2.3 Butler-Volmer equation and its inverse hyperbolic sine ap-
proximation 
Butler-Volmer equation is an implicit expression of the activation overpotential, which may 
present an additional computational cost in numerical solution. Therefore, explicit inverse 
hyperbolic sine approximation of the B-V equation (compare equation 5.1 and 5.2 with equa-
tion 4.6 and 4.7) is also employed in the model as an attempt to increase computational effi-
ciency.  
 
Noren and Hoffman [2005] recommend this form of approximation because of its superior 
accuracy over the whole range of current density when 𝛼 < 0.7. However, results of simula-
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tion with B-V equation and those with that approximation equation show remarkable differ-
ence between each other for the simulated operation condition corresponding to figure 5.7. 
Since the B-V equation describes the relation between current density and activation overpo-
tential, its approximation directly influences the prediction of voltage. The predicted voltage 
of cell 5 with B-V equation is ca. 25𝑚𝑉 lower, which means that the approximation of B-V 
equation brings about an overestimation of activation overpotential of ca. 25𝑚𝑉 under the 
operation condition corresponding to figure 5.7. Higher overpotential means more electric 
energy is converted into heat (loss of electrical energy). Figure 5.7 shows that around 25𝑚𝑉 
overestimation of voltage loss leads to about 9℃ increase of T8 under the simulated operation 
condition. Though the deviation between experiment results and simulation results with B-V 
equation is even a little bigger than that with approximation equation in figure 5.7, it should 
be pointed out that the deviation with B-V equation mainly comes from inaccuracy of pa-
rameter values, while the simulation with approximation equation has at least two sources of 
errors, i.e. simplification of B-V equation and inaccuracy of parameter values. 
 
 
𝜂𝑎𝑐𝑡,𝑎𝑛 =
𝑅𝑇𝑃𝐸𝑁
𝛼𝑎𝑛𝐹
∙ sinh−1 (
𝑗
2𝑗0,𝑎𝑛
) (5.1) 
 
𝜂𝑎𝑐𝑡,𝑐𝑎 =
𝑅𝑇𝑃𝐸𝑁
𝛼𝑐𝑎𝐹
∙ sinh−1 (
𝑗
2𝑗0,𝑐𝑎
) (5.2) 
 
 
Figure 5.7: Comparison of B-V equation with its approximation (SOEC; 𝑝 = 4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 =
800℃, inlet 𝑥𝐻2: 𝑥𝐻2𝑂: 𝑥𝑁2 = 7.92: 71.25: 20.83, 𝑆𝑈 = 0.7, 𝑗 = 0.5025𝐴/𝑐𝑚
2; stop time: 1563827s) 
 
The change of CPU-time is unexpected. Simulation with B-V equation is almost 6 times 
quicker, which means that the use of approximation equation is meaningless. Explanation to 
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this phenomenon beyond expectation is not further explored for the same reason explained at 
the end of section 5.2.2. 
 
5.2.4 Heat flow connections with and without simplification 
In section 4.2.1 it is mentioned that a simplification for heat flow connections between stack 
and outside at the gas inlet side and gas exit side is employed. In this section the heat flow 
connections with and without this simplification are compared with each other. Figure 5.8 
shows that the simplification almost does not influence simulation results (an explanation for 
this in section 4.2.1), but make the CPU-time drop dramatically. Thus, the simplified heat 
flow connections are adopted in this work. 
 
 
Figure 5.8: Comparison between simplified and not simplified heat flow connections (SOFC; 
𝑝 = 1.4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 = 750℃, inlet 𝑥𝐻2: 𝑥𝑁2 = 40: 60, 𝐹𝑈 = 0.55, 𝑗 = 0.0798𝐴/𝑐𝑚
2; stop time: 
10000s; heat transfer between stack and surroundings along y not considered) 
 
5.2.5 Importance of considering heat transfer between stack and 
surroundings 
Figure 5.9 displays the great influence of heat transfer between stack and its surroundings 
upon the temperature field in the stack. Here the author wants to point out again that the stack 
modeled and mentioned in this work is actually the “effective volume” of a real stack (marked 
with red dash line in figure 4.1). Heat transfer between stack and surroundings along z direc-
tion significantly affects the value of maximum temperature and slightly flattens temperature 
distribution. Heat transfer between stack and surroundings along x direction remarkably influ-
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ences not only the value of maximum temperature but also the position of hot spot. Heat 
transfer between stack and surroundings along y direction is relatively weak, because the 
stack used in this work consists of only 10 cells which means the height of stack is small and 
thus the surface area for heat transfer between stack and surroundings along y direction is 
relatively small. For stacks composed of more cells, heat transfer between stack and surround-
ings along y direction is expected to become more important. As conclusion, it is important to 
consider and carefully model the heat transfer between stack and its surroundings. 
 
 
Figure 5.9: Effect of heat transfer between stack and surroundings (SOFC; 𝑝 = 1.4𝑏𝑎𝑟, 
𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 = 750℃, inlet 𝑥𝐻2: 𝑥𝑁2 = 40: 60, 𝐹𝑈 = 0.55, 𝑗 = 0.0798𝐴/𝑐𝑚
2) 
 
5.2.6 Electrochemical parameters determined by means of imped-
ance spectroscopy 
In section 4.4.1 it is introduced that for all the parameters in equation 4.8 and 4.9 values from 
literature are adopted in the first stage, and values obtained by analyzing data from electro-
chemical impedance spectroscopy (EIS) following methodology from the same literature are 
employed in the second stage. Simulations done in these two stages are compared with each 
other in figure 5.10. Compared with using parameters from literature, results given by the 
simulation with parameters that are more scientifically determined are closer to the experi-
mental values. Under an SOEC mode, higher voltage as well as temperature are obtained with 
parameters determined by means of EIS. The higher voltage is due to higher activation over-
potential, especially that of fuel electrode side (see figure 5.10(b)). This observation indicates 
that the cell used for this work has higher activation polarization loss than the cell identified 
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with the same method in that literature. This loss mainly origins from difference in fuel elec-
trodes of these two kinds of cells. Temperature is also higher because more voltage loss 
means more heat production. 
 
 
                                      (a)                                                                          (b) 
Figure 5.10:  Simulations with parameters determined by EIS and from literature (SOEC; 𝑝 =
4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 = 800℃, inlet 𝑥𝐻2: 𝑥𝐻2𝑂: 𝑥𝑁2 = 7.92: 71.25: 20.83, 𝑆𝑈 = 0.7, 𝑗 = 0.5025𝐴/𝑐𝑚
2) 
 
5.3 Validation with experiments 
Since the stack model developed in this work only represent the “effective volume” (see fig-
ure 4.1), the temperature of the fluid within the manifold of the stack is not modeled, and the 
fuel and air temperatures at the inlet of “effective volume” are not measured, they have to be 
estimated. According to experimental measurements, temperature distribution of cell 5 usual-
ly shows a near-parabolic form (see figure 5.19), which means temperature changes along the 
length more quickly in entry and exit section than in middle section. Thus the gas inlet tem-
perature of the “effective” stack is roughly estimated as: 
 
 Tinlet = T5 − 2 ∙ (T8 − T5) (5.3) 
 
It is assumed that both fuel and gas inlet possess the same temperature, and gas temperatures 
at entrance of each cell are equal. 
 
5.3.1 Modification of ∆𝒉𝟏 from Modelica library 
During the validation process, it is found that the value of ∆ℎ1 obtained from the Modelica 
library is not accurate and about 3𝐾𝐽/𝑚𝑜𝑙 smaller than the actual value around the operation 
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temperature of the stack used for this work (see figure 5.11). Therefore, the calculated ∆ℎ1 is 
modified by adding 3𝐾𝐽/𝑚𝑜𝑙 to it in the model. 
 
 
Figure 5.11: Deviation of ∆ℎ1 calculated with Modelica library from the actual value 
 
As the specific Gibb’s free energy ∆𝑔1
0 under standard pressure and without considering mix-
ing effect, which participates in the calculation of ideal reversible voltage (see equation 4.3), 
is calculated in the model with Gibbs-Helmholtz equation and constant reaction enthalpy ∆ℎ1
0 
under standard condition (not ∆ℎ1 calculated with Modelica library) (see equation 4.4), the 
deviation of ∆ℎ1 from actual value mainly has influence on temperature in stack. The modifi-
cation of ∆ℎ1 causes temperature increase and slight voltage decrease for SOEC mode (see 
figure 5.12). This temperature change can be explained with the following equation: 
 
 𝛿𝑄
∆𝑡
= 𝑗 ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ (
∆ℎ1
2𝐹
+ 𝑉), (5.4) 
 
where 𝑗 is positive under SOFC mode and negative under SOEC mode, and 𝛿𝑄 is negative for 
exothermic condition. This equation describes the heat production/consumption rate in a sin-
gle repeat unit and is derived by substituting the Faraday’s law (equation 4.2) into equation 
5.5. Equation 5.4 can also explain why the influence of modification of ∆ℎ1 upon the stack 
temperature is greater at higher current density. The slight change of voltage is resulted from 
the change of temperature: higher temperature mainly leads to lower ohmic resistance and 
thus lower voltage loss. 
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 𝛿𝑄
∆𝑡
= 𝑟1 ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ ∆ℎ1 + 𝑗 ∙ 𝑙𝑆𝑅𝑈 ∙ 𝑤 ∙ 𝑉 (5.5) 
 
 
Figure 5.12: Change of temperature and voltage after modification of ∆ℎ1 (SOEC; 𝑝 = 4𝑏𝑎𝑟, 
𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 = 800℃, inlet 𝑥𝐻2: 𝑥𝐻2𝑂 = 10: 90, 𝑆𝑈 = 0.6) 
 
5.3.2 𝑽-𝒋 and 𝑻-𝒋 curves 
𝑉-𝑗 and 𝑇-𝑗 curves are the most important and basic curves for characterizing cell or stack 
performance and are used here in validation. 
 
5.3.2.1 Steady state process 
Figure 5.13 and 5.14 show that, on the whole the model developed in this work can simulate 
steady state process for both SOFC and SOEC mode with reasonable accuracy. Average devi-
ation of voltage of cell 5 is ca. 15𝑚𝑉 for steady state SOFC points, and ca. 5𝑚𝑉 for steady 
state SOEC points. However, it cannot be simply concluded from these results that this model 
can predict voltages under SOEC mode more accurately, because these results are only ob-
tained from one set of steady state SOFC and SOEC experiments. 
 
Maximum temperature deviation found for this set of steady state SOFC experiments and 
simulations is ca. 5℃ which appears when the temperature difference between stack and fur-
nace reaches the highest value, while the maximum temperature deviation for the shown 
SOEC cases is ca. 7℃ and emerges when the stack is endothermic and the temperature differ-
ence between stack and surroundings peaks. These observations imply that: 1. the heat trans-
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fer conditions between stack and surroundings may be different for exothermic stack and for 
endothermic stack; 2. increase of heat transfer rate between stack and surroundings with in-
creasing temperature difference between them is probably underestimated in the model. The 
second hypothesis is reasonable because values of many thermal properties used in the model 
are taken from literature (see section 4.4.2), and some heat transfer paths are modeled with 
series connection of thermal resistance and heat capacity to keep simplicity. 
 
 
Figure 5.13: 𝑉-𝑗 and 𝑇-𝑗 curve (SOFC; 𝑝 = 1.4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 = 750℃, inlet 𝑥𝐻2: 𝑥𝑁2 = 40: 60, 
𝐹𝑈 = 0.55) 
 
 
Figure 5.14: 𝑉-𝑗 and 𝑇-𝑗 curve (SOEC; 𝑝 = 4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 = 800℃, inlet 𝑥𝐻2: 𝑥𝐻2𝑂 = 10: 90, 
𝑆𝑈 = 0.6) 
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Figure 5.15 can partly prove the second hypothesis mentioned above. As an attempt, through 
raising the emissivity used to model radiation between box and furnace at gas inlet and exit 
side from 0.1 to 0.57, and raising the value of thermal resistance at each of these two sides by 
100 times (see figure 4.8 and 4.9), resistance of radiation to the total heat transfer between 
stack and its surroundings is weakened and that of other heat transfer forms is enhanced. 
These changes make the heat transfer rate between stack and surroundings increase faster with 
increasing temperature difference between them, because radiation rate is proportional to dif-
ference of fourth power of temperature, while other two basic forms of heat transfer are only 
proportional to difference of first power of temperature. As expected, stack temperature gets 
closer to ambient temperature when temperature difference is large, and stays almost un-
changed under low temperature difference condition. 
 
 
(a) SOFC; 𝑝 = 1.4𝑏𝑎𝑟,                                        (b) SOEC; 𝑝 = 4𝑏𝑎𝑟, 
inlet 𝑥𝐻2: 𝑥𝑁2 = 40: 60, 𝐹𝑈 = 0.55                     inlet 𝑥𝐻2: 𝑥𝐻2𝑂 = 10: 90, 𝑆𝑈 = 0.6 
Figure 5.15: Effect of strengthening radiation and weakening other heat transfer forms in the 
model 
 
5.3.2.2 Dynamic process 
Figure 5.16 and 5.17 show that, on the whole the model developed in this work can simulate 
dynamic process for both SOFC and SOEC mode with reasonable accuracy. Here the dynam-
ic process means a ramp signal of current is given as an input. 
 
The voltage deviation at low current density observed in figure 5.16 is anomaly, because volt-
age of cell 5 gained from simulation shows good consistence with experimental value for 
steady state SOFC, steady state SOEC and dynamic SOEC. Moreover, the experimental 𝑉-𝑗 
0.00 0.05 0.10 0.15 0.20 0.25 0.30
760
780
800
820
840
860
 
 
T
8
 /
°C
Current density /Acm
-2
 Experiment
 Before strengthening radiation
 After strengthening radiation
Furnace temperature=750°C
0.15 0.20 0.25 0.30 0.35 0.40
780
785
790
795
800
805
810
 
 
T
8
 /
°C
-Current density /Acm
-2
 Experiment
 Before strengthening radiation
 After strengthening radiation
Furnace temperature=800°C
Results and discussion 
54 
curve in figure 5.16 even displays a different form from the simulation curve at low current 
density region and this form is not typical for the 𝑉-𝑗 curve under SOFC mode (see figure 2.4). 
As all kinds of irreversible voltage losses are minimal at very low current density (see equa-
tions for different voltage losses in section 4.1.1), the voltage deviation must stem from the 
difference between the ideal reversible voltage calculated by the model and its actual value. 
An interesting finding from experiments with the same stack done by another researcher at 
German Aerospace Center is that, 𝑉-𝑗 curve shows similar form to that shown in figure 5.16 
as long as “dry” fuel is employed, but displays typical form if there is steam in inlet fuel. The 
typical 𝑉-𝑗 curves shown in figure 2.4 are also obtained with experiments applying “wet” fuel. 
This interesting finding implies that the error in predicting the 𝑥𝐻2𝑂 value in the beginning of 
a forward-scanning dynamic process using “dry” fuel is very likely to give rise to the voltage 
deviation. The mole fraction of steam is very small at low current density under these condi-
tions (see figure 5.18(a)), and just a small error in 𝑥𝐻2𝑂 can lead to a relatively big deviation 
in ln 𝑥𝐻2𝑂 when 𝑥𝐻2𝑂 is minimal due to the property of ln function (see figure 5.18(b)). Ac-
cording to equation 4.3, a deviation of ca. 2 in ln 𝑥𝐻2𝑂 would induce a change of reversible 
voltage of ca. 0.1𝑉 around operation temperature of this stack. 
 
 
Figure 5.16: 𝑉-𝑗 and 𝑇-𝑗 curve (SOFC; 𝑝 = 1.4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 = 755.5℃, inlet 𝑥𝐻2: 𝑥𝑁2 = 40: 60, 
∆𝐼/∆𝑡 = 10𝐴/𝑚𝑖𝑛) 
 
A hypothesis is put forward here to explain the probable error in predicting the steam mole 
fraction in the beginning of a forward-scanning dynamic process using “dry” fuel. In the be-
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pores in the fuel electrode is barely filled with water molecules because “dry” fuel is applied. 
Therefore, most of the generated steam in the beginning phase leaves the triple phase bounda-
ry where it is produced, is adsorbed into the porous electrode and does not diffuse into the 
bulk fuel flow. This means that the actual 𝑥𝐻2𝑂 in the start phase of the forward scan can be 
lower than that calculated in the model, because the porous electrodes are only considered as 
a “mass conductor” in the model and their “mass storage” effect is not implemented. This 
hypothesis can also explain the slope change of the experimental 𝑉-𝑗 curve in low current 
density region in figure 5.16. In the very beginning, the adsorption rate of steam is the highest 
and the influence of steam production on the ideal voltage is minimum, so the slope of 𝑉-𝑗 
curve is almost zero. As the adsorption tends to saturation, the adsorption rate falls and the 
influence of steam production on the voltage ascends, so the absolute value of the slope in-
creases. After the adsorption reaches saturation, effect of it upon the steam diffusion across 
porous electrode disappears, and 𝑉-𝑗 curve from experiment almost coincides with that ob-
tained from simulation where the adsorption is not modeled. 
 
 
Figure 5.17: 𝑉-𝑗 and 𝑇-𝑗 curve (SOEC; 𝑝 = 4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 = 801.9℃, inlet 𝑥𝐻2: 𝑥𝐻2𝑂 = 10: 90, 
∆𝐼/∆𝑡 = 15𝐴/𝑚𝑖𝑛) 
 
Maximum temperature deviation is ca. 3℃ in figure 5.16 and ca. 2℃ in figure 5.17. It should 
be pointed out that the time duration of a dynamic process is very short (about 200 seconds) 
compared with the time needed to reach the steady temperature in a steady state process (at 
least 10000 seconds). Hence, the effect of heat transfer between stack and its surroundings is 
negligible in a fast dynamic process and the stack can be seen as insulated during this process. 
Therefore, the origins of the temperature deviation observed in dynamic process are different 
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from those observed in steady state process. Bigger temperature variation in the simulation of 
dynamic process than in the experiment implies that total thermal inertia or heat capacity of 
the stack is underestimated in the model. This is reasonable because values of many thermal 
properties used in the model are taken from literature (see section 4.4.2). 
 
 
(a) Simulation result corresponding to figure 5.16                   (b) ln 𝑥𝐻2𝑂-𝑥𝐻2𝑂 curve 
Figure 5.18: Illustration of why small error of 𝑥𝐻2𝑂 can cause relatively big error of ln 𝑥𝐻2𝑂 at 
low current density 
 
5.3.3 Spatial distribution of temperature field in the stack 
Compared with 1D stack model the 1D+1D stack model developed in this work can provide 
more information on the temperature distribution in the stack. Figure 5.19 shows the ability of 
the 1D+1D stack model in predicting the temperature distribution along both x and z direction. 
On the whole, the form of temperature distribution along x and z direction can be represented 
in the model with reasonable accuracy. The temperature deviation is ca. 5℃ for cell 5 and ca. 
7℃ for center of cell 10. For the case shown in figure 5.19, the hot spot in cell 5 is about at 
the middle in both experiment and simulation, temperature at 1/4 is higher than that at 3/4 of 
cell 5 in both experiment and simulation, and temperature at middle of cell 10 is lower than 
that at middle of cell 5 in both experiment and simulation. Temperature difference between 
center of cell 5 and center of cell 10 is larger in simulation, which indicates that the heat trans-
fer between top of stack and outside may be overestimated and/or thermal resistance between 
cell 5 and cell 10 may be overestimated in the model. 
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Figure 5.19: Temperature distribution in stack (SOEC; 𝑝 = 4𝑏𝑎𝑟, 𝑇𝑓𝑢𝑟𝑛𝑎𝑐𝑒 = 800℃, inlet 
𝑥𝐻2: 𝑥𝐻2𝑂: 𝑥𝑁2 = 7.92: 71.25: 20.83, 𝑆𝑈 = 0.7, 𝑗 = 0.5025𝐴/𝑐𝑚
2) 
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6 Conclusion 
6.1 Overview 
Reversible solid oxide cell (rSOC) system is promising solution for energy storage. To study 
the steady state and dynamic characteristics of rSOC system and accelerate development of 
this technology, the Electrochemical Energy Technology group in the Institute of Engineering 
Thermodynamics of the German Aerospace Center aims at hierarchically developing an rSOC 
system model following a three-step strategy: 1. Develop model for single repeat unit which is 
a discretization unit of a single cell (see figure 4.2); 2. Develop model for a stack based on the 
single repeat unit model; 3. Develop model for system based on the stack model. This work is 
part of the three-step project and tasks of this work are refinement of the single repeat unit 
model and development of stack model. 
 
The already existing single repeat unit model was refined in some aspects. The contact be-
tween PEN and air side interconnector as well as nickel foam in the fuel channel were imple-
mented instead of just considering both gas channels as ducts between two flat plates. This 
higher resolution of both gas channels has proved to be meaningful, because both contact and 
nickel foam have great influence on the temperature distribution in the stack. The constant 
heat transfer coefficient assumption and constant Nusselt number assumption for heat convec-
tion between gas flow and solid elements were compared with each other, and the latter was 
chosen because computational efficiency is much higher with this assumption and the simula-
tion results with both assumptions are quite close. Dusty gas model (DGM) for multicompo-
nent gas diffusion in porous media was implemented to describe the gas diffusion process in 
porous electrodes instead of simple Fick’s law in the previous version of the single repeat unit 
model. With the assumption that pressure gradient across the porous electrodes is zero, explic-
it expressions of mole fractions were analytically derived. For electrolyte-supported cell used 
in this work whose electrodes are very thin, diffusion process is very fast and thus difference 
between results with Fick’s law and with DGM is minimal. For electrode-supported cell how-
ever, it is important to model the gas diffusion in electrodes precisely, because the electrode is 
relatively thick. With B-V equation the computational time is much shorter than that with its 
explicit inverse hyperbolic approximation, which is unexpected. For the parameters in the 
equations of exchange current densities (equation 4.8 and 4.9), values determined by means of 
impedance spectroscopy were employed instead of values from literature. Smaller deviation 
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between simulation and experiment results shows the necessity of determining these parame-
ters through detailed experimental analysis. 
 
Based on the refined single repeat unit model, a 1D+1D transient model of a co/counter-flow 
planar rSOC stack which is suitable for integrating into system modeling was developed. The 
stack model is adaptable to different thermal surroundings. 
 
Before validating the stack model with experiments, the thermal surroundings of the stack in 
the test bench were modeled. To keep simplicity, the heat transfer between stack and furnace 
along x and z direction was modeled with series and/or parallel connections of thermal re-
sistances, heat capacities and radiation modules (see figure 4.9). Since y direction is not con-
sidered in the 1D+1D model, heat transfer between stack and furnace along this direction was 
modeled as source terms in the energy balance equations of different components of single 
repeat unit (see section 4.2.4). Thermal resistance of each heat transfer source term is set as a 
parameter and should be estimated according to the boundary conditions of the problem, by 
the user, before simulation. 
 
Validation was accomplished by comparing the change of voltage of cell 5 with current densi-
ty, change of temperature at middle of cell 5 with current density, and temperatures at differ-
ent positions. The stack model was successfully validated for both steady state and dynamic 
process and for both SOFC and SOEC mode. 
 
6.2 Future work 
Future work could be carried out in several directions: 
 
 Since some material thermal properties are not given by the manufacturer of the stack 
used for this work, values from literature are adopted. This may be one of the reasons for 
the temperature deviations observed during the validation process (see figure 5.13-14, 
5.16-17 and 5.19). Therefore, accurate values of these material thermal properties could 
be used and deviations could be possibly reduced. 
 
 Degradation behavior is important for stack operation and could be included into the 
model. 
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 Stack model should be extended to stack module model with many stacks and insulation, 
as a first step towards a system model. 
 
 The hypothesis put forward in section 5.3.2.2 to explain the voltage deviation observed in 
figure 5.16 could be verified by including the adsorption function of porous electrodes in 
the model and by using “wet” fuel for warming up and “dry” fuel for stack running in ex-
periment. 
 
 The transfer coefficient 𝛼𝑎𝑛 and 𝛼𝑐𝑎 (in the B-V equation 4.6 and 4.7) could be deter-
mined through detailed experimental analysis and effects of values of the two coefficients 
could be analyzed. 
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Appendix A 
A.1 Derivations of gas concentrations across electrode from 
DGM 
Equation A.1 shows the general form of DGM (Mason and Malinauskas [1983]). 
 
 ?⃗? 𝛼
𝐷𝐾,𝛼
𝑒𝑓𝑓 + ∑
𝑥𝛽?⃗? 𝛼 − 𝑥𝛼?⃗? 𝛽
𝐷𝛼,𝛽
𝑒𝑓𝑓
𝛽≠𝛼
= −
𝑝
𝑅𝑇
∙
𝑑𝑥𝛼
𝑑𝑧
−
𝑥𝛼
𝑅𝑇
∙ (1 +
1
𝐷𝐾,𝛼
𝑒𝑓𝑓 ∙
𝐵0𝑝
𝜇
) ∙
𝑑𝑝
𝑑𝑧
 (A.1) 
 
?⃗? 𝛼  is the total molar flux of species 𝛼  and 𝐵0  is a constant porous-medium permeability-
coefficient. 𝑧 is equal to zero at the boundary between gas flow and electrode, and equal to the 
electrode thickness at TPB (see figure 2.1). With the assumption of constant pressure across 
the electrode thickness, equation A.1 can be reduced to: 
 
 ?⃗? 𝛼
𝐷𝐾,𝛼
𝑒𝑓𝑓 + ∑
𝑥𝛽?⃗? 𝛼 − 𝑥𝛼?⃗? 𝛽
𝐷𝛼,𝛽
𝑒𝑓𝑓
𝛽≠𝛼
= −
𝑝
𝑅𝑇
∙
𝑑𝑥𝛼
𝑑𝑧
. (A.2) 
 
With the assumption that the mass storage of electrode is negligible and the hydrogen oxida-
tion is the only electrochemical reaction, total molar fluxes of different species are related to 
the electric current density by Faraday’s law or equal to zero, for fuel side: 
 
 
?⃗? 𝛼 =
{
 
 
 
 
𝑗
2𝐹
, 𝛼 = H2
−
𝑗
2𝐹
, 𝛼 = H2O
0, 𝛼 = N2, CO, CO2 𝑎𝑛𝑑 CH4
, (A.3) 
 
and for air side: 
 
 
?⃗? 𝛼 = {
𝑗
4𝐹
, 𝛼 = O2
0, 𝛼 = N2
. (A.4) 
 
After substitution of equation A.3 and A.4 into equation A.2 and transforming, the following 
equations can be obtained for fuel side: 
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−
𝑅𝑇 ∙ 𝑗
2𝐹 ∙ 𝑝
∙ [(
1
𝐷𝐾,𝐻2
𝑒𝑓𝑓 +
1
𝐷𝐻2,𝐻2𝑂
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1
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𝑆
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𝑑𝑧
, (A.5) 
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𝑆
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𝑑𝑧
, (A.6) 
 𝑅𝑇 ∙ 𝑗
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∙ (
1
𝐷𝐻2,𝑆
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1
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𝑒𝑓𝑓 ) ∙ 𝑥𝑆 =
𝑑𝑥𝑆
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, (A.7) 
 
where 𝑆 = N2, CO, CO2 𝑎𝑛𝑑 CH4, and for air side: 
 
 
−
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∙ (
1
𝐷𝐾,𝑂2
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, (A.8) 
 𝑅𝑇 ∙ 𝑗
4𝐹 ∙ 𝑝
∙
1
𝐷𝑂2,𝑁2
𝑒𝑓𝑓 ∙ 𝑥𝑁2 =
𝑑𝑥𝑁2
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. (A.9) 
 
Integrating equation A.7 and A.9 from boundary between gas flow and electrode to position 𝑧, 
change of mole fraction across electrode thickness of gas component that does not participate 
in electrochemical reaction can be obtained for fuel side: 
 
 
𝑥𝑆(𝑧) = 𝑥𝑆(𝑧 = 0) ∙ 𝑒𝑥𝑝 [
𝑅𝑇 ∙ 𝑗
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1
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𝑒𝑓𝑓 ) ∙ 𝑧], (A.10) 
 
where 𝑆 = N2, CO, CO2 𝑎𝑛𝑑 CH4, and for air side: 
 
 
𝑥𝑁2(𝑧) = 𝑥𝑁2(𝑧 = 0) ∙ 𝑒𝑥𝑝 (
𝑅𝑇 ∙ 𝑗
4𝐹 ∙ 𝑝
∙
1
𝐷𝑂2,𝑁2
𝑒𝑓𝑓 ∙ 𝑧). (A.11) 
 
Substituting equation A.10 into equation A.5 and A.6, and equation A.11 into equation A.8, 
followed by integration from boundary between gas flow and electrode to position 𝑧, change 
of 𝑥𝐻2, 𝑥𝐻2𝑂 and 𝑥𝑂2 across electrode can be obtained: 
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𝑥𝐻2(𝑧) = 𝑥𝐻2(𝑧 = 0) −
𝑅𝑇 ∙ 𝑗
2𝐹 ∙ 𝑝
∙ (
1
𝐷𝐾,𝐻2
𝑒𝑓𝑓 +
1
𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓 ) ∙ 𝑧
−∑{
(𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓
− 𝐷𝐻2,𝑆
𝑒𝑓𝑓
) ∙ 𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓
(𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓
− 𝐷𝐻2,𝑆
𝑒𝑓𝑓
) ∙ 𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓
∙ 𝑥𝑆(𝑧 = 0)
𝑆
∙ [𝑒𝑥𝑝 (
𝑅𝑇 ∙ 𝑗
2𝐹 ∙ 𝑝
∙ (
1
𝐷𝐻2,𝑆
𝑒𝑓𝑓 −
1
𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓 ) ∙ 𝑧) − 1]}, 
(A.12) 
 
𝑥𝐻2𝑂(𝑧) = 𝑥𝐻2𝑂(𝑧 = 0) +
𝑅𝑇 ∙ 𝑗
2𝐹 ∙ 𝑝
∙ (
1
𝐷𝐾,𝐻2𝑂
𝑒𝑓𝑓 +
1
𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓 ) ∙ 𝑧
+∑{
(𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓
− 𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓
) ∙ 𝐷𝐻2,𝑆
𝑒𝑓𝑓
(𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓
− 𝐷𝐻2,𝑆
𝑒𝑓𝑓
) ∙ 𝐷𝐻2,𝐻2𝑂
𝑒𝑓𝑓
∙ 𝑥𝑆(𝑧 = 0)
𝑆
∙ [𝑒𝑥𝑝 (
𝑅𝑇 ∙ 𝑗
2𝐹 ∙ 𝑝
∙ (
1
𝐷𝐻2,𝑆
𝑒𝑓𝑓 −
1
𝐷𝐻2𝑂,𝑆
𝑒𝑓𝑓 ) ∙ 𝑧) − 1]}, 
(A.13) 
 
where 𝑆 = N2, CO, CO2 𝑎𝑛𝑑 CH4, and 
 
 
𝑥𝑂2(𝑧) = 𝑥𝑂2(𝑧 = 0) −
𝑅𝑇 ∙ 𝑗
4𝐹 ∙ 𝑝
∙
1
𝐷𝐾,𝑂2
𝑒𝑓𝑓 ∙ 𝑧 − 𝑥𝑁2(𝑧 = 0)
∙ [𝑒𝑥𝑝 (
𝑅𝑇 ∙ 𝑗
4𝐹 ∙ 𝑝
∙
1
𝐷𝑂2,𝑁2
𝑒𝑓𝑓 ∙ 𝑧) − 1]. 
(A.14) 
 
Similar derivations can be performed if more gas species should be considered. 
 
