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Summary
It is widely accepted that covariance matrices play vital roles in various statis-
tical problems, e.g., the Hotelling’s T 2-test, principal component analysis (PCA),
Fisher’s linear discriminant analysis (cf. Chapters 5, 8, 11 of Johnson and Wichern
[35]), etc. However, in most real life applications, the true (or population) covari-
ance matrices are not known. Therefore, a good estimate of it is much in demand.
Traditionally, when the population covariance matrix is needed, what statisticians
usually do is to replace the covariance matrix by its sample analogue. However,
when the dimension p of the covariance matrix is large, especially the magnitude
of p is comparable to the sample size n, the sample covariance matrix no longer
Summary x
performs as well as it does in the small p case, see e.g., an illustration in Ledoit and
Wolf [42]. With the development of the field of Random Matrix Theory, especially
in spectral analysis of random matrices, quite a number of new statistical tools on
covariance matrices have been proposed, which largely stimulates the exploration
of better covariance matrices estimators. One of the important techniques rooted
in Random Matrix Theory is the so-called Marceˇnko-Pastur (or MP for short)
equation technique. Initiated from the seminal paper Marceˇnko and Pastur [53],
MP equation technique has been extensively studied in recent years cf. Silverstein
[61], Silverstein and Choi [62], Bai and Silverstein [5, 6, 8]. There has been quite
a number of statistical applications resulting from it cf. El Karoui [22], Rao et al.
[59], Bai et al. [4], Li et al. [48], Li and Yao [49], Ledoit and Wolf [43, 45], Yao et al.
[69]. Meanwhile, another profound technique in Random Matrix Theory definitely
worth mentioning is the Supersymmetry technique. Although it seems not very
well-known in the statistics literature, in physics it has been used as a standard
technique in various problems for decades cf. Berezin [9], Efetov [21], Kieburg and
Guhr [37], Guhr [27, 28, 29], Wirtz and Guhr [67].
In this thesis, we focus on covariance matrices estimation in two parts. The
work of Part I is established based on results of El Karoui [22], Ledoit and Wolf
[45, 44] and Loh [51], using the MP equation technique. We provide a nontrivial
extension of the statistical problem of estimating one covariance matrix ⌃ together
Summary xi
with its spectrum (eigenvalues) to estimating a pair of practically related covariance
matrices (⌃1,⌃2) along with the spectrum of ⌃2⌃
 1
1 . In Part II, by making use
of the Supersymmetry technique, we focus on the estimation of the spectrum of
one covariance matrix ⌃ instead of the whole matrix itself. We note that very
often, the spectrum of a covariance matrix is interesting in its own right e.g., in
PCA or factor analysis cf. Chapters 8, 9 of Johnson and Wichern [35] and Fan
et al. [23]. Also in the problem of equivariantly estimating covariance matrices, it
is equivalent to only estimating the spectra cf. Stein [63, 64], Ha↵ [31], Ledoit and
Wolf [43, 44].
Traditional asymptotics theory assumes the population parameter to be fixed
while the sample size n tends to 1. Meanwhile, if the estimator converges to the
parameter either almost surely or in probability then the estimator is called consis-
tent. While under the high-dimensional covariance matrices estimation framework,
both p and n are allowed to vary, the traditional criterion for consistency seems
no longer appropriate. In this regarding, we use the concept of weak consistency
following El Karoui [22], Ledoit and Wolf [45]. Specifically, let ( 1, . . . , p) be the




i=1 I( i  t) to be the empirical
distribution function of the  ’s, where I(·) is the indicator function. If an estimator
Hˆp of Hp satisfies that the measure Hˆp   Hp weakly converges to 0 as p, n ! 1
with p/n! c > 0, then we say that Hˆp is weakly consistent. Suppose the data are
Summary xii
recorded as a p⇥n matrix X consisting of real or complex valued entries with mean
0 (since here we are mainly focusing on the problem of estimating the population
covariance matrix ⌃, to make it simple, we may just assume the mean of X is 0).
Then we denote S = 1nXX
† as the sample covariance matrix, where (·)† means
the matrix conjugate transpose. Denoting the eigenvalues of S as (l1, . . . , lp), we




i=1 I(li  t).
A useful tool for characterizing weak convergence of probability distributions is




⌧ zdF (⌧), where z is a complex number usually restricted in C
+, the upper
half complex plane, and F (⌧) is a probability distribution on R.
In Part I, we let S1, S2 denote the sample covariance matrices corresponding
to two population covariance matrices ⌃1, ⌃2 respectively. We will construct esti-
mators of the spectrum of ⌃2⌃
 1
1 and the pair of the matrices (⌃1,⌃2) . In Part
II, we focus on estimating one covariance matrix ⌃ using the sample covariance
matrix S.
We organize this thesis as follows. Part I and Part II are independent with each
other. Part I consists of Chapter 1-4. Part II consists of Chapter 5-7. Our main
results are presented in Theorems 3.1, 3.4, 4.4, 6.2, 6.3 and 7.2.
Chapter 1 presents an introduction of the Two-Sample problem and discusses
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some basics of equivariant covariance matrix estimators. It also elaborates the re-
sults concerning the Marceˇnko-Pastur equation. Apart from that, the assumptions
throughout Part I are stated here.
Chapter 2 establishes the two-sample Marceˇnko-Pastur equation and the limit-
ing spectral distribution (LSD) L of the ratio of the two sample covariance matrices
S2S
 1
1 . Besides, it characterizes the support of L in analogy to what Silverstein
and Choi [62] does for the One-Sample problem.
Chapter 3 proposes estimators of the spectrum of ⌃2⌃
 1
1 , using the two-sample
MP equation obtained in Chapter 2. It is shown that such estimators are weakly
consistent under the high dimensional asymptotics assumptions p, n1, n2 !1 with
p/n1 ! c1 2 (0, 1) and p/n2 ! c2 2 (0, 1).
Chapter 4 utilizes the result of Chapter 2 and proposes an equivariant estimator
of (⌃1,⌃2). It is shown that this estimator is asymptotically optimal, in the sense
of minimizing the limiting loss.
Chapter 5 presents a brief survey of Supersymmetry. In short, Supersymme-
try generalizes conventional Calculus by introducing new di↵erentiation and inte-
gration operations with respect to (written as w.r.t. for short in the following)
anticommuting variables just as Complex Analysis generalizes Real Analysis by
introducing the imaginary unit i =
p 1.
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Chapter 6 evaluates the quantity used in formulating the optimization problem.
Our spectrum estimator relies on the expected Stieltjes transform of the ESD,
which is defined as E
´
1
⌧ zdFp(⌧), where E stands for the expected value, z is
a complex number in C\[0,1), and Fp is the empirical distribution function of
the spectrum of the sample covariance matrix S. Under Gaussian assumptions,
the only known expression for E
´
1
⌧ zdFp(⌧) up to now is a high dimensional
integral with the nontrivial hypergeometric function involved (see e.g. James [33]).




as a closed form single (for complex Gaussian data) or double (for real Gaussian
data) integral.
Chapter 7 constructs the estimator of ⌃’s spectrum. We formulate the problem
of finding estimators of the spectrum of ⌃ as a nonlinear optimization problem.
If we denote mp(z) as the Stieltjes transform of the ESD, then our optimization
problem is set to be Minimizemax1jJp |mp(zj)   Emp(zj)|, where {zj}1j=1 is a
sequence of complex numbers in C\[0,1) having a limit point in C\[0,1), and
Jp is an integer tending to 1 as p!1. It is shown that the spectrum estimator
obtained by solving the nonlinear optimization problem is weakly consistent under
the assumption that n, p!1 with p/n! c > 0.
Throughout the thesis, we use “LHS” and “RHS” as the abbreviations of “left
hand side” and “right hand side” respectively.
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1.1 A Review of Covariance Matrices Estimation
A lot of work has already been done on the problem of covariance matrices esti-
mation in earlier years cf. Dey and Srivinasan [19], Ha↵ [31], Yang and Berger [68]
. Recently thanks to the boom of electronics technology, both the data collecting
and data processing capabilities of modern computers have been largely enhanced.
Therefore the corresponding statistical theory dealing with high dimensional data
is becoming more and more imperative. Generally speaking, for the problem of co-
variance matrices estimation, there are two perspectives to study it. One assumes
1.2 Preliminary Results 3
some specific structures (e.g., sparsity) on the covariance matrices to be estimated,
see Bickel and Levina [11], Cai et al. [15], which to some extent, coincides with
some practical circumstances. Whereas the other does not impose any particular
structures on the estimands, but restricts the estimators to some specific class (e.g.,
the class of equivariant estimators), see Ledoit and Wolf [43, 44], Lam [40].
Sometimes not only are people interested in estimating one covariance matrix,
but also are interested in estimating two covariance matrices and their ratio at the
same time, e.g., Loh [51, 52]. Here we are tackling a Two-Sample Problem, where
a pair of covariance matrices (⌃1,⌃2) as well as eigenvalues of ⌃2⌃
 1
1 are to be
estimated based on the data given as two independent sample covariance matrices
S1, S2 generated from two populations corresponding to ⌃1,⌃2 respectively.
1.2 Preliminary Results
1.2.1 Simultaneous Diagonalization of Two Symmetric Ma-
trices
In Part I, we are considering to construct an equivariant estimator of the popula-
tion covariance matrices pair (⌃1,⌃2), which involves simultaneously diagonalizing
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two matrices. It is shown in classic linear algebra that for two invertible real-valued
symmetric matrices A1, A2, there exists real-valued invertible matrix B (see page
529-531 of Anderson [2]) such that
BA1B
0, BA2B0
are both diagonal, where B0 means transpose of B. Furthermore we can normalize
B to make BA1B0 = I, where I is the identity matrix with an appropriate dimen-
sion. If we write BA2B0 = F then the elements of the diagonal matrix F can be
found by solving the eigenvalues problem |A 11 A2   xI| = 0 w.r.t x.
1.2.2 The Marceˇnko-Pastur Equation
The Marceˇnko-Pastur equation serves as a very powerful tool for high-dimensional
multivariate data analysis. For overviews, Bai [3], Paul and Aue [58] are good
references. Recently a lot of probability as well as statistics problems related
to covariance matrices have been investigated using the Marceˇnko-Pastur equa-
tion, and some interesting results have been obtained, see e.g., Bai and Silverstein
[6, 7], Ledoit and Pe´che´ [41], Liu et al. [50]. Here, let us present a brief introduction
to this area.
In Random Matrix Theory, people are often interested in the spectrum or say,
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eigenvalues of matrices. Sometimes instead of dealing with the eigenvalues indi-
vidually, it is more convenient to deal with the spectral distribution (SD). To be








where I(·) is the indicator function and := means be defined as here and after.
Let X be a p⇥ n real or complex matrix consisting of i.i.d. entries with mean
0 and variance 1. It is proved (Theorem 3.6 and 3.7 of Bai and Silverstein [8])
that almost surely the SD of 1nXX
† converges weakly to a nonrandom probability
distribution as p, n ! 1 with p/n ! c > 0, where X† is the conjugate transpose





where MPc is the famous Marceˇnko-Pastur distribution with concentration ratio
c, which is given by
MPc(x) =
8>>><>>>:
(1  c 1)I(0  x) + ´ x 1
p
(c+ t)(t c )





2⇡ct I(c   t  c+)dt,
c > 1,
0 < c  1,
(1.1)
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where c± = (1±pc)2.
More interestingly, we have the following general result. Suppose ⌃p is a p⇥ p
symmetric (Hermitian) positive definite matrix with its SD, Hp(t) weakly converg-
ing to a distribution H(t). Let X be a p ⇥ n real (complex) matrix consisting of







for a symmetric (Hermitian) positive definite matrix M , M1/2 is defined as the
symmetric (Hermitian) positive definite matrix such that M1/2M1/2 = M . Then
on a set of probability 1, F Sp and EF Sp , the expectation of F Sp which is a non-
random probability distribution, converge weakly to a common nonrandom dis-
tribution F (t) called the limiting spectral distribution (LSD) of Sp as p, n ! 1
with p/n! c > 0. To quantize the relationship between H(t) and F (t), we define
an auxiliary quantity called the Stieltjes transform. For a function of bounded






to be the Stieltjes transform of G, where z is a complex number restricted usually
in the upper half complex plane C+. Sometimes we also need to set z 2 C , whence
the related theory can be established similarly.
For an SD G of a symmetric or Hermitian matrix A that can be written as
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A = PP †, where the matrix P is of size p⇥n, it is useful to consider the distribution
G defined as the SD of P †P . G and G are called the companion distributions of
each other. It can be seen that PP † and P †P have the same set of eigenvalues up to
|p n| 0’s. HenceG andG are related by the equalityG(t) = (1  pn)I(0  t)+ pnG(t).
Correspondingly, define the Stieltjes transform ofG to bemG(z). mG(z) andmG(z)
are called the companion Stieltjes transforms of each other.
Now let us come back to establishing the quantitative relation between H(t)
and F (t) defined above. Silverstein [61] shows that for all z 2 C+, mF (z) is the




t(1  c  czm)  z , (1.2)
and equivalently, mF (z) is the unique solution in {m 2 C+} to the following
Marceˇnko-Pastur (MP) equation (named after Marceˇnko and Pastur [53])







where integrations without limits are meant to be integrating over the whole range
here and after if no ambiguity occurs.
Remark 1.1. We denote FH,c = F , FH,c = F , and in what follows we call FH,c
(FH,c) the first (resp. second) kind distribution induced from solving the MP
1.3 Assumptions 8
equation w.r.t. H, c.




p is the sample co-
variance matrix with ⌃p as the population covariance matrix and ⌃
1/2
p X as the
observed data matrix. Thus the above result provides at least in theory a way to
infer eigenvalues of population covariance matrices by using eigenvalues of sample
covariance matrices.
Finally, it is important to know that for a Stieltjes transform mG(z) of some
distribution G, if for any z in C+ or C , mG(z) is a solution to some Marceˇnko-
Pastur equation







where c > 0 and H(t) is a probability distribution function, then mG(z) can be
continuously extended to R\{0}, see Silverstein and Choi [62] (if c < 1, mG(z) can
be extended to the whole real line). In other words, limz2C+!x2RmG(z) always
exists up to at x = 0. In what follows, we will write it as mˇG(x) as long as they
exist. This quantity is useful in finding the density of G.
1.3 Assumptions
Throughout Part I, suppose the following assumptions hold:
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Assumption 1.1. Let Xp, Yp be two independent real p ⇥ n1 and p ⇥ n2 random
matrices with p < n1, p < n2. Both Xp and Yp consist of i.i.d. entries with mean 0,
variance 1 and finite 12th moment. Denote ⌃p,1 and ⌃p,2 to be two p⇥p covariance





















p,2 . We assume the so-called




! c1 < 1, c2,p := pn2 ! c2 < 1. We can also regard n1, n2 as two




! c1 < 1, c2,p := pn2 ! c2 < 1.
Assumption 1.3. Denote the vector of the eigenvalues of ⌃ 1p,1⌃p,2 as dp = (dp,1, . . . ,
dp,p) with dp,1  . . .  dp,p. Assume the SD of ⌃ 1p,1⌃p,2, Dp(t) converges weakly to
some distribution D(t) as p ! 1 with Supp(Dp) and Supp(D), the supports of









In this chapter, we study the limiting spectral distribution L of Sp,2S
 1
p,1 and
establish the relationship between L and the limiting spectral distribution D of
⌃p,2⌃
 1
p,1 in the form of Marceˇnko-Pastur type equations. In later chapters, this
relationship will serve as an important tool for estimating population parameters
including eigenvalues of ⌃p,2⌃
 1
p,1 and the pair of matrices (⌃p,1,⌃p,2).
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2.2 Several Equations on LSD of Sp,2S
 1
p,1
Similar to the MP equation (1.3), which connects the LSD of the sample co-
variance matrix to that of the population covariance matrix, we can also establish
a system of equations which connects the LSD of Sp,2S
 1
p,1 to the LSD of ⌃p,2⌃
 1
p,1.





































Since for any two square matrices A,B of the same size, the spectrum of AB
equals the spectrum of BA, we have the following sets of relations between the






















































= B means A,B have the same set of eigenvalues, and A
  1
= B means
the set of eigenvalues of A equals the set of entrywise inverse of eigenvalues of B.
Lemma 2.1. Under Assumptions 1.1-1.3, almost surely all the eigenvalues of MTp
and MLp are contained in a compact subinterval of (0,1) for all large p.
Proof. Let  min(·),  max(·), smax(·) and smin(·) denote the smallest and largest
eigenvalues and smallest and largest singular values of some matrix respectively.
Let h, h¯ be two generic positive constants whose values may vary in di↵erent
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a.s.! (1 +pc1)2 > 0. (2.2)
Recall that for nonnegative definite Hermitian matrices, the eigenvalues and
singular values coincide. From (2.2), Theorem A.9 of Bai and Silverstein [8] and

















































































































































































































































































































































































































































According to Assumptions 1.1-1.3, Silverstein [61] and the equalities above
Lemma 2.1, we get the result that the SD of each matrix in {MLp ,MLp ,MTp ,MT invp ,
MT invp ,MDp ,MDinvp } converges to a limiting distribution as p!1. We summarize
the notations for the matrices and their SD, LSD and Stieltjes transforms (ST) in
Table 2.1 below.






MTp Tp/mTp(z) T/mT (z)
MT invp T
inv









p /mDinvp (z) D
inv/mDinv(z)
Table 2.1 Notations of the matrices and their corresponding SD, LSD and Stielt-
jes transforms
We see that T inv and T inv are associated by the equality mT inv(z) =  1 c1z +
c1mT inv(z), and L and L are associated by the equality mL(z) =  1 c2z + c2mL(z).
Due to classic results on MP equations (see e.g., Silverstein [61]), we immediately
have the following results:
mT inv(z) is the unique value in the set C  satisfying the Marceˇnko-Pastur equa-
tion





1 + tmT inv(z)
, z 2 C . (2.5)
mL(z) is the unique value in C+ satisfying






, z 2 C+. (2.6)
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It is easy to verify that the above two equations are equivalent respectively to






, z 2 C , (2.7)
and






, z 2 C+. (2.8)
The above results connect L,L, T, T inv, T inv, D,Dinv with each other. In prac-
tice, the data matrix we have is MLp (or MLp), and the population parameter we
want to estimate is the set of eigenvalues of MDp . It is necessary that we associate
L (or L) directly with D. In particular, we have the following theorem:
Theorem 2.1 (Theorem 2.1 of Zheng et al. [70]). Under Assumptions 1.1-1.3 and
following the notations in Table 2.1, let m0(z) = mT inv( mL(z)). Then 8z 2 C+,
m0(z) is the unique solution in {m0 2 C } to the equation
z =
(c1 + c2   c1c2)
c1
⇣
















, z 2 C+. (2.10)
Proof. We first prove 8z 2 C+, m0(z) satisfies (2.9). Then the uniqueness follows
from Prop. 2.1.
By (2.8),






, z 2 C+,
we get
z =   1
mL(z)
+ c2mT inv( mL(z)), z 2 C+, (2.11)
which is equivalent to













m0(z), z 2 C+. (2.12)
From (2.7), we have mT inv(w) is the unique value in C  satisfying
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, w 2 C . (2.13)
Setting w =  mL(z) for z 2 C+, we get






, z 2 C+.
Together with (2.12), we have
z =
(c1 + c2   c1c2)
c1
⇣






Proposition 2.1 (See section B.2 of Zheng et al. [70]). for z = z1 + iz2 2 C+,
there is at most one m0 = m1 + im2 2 C  s.t.
z =
(c1 + c2   c1c2)
c1
⇣






Proof. Let c1 + c2   c1c2 = h and rewrite the equation as
h
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Taking imaginary parts on both sides, we have






()   h(z2c1   c2m2)






where () means equivalent to.
Since z2 > 0, m2 < 0, we have
0 <
hc2
|zc1   c2m0|2 <  
h(z2c1   c2m2)






Suppose m0 =m1 + im2 2 C  is another solution di↵erent from m0 to (2.14).
Substituting m0 and m0 in (2.14) and taking di↵erence, we have
hc2(m0  m0)
















Applying Cauchy-Schwarz inequality to the RHS of (2.16) and using (2.15), we
have






































     hc2(zc1   c2m0)(zc1   c2m0)
     ,
which contradicts (2.16).
To verify the second last step, we claim for any x1   y1   0, x2   y2   0 ,
x1x2   y1y2   (x21   y21)1/2(x22   y22)1/2.
If the claim is true, by taking x1 =
1
|m0| , x2 =
1













, the proof is shown.
To show the claim, we see that
x1x2   y1y2   (x21   y21)1/2(x22   y22)1/2
() (x1x2   y1y2)2   (x21   y21)(x22   y22)
() (x21x22 + y21y22   2x1x2y1y2   (x21x22 + y21y22   x21y22   x22y21)
() 2x1y2x2y1  x21y22 + x22y21
2.2 Several Equations on LSD of Sp,2S
 1
p,1 22
() 0  (x1y2   x2y1)2,
which is obviously true.
Remark 2.1. Let G be a probability distribution, and k1, k2 2 (0, 1) be two
constants. Seen from Theorem 2.1 and Prop. 2.1, for any z 2 C+, if we solve the
equation
z =
(k1 + k2   k1k2)
k1
⇣















then m(z) is the Stieltjes transform of a probability distribution. In the sequel,
we call this distribution the second kind distribution induced from solving the




LG,k1,k2(x)   1 k2k2 I(0  x) the first kind distribution
induced from solving the two sample MP equation w.r.t. G, k1, k2. In this notation,
L = LD,c1,c2 .
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2.3 The Support of L
Analogous to Silverstein and Choi [62], in this section, we give a description of
the support of L and L. For brevity, for a distribution G, we may write Supp(G)
as SG and use ScG to denote R\SG.
Define the following functions (for m0 = 0, define by analytic continuation)
zL(m0) =
(c1 + c2   c1c2)
c1
⇣





m0, m0 2 C\Bc,
xL(m0) =
(c1 + c2   c1c2)
c1
⇣





m0, m0 2 B,
where B = {m0 2 R :  m0 /2 SD, 1 + c1
´ m0dD(t)
t+m0
6= 0} and Bc = R\B. We note
that when  m0 /2 SD,  1+ c1
´ m0dD(t)
t+m0
is a continuous function of m0. B, which is




set {m0 2 R :  m0 /2 SD} is hence open (in R).
In the following, we need the value of m0(x), mL(x) and mT inv(x) for x 2 R,
which are understood to be the limits (guaranteed to exist by Theorem 1.1 of
Silverstein and Choi [62]) of the corresponding Stieltjes transforms as the argument
z tending to x from the upper complex plain C+. Sometimes we do not distinguish
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 1 and +1. They are unified as the only1 in the extended complex plane, and
we use the convention that c/1 = 0 for c 2 C.
Referring to the notations in Table 2.1, one can see that by Theorem 2.1, zL(m)
and m0(z) := mT inv(mL(z)) are the inverse functions of each other for m 2 m0(C+)
and z 2 C+, and xL(·) is the restriction of zL(·) on B.
Let z0L and x
0
L denote the derivatives of zL and xL. Now under Assumptions
1.1-1.3 and the notations in Table 2.1, we show the following theorems.
Theorem 2.2. Let x0 2 ScL. Then we have  mL(x0) 2 ScT inv . Define for z 2
C+ [ ScL [ {0}, m0(z) = mT inv( mL(z)). Then m0(x0) 2 B, x0 = xL(m0(x0)),
and x0L(m)|m=m0(x0) < 0. In particular, for x0 = 0, it still holds that m0(x0) 2 B,
x0 = xL(m0(x0)), and x0L(m)|m=m0(x0) < 0.
Proof. Since mL(z) and the limiting spectral distribution T satisfy the following
equation






, z 2 C+,
it follows from Theorem 4.1 of Silverstein and Choi [62] thatmL(x0) 6= 0,  mL(x0) 1 2
ScT\{0}, and mL(x) is analytic on an open ball centered at x0. For a distribution P
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and a subset R of R, denote P{R} as the mass that P has on R. Note that for an in-
terval (a, b) not covering 0 , T{(a, b)} = T inv{(1/b, 1/a)}. So  mL(x0) 1 2 ScT\{0}
is equivalent to  mL(x0) 2 ScT inv\{0} ⇢ ScT inv .
Therefore by continuity of mL(·) at x0 and analyticity of mT inv(·) around
 mL(x0), m0(·) is well-defined in a neighborhood of x0, and for x in this neigh-
borhood,





By the chain rule and di↵erentiation under integral sign,
m00(x0) =m
0












By Inverse Function Theorem, m0(z) has an inverse function zˆ(m0) defined and
analytic on a neighborhood N of m0(x0). By Open Mapping Theorem, m0(N) is
open and contains m0(x0). Therefore as m 2 m0(N) ! m0(x0), we have zˆ(m) !
x0.
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From Theorem 2.1, the inverse function of m0(z) on m0(N\C+) = m0(N)\C 
is zL. Therefore, by analytic continuation, zˆ(·) is an analytic extension of zL onto
m0(N). Therefore as m 2 C  ! m0(x0), zL(m) ! x0. Now, replacing  mL(x0)
by w0, from the above arguments, we have w0 2 ScT inv . From (2.5), we know that
mT inv satisfies





1 + tmT inv(w)
, w 2 C  (2.17)
So again applying Theorem 4.1 of Silverstein and Choi [62] to (2.17), we have
m0(x0) = mT inv(w0) 6= 0 and  m0(x0) 1 =  mT inv(w0) 1 2 ScDinv\{0}, which
implies  m0(x0) 2 ScD\{0}.


























= ( mL(x0))m0(x0) 6= 0,
which indicates m0(x0) 2 B.
2.3 The Support of L 27
Hence zL and xL are well-defined at m0(x0), and xL(m0(x0)) = zL(m0(x0)) =
zˆ(m0(x0)) = x0. In addition, since around x0 and m0(x0), m0(·) and xL(·) are
inverse functions of each other, m00(x0) < 0 implies x
0
L(m)|m=m0(x0) < 0.
To show the last assertion, we let x0 = 0. Since c2 < 1, L contains a point mass
at 0. So we have limx!x0 mL(x0) =1, which implies m0(x0) = mT inv( mL(x0)) =














































=  1 + c2 < 0.
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Theorem 2.3. Suppose m0 is a real number in B such that x0L(m0) < 0. Let
x0 = xL(m0). Then we have x0 2 ScL [ {0} and mT inv( mL(x0)) = m0.
Proof. Since z0L(m0) = x
0
L(m0) < 0, by Inverse Function Theorem, zL(m0) has an
inverse function mˆ0(z) on an open ball B(m0,  ) centered at m0 with some small
  > 0 satisfying (m0    ,m0 +  ) ⇢ B.
We claim that   can be chosen to be small such that 8m = m1+im2 2 B(m0,  ),
Im zL(m)/m2 < 0. The claim can be verified as follows:
Write m = m1 + im2, h = c1 + c2   c1c2 and g(m) =   1m + c1
´ dD(t)
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  1m0 + c1
´ dD(t)
t+m0
⌘2 + c2c1 < 0. (2.18)












  1m0 + c1
´ dD(t)
t+m0
⌘2 + c2c1 = z0L(m0). (2.19)
This verifies the claim.
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(2.19) also implies Im zL(m) 6= 0 if m2 2 (  ,  )\{0}. So for m 2 B(m0,  ),
zL(m) 2 R if and only if m 2 R.
We notice that, by Open Mapping Theorem, zL(B(m0,  )) is open, and x0 2
zL(B(m0,  )). Thus, there exists " > 0 such that (x0   ", x0 + ") ⇢ zL(B(m0,  )),
and mˆ0(x) is real-valued for x 2 (x0   ", x0 + ").
By (2.18) and (2.19), when m1 is close to m0 and m2 2 (  , 0), we have
Im zL(m) > 0, i.e. zL(B(m0,  ) \ C ) = zL(B(m0,  )) \ C+.
Since for z 2 C+, mT inv( mL(z)) is the unique solution in {m 2 C } to
z =
(c1 + c2   c1c2)
c1
⇣






we have mˆ0(z) = mT inv( mL(z)) for z 2 zL(B(m0,  ))\C+, which implies mˆ0(z) is
the analytic extension ofmT inv( mL(z)) on zL(B(m0,  )) and thusmT inv( mL(x0))
= mˆ0(x0) = m0.
Let x be an arbitrary number in (x0   ", x0 + "). So as z ! x, mT inv( mL(z))
converges to mˆ0(x) 2 R, which implies ImmT inv( mL(z))! 0.
As we know, mT inv(z) is continuous and takes value in C  for all z 2 C , and
mL(z) is continuous and takes value in C+ for all z 2 C+. Therefore, we have
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 mL(z) converging to some real number w or 1 as z 2 C+ ! x. Otherwise,
mT inv( mL(z)) will converge to some value in C  which is a contradiction.
According to Theorem 2.1 of Silverstein and Choi [62], if limz2C+!xmL(z) =1,
x can only be 0. If limz2C+!xmL(x) 2 R, according to Theorem 1.1 of Silverstein
and Choi [62], the density of L at x equals 0. Suppose 0 /2 (x0   ", x0 + "), we
have the density of L is constantly 0 on (x0   ", x0 + "), which means x0 2 ScL.
Suppose 0 2 (x0  ", x0 + "), then L has a point mass at 0, and the density of L is
constantly 0 on (x0   ", x0 + ")\{0}. In conclusion, we have x0 2 ScL [ {0}.
Theorem 2.4. Suppose m0,1 < m0,2, [m0,1,m0,2] ⇢ B and x0L(m0,i)  0 for i = 1, 2.
Then x0L(m0) < 0 for all m0 2 (m0,1,m0,2).
Proof. We first assume 0 /2 [m0,1,m0,2].
Observe that
x0L(m0) =










  1m0 + c1
´ dD(t)
t+m0
⌘2 + c2c1 .
Since x0L(m0,i)  0, i = 1, 2 we have










  1m0,i + c1
´ dD(t)
t+m0,i
⌘2   c2c1 < 0,

























= m 20 (1  c1g(m0)).
If m 20 (1  c1g(m0))  0 at some point in (m0,1,m0,2), then it follows that
g(m0) has a local maximum at some m¯0 2 (m0,1,m0,2).




> 0, a contradiction. Therefore the claim is shown.








, m0 2 {m 2 R\{0} :  m /2 SD}.
We see that
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From (2.20), we have
s0(m0,i) < 0, i = 1, 2. (2.22)
Define the set G := {m0 2 R :  m0 /2 SD, 1m20   c1
´ dD(t)
(t+m0)2
> 0}. It is clear
from the expression of s0(m0), s(m0) is monotone decreasing on G. From Theorem









and  s(m0) /2 ST inv . Moreover, since c1 < 1 we have 0 2 ST inv .
Thus  s(m0) 6= 0 for all m0 2 G.
Then on (m0,1,m0,2), we get
xL(m0) =


























From the condition that x0L(m0,i)  0, i = 1, 2 and (2.22), we get
dxL(m0,i)
ds(m0,i)
  0, i = 1, 2.
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Denote [s1, s2] =  s([m0,1,m0,2]). By (2.21) and the condition that [m0,1,m0,2] ⇢
B, [m0,1,m0,2] is a subset of G. Thus from previous arguments, [s1, s2] is a subset




> 0, 8m0 2 (m0,1,m0,2).
Therefore from (2.21) and (2.23),
x0L(m0) < 0, 8m0 2 (m0,1,m0,2).
Suppose 0 2 [m0,1,m0,2]. From the proof of Theorem 2.2, x0L(0) < 0. By
continuity of x0L(·), we can choose a small closed subinterval [u1, u2] ⇢ [m0,1,m0,2]
containing 0 such that x0L(m) < 0 8m 2 [u1, u2]. Then applying the arguments
above to the intervals [m0,1, u1] and [u2,m0,2], the final result is shown.
Theorem 2.5. Let [m0,4,m0,3], [m0,2,m0,1] be two disjoint intervals in B satisfying
8m0 2 (m0,4,m0,3) [ (m0,2,m0,1), x0L(m0) < 0. Then [x1, x2], [x3, x4] are disjoint,
where xi = xL(m0,i), i = 1, 2, 3, 4.
Proof. From the Intermediate Value Theorem, xL([m0,i+1,m0,i]) = [xi, xi+1], and
xL((m0,i+1,m0,i)) = (xi, xi+1), i = 1, 3. Suppose that x0 2 [x1, x2] \ [x3, x4] and
9m¯0,i 2 [m0,i+1,m0,i], i = 1, 3, such that xL(m¯0,i) = x0, i = 1, 3. Define the
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function m0(x) = mT inv( mL(x)). We further assume that x0 satisfies mL(x0) 6=
0. Then from Theorem 1.1 of Silverstein and Choi [62], mT inv( mL(x0)) exists
(mL(x0) =1 is allowed in which casem0(x) is still continuous at x0 withm0(x0) =
0). From Theorem 2.3, we know that for anym 2 (m0,4,m0,3)[(m0,2,m0,1), we have
xL(m) 2 ScL [ {0} and m0(xL(m)) = m. By continuity of m0(·) at x0 (guaranteed
by Theorem 1.1 of Silverstein and Choi [62]), as x 2 (x1, x2)! x0, m0(x)! m¯0,1,
but as x 2 (x3, x4)! x0, m0(x0)! m¯0,3, a contradiction.
Suppose mL(x0) = 0. From Theorem 4.1 of Silverstein and Choi [62], when
x0 2 ScL, we have mL(x0) 6= 0. Besides, since L has 1  c2 mass on 0, mL(0) =1.
Hence we assume x0 2 SL\{0}. From the fact that xL((m0,i+1,m0,i)) = (xi, xi+1),
i = 1, 3 and Theorem 2.3, (x1, x2)[ (x3, x4) ⇢ ScL [ {0}, which implies x0 can only
be on the boundary of [x1, x2] [ [x3, x4]. Therefore, we may assume x2 = x3 = x0.
(If x1 = x3 = x0 or x2 = x4 = x0 there must be another y0 in (x1, x2) \ (x3, x4)
such that xL(m¯0,i) = y0 for some m¯0,i in (m0,i+1,m0,i) for i = 1, 2. In this case,
we can use the same arguments above to get contradictions.) Besides, we also
assume 0 /2 [x1, x2] [ [x3, x4]. Otherwise we can discard a part of the interval and
consider the remaining. e.g., if 0 2 [x1, x2], we choose a number y in [0, x2] and
discard the interval [x1, y) and treat [y, x2] as the original [x1, x2]. Theorem 4.1
of Silverstein and Choi [62] shows that  mL(x) is decreasing on (x1, x4). Hence
 mL((x1, x0) [ (x0, x4)) = (a, 0) [ (0, b) with a < 0 < b. From Theorem 2.2,
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(a, 0) [ (0, b) ⇢ Sc
T inv
. Since T inv has 1   c1 mass at 0, we have by Dominated






1 as x 2 (x1, x0) " x0. But from the condition that xL(m¯0,1) = x0, we have
m0(x)! m¯0,1 as x 2 (x1, x0) " x0, a contradiction.
Theorem 2.6. If ( 1, b) ⇢ B ((b,1) ⇢ B) then xL(m0) ! +1 ( 1) as
m0 !  1 (+1).
Proof. We see that
xL(m0) =









By the condition c1 < 1, the results follows easily from the Monotone Conver-
gence Theorem.
Remark 2.2. Theorem 2.2-2.6 display a connection between the support of L or
equivalently L and the two sample MP equation (2.9), and also provide a way for
us to determine the support of L or L. (Under the assumption c2 < 1, we note
that Supp(L) = Supp(L)\{0}.)
As an illustration, we consider an example, say D(t) = 410I(10  t) + 410I(30 
t) + 210I(50  t), c1 = c2 = 1/10. To find Supp(L), we solve for the points m
where xL(m) has derivative 0. Suppose the obtained points are {m1,m2, . . . ,mk}
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with k being a positive integer and m1, . . . ,mk ascendingly ordered. Then we find
the intervals among {( 1,m1], [m1,m2], . . . , [mk,1)} on which xL(·) is monotone
decreasing. Then mapping the obtained intervals via xL(·) onto the vertical axis,
we get R\Supp(L). The remaining part on the vertical axis is Supp(L). (see (a)























(see (b) of Figure 2.1 for the illustration and Theorem 2.1 of Silverstein
and Choi [62] for the theory).







Identification of the endpoints of Supp(L)
x
(a) Identifying the endpoints of Supp(L)













(b) The density of L







Plenty of literature on estimating eigenvalues of ⌃p,2⌃
 1
p,1 has been written. But
almost all of them are under traditional low dimensional setting, see for example
Konno [38, 39], Tsukuma and Konno [65], Dey [18], Leung [46], Leung and Chan
[47], Bilodeau and Srivastava [13]. In this chapter, we establish a high dimensional
method to estimate the set of eigenvalues of the matrix ⌃p,2⌃
 1
p,1. It is proved that
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the estimator is normalized L2-consistent (equivalent to weak convergence of the
spectral distribution). This eigenvalues estimator plays a vital role in estimating
the covariance matrices (⌃p,1,⌃p,2). On top of that, the eigenvalues of the matrix
⌃p,2⌃
 1
p,1 are important in its own right, for instance, in the problem of testing
H0 : ⌃p,1 = ⌃p,2 vs H1 : ⌃p,1 6= ⌃p,2, see Muirhead and Leung [56], Muirhead and
Verathaworn [57]. .
3.2 A Consistent Estimator of El Karoui Type
3.2.1 Formulation of The Estimation Problem
Denoting h = c1+ c2  c1c2, from (2.9) and (2.10), we see that 8z 2 C+, mL(z)
satisfies










Based on (3.1), we propose to estimate Dp using El Karoui [22]’s basis pursuit
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where Np is a positive integer depending on p, tk, k = 1, . . . , Np are chosen to be
fixed beforehand, and wk, k = 1, . . . , Np are the unknowns to be optimized over.
Then with mL(z) replaced by the Stieltjes transform of Lp, mLp(z), and c1, c2, h







z + hpc1,pmLp (z)







z + hpc1,pmLp (z)
⌘ . (3.2)
Then the strategy is to find wk, k = 1, . . . , Np such that (3.2) is “best” satisfied
across a set of values of {z}Jpj=1 ⇢ C+, where Jp is an integer tending to 1 as
p!1.
3.2.2 Convex Optimization





















What we propose to do is to minimize ej over the set {zj}Jpj=1. Specifically we





We observe that the functions Re(ej), Im(ej) are linear in the only unknowns
w1, . . . , wNp , and the domain of wk’s is the convex set {(w1, . . . , wNp) :
PNp
k=1wk =
1, wk   0, k = 1, . . . , Np}. Therefore (3.3) can be easily spotted as a convex




8j   u  Re(ej)  u,




wk = 1, wk   0 8k.
3.2.3 Consistency
In this section, we show that the estimator is consistent in the sense of weak
convergence of probability distributions provided that the tk’s in (3.2) becomes
dense in Supp(D) as p!1.
Lemma 3.1. Following the notations in Table 2.1, as p!1, c1,pc2,p
⇣
z + hpc1,pmLp (z)
⌘
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almost surely converges to the function m0(z) := mT inv( mL(z)) uniformly for all
z 2 K ⇢ C+, where K is an arbitrary compact subset of C+.
Proof. During the proof, we use C to denote a generic positive constant which may
have di↵erent values in di↵erent context.




















































It is obvious that onK, the first term in (3.4) converges almost surely uniformly
to 0 as p!1.
Next we show that with probability 1, mLp(z) is uniformly bounded away from
0 for all z 2 K and all large p. Calling z = u + iv, by the simple inequality
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(x  u)2  2x2 + 2u2, we have
|mLp(z)|   ImmLp(z) =
ˆ
vdLp(x)
(x  u)2 + v2  
ˆ
vdLp(x)
2x2 + 2u2 + v2
.
Lemma 2.1 has shown that almost surely, Lp puts all mass within [0, C] for all
large p, with C > 0 being some constant. Hence with probability 1,
|mLp(z)|   ImmLp(z)  
v
2C2 + 2u2 + v2
> 0.
Since K is a compact subset in C+, we have vmin := min{Imz : z 2 K} > 0,
vmax := max{Im z : z 2 K} < 1 and |u|max := max{|Rez| : z 2 K} < 1.
Therefore, for z 2 K we have almost surely
|mLp(z)|   ImmLp(z)  
vmin





|mL(z)| > 0, (3.5)
which implies the third term in (3.4) converges almost surely uniformly to 0 as
p!1.
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Then, we show the middle term in (3.4) converges almost surely uniformly to















where C > 0 is a constant.
Next we note that for z1, z2 2 K,
   mLp(z1) mLp(z2)     |z1   z2| ˆ dLp(⌧)|⌧   z1||⌧   z2|
 |z1   z2| 1
v2min
, (3.7)
|mL(z1) mL(z2)|  |z1   z2|
ˆ
dL(⌧)
|⌧   z1||⌧   z2|
 |z1   z2| 1
v2min
, (3.8)
which means mLp , mL are 1/v
2
min-Lipschitz functions. Due to Lemma A.3 in the
appendix, the fact that mLp(z) almost surely converges pointwisely to mL(z) im-
plies that this convergence is uniform on K. From (3.6), it follows that the middle
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term of (3.4) almost surely converges uniformly to 0 on K and thus the final result
is shown.
Theorem 3.1. Let Jp be an integer tending to 1 as p ! 1. Denote K to be a
compact subset of C+. Let {zi}1i=1 ⇢ K be a sequence of complex numbers in K























DˇEKp ) D a.s. as p!1,
where ) stands for weak convergence and a.s. for almost surely here and after.





































Following the notations in Table 2.1, it is clear from (2.9) and (2.10) that
m0(z) = mT inv( mL(z)). Write mL(z) = r+ is. Let |r|max := max{RemL(z) : z 2
K}, smin := min{ImmL(z) : z 2 K} > 0 and smax := max{ImmL(z) : z 2 K} > 0.
According to Lemma A.6, T inv puts all its mass in [0, C] with C > 0 being some
constant. Hence we have, uniformly for all z 2 K,


















2(C2+|r|2max)+s2max . By Lemma 3.1,
m0,p(z)
a.s.! m0(z) uniformly 8z 2 K as p!1.
Therefore, almost surely there exists constant A2 > 0 such that for all large p
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and z 2 K,
|m0,p(z)|   |Imm0,p(z)|   A2 > 0.






z + hpc1,pmLp (z)
⌘ + c1,p ˆ dDp(t)
t+ c1,pc2,p
⇣



















    + |c1,p   c1| ˆ dDp(t)|t+m0,p(z)|
+ c1
ˆ |m0(z) m0,p(z)|

















Using the proof of Lemma 3.1, we have the first, second and fourth terms of
(3.12) almost surely converges uniformly to 0 on K as p!1. Using Assumption
1.2, the third term converges uniformly to 0 on K. For the last term, we denote





     =   mDp( m0(z)) mD( m0(z))   .
3.2 A Consistent Estimator of El Karoui Type 48
It is known from (3.11) that for all z 2 K, Imm0(z) > 0. Therefore by Lemma
A.3 in the appendix, Assumption 1.3 implies as p!1,
mDp( m0(z))! mD( m0(z)) uniformly on K, (3.13)








z + hpc1,pmLp (z)
⌘ + c1,p ˆ dDp(t)
t+ c1,pc2,p
⇣












z + hpc1,pmLp (z)
⌘ + c1,p ˆ dD˜EKp (t)
t+ c1,pc2,p
⇣
z + hpc1,pmLp (z)
⌘
        a.s.! 0,











a.s.! m0(zj) , c1,p ! c1, we have as p!1,
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|c1,p   c1|
    ˆ dDp(t)t+m0,p(zj)
    + c1 ˆ |m0,p(zj) m0(zj)|dDp(t)|t+m0,p(zj)||t+m0(zj)|






































8j = 1, 2, . . . (3.15)
By Prop. 2.1, m0(zi) = m0(zj) implies zi = zj, which means {m0(zj)}1j=1
is an infinite sequence having a limit point (because m0(·) is continuous) in C .
Furthermore, if we write D˜EKp ’s Stieltjes transform as mD˜EKp , (3.15) indicates as
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p!1
mDˆEKp ( m0(zj))
a.s.! mD( m0(zj)) 8j = 1, 2 . . .
Therefore by Theorem 2 in Geronimo and Hill [25], as p!1,
D˜EKp
a.s.) D.
Practically it is infeasible to perform optimization over the set of all probability
distributions. In the following, we propose an estimator optimizing over a properly
chosen subset, but still keeping the consistent property. By saying a grid, we mean
a set of points on R. By saying that a grid covers a set, we mean the set is a subset
of the interval between the smallest and largest points in the grid. The size of the
grid is defined as the largest length of the gaps between the neighboring points in
the grid.
Corollary 3.1. Let Jp be an integer tending to 1 as p ! 1. Denote K to be
a compact subset of C+. Let {zi}1i=1 ⇢ K be a sequence of complex numbers such
that zj 6= zk if j 6= k. Let DˆEKp be the probability distribution defined as
DˆEKp





















where PGp is the set of probability distributions putting mass on a grid Gp such
that Gp covers Supp(Dp) and Supp(D) for all large p and Gp is contained in a
compact subinterval of (0,1) for all large p. The size of Gp is assumed to tend to
0 as p!1. Then we have
DˆEKp
a.s.) D as p!1.






z + hpc1,pmLp (z)
⌘ + c1,p ˆ dDˆEKp (t)
t+ c1,pc2,p
⇣
z + hpc1,pmLp (z)
⌘
        a.s.! 0, 8j = 1, 2, . . .
the final result follows from similar arguments to the proof of Theorem 3.1.
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For example, we can consider the discrete distribution D˜p supported on Gp
satisfying D˜p(x) = D(x) for x 2 Gp and constant for x /2 Gp. Then it is easy to
see that D˜p converges weakly to D as p ! 1. Thus arguments similar to those
leading to (3.14) in Theorem 3.1 shows (3.16) is true.
Therefore the final result follows.




while our theory minimizes maxjJp |ej|. To see the equivalence of the two, we just
need to note max{|Re(ej)|, |Im(ej)|}  |ej| 
p
2max{|Re(ej)|, |Im(ej)|}.
Usually the set of eigenvalues of ⌃p,2⌃
 1
p,1 of finite p is of more practical interest
to us. Instead of treating DˆEKp as a consistent estimator of the limiting population
spectral distribution D, we might as well generate an estimator of (dp,1, . . . , dp,p)
from DˆEKp , and examine its finite sample performance. Specifically, we have the
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following result:
Corollary 3.2. Under the assumptions of Corollary 3.1, we define (dˆEKp,1 , . . . , dˆ
EK
p,p )







p (x)dx, where Dˆ
EK 1
p (x) = sup{t : DˆEKp (t) < x} for x 2
(0, 1] and DˆEK
 1
p (0) = limt!0+ Dˆ
EK 1







⌘2 a.s.! 0. (3.17)
Proof. Define for x 2 (0, 1], D 1p (x) = sup{t : Dp(t) < x} and for x = 0, D 1p (0) =




p ((i   0.5)/p). We note dp,i = D 1p ((i   0.5)/p),
and the supports of Dp, DˆEKp are uniformly contained in a compact subinterval of
(0,1) for all large p. In addition, from Corollary 3.1, we know almost surely, Dp
and DˆEKp converge weakly to the common limit D. Thus, we have by Corollary







 2 a.s.! 0. (3.18)







⌘2 a.s.! 0. (3.19)

















































p ] for i =
1, . . . , p,
   DˆEK 1p (x)  DˆEK 1p ((i  0.5)/p)     max
u2{0,1}












































p ((i  0.5)/p)  DˆEK 1p ((i  1)/p)
⌘2 










































where C is the length of the compact interval containing the supports of DˆEKp for
all large p.




i=1(ai bi)2 equals square of the Eu-
clidean distance between the two vectors (a1, . . . , ap) and (b1, . . . , bp), but divided
by p.
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3.2.4 Implementation Details
Scaling of the eigenvalues If the matrix ⌃p,2⌃
 1
p,1 is divided by a constant a the
eigenvalues of Sp,2S
 1
p,1 corresponding to the scaled population parameter
a 1⌃p,2⌃ 1p,1 equal to the corresponding eigenvalues of the old Sp,2S
 1
p,1 divided
by a. Hence, if we transform the eigenvalues of Sp,2S
 1
p,1 , (lp,1, . . . , lp,p), to
(lp,1/a, . . . , lp,p/a), (3.1) is still valid provided that we change D(t) to D(at).
In practice, we scale the empirical eigenvalues (l1,p, . . . , lp,p) by dividing them
by lp,p, the largest eigenvalue of Sp,2S
 1
p,1 . We solve the optimization problem
with the scaled eigenvalues to obtain the estimate of D(lp,pt), from which we
get the estimate of D(t) through easy manipulations.
Choice of zj We take z1, . . . , zNp to be equally spaced in the interval [1i, 2i] on
the imaginary axis. As p ! 1, zj’s become dense in the interval. In our
simulations, we find using 200 zj’s lead to good enough results.
Choice of the grid Similar to the reasoning of El Karoui [22], we choose the grid
Gp in Corollary 3.1 to be the one with points equally spaced on [lp,1/lp,p, 1].
In our simulations, we find using 400 points lead to enough good results.
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3.3 A Consistent Estimator of Ledoit and Wolf
Type
3.3.1 Quantized Eigenvalues Sampling Transformation
In practice, the limiting quantities D(t), c1, c2 in (2.9) are not observable to us.
Therefore, it is reasonable to assume for finite n1, n2 and p, that D(t) = Dp(t),
c1 = c1,p := p/n1, c2 = c2,p := p/n2, namely, the LSD D(t) equals the true
finite sample spectral distribution Dp(t) of ⌃p,2⌃
 1
p,1 and the limiting concentration
ratios c1, c2 equal their finite sample counterparts c1,p, c2,p. Then following Remark
2.1, we obtain a probability distribution LDp,c1,p,c2,p which can be regarded as an
approximation of the ESD Lp. LDp,c1,p,c2,p can be used as a starting point for
estimating the spectral distribution Dp or equivalently the set of eigenvalues of
⌃p,2⌃
 1
p,1, dp. To proceed, we define the so-called “Quantized Eigenvalues Sampling
Transformation” or QuEST in short, whose name is inherited from Ledoit and Wolf
[45]. While here the QuEST is a generalization of the one in Ledoit and Wolf [45],
from the One-Sample Problem (one ⌃p) to the Two-Sample Problem (⌃p,1,⌃p,2)
Definition 3.1. Let t = (t1, . . . , tr) be an r-dimensional vector whose components
{t1, . . . , tr} have empirical distribution function G. For the pair of integers (s1, s2),
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(here s = (s1, s2)) is defined by the following procedures:
Qs,r : (0,1)r ! (0,1)r,
t := (t1, ..., tr)














sup{x 2 R : LG,k1,k2(x) < u}, u 2 (0, 1],
limx!0+ LG,k1,k2(x), u = 0,








mLG,k1,k2 (⇠ + i⌘)
i
d⇠,


















where m0(z) is the unique solution in C  to
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z =
(k1 + k2   k1k2)
k1
⇣








Note that LG,k1,k2 is identical to the first kind distribution induced from solving
the two-sample MP equation w.r.t. G, k1, k2 presented in Remark 2.1 .
Despite its complexity, in fact it is not di cult to compute the QuEST function
along with its analytic Jacobian numerically (Figure:3.1).

















Figure 3.1 Average computation time of QuEST and its analytic Jacobian. The
setting of the population parameters are p ranging from 20 to 1000 with p/n1, p/n2
fixed at 1/3 and the ith smallest eigenvalue of ⌃p,2⌃
 1
p,1 being the (i   0.5)/pth
theoretical quantile of the random variable 1 + 10 ⇥ Beta(2, 5), where Beta(2, 5)
is a random variable following the beta distribution with parameters (2, 5). The
QuEST function and the Jacobian are programmed in MATLAB. The computer
is a 1.7 GHz dual-core laptop
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We now proceed to consistently estimating the eigenvalues of ⌃p,2⌃
 1
p,1.
3.3.2 Constructing The Consistent Estimator
Theorem 3.2. Let d˜p = (d˜p,1, ..., d˜p,p) be a vector whose components {d˜p,1, . . . , d˜p,p}
have empirical distribution D˜p. Suppose it satisfies that for all large p, d˜p,i, i =
1, . . . , p are uniformly contained in a compact subinterval of (0,1), and D˜p con-
verges weakly to D as p!1. Then under Assumptions (1.1)-(1.3) and following
the notations in Definition 3.1, we have as n1, n2, p!1 and c1,p := p/n1 ! c1 <












a.s.) L as n1, n2, p ! 1 with p/n1 ! c1, p/n2 ! c2, we have by







lp,i   L 1((i  0.5)/p)
⇤2 a.s.! 0, (3.22)




sup{y 2 R : L(y) < x}, x 2 (0, 1],
limy!0+ L 1(y), x = 0,
is the quantile function.
Next, by Corollary A.1 in the appendix, we have LD˜p,c1,p,c2,p ) L as p ! 1,
where LD˜p,c1,p,c2,p is defined in definition 3.1 with D˜p, c1,p, c2,p in place of G, k1, k2.









i2 a.s.! 0. (3.23)















i2 a.s.! 0. (3.24)





























































































C2 ! 0, (3.25)
where C is the length of the compact interval containing the support of LD˜p,c1,p,c2,p
for all large n1, n2, p.
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Recall that the vector containing all p eigenvalues of ⌃p,2⌃
 1
p,1 is denoted as dp =
(dp,1, . . . , dp,p). In next theorem, we construct our estimator dˆp := (dˆp,1, . . . dˆp,p) of
dp.












where K ⇢ (0,1) is a compact interval, large enough to contain Supp(D) and
Supp(Dp) for all large n1, n2, p, Kp is the p fold Cartesian product of K, ⌧ =
(⌧1, . . . ⌧p) is a p dimensional vector and lp := (lp,1, ...lp,p) is the vector containing
the eigenvalues of Sp,2S
 1
p,1 . We assume dˆp and lp are sorted in nondecreasing order.
Let dˆp,i be the ith component of dˆp. Then as p!1,








Proof. Following the notations in Definition 3.1, the objective function in (3.26)




where || · || is the Euclidean norm of vectors.


























||Qn,p(dˆp)  lp||2  1
p
||Qn,p(dp)  lp||2.
Denote Dˆp to be the empirical distribution function of {dˆp,1, . . . , dˆp,p} and
LDˆp,c1,p,c2,p to be the distribution in definition 3.1 with Dˆp, c1,p, c2,p in place of
G, k1, k2. Let l and lˆp be the vectors whose ith components are defined to be
L 1((i   0.5)/p) and L 1
Dˆp,c1,p,c2,p
((i   0.5)/p) respectively, where L is the LSD of






sup{y 2 R : L(y) < x}, x 2 (0, 1],






sup{y 2 R : LDˆp,c1,p,c2,p(y) < x}, x 2 (0, 1],
limy!0+ L 1Dˆp,c1,p,c2,p(y), x = 0,















||lp   l||+ 1p
p
||Qn,p(dˆp)  lˆp||
=:A+B + C. (3.28)
Observe that the minimization of (3.26) is over some compact set Kp bounded
away from 0 and 1. Therefore, following the similar arguments leading to (3.25)
in the proof of Theorem 3.2, we have C
a.s.! 0 as p!1.
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That A
a.s.! 0 follows from the result of Theorem 3.2. That B a.s.! 0 follows
from Lp
a.s.) L, uniform boundedness of Supp(Lp) (from Lemma 2.1) and Corollary
A.1(i) of Ledoit and Wolf [45]. Hence we have
1p
p
||ˆlp   l|| a.s.! 0.
By Corollary A.1(i) of Ledoit andWolf [45] one more time, we have LDˆp,c1,p,c2,p
a.s.)
L as p!1, or equivalently LDˆp,c1,p,c2,p
a.s.) L, where L is the companion distribu-
tion of L.
Recall from Remark 1.1, FH,c denotes the first kind distribution induced from
solving the one sample MP equation (1.3) w.r.t. H, c. If we let Tˆp = F invDˆinvp ,c1,p
, then
LDˆp,c1,p,c2,p = FTˆp,c2,p , L = FT,c2 and T = F
inv
Dinv ,c1
, where T is the distribution in Ta-
ble 2.1 and for a probability distribution G on the positive real line, Ginv is defined
as the probability distribution such that the mass Ginv has on (a, b) equals the mass
G has on (1/b, 1/a) for a, b > 0, namely Ginv{(a, b)} = G{(1/b, 1/a)}. Moreover,
we have that the companion Stieltjes transforms mLDˆp,c1,p,c2,p
(z) of mLDˆp,c1,p,c2,p
(z),
and mL(z) of mL(z) are the unique values in C+ satisfying the equations respec-
tively








, for z 2 C+,
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, for z 2 C+.
Therefore, the two functions mLDˆp,c1,p,c2,p
(z) and mL(z) have unique inverse















mTˆp( m 1), m 2 mLDˆp,c1,p,c2,p (C
+), (3.29)













mT ( m 1), m 2 mL(C+), (3.30)
where mTˆp(·) and mT (·) are the Stieltjes transforms of Tˆp and T respectively.
Let B be an open ball in C+, bounded away from R with the shortest distance
↵ > 0 , i.e. ↵ = infz2B Imz > 0. By Open Mapping Theorem, mL(B) is open and
mL(B) ⇢ C+. Since LDˆp,c1,p,c2,p
a.s.) L as p ! 1, using Lemma A.3 in Appendix,
we have almost surely mLDˆp,c1,p,c2,p
(z) converges to mL(z) uniformly in B. Hence,
for all large p, the boundaries of mLDˆp,c1,p,c2,p
(B) should be close to the boundary
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of mL(B). So the boundaries of mLDˆp,c1,p,c2,p
(B) should enclose an open set which
is also enclosed by the boundary of mL(B), i.e. there exists an open subset B˜ of
C+ contained in mLDˆp,c1,p,c2,p (B) and mL(B) for all large p. For s 2 B˜, let w 2 C
+
be the complex number such that mL(w) = s. Let sp = mLDˆp,c1,p,c2,p
(w).
Then we see that
  zp(s)  z(s)   =   zp(s)  w    zp(s)  zp(sp)  
=
      (sp   s)s sp + c2,p
ˆ
⌧ 2(sp   s)dTˆp(⌧)








|1/⌧ + s||1/⌧ + sp|
!
|sp   s|
 (1 + c2,p)|s  sp|
Im(s)Im(sp)
 K˜|sp   s|,
where K˜ > 0 is a constant depending only on the shortest distance between B˜
and the real line R which is positive if we choose B˜ to be bounded away from R.
Therefore that mLDˆp,c1,p,c2,p
(z)
a.s.! mL(z) uniformly in B as p ! 1 implies that
zp(s)
a.s.! z(s) for all s 2 B˜.
Hence from (3.29) and (3.30), we immediately have mTˆp( m 1)
a.s.! mT ( m 1)
for all m 2 B˜ as p ! 1. By Theorem 2 of Geronimo and Hill [25], Tˆp a.s.) T as




p (x) = (1  c1,p)I(0  x) + c1,pTˆ invp (x) be the companion distribution of
Tˆ invp . Then using the above arguments again with Tˆ
inv
p in place of LDˆp,c1,p,c2,p and






Denote d to be the vector whose ith component equals D 1((i 0.5)/p), where
D 1(x) :=
8>>><>>>:
sup{y 2 R : D(y) < x}, x 2 (0, 1],
limy!0+ D 1(y), x = 0,
is the quantile function of D. Then using Corollary A.1(i) of Ledoit and Wolf [45],
we have as p!1,
1p
p
||dˆp   d|| a.s.! 0.
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||dp   d||! 0.
From the triangle inequality, we have as p!1,
1
p









Remark 3.2. The convergence result of Theorem 3.3 is established on the premise







However it is hardly possible to guarantee that any local minimizer we obtain from
prevailing optimization algorithms is also the global minimizer due to the com-
plicated nonlinearity of the target function. Nonetheless, one way to still get a
consistent estimator in practice is to start from a good enough initial point. In
particular, we have the following result.
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Theorem 3.4. Under Assumptions (1.1)-(1.3) and following the notations in Def-
inition 3.1, define dˆLWp = (dˆ
LW
p,1 , . . . , dˆ
LW

















where lp := (lp,1, ..., lp,p) is the vector containing the eigenvalues of Sp,2S
 1
p,1 and
d˜p is a vector whose components have empirical distribution function D˜p. It is
assumed that the support of D˜p is contained in a compact subinterval of (0,1)
for all large p and D˜d (almost surely) converges weakly to D as p!1. Suppose
dˆLWp and lp are sorted in nondecreasing order. Let dˆ
LW
p,i be the ith component of







i2 a.s.! 0. (3.32)
Proof. Following the same notations in Definition 3.1 and the proof of Theorem
3.3, denote DˆLWp to be the empirical distribution function of {dˆLWp,1 , . . . , dˆLWp,p }
and LDˆLWp ,c1,p,c2,p to be the distribution in definition 3.1 with Dˆ
LW
p , c1,p, c2,p in
place of G, k1, k2. Let lˆLWp be the vector whose ith component is defined to be








sup{y 2 R : LDˆLWp ,c1,p,c2,p(y) < x}, x 2 (0, 1],
limy!0+ L 1DˆLWp ,c1,p,c2,p
(y), x = 0,




||ˆlLWp   l|| a.s.! 0, (3.33)
the final result follows from arguments similar to the proof of Theorem 3.3.




















As p ! 1, that A a.s.! 0 follows from the result of Theorem 3.2. That B a.s.! 0
from Lp
a.s.) L, uniform boundedness of Supp(Lp) and Corollary A.1(i) of Ledoit
and Wolf [45]. C
a.s.! 0 follows from the same arguments as (3.25). Hence (3.33)
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is shown. Using the same arguments of the proof of Theorem 3.3, the final result
follows.
3.3.3 Implementation Details
Let (⌃ˆSTp,1 , ⌃ˆ
ST
p,2) be the Stein type estimator of the pair of population covariance
matrices (⌃p,1,⌃p,2) proposed in Loh [51]. It is well-known that (⌃ˆSTp,1 , ⌃ˆ
ST
p,2) already
performs very well in estimating (⌃p,1,⌃p,2). In our simulation study, we use the
standard constrained optimization package ’fmincon’ in MATLAB to carry out
the interior-point optimization algorithm, with the Hessian matrix estimated by
BFGS (see Section 2.7.1 of Grace [26]). Its details are described in Waltz et al.
[66]. Moreover, We start from two sets of initial points, of which one is chosen
as the spectrum of ⌃ˆSTp,2 ⌃ˆ
ST 1
p,1 , the other is (dˆ
EK
p,1 , . . . , dˆ
EK
p,p ) presented by Corollary
3.2. Then we choose the optimizer with smaller value of the target function as
our estimator denoted as (dˆLWp,1 , . . . , dˆ
LW
p,p ). Since it is proven that (dˆ
EK
p,1 , . . . , dˆ
EK
p,p ) is
consistent (in the sense of (3.17), which can be regarded as convergence to 0 of the
normalized L2 distance), (dˆLWp,1 , . . . , dˆ
LW




In this section, we compare the performance of our estimators with several other




LetH be the matrix such thatH⌃p,1H 0 = I. Denote the matrix p = H⌃p,2H 0.
Note that the set of eigenvalues of ⌃p,2⌃
 1
p,1 equals the one of  p. This matrix is
called the scale matrix in literatures (see e.g., Leung and Chan [47], Bilodeau and
Srivastava [13], Leung [46], Konno [38]). Denote the matrix Ap,1 = n1HSp,1H 0,











Let dˆp = (dˆp,1, . . . , dˆp,p) denote a generic estimator of d = (dp,1, . . . , dp,p). The







The estimators to be compared are
• BU: eigenvalues of the best unbiased estimator n1 p 1n2 Fp (see (3.1) of Dey
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[18])
• Dey: the estimator proposed by Dey [18] which is shown to dominate the
above BU estimator under the squared error loss
Pp
i=1(dˆp,i   dp,i)2.
• Leung: the estimator proposed by Leung and Chan [47] which shrinks
the eigenvalues of Fp towards their arithmetic average, and also dominates
n1 p 1
n2
Fp under the loss tr( ˆp    p)2, where  ˆp is a generic estimator of
the scale matrix  p.
• BS: eigenvalues of the estimator proposed by Bilodeau and Srivastava [13]
which is shown to be minimax for estimating the scale matrix  p under a
loss function similar to the Stein’s loss.
• ST: eigenvalues of ⌃ˆSTp,2 ⌃ˆST 1p,1 where the pair (⌃ˆSTp,1 , ⌃ˆSTp,2) is the Stein type
estimator proposed by Loh [51].
• EK: our El Karoui type estimator proposed in Corollary 3.2.
• LW: our Ledoit and Wolf type estimator proposed in Theorem 3.4.
The loss is obtained by averaging over 1000 Monte Carlo simulations.
In the first design, we consider the case where ⌃p,1 = ⌃p,2, i.e. dp = (1, . . . , 1)
with the concentration ratios p/n1 = p/n2 fixed at 1/3, and the dimension p varying
from 50 to 500. The distribution of the random matrix Xp and Yp mentioned in
Assumption 1.1 is real Gaussian. We see that the loss of last three estimators
have convergent trend. Even though the construction of the ST estimator does
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Figure 3.2 The logarithm MSE when dp = (1, . . . , 1)
not incorporate the random matrix technique it still performs the best in this case,
which verifies one more time that Stein’s technique Loh [51] is already very good.
The results are presented in Figure 3.2 and Table 3.1.
In the second design, we set dp,i to equal the
i 0.5
p th theoretical quantile of the
distribution of 1 + 10W , where W is a Beta(2, 5) random variable. The concen-
tration ratios p/n1 = p/n2 are fixed at 1/3, and the dimension p varies from 50
to 500. The distribution of the random matrix Xp, Yp mentioned in Assumption
1.1 is real Gaussian. It is easy to see that in this setting, if p tends to 1 then
the empirical distribution of dp weakly converges to the distribution of 1 + 10W .
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p Dey BU Le BS ST EK LW
50 0.4332 0.8633 0.8072 1.2236 0.0214 0.0351 0.0422
(0.0017) (0.0033) (0.0031) (0.0044) (0.0005) (0.0016) (0.0016)
100 0.4253 0.8495 0.8215 1.2050 0.0085 0.0179 0.0219
(0.0008) (0.0016) (0.0015) (0.0021) (0.0001) (0.0007) (0.0007)
150 0.4227 0.8445 0.8259 1.1988 0.0050 0.0121 0.0142
(0.0005) (0.0011) (0.0011) (0.0014) (0.0001) (0.0005) (0.0005)
200 0.4211 0.8419 0.8280 1.1952 0.0033 0.0092 0.0109
(0.0004) (0.0008) (0.0008) (0.0010) (0.0001) (0.0004) (0.0004)
250 0.4195 0.8384 0.8273 1.1906 0.0025 0.0072 0.0085
(0.0003) (0.0007) (0.0007) (0.0009) (0.0000) (0.0003) (0.0003)
300 0.4196 0.8391 0.8298 1.1918 0.0019 0.0061 0.0070
(0.0003) (0.0005) (0.0005) (0.0007) (0.0000) (0.0002) (0.0002)
350 0.4195 0.8384 0.8304 1.1906 0.0016 0.0054 0.0063
(0.0002) (0.0005) (0.0005) (0.0006) (0.0000) (0.0002) (0.0002)
400 0.4188 0.8369 0.8300 1.1887 0.0013 0.0044 0.0050
(0.0002) (0.0004) (0.0004) (0.0005) (0.0000) (0.0002) (0.0002)
450 0.4184 0.8368 0.8306 1.1888 0.0011 0.0039 0.0044
(0.0002) (0.0003) (0.0003) (0.0005) (0.0000) (0.0002) (0.0002)
500 0.4181 0.8361 0.8305 1.1878 0.0009 0.0034 0.0040
(0.0002) (0.0003) (0.0003) (0.0004) (0.0000) (0.0001) (0.0001)
Table 3.1 The MSE when dp = (1, . . . , 1) with estimated standard errors in
parentheses
We see that ST estimator performs well for the these settings, but its loss function
does not seem to converge. While the random matrix estimators do not perform
the best but their loss gradually decrease as p keeps increasing. The results are
presented in Figure 3.3 and Table 3.2.
In the third design, we weaken the setting of dp in the second design in the
sense that we do not assume for all large p, dp,1, . . . , dp,p are contained in a common
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Figure 3.3 The logarithm MSE when dp,i equals the
i 0.5
p th theoretical quantile
of the distribution 1 + 10⇥ Beta(2, 5)
compact interval, but the empirical distributions of dp are tight for all p. Specif-
ically, we set dp,i to equal the
i 0.5
p th theoretical quantile of the random variable
1 +  (2, 1), where  (2, 1) is the gamma distributed random variable with param-
eters 2, 1. We see that in this case, the MSE of our random matrix estimators
still have a trend of convergence and largely outperform the competitors, which
indicates the random matrix estimators are robust against the compact support
assumption. The Results are presented in Figure 3.4 and Table 3.3
In the fourth design, we set dp,i to equal the
i 0.5
p th theoretical quantile of the
3.4 Simulations 79
p Dey BU Le BS ST EK LW
50 2.9446 6.1296 5.5177 9.5893 0.2656 1.3649 0.9039
(0.0199) (0.0418) (0.0384) (0.0549) (0.0046) (0.0176) (0.0177)
100 2.7953 5.8960 5.5923 9.3093 0.1855 0.8964 0.5443
(0.0091) (0.0193) (0.0185) (0.0253) (0.0017) (0.0108) (0.0086)
150 2.7538 5.8230 5.6210 9.2152 0.1782 0.7107 0.4490
(0.0061) (0.0135) (0.0132) (0.0180) (0.0013) (0.0094) (0.0069)
200 2.7336 5.7860 5.6347 9.1710 0.1776 0.5775 0.4035
(0.0042) (0.0094) (0.0092) (0.0125) (0.0010) (0.0090) (0.0061)
250 2.7148 5.7440 5.6235 9.1166 0.1822 0.5082 0.3563
(0.0033) (0.0079) (0.0078) (0.0106) (0.0009) (0.0086) (0.0052)
300 2.7115 5.7448 5.6442 9.1210 0.1832 0.4354 0.3164
(0.0029) (0.0067) (0.0066) (0.0089) (0.0008) (0.0084) (0.0047)
350 2.7109 5.7443 5.6580 9.1200 0.1839 0.3783 0.2954
(0.0024) (0.0055) (0.0055) (0.0074) (0.0007) (0.0074) (0.0044)
400 2.7064 5.7341 5.6586 9.1082 0.1863 0.3262 0.2668
(0.0022) (0.0050) (0.0050) (0.0067) (0.0007) (0.0078) (0.0042)
450 2.7014 5.7265 5.6594 9.0998 0.1885 0.3294 0.2527
(0.0019) (0.0043) (0.0043) (0.0057) (0.0006) (0.0070) (0.0038)
500 2.6975 5.7216 5.6613 9.0957 0.1901 0.3180 0.2387
(0.0017) (0.0037) (0.0037) (0.0049) (0.0005) (0.0070) (0.0038)
Table 3.2 The MSE when dp,i equals the
i 0.5
p th theoretical quantile of the dis-
tribution 1 + 10⇥ Beta(2, 5) with estimated standard errors in parentheses
distribution of 1 + 10W , where W is a Beta(2, 5) random variable. The concen-
tration ratios p/n1 = p/n2 are fixed at 1/3, and the dimension p varies from 50
to 500. While its di↵erence from the second design is that we replace the under-




of Gaussian entries, where t(5) stands for the t-distributed random variable with
degrees of freedom 5. The performance of each estimator acts similar to the sec-
ond design. We may conclude that the traditional estimators (Dey,BU,Le,BS,ST)
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Figure 3.4 The logarithm MSE when dp,i equals the
i 0.5
p th theoretical quantile
of the distribution 1 +  (2, 1)
are robust against the Gaussian data assumption, and the random matrix estima-
tors (EK,LW) are robust against the 12th moment assumption. The Results are
presented in Figure 3.5 and Table 3.4.
3.4 Simulations 81
p Dey BU Le BS ST EK LW
50 1.4564 3.1830 2.8318 5.1932 0.2379 0.8788 0.5188
(0.0109) (0.0240) (0.0219) (0.0315) (0.0034) (0.0107) (0.0088)
100 1.3666 3.0483 2.8734 5.0338 0.2367 0.5728 0.3201
(0.0050) (0.0117) (0.0112) (0.0154) (0.0022) (0.0077) (0.0050)
150 1.3321 2.9955 2.8794 4.9753 0.2508 0.4352 0.2629
(0.0030) (0.0075) (0.0072) (0.0102) (0.0017) (0.0071) (0.0042)
200 1.3202 2.9685 2.8816 4.9397 0.2625 0.3277 0.2267
(0.0023) (0.0056) (0.0054) (0.0074) (0.0013) (0.0063) (0.0034)
250 1.3141 2.9602 2.8907 4.9298 0.2690 0.2631 0.2102
(0.0017) (0.0044) (0.0043) (0.0060) (0.0011) (0.0058) (0.0030)
300 1.3085 2.9503 2.8925 4.9188 0.2756 0.2175 0.1999
(0.0015) (0.0037) (0.0036) (0.0050) (0.0010) (0.0049) (0.0027)
350 1.3076 2.9546 2.9049 4.9265 0.2779 0.1953 0.1930
(0.0013) (0.0031) (0.0031) (0.0042) (0.0009) (0.0044) (0.0025)
400 1.3072 2.9508 2.9073 4.9203 0.2815 0.1773 0.1799
(0.0011) (0.0029) (0.0029) (0.0039) (0.0008) (0.0040) (0.0025)
450 1.3054 2.9489 2.9102 4.9184 0.2841 0.1377 0.1747
(0.0010) (0.0024) (0.0024) (0.0033) (0.0007) (0.0033) (0.0023)
500 1.3014 2.9413 2.9066 4.9097 0.2884 0.1362 0.1667
(0.0008) (0.0021) (0.0020) (0.0028) (0.0006) (0.0031) (0.0023)
Table 3.3 The MSE when dp,i equals the
i 0.5
p th theoretical quantile of the dis-
tribution 1 +  (2, 1) with estimated standard errors in parentheses
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Figure 3.5 The logarithm MSE when dp,i equals the
i 0.5
p th theoretical quantile
of the distribution of 1 + 10W with t-distributed data
3.4 Simulations 83
p Dey BU Le BS ST EK LW
50 3.4842 7.4340 6.7196 11.2270 0.3590 1.7001 1.3521
(0.0418) (0.0712) (0.0658) (0.0869) (0.0146) (0.0348) (0.0375)
100 3.0642 6.5714 6.2401 10.1360 0.1846 0.9859 0.6652
(0.0190) (0.0338) (0.0324) (0.0425) (0.0064) (0.0170) (0.0173)
150 2.9298 6.3016 6.0864 9.8179 0.1553 0.7584 0.4817
(0.0091) (0.0194) (0.0188) (0.0265) (0.0022) (0.0103) (0.0084)
200 2.8810 6.1651 6.0060 9.6456 0.1721 0.6225 0.4340
(0.0329) (0.0375) (0.0368) (0.0316) (0.0167) (0.0341) (0.0335)
250 2.8206 6.0378 5.9123 9.4891 0.1604 0.5013 0.3617
(0.0078) (0.0134) (0.0132) (0.0169) (0.0030) (0.0105) (0.0082)
300 2.8098 5.9951 5.8911 9.4263 0.1717 0.4438 0.3313
(0.0206) (0.0239) (0.0236) (0.0206) (0.0103) (0.0217) (0.0214)
350 2.7861 5.9576 5.8688 9.3916 0.1706 0.3905 0.2961
(0.0122) (0.0151) (0.0150) (0.0148) (0.0059) (0.0136) (0.0115)
400 2.7637 5.9142 5.8368 9.3423 0.1679 0.3349 0.2560
(0.0030) (0.0068) (0.0068) (0.0096) (0.0009) (0.0078) (0.0041)
450 2.7515 5.8865 5.8180 9.3085 0.1714 0.3212 0.2434
(0.0027) (0.0060) (0.0060) (0.0084) (0.0009) (0.0069) (0.0039)
500 2.7491 5.8705 5.8089 9.2840 0.1774 0.3146 0.2362
(0.0050) (0.0075) (0.0075) (0.0088) (0.0021) (0.0081) (0.0058)
Table 3.4 The MSE when dp,i equals the
i 0.5
p th theoretical quantile of the dis-
tribution 1 + 10 ⇥ Beta(2, 5) with with t-distributed data. Estimated standard





Since Stein [63, 64] proposed the shrinkage estimator of covariance matrices,
there are many e↵orts by various statisticians devoted to estimating covariance
matrices in this direction. The literature includes Daniels and Kass [17], Ha↵
[31], Yang and Berger [68], Ledoit and Wolf [42, 43, 44], Loh [51]. It is well-known
that the eigenvalues of the sample covariance matrices are far more dispersed than
those of the population eigenvalues. The idea of shrinkage estimation is to correct
this distortion. In other words, it pulls down the large sample eigenvalues and
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pulls up the small ones. This shrinkage method gets the most risk savings when
the population eigenvalues are close together. In this chapter, the problem of esti-
mating two covariance matrices is examined. Namely, we consider the estimation
of a pair of covariance matrices (⌃p,1,⌃p,2) with the aim of getting substantial
savings in the risk when eigenvalues of ⌃p,2⌃
 1
p,1 are close together. This would be
useful, for example, in estimating (⌃p,1,⌃p,2), when one has prior information that
the eigenvalues of ⌃p,i, i = 1, 2 are likely to be far apart, but the eigenvalues of ⌃p,1
are approximately proportional to those of ⌃p,2.
4.2 Equivariant Estimators
We will base our estimation on the equivariant estimators depending on the
sample covariance matrices Sp,1 and Sp,2.







{tr(⌃ 1p,i ⌃ˆp,i)  log |⌃ 1p,i ⌃ˆp,i|  p}. (4.1)
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Recalling simultaneous diagonalization of matrices discussed in Section 1.1,
there exist p⇥ p invertible matrix Gp and diagonal matrix Lp = diag(lp,1, . . . , lp,p)
(Since lp,i, i = 1, . . . , p are the eigenvalues of Sp,2S
 1
p,1 , we use the common notation
Lp to denote both the diagonal matrix having lp,i, i = 1, . . . , p as its diagonal








p = Lp, (4.2)
where Ip is defined as the p⇥ p identity matrix here and after.
Then, one can show the following theorem:
Theorem 4.1. Under the transformation Sp,1 ! ASp,1A0, Sp,2 ! ASp,2A0, where
A is an arbitrary invertible p ⇥ p matrix, A0 denotes transpose of A, and under
the loss function (4.1), the equivariant estimator can be written in the following
general form
⌃ˆp,1(Sp,1, Sp,2) = Gp p(Lp)G
0
p, (4.3)
⌃ˆp,2(Sp,1, Sp,2) = Gp p(Lp)G
0
p, (4.4)
where  p = diag( p(lp,1), ..., p(lp,p)),  p = diag( p(lp,1), ..., p(lp,p)) are two
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diagonal matrices with  p and  p being two univariate functions and Gp is defined
in (4.2). The functions  p and  p themselves depend on the whole set of (lp,1, ..., lp,p)
and are called the shrinkage functions.
Proof. Suppose our estimators are given by (4.3) and (4.4). Let H be an arbi-
trary invertible p ⇥ p matrix. When Sp,i is transformed to HSp,iH 0, i = 1, 2, the
decomposition of the transformed matrices reads
(HGp)
 1Sp,1((HGp)0) 1 = Ip, (HGp) 1Sp,2((HGp)0) 1 = Lp,
which implies ⌃ˆp,1 and ⌃ˆp,2 are transformed to
HGp p(Lp)(HGp)
0 = HGp p(Lp)G0pH




0 = H⌃ˆp,2H 0
respectively. This proves the ’only if’ part.
If
⇣
⌃ˆp,1(Sp,1, Sp,2), ⌃ˆp,2(Sp,1, Sp,2)
⌘
is an equivariant estimator, we have
⇣
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Let D 2 D where D is the set of p ⇥ p diagonal matrices having either  1 or
+1 as its diagonal elements. One can see D = D0. By equivariance again,
⇣













It is easy to see that for a p⇥ p matrix A, DAD0 = A for all D 2 D if and only
if A is diagonal.
Write ⌃ˆp,1(Ip, Lp) =  p(Lp), ⌃ˆp,2(Ip, Lp) =  p(Lp). The proof is done.
4.3 The Limiting Loss
Assumptions 1.1-1.3 together with Lemma 2.1 imply that almost surely there
exists a compact subinterval I of (0,1) containing Supp(Lp) and Supp(L) for all
large p.
Assumption 4.1. There are two functions  ˜ and  ˜ continuous on Supp(L), s.t.
as p ! 1,  p(x) a.s.!  ˜(x), and  p(x) a.s.!  ˜(x) uniformly for all x 2 Supp(L)
(Recall the two functions  p and  p come from the statement of Theorem 4.1).
Assume there exists a finite nonrandom number K¯, such that almost surely, over
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the set x 2 I , | p(x)| and | p(x)| are both bounded by K¯ for all n1, n2, p large
enough. We seek to minimize the asymptotic risk under the general asymptotic
framework, i.e. n1, n2, p!1 together with pn1 ! c1 < 1 and pn2 ! c2 < 1.
Let S 1/2p,1 Sp,2S
 1/2




p,1 = ⌃˜p,2. For a matrix M , let ||M ||
denote the spectral norm of M . We have the following results.
Lemma 4.1. Let G 1p be the matrix in (4.2). Write G
 1
p = (g1, ..., gp)
0 with gi, i =





I[lp,i  x]). Then for any z 2 C+, almost surely, ⇥(1)p (z), the Stieltjes transform of
 (1)p (x) converges to ⇥(1)(z) :=
c 22
c 12  1 zmL(z)
  c 12 as p!1.








































































yk is the kth column of the matrix Yp.
Then






Multiplying Rp(z) on both sides of (4.5) and taking trace, we have




Let R(k)p (z) = (S˜p,2   qkq0k   zIp) 1.
By the simple fact that for two invertible matrices of the same size A and B,
A 1   B 1 = B 1(B   A)A 1, we get
q0kRp(z)qk   q0kR(k)p (z)qk =  q0kRp(z)qkq0kR(k)p (z)qk,










Plugging it back into (4.6), we get
1
p























By Lemma 1 in Ledoit and Pe´che´ [41], we have
E
    q0kR(k)p (z)qk   1n2 tr⌃1/2p,2 S 1/2p,1 R(k)p S 1/2p,1 ⌃1/2p,2
    6  p3n62 C¯||⌃1/2p,2 S 1/2p,1 R(k)p S 1/2p,1 ⌃1/2p,2 ||6,
for some constant C¯ > 0. This together with Borel-Cantelli Lemma implies
max
k2{1,...,n2}
    q0kR(k)p (z)qk   1n2 trR(k)p ⌃˜p,2
     a.s.! 0, as p!1. (4.7)
From Lemma 2.1, we know that almost surely 8n1, n2, p large, the spectral norm
of ⌃˜p,2 satisfies
||⌃˜p,2|| =  max(⌃˜p,2)





for some constant K¯1 > 0 , where  max means the largest eigenvalue.



























1 + 1n2 trRp(z)⌃˜p,2
!
+  p, (4.10)















1 + 1n2 trRp(z)⌃˜p,2
⌘⇣











p (z)qk   1n2 trR
(k)
p (z)⌃˜p,2⇣
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Ep = (e1, ..., ep) with ei, i = 1, . . . , p being the orthonormal column eigenvectors.




p , we have Sp,2S
 1





p,1 Gp = S
 1/2
p,1 GpLp,










p,1 , for i = 1, ..., p.







p,1 ei    min(S 1p,1⌃p,2)   K¯2, (4.11)
where K¯2 > 0 is some constant, and  min(·) stands for the smallest eigenvalue of
some matrix.
Hence, using the result obtained from Lemma 2.1 that almost surely, all eigen-
values lp,i, i = 1, . . . , p are contained in a compact subinterval of (0,1) for all large
p, n1n2, we have
inf
p
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>0,
where x and v are the real and imaginary parts of z.
Combining the result with (4.7) and (4.9), we have  1p,  
2
p
a.s.! 0 as p!1.
The final result follows from taking limit on both sides of (4.10).
Lemma 4.2. Let Gp be the matrix in (4.2). Write the matrix Gp = (g1, ..., gp)
with gi, i = 1, . . . , p being column vectors. Define the function  
( 1)





p,2giI[lp,i  x]). Then for any z 2 C+, almost surely, ⇥( 1)p (z), the Stieltjes





as p ! 1,
where ⇥(1) is given in Lemma 4.1.
Proof. In the proof, we use the same notations as those in the proof of Lemma 4.1.





































p (Lp   zIp) 1G 1p Sp,1













where the fourth equality follows from the equalities (4.2).













Using the fact that for two invertible matrices of the same size A and B, A 1 
B 1 = B 1(B   A)A 1, we have
q0k⌃˜
 1
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Analogous to (4.7) and (4.9), we have as p!1,
max
k2{1,...,n2}






  tr  R(k)p (z) Rp(z)     1n2Im z a.s.! 0.
Using arguments similar to those in the proof of Lemma 4.1, the desired result
follows.
We note that {  1p (x)}1p=1 is a sequence of distribution functions of finite pos-
itive measures. In the following, we show that the limiting distribution of   1p (x)
has a density w.r.t. L.
Lemma 4.3. As p ! 1, almost surely  ( 1)p converges vaguely (see page 85 of
Chung [16] for the definition of vague convergence) to a finite measure denoted as
 ( 1). The density of  ( 1) w.r.t. L is given by 1 c2 2c2xRe[mˇL(x)]x .







following the definition of ei in (4.11), applying Lemma 2.1, there exists K¯3 > 0























Therefore almost surely, the sequence of distribution functions { ( 1)p (x)}1p is
uniformly bounded for all large p.
By Lemma 4.2 and Theorem B.9 of Bai and Silverstein [8], the first assertion is
shown, and the Stieltjes transform of  ( 1) turns out to be ⇥( 1) defined in Lemma
4.2.















Applying Theorem B.10 of Bai and Silverstein [8], the density of  ( 1) w.r.t L
is obtained as




























{1  c2   2c2xRe mˇL(x)} dL(x),
where mˇL(x) is the limit of the Stieltjes transform limz!x2RmL(z), and L0(x) is
the density of L(x) w.r.t. Lebesgue measure. Since c2 < 1, mˇL(x) and L0(x) are
guaranteed to exist by Silverstein and Choi [62] on the whole real line.
Proposition 4.1. Under Assumptions (1.1)-(4.1), for any equivariant estimator





























where MPc2(x) is given by (1.1).
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Proof. Recall that I denotes the compact subinterval of (0,1) containing Supp(Lp)





























Since  ˜ := limp!1  p is continuous on the compact set Supp(L), using the









According to (4.13), almost surely there exists N1 2 N and K¯3 > 0 such that ,












    max  Sp,1⌃ 12    K¯3,
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where for a set R,  ( 1)p {R} stands for the mass that  ( 1)p puts on R.
For " > 0, due to the uniform convergence of  ˜p to  ˜ on Supp(L), we can choose
N2 2 N such that
8p   N2, 8x 2 Supp(L), | p(x)   ˜(x)|  "
2K¯3
.

















Due to Assumption 4.1, almost surely there exists N3 2 N such that as p   N3,
| p(x)|  K¯ for all x 2 I.
Applying Portmanteau Theorem (see Theorem 2.1 of Billingsley [12]), we have
that there exists N4 2 N such that
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where ⇠p,i is the ith eigenvalue of
1
n2
YpY 0p , and MPp,n2(x) is the empirical distri-
bution of ⇠p,i’s, which is known to converge to the Marceˇnko-Pastur distribution
MPc2(x), and Lp(x) is the empirical distribution of the eigenvalues of S
 1
p,1Sp,2,
almost surely converging weakly to L(x) as p, n1, n2 !1.
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{1  c2   2c2xRe mˇL(x)} dL(x)
from Lemma 4.3, the result follows.
Proposition 4.2. Under Assumptions (1.1)-(4.1), for any equivariant estimator


























where MPc1(x) is given by (1.1).
Proof. Let Hp = (h1, ..., hp) := GpL
1/2
p , with hi, i = 1, . . . , p being column vectors.
4.3 The Limiting Loss 103
Then Sp,1 = HpL 1p H
0



































p . DenoteMp = (m1, ...,mp) =




































 x]. Then by
arguments similar to those in the proof of Lemma 4.1, 4.2, 4.3 and Prop. 4.1, the
result follows.
Theorem 4.2. Under Assumptions (1.1)-(4.1), as p!1, the loss function (4.1)
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dL(x) + C, (4.19)
where C is some constant depending only on c1, c2.
Proof. Summing up the two limits obtained from the above two propositions, we
get the result.
4.4 The Oracle Estimator
By minimizing the limiting loss over  ˜ and  ˜ in Theorem 4.2 (can be done
simply by minimizing the integrand of (4.19) using elementary calculus), we im-
mediately have the following theorem:
Theorem 4.3. Under Assumptions (1.1)-(4.1), a covariance matrices estimator
(⌃ˆp,1, ⌃ˆp,2) minimizes, in the class of equivariant estimators given in Theorem 4.1,
the asymptotic loss (4.19) if and only if its limiting shrinkage functions ( ˜,  ˜)
verifies, for 8x 2 Supp(L), ( ˜,  ˜) = ( or, or) where  or and  or are given by
 or(x) =
1




1  c2   2c2xRe mˇL(x) . (4.21)
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Therefore, we can define for finite n1, n2, p, the resulting oracle estimator as
(⌃ˆorp,1, ⌃ˆ
or









where  orp = diag( 
or(lp,1), ... or(lp,p)),  orp = diag( 
or(lp,1), ..., or(lp,p)) are
diagonal matrices.
Lemma 4.4. Define Linv to be the distribution on the positive real line such that
Linv{[a, b]} = L{[1/b, 1/a]} for a, b > 0 with a < b, where for a set R and a
distribution P , P{R} is the mass that P puts on R. Then, for z 2 C\R, the

























































Proposition 4.3. Under Assumptions 1.1-4.1,  or(x) and  or(x) are positive and
bounded away from 0 and 1 on any compact subset of (0,1).
Proof. Let us first prove the case for  or. For  or the result follows by symmetry.
We see that it su ces to show the positiveness and boundedness of the denom-
inator. Recall the notations from Table 2.1. It is known that the distribution L
and T have the relationship w.r.t. the following MP equation:






8x 2 (0,1), (4.22)
where mˇL(x) is the limit of the Stieltjes transform limz2C+!x2RmL(z),
Multiplying mˇL(x) on both sides, we get
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Combined with the fact that









Writing mˇL(x) = m1 + im2 and using (4.23), we can see the denominator of
(4.21) is equal to




=1  c2 + 2c2
ˆ
(1 + tm1)dT (t)





t2m21   1 + t2m22dT (t)


















Let A = {x 2 Supp(L) : m2 > 0}. For x 2 A, some simple algebra on (4.25)












Since mˇL(x) is continuous (see Silverstein and Choi [62]) in (0,1), and A is
dense in Supp(L) (because Supp(L) and Supp(L) coincide on (0,1)), we have that
8x 2 Supp(L), (4.26) holds.












t2m21   1 + t2m22dT (t)










Now suppose x 2 (0,1)\Supp(L). Using (4.23) and the fact from Silverstein
and Choi [62] that mˇL(x) 2 R\{0} and  mˇ 1L (x) /2 Supp(T ), we have





Also, from Silverstein and Choi [62], we know that for x /2 Supp(L), @x@mˇL(x) > 0.




dT (t) < 1c2 .























Together with (4.27) and the condition that c2 < 1, we have
1  c2   2c2xRe mˇL(x) > 1 + c2   2pc2
= (1 pc2)2 > 0.
Now, since Re mˇL(x) is continuous on (0,1) according to the results from
Silverstein and Choi [62], by extreme value theorem, we can conclude that on
any compact subset of (0,1) containing Supp(L), 1   c2   2c2xRe mˇL(x) has
minimum and maximum value. Therefore, since we have proved that on (0,1),
1   c2   2c2xRe mˇL(x) > 0, 1   c2   2c2xRe mˇL(x) must be bounded from below
and above by two strictly positive numbers.
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where ¯ˇmLinv is the conjugate of mˇLinv .
Substituting (4.28) into (4.20), we have the denominator of (4.20) is
1  c1   2c1x 1Re mˇLinv(x 1),
which has the same form as the denominator of (4.21), but with c2 replaced by c1,
x by x 1 and L by Linv.
We should notice that Linv is the LSD of Sp,1S
 1
p,2 as p ! 1. Now we denote




p,1 as T¯ . Let L
inv(x) = (1   c1)I(0  x) + c1Linv(x) and
mLinv(z) be the Stieltjes transform of L
inv for z 2 C+ . Then Linv and T¯ satisfy
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the following MP equation:






, 8z 2 C+.
Moreover, if x 2 Supp(L) then x 1 2 Supp(Linv). So exactly the same argu-
ments for proving the positiveness and boundedness of  or(x) apply to prove them
for  or(x).
Remark 4.1. From the proof of Prop. 4.3, we note that we do not require the
limiting distribution L to satisfy any particular property except it is the limiting
spectral distribution induced by solving the two sample MP equation. In particular,
if our final estimator is obtained in the same mechanism as the oracle one, but with
L replaced by some analogous limiting spectral distribution induced by solving the
two sample MP equation w.r.t. the estimated population spectral distribution Dˆp
and p/n1, p/n2, then the positiveness and boundedness of the diagonal elements
of the covariance matrices estimator (⌃ˆp,1, ⌃ˆp,2) automatically holds.
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4.5 The Bona Fide Estimator
It can be seen that the oracle estimator depends on the knowledge of the quan-
tity Re(mˇL(x)) corresponding to the LSD L. In practice, this L is always un-
known. Therefore, we need to further estimate it through the observables ⌃1/2p,1Xp
and ⌃1/2p,2 Yp. Now that Chapter 3 has provided estimates Dˆp of the LSD D, we can
make use of Dˆp to get an estimate of mˇL(x).
Theorem 4.4. Under Assumptions 1.1-4.1 and following the notations above, the
covariance matrices estimator (⌃ˆBFp,1 , ⌃ˆ
BF









the class of equivariant estimators the asymptotic loss (4.19) as p ! 1, where
 BFp = diag( 
BF








p,p ) are diagonal matrices and
8i = 1, ..., p,  BFp,i =  ˆp(lp,i),  BFp,i =  ˆp(lp,i) with
 ˆp(x) =
1








1  pn2   2 pn2xRe mˇLDˆp,c1,p,c2,p (x)
, (4.30)
where Dˆp is a probability distribution such that almost surely Dˆp weakly converges to
D as p!1 with Supp(Dˆp) uniformly contained in a compact subinterval of (0,1)
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for all large p, c1,p = p/n1, c2,p = p/n2 and the univariate function mˇLDˆp,c1,p,c2,p
(x)






where LDˆp,c1,p,c2,p is defined in the sense of Remark 2.1 whose Stieltjes transform is
denoted as mLDˆp,c1,p,c2,p
(z).
Proof. By Theorem 1.1 of Silverstein and Choi [62], mˇLDˆp,c1,p,c2,p
(x) exists for all
x 2 (0,1).
Recall I is the compact interval containing Supp(Lp) and Supp(L) for all large
p. From Theorem 4.2, we only need to show that almost surely the two functions
 ˆp(x) and  ˆp(x) are uniformly bounded for all large p on I and uniformly converge
to  or(x) and  or(x) (see (4.20) and (4.21)) on Supp(L) as p!1. Observe from
(4.29) and (4.30) that the crucial part to deal with is Re mˇLDˆp,c1,p,c2,p
(x). Instead of
showing mˇLDˆp,c1,p,c2,p
(x) almost surely uniformly converges to mˇL(x) on Supp(L),
we show, in the following, a much stronger result that the uniform convergence is
true on any compact subinterval of (0,1). Thus it is obvious in this case that
 ˆp(x) and  ˆp(x) are uniformly bounded for all large p on I.
We begin by showing that mˇLDˆp,c1,p,c2,p
(x) uniformly converges to mˇL(x) on any
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(z) is the unique value in C+
satisfying
















Let Tˆ invp be the probability distribution function such that Tˆ
inv
p (t) = (1  
p
n1
)I(0  t)+ pn1 Tˆ invp (t). Let Tˆp be the probability distribution such that Tˆp{[a, b]} =
Tˆ invp {[1/b, 1/a]} for any a, b > 0 with a < b, where for a set R and a distribution
P , P{R} stands for the mass that P puts on R.
From Lemma A.4, Tˆ
inv
p almost surely converges weakly to T
inv, and hence Tˆ invp
almost surely converges weakly to T inv. Then Tˆp almost surely converges weakly
to T (refer to Table 2.1 for the definition of T ). By Lemma A.6, we get that almost
surely Supp(Tˆp) are uniformly bounded away from 0 and 1 for large p.
Therefore, let mLDˆp,c1,p,c2,p
(z) =  1 p/n2z + pn2mLDˆp,c1,p,c2,p (z) be the Stieltjes
transform of the companion distribution LDˆp,c1,p,c2,p of LDˆp,c1,p,c2,p . One can see
that for z 2 C+, mLDˆp,c1,p,c2,p (z) is the unique value in C
+ satisfying
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Let mˇLDˆp,c1,p,c2,p
(x) = limz2C+!x2RmLDˆp,c1,p,c2,p (z). Applying Theorem A.2 in




uniformly on any compact subset of (0,1). By the relationship mˇLDˆp,c1,p,c2,p (x) =




uniformly on any compact subset of (0,1).
We note that lp,i, i = 1, . . . , p could be outside Supp(LDˆp,c1,p,c2,p). This does
not a↵ect the truth of the estimator’s asymptotic property. Nonetheless, to fa-
cilitate computation, we propose the regularized estimator given by the following
Corollary:
Corollary 4.1. Under Assumptions 1.1-4.1 and following the notations in Theo-
rem 4.4, the covariance matrices estimator (⌃ˆRMp,1 , ⌃ˆ
RM









minimizes in the class of equivariant estimators the asymptotic loss (4.19) as
p ! 1, where  RMp = diag( RMp,1 , . . . , RMp,p ),  RMp = diag( RMp,1 , . . . , RMp,p ) are
4.5 The Bona Fide Estimator 116
diagonal matrices and 8i = 1, . . . , p,



























(y), x = 0,
and  ˆp,  ˆp are defined in Theorem 4.4.























p,i )  log |⌃ 1p,i ⌃ˆBFp,i |  p
io











p,i   ⌃ˆBFp,i )
⌘
  log |⌃ˆRMp,i |+ log |⌃ˆBFp,i |
o
.




p,i   ⌃ˆBFp,i )
⌘
a.s.! 0 and 1p
⇣
log |⌃ˆRMp,i |  log |⌃ˆBFp,i |
⌘
a.s.! 0
for i = 2. When i = 1, the result follows similarly.













































   RMp,i    BFp,i    . (4.31)





 ˆp(L 1p (x))dx, where for x 2 (0, 1], L 1p (x) =
sup {t : Lp(t) < x}, and L 1p (0) = limt!0+ L 1p (t).




































    ˆp(L 1Dˆp,c1,p,c2,p(x))   ˆp(L 1p (x))    dx. (4.32)
By the proof of Theorem 3.2.2 in Durrett [20], L 1
Dˆp,c1,p,c2,[
(x) L 1p (x) converges
almost surely to 0 for all but a countable number of x in [0, 1] as p!1.
According to the almost sure uniform convergence of the function  ˆp(x) to
 orp (x) on any compact subset of (0,1) (see the proof of Theorem 4.4), the almost
sure uniform boundedness of L 1
Dˆp,c1,p,c2,p
(x) and L 1p (x) for all x 2 [0, 1] and all large
p (from Assumption 1.3, Lemma A.6 and Lemma 2.1) and Dominated Convergence







p,2   ⌃ˆBFp,2 )
⌘
a.s.! 0.
Now we show 1p
⇣
log |⌃ˆRMp,2 |  log |⌃ˆBFp,2 |
⌘
a.s.! 0. Using the inequality log(x) 
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    RMp,i    BFp,i   / BFp,i    . (4.33)
Again using almost sure uniform convergence of the function  ˆp(x) to  orp (x)
on any compact subset of (0,1) and the almost sure uniform boundedness of
(lp,1, . . . , lp,p) together with Prop. 4.3, we can conclude that | BFp,i | are almost
surely uniformly bounded away from 0 and 1 for all large p and i = 1, . . . , p.
Therefore, continuing with (4.33) and using the convergence result of (4.32),










   RMp,i    BFp,i   
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a.s.!0,
where K > 0 is a constant independent with p, n1, n2.
4.6 Simulations
In this section, we compare the performance of our estimators of (⌃p,1,⌃p,2)
with several other estimators for di↵erent settings of the population eigenvalues
dp = (dp,1, . . . , dp,p) of ⌃p,2⌃
 1
p,1.
Since the estimators we are discussing are equivariant, we may set ⌃p,1 to equal
the identity matrix and ⌃p,2 to equal the diagonal matrix diag(dp,1, . . . , dp,p).






{tr(⌃ 1p,i ⌃ˆp,i)  log |⌃ 1p,i ⌃ˆp,i|  p}.
Denote:
• ST: Stein type estimator proposed in Loh [51].
• MM: the constant risk minimax estimator (see Loh [51]).
4.6 Simulations 121
• Oracle: the oracle estimator proposed in this thesis (since the limiting
population spectral distribution D is imagined, we use the finite sample Dp
in place of D).
• RMST: our random matrix estimator proposed in Corollary 4.1 with DˆSTp
acting as Dˆp, where DˆSTp is the empirical distribution of eigenvalues of
⌃ˆSTp,2 ⌃ˆ
ST 1




p,2) is the ST estimator. We note that in
order to get asymptotically optimal estimate, we need Dˆp to be weakly con-
vergent to D as p ! 1. We have no theory which guarantees that DˆSTp
converges weakly toD (probably not converging seen from the simulation re-
sults in Chapter 3). Nonetheless, due to its good finite sample performance,
we still include it as a reference.
• RMEK: our random matrix estimator proposed in Corollary 4.1 with DˇEKp
acting as Dˆp where DˇEKp is the empirical distribution of (dˆ
EK
p,1 , . . . , dˆ
EK
p,p )
defined in Corollary 3.2.
• RMLW: our random matrix estimator proposed in Corollary 4.1 with DˆLWp
acting as Dˆp where DˆLWp is the empirical distribution of (dˆ
LW
p,1 , . . . , dˆ
LW
p,p )
defined in Theorem 3.4.
The loss is obtained by averaging over 1000 Monte Carlo simulations.
In the first design, we consider the case where ⌃p,1 = ⌃p,2 i.e. dp = (1, . . . , 1),
with the concentration ratios p/n1 = p/n2 fixed at 1/3 and the dimension p varying
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Figure 4.1 The loss when d = (1, . . . , 1)
from 50 to 500. The distribution of the random matrix Xp and Yp mentioned in
Assumption 1.1 is real Gaussian. It is well-known that when ⌃p,1 = ⌃p,2, the Stein
type estimator performs already very well. Whereas our random matrix estimators
perform even uniformly better for all the settings of dimensions. The results are
presented in Figure 4.1 and Table 4.1.
In the second design, we set dp,i to be the
i 0.5
p th theoretical quantile of the
distribution of 1 + 10W , where W is a Beta(2, 5) random variable. The concen-
tration ratios p/n1 = p/n2 are fixed at 1/3, and the dimension p varies from 50 to
500. The distribution of the random matrix Xp, Yp mentioned in Assumption 1.1
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p ST MM Oracle RMST RMEK RMLW
50 0.18651 0.34801 0.18070 0.18115 0.18265 0.18196
(0.00025) (0.00031) (0.00023) (0.00023) (0.00026) (0.00024)
100 0.18122 0.34407 0.17870 0.17879 0.17951 0.17906
(0.00012) (0.00015) (0.00011) (0.00011) (0.00013) (0.00011)
150 0.17964 0.34261 0.17809 0.17813 0.17855 0.17828
(0.00008) (0.00010) (0.00007) (0.00007) (0.00008) (0.00007)
200 0.17871 0.34182 0.17765 0.17767 0.17801 0.17777
(0.00006) (0.00007) (0.00006) (0.00006) (0.00006) (0.00006)
250 0.17836 0.34146 0.17757 0.17758 0.17781 0.17764
(0.00005) (0.00006) (0.00004) (0.00004) (0.00005) (0.00005)
300 0.17803 0.34120 0.17740 0.17741 0.17763 0.17745
(0.00004) (0.00005) (0.00004) (0.00004) (0.00004) (0.00004)
350 0.17782 0.34102 0.17730 0.17731 0.17750 0.17735
(0.00003) (0.00004) (0.00003) (0.00003) (0.00004) (0.00003)
400 0.17766 0.34078 0.17723 0.17724 0.17738 0.17727
(0.00003) (0.00004) (0.00003) (0.00003) (0.00003) (0.00003)
450 0.17755 0.34072 0.17719 0.17719 0.17731 0.17722
(0.00002) (0.00004) (0.00002) (0.00002) (0.00003) (0.00002)
500 0.17746 0.34061 0.17715 0.17715 0.17728 0.17717
(0.00002) (0.00003) (0.00002) (0.00002) (0.00003) (0.00002)
Table 4.1 The loss when when dp = (1, . . . , 1) with estimated standard errors
in parentheses
is real Gaussian. It is easy to see that in this setting, if p tends to 1 then the
empirical distribution of dp weakly converges to the distribution of 1 + 10W . We
see that our random matrix estimators still uniformly outperform the traditional
ones. The results are presented in Figure 4.2 and Table 4.2.
In the third design, we weaken the setting of dp in the second design in the
sense that we do not assume for all large p, dp,1, . . . , dp,p are contained in a common
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Figure 4.2 The loss when dp,i equals the
i 0.5
p th theoretical quantile of the dis-
tribution of 1 + 10⇥ Beta(2, 5)
compact interval, but here the empirical distributions of dp are tight for all p.
Specifically, we set dp,i to be the
i 0.5
p th quantile of the distribution of 1 +  (2, 1),
where  (2, 1) is the gamma distribution with parameters 2, 1. We see that our
RMLW estimator is closest to be optimal (oracle). The Results are presented in
Figure 4.3 and Table 4.3.
In the fourth design, we set dp,i to be the
i 0.5
p th theoretical quantile of the
distribution of 1 + 10W , where W is a Beta(2, 5) random variable. The concen-
tration ratios p/n1 = p/n2 are fixed at 1/3 and the dimension p varies from 50
to 500. While its di↵erence from the second design is that we replace the under-




of Gaussian entries, where t(5) stands for the t-distributed random variable with
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p ST MM Oracle RMST RMEK RMLW
50 0.23434 0.34796 0.21767 0.21911 0.22537 0.21950
(0.00025) (0.00031) (0.00024) (0.00024) (0.00037) (0.00024)
100 0.23002 0.34395 0.21547 0.21712 0.21850 0.21613
(0.00012) (0.00016) (0.00011) (0.00011) (0.00017) (0.00011)
150 0.22880 0.34257 0.21483 0.21669 0.21721 0.21522
(0.00008) (0.00010) (0.00008) (0.00008) (0.00013) (0.00008)
200 0.22807 0.34180 0.21444 0.21641 0.21701 0.21473
(0.00006) (0.00007) (0.00006) (0.00006) (0.00012) (0.00006)
250 0.22776 0.34145 0.21435 0.21643 0.21676 0.21458
(0.00005) (0.00006) (0.00004) (0.00004) (0.00010) (0.00004)
300 0.22752 0.34122 0.21422 0.21633 0.21630 0.21441
(0.00004) (0.00005) (0.00004) (0.00004) (0.00009) (0.00004)
350 0.22728 0.34093 0.21408 0.21624 0.21680 0.21426
(0.00003) (0.00004) (0.00003) (0.00003) (0.00008) (0.00003)
400 0.22714 0.34078 0.21401 0.21622 0.21588 0.21417
(0.00003) (0.00004) (0.00003) (0.00003) (0.00008) (0.00003)
450 0.22708 0.34071 0.21401 0.21624 0.21624 0.21415
(0.00003) (0.00004) (0.00003) (0.00003) (0.00008) (0.00003)
500 0.22697 0.34060 0.21394 0.21619 0.21582 0.21406
(0.00002) (0.00003) (0.00002) (0.00002) (0.00008) (0.00002)
Table 4.2 The loss when dp,i equals the
i 0.5
p th theoretical quantile of the distri-
bution of 1 + 10⇥ Beta(2, 5) with estimated standard errors in parentheses
degrees of freedom 5. The performance of each estimator acts similar to the sec-
ond design. We may conclude that the traditional estimators (MM,ST) are robust
against the Gaussian data assumption, and the random matrix estimators (Ora-
cle,RMEK,RMLW) are robust against the 12th moment assumption. The Results
are presented in Figure 4.4 and Table 4.4.
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Figure 4.3 The loss when dp,i equals the
i 0.5
p th theoretical quantile of the dis-
tribution of 1 +  (2, 1)





















Figure 4.4 The loss when dp,i equals the
i 0.5
p th theoretical quantile of the dis-
tribution of 1 + 10W with t-distributed data
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p ST MM Oracle RMST RMEK RMLW
50 0.22898 0.34814 0.21822 0.22007 0.22423 0.21980
(0.00025) (0.00031) (0.00024) (0.00024) (0.00034) (0.00025)
100 0.22471 0.34380 0.21610 0.21852 0.21906 0.21659
(0.00012) (0.00016) (0.00012) (0.00012) (0.00018) (0.00012)
150 0.22343 0.34249 0.21551 0.21828 0.21797 0.21580
(0.00008) (0.00010) (0.00008) (0.00008) (0.00013) (0.00008)
200 0.22267 0.34167 0.21507 0.21805 0.21728 0.21527
(0.00006) (0.00008) (0.00006) (0.00006) (0.00011) (0.00006)
250 0.22248 0.34148 0.21505 0.21815 0.21686 0.21520
(0.00004) (0.00006) (0.00004) (0.00004) (0.00009) (0.00004)
300 0.22221 0.34110 0.21489 0.21810 0.21680 0.21501
(0.00004) (0.00005) (0.00004) (0.00004) (0.00008) (0.00004)
350 0.22203 0.34098 0.21479 0.21804 0.21689 0.21489
(0.00003) (0.00004) (0.00003) (0.00003) (0.00007) (0.00003)
400 0.22189 0.34080 0.21472 0.21804 0.21612 0.21481
(0.00003) (0.00004) (0.00003) (0.00003) (0.00006) (0.00003)
450 0.22185 0.34075 0.21471 0.21806 0.21617 0.21479
(0.00003) (0.00003) (0.00003) (0.00003) (0.00005) (0.00003)
500 0.22173 0.34060 0.21465 0.21805 0.21550 0.21472
(0.00002) (0.00003) (0.00002) (0.00002) (0.00004) (0.00002)
Table 4.3 The loss when dp,i equals the
i 0.5
p th theoretical quantile of the distri-
bution of 1 +  (2, 1) with estimated standard errors in parentheses
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p ST MM Oracle RMST RMEK RMLW
50 0.25231 0.37608 0.23257 0.23326 0.24116 0.23555
(0.00038) (0.00053) (0.00036) (0.00035) (0.00047) (0.00036)
100 0.23919 0.35884 0.22318 0.22428 0.22664 0.22411
(0.00016) (0.00024) (0.00015) (0.00015) (0.00020) (0.00015)
150 0.23523 0.35324 0.22033 0.22179 0.22292 0.22087
(0.00010) (0.00015) (0.00010) (0.00010) (0.00014) (0.00009)
200 0.23314 0.35022 0.21882 0.22045 0.22161 0.21916
(0.00013) (0.00018) (0.00014) (0.00012) (0.00016) (0.00012)
250 0.23203 0.34845 0.21809 0.21985 0.22049 0.21833
(0.00032) (0.00034) (0.00036) (0.00031) (0.00034) (0.00031)
300 0.23084 0.34677 0.21713 0.21901 0.21946 0.21735
(0.00008) (0.00011) (0.00008) (0.00008) (0.00012) (0.00008)
350 0.23027 0.34590 0.21669 0.21865 0.21936 0.21688
(0.00006) (0.00008) (0.00006) (0.00006) (0.00010) (0.00006)
400 0.22972 0.34511 0.21624 0.21827 0.21823 0.21641
(0.00004) (0.00006) (0.00004) (0.00004) (0.00009) (0.00003)
450 0.22935 0.34458 0.21597 0.21804 0.21830 0.21612
(0.00004) (0.00005) (0.00004) (0.00004) (0.00008) (0.00004)
500 0.22907 0.34414 0.21578 0.21789 0.21746 0.21591
(0.00003) (0.00005) (0.00003) (0.00003) (0.00007) (0.00003)
Table 4.4 The loss when dp,i equals the
i 0.5
p th theoretical quantile of the dis-









In Part II, we shall be focusing on the problem of estimating the eigenvalues of
one positive definite covariance matrix ⌃p (while in Part I, we estimate two), either
complex Hermitian or real symmetric, using a technique called Supersymmetry. As
far as we know, this technique does not appear to be well-known in the statistics
literature. However, physicists have been working on it for decades. Supersymme-
try is widely used in Random Matrix Theory in studying physics problems, ranging
from condensed matter physics to statistical mechanics. There have been a lot of
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publications in this area, cf. Efetov [21], Guhr [27, 28, 29], Kieburg and Guhr
[37], Recher et al. [60]. Similar to Part I, the Stieltjes transform still acts as an
important factor in the Supersymmetry method for forming our target function
to be minimized over. Whereas, the di↵erence is that we no longer rely on the
asymptotic expression. To distinguish the Random Matrix Theory technique used
in Part I from the Supersymmetry, we may call the former one Marceˇnko-Pastur
(or MP for short) equation technique. Here we present a comparison of the two.
To be clear, we note that Part I studies the problem of estimating two covariance
matrices, which is a generalization of the One-Sample Problem. Here by saying
MP equation technique, we mean the technique used in estimating one covariance
matrix, see e.g., El Karoui [22], Lam [40], Ledoit and Pe´che´ [41], Ledoit and Wolf
[45, 44, 43].
Beforehand, we clarify our notations first. For an arbitrary matrix A, let A†
denote the conjugate transpose of A. When A is real-valued, A† = A0. For a
nonnegative definite Hermitian (or real symmetric) matrix B, let B1/2 denote the
unique nonnegative definite matrix such that B1/2B1/2 = B. For a p ⇥ p matrix




i=1 I(ai  x) denote
the spectral distribution (SD) of M , where I(·) is the indicator function. For




t zdG(t) to be the
Stieltjes transform. For a sequence of subprobability distributions {Gp}1p=1 and G,
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use Gp ) G to denote Gp vaguely converges to G cf. page 85 of Chung [16]. If
the subprobabilities are probability distributions, vague convergence is identical to
weak convergence.
Let Xp be a p ⇥ n matrix consisting of i.i.d. entries with mean 0 and vari-





p /n to be the so-called sample covariance matrix. Consider
the matrix Sp := X
†
p⌃pXp/n. F
Sp and F Sp are called the companion distributions
of each other. Let ⇤p = ( 1, . . . , p) denote the set of eigenvalues of ⌃p. From e.g.
Silverstein [61], it is known that if F⌃p weakly converges to a probability distribu-
tion H as p, n!1 with p/n! c > 0 then on a set of probability 1, F Sp and its
expectation EF Sp , which is a nonrandom probability distribution, converge weakly
to a common limiting distribution F . Furthermore, F and H can be associated
by the following relationship: 8z 2 C+, the Stieltjes transform of F ,mF (z), is the




t(1  c  czm)  z . (5.1)
Also, F Sp converges weakly to a nonrandom distribution F, and 8z 2 C+,
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mF(z) is the unique solution in {m 2 C+} to







Equations (5.1) and (5.2) provide a way to retrieve Hp := F⌃p from F Sp . Many
statistical problems can be cast into solving optimization problems. To estimate
eigenvalues of a population covariance matrix by using the sample covariance ma-
trix, a natural way is to find Hˆp to
Minimize Q(Sp, Hp), (5.3)
where Q is a functional on Sp and Hp, which can be in various forms, serving as
the target function of the optimization problem.
If we assume Hp = H, cp := p/n = c, solving equation (5.1) w.r.t. m given
Hp, cp will give us a Stieltjes transform, whose underlying probability distribution
we denote as FHp,cp . The larger p is, the closer we would expect that mFSp and
mFHp,cp are. Hence, by making use of equation (5.1), a possible choice of the Q in






(li   qi)2, (5.4)
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where li is the ith smallest sample eigenvalue, and qi is the ith quantile of FHp,cp .
El Karoui [22] chooses Q to be
Q(Sp, Hp) = max
1jJp
    zj + 1mFSp (zj)  
ˆ
tdHp(t)
1 + tmFSp (zj)
     , (5.5)
where Jp is a constant depending on p and tends to 1 as p ! 1, and {zj}1j=1 is
a sequence of numbers in C+ having an accumulation point in C+. Note that Sp
does not explicitly appear in (5.5). But knowing F Sp is the same as knowing F Sp
up to a portion of mass at 0. So (5.5) can be formulated in the framework of (5.3)
as well.
Note that no matter what Q we use, once it depends on equations (5.1) and
(5.2), asymptotic approximation occurs. It is known that those equations hold
only for p, n = 1. In order to estimate Hp in favor of finite sample performance,
we propose a method which do not depend on the limiting equations (5.1) or (5.2).
We select Q to be:
Q(Sp, Hp) = max
1jJp
|mFSp (zj)  EmFSp (zj)| , (5.6)
where Jp is a constant depending on p and tends to 1 as p!1, and {zj}1j=1 is a
sequence of numbers in C\[0,1) having an accumulation point in C\[0,1). We
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can see that no asymptotic approximation is involved in (5.6).
However, the key di culty is to compute the expression of EmFSp (zj) with
⇤p or Hp explicitly appearing. Even though we assume that the underlying ran-
dom variables follow the Gaussian distribution, to evaluate EmFSp (z) involves the
computationally challenging hypergeometric function (see e.g.,James [33]). Su-
persymmetry has a powerful dimension reduction property that it enables us to
bypass the evaluation of the hypergeometric function and reduce the expression
of EmFSp (z) to a single (for complex Gaussian data) or double (for real Gaussian
data) integral.
In the following, we write mp(z) = mFSp (z) and mp(z) = mFSp (z) for brevity,




In this section, we introduce some basics of superanalysis. Since this is a very
large area, it is impossible to display the complete picture in this thesis. Here we
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only present a brief introduction. For a comprehensive reference, see e.g., Guhr
[29], Berezin [9], Efetov [21].
Define the anticommuting variables, also referred to as Grassmann variables
 i, i = 1, 2 . . . , n such that
 i j +  j i = 0, 81  i, j  n. (5.7)
In particular,
 2i = 0, 81  i  n. (5.8)
We can also define the complex conjugation “⇤” by the three relations
( i)
⇤ =  ⇤i , ( 
⇤
i )
⇤ =   i, ( 1 2)⇤ =  ⇤1 ⇤2.
One can introduce linear transformations of a set of anticommuting variables





where aik’s are ordinary complex numbers.
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Let  1, . . . , n be n Grassmann variables. We denote A to be the algebra






f(i1,...,ik) i1 , . . . , ik : a 2 C, f(i1,...,ik) 2 C},





f(i1,...,ik) i1 , . . . , ik
is called the nilpotent part. Let x 2 A . If we write x = x0 + xN with x0 the
ordinary (number) part and xN the nilpotent part, then it can be seen that there
is a finite positive integer R such that xRN = 0.






f(i1,...,ik) i1 , . . . , ik ,





f(i1,...,ik) i1 , . . . , ik .
Then we see that A 0 \A 1 = {0}, and A 0 [A 1 = A . Moreover, it satisfies that
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for x 2 A 0, ⇢ 2 A ,
x⇢ = ⇢x,
and for  1, 2 2 A 1,
 1 2 =   2 1.
We call the elements in A 0 the even elements, and the elements in A 1 the odd
elements. Clearly, under multiplication, the even elements are commutative with
both even and odd elements, and the odd elements are anticommutative among
themselves.
Given the set of Grassmann variables {⇢1, . . . , ⇢n} that generate the algebra
A , any analytic functions of ordinary variables can be generalized to functions of
both commuting and anticommuting variables by formal power series.
SupposeK : Cj+k ! C is a (j+k)-variate analytic function of ordinary complex
variables, S = (S1, . . . , Sj) is a j-dimensional vector of commuting variables, Y =
(Y1, . . . , Yj) is the ordinary part of S, and   = ( 1, . . . , k) is a k-dimensional








2 · · · ⇢↵nn ,
where f(↵1,...,↵n)’s are functions of ordinary complex variables.
5.2 Superanalysis 139
When S is treated as fixed, we see that K(S, ) is in fact a finite polynomial
w.r.t. ⇢1, . . . , ⇢n if n <1.




 1 2 . . . n = ( 1)i 1 1 2 . . . i 1 i+1 . . . n, 81  i  n,
and the right derivative to be




= ( 1)n j 1 2 . . . j 1 j+1 . . . n, 81  j  n.
5.2.2 Supervectors and Supermatrices


































 1  2 · · ·  n
◆
.
The Hermitian conjugate  † of the supervector   is defined by
 † = ( 0)⇤,
where the complex conjugation ⇤ is applied entry-wise. Its action on the conven-
tional complex number is given by the conventional rules.






where a, b are m ⇥ m, n ⇥ n matrices containing only commuting variables;  ,⇢
are m⇥ n, n⇥m matrices consisting of anticommuting ones.
Two supermatrices F ,G of the size m ⇥ n are assumed to multiply according
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(a0)ij = aji, ( 0)ij =  ji, (⇢0)ij = ⇢ji, (b0)ij = bji,
and the negative sign of  0 is to make the product satisfy the equality:
 01F
0 2 = (F 1)0 2,
where  1, 2 are supervectors.
Also, the Hermitian conjugate F † of the supermatrix F is defined in the stan-
dard way F † = (F 0)⇤. Following these definitions, one can see
(F1F2)
0 = F 02F
0
1, (F1F2)






(F 0)0 6= F.






the supertrace and the superdeterminant are defined as
strF = tr a  tr b,
sdetF = det(a   b 1⇢) det b 1 = det a det(b  ⇢a 1 ) 1.
One can check
strF = strF 0,
sdetF = sdetF 0,




Besides, it can be easily checked that superdeterminants are invariant under
scaling, i.e. for any supermatrix F such that sdetF exists and invertible even
element s,
sdet (sF ) = sdetF.
5.2.4 Integrals over Anticommuting Variables
Now we consider integrals over anticommuting variables. They are defined









For i = 1, . . . , n, the di↵erentials d i and d ⇤i anticommute with each other and
with  i and  ⇤i too.
The multiple integrals are carried out like iterated integrals one variable each
time while others are treated as constants.
For the consideration of invariance, if K is a function on anticommuting vari-
ables,   = ( 1, . . . , n)0 = A⇢, with A = (aij) being an n ⇥ n ordinary invertible
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for an arbitrary vector ⇢ with anticommuting components.
5.2.5 Superintegrals
Now we consider integrals over both commuting and anticommuting variables
(superintegrals). For ordinary complex variable X varying in a region B, the
integral ˆ
K(X, )dXd 






given the integral w.r.t. X is convergent.
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Now, for S = S(X, ) being even elements mixed by the ordinary complex
variables X and anticommuting variables   with X varying in B,
ˆ
K(S, )dSd 












To begin with, we comprehensively reformulate our assumptions throughout
Part II.
Assumption 6.1. Let Yp = (yij)1ip,1jn be a p⇥n matrix with n   5, consisting
of i.i.d. columns each following the p-variate complex (real) normal distribution




where Xp is the p⇥n matrix consisting of i.i.d. entries each following the complex
(real) normal distribution with mean 0 and variance 1. Moreover, we use the Dyson
index   to denote the complex and real case, with   = 1 when the entries of Xp
are real-valued, and with   = 2 when the entries of Xp are complex-valued.




p be the so-called sample covariance matrix.
Assume p, n ! 1 with p/n ! c > 0. We can also regard n as a function of p.
Hence throughout Part II, by saying p!1, we mean n, p!1 with p/n! c > 0.
Assumption 6.3. ⌃p is positive definite for all p with the set of its eigenvalues
denoted as ⇤p = { 1, . . . , p}. We assume that the largest eigenvalues of ⌃p are
uniformly bounded from above for all large p, and as p ! 1, the SD of ⌃p,
Hp := F⌃p converges weakly to a probability distribution H. In the following,
we may use the same notation ⇤p to denote the vector ( 1, . . . , p), the diagonal
matrix, diag( 1, . . . , p), or the set { 1, . . . , p} if no ambiguity occurs.
In the following, we may occasionally drop the subscript p from Yp, ⌃p, Xp and
⇤p for brevity.
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6.2 The Generating Function
To facilitate the usage of Supersymmetry, we define the generating function
Recher et al. [60]
Z (z0, z1) = E
det(z1I   Y Y †)
det(z0I   Y Y †) , (6.1)
where I is the p⇥p identity matrix, det(·) is the determinant of matrices and z0, z1
are two complex numbers satisfying that z0 /2 [0,1).
Let W = (w1, . . . , wp) denote the eigenvalues of Y Y †. Then using unitary
(orthogonal) transformations, Z  can be expressed as:





Taking derivative w.r.t. z1, and setting z1 = z0 = z, we get an expression
































Next, the idea of Supersymmetry is to obtain a relatively simple closed form
expression for Z (z0, z1).
We see that the joint distribution of the entries of Y is














j=1 dyij,   = 1,Qp
i=1
Qn

















det(z1I   Y Y †)
det(z0I   Y Y †) .
(6.4)
We observe that the integral in (6.4) is invariant w.r.t. the unitary (for   = 2)
or orthogonal (for   = 1) transformation to Y . Specifically, if ⌃ can be unitarily
(orthogonally) decomposed into U †⇤U , changing variables by letting Y = UY , we

















det(z1I   Y Y †)
det(z0I   Y Y †) ,
(6.5)
where d[Y ] is similarly defined as d[Y ].
Therefore, we may assume ⌃ is diagonal i.e. ⌃ = ⇤.
Next, we express det(z1I Y Y
†)
det(z0I Y Y †) using an integral w.r.t. supermatrices.
6.3 Some Preliminary Results
Lemma 6.1. Let A be an p ⇥ p unitarily (or orthogonally) diagonalizable and
invertible matrix, and ⇢,   and   = ( 1, . . . , p)0 be vectors of anticommuting
variables. Then
´



































1   ⇤i iAi    ⇤i ⇢i    ⇤i  i +


























⇥ (U )†D(U )   †⇢   † ⇤ d[ ⇤]d[ ]
=
ˆ
exp( ⇠†D⇠   ⇠†U⇢   †U †⇠)d[⇠⇤]d[⇠]
= (detD) exp( †U †D 1U⇢)
= (detA) exp( †A 1⇢).
Lemma 6.2. Let A = diag(a, a) be an ordinary diagonal 2 ⇥ 2 invertible ma-
trix. Let   = (⇣, ⇣⇤)0 and   = (⇢, ⇢⇤)0 with ⇢, ⇣ being anticommuting variables.



























































⇥ 12a(x   )2⇤ dx = q2⇡a , where a is an ordinary complex
scalar with positive real part, and   is an even element.
Proof. Write   =  0+ N , where  0 is the ordinary part of  , and  N is the nilpotent
part. Then



















































1 + a(x   0) N + 1
2
a2(x   0)2 2N + · · ·
◆
dx.
Since  N is nilpotent, the power series expansion in the parentheses has only
















1 + a(x   0) N + 1
2
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can be regarded as the moment generating function of
normal distribution with complex variance a, andM (j) represents its jth derivative.
Lemma 6.4.
´1
 1(x    )2j exp
⇥ 12a(x   )2⇤ dx = (2j 1)!!aj q2⇡a , where   is an
even element, which can be written as sum of its ordinary part and nilpotent part
  =  0+ N , a is an ordinary complex scalar with positive real part, j is a positive
integer and (2j   1)!! = 1 · 3 · 5 . . . · (2j   1).































































































6.3 Some Preliminary Results 155
Seen from (6.6),
´1
 1(x    )2r exp
⇥ 12a(x   )2⇤ dx can be expressed as con-
ventional Gaussian integrals.
































































































































































































































































⇥ 12↵(x   )2⇤ dx = p2⇡↵ 1/2, where ↵ and   are even
elements with ↵’s ordinary part having positive real part.
Proof. Write ↵ = ↵0 + ↵N , where ↵0 is the ordinary part of ↵, and ↵N is the
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nilpotent part. Expanding the part involving nilpotent term in power series (with







































































where the last equality is justified by Lemma 6.4. Comparing the result with the
power series expansion of ↵ 1/2 centered at ↵0, we get the proof done.
Lemma 6.6. Let z be an ordinary complex variable, and   be an anticommuting
variable. Then
´
exp(  †A )d[ ⇤]d[ ] = sdet 1A, where the supervector  =
(z, )0, the 2 ⇥ 2 supermatrix A =
0BB@ a  
⇢ b
1CCA with Re a > 0, b invertible, and
d[ ⇤]d[ ] = ⇡ 1d ⇤d dRe zdIm z.
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Proof. Using Lemma 6.1 and Prop. 6.2 below, we have
ˆ











9>>=>>; d ⇤d dRe zdIm z
=⇡ 1
ˆ
exp( z⇤az    ⇤⇢z   z⇤     ⇤b )d ⇤d dRe zdIm z
=⇡ 1
ˆ
exp( z⇤az) exp(  ⇤⇢z   z⇤     ⇤b )d ⇤d dRe zdIm z
=b
ˆ
⇡ 1 exp( z⇤az + z⇤ b 1⇢z)dRe zdIm z
=b
ˆ





Proposition 6.1. Let x = (x1, . . . , xp) be an ordinary real vector. A is a p ⇥ p
matrix consisting of even elements. Moreover, A = A0 +AN , where the ordinary
part A0 = D + iS with D being a positive definite diagonal matrix and S real
symmetric, and the nilpotent part AN is also symmetric and satisfies A KN = 0 for

















Proof. First it is easy to see that A is a symmetric matrix. We use induction on
the dimension p.
Lemma 6.5 has proved the case of p = 1. Suppose it holds for p = m. For
p = m+1, write A =
0BB@ a P 0
P A
1CCA, A0 =
0BB@ a0 P 00
P0 A0
1CCA, AN =




0, and r = (r1, r0 1)
0, where a, a0, aN , x1, r1 are scalars, P, P0, PN , x 1, r 1












2664 12 ((x1   r1), (x 1   r 1)0)
0BB@ a P 0
P A
1CCA











(x1   r1)a(x1   r1) + (x 1   r 1)0P (x1   r1)








































a  P 0A 1P  (x1   r1)2  dx1













where for the fourth equality, the induction hypothesis for p = m is used. For the
second last equality, one only needs to check that the real part of the ordinary part
of (a  P 0A 1P ) is positive.
Since AN is nilpotent we may assume that (A
 1
0 AN)
k = 0 for k > R, where R





whose ordinary part is A 10 .
Write A 1 = A 10 +BN with BN nilpotent. Therefore,
a  P 0A 1P
=a0 + aN   (P0 + PN)0(A 10 +BN)(P0 + PN)
=a0   P 00A 10 P0 +DN ,
where DN is nilpotent.
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Writing S = (Sij), we have that
P 00 = i(S12,S13, . . . ,S1(m+1)),
P0 = i(S21,S31, . . . ,S(m+1)1)
0.
By the symmetry of S ,
(S12,S13, . . . ,S1(m+1)) = (S21,S31, . . . ,S(m+1)1).
If we denote G = (S21,S31, . . . ,S(m+1)1)0 then P 00 = iG
0, and P0 = iG.
Write A0 = D + iS, where D and S are the submatrices of D and S obtained
by deleting the first column and row from D and S respectively. We observe that
⇥
(D + SD 1S) 1   i(D + SD 1S)SD 1⇤ [D + iS]
=(D + SD 1S) 1D + (D + SD 1S)SD 1S
=I,
where I is the identity matrix. It means
A 10 = (D + SD
 1S) 1   i(D + SD 1S)SD 1.
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Therefore,
a0   P 00A 10 P0
=a0 +G
0(D + SD 1S) 1G  iG0(D + SD 1S)SD 1G,
which implies the real part of a0   P 00A 10 P0 is
a0 +G
0(D + SD 1S) 1G.
By the positive definiteness of D and the symmetry of S, the real part of
a0   P 00A 10 P0 is positive.
Similarly, the result holds for complex variables.
Proposition 6.2. Let z = (z1, . . . , zp)0 be an ordinary complex vector. A is a
p ⇥ p matrix consisting of even elements. Moreover, A = A0 + AN , where the
ordinary part A0 = D + iH with D being a positive definite diagonal matrix and
H Hermitian, and the nilpotent part AN satisfies A KN = 0 for some positive integer
K. Let r, s be p⇥ 1 vectors consisting of even elements. Then
ˆ
exp
⇥ (z   r)†A (z   s)⇤ d[z⇤]d[z] = ⇡p det 1A ,




Proof. We show it by induction on the dimension p.
As p = 1, A is a scalar. Write z = x + iy where x, y are real-valued. Using
Lemma 6.5, we have
ˆ
exp
















































Suppose the assertion holds for p = m. For p = m+1, write A =




0BB@ a0 P †0
Q0 A0
1CCA, AN =
0BB@ aN P †N
QN AN
1CCA, z = (z1, z0 1)0, r = (r1, r0 1)0, and s =
(s1, s0 1)
0, where a, a0, aN , z1, r1, s1 are scalars, P,Q, P0, Q0, PN , QN , z 1, r 1, s 1 are
6.3 Some Preliminary Results 164
m⇥ 1 vectors, and A,A0, AN are m⇥m matrices. Then we have
ˆ
exp




2664 (z1   r1, z 1   r 1)†
0BB@ a P †
Q A
1CCA










(z1   r1)⇤a(z1   r1) + (z 1   r 1)†Q(z1   s1)









   z 1   r 1 + (A 1)†P (z1    1) †A  z 1   s 1 + A 1Q(z1   s1) i













where in the fourth equality, the induction hypothesis for p = m is used. For the
second last equality, one only needs to check that the real part of the ordinary part
of
 
a  P †A 1Q  is positive.
Since AN is nilpotent we may assume that (A
 1
0 AN)
k = 0 for k > R, where R
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whose ordinary complex part is A 10 .
Write A 1 = A 10 +BN with BN nilpotent. Therefore,
a  P †A 1Q
=a0 + aN   (P0 + PN)†(A 10 +BN)(Q0 +QN)
=a0   P †0A 10 Q0 +DN ,
where DN is nilpotent.
Writing H = (Hij), we have that
P †0 = i(H12,H13, . . . ,H1(m+1)),
Q0 = i(H21,H31, . . . ,H(m+1)1)
0.
Since H is Hermitian
(H12,H13, . . . ,H1(m+1))
† = (H21,H31, . . . ,H(m+1)1)0.
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If we denote G = (H21,H31, . . . ,H(m+1)1)0 then P
†
0 = iG
† and Q0 = iG.
Write A0 = D+iH, where D and H are the submatrices of D andH obtained
by deleting the first column and row from D andH respectively. We observe that
⇥
(D +HD 1H) 1   i(D +HD 1H)HD 1⇤ [D + iH]




(D +HD 1H) 1   iD 1H(D +HD 1H)⇤
=D(D +HD 1H) 1 +HD 1H(D +HD 1H) 1
=I,
where I is the identity matrix. It implies the following two facts
A 10 =(D +HD
 1H) 1   i(D +HD 1H)HD 1
=(D +HD 1H) 1   iD 1H(D +HD 1H),
and
D 1H(D +HD 1H) = (D +HD 1H)HD 1. (6.8)
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Therefore
a0   P †0A 10 Q0 = a0 +G†(D +HD 1H) 1G  iG†(D +HD 1H)HD 1G.
Since D is diagonal positive definite and H is Hermitian,
G†(D +HD 1H) 1G > 0.





which due to (6.8), implies that G†(D +HD 1H)HD 1G is real-valued.
Hence the real part of a0   P †0A 10 Q0 is
a0 +G
†(D +HD 1H) 1G > 0.
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6.4 Passing to Superspace
We continue our discussion from (6.4), assuming ⌃ = ⇤ diagonal.
6.4.1 Rewrite Z (z0, z1) as Superintegrals




u1 u2 · · · up
v1 v2 · · · vp
⇣1 ⇣2 · · · ⇣p
 ⇣⇤1  ⇣⇤2 · · ·  ⇣⇤p
1CCCCCCCCCCA
for   = 1, A =
0BB@ z1 z2 · · · zp
⇣1 ⇣2 · · · ⇣p
1CCA for   = 2.
Then we can write their conjugate transpose as
A† =
0BBBBBBBBBB@
u1 v1 ⇣⇤1 ⇣1





up vp ⇣⇤p ⇣p
1CCCCCCCCCCA














for   = 2.
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Here for j = 1, . . . , p, uj, vj 2 R, zj 2 C are ordinary real or complex variables
and z⇤j is the conjugate of zj, while ⇣j, ⇣
⇤













j d⇣j, for   = 2.
Then we have the following result.
Proposition 6.3. Suppose Im z0 > 0, z1 2 C. Denote X = diag(z0, z0, z1, z1) for
  = 1 and X = diag(z0, z1) for   = 2, where for a vector a, diag(a) stands for the








XAA†   AY Y †A† ◆ = det(z1I   Y Y †)
det(z0I   Y Y †) ,
Proof. When   = 2, let z = (z1, . . . , zp)0, ⇣ = (⇣1, . . . , ⇣p)0. We have
XAA†   AY Y †A† =
0BB@ z0z0z⇤ z0z0⇣⇤
z1⇣ 0z z1⇣ 0⇣⇤
1CCA 
0BB@ z0Y Y †z⇤ z0Y Y †⇣⇤
⇣ 0Y Y †z ⇣ 0Y Y †⇣⇤
1CCA
=
0BB@ z0z0z⇤   z0Y Y †z⇤ z0z0⇣⇤   z0Y Y †⇣⇤
z1⇣ 0z   ⇣ 0Y Y †z z1⇣ 0⇣⇤   ⇣ 0Y Y †⇣⇤
1CCA .
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Then by observing z0z⇤ = z†z, ⇣ 0⇣⇤ =  ⇣†⇣, z0Y Y †z⇤ = z†  Y Y † 0 z and
⇣ 0Y Y †⇣⇤ =  ⇣†  Y Y † 0 ⇣, we have
i str
 
XAA†   AY Y †A†  =z†(i z0I   iY Y †)0z + ⇣†(i z1I   iY Y †)0⇣.















  z†( i z0I + iY Y †)0z 
⇥ exp   ⇣†( i z1I + iY Y †)0⇣ 
=
det( i z1I + iY Y †)0
det( i z0I + iY Y †)0
=
det(z1I   Y Y †)
det(z0I   Y Y †) ,
where in the second equality, since Re( i z0) > 0 the integral does not have any
issue of convergence.
Analogously, when   = 1,
i str
 
XAA†   AY Y †A†  =u0(i z0I   iY Y †)u+ v0(i z0I   iY Y †)v
+ 2⇣†(i z1I   iY Y †)⇣,
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v0( i z0I + iY Y †)v
◆
exp
  ⇣†( i z1I + iY Y †)⇣ 
=
det1/2( i z1I + iY Y †) det1/2( i z1I + iY Y †)
det( i z0I + iY Y †)
=
det(z1I   Y Y †)
det(z0I   Y Y †) .
Next, we verify
strAY Y †A† = trY Y †A†A. (6.9)
For   = 2,
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For   = 1, using the symmetry of Y Y †,















































uiuj + vivj + ⇣
⇤



























Since Y, Y † and A†A are matrices consisting of only commuting variables, con-
ventional algebraic rules for ordinary complex numbers apply. Therefore
trY Y †A†A = trY †A†AY.
(6.9) implies
strAY Y †A† = trY Y †A†A = trY †A†AY (6.10)
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⇤ 1   iA†A Y◆ .
















6.4.2 Duality Between Ordinary and Superspace
Now we derive an important duality between ordinary determinants and su-
perdeterminants. First we cite a result here.
Theorem 6.1 (Liouville Theorem). Let A(t), X(t) : t 7! A be two mappings from
real numbers to supermatrices, such that dX(t)dt = A(t)X(t), X(0) = I. Then X(t)





Proof. See Theorem 3.5 of Berezin [9].
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For any positive integer d, let Id denote the d⇥ d identity matrix.
Proposition 6.4. det(Ip + iA†A⇤) = sdet(I4/  + iA⇤A†).








for any m =
1, 2, . . . .














1CCCCCCA , with Bc1, Bc2 being 2⇥ 2 matrices
consisting of commuting variables and Ba12, Ba21 being 2 ⇥ 2 matrices consisting
of anticommuting variables, Also write A =
0BB@ Ac
Aa
1CCA with Ac being a 2 ⇥ p ma-
trix consisting of commuting variables, and Aa being a 2⇥ p matrix consisting of
































































We observe that (6.12) and (6.13) coincide with the formal power series of the
matrix logarithm ln(Ip + itA†A⇤) and ln(I4 + itA⇤A†), and (6.14) coincides with




. Since (6.12) contains only commuting
variables (even elements in the Grassmann algebra), the conventional algebraic
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rules still hold. We have
ln det(Ip + itA



























=str ln(I4 + itA⇤A
†).











































†A⇤) = sdet(I4 + itA⇤A†), 8t 2 (0,  ). (6.15)
Since both sides of (6.15) are analytic functions of t in (0,1), we have
det(Ip + iA
†A⇤) = sdet(I4 + iA⇤A†).
When   = 2, similar arguments apply, hence we omit the proof.
6.4.3 Super-Fourier Representation of sdet n /2(I4/ +iA⇤A†)
The purpose of this subsection is to represent sdet n /2(I4/  + iA⇤A†) as a
superintegral w.r.t some square supermatrices using a Fourier type transformation.
Specifically, we intend to have









where ` (⇢) is given by
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` (⇢) =
ˆ

























1CCA , ⇢0 =
0BB@ ⇢aa ⇢ab
⇢ab ⇢bb




The three variables  1, ⇢1 and y1 are scalars with the former two real-valued and
the third one being an even element, and  , †,!,!†,  ,  † are matrices consisting
of Grassmann variables given by




1CCA ,  † =
0BB@ ⌘⇤ ⇠⇤
 ⌘  ⇠
1CCA , ! =
0BB@   ⇤
   ⇤
1CCA , !† =










For   = 2,  0, ⇢0, y0, , †,!,!†,  ,  † are all scalars.
The di↵erentials d[ ] and d[⇢] are defined as
d[ ] =
8>>><>>>:
(2⇡) 2d aad abd bbd 1d⌘d⌘⇤d⇠d⇠⇤,   = 1,




(4⇡) 2d⇢aad⇢abd⇢bbd⇢1d d ⇤d d ⇤,   = 1,
(2⇡) 1d⇢0d⇢1d!d!⇤,   = 2.
(6.20)
An important point to appreciate is that the superdeterminant under integral
sign of (6.17) depends polynomially on  1. Therefore the Fourier transform (6.17)
does not converge in that variable, and ` (⇢) cannot exist as a regular function of
⇢. One way to make sense of ` (⇢) is to regard it as a distribution involving the
Dirac delta function Recher et al. [60]. Nonetheless, one can introduce a cut-o↵
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function in (6.17). We reformulate (6.16) and (6.17) as





















Before we prove (6.21) and (6.22), we present some technical lemmas first.















. In the follow-
ing, we use the convention that the 0th derivative means the function itself. In










d⇢1  n(⇢1) = 2⇡ for   = 1, 2 and n = 0, 1, ....

























































































8" ) with P (⇢1) being some polynomial of ⇢1.
Lemma 6.8. Let
Qp




j=1(z1   i⇢1 j) =




n 1(g) + ( i)S n 1(g(1)), where for a
nonnegative integer k, g(k) stands for the kth derivative of g.







1 = 0 for any integer k > 0 and   = 1, 2.




































Since any order moment of Gaussian distributions exists, the result follows.









( 1)kzp k1 ek⇤, where n ^ p = min{n, p} and ek⇤ :=
P
1j1<j2...<jkp  j1 j2 ... jk is
the symmetric polynomial. For k = 0, ek⇤ = 1; for k < 0 or k > p, ek⇤ = 0.
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Let I(·) denote the indicator function.
Lemma 6.11. Let z = z1 + iz2 be a complex number satisfying z2 > 0 and r   2






















where  (·) is the gamma function.
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It is well known (1 + iu) r is the characteristic function of the gamma density
vr 1 exp(  12v)
 (r)2r I(v > 0) (integrating w.r.t. exp
   i2uv . One can show it by expanding
exp
   i2uv  as power series, integrating term by term and then comparing it with












dv = (1 + iu) r. (6.24)
Meanwhile we note that given r   2,
  (1 + iu) r  
= |1 + iu| r




which indicates that (1 + iu) r is integrable over Lebesgue measure on the real
line. We can conclude by Fourier Inversion Theorem (see e.g., Theorem 8.26 of
Folland [24]) that (1 + iu) r is transformed (integrating w.r.t. exp( i2uy)) back to
4⇡
yr 1 exp(  12y)

























where I(tz2 > 0) = I(t > 0) is because of the condition that z2 > 0.
Now we show (6.21) and (6.22) for   = 1, 2 separately.













where  (·) is the gamma function, I(·) is the indicator function and  2n(⇢1) is defined
above Lemma 6.7.
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Proof. From the definition of superdeterminants,
sdet n(I2 + i )
=(1 + i 0)
 n ⇥(1   1) +  ⇤(1 + i 0) 1 ⇤n
=(1 + i 0)
 2n [(1   1)(1 + i 0) +  ⇤ ]n
=(1 + i 0)
 2n ⇥(1   1)n(1 + i 0)n + n(1   1)n 1(1 + i 0)n 1 ⇤ ⇤ .








⇤(1 + i 0) 2n exp (i( 0⇢0 +  !⇤    ⇤! +  1⇢1))
exp




⇤(1 + i 0) 2n exp
 
i( 0⇢0 +  1⇢1)  " 21
 
⇥







i( 0⇢0 +  1⇢1)  " 21
 
⇥
(1   1)n(1 + i 0)n!⇤! + n(1   1)n 1(1 + i 0)n 1
⇤
, (6.25)
where  0 is the term having no  ⇤ .
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Let r be some generic number which can be either n or n+1. Given that n   2,
applying Lemma 6.11, we get
ˆ
d 0(1 + i 0)
 r exp (i 0⇢0) =i r
ˆ




exp( ⇢0)I(⇢0 > 0). (6.26)
Changing the variable (1   1)!  1, we get
ˆ
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i( 0⇢0 +  1⇢1)  " 21
 
⇥

































For   = 1, the expression of `1(⇢) is much more involved.


















⇤   ⇢ab( ⇤ +  ⇤ ) + ⇢bb ⇤ ] +  1n 2(⇢1) det(⇢0)
 
,
where ⇢0 > 0 is interpreted as that ⇢0 is positive definite,  (·) is the gamma func-
tion, I(·) is the indicator function and  1n(⇢1) is defined above Lemma 6.7.
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Proof. From the definition of superdeterminants,
sdet n/2(I4 + i )
= det n/2(I2 + i 0) detn/2
⇥





(1   1)I2 + (1 + i bb)⌘






(1   1) det(I2 + i 0)
+ (1 + i bb)⌘










where B = (1  1) det(I2+i 0), S = (1+i bb)⌘⇤⌘  i ab(⌘⇤⇠+ ⇠⇤⌘)+(1+ i aa)⇠⇤⇠.
Then following the definitions of the di↵erentials (6.19),
ˆ










⇥ det 3n/2(I2 + i 0)
⇣









( aa⇢aa + 2 ab⇢ab +  bb⇢bb + 2 1⇢1) + i(⌘ 
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⇥ det 3n/2(I2 + i 0)
⇣

















(where  2 and  6 represent the polynomials




⇥ det 3n/2(I2 + i 0)
(
Bn ⇤  ⇤ 
+ nBn 1 ((1 + i bb) ⇤ + i ab( ⇤ +  ⇤ ) + (1 + i aa) ⇤ )










We see that the above integrals can be cast into the following types:
ˆ
d[ 0] det
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ˆ
d 1(1   1)↵ exp
  2" 21 + i 1⇢1  , (6.33)
where ↵ > 0 is some generic number that can be written as some integer divided
by 2, and d[ 0] = (2⇡) 2d aad abd bb.
To facilitate our calculations, we may take the imaginary i out of the determi-
nants from the above integrals. In the following calculations, we use Lemma 6.11
repeatedly given that n   5. .
Now we look at (6.29). From e.g., equation (22) of Muirhead [55], it is known
that d[ 0] is invariant under the transformation  0 ! O 0O0 with O being any
orthogonal matrix. Therefore it is clear that the integral only depends on the
eigenvalues of ⇢0. So we may assume ⇢0 = diag(ra, rb) and get
ˆ
d[ 0] det





















































































































































I(⇢0 > 0). (6.34)
Now we calculate (6.30).
ˆ
d[ 0] det

























































ab( bb   i) 1⇢aa + 2 ab⇢ab)
◆
I(⇢aa > 0)
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=(2⇡) 2( 1) n2 1i
ˆ























































































































































I(⇢0 > 0). (6.35)
By symmetry, we have for (6.31),
ˆ
d[ 0] det












































I(⇢0 > 0). (6.36)












































































































































































































































I(⇢0 > 0). (6.37)








































We plug (6.34), (6.35), (6.36), (6.37) and (6.38) back into (6.28) and conclude
`1(⇢) =
ˆ





















 ⇤  ⇤ + n 1n 1(⇢1)











































































⇥ [⇢aa ⇤   ⇢ab( ⇤ +  ⇤ ) + ⇢bb ⇤ ] +  1n 2(⇢1) det(⇢0)
)
. (6.39)
Next, we verify the inverse Fourier transform (6.21) separately for   = 1, 2.
Proposition 6.7. For   = 2, assuming n   2, we have




  i strA⇤A†⇢  . (6.40)


























































 n + n 2n 1(⇢1)(1 + iy0)
 n 1 ⇤ 
 
⇥ exp ( i⇢1y1) ,
where the last equality follows from integrating ⇢0 using (6.24).
Now we use induction to check that lim"!0+
´
d⇢1 2n(⇢1) exp( i⇢1y1) = 2⇡(1 
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Suppose
´
d⇢1 2n(⇢1) exp( i⇢1y1) = 2⇡(1   y1)n exp( "y21) holds for some n.

































































4" ) = P (⇢1) exp( ⇢
2
1
4" ) with P (⇢1) being some polynomial of







=(1  y1)n(1 + iy0) n + n(1  y1)n 1(1 + iy0) n 1 ⇤ 
=sdet  n(I2 + iA⇤A†).
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Proposition 6.8. For   = 1, assuming n   5, we have










Proof. It follows from the notations (6.18) and (6.20) that the integrals we are













































































































where d[⇢0] = (4⇡) 2d⇢aad⇢abd⇢bb.








  12tr⇢0  I(⇢0 > 0)
is the density of the Wishart distribution W2(I, n) since n   2. Hence by the
theory regarding the characteristic functions (e.g., Theorem 3.3.7 of Gupta and






































































































































































































































Im [(1 + iybb) + y2ab(1 + iyaa)
 1]














2 1(I2 + iy0)(1 + iyaa),
where the fourth last equality follows from (6.24), the third last equality follows
from conventional Gaussian integrals and the second last equality follows from
writing y2ab(1+ iyaa)
 1+(1+iybb) in terms of its real and imaginary parts and then
calculating the characteristic function of the gamma density using (6.24).




















































































































































































































Im [(1 + iybb) + y2ab(1 + iyaa)
 1]
Re [(1 + iybb) + y2ab(1 + iyaa)
 1]
◆ n2 1




( iyab) det n2 1(I2 + iy0),
where the fourth last equality follows from (6.24), the third last equality follows
from conventional Gaussian integrals and the second last equality follows from
writing y2ab(1+ iyaa)
 1+(1+iybb) in terms of its real and imaginary parts and then
calculating the characteristic function of the gamma density using (6.24).
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exp( i⇢1y1) = 2⇡(1 y1)n exp( 2"y21).
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8" ) = P (⇢1) exp( ⇢
2
1
8" ) with P (⇢1) being some polynomial of
⇢1. This completes the verification of the claim.
Now we can proceed to prove the final result. It follows from the notations













































































(where  2 and  6 represent the polynomials
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exp( 2"y21) det 3n/2(I2 + iy0)
⇥
⇢
(1  y1)n detn(I2 + iy0) + n(1  y1)n 1 detn 1(I2 + iy0)
⇥ [(1 + iybb)(↵↵⇤)  iyab(↵ ⇤ +  ↵⇤) + (1 + iyaa)(  ⇤)]
+ n(n  1)(1  y1)n 2 detn 1(I2 + iy0)↵↵⇤  ⇤
 
=sdet n/2(I4 + iA⇤A†),
where the third last equality follows from integrating the Grassmann variables
out and the second last equality follows from the values of (6.41)-(6.45) obtained
above.
6.4.4 Dimensions Reduced Expressions of Emp(z)
Now we wrap up this chapter with our final results.
For two real numbers a, b, define a^b = min{a, b}. For some integer k and a set
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⇤ = { 1, . . . , p}, ek⇤ :=
P
1j1<j2...<jkp  j1 j2 ... jk is the symmetric polynomial.
ek⇤ = 1 when k = 0, ek⇤ = 0 when k < 0 or k > p.























where mp(z) is the Stieltjes transform of the spectral distribution of the sample
covariance matrix S, ⇤jˆ = ⇤\{ j} stands for the set of  ’s with  j removed and
ek, ek 1 are symmetric polynomials.
Proof. Recalling X = diag(z0, z1) and A =
0BB@ z1 z2 · · · zp
⇣1 ⇣2 · · · ⇣p
1CCA, we observe that
















































































(z0   ⇢0 j)zjz⇤j   !⇣jz⇤j j   ⇣⇤j !⇤zj j + ⇣⇤j (z1   i⇢1 j)⇣j
⇤
. (6.47)
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⇤(X   ⇢ j)(zj, ⇣j)0.
We first assume Im z0 > 0 and Re z1 6= 0. Under this condition, it satisfies that
Re ( i(z0   ⇢0 j)) > 0 and  i(z1   ⇢1 j) is invertible. Plugging (6.40) into (6.11),
















































































































































































where the fourth equality follows from Lemma 6.6 and invariance of superdeter-
minants under scaling (see Section 5.2.3) and the interchange of the limit and the
integral sign occurring in the second equality above is justified as follows:
From our previous arguments (see Prop. 6.4 and the proof of Prop. 6.7 ),
ˆ
d[⇢]`2(⇢) exp
  i str ⇢A⇤A†  =exp( "y21)sdet n(I2 + iA⇤A†)
= exp( "y21) det n(Ip + iA†A⇤).







is integrable. Therefore, we conclude by dominated
convergence theorem that the interchange of the limit and the integral sign is of
no problem.
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The expression (6.46) follows from the fact that
Emp(z) =  n
p








Since both sides of (6.46) are analytic functions of z on C\[0,1). By analytic
continuation, (6.46) holds for all z 2 C\[0,1).








|ra   rb|(rarb)n 32 exp( (ra + rb)/2)Qp
i=1
p












(nz   ra i)(nz   rb j)













where mp(z) is the Stieltjes transform of the spectral distribution of the sample co-
variance matrix S, ⇤jˆ = ⇤\{ j} is the set of  ’s with  j removed, ⇤iˆj = ⇤\{ i, j}
is the set of  ’s with  i, j both removed, ek, ek 1, ek 2 are symmetric polynomials.
Proof. First, we assume Im z0 > 0 and Re z1 6= 0. Note that by the result (6.11),
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XAA†   A⇤A†⇢ ◆ , (6.49)
where the interchange of limit and integral sign is similarly justified as it is in the
proof of Theorem 6.2.
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⇢ =
0BBBBBBBBBB@
⇢aa ⇢ab   ⇤
⇢ab ⇢bb    ⇤
 ⇤  ⇤ i⇢1 0






















































































j  ⇣⇤j uj z1
P


























































(z0    j⇢aa)u2j + (z0    j⇢bb)v2j   2ujvj j⇢ab




X   ⇢ j =
0BBBBBBBBBB@
z0   ⇢aa j  ⇢ab j    j   ⇤ j
 ⇢ab j z0   ⇢bb j    j   ⇤ j
  ⇤ j   ⇤ j z1   i⇢1 j 0
  j   j 0 z1   i⇢1 j
1CCCCCCCCCCA
,
by some algebraic calculations, we can see that





j , ⇣j)(X   ⇢ j)(uj, vj, ⇣j, ⇣⇤j )0.





0BB@  i(z0   ⇢aa j) i⇢ab j
i⇢ab j  i(z0   ⇢bb j)
1CCA ,  † =
0BB@ i  j i ⇤ j
i  j i ⇤ j
1CCA ,
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A1 =
0BB@  i(z1   i⇢1 j) 0
0  i(z1   i⇢1 j)
1CCA ,   =
0BB@ i ⇤ j i ⇤ j
 i  j  i  j
1CCA .
It can be seen that due to the condition Re z1 6= 0, A1 is invertible. Applying
















































(⇣⇤j , ⇣j) (uj, vj)
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For the last two equalities, we justify them as follows.
Observe
A0    †A 11  
=  i
0BB@ z0   ⇢aa j  ⇢ab j
 ⇢ab j z0   ⇢bb j
1CCA+
i
0BB@   j  ⇤ j
  j  ⇤ j
1CCA










 ⇢ab j   (  
⇤  ⇤ ) 2j








It can be seen that due to the condition Im z0 > 0,
ReB1 =Re
✓




=Im z0 > 0.
We note that the nonzero ordinary part of B1 implies B1 is invertible and thus
(uj, vj)(A0    †A 11  )(uj, vj)0
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=B0u
2


























































j (z0   ⇢bb j)
(z0   ⇢bb j)2
#
=Im z0 + Re
i⇢2ab 
2
j(z0   ⇢bb j) [(z0   ⇢bb j)⇤]2
|z0   ⇢bb j|4
=Im z0   Im
⇢2ab 
2
j |z0   ⇢bb j|2 (z0   ⇢bb j)⇤
|z0   ⇢bb j|4




|z0   ⇢bb j|2 > 0.









(uj, vj)(A0    †A 11  )(uj, vj)0
◆













































































det(z0I2   ⇢0 j)(z1   i⇢1 j)
 
h
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Carrying out the integrations w.r.t. the Grassmann variables and applying
































































































































































































det 1(z0I2   ⇢0 i) det 1(z0I2   ⇢0 j)ek 2⇤iˆj(det ⇢0)




Observe that the two expressions involved in (6.51) can be written as
(z0   ⇢bb i)⇢aa + 2⇢2ab i + (z0   ⇢aa i)⇢bb
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=tr
2664
0BB@ z0   ⇢aa i  ⇢ab i












(z0   ⇢bb i)(z0   ⇢aa j)  2⇢2ab i j + (z0   ⇢aa i)(z0   ⇢bb j)
=tr
⇥
(z0I2   ⇢ 10 det(⇢0) i)(z0I2   ⇢0 j)
⇤
.
Therefore by applying orthogonal transformation on ⇢0 (see Theorem 3.2.17 of
Muirhead [55] but the Jacobian should be further divided by 2 since we decompose



















|ra   rb|(rarb)n 32 exp( (ra + rb)/2)Qp
i=1
p
















iˆj [(z0   ra j)(z0   rb i) + (z0   rb j)(z0   ra i)]







(z0   ra i)r 1a + (z0   rb i)r 1b
⇤
(z0   ra i)(z0   rb i)
!
.







iˆj [(z0   ra j)(z0   rb i) + (z0   rb j)(z0   ra i)]








(z0   ra i)(z0   rb j) ,
rarb
⇥
(z0   ra i)r 1a + (z0   rb i)r 1b
⇤
(z0   ra i)(z0   rb i)
=
ra
z0   ra i +
rb










, n   2.
Hence we have that the generating function equals















|ra   rb|(rarb)n 32 exp( (ra + rb)/2)Qp
i=1
p
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The expression (6.48) follows from the fact that
Emp(z) =  n
p








Since both sides of (6.48) are analytic functions of z on C\[0,1). By analytic
continuation, (6.48) holds for all z 2 C\[0,1).





Sp(x) from the expression involving nontrivial high-dimensional integrals
and hypergeometric functions to a single (for complex Gaussian data) or a double
integral (for real Gaussian data).







7.1 The Target Function
We show that our target function vanishes asymptotically.
Theorem 7.1. Let Ap be any p⇥n random matrix with independent columns and
let mp(z) : C\[0,1) ! C be the Stieltjes transform of the spectral distribution of
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H = A†pAp, where A
†
p is the conjugate transpose of Ap. Define mp(z) : C\[0,1)!
C be the Stieltjes transform of the spectral measure of ApA†p. One can see mp(z) =
 1 p/nz + pnmp(z). Then for " > 0, if z = x+ iy with y 6= 0 ,
P
 |mp(z)  Emp(z)|   "   4 exp✓ n"2y216
◆
,





If z is real negative (x < 0 and y = 0) we have
P
 |mp(z)  Emp(z)|   "   2 exp✓ n"2z28
◆
,





Proof. The idea is to expressmp(z) Emp(z) as a sum of martingale di↵erences and
then apply Hoe↵ding-Azuma inequality once the martingale di↵erence sequence is
proved to be bounded (Lemma 4.1 of Adamczak [1]).
For the case y 6= 0, we show the result assuming y > 0. When y < 0, the result
follows obviously by symmetry.
Let Ek denote the expectation conditioning on the first k columns of Ap. By
default, E0 means unconditional expectation. Let Xk be the kth column of Ap, Wk
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be the matrix consisting of the remaining n  1 columns of Ap, and Hk = W †kWk.
Denote
 k = Ektr(H   zIn) 1   Ek 1tr(H   zIn) 1,









Since Hk is independent of the kth column of Ap, we have
 k =Ek
 




tr(H   zIn) 1   tr(Hk   zIn 1) 1
 
. (7.1)
Following from Lemma 7.1 below with W †kXk in place of ↵k, H   zIn in place of
A, Hk   zIn 1 in place of Ak, and ||Xk||2 in place of akk, we have
 k = (Ek   Ek 1) 1 +X
†
kWk(Hk   zIn 1) 2W †kXk
||Xk||2   z  X†kWk(Hk   zIn 1) 1W †kXk
.
where || · || is the Euclidean norm.
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Denote the unitary (orthogonal when Ap is real matrix) decomposition of Hk as
Hk = U⇤kU † with ⇤k = diag( 1, ..., n 1) and X
†
kWkU = (y1, ..., yn 1). We have
















(Hk   xIn 1)2 + y2In 1
  1
W †kXk. (7.2)
Now we use the identity
(Hk   xIn 1   iyIn 1) 1 = (Hk   xIn 1 + iyIn 1)
 
(Hk   xIn 1)2 + y2In 1
  1
,
which can be easily verified by multiplying the LHS to the RHS. Then we get
Im
⇣




||Xk||2   z  X†kWk(Hk   xIn 1 + iyIn 1)










7.1 The Target Function 226
where the last equality follows from that
X†kWk(Hk   xIn 1)
 





is real, where D = (⇤k   xIn 1) ((⇤k   xIn 1)2 + y2In 1) 1 is diagonal.
Combining (7.2) and (7.3), we have
| k|  (Ek + Ek 1)
      1 +X†kWk(Hk   zIn 1) 2W †kXk||Xk||2   z  X†kWk(Hk   zIn 1) 1W †kXk
     
 2y 1,
which shows the martingale sequence is indeed bounded uniformly for all n, p.
Therefore to use the Hoe↵ding-Azuma inequality (see Theorem 3.13 of McDi-
armid [54]), which is presented usually in the real martingale di↵erence sequences
context, we observe
P












⇤2   "2/2⌘+ P⇣⇥Im(mp(z)  Emp(z))⇤2   "2/2⌘
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=P
⇣  Re(mp(z)  Emp(z))     "/p2⌘+ P⇣  Im(mp(z)  Emp(z))     "/p2⌘ .
(7.4)
Note that both Re( kn ) and Im(
 k
n ) form real martingale di↵erence sequences
with
  Re( kn )    2n 1y 1,   Im( kn )    2n 1y 1. Thus by Hoe↵ding-Azuma inequal-
ity,
P
 |mp(z)  Emp(z)|   " 
P










This completes the proof of the first assertion of the theorem.
To show the second assertion, we observe that when z is real negative, both
H   zIn and Hk   zIn 1 are Hermitian and nonsingular. If we denote the set of
eigenvalues of H as µ1 , . . . , µn and the set of eigenvalues of Hk as  1  . . . ,
 n 1, then the set of eigenvalues ofH zIn andHk zIn 1 are µ1 z , . . . , µn z
and  1   z , . . . ,  n 1   z respectively.
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Using the Interlace Theorem (see Hwang [32]), we have the result
0 < µ1   z   1   z  µ2   z , . . . ,  n 1   z  µn   z.
Taking inverse, we get











(µi+1   z) 1   ( i   z) 1
⇤  0.
Hence












(µi   z) 1   ( i   z) 1
⇤
>0,
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and
















Now recalling the expression of  k from (7.1), we get
| k|  2( z) 1.
Again by Hoe↵ding-Azuma inequality,
P
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1/2, the sample covari-
ance matrix, where ⌃ is the population covariance matrix, and Xp is the p ⇥ n




that Ap does have independent columns, and the spectrum of Sp is the same as the
one of A†pAp up to |n  p| 00s.
Lemma 7.1 (Theorem A.5 of Bai and Silverstein [8]). For n⇥n matrix A, define
Ak, called a major submatrix of order n 1, to be the matrix resulting from deleting
the kth row and column from A. We assume the matrices A and Ak are both
nonsingular and symmetric (or Hermitian), and the kth diagonal element of A,
akk, is nonzero. Denote (·)† as the matrix transpose (when A is symmetric) or
conjugate transpose (when A is Hermitian). In addition, we write ↵k as the kth
column of A but with the kth element deleted, ↵†k as the (conjugate) transpose of
↵k if ↵k is real (complex). Then




akk   ↵†kA 1k ↵k
,
where A 1k is the inverse of Ak.
Proof. First we see that the transformation of moving the kth column of a matrix A
to the far left and then moving the kth row to the top is identical to simultaneously
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multiplying some permutation matrices P and P † on both sides of A. Hence
tr (PAP †) 1 = tr (PA 1P †) = tr (A 1),
namely this transformation preserves trace after taking inverse of A.




















0BB@ ⌃ 111 + ⌃ 111 ⌃12⌃ 122.1⌃21⌃ 111  ⌃ 111 ⌃12⌃ 122.1
 ⌃ 122.1⌃21⌃ 111 ⌃ 122.1
1CCA , (7.5)
where ⌃22.1 = ⌃22   ⌃21⌃ 111 ⌃12.
Now we move the kth column of A to the far left then kth row of A to the top
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By previous arguments, this transformation of A preserves the trace after taking














k (I   ↵ka 1kk ↵†kA 1k ) 1↵ka 1kk
+ tr
⇣
A 1k (I   ↵ka 1kk ↵†kA 1k ) 1
⌘
. (7.6)
Applying Lemma A.1, we have
⇣










1  a 1kk ↵†kA 1k ↵k
.
7.2 Consistency 233
Continuing (7.6), we have















1  a 1kk ↵†kA 1k ↵k











akk   ↵†kA 1k ↵k
+ tr (A 1k ),
which immediately implies the final result.
7.2 Consistency
Recall that mp(z) and mp(z) are the Stieltjes transforms of the spectral dis-




p /n and Sp = X
†
p⌃pXp/n respectively. In the
following, we write ⇤p in the subscript to denote that the operation is done given
the population eigenvalues ⇤p. In other words, Emp(z) and Emp(z) are identical
to E⇤pmp(z) and E⇤pmp(z) respectively. Suppose ⇥ = {✓1, . . . , ✓p} is a set of pop-
ulation eigenvalues whose empirical distribution is G. Since ⇥ and G determine
each other uniquely, we also write the expectation given ⇥ as EG. In this notation
E⇤p is the same as EHp . It is known from e.g., Silverstein [61] that as p, n ! 1
with p/n ! c > 0, F Sp and F Sp almost surely weakly converge to some limiting
distributions which we may denote as F and F with the Stieltjes transforms m(z)
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and m(z) respectively. By observing that for any z 2 C\[0,1), 1x z is a bounded
continuous function on [0,1), we can conclude that 8z 2 C\[0,1), mp(z) and
mp(z) converge almost surely to m(z) and m(z) respectively. Then from Theorem
7.1 and Borel-Cantelli Lemma, E⇤pmp(z) and E⇤pmp(z) also converge to m(z) and
m(z) respectively for all z 2 C\[0,1).
Theorem 7.2. Under Assumptions 6.1-6.3, let {zi}1i=1 be a sequence of numbers
in a compact subset C of C\[0,1) such that zj 6= zk if j 6= k. We assume for
all large p, the supports of Hp and H are contained in a common compact interval





|mp(zj)  E⇤mp(zj)| , (7.7)
where Jp is an integer satisfying Jp ! 1 as p ! 1 and E⇤ denotes expectation
given ⇤ as the set of eigenvalues of ⌃. Then Hˆp, the empirical distribution of ⇤ˆp,
converges in law to H as p!1 almost surely.
Proof. From the assumption that C is a compact subset of C\[0,1), we conclude
that C must be bounded away from [0,1). We may denote ↵ as the distance from
C to [0,1), namely, ↵ := infz2C,x2[0,1) |z   x| > 0. Moreover, by the compactness
of C, the sequence {zi}1i=1 has an accumulation point z1 in C.
Let us denote Fp(t) = EF Sp(t), namely Fp(t) is the expected value of the
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distribution function F Sp(t). Also we note that the Stieltjes transform of Fp(t)
is E⇤pmp(z). Since E⇤pmp(z) converges to m(z) 8z 2 C\[0,1), we have that Fp
converges weakly to F as p!1.
We observe that for any w1, w2 2 C,



















Since mp(z)   Emp(z) a.s.! 0 8z 2 C\[0,1), applying Lemma A.2, we have
mp(z)  Emp(z) a.s.! 0 uniformly in C as p!1, which implies as p!1,
max
1jJp
  mp(zj)  E⇤pmp(zj)   a.s.! 0. (7.8)
By the definition of ⇤ˆp, we have almost surely
max
1jJp
   mp(zj)  E⇤ˆpmp(zj)     max1jJp   mp(zj)  E⇤pmp(zj)  ! 0, as p!1,
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from which, we get that
E⇤ˆpmp(zj)
a.s.! m(zj), j = 1, 2, . . . .
Since each entry of ⇤ˆp is bounded in [a, b], we have that the sequence of empirical
distribution of ⇤ˆp, Hˆp, is tight. We may assume Hˆpi to be a subsequence of Hˆp
almost surely convergent weakly to a probability distribution Hˆ whose support is
a subset of [a, b].
Again from Silverstein [61], we know that there exists a probability distribution
Fˆ with Stieltjes transform mˆ(z) such that 8z 2 C\[0,1), EHˆpimpi(z)
a.s.! mˆ(z).
Denote mˆ(z) =  1 cz + cmˆ(z). Then a simple transformation on (5.1) yields that









a.s.! m(zj), j = 1, 2, . . . ,
implies with probability 1, mˆ(zj) = m(zj), j = 1, 2, . . ..
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Since mˆ and m are analytic on any open subset of C\[0,1), we have with
























namely the Stieltjes transforms of Hˆ andH coincide on any open subset ofC\[0,1),
which means Hˆ = H.
Finally, that all convergent subsequences of Hˆp almost surely converge weakly
to H implies Hˆp almost surely converges weakly to H.
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7.3 Optimization Algorithm
It can be seen that the Stieltjes transform EmFSp (z) for complex Gaussian data
(  = 2) is much easier to compute than real Gaussian data (  = 1). To deal with
large p, large n problem. One way is to combine the independent columns of real
Gaussian data to form complex Gaussian data.
7.3.1 Splitting The Data And Improvement Through Av-
eraging
Suppose the data are given as the p⇥n matrix X = (X1, . . . , Xn), where Xi, i =
1, . . . , n are i.i.d. random p-vectors following the real normal distributionNp(0,⌃).
In particular, we assume n is even. Define Z = (X1, . . . , Xn/2) + i(Xn/2+1 . . . , Xn)
to be a complex p ⇥ n/2 matrix. Then it can be seen that each column of Z is
distributed as the complex normal distribution CN p(0, 2⌃). Consequently we can
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and we see that
ES = ⌃.
Obviously there are many di↵erent ways to partition the data. To be specific, let
 1, . . . ,  R be R random permutations of (1, 2, . . . , n). Define for r = 1, . . . , R, Zr =
(X r(1), . . . , X r(n/2)) + i(X r(n/2+1) . . . , X r(n)) to be R complex p⇥ n/2 matrices.
Then it can be seen that each column of Zr is distributed as the complex normal







r , r = 1, . . . , R,
with
ESr = ⌃, r = 1, . . . , R.
We choose  1, . . . ,  R such that the R sets of eigenvalues of S1, . . . , SR are non-
repetitive. Denote the set of ascending eigenvalues of Sr as Lr = (lr,1, . . . , lr,p). Let
L(R) := (l(R)1 , . . . , l
(R)
p ) = ( 1R
PR




j=1 lr,p) as the average over the R
sets of eigenvalues. Then we construct the estimator of the eigenvalues of ⌃ using
L(R). In the following, we show that using L(R) in place of any of the Lr, we still get
consistent result while this estimator enjoys better finite sample performance since
clearly l(R)i has smaller variance than lr,i for each r = 1, 2, . . . , R and i = 1, 2, . . . , p
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For r = 1, 2, . . . , R. Denote Fr,p as the empirical distribution function of Lr. Let
F (R)p be the empirical distribution function of L(R). We note since Sr, r = 1, . . . , R
are identically distributed, from Assumption 6.3 and Theorem 1.1 of Silverstein
[61], almost surely, each Fr,p converges weakly to a common limiting distribution
which we denote as F .














. We note that both m(R)p (z) and E⇤mp(z)
are monotone increasing functions of z on ( 1, 0). We may expect larger values
of |m(R)p (z)   E⇤mp(z)| for those z closer to the origin. In hope of getting more






It is seen that the target function of the optimization is not smooth. We rewrite




8j,  w  1  E⇤mp(zj)/m(R)p (zj)  w,
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subject to ( 1, . . . , p) 2 [a, b]p.
We observe that E⇤mp(z) is a highly non-trivial function of ⇤. Hence it is
di cult to guarantee a global minimum no matter what optimization algorithm we
use. What we propose here is to start the optimization algorithm from an existing
good estimate e.g., Stein [64], Ledoit and Wolf [45], El Karoui [22]. Next, we
perform the Sequential Quadratic Programming optimization algorithm described
by Brayton et al. [14].
7.3.3 Consistency of The Optimization Algorithm
In this subsection, we show that starting from a consistent estimate, any opti-
mization algorithm gives a consistent estimator.
Lemma 7.2. Let C be a compact subset of C\[0,1) and define ↵ := infz2C,x2[0,1) |z
  x| > 0. Then with probability 1, infz2C,p |m(R)p (z)| > 0.
Proof. Let C0 = {z 2 C : Re z   ↵/
p
2}, and C+ = {z 2 C : Re z >  ↵/
p
2}.
We see that C = C0 [ C+ and C0 \ C+ = ?. Moreover, due to the inequality
infz2C,x2[0,1) |z   x| > 0, it satisfies that |Im z| > ↵/
p
2 for z 2 C+.




1/2 with Yr being the
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p⇥n/2 matrix consisting of i.i.d. entries with mean 0 and variance 1. For a matrix
M , let ||M || denote the spectral norm ofM , which equals the largest singular value
of M . From Theorem 5.11 of Bai and Silverstein [8], the assumption that ||⌃|| is
uniformly bounded for all large p and the inequality that ||Sr||  || 2nYrY †r || · ||⌃||,
we get that on a set ⌦ of probability 1, for all large p and each ! 2 ⌦ , there
exists a positive constant K! such that lr,i  ||Sr||  K! for each r = 1, . . . , R and
i = 1, . . . , p. Consequently, since L(R) is the average of the R sets of eigenvalues of
Sr, r = 1, . . . , R, we have for all large p and i = 1, . . . , p, l
(R)
i  K!.
Then for z = u+ iv 2 C0 and ! 2 ⌦,
inf
p
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For z = u+ iv 2 C+ and ! 2 ⌦,
inf
p






























Since C is compact, we have that 2(K2!+u
2)+v2 is bounded for all z = u+iv 2
C. Therefore ,we conclude that with probability 1,
inf
z2C,p
|m(R)p (z)| > 0.
Theorem 7.3. Under Assumptions 6.1-6.3, let {zi}1i=1 be a sequence of numbers
in a compact subset C of C\[0,1) such that zj 6= zk if j 6= k. Let ⇤ˆsp be some other
estimator of ⇤p such that with probability 1, the largest entry of ⇤ˆsp is uniformly
bounded from above for all large p, and assume that the empirical distribution, Hˆsp ,
of ⇤ˆsp converges (almost surely) in law to H as p!1. Denote [a, b] ⇢ [0,1) as a
large compact interval almost surely containing the supports of Hp, H and Hˆsp for
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all large p. Let Jp be an integer satisfying Jp !1 as p!1. If ⇤ˆp satisfies that
with probability 1, its largest entry is uniformly bounded by b for all large p and
max
1jJp
   1  E⇤ˆpmp(zj)/m(R)p (zj)     max1jJp    1  E⇤ˆspmp(zj)/m(R)p (zj)    , (7.9)
then Hˆp, the empirical distribution of ⇤ˆp converges in law to H as p!1 almost
surely.
Proof. From the assumption that C is a compact subset of C\[0,1), we conclude
that C must be bounded away from [0,1). We may denote ↵ as the distance from
C to [0,1), namely, ↵ := infz2C,x2[0,1) |z   x| > 0. Moreover, by the compactness
of C, the sequence {zi}1i=1 has an accumulation point z1 in C.
Observe that for all z 2 C,
|m(R)p (z)| =
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Meanwhile, from Lemma 7.2, we have almost surely, for all z 2 C,
1/|m(R)p (z)|  1/ inf
z2C,p
|m(R)p (z)| <1.
























↵ infz2C,p |m(R)p (z)|
max
1jJp
   m(R)p (zj)  E⇤ˆspmp(zj)    .











   E⇤pmp(zj)  E⇤ˆspmp(zj)    , (7.10)
where m1,p(zj) is the Stieltjes transform of the spectral distribution of S1.
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For the third term in (7.10), due to the assumption that ⇤ˆsp is consistent in
the sense that as p ! 1, Hˆsp , the empirical distribution of the entries of ⇤ˆsp
almost surely converges weakly to H, we have that with probability 1, |E⇤ˆspmp(z) 
E⇤pmp(z)| converges to 0 for all z 2 C\[0,1).
Again, we can see that on the compact set C, E⇤ˆspmp(z) and E⇤pmp(zj) are
1/↵2-Lipschitz. Therefore, we have from Lemma A.2, as p!1,
|E⇤ˆspmp(z)  E⇤pmp(z)|
a.s.! 0 uniformly on C,
which implies as p!1,
max
1jJp
   E⇤pmp(zj)  E⇤ˆspmp(zj)    a.s.! 0.
The second term in (7.10) converges almost surely to 0 following the same
arguments leading to (7.8).
For an arbitrary distribution function G, we denote G 1(x) = sup{t : G(t) < x}
for x 2 (0, 1] and G 1(0) := limx!0+ G 1(x). Then for the first term in (7.10), we




















































































  F 1r,p (x)  F 1(x)   dx+ ˆ 1
0
  F 11,p (x)  F 1(x)   dx
#
. (7.11)
From the proof of Lemma A.5, we know that on a set of probability 1, the
supports of F,Fr,p for r = 1, 2, . . . , R and all large p are contained in a compact







tdF (t), as p!1 8r = 1, . . . , R.
Applying Lemma 8.2, and 8.3 of Bickel and Freedman [10], we have that as
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p!1, ˆ 1
0
  F 1r,p (x)  F 1(x)   dx a.s.! 0, 8r = 1, . . . , R,
which combined with (7.11) implies that
max
1jJp
  m(R)p (zj) m1,p(zj)   a.s.! 0.
Continuing with (7.10), we have as p!1, almost surely
max
1jJp
   m(R)p (zj)  E⇤ˆpmp(zj)   ! 0.
Using the same arguments in Theorem 7.2 again, we get that Hˆp converges
weakly to H almost surely.
El Karoui [22] presents a consistent estimator HˆKap of the limiting population
spectral distribution H in the sense that HˆKap converges weakly to H almost surely
as p ! 1. Hence we can adapt this estimator to our estimation procedures,
namely we have the following result.
Corollary 7.1. We define the vector ⇤ˆsp such that its ith smallest component  ˆ
s
p,i













(t) = sup{x : HˆKap (x) < t} for t 2









(t). Then starting the optimization
program from ⇤ˆsp, our estimator given by Theorem 7.3 converges weakly to H.
Proof. We only have to show that Hˆsp , the empirical distribution of ⇤ˆ
s
p, also con-
verges weakly to H almost surely.
To show the result required, we just note that supt
   Hˆsp(t)  HˆKap (t)     1/p! 0,
which means Hˆsp(t) is also a consistent estimator of the limiting spectral distribu-
tion H.
7.3.4 Implementation Details
We refer to the notations in section 7.3.1. In our Monte Carlo simulations, we
set Jp = p and z1, . . . zp to be points equally spaced in [ 16, 1]. We randomly
generate 10 permutations  1, . . . ,  10 and split the data matrix in the spirit of sec-
tion 7.3.1. Moreover, it can be shown by Jensen’s inequality that El(R)1   1 and
El(R)p    p, namely, the smallest sample eigenvalue tends to underestimate the
smallest population eigenvalue and the largest sample eigenvalue tends to overes-
timate the largest population eigenvalue (see e.g. page 2788 of El Karoui [22]).
Therefore, in practical implementations, we set [a, b] = ["l(R)1 , l
(R)




In this section, we compare the finite sample performance of our estimator
with several other spectrum estimators for di↵erent settings of the population
eigenvalues ⇤p.







where  ˆi and  i are the ith component of ⇤ˆp and ⇤p respectively. We note that
this loss function L coincides with the Mallow metric d1 (or Wasserstein metric)
between probability distributions (see Lemma 8.1 and 8.2 of Bickel and Freedman




   Hˆ 1p (⌧) H 1p (⌧)    d⌧,
where Hˆp and Hp are the empirical distribution functions of ( ˆ1, . . . ,  ˆp) and
( 1, . . . , p), and Hˆ 1p (⌧) and H
 1
p (⌧) are the quantile functions of Hˆp and Hp de-
fined respectively as Hˆ 1p (⌧) = sup{x : Hˆp(x) < ⌧}, H 1p (⌧) = sup{x : Hp(x) < ⌧}
for ⌧ 2 (0, 1] and Hˆ 1p (0) = lim⌧!0+ Hˆp(⌧), H 1p (0) = lim⌧!0+ H 1p (⌧).
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The estimators we are comparing are given below.
• ST: the eigenvalues of the classic Stein’s covariance matrix estimator with
the isotonic regression applied (cf. Stein [63, 64]).
• LW2004: the eigenvalues of the linear shrinkage covariance matrix estima-
tor proposed by Ledoit and Wolf [42].
• LW2015: the nonlinear shrinkage spectrum estimator proposed by Ledoit
and Wolf [45].
• El Karoui: the spectrum estimator proposed by El Karoui [22], which origi-
nally is an estimator of the limiting spectral distributionH of the population
covariance matrix. Suppose we call the spectral distribution estimator HˆKap .
In order to make it an estimator of ⇤p, we take the ith “smoothed” quantile
of HˆKap in the spirit of Corollary 7.1.
• SUSY: the Supersymmetry estimator proposed in this thesis. We start our
optimization program from ST, LW2015 and El Karoui estimators and
choose the one with the smallest target function value as the final estimator.
For each setting of the population eigenvalues, we use the average loss over 1000
Monte Carlo repetitions to approximate the expected loss with the standard devi-
ation attached in the parentheses. Since ST estimator is defined only for p  n,
in our Monte Carlo simulations, we consider this case only.
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7.4.1 When p = 10, n = 30
We first consider the case when p = 10, n = 30.
In the first design, we consider the case where p = 10, ⇤p = (1, . . . , 1) being
the vector with each element 1. We see that the one that performs the best is
the LW2004 estimator which is as expected because it is constructed to be the
linear combination of the identity matrix and the sample covariance matrix, which
shrinks most when the population covariance matrix is the identity matrix. The
result is presented in Table 7.1.
ST LW2004 LW2015 El Karoui SUSY
Expected Loss 0.17189 0.08396 0.14909 0.13048 0.08730
SD (0.00218) (0.00173) (0.00349) (0.00314) (0.00203)
Table 7.1 The expected loss when ⇤p = (1, . . . , 1)
In the second design, we consider the case where p = 10, ⇤p = (1, . . . , 1, 10, . . . , 10)
being the vector with half 1 and half 10 as its elements. We see that this time, our
SUSY estimator performs the best. The result is presented in Table 7.2.
ST LW2004 LW2015 El Karoui SUSY
Expected Loss 1.27700 2.18760 1.02620 1.09060 0.89344
SD (0.01315) (0.00690) (0.01829) (0.01835) (0.01523)
Table 7.2 The expected loss when ⇤p = (1, . . . , 1, 10, . . . , 10)
In the third design, we consider the case where p = 10, ⇤p = (1, . . . , 1, 5, 6, 7, 8, 9, 10)
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being the vector with half of its elements being 1 and the other half an arithmetic
progression. This can be regarded as the eigenvalues of the spiked covariance model
Johnstone [36]. We see that our SUSY estimator performs the best. The result
is presented in Table 7.3.
ST LW2004 LW2015 El Karoui SUSY
Expected Loss 0.98463 1.41870 0.88359 0.98869 0.85187
SD (0.00999) (0.00716) (0.00863) (0.01210) (0.00813)
Table 7.3 The expected loss when ⇤p = (1, . . . , 1, 5, 6, 7, 8, 9, 10)
In the fourth design, we consider the case where p = 10, ⇤p = (1, 2 . . . , 10)
being the vector with its elements forming an arithmetic progression. We see that
ST estimator performs the best. The result is presented in Table 7.4.
ST LW2004 LW2015 El Karoui SUSY
Expected Loss 1.12380 1.25650 1.27490 1.32120 1.24050
SD (0.00857) 0.01022 0.01081 0.01065 0.01087
Table 7.4 The expected loss when ⇤p = (1, 2 . . . , 10)
In the fifth design, we consider the case where p = 10, ⇤p = (1, 1 . . . , 10) being
the vector having 1 as its first 9 elements and 10 as the last element. This again
corresponds to the spiked covariance model Johnstone [36]. We see that our SUSY
estimator performs the best. The result is presented in Table 7.5.
ST LW2004 LW2015 El Karoui SUSY
Expected Loss 0.42749 0.56927 0.35860 0.36584 0.35260
SD (0.00546) (0.00478) (0.00562) (0.00524) (0.00599)
Table 7.5 The expected loss when ⇤p = (1, 1 . . . , 10)
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7.4.2 When p = 20, n = 60
Now we consider the similar case but with p = 20, n = 60.
In the first design, we consider the case where p = 20, ⇤p = (1, . . . , 1) being
the vector with each element 1. We see that the one that performs the best is
the LW2004 estimator which is as expected because it is constructed to be the
linear combination of the identity matrix and the sample covariance matrix, which
shrinks most when the population covariance matrix is the identity matrix. The
result is presented in Table 7.6.
ST LW2004 LW2015 El Karoui SUSY
Expected Loss 0.11416 0.04331 0.09245 0.07913 0.05543
SD (0.00128) (0.00090) (0.00243) (0.00222) (0.00145)
Table 7.6 The expected loss when ⇤p = (1, . . . , 1)
In the second design, we consider the case where p = 20, ⇤p = (1, . . . , 1, 10, . . . , 10)
being the vector with half 1 and half 10 as its elements. We see that this time, our
SUSY estimator performs the best. The result is presented in Table 7.7.
ST LW2004 LW2015 El Karoui SUSY
Expected Loss 1.08050 2.07950 0.64024 0.59241 0.54372
SD (0.00720) (0.00319) (0.01174) (0.01018) (0.00956)
Table 7.7 The expected loss when ⇤p = (1, . . . , 1, 10, . . . , 10)
In the third design, we consider the case where p = 20, ⇤p = (1, . . . , 1, 11, 12, . . . , 20)
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being the vector with half of its elements being 1 and the other half an arithmetic
progression. This can be regarded as the eigenvalues of the spiked covariance
model Johnstone [36]. We see that LW2015 estimator only slightly outperforms
our SUSY estimator. The result is presented in 7.8.
ST LW2004 LW2015 El Karoui SUSY
Expected Loss 1.58450 2.49620 1.16860 1.43700 1.25220
SD (0.01113) (0.00609) (0.00845) (0.00927) (0.00744)
Table 7.8 The expected loss when ⇤p = (1, . . . , 1, 5, 6, 7, 8, 9, 10)
In the fourth design, we consider the case where p = 20, ⇤p = (1, 2 . . . , 20)
being the vector with its elements forming an arithmetic progression. We see that
our SUSY estimator performs the best. The result is presented in 7.9.
ST LW2004 LW2015 El Karoui SUSY
Expected Loss 1.90930 2.11250 1.80310 2.18040 1.61500
SD (0.01098) (0.01096) (0.01229) (0.01248) (0.01329)
Table 7.9 The expected loss when ⇤p = (1, 2 . . . , 10)
In the fifth design, we consider the case where p = 20, ⇤p = (1, 1 . . . , 10)
being the vector having 1 as its first 9 elements and 10 as the last element. This
corresponds to the spiked covariance model Johnstone [36]. We see that El Karoui
performs the best. The result is presented in 7.10.
ST LW2004 LW2015 El Karoui SUSY
Expected Loss 0.23474 0.45493 0.16972 0.14667 0.18150
SD (0.00233) (0.00166) (0.00278) (0.00208) (0.00212)
Table 7.10 The expected loss when ⇤p = (1, 1 . . . , 10)
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Seen from the simulations results, for various population eigenvalues, our SUSY
estimator is among the best performing ones, especially for low dimensional set-
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Lemma A.1. For an invertible square matrix A and column vectors ↵,  , (A +
↵ 0) 1 = A 1   A 1↵ 0A 11+ 0A 1↵ , where  0 is the transpose of  .
Proof. Both sides of the equation become the identity matrix I after multiplying
(A+ ↵ 0).
Theorem A.1 (Theorem 4.1 and 4.2 of Silverstein and Choi [62]). Suppose H is
the LSD of a sequence of population covariance matrices {⌃p} as p, n ! 1 with
p/n! c > 0, and F is the second kind distribution induced from the MP equation
w.r.t. H, c. Let mF (z) denote the Stieltjes transform of F . Define the function
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xF (m) =   1m + c
´ tdH(t)
1+tm . For m0 2 R, let x0 = xF (m0). Then mF (x0) = m0 and
x0 2 R\Supp(F ) if and only if x0F (m0) = 1m20   c
´ tdH(t)
(1+tm0)2
> 0 and m0 2 {m0 6=
0 :  m 10 2 R\Supp(H)}.
Lemma A.2. Let B denote a compact subset of C, and {fp(z)} be a sequence of
a-Lipschtiz functions in B with a > 0, namely |fp(z1)   fp(z2)|  a|z1   z2|, 8p
and 8z 2 B. If fp ! f as p!1 in B, then this convergence is uniform.
Proof. First it is easy to see that f(z) is also a-Lipschitz in B.
Let Bz(r) denote the open ball with radius r centered at z. Due to the compact-
ness of B, for any   > 0, we can choose N  complex numbers z1, z2, . . . , zN  2 B
with N  being a positive integer such that B ⇢
SN 
i=1Bzi( ).
For " > 0, we choose   = 13a" and N > 0 such that as p   N ,
|fp(zi)  f(zi)|  "
3
, 8i = 1, 2, . . . , N .
Let z be an arbitrary number in B, with zj being the number such that z 2
Bzj( ). Then, as p   N , we have
|fp(z)  f(z)| |fp(z)  fp(zj)|+ |fp(zj)  f(zj)|+ |f(zj)  f(z)|
a|z   zj|+ "
3





Lemma A.3. Let {Gp} be a sequence of subprobability distributions defined on
[0,1) converging vaguely to a subprobability distribution G (cf. page 85 of Chung
[16]) as p ! 1. Let B denote a bounded subset in C\[0,1) away from [0,1).
In other words, ↵ := infz2B,x2[0,1) |z   x| > 0. For a subprobability F , let mF (z)
denote its Stieltjes transform. Then mGp(z) converges to mG(z) uniformly in B as
p!1.
Proof. Since Gp converges vaguely to G, we have that mGp(z)! mG(z) as p!1
pointwisely.
Consider B¯, the closure of B. Since B is bounded, B¯ is compact.
















|⌧   z1||⌧   z2|dGp(⌧)
 1
↵2


















|⌧   z1||⌧   z2|dG(⌧)
 1
↵2
|z1   z2|. (A.2)
(A.1) and (A.2) imply that mGp(z) and mG(z) are 1/↵
2-Lipschtz functions on
B¯.
Using Lemma A.2, we conclude that mGp(z) converges to mG(z) uniformly in
B¯. Obviously the uniformity also holds in B.
Lemma A.4. Let {Hp} be a sequence of probability distributions converging weakly
to a probability distribution H as p ! 1 and {cp} be a sequence of real numbers
converging to c > 0. Denote mp(z) and m(z) as the unique solutions in C+ to the
MP equations: z =   1m + cp
´ tdHp(t)
1+tm and z =   1m + c
´ tdH(t)
1+tm , for z 2 C+. Let
FHp,cp and FH,c be the distributions whose Stieltjes transforms are mp(z) and m(z)
respectively. Then as p ! 1, on any compact subset of C+, mp(z) converges to
m(z) uniformly and FHp,cp converges weakly to FH,c.
Proof. Let U be compact subset of C+ bounded away from R, i.e. ↵ := infz2U,x2R |z 
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x| > 0. Define the two functions zp(m), z(m) : C+ ! C by














We observe that for any m 2 C+, t1+tm is a bounded and continuous function









which implies for any m 2 C+,
zp(m)! z(m).
Now we observe that for m1, m2 in U ,
|zp(m1)  zp(m2)| =


































Hence there exists some constant K > 0 depending on U only such that both
zp(m) and z(m) are K-Lipschitz, namely
|zp(m1)  zp(m2)| K|m1  m2|,
|z(m1)  z(m2)| K|m1  m2|.
From Lemma A.2, we conclude that on any compact subset of C+, zp(m) con-
verges to z(m) uniformly.
Fix z0 2 C+. Let B be an open disk containing m(z0) with B¯, the closure
of B, in C+. By Open Mapping Theorem, z(B) is open. We may assume B is
small such that z(B) is bounded away from R, namely infw2z(B),x2R |w   x| > 0.
Denote @B to be the boundary of B. Then we see that z(@B) encloses z0. Since
zp(m) converges to z(m) on any compact subset of C+ we have zp(@B) converges
uniformly to z(@B) as p ! 1. Therefore, for all large p, we have zp(@B) also
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encloses z0, which implies mp(z0) is contained in B for all large p. Since B can be
arbitrarily small, we have mp(z0) converges to m(z0) for any z0 2 C+. This implies


















we have from Lemma A.2, mp(z) converges to m(z) uniformly on any compact
subset of C+.
Corollary A.1. Let {Gp}1p=1 be a sequence of probability distributions defined on
(0,1). Let {k1,p}, {k2,p} be two sequences of positive real numbers less than 1.
Further assume that k1,p ! k1 < 1, k2,p ! k2 < 1 and Gp weakly converges to
a probability distribution G as p ! 1. Recall from remark 2.1, LGp,k1,p,k2,p and
LG,k1,k2 denote the first kind distributions induced from solving the two sample MP
equation w.r.t. Gp, k1,p, k2,p and G, k1, k2 respectively. Then LGp,k1,p,k2,p converges
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weakly to LG,k1,k2 as p!1.
Proof. For a distribution D and a set R, let D{R} be the mass that D puts on
R. For a distribution Q and a constant d, let FQ,d and FQ,d be respectively the
first and second kind distributions induced from solving the MP equation w.r.t.
Q, d (see section 1.2.2). For a distribution P defined on (0,1), P inv denotes the
distribution defined by P inv{(a, b)} = P{(1/b, 1/a)} for any 0 < a < b.
The condition implies Ginvp ) Ginv as p ! 1. Using Lemma A.4, we con-
clude FGinvp ,k1,p ) FGinv ,k1 , which implies FGinvp ,k1,p ) FGinv ,k1 and thus F invGinvp ,k1,p )
F invGinv ,k1 . Applying Lemma A.4 again, we conclude that F F invGinvp ,k1,p
,k2,p ) F F inv
Ginv,k1
,k2 .
The final result follows from the observation that LGp,k1,p,k2,p(x) = FF inv
Ginvp ,k1,p
,k2,p and
LG,k1,k2(x) = FF inv
Ginv,k1
,k2 .
Lemma A.5. Let Xp be a p⇥n matrix consisting of i.i.d. entries with mean 0 and
variance 1. Let ⌃p be a positive definite Hermitian matrix. Suppose there exists
a compact interval [a, b] ⇢ [0,1) such that for all large p, the eigenvalues of ⌃p
are contained in [a, b]. Assume p ! 1 with p/n ! c > 0. Then almost surely,





p are contained in [↵,  ], where ⌃
1/2
p is the unique
positive definite Hermitian matrix such that ⌃1/2p ⌃
1/2
p = ⌃p. In particular, if a > 0
and c 6= 1, ↵ > 0.
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Proof. Let  +min(·) and  max(·) denote the smallest positive and the largest eigen-
values of some matrix. For a matrix M , let M 1 denote the inverse of M . If M
is not invertible M 1 is understood to be the pseudo inverse of M . Then since
for nonnegative definite Hermitian matrices, the singular values and eigenvalues
























































































From Theorem 5.11 of Bai and Silverstein [8], the result follows.
Lemma A.6. Let {Hp} be a sequence of probability distributions with their supports
contained in [a, b] ⇢ (0,1) for all large p, and {cp} be a sequence of positive real
numbers converging to c 6= 1. Denote mp(z) as the unique solution in C+ to the MP
equation: z =   1m + cp
´ tdHp(t)
1+tm for z 2 C+. Let FHp,cp be the distribution whose
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Stieltjes transform is mp(z). Then there exists a compact interval I1 ⇢ (0,1)
containing Supp(FHp,cp)\{0} for all large p.
Proof. Let {⌃r}1r=1 be the sequence of positive definite Hermitian matrices such
that for all r, the eigenvalues of ⌃r are contained in [a, b] and as r !1, the LSD
of ⌃r equals Hp. Let Xr be an r⇥ s matrix consisting of i.i.d. entries with mean 0
and variance 1. Suppose r, s ! 1 with r/s ! cp. Then FHp,cp is the companion




r . From Lemma A.5 and Theorem 5.11





 min (⌃r) (1 pcp)2, lim sup
r,s!1





⇢ ⇥a(1 pcp)2, b(1 +pcp)2⇤ ,
where  min and  max stand for the smallest and largest eigenvalues.
Due to the assumption that Supp(Hp) are contained in [a, b] for all large p and
cp ! c 6= 1, the result follows.
Applying Lemma A.6, we can show the following results.
Lemma A.7. Let {Hp} be a sequence of probability distributions with their supports
uniformly bounded away from 0 and 1, converging weakly to a probability distribu-
tion H, and {cp} be a sequence of real numbers converging to c > 0. Denote mp(z)
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and m(z) as the unique solutions in C+ to the MP equations: z =   1m+cp
´ tdHp(t)
1+tm
and z =   1m + c
´ tdH(t)
1+tm , for z 2 C+. When z 2 R\{0}, mp(z) and m(z) are
understood to be limw2C+!zmp(w) and limw2C+!zm(w) whose existence is guar-
anteed by Theorem 1.1. of Silverstein and Choi [62] . Finally let FHp,cp and FH,c
be the distributions whose Stieltjes transforms are mp(z) and m(z) respectively, I1
be a compact interval in (0,1) containing Supp(FHp,cp)\{0} for all large p, and
K2 be an arbitrary positive number. Let R ✓ C+ be the rectangle I1⇥(0, K2]. Then
|mp(z)| is uniformly bounded for all large p and z in R.
Proof. Following Lemma 1 of Jing et al. [34], we consider the MP equation



























By (A.3), (A.4) and Cauchy-Schwartz inequality, we have
|mp(z)| =






























for some positive constant M .




Proof. Suppose infz2R,p |mp(z)| = 0. Then we can choose a sequence {zp}1p=1 ⇢ R
such that mp(zp)! 0 as p!1.
According to the assumptions, Supp(Hp) are uniformly bounded away from 0
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and 1 for all p. Here we might write Supp(Hp) ⇢ [a, b], 8p with some constants
a, b > 0.
From (A.3), we have for all p


















      cp ˆ b
a
     tmp(zp)1 + tmp(zp)
     dHp(t)! 0,
which is a contradiction. Therefore we have infz2R,p |mp(z)| > 0.







for some positive constant M .
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Proof. Let z 2 R. By (A.3),
































infp cp infz2R,p |mp(z)|2
:=M <1
Lemma A.10. Let {fp} be a sequence of functions defined on a compact subset C
of C and f be a continuous function also defined on C. Then as p ! 1, fp ! f
uniformly on C if and only if for any z 2 C and any sequence {zp} ⇢ C converging
to z, fp(zp) converges to f(z).
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Proof. We show the “if” part first.
It is easy to see that fp ! f pointwisely in C.
Next, suppose fp do not converge to f uniformly. Then there exists a sequence
wp and a " > 0 such that |fp(wp)  f(wp)| > " for all p. By the compactness of C,
we can choose a subsequence {wpk} of {wp} such that wpk ! w 2 C as k ! 1.
By the assumption, we should have fpk(wpk) ! f(w) as k ! 1. By continuity
of f , f(wpk) ! f(w) as k ! 1, i.e. fpk(wpk)   f(wpk) ! 0 as k ! 1, which
contradicts |fp(wp)  f(wp)| > " for all p.
To show the “only if” part, we observe the uniform convergence of fp to f on
C implies for any " > 0 there exists an N 2 N such that
|fp(z)  f(z)|  ", 8z 2 C, as p   N. (A.6)
By the triangle inequality, we have
|fp(zp)  f(z)|  |fp(zp)  f(zp)|+ |f(zp)  f(z)|. (A.7)
Therefore the result follows from the fact that by (A.6), the first term on the
RHS of (A.7) converges to 0 and by continuity of f , the second term on the RHS
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of (A.7) converges to 0
Lemma A.11. Let R = I1 ⇥ (0, K2] be the same set as the one in Lemma
A.7. Suppose {fp(z)} is a sequence of continuous functions defined on R¯, the
closure of R. Let f(z) be another function defined and continuous on R¯. Assume
limp!1 fp(z) = f(z) for any z 2 R and this convergence is uniform on any com-
pact subsets of R. Let {xp} be a sequence in I1 such that limp!1 xp = x 2 I1.








(fp(xp + ivˆp)  fp(xp))! 0.
Proof. Let "1, "2, . . . be a sequence of positive numbers decreasing to 0.
Now we show the first limit. Due to the uniform convergence assumption, by
Lemma A.10, for any v 2 (0, K2], limp!1 fp(xp+iv) f(xp+iv) = 0, which implies








◆      "k, as p   pk.
Therefore we may choose vp = K2 for p 2 {1, 2, . . . , p1   1}, vp = K22 for
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p 2 {p1, p1 + 1, . . . p2   1} so on and so forth.
To prove the second limit, we observe by continuity of fp(z), there exist positive
numbers  1,  2, . . . such that
|f1(x1 + ivˆ1)  f1(x1)|  "1, as vˆ1   1
|f2(x2 + ivˆ2)  f2(x2)|  "2, as vˆ2   2
...
We may choose vˆ1 =  1, vˆk = min{ vˆk 12 ,  k} for k   2.
Lemma A.12. Under the same assumptions of Lemma A.7, let {zp = xp+ivp} ⇢ R
be an arbitrary sequence converging to x 2 I1. Then as p ! 1, Immp(zp) !
Imm(x). In particular if Imm(x) > 0, mp(zp)! m(x).
Proof. Since mp(z) is uniformly bounded for all large p and all z 2 R by Lemma
A.7, we can choose a convergent subsequencempk(zpk) ofmp(zp). Supposempk(zpk)
converges to some a(x) 2 C+, we show that mp(zp) converges to a(x) for any
sequence {zp} ⇢ R with zp tending to x.
Since Hp ) H, by checking that
´ tdHp(t)
1+tm is a sequence of Lipschitz functions in
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Let B be a small open ball in C+ centered at a(x). We further assume that

















Then zp(m) converges uniformly to z(m) on a compact subset of C+ containing
B. We see that zp(m) and z(m) are analytic functions on C+. Hence by Open
Mapping Theorem, z(B) is open, and we can choose a small open disk D contained
in z(B) and centered at x. By the uniform convergence of zp(m) to z(m) on any
compact subset of C+, we have for large p, the boundaries of zp(B) are close to
the boundary of z(B) and hence also enclose D. In other words, for all large p,
when zp 2 D, we have mp(zp) 2 B. Since B can be arbitrarily small, we have
mp(zp)! a(x) as p!1.
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Now we show in this case m(x) = a(x). From Lemma A.4 and A.10, we know
that mp(xp + iv)  m(xp + iv) ! 0 for any v > 0 as p ! 1. So due to Lemma
A.11, we can choose a sequence vp ! 0 such that mp(xp + ivp) m(xp + ivp)! 0.
Since Silverstein and Choi [62] shows that m(xp + ivp) ! m(x), we have a(x) =
limp!1mp(xp + ivp) = limp!1m(xp + ivp) = m(x).
Now suppose a(x) 2 R . We show that Immp(zp) ! 0. Otherwise if there
is another subsequence {pj} of {p} such that Immpj(zpj) converges to a positive
number as j ! 1, then by previous arguments, for any sequence {zp} ⇢ R with
zp tending to x, mp(zp) should converge to a complex number in C+.
Using the factmp(xp+iv) m(xp+iv)! 0 for any v > 0 and Lemma A.11 again,
we can choose a sequence vp ! 0 such that mp(xp + ivp) m(xp + ivp)! 0. Since
Immp(zp) ! 0 for every sequence zp 2 R, we have Imm(x) = limp!1 Imm(xp +
ivp) = limp!1 Immp(xp + ivp) = 0.
Lemma A.13. Under the same assumptions of Lemma A.7, let x be a real number
in I1 such that Imm(x) = 0, {xp} ⇢ I1 be a sequence converging to x as p ! 1.
Then for any sequences {vp}, {vˆp} ⇢ (0, K2] both converging to 0, we have
mp(xp + ivp) mp(xp + ivˆp)! 0, as p!1.
Proof. Denote zp = xp + ivp, zˆp = xp + ivˆp. We may assume for a fixed p, vp   vˆp
286
(note we do not require vp   vˆp for all p).





Immp(zˆp) = Imm(x) = 0. (A.8)
For brevity, we denote mp = mp(zp), mˆp = mp(zˆp). Observe that both mp(zp)


















mp   mˆp =














mp   mˆp = mpmˆp(zp   zˆp)










































|1+tmp|2    zp + cp ´ tdHp(t)1+tmp    2 , (A.13)
Im mˆp =
vˆp + cpIm mˆp
´ t2dHp(t)
|1+tmˆp|2    zp + cp ´ tdHp(t)1+tmˆp    2 . (A.14)










































0BB@ vpvp + cpImmp ´ t2dHp(t)|1+tmp|2
1CCA , (A.15)
where we have used
p
1  a  1  12a for a 2 [0, 1].
Then by (A.11),













   mpmˆp   2✓vp + cpImmp ˆ t2dHp(t)|1 + tmp|2
◆
,
where the last inequality holds because the condition vp   vˆp > 0 implies |vp vˆp| 
vp.
From Lemma A.7 and A.9,
  mpmˆp   and ´ t2dHp(t)|1+tmp|2 are uniformly bounded for all
p. Therefore the final result follows from the assumption that vp ! 0 and (A.8).
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vˆp + cpIm mˆp
´ t2dHp(t)
|1+tmˆp|2
in (A.15), and all other arguments apply.
Theorem A.2. Under the assumptions of Lemma A.7, as p!1, mp(x) converges
to m(x) uniformly on I1.
Proof. Let x 2 I1 and {xp} ⇢ I1 be an arbitrary sequence in I1 converging to x as
p!1. Sincemp(z) converges to m(z) on any compact subset of R as p!1, and
mp(z), m(z) are continuous on R¯, the closure of R for all p , by Lemma A.11, we
can choose two sequences {vp}, {vˆp} ⇢ (0, K2] converging to 0 such that as p!1,
mp(xp + ivp) m(xp + ivp) ! 0,
mp(xp + ivˆp) mp(xp) ! 0.
If Imm(x) > 0, Lemma A.12 has shown mp(zp) converges to m(x) with {zp}
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being any sequence in R converging to x. Hence we can conclude as p!1,
mp(xp) m(x) = mp(xp) mp(xp + ivˆp) +mp(xp + ivˆp) m(x)! 0.
If Imm(x) = 0, by Lemma A.13, we have as p!1,
mp(xp + ivp) mp(xp + ivˆp)! 0.
Therefore as p!1,
mp(xp) m(x) = mp(xp) mp(xp + ivˆp)
+mp(xp + ivˆp) mp(xp + ivp)
+mp(xp + ivp) m(xp + ivp)
+m(xp + ivp) m(x)! 0,
which implies as p!1, mp(xp) converges tom(x) for any x 2 I1 and any sequence
{xp} in I1 converging to x.
Therefore the uniform convergence of mp(x) to m(x) on I1 follows from Lemma
A.10.
