Recent advances in modelling the radiating character of dynamic laboratory and astrophysical plasmas are applied here in a new examination of the properties of the atmosphere of the classical T Tauri star BP Tau. We analyse archived International Ultraviolet Explorer (IUE) UV spectra of BP Tau. We adopt a collisional-radiative model and utilise emission measure (EM) and di erential emission measure (DEM) techniques to try to constrain the distribution of emitting material in temperature in the atmosphere of this star. We use spectroscopic diagnostic techniques to probe atmospheric parameters such as electron density and to set constraints on the volume of emission regions. This work is important for understanding the fundamental properties of BP Tau and other T Tauri stars and to provide a more complete basis for models of their atmospheres.
INTRODUCTION
T Tauri stars (TTS) are young ( 10 7 years), low mass stars (< 3 M ) still contracting towards the main sequence. They have been studied at many wavelengths from the radio to the X-ray. In all wavelength bands they show peculiar properties when compared to similar main sequence stars, many of which seem contradictory by themselves. For example, they are late type stars (late K to early M) as shown by the photospheric spectra, yet they display emission lines, in some cases quite strong ones, indicative of temperatures up to several 10 5 K. In addition, even if the spectra indicate continuous emission at the appropriate temperature according to the spectral type, they also show the presence of another component which is well tted by hydrogenic free-free and free-bound emission from plasma at much higher temperatures in the range 1 to 5 10 4 K. ROSAT & ASCA observations show that the stars are also X-ray emitters and that the spectra are well tted by thermal emission at temperatures between 10 6 K and 10 7 K. Such emission is often variable. In fact, variability is a well known characteristic of TTS and occurs at all wavelengths. It is observed both in the contin-? E-mail: brooks@astro.up.pt uum and in the lines. In some cases it is quasi-periodic and in others completely irregular.
It is therefore challenging to integrate such puzzling and apparently contradictory properties in one physical objecta TTS -and to be able to produce a detailed model of the atmospheric structure of such stars. Motivation is also provided by possible application to understanding the Sun in its earliest stages of evolution. We will attempt to contribute to these aims by applying emission measure and di erential emission measure (DEM) techniques, together with improved atomic modelling and data, to IUE ultraviolet low resolution (6-7 A) spectra covering the wavelength interval from 1200 A to 3200 A.
Emission measure (EM) analysis was introduced by Pottasch (1963) who used it in the solar contex for studying the transition region and the corona. The IUE ultraviolet observations were used to extend this type of analysis to obtain emission measure distributions for other cool stars. Furthermore, these distributions were used to make models of the temperature and density structure of the chromospheres and transition regions of these stars and also of a few TTS (Brown, de M. Ferraz & Jordan 1984; Lago, Penston & Johnstone 1985) . This type of analysis is important c RAS for constraining candidate heating mechanisms and re ning atmospheric models.
In the case of TTS three types of models have been proposed: the dense chromosphere model (Herbig 1962) , several types of wind models ranging from the ballistic model proposed by Kuhi (1964) to magnetically driven winds (Lago 1979 , De Campli 1981 , Hartmann, Avrett & Edwards 1982 or stochastic winds (Grinin & Mitskevich 1991) and the accretion disk models, varying from pure accretion proposed by Lynden-Bell & Pringle (1974) to magnetic accretion (e.g. Uchida & Shibata 1984 , Camenzind 1990 and K onigl 1991 .
EUVE observations have recently been used to determine the distribution of coronal emission measure with temperature using more re ned di erential emission measure techniques e.g. Mewe et al. (1996) who also applied DEM analysis to ASCA observations of AB Dor. They adopted an optically thin low density model in collisional ionisation equilibrium and concluded that "negative excursions" in their DEM solutions could be removed by allowing variations from solar photospheric abundances. The X-ray spectra have been examined using continuous emission measure analysis assuming a power-law temperature distribution (Preibisch 1997) . Such analysis has also found that the observations are consistent with thermal emission from an optically thin low density plasma. However, both the models and the DEM analysis are not satisfactory due to the large uncertainties introduced by assumptions in the atomic physics and the quality of the atomic data used. A fact also noted by Mewe et al. (1996) . We stress also that in the case of statistical ts to the low resolution X-ray spectra, such data do not allow detailed examination of individual lines that could reveal important deviations from the model, for example, evidence for discrepancies due to plasma dynamics.
The study of radiation emitted by hot (> 20; 000K) moderate density (< 1 10 13 cm ?3 ) optically thin laboratory and astrophysical plasmas requires detailed specication of the mechanisms responsible for its emission. In solar/stellar spectroscopy it has often been assumed that spectral line and continuum photons are produced at UV wavelengths through the radiative decay and recombination of atomic species following excitation and ionisation dominated by electron collisional processes. This broad picture is referred to as the coronal model, sometimes with additional simpli cations such as the adoption of a two-level approximation. This model has been the basis of emission measure analysis of astrophysical plasmas since the methodology was de ned.
Recent advances in understanding the radiating properties of laboratory plasmas, and their dynamic nature, have however suggested that a more accurate description is required (see e.g. McWhirter & Summers 1985 ). An improved description was evaluated in laboratory research (see e.g. Summers & Hooper 1983) and implemented in the Atomic Data and Analysis Structure (ADAS, Summers 1994) . Recently these improvements have been applied successfully to solar research (see e.g. Lanzafame et al. 1998) . Our objective is to extend the eld of application to that of UV spectra of stellar objects with particular focus on T Tauri stars, which have not previously been examined with this degree of accuracy. We wish to re ne the methods through an improvement of the atomic models and data which will give a better basis for future models of the atmospheres of this class of stars. Furthermore, by taking advantage of these improvements through DEM techniques we hope to assess fundamental assumptions relating to, and parameters of, TTS. Such an analysis is essential for any realistic discussion on the structure of their atmospheres and to our knowledge has not been applied to T Tauri stars in the UV range associated with`transition region' temperatures.
In this paper we analyse IUE spectra of the classical TTS BP Tauri. We examined spectra from a number of stars but due to numerical and/or observational constraints were unable to nd more than one other candidate. We envisage a follow up paper using HST-GHRS (Goddard High Resolution Spectrograph) archive data which will bear directly on the results of this analysis and the issue of precision achievable on application to stars in the IUE database.
In the next section we present a brief overview of the global properties of BP Tau. In section 3 we describe the IUE observations, the lines identi ed, the data reduction methods and compare the measured uxes with a number of solar regions to give an indication of the level of activity in the star. In section 4 we brie y outline the merits of the collisional-radiative model which we adopt in this paper, as implemented in ADAS. As illustration we compare and contrast an emission measure (EM) technique based on this model with that used in previous analyses of this class of star (see e.g. Lago et al. 1985 ) and demonstrate how the two level coronal model, together with any uncertainties in the atomic data, can lead to inaccuracies in the derived emission measures. In subsection 4.3 we brie y outline the DEM technique that is used in this work. In section 5 we discuss the fundamental atomic data used for each of the model ions. In section 6 we present the results of the spectroscopic analysis and we nish with a more general discussion in subsection 6.4.
BP TAU
BP Tau is a classical T Tauri star located in L1495, in the Taurus-Auriga complex of dark clouds, at a distance of 140 pc (Elias 1978) . It is quite young, with an estimated age between 6 10 5 and 1.2 10 6 years (Hartigan, Edwards & Ghandour 1995; Simon, Ghez & Leinert 1993) . Its radial velocity is very close to that of the surrounding molecular cloud (Herbig 1977) further con rming the stars youthfullness.
The mass of the star has been estimated as between 0.45 and 0.9 M (Hartigan et al. 1995 and Basri, Martin & Bertout 1991) and the radius as 1.9 R (Hartigan et al. 1995) .
Spectroscopically it is a K5 -K7 dwarf (Herbig & Bell 1988) , with logT eff = 3:602 and luminosity, L?/L , between 0.87 (Hartigan et al. 1995 ) and 1.21 (Beckwith et al. 1990 ). The spectra show a pronounced LiI ( 6707 A) line in absorption (Duncan 1991) . The Balmer lines are in emission, the H line being of moderate strength with an equivalent width between 40 A (Cohen & Kuhi 1979 ) and 70 A (Gameiro & Lago, in preparation) . High resolution spectroscopy performed by Gullbring et al. (1996) shows that the H and H emission has signi cant variations, both in the line strength and in the pro le, on time scales from 2 hours to days. In addition, the lines of CaII H ( 3968 A) and K ( 3934 A), the NaI D doublet ( 5890 A , 5896 A) and HeI ( 4471 A) were found to be variable during single nights. However, our own high resolution spectra show that the H line pro le (almost symmetric) is very stable over 7 consecutive nights. The same behaviour is observed for the HeI line (in emission although weak) and the NaI D lines even if the latter are in absorption. BP Tau, as with many other TTS, also shows an excessive continuum emission superimposed on the photospheric continuum. Its contribution is wavelength dependent ranging from values of the order of 0.5 in the 5100 -6000 A band to 0.9 around H (Hartigan et al. 1989 ). The star also shows an infrared excess although it is lower than that detected for other TTS. Weak emission is also reported by Beckwith et al. (1990) in a 1.3 mm survey, which the authors attributed to thermal emission from a < 0.011 M circumstellar disk. Furthermore, the degree of linear polarization of BP Tau is very low, < 0.5 (Bastien 1982) . Finally, a recent survey in the infrared to study the veiling in TTS shows that for BP Tau it is between 0.5 at 1.28 and 0.8 at 2.17 (Folha 1998) . Although the veiling is variable, the variations never exceed a factor of two and thus are not as excessive as in some other TTS. Cohen, Emerson & Beichman (1989) have determined a value of 1.19 for the ratio between the bolometric luminosity and the stellar luminosity (essentially emitted in the optical range).
The optical extinction towards BP Tau is estimated to be between 0.5 magnitudes (Meyer & Ulrich 1984 , Gullbring et al. 1998 ) and 1.0 (Hartigan et al. 1995) .
Extensive photometric studies have shown that the star is strongly variable, the variations being larger in the blue (e.g. Rydgren, Schmelz & Vrba 1982; Herbig & Bell 1988) . Vrba et al. (1986) identi ed a photometric period of 7.6 days. However, no period was found by Bouvier, Bertout & Bouchet. (1988) . During a continuous monitoring of this star for 50 days Simon, Vrba & Herbst (1990) con rmed the 7.6 day period but also witnessed a switch to 6.1 days following a phase during which the star's brightness remained constant. Gullbring et al. (1996) also refer to regular variations over 6.6 days although their observations are unevenly and sparsely distributed over 3 years. In any case, the conclusion, mainly based on the more reliable study (Simon et al. 1990) , is that there is clearly a di culty in identifying a rotation period for this star. In this respect the vsini determinations do not give any additional help since values for vsini between <10 (km/s) (Hartmann et al. 1986 ) and 15.7 (km/s) (Gameiro & Lago 1993 ) have been reported. The photometric variations are far too large to be ascribed to uncertainties in the measurements and have been interpreted as the result of hot spots on the star's surface (for example Simon et al. 1990 and Grossman 1994) . Fluctuations on time scales of minutes have been reported by Worden et al. (1981) which they interpreted as are-like activity. However, are activity has been dismissed for BP Tau based on the photometric observations of Gullbring et al. (1996) who favour inhomogeneous accretion as the explanation.
Optical photometric observations together with low resolution UV spectroscopy of BP Tau show that the UV continuum uxes and most of the UV lines vary in phase with the optical light (Simon et al. 1990 ) Based on IUE archive data further monitoring of this star has been reported by G omez de Castro & Franqueira (1997) . The light curves corresponding to the UV continuum also show rapid variations (up to factors 2) on timescales of a few hours superimposed on a longer-term variability pattern which they also attribute to rotational modulation of the stellar ux due to the presence of hot spots on the surface. The light curves corresponding to the individual lines show some signatures of this variability and also indicate that the emission lines are not all associated with the same events.
From ROSAT All-sky Survey observations the X-ray luminosity estimated for BP Tau is 7 10 29 erg s ?1 , assuming it is the result of an isothermal hot plasma at a temperature of about 10 7 K (Neuh auser et al. 1995) . Recent simultaneous observations of BP Tau with a UBVRI high-speed photometer and the ROSAT PSPC detector were carried out during ve nights (Gullbring, Barwig & Schmitt 1997) . The star showed brightness variations, from hours to days, both in the optical and X-ray but they were not correlated.
IUE OBSERVATIONS AND DATA ANALYSIS
We have used low dispersion calibrated spectra selected from the IUE Newly Extracted Spectra (INES) archive. A detailed description of the spacecraft and instruments is given by Boggess et al. (1978) . The spectra have been calibrated using standard reduction techniques described in Garhart et al. (1997) together with some improvements as described in Rodr guez-Pascual et al. (1998) . The spectra have a limiting resolution in the range 6-7 A. The date, camera, image number and exposure time of each spectrum are given in Table  1 . We have added all the available good quality spectra in order to improve the S/N.
The mean UV spectrum is displayed in Fig. 1 For each line of interest we have measured the respective ux by tting Gaussian pro les to the spectral features using the FITGAUSS routine available in the FIGARO and SPECDRE packages for spectroscopy data reduction and analysis. Table 2 gives the transition con guration and observed ux for each line used in the subsequent emission measure analysis.
The measured uxes were then corrected for the e ects of attenuation by interstellar absorption using the relationship fcor = f obs 10 0:4A (1) where f obs is the observed ux and fcor is the corrected ux. A is the total interstellar extinction in magnitude units and was obtained by linear interpolation of the coe cients of the average normalised extinction curve of Savage & Mathis (1979) adopting an AV value of 0.5 which corresponds to a hydrogen column density of 8:87 10 20 cm ?2 . We have Table 2 . The emission lines in the low resolution ultraviolet spectra of BP Tau, obtained with the IUE. f obs denotes the observed ux and fcor denotes the ux corrected for interstellar absorption. The uncertainties relate to the values of fcor. The ux for the NV line is only indicative due to the strong Ly wing. The superscript * indicates that the line is blended. The uxes are in units of erg cm ?2 s ?1 .
Object Line
Con guration f obs fcor Uncertainty BP Tau Si II 3s 2 3p 2 P 0 -3s 3p 2 2 D 7.9 10 ?14 2.5 10 ?13 2.9 10 ?14
Si III 3s3p 3 P -3p 2 3 P 1.1 10 ?13 4.1 10 ?13 7.0 10 ?14 O I 2p 4 3 P -3s 3 S Si III] 3s 2 1 S -3s3p 3 P 7.3 10 ?14 2.4 10 ?13 3.0 10 ?14 N III] 2p 2 P 0 -2p 2 4 P 4.3 10 ?14 1.4 10 ?13 2.4 10 ?14 Si IV 3s 2 S -3p 2 P 0 6.6 10 ?14 2.3 10 ?13 6.1 10 ?14 C IV 2s 2 S -2p 2 P 0 2.7 10 ?13 8.9 10 ?13 8.0 10 ?14 N V 2s 2 S -2p 2 P 0 3.9 10 ?14 1.7 10 ?13 7.7 10 ?14
Figure 2. Ratios of measured uxes from BP Tau with three solar regions observed by Skylab and taken from Capelli et al. (1989) -see text. +'s denote ratios with a`quiet' region, *'s denote ratios with an active region and 's denote ratios with a solar are. The uncertainties on the IUE uxes are given in Table 2 . The uncertainties on the solar measurements are of the order of 25% for all lines with wavelengths greater than 1400 A but increase below this value (Kjeldseth-Moe et al. 1976 ).
adopted this value since it ts the UV continuum well while much higher values do not (Costa et al. 1998 ).
The observational errors include the errors introduced by the instrument, the e ciency in transferring the data to the ground and the data reduction techniques. The latter includes the accuracy of the ux calibration. The observational uncertainties are available in the le containing the spectrum retrieved from the INES Archive. In addition, there are errors introduced by the line tting procedures which are statistical in nature. The uncertainties associated with the corrected uxes in table 2 take into account all the e ects mentioned above after correction for attenuation by interstellar absorption. Fig. 2 shows ratios between the uxes obtained for BP Tau and three solar regions. The solar data were taken from the undegraded data of Capelli et al. (1989) who presented results for a`quiet' region, an active region and a solar are. These data were obtained by the Naval Research Laboratory Slit Spectrograph (S082-B) in 1973-74 when it was own on Skylab (see Bartoe et al. 1977) . The crosses are ratios with the`quiet' region (SR2 in their notation), the stars are ratios with the active region (SR9) and the diamonds are ratios with the solar are (SR10). The SiIII] and NIII] lines we have measured were not included in their tabulations so we have only compared surface uxes for the other lines. It is clear that the emission from BP Tau is strongly enhanced relative to the`quiet' Sun. The distribution of material is much closer to that of the active region indicating a higher electron density, although not quite as high as in the extreme conditions of the solar are. There is also clearly an enhancement of emission in BP Tau for regions above 3 10 4 K when compared to these solar data with the exception of the solar are.
Flux comparison with the Sun

ATOMIC MODELLING AND EMISSION MEASURE ANALYSIS METHODS 4.1 The collisional-radiative model
The coronal model assumes the plasma under investigation is of low density and optically thin. The low density allows spontaneous radiative decay to be more rapid than collisional deexcitation and allows radiative recombination to be more rapid than collisional 3-body processes. Upward radiative transitions can also be neglected since all emitted photons escape, while the two level model assumes that the population of the upper level in a resonance transition is excited by electron collision from the ground state (see e.g. Mariska 1992 ). However, all these approximations can be misleading. Even at zero density, highly excited states can be in local thermodynamic equilibrium, and thus collision dominated, principally due to the rapid decrease of the spontaneous transition probability with increasing excitation energy (Hutchison 1987) . In addition, with increasing electron density, collisional deexcitation begins to compete with spontaneous decay as the principle deexcitation mechanism for all states. The critical density at which this occurs depends on the individual rate coe cients but can be quite low for metastable states. The build up of metastable populations occurs with any density increase and allows them to become signi cant excitation sources before possibly becoming comparable to the ground states above the critical density. In addition, the dominant recombination mechanism at zero density has been shown to be dielectronic recombination (Burgess 1964 ). This process is strongly density dependent (Burgess & Summers 1969 ) and its total rate coe cient can be altered substantially by the in uence of metastable states (e.g. Dickson 1993 ). In principle we might expect resonance lines within ionisation stages with no metastables, e.g. the resonance line in Li-like ions, to be well approximated by the two-level model. However, in practice they su er from high temperature tails due to dielectronic recombination from adjacent ionisation stages and are also susceptible to plasma nonequilibrium , Lanzafame et al. 1998 .
The collisional-radiative model was originally de ned by Bates, Kingston & McWhirter (1962) . It takes full account of the e ects of electron density and the excitation energy of the principle quantum shell on all the competing processes, direct and indirect, that create and destroy the excited state populations. It improves on the two-level approximation by simultaneously solving for the populations of all the low levels. The behaviour of highly excited states is accounted for by specifying collisional-radiative coe cients in the manner described by Summers (1994) , while ionisation and recombination between metastables can be accounted for explicitly in the ionisation balance (Summers & Hooper 1983) . Note, however, that in this paper we do not adopt a metastable resolved ionisation balance (but see discussion in section 6.4).
4.1.1 Comparison with coronal equilibrium and gf approximation UV emission measure analysis of T Tauri stars has been conned to methods largely based on approximate forms of the emission functions (e.g. Brown et al. 1984) and/or Gaunt factor based representations of the electron collision rates (e.g. Lago et al. 1985) . The latter can be useful for interpolation along iso-electronic sequences but with advances in computing resources there has been a steady build up of higher quality fundamental atomic data in the general literature. This coupled with improved derived data, through projects such as ADAS, allows us to make improvements on these approximate methods.
Here we brie y review the methodology of Lago et al. (1985) and show how it can lead to inaccuracies in deriving emission measures for ions which are formed over large ranges in temperature or which have metastable states in the population structure. This demonstrates that in both cases the collisional-radiative model is mandatory. In addition, we demonstrate how errors in the fundamental atomic data can lead to uncertainty in interpretation.
Following the references of Lago et al. (1985) we express the line ux from an atomic transition j ! i as
where we have modi ed their expression by a factor of 1/2 to bring it into agreement with our equations 4 and 6 for the reasons discussed in section 4.2. Ij!i is the observed ux in units of photons cm ?2 s ?1 , dstar is the distance to the star in units of cm, j!i is the wavelength of the transition, g is the energy integrated Gaunt factor, fj!i is the absorption oscillator strength, n el is the total population of the element, nH is the hydrogen number density, Tmax is the temperature of maximum ion abundance and Gmax is the maximum value of the function G(Te) = T ?1=2 e 10 ?(5040 E ij =Te) nion n el (3) with Te the electron temperature, nion the total population of the ionisation stage ion, and Eij the excitation energy separation of the levels i and j (in eV). It can be easily seen that for ions which are formed over a wide range of electron temperature, the G(Te) function is exponentially sensitive to the chosen value of the formation temperature. In the case of CII and adopting the ionisation equilibrium of Arnaud & Rothen ug (1985) , the ion fraction stays within 30% of its peak value over a logarithmic temperature range of 4.2 to 4.6 while the temperature of the maximum of the G(Te) function is close to the upper limit of that range. Adopting all the other atomic data and the observed ux used by Lago et al. (1985) in their analysis of GW Orionis, we calculate that changing the adopted formation temperature and associated ion fraction between these ranges translates to an emission measure di erence of a factor 30. This results directly from the exponential term and is unacceptable. Consider now the propagation of errors in the collision database. For example, again considering CII, Judge (1986) quotes a gf value for the resonance lines around 1335 A a factor of 2 greater than quoted by Burton et al. (1971) . The latter is closer to the more recent value of Wiese, Fuhr & Deters (1996) which is quoted as category B (i.e. within 10%). This translates directly to a factor 2 error in emission measure.
Such variations could explain the relatively low values of the emission measure found by some previous authors e.g. Lago et al. (1985) . However, the di culty is compounded for this ion since there may be a lowering of the emergent ux due to the e ects of opacity (see Brooks et al. 1998 where this line was classi ed in the solar context as modi ed i.e. directly in uenced by self-absorption).
As further illustration consider the e ect of the presence of the 2s2p 2 4 P metastable state in the B-like system of NIII. The spontaneous radiative decay rate to the 2s 2 2p 2 P ground state is 349s ?1 while the e ective collision strength is 1.65 at the peak temperature of formation of NIII i.e. log Te = 4.8 (for data sources see section 5). The deexcitation rate coe cient is thus 4:7 10 ?9 cm 3 s ?1 with the excitation rate 2:9 10 ?9 cm 3 s ?1 . Thus we calculate that the metastable to ground population ratio will increase with increasing density until it is of the order of 0.3 above the critical density of 7:4 10 10 cm ?3 where collisional deexcitation begins to defeat spontaneous radiative decay as the principle deexcitation mechanism. The ratio should then increase slightly as the contribution from spontaneous decay is minimised. Clearly the population distribution is strongly density dependent and the metastable state is likely to be signi cantly populated at the electron densities typical of the atmospheres of T Tauri stars (see section 6). Again the zero density coronal model is found inadequate and it is these considerations that lead us to adopt the more complete method of the next section.
Adopted emission measure method
Following the discussion above we calculate emission measures based on collisional-radiative theory and slight modications to the techniques of Jordan et al. (1987) and more recently . That is, for each individual atomic transition j ! i, we adopt the formula Ij!i = 1 4 d 2 ? nj P j nj (Tp) Aj!i 2ne nion n el (Tp) n el nH nH ne (Tp)EM (4) where nj is the population density of the excited state j, Aj!i is the spontaneous decay rate of the j ! i transition, Tp is the temperature of the peak of the G(Te) (see below) function (which may be di erent from Tmax), ne is the electron density and the others are as de ned above. The factor of 1=2 accounts for the fact that half of the photons emitted are directed back towards the stellar photosphere and hence not detected.
The population of excited states is computed at Tp from the equations of statistical equilibrium using ADAS, for the model ions detailed in section 5. ADAS is also used to compute the equilibrium ionisation balance. Note that the ratio of the population density of hydrogen (atoms + ions) to electrons is not taken as 0.8, rather it is evaluated at Tp using the model discussed in section 5.2. It is also subsumed into the G(Te) function since the ratio increases with decreasing temperature and a few of our lines have quite low Tp. accounts for the shape of the G(Te) and is de ned according to the formula:
where the integrals are taken over a temperature interval log(Te) = 0:3 around Tp, which accounts for the most substantial part of the emission, and G(Te) itself is the product of the line emissivity, ionisation fraction and hydrogen to electron number density ratio. Note that we have dropped the explicit dependence of the G(Te) on density, but see the discussion below.
Emission measure di erential in temperature (DEM)
The emission measure, estimated from the line ux, is based on the assumption that the line emission can be associated with a single plasma temperature. Measuring the uxes of many spectral lines can, in principle, allow us to determine the emission measure di erential in temperature which tries to account for the response of the ion emitting the line to the temperature of the line forming region, thus giving the temperature distribution of material. In this work we compute the DEM using the ADAS inversion code described in detail by Lanzafame et al. (1998) . Since our data are sparse this provides an excellent test of the limitations of the code and allows us to compare and contrast the two emission measure analysis methods. Brie y, unlike in the EM case where we remove atomic factors from the integral by assuming average values at the temperature of formation, we retain the temperature detail of the emission functions by expressing the line ux as;
Gj!i(Te) (Te)dTe (6) where t1 and t2 are the minimum and maximum electron temperatures of the observed plasma and (Te) is the average value of the DEM over the observed area, de ned as,
j rTe j ?1 n 2 e dS l (7) with j rTe j the modulus of the temperature gradient perpendicular to surfaces of constant temperature, S l (Te). Note that the G(Te) is also a function of density, through both the population structure and the ionisation balance (see e.g. Lanzafame et al. 1998 ) although this has not been explicitly noted here or in equation 4 and this deserves further comment. To cast the integral in the form of equation 6 requires a number of implicit assumptions. For example, the plasma must be optically thin, it must be in ionisation equilibrium and the elemental abundances must be constant throughout the viewing volume (for discussion see Lang, Mason & McWhirter 1990 and Brown 1997) . The validity of these assumptions is an area of current interest in the solar community (see e.g. Brooks et al. 1998 , Lanzafame et al. 1998 , Wikstol, Judge & Hansteen 1998 and references therein). Whilst our data are inadequate to comment directly on these issues, although we hope to revisit them with HST data, we aim to circumvent other potential problems of interpretation by including full density dependence in our ionisation balance and emission functions. For example, Lanzafame et al. (1998) performed a detailed study of the in uence of density on their DEM solutions and found that spurious multiple peaks in the DEM distribution could derive from inaccuracies in this area. Since formally the integral should be made over electron density as well as temperature (e.g. Hubeny & Judge 1995) , a model assumption must be made relating the behaviour of the two. Throughout this work we have assumed an approximate relationship between electron density and temperature (i.e. ne = ne(Te)). This approximation has been either of uniform electron density or uniform electron pressure (see section 6) such that our G(Te)
functions and derived emission measure distribution are dependent on temperature alone but indirectly dependent on a density model. In principle we might then look for density values that provide less dispersion amongst the uxes reconstructed from the DEM and we have attempted to do this in section 6.3.1. However, the limited data may set constraints in some circumstances. Alternatively we could seek a bi-variate solution. However, a sensible result has not yet been achieved in the presence of realistic data noise when applied to measurements of higher accuracy than we have available here (Judge et al. 1997) . In summary, with the data at hand and the analysis techniques available, we can only derive the plasma distribution in temperature and an indication of the likely electron density.
5 ATOMIC DATA 5.1 A-values, energy levels and electron impact excitation data 5.1.1 Li-like ions For CIV and NV the data used are as recommended in the review by McWhirter (1994) and as described, in detail, recently by Lanzafame et al. (1998) .
B-like ions
For NIII the rst 15 ne-structure resolved energy levels (up to 2p 3 2 P 3=2 ) were included. The energy levels were taken from Kelly (1987) and the radiative transition probabilities for the metastable 2s2p 2 4 P to ground 2s 2 2p 2 P transitions from Wiese et al.(1996) . All the other values, including the collision data and oscillator strengths, come from relativistic distorted wave calculations by Zhang & Sampson (1994) .
O-like ions
For OI the rst 21 ne-structure resolved energy levels (up to 2p 3 3d 3 D3) were included by splitting LS resolved data by the technique of Brooks (1997) as implemented in ADAS. Data for transitions involving the ground state, except the highest level, were taken from Laher & Gilmore (1990) . The LS energy levels were taken from Moore (1993) while all the other data were generated from the atomic structure code of Cowan (1981) .
Na-like ions
For SiIV the data used are as described recently by Lanzafame et al. (1998) 5.1.5 Mg-like ions For SiIII the rst 20 ne-structure levels were included (up to 3s4p 1 P1). The energy levels were taken from Martin & Zalubas (1983) . The transition probabilities were taken from Dufton et al. (1983) and supplemented by data from Wiese, Smith & Miles (1969) for transitions not given by them. The collision data were taken from Dufton & Kingston (1989) which was an R-matrix calculation. The ne-structure data not presented by them for transitions between singlet and triplet terms were obtained by splitting as above.
Al-like ions
For SiII the rst 15 ne-structure resolved levels (up to 3s3p 2 2 P 3=2 ) were included in our model ion. The energy levels were taken from Bashkin & Stoner (1975) . The transition probabilities for allowed transitions were included by splitting the LS resolved data of Hibbert, Oiha & Sta ord (1993) which were computed using the general con guration interaction code CIV3 (see Hibbert 1975) . For other transitions the values of Dufton et al. (1992) were used. The electron collisional data were taken from Dufton & Kingston (1991).
Elemental abundances and nH=ne model
We adopt the nH=ne model of McWhirter (1991 -unpublished ) based on the model of Vernazza, Avrett & Loeser (1981) . We have used both the solar photospheric abundances of Anders & Grevesse (1989) and the solar coronal abundances of Feldman et al.(1992) .
Ionisation and recombination data
We use the ionisation and recombination coe cients of Arnaud & Rothen ug (1985) modi ed to account for density e ects following the principles of Summers (1974) as implemented in ADAS. Charge exchange recombination e ects may be important for some of the ions, notably OI, however we have not treated this here especially in view of the complications relating to the OI line formation (see section 6).
RESULTS
The electron density grid
Problems associated with deriving electron densities from emission line ratios have been addressed in detail recently by Judge et al. (1997 ), McIntosh, Brown & Judge (1998 and Figure 3 . The R 1 ratio (as de ned in the text) plotted against electron density for four cases. The dash-dot line represents the ratio at 5 10 4 K including all members of the multiplet and using the atomic data of Dufton et al. (1983) . The solid line represents the same ratio at 2:5 10 4 K. The dotted line represents the lower temperature ratio but this time excluding the SiIII (3s3p 3 P 1 -3p 2 3 P 2 ) transition and the dashed line represents the lower temperature ratio excluding the SiIII (3s3p 3 P 1 -3p 2 3 P 2 ) transition and adopting the experimental value of Kwong et al. (1983) for the SiIII (3s 2 1 S 0 -3s3p 3 P 1 ) transition. Wikstol et al. (1998) . Amongst other criticisms they raised objections to the value of deriving spectroscopic mean densities for plasmas that were likely inhomogeneous. For the present work it is helpful to, at least, derive upper and lower limits to the electron density in order to de ne a grid of G(Te) functions for our di erential emission measure analysis. As mentioned earlier (see section 3.1) the electron density in T Tauri atmospheres is expected to be much higher than solar, since the emission line uxes are relatively higher, but is not determined satisfactorily. Any re nement would be welcome.
With such a limited number of spectral lines available there were very few density indicators in the observed spectrum. One that we do have is the SiIII 1892 A / SiIII 1301 A ratio which we hereafter call R1 and is de ned thus R1 = SiIII (3s 2 1 S0 ? 3s3p 3 P1) SiIII (3s3p 3 P ? 3p 2 3 P)
In principle this could be one of the more robust density diagnostics since the two emission lines derive from the same ionisation stage and potential e ects of plasma dynamics are minimised and abundance variations excluded. However, besides the general problems associated with density diagnostic line ratios there are a number of speci c considerations to take into account for the R1 ratio. The SiIII (3s3p 3 P-3p 2 3 P) multiplet is blended with the OI (2p 4 3 P2p 3 3s 3 S) multiplet at 1303.5 A and so an accurate determination of density requires an accurate determination of the contribution to the blend from OI. Unfortunately the OI 1302.17 A resonance line is optically thick and in some circumstances photoexcited by hydrogen Lyman (Bhatia & Kastner 1995) . If this process occurs in BP Tau, as predicted by some models (e.g. Gullbring 1994), then the OI 1304.86 A line intensity would be enhanced by cascade from the pumped level. In addition, the SiIII (3s3p 3 P1-3p 2 3 P2) component is separated from the observed wavelength by > 6 A and so may not contribute to the total ux. The wavelength separation of the lines in the ratios is, of course, much greater and so the ux calibration may be a source of uncertainty too. Also, examination of the G(Te) functions for all the transitions making up the ratio reveals a spread in their logarithmic peak temperatures from around 4.7 to 4.8 whereas the ionisation fractions of Arnaud & Rothen ug (1985) suggest that the formation temperature may extend as low as 4.4. Finally, Dufton et al. (1983) drew attention to the fact that their computed collision strength for the SiIII (3s 2 1 S0-3s3p 3 P1) line was outside the 6% error bars of the experimental value of Kwong et al. (1983) .
To examine some of these issues we plotted the R1 ratio against electron density for four cases. Fig. 3 shows the result. We rst plotted the ratio against density for a logarithmic temperature of 4.7 which is close to the temperature of peak emission of the G(Te) functions (dash-dot line). We then plotted the same ratio adopting a temperature of 4.4 (solid line) which we judged to be a reasonable lower limit to the formation temperature. The G(Te) functions for all the relevant transitions have already fallen to less than 30% of their peak value by this point despite the ion fraction still being 87% of it (Arnaud & Rothen ug 1985) . Then we plotted the same lower temperature R1 but excluding the SiIII (3s3p 3 P1-3p 2 3 P2) transition from the calculations (dotted line) and nally we plotted this again but adopting the experimental result of Kwong et al. (1983) for the SiIII (3s 2 1 S0-3s3p 3 P1) transition (dashed line).
The ratio clearly falls with increasing density in each case becoming strongly density dependent above 10 10 cm ?3 . It can also be seen that for a xed observed ratio the derived electron density increases as we examine each newly modi ed curve in turn. Thus we can derive an absolute upper limit to the electron density, for all cases, if we adopt the dashed curve. The observed uxes are given in table 2 and lead to a lower limit of 0.59 taking into account the ISM correction and assigning, for the moment, all of the ux of the blended line to SiIII. This gives us an absolute upper limit to the mean electron density of 6 10 12 cm ?3 .
To derive a lower limit we have to subtract the contribution to the blend from OI. Bhatia & Kastner (1995) examined solar data presented by Sandlin et al.(1986) of thè quiet' sun, a sunspot umbra and a plage. They examined the observed intensity ratio OI 1355.6 A /OI 1302.17 A and compared it to that expected from an optically thin calculation with no photoexcitation. They found that the observed ratio agreed well with the calculated one in the`quiet' Sun spectrum but that it was factors of 15 and 20 lower in the other two cases. The latter results indicate the presence of photoexcitation enhancement of OI 1302.17 A which should also increase the OI 1304.86 A line intensity through cascade. The agreement between observed and computed ratios in the`quiet' Sun case suggesting that the OI 1304.86 A line intensity is una ected there. However, Bhatia & Kastner (1995) also noted that the enhancement factors may not directly re ect the pumping process since the optical thickness in the resonance line would reduce it. Indeed, Carlsson & Judge (1993) argued that the OI lines, in active stars, should`super cially' behave like collisionally excited ones. Some`trade-o ' between the two processes may take place and Bhatia & Kastner (1995) suggest looking to see if other lines indirectly enhanced by the photoexcitation process are present in the spectrum. Unfortunately the IUE wavelength coverage does not allow such an examination in our case. Here we initially assume that the collisional excitation model for OI produces an e ective emission function of the correct order. Anticipating the nal DEM results of section 6.3.1 (see also section 6.3.2) we nd that the OI line contributes 28% to the blend. This is in agreement with the results of Capelli et al. (1989) for their solar are data. We note in passing that this gives an observed R1 ratio of 0.81 which translates to an electron density estimate of 4 10 11 cm ?3 , adopting the lower curve in Fig. 3 which we believe is the most realistic of the curves shown. Continuing with the analysis, if we assign all of the ux of the blend to OI then we nd that the OI line cannot be enhanced by more than a factor 13 relative to the collisional excitation model. If we adopt the lowest formation temperature (log Te=4.4) an enhancement of OI very close to this limit is required to result in a density of less than 1 10 11 cm ?3 . Adopting the higher temperature curve, a factor 10 is required. In the latter case it is fruitless to postulate that the enhancement factor is much larger since then the observed ratio would not coincide with the curve rendering the diagnostic meaningless anyway. Thus we feel justi ed in settling on an electron density grid that spans from 1 10 11 ? 6 10 12 cm ?3 .
The e ect of varying the elemental abundances
It is widely believed that an ion-neutral fractionation mechanism is present in the solar atmosphere dependent on the rst ionisation potential (FIP) of the element (for recent reviews see Meyer 1985 and Feldman 1992) . Much of the discussion centres around the magnitude of the FIP e ect in di ering solar structures and whether elements of low FIP ( 10eV) are enhanced in the corona or whether elements of high FIP are depleted. Drake, , and in a series of follow up papers, have used EUVE data to try to determine whether a solar like FIP e ect is operational in the atmospheres of other stars. They nd evidence in some cases but not others. Having failed to detect a FIP e ect on Procyon they argue that the balance of evidence there favours a homogeneous corona with no signi cant active regions or coronal holes. They speculate that the absence of a FIP e ect could be due to the emission from the atmosphere of Procyon being analogous to solar supergranulation network emission which they argue is dominant at temperatures below which the element fractionation takes place. In Laming, Drake & Widing (1996) they present evidence that the magnitude of any FIP e ect does not increase with stellar activity and suggest that the mechanism is in fact regulated, e ciently feeding the corona of stars with a solar like composition of material.
As discussed in section 2, in the case of BP Tau, studies have shown (Gullbring et al. 1996 and G omez de Castro & Franqueira 1997) both short and long term UV line ux variations. The latter indicating that there is signi cant rotational modulation, in turn suggesting the presence of active regions and spots on the surface. The former seem to be associated with cool events ( 7-8000K) observed by optical photometry but more likely related to accretion than to aring activity. The results of this work also indicate a higher than solar electron density in the atmosphere of BP Tau. Thus the evidence seems to support a picture where the atmosphere of BP Tau has a high level of activity dominated by active regions and spots but devoid of structures or events (such as impulsive ares or surges (Feldman 1992) ) where photospheric abundances are maintained. For these reasons, we used both solar photospheric and solar coronal abundances in our analysis (see section 5.2 for data sources).
6.3 Atmospheric parameters and temperature structure 6.3.1 Di erential emission measure We adopted the following grid of electron densities; 1.9(-1) U 2.4(-1) 
SiIII] lines. Since these are forbidden lines they are more sensitive to electron density than the others and we hoped to compare their observed uxes with those reconstructed from the DEM. This could give us an independent indication of the likely electron density to support or refute the value implied by the line ratio diagnostic. To determine whether uniform density or uniform pressure models were better at constraining the DEM we also computed the DEM over a grid of constant electron pressures based on the electron densities that gave the best results and the formation temperatures of the various lines. Finally, we examined the e ect of varying the elemental abundances as discussed above.
The code was tested severely by the small number of lines used in the inversion: rstly, because we required at least 6 lines in order to obtain any solution and secondly because there was little choice but to include all lines even though some were probably unreliable (see below). Thus many cases produced unreasonable results that were oversmoothed or non-continuous or negative. Table 3 shows the quality of t ratios (qfr) for the cases where all lines were included or where only the NIII] line was excluded. The other two cases did not produce`reasonable' mathematical solutions to say nothing at this stage as to whether the solutions were physically acceptable. The qfr is de ned as the ratio of the ux reconstructed from the DEM solution to that of the measured ux (Lang et al. 1990) . If the total deviation of all the lines from the model was larger than about a factor 3, these solutions were also excluded.
It is immediately obvious that the solar coronal abundances produce better results. In addition, for the three cases that produced solutions, the NIII] and SiIII] qfr's are closest to unity at electron densities between 5 10 11 cm ?3 , and 1 10 12 cm ?3 with a preference for 7:5 10 11 cm ?3 . Note that in one single case (A) the SiIII] line is reproduced best at 5 10 12 cm ?3 . However, the SiIII] line shows a less obvious trend with density than the NIII] line and so we discount this`extreme' result. These values tend to support that indicated by the line ratio diagnostic.
We then adopted the electron densities mentioned and computed the DEM over a grid of uniform electron pressures spanning a temperature interval extending from the lowest to the highest formation temperature of each spectral line used in the analysis viz. 1 10 16 cm ?3 K; 2:5 10 16 cm ?3 K; 5 10 16 cm ?3 K; 7:5 10 16 cm ?3 K; 1 10 17 cm ?3 K. The results of this analysis are shown in table 4 for the same cases as before. It is clear that the coronal abundances again give better results. The qfr's for SiIII] and NIII] are generally worse in the uniform pressure case but the SiIII] line shows excellent agreement when the NIII] line is excluded -as close as we can possibly get to a density insensitive DEM solution with these lines. Also we found that the total deviation of all the lines from the model was better in the uniform pressure case and Figure 4 . The emission measure di erential in temperature derived for BP Tau using a uniform electron pressure of 1 10 17 cm ?3 K and solar coronal abundances from Feldman et al.(1992) . Emission measures are overplotted divided by the di erence in temperature between the limits used in the integration of (see text). The three highest outliers are the two components of the blended line (SiIII, OI) and the density sensitive NIII] line i.e. they are the least reliable lines. that less smoothing was required to obtain the solution. In this connection, we found little di erence between the DEM solutions for pressures 5 10 16 ? 1 10 17 cm ?3 K. We conclude that the uniform pressure models with solar coronal abundances t the data better. The behaviour of the curve is shown in Fig. 4 for a pressure of 1 10 17 cm ?3 K. The value of AV adopted in computing the interstellar extinction has an in uence on the results. We derived the nal DEM at 1 10 17 cm ?3 K using corrected uxes adopting the values 0.2 and 1.4 respectively. These are extreme values which take account of errors in the published estimates (see section 3) and can lead to factor 30 changes in the corrected uxes. Although the uxes are not all altered systematically in the same way the detailed shape of the curve remains the same, displaced only to higher or lower values. In fact, as mentioned in the introduction, the UV continuum in TTS is generally well tted by the sum of the black body emission at the star's e ective temperature and an optically thin hydrogenic free-free plus free-bound emission at a much higher temperature. In the process of making this type of t it is also possible to test the best value of AV for a particular star. We chose the value 0.5 since this produced the best t to the UV continuum of BP Tau.
Emission measure
For comparison between methods we used the same atomic data, extinction correction, abundances etc. as were used for the DEM of Fig. 4 and calculated the EM using the de nition of equation 4. The results appear in table 5 and are overplotted on Fig. 4 . Note that on the graph they have been divided by a value corresponding to the di erence in temperature between the limits used in the integration of (equation 5). This is to account for the di erences between the EM and the DEM expected from the approximations used in their derivation. The OI/SiIII blend was split according to the proportions obtained from the nal DEM solution. These were 28% for OI and 72% for SiIII.
6.3.3 Consistency of uxes Table 5 shows the qfr's for the DEM solution of Fig. 4 . As expected, the blended line and the density sensitive NIII] line produce the worst match. In both cases the electron collisional data is of relatively lower quality. In the case of OI there is still the question of enhancement due to photoexcitation. Assigning all of the ux of the line to OI would translate to a photoexcited enhancement factor of 3.6 which would increase the OI emission measure by 0.55 in the log. The emission measure of this line already lies well above the other points so this does not seem justi ed. Conversely, to bring the SiIII 1303.5 A line into agreement with the SiIII 1892 A line would require it to have only 5 10 ?6 of the ux of the OI line which is below the sensitivity of the instrument. Of course, other e ects could be important. The line could be photoexcited to a higher degree but damped by opacity e ects, charge exchange recombination may play a dominant role and there may well be additional blending since the pro le t includes ux over 12 A . The line formation of OI in T Tauri stars requires a complete analysis, including an improvement in the fundamental atomic data, which is beyond the scope of this present work. In the case of NIII], it would be useful to examine the role of the B-like metastable in the ionisation balance. We intend to do this in our follow up paper. Both lines would ordinarily be rejected from the DEM analysis due to these uncertainties. However, as previously shown, these data limited the possibility of removing lines.
The other ve lines produce signi cantly better results. The SiII and SiIV lines are both below a factor 2.5 while the CIV and NV lines are reproduced satisfactorily; the former almost matching and doing so if the error on the emission measure is around 30%, the latter matching the observed ux within the error bars. The SiIII] line reconstructed ux is much less than the observed ux but matches when the NIII] line is removed (see table 4) suggesting that the atomic data is not at fault. The fact that the SiII line reconstructed ux is greater than observed might indicate opacity e ects. This has been ruled out in the solar case by the thorough analysis of Lanzafame (1994) but may be relevant at the higher densities implied here. The SiIV observed ux is also less than the reconstructed one. Since it is Nalike this could be indicative of plasma dynamics. However, the electron collisional data for SiIV are also of the quality of NIII] and this along with the uncertainty of the DEM solution seems a more likely explanation.
6.3.4 Volume of emitting regions Volumes of the emitting regions have been calculated assuming a constant electron density of 7.5 10 11 cm ?3 and the emission measures computed through equation 4. The emission measure calculated in this way is the volume emission measure and assumes nothing about the geometry of the emitting source or the accuracy of the stellar radius (see . The results appear in table 5.
Discussion
The most obvious di erence between the two methods is that if the DEM curve is secure, the EM approximation is not able to recover the detailed shape of the temperature distribution of material. Since the match between the EM values and the initial DEM estimates used in obtaining an initial smooth representation is quite good it is likely that the substantial peak around log Te 4:9. is a result of the inclusion of the less reliable`outliers' in the integral inversion. If it were removed completely, it might indicate that the DEM was well tted by a power-law distribution. However, since the solar DEM decreases until around log Te 5:0 (see e.g. Raymond & Doyle 1981) one would expect an increase in the ratio of stellar to solar material due to the shape of the DEM solution if there is any increase of material. This does seem to be re ected in the ux ratio plot presented in Fig. 2 although it perhaps indicates a shallower increase than would be expected from the DEM solution for BP Tau. In this connection, since the observed uxes are not all reconstructed well by the DEM and since some are underestimates of up to two orders of magnitude, it would seem that con dence in the DEM solution requires further con rmation. We will address this issue with HST-GHRS archive data in paper 2.
The DEM solution also shows a rapid fall o of material at lower temperatures and an apparent lack of it around log Te = 4.5. This might be explained by greater radiative power loss at this temperature in a higher than solar density atmosphere. The peak of emission for the dominant radiators might be expected to shift to lower temperatures due to the sensitivity of the ionisation balance to reduced dielectronic recombination at high density.
We note that the precision of the ionisation balance could be improved still further by adopting a metastable resolved treatment (Summers & Hooper 1983 ) and this has already been mentioned in connection with NIII. Work is in progress in this direction and we anticipate investigating this issue in paper 2.
In summary, in the course of this analysis we have uncovered a number of issues that deserve further investigation. For example, the accuracy of the EM approximation and DEM analysis when compared to one another, the possibility of abundance variations and the question of the accuracy of the observational and/or atomic data, so it seems premature to comment directly on individual models of the observational characteristics of BP Tau. Thus we reserve further comment until we have concluded our follow up work.
CONCLUSIONS
We have applied improved atomic physics and modelling to IUE UV spectra of the classical T Tauri star BP Tau. The atomic data and modelling is based on collisional-radiative theory as implemented in the Atomic Data and Analysis Structure (ADAS, Summers 1994) . We have utilised a number of codes from the ADAS suite including the di erential emission measure code discussed in this work. The improved atomic modelling includes: an upgrade of the radiative transition probabilities and electron collisional excitation data to the best available in the general literature for the ions emitting the observed spectral lines, and application of density dependent ionisation and recombination data to the ionisation balance. The latter improvement has not previously been applied to this class of star. As a result we have calculated an improved emission measure distribution and compared this to the corresponding distribution computed by the di erential emission measure technique. The latter has also been applied to UV spectra emitted by plasma characteristic of the transition region of BP Tau -and to our knowledge any T Tauri star -for the rst time. In doing so we have pointed out some shortcomings in previous emission measure analysis applied to T Tauri stars. We have also tried to constrain the estimated electron density of the atmosphere of BP Tau using the di erential emission measure code and a SiIII line ratio diagnostic.
Our DEM solution appears most robust for an electron density around 5 ?7:5 10 11 cm ?3 which is not inconsistent with the line ratio diagnostic and supports the conclusion from section 3.1, based on the stellar to solar ux ratios, that emission from BP Tau is more consistent with that of a solar active region than a`quiet' region or a solar are. We nd also that a model of uniform electron pressure seems to recover a more consistent DEM. In addition, we examined the issue of abundance variations and found that a solar coronal-like abundance enhancement of low rst ionisation potential elements was more consistent with the data than solar photospheric ones. We hope to reexamine this tentative nding in a future work.
