In this paper, dynamical systems theory and bifurcation theory are applied to investigate the rich dynamical behaviours observed in three simple disease models. The 2-and 3-dimensional models we investigate have arisen in previous investigations of epidemiology, in-host disease, and autoimmunity. These closely related models display interesting dynamical behaviors including bistability, recurrence, and regular oscillations, each of which has possible clinical or public health implications. In this contribution we elucidate the key role of backward bifurcation in the parameter regimes leading to the behaviors of interest. We demonstrate that backward bifurcation facilitates the appearance of Hopf bifurcations, and the varied dynamical behaviors are then determined by the properties of the Hopf bifurcation(s), including their location and direction. A Maple program developed earlier is implemented to determine the stability of limit cycles bifurcating from the Hopf bifurcation. Numerical simulations are presented to illustrate phenomena of interest such as bistability, recurrence and oscillation. We also discuss the physical motivations for the models and the clinical implications of the resulting dynamics.
Introduction
In the mathematical modelling of epidemic diseases, the fate of the disease can be predicted through the uninfected and infected equilibria and their stability. The basic reproduction number, R 0 , represents the average number of new infectives introduced into an otherwise diseasefree system by a single infective, and is usually chosen as the bifurcation parameter. If the model involves a forward bifurcation, the uninfected equilibrium is in general globally asymptotically stable [28] , characterized by R 0 < 1, and infection fails to invade in this parameter regime. The threshold R 0 = 1 defines a bifurcation (or critical) point, and when R 0 > 1, a stable infected equilibrium emerges. This simple exchange of stability implies that complex dynamics will not typically occur in forward bifurcation.
In contrast, backward bifurcation describes a scenario in which a turning point of the infected equilibrium exists in a region where all state variables are positive, and R 0 < 1. This induces multiple infected equilibria, disrupting the global stability of the uninfected equilibrium. Multiple stable states (e.g., bistability) may likewise appear in [15, 4, 2] , and Yu et al.
(submitted for publication). Instead of converging globally to the uninfected equilibrium when R 0 < 1, the solution may approach an infected equilibrium, depending on initial conditions.
In practice, the phenomenon of backward bifurcation gives rise to new challenges in disease control, since reducing R 0 such that R 0 < 1 is not sufficient to eliminate the disease [22, 5] . Instead, R 0 needs to be reduced past the critical value given by the turning point [22] , since the result in Yu et al. (submitted for publication) shows that the uninfected equilibrium in backward bifurcation is globally stable if R 0 is smaller than the turning point. Furthermore, an infective outbreak or catastrophe may occur if R 0 increases and crosses unity, while the upper branch of the infected equilibrium remains stable [15, 21, 47, 48] . In addition, oscillation or even recurrent phenomena may occur if uninfected and infected equilibria coexist in a parameter range, and both are unstable [47, 48] . [22] predicted oscillations arising from backward bifurcation, and [5] pointed out that the unstable infected equilibrium "commonly arises from Hopf bifurcation", but did not demonstrate oscillations.
Several mechanisms leading to backward bifurcation have been proposed, such as partially effective vaccination programs [5, 2] , educational influence on infectives' behavior [22] , the interaction among multi-group models [9, 10, 25] and multiple stages of infection [40] . In this study, we will investigate the emergence of backward bifurcation in three simple disease models which have arisen in the study of epidemiology, in-host disease and autoimmunity. In each case, we find that backward bifurcation facilitates the emergence of Hopf bifurcation(s), and Hopf bifurcation in turn underlies a range of complex and clinically relevant dynamical behaviors.
A central theme in our investigation is the role of the incidence rate in the epidemiological and in-host disease models. The incidence rate describes the speed at which an infection spreads; it denotes the rate at which susceptibles become infectives. Under the assumptions of mass action, incidence is written as the product of the infection force and the number of susceptibles. For example, if S and I denote the susceptible and infective population size respectively, a bilinear incidence rate, f (S, I) = β SI (where β is a positive constant), is linear in each of the state variables: S and I.
The possibility of saturation effects [8, 7] has motivated the modification of the incidence rate from bilinear to nonlinear. Saturation occurs when the number of susceptible contacts per infective drops off as the proportion of infectives increases. A nonlinear incidence rate, therefore, typically increases sublinearly with respect to the growth of the infective population, and may finally reach an upper bound. The development of nonlinear incidence was first investigated in the form β I p S q , where β , p, and q are positive constants [32, 31, 23, 24, 13, 29] . Other forms of nonlinear incidence have also been analysed, such as kI p S/(1 + αI l ) [32] , and kS ln(1 + vP/k) [6] .
Since the nonlinear incidence functions described above were often developed to incorporate saturation effects, these functions are typically concave at realistic parameter values. [28] used this feature to derive general results for disease models with concave incidence. They proved that standard epidemiological models with concave incidence functions will have globally asymptotically stable uninfected and infected equilibria for R 0 < 1 and R 0 > 1, respectively. More specifically, denoting the incidence rate function as f (S, I, N), where N is the population size, the classical SIRS model considered in [28] takes the form dS dt = µN − f (S, I, N) − µS + αR, dI dt = f (S, I, N) − (δ + µ)I, dR dt
where µ, δ , and α represent the birth/death rate, the recovery rate and the loss of immunity rate, respectively. When α = 0, system (1) becomes an SIR model. Assuming that the total population size is constant, that is, N = S + I + R, the above system can be reduced to a 2-dimensional model:
Moreover, it is assumed in [28] that the function f (S, I, N), denoting the incidence rate, satisfies the following three conditions:
The first two conditions (3a) and (3b) are necessary to ensure that the model is biologically meaningful. The third condition (3c) implies that the incidence rate f (S, I, N), is concave with respect to the number of infectives. It is also assumed that
evaluated at the uninfected equilibrium is proportional to the basic reproduction number R 0 [42] , and thus should be a positive finite number [28] . Korobeinikov and Maini first consideredİ = 0, or f (S, I, N) − (δ + µ)I = 0, and showed that forward bifurcation occurs in model (2) with a concave incidence function. They further proved that the uninfected equilibrium Q 0 = (S 0 , I 0 ) = (N, 0) and the infected equilibriumQ = (S,Ī) are globally asymptotically stable,
In the sections to follow, for an incidence rate function f (S, I), satisfying (3a) and (3b), we define f (S, I) as concave, if it satisfies (3c); as convex, if
> 0, ∀ I > 0; and as convexconcave, if there exist 0 < I 1 < I 2 ≤ +∞, such that
, and
Several models closely related to (2) have been previously studied. For example, by adding a saturating treatment term to model (2) with a concave incidence rate, [49] showed that this model may yield backward bifurcation and Hopf bifurcation. With an even more sophisticated nonlinear incidence rate function: kI p S/(1 + αI l ), where p = l = 2, [38] proved that a reduced 2-dimensional SIRS model could exhibit backward bifurcation, Hopf bifurcation, and even Bogdanov-Takens bifurcation and homoclinic bifurcation. Although the choice of p = l = 2 was not motivated by a specific physical process, this important result demonstrates that a nonlinear incidence rate can induce backward bifurcation, and further generate complex dynamics in a simple disease model.
One of the focal points of our study will be a convex incidence function which arose in a 4-dimensional HIV antioxidant therapy model [43] . In this model, the infectivity of infected cells was proposed to be an increasing function of the density of reactive oxygen species, which themselves increase as the infection progresses. In [43] , meaningful parameter values were carefully chosen by data fitting to both experimental and clinical results. In this parameter regime, the model was observed to capture the phenomenon of viral blips, that is, long periods of undetectable viral load punctuated by brief episodes of high viral load. Viral blips have been observed clinically in HIV patients under highly active antiretroviral therapy [11, 14, 35, 34] , and have received much attention in the research literature, both by experimentalists [17, 18, 20] and mathematicians [16, 27, 12, 37, 36] . Nonetheless, the mechanisms underlying this phenomenon are still not thoroughly understood [20, 36] .
We recently re-examined the model developed in [43] , with the aim of providing new insight into the mechanism of HIV viral blips [47, 48] . Focusing on the dynamics of the slow manifold of this model, we reduced the dimension of the 4-dimensional model by using quasisteady state assumptions. After a further generalization and parameter rescaling process, a 2-dimensional in-host HIV model [47, 48] was obtained, given by dX
where X and Y denote the concentrations of the uninfected and infected cells respectively. The constant influx rate and the death rate of Y have been scaled to 1. The death rate of X is D. The 2-dimensional infection model above (4), reduced from the 4-dimensional HIV model [43] , preserves the viral blips observed in the HIV model.
Importantly, system (4) is equivalent to the SIR model (2), except that the incidence function is convex, as we will show in section 4.2. This equivalence can be demonstrated if we set S = e 1 x, I = e 2 y, and t = e 3 τ with e 1 = e 2 = µN δ +µ and e 3 = 1 δ +µ . In this case, system (2) is rescaled to dx dτ
which takes the same form as system (4) . Therefore, although system (2) arises in epidemiology and system (4) was derived as an in-host model, they are mathematically equivalent in this sense. We will refer to both systems (2) and (4) as infection models.
In previous work [47, 48] , we analyze the recurrent behavior which emerges in system (4) in some detail. Recurrence is a particular form of oscillatory behavior characterized by long periods of time close to the uninfected equilibrium, punctuated by brief episodes of high infection [45] . Thus HIV viral blips are an example of recurrent behavior, but recurrence is a more general feature of many diseases [45, 48] . We have demonstrated that the increasing and saturating infectivity function of system (4) is critical to the emergence of recurrent behaviour. This form of an infectivity function corresponds to a convex incidence rate function in the associated 2-dimensional infection model (4) , and can likewise induce recurrence in this model. Convex incidence has been previously suggested to model 'cooperation effects' in epidemiology [28] , or cooperative phenomena in reactions between enzyme and substrate, as proposed by [33] .
The rest of this paper is organized as follows. In Section 2, we study two 2-dimensional infection models, both closely related to system (2) . We show that system (2) with either (a) a concave incidence rate and saturating treatment term or (b) a convex incidence rate as shown in system (4), can exhibit backward bifurcation; we then identify the necessary terms in the system equations which cause this phenomenon. In Section 3, we demonstrate that in both models, backward bifurcation increases the likelihood of a Hopf bifurcation on the upper branch of the infected equilibrium. Studying system (4) in greater detail, we illustrate how the location of the Hopf bifurcations and their directions (supercritical or subcritical), determine the possible dynamical behaviors, concluding that backward bifurcation facilitates Hopf bifurcation(s), which then underly the rich behaviours observed in these models. In Section 4, we explore backward bifurcation further, presenting an autoimmune disease model which exhibits negative backward bifurcation, that is, a bifurcation for which the turning point when R 0 < 1 is located in a region where one or more state variables is negative. Although this bifurcation introduces two branches of the infected equilibrium, we demonstrate that, in the biologically feasible area, only forward bifurcation exists in this model. We then present a modification to this autoimmune model, motivated by the recent discovery of a new cell type, which generates a negative backward bifurcation and Hopf bifurcation, and allows recurrent behavior to emerge. A conclusion is drawn in Section 5.
Backward bifurcation
In this section, we study backward bifurcation in two 2-dimensional infection models. In particular, we explore the essential terms and parameter relations which are needed to generate backward bifurcation. Furthermore, we examine the convex incidence rate, and reveal its underlying role in determining the emergence of backward bifurcation.
Backward bifurcation in the infection model with concave incidence
First, we consider the SIR model with concave incidence, described by the following equations [49] :
where S, I and R denote the number of susceptible, infective, and recovered individuals, respectively; Λ is the constant recruitment rate of susceptibles; d, γ, and ε represent the rates of natural death, recovery, and the disease-induced mortality, respectively. Note that the function β SI 1+kI is an incidence rate of the form kI l S 1+αI h [32] , when l = h = 1. Here, β is the infection rate, and k measures the inhibition effect. Since the variable R is not involved in the first two equations, system (5) can be reduced to a 2-dimensional model as
In [49] , an additional assumption regarding limited medical treatment resources is introduced to the above model, leading to a model with a saturating treatment term, given by
where the real, positive parameter α represents the maximal medical resources per unit time, and the real, positive parameter ω is the half-saturation constant. For simplicity, let the functions on the right-hand side of the equations in (7) be f 1 and f 2 , respectively. Then, the equilibrium solutions of system (7) are obtained by solving the following algebraic equations: f 1 (S, I) = 0 and f 2 (S, I) = 0, from which the disease-free equilibrium can be easily obtained asĒ 0 = (Λ/d, 0). For the infected equilibriumĒ = (S,Ī),S is solved from f 1 = 0 as
. Then, substituting S =S(I) into f 2 = 0 yields a quadratic equation of the form
which in turn gives two roots: (7) . Since all parameters take positive values, we have A > 0. To get the two positive roots essential for backward bifurcation, it is required that B < 0 and C > 0. Noticing that β , Λ, ω > 0, we can see that the infection force, β , the constant influx of the susceptibles, Λ, and the effect of medical treatment αI ω+I are indispensible terms for backward bifurcation. The number of positive infected equilibrium solutions changes from two to one when the value of C passes from negative to positive, which gives a critical point at C = 0, that is,
On the other hand, we may infer the emergence of backward bifurcation without solving the equilibrium conditions. If we do not consider the medical treatment term αI ω+I and remove it from system (7) , that leads to system (6), which is a typical example of an SIR model studied by (2) . By setting the incidence function as
Figure 1: Graphs of the incidence function f 3 in system (5), (6) and function f 4 in system (7) with respect to I, for whichS = 50 has been used. The parameter values are chosen as β = 0.01,
02, according to [49] . The solid lines denote f 3 in (a) and f 4 in (b), while the dashed ray lines in both graphs represent g 1 (I) = (d + γ + ε)I. 
and
= −2β kS(1 + kI) −3 < 0 for all S, I > 0. Therefore, the incidence function f 3 (S, I), satisfies the conditions given in (3). In particular, the function is concave, and can only have one intersection point with the line (d + γ + ε)I in the I-S plane, as shown in Figure 1 (a). Thus, the uniqueness of the positive infected equilibrium implies that backward bifurcation cannot occur in this case. Moreover, according to the result in [28] , the uninfected and infected equilibria are globally asymptotically stable for R 0 = β Λ d(d+γ+ε) < 1 and R 0 > 1, respectively. No complex dynamical behavior happens in system (6).
In contrast, when we introduce the loss of the infectives due to medical treatment, the dynamics of system (7) differ greatly from system (6). In particular, backward bifurcation emerges and complex dynamical behaviors may occur. To clarify this effect, we denote the function induced byİ = 0 from (7) as f 4 (S, I) =
. Thus, f 4 (S, I) actually has a convex-concave 'S' shape, and may have two positive intersection points with the ray line, g 1 (I) = (d +γ +ε)I, in the first quadrant; see Figure 1 (b). These intersections contribute the two positive equilibrium solutions that are a necessary feature of backward bifurcation.
In summary we may conclude that the necessary terms which should be contained in system (7) in order to have backward bifurcation are the constant influx Λ, the infection force β , and the saturating medical treatment αI ω+I .
Backward bifurcation in the infection model with convex incidence
Now we consider the 2-dimensional infection model (4) which exhibits viral blips, studied in [47, 48] . The motivation for this model was a series of clinical discoveries indicating that viral infection can increase the density of a harmful chemical substance [19, 30, 39, 26] , thereby amplifying an associated biochemical reaction [41] , and thus accelerating the infection rate [19] . This cooperative phenomenon in viral infection is expressed by an increasing, saturating infectivity function: (B + To analyze the occurrence of possible backward bifurcation, we first examine the two equilibrium solutions from the following equations:
where all parameters A, B, C and D are positive constants. It is easy to find the uninfected equi- 
In order to have two real, positive roots, two conditions must be satisfied, that is,
which is a necessary condition for backward bifurcation. Moreover, the positive influx constant, having been scaled to 1, is a necessary term for the positive equilibrium of Y . Therefore, the positive influx rate term and the increasing and saturating infectivity function are necessary for backward bifurcation.
In the rest of the subsection, we further examine the incidence function,
without solving the equilibrium solutions. The incidence function f 7 obviously satisfies the condition (3a), as well as the condition (3b) since
However, the second partial derivative of f 7 (X, Y ) with respect to Y , only one equilibrium solution would exist if we only consider the second equation in (9), as shown Figure 2 (a). However, when considering both conditions given in (9) for equilibrium solutions, we will have two intersection points between f 7 and g 2 . According to the first equation in (9) , that is f 5 (X, Y ) = 0, we can use Y to express X in the equilibrium state as
, could alter at the inflection point from positive to negative as Y increases. Therefore, with appropriate parameter values, f 7 (Y ) can have a convex-concave 'S' shape, yielding two intersection points with the ray line, g 2 (y), in the first quadrant of the X-Y plane, as shown in Figure 2 (b) . The above discussion, as illustrated in Figure 2 , implies that system (4) can have two positive equilibrium solutions when R 0 < 1, and thus backward bifurcation may occur.
Remark 1 Summarizing the discussions and results given in this section indicates that a disease model with a convex-concave incidence function may lead to backward bifurcation, which in turn implies: (a) the system has at least two equilibrium solutions, and the two equilibrium solutions intersect at a transcritical bifurcation point; and (b) at least one of the equilibrium solutions is determined by a nonlinear equation.
Hopf bifurcation
In the previous section, we studied backward bifurcation and established the necessary conditions for the occurrence of backward bifurcation in two models. In this section, we turn to Hopf bifurcation, since it typically underlies the change of stability in the upper branch of the infected equilibrium, the key condition in determining whether a model can exhibit oscillation or even recurrence. Again, we will present detailed studies for the two models.
Hopf bifurcation in the infection model with concave incidence
In this subsection, we study two cases of an infection model with concave incidence: system (6) and (7) . First, we discuss the equilibrium solutions and their stability by using the Jacobian matrix, denoted by J, and examining the corresponding characteristic polynomial,
Bifurcation analysis is conducted by choosing Λ as the bifurcation parameter.
First, we consider the case without saturating medical treatment, system (6) . This system satisfies the three conditions in (3), and consequently, its uninfected equilibriumĒ 0 = (
(dk+β )(d+γ+ε) ) emerges and is globally asymptotically stable if R 0 > 1. Therefore, for this case the system has only one transcritical bifurcation point at R 0 = 1 and no complex dynamics can occur.
Next, with the saturating treatment term, system (7) violates the conditions established for model (3) , but leads to the possibility of complex dynamical behaviors. In fact, evaluating the Jacobian matrix J 1 = J| (7) (Ē 0 ) at the uninfected equilibrium,Ē 0 = ( [49] . We will show that complex dynamical behaviors can emerge in system (7) from the infected equilibriumĒ 1 = (S,Ī), whereĪ is determined from the equation F (I) = 0 in (8). In the Λ-I plane, the bifurcation diagram as shown in Figure 3 
where Λ T is obtained from F (I T ) = 0, see (8) . Thus, when I T > 0 (< 0), the turning point of the quadratic curve appears above (below) the I-axis, meaning that backward bifurcation occurs for I > 0 (< 0). Evaluating the Jacobian matrix at the infected equilibriumĒ 1 , and further denoting it as J 2 = J| (7) (Ē 1 ), we obtain the characteristic polynomial in the form of (13), with Tr(
, where a 11 = a 1a − a 1b and a 21 = a 2a − a 2b , with a 1b = β Λ(ω + I) 2 and a 2b = da 1b , and a 1a and a 2a only contain positive terms (their expressions are omitted here for brevity). Therefore, we can rewrite Det(J 2 ) =
Determining whether a Hopf bifurcation can occur fromĒ is equivalent to finding whether Det(J 2 ) remains positive when Tr(J 2 ) = 0. Ignoring the positive factors in the following subtraction yields
where (I) is negative. Therefore, the necessary condition for system (7) to have a Hopf bifurcation from the infected equilibriumĒ 1 is that h 1 (I) is negative.
In the remaining part of this subsection, we demonstrate various dynamics which may happen in system (7) with different parameter values of k, as shown in Table 1 . Taking other parameter values as α = 6, ω = 7, ε = 0.02, γ = 0.01, β = 0.01, and d = 0.1, and solving the two equations Tr(J 2 ) = 0 and F (I) = 0 in (8) gives the Hopf bifurcation point candidates, (Λ H , I H ), for which h 1 (I H ) < 0. Since the formula for the transcritical bifurcation point Λ S has no relation with k, (Λ S , I S ) = (9.87, 0) is a fixed value pair in Table 1 . Bifurcation diagrams and associated numerical simulations are shown in Figure 3 corresponding to the five cases given in Table 1 . The blue lines and red curves represent the uninfected equilibriumĒ 0 and infected equilibriumĒ 1 , respectively. The stable and unstable equilibrium solutions are shown by solid and dashed lines/curves, respectively. Backward bifurcation occurs in Cases 1, 2, and 3 (see Table 1 ), which are illustrated by the corresponding bifurcation diagrams in Figures 3(1) , (2) , and (3), respectively. For Cases 1 and 2, only one Hopf bifurcation occurs on the upper branch of the infected equilibriumĒ 1 , and this bifurcation point exists at the critical point Λ H < Λ S for Case 1 and Λ H > Λ S , for Case 2. For Case 1 with Λ = 9.78, the simulated time history converges toĒ 0 with initial condition IC= [93.6, 0.44], shown in Figure 3(1a) , but converges toĒ 1 with initial condition IC= [46.8, 10] , shown in Figure 3(1b) . This clearly indicates the bistable behavior when Λ H < Λ S , and an overlapping stable region for bothĒ 0 andĒ 1 exists (see Figure 3(1) ). The recurrent behavior for Case 2 is simulated at Λ = 9.87 with IC= [50, 5], shown in Figure 3(2a) . For Case 2, Λ H > Λ S , and an overlapping unstable parameter region for bothĒ 0 andĒ 1 occurs between Λ S and Λ H (see Figure 3(2) ). For Case 3, two Hopf bifurcations occur on the left side of Λ S , and a stable part in the upper branch ofĒ 1 exists when Λ passes through the critical value Λ = Λ S . In this case, although backward bifurcation still exists and the turning point is also located above the Λ-axis, giving two branches of biologically feasibleĒ 1 , only regular oscillating behavior is observed. The simulated time history is conducted at Λ = 10, with initial condition IC= [50, 2], shown in Figure 3(3a) . For Case 4, only forward bifurcation occurs in the biologically feasible region, and the turning point for backward bifurcation moves down to the fourth quadrant, that is, negative backward bifurcation occurs in this case. The whole upper branch ofĒ 1 in the first quadrant is stable, therefore, no oscillations (or recurrence) can happen. Finally, further increases to the value of k change the shape of the red curves, as shown in Figure 3 (7) for different values of k, with α = 6, ω = 7, ε = 0.02, γ = 0.01, β = 0.01, d = 0.1, and a fixed transcritical bifurcation point (Λ S , I S ) = (9.87, 0). No backward bifurcation a Hopf bifurcation point exists on the lower branch of the equilibrium solution, which is biologically unfeasible since it is entirely below the horizontal axis. In conclusion, interesting dynamical behaviors can emerge in system (7) if backward bifurcation occurs.
Hopf bifurcation in the infection model with convex incidence
In this subsection, we return to system (4) , that is, the 2-dimensional HIV model with convex incidence derived in [47, 48] , and analyze the various dynamical phenomena which system (4) could possibly exhibit. To achieve this, we set B as the bifurcation parameter, and A as a control parameter; the bifurcation analysis will be carried out for various values of A. Also, simulated time histories are provided to illustrate the dynamical behavior predicted in the analysis.
We first consider the uninfected equilibriumĒ 0 = ( 
where 'T ' in the subscript stands for turning bifurcation. We perform a further bifurcation Table 1 , demonstrating various dynamical behaviors.
analysis on its corresponding characteristic polynomial (13) , which takes the form
, where
Therefore, the sign of the subtraction between the trace and determinant is determined by
Here the equilibrium solution of Y and other parameters satisfy the quadratic equation (10) , which leads to an explicit expression, given byB = −
Hopf bifurcation may occur when the trace is zero, while the determinant is still positive. This implies h 2 (Y ) < 0, which is possible with appropriately chosen parameter values. Hence, by solving a 1a = 0 in (14) together with the quadratic equation (10) The various dynamical behaviors which may appear in system (4) have been classified in Table 2 (4) has a pair of real eigenvalues with opposite signs at (B h1 , Y h1 ) or (B h2 , Y h2 ), which is denoted by the superscript ' * ' (which is actually a saddle point) in Table 2 , while the Hopf bifurcation point is denoted by the superscript 'H' in Table 2 .
Next, we further examine the direction of the Hopf bifurcation, that is, check whether it is a supercritical or subcritical Hopf bifurcation. Since the Jacobian matrix of the system evaluated at the Hopf bifurcation point has a pair of purely imaginary eigenvalues, the linearized system (4) does not determine the nonlinear behavior of the system. Therefore, we take advantage of normal form theory to study the existence of the limit cycles bifurcating from the Hopf bifurcation point as well as their stability. As mentioned earlier, Hopf bifurcation can only occur from the upper branch of the infected equilibriumĒ 1 , therefore we first transform the fixed pointĒ 1 to the origin by a shifting transformation, and, in addition, make the parameter transformation B = B H + µ; the Hopf bifurcation point is thus defined as µ = µ H = 0. Then the normal form of system (4) near the critical point, µ = µ H = 0, takes the form up to third-order approximation:ṙ where r and θ represent the amplitude and phase of the motion, respectively. The first equation of (15) can be used for bifurcation and stability analysis, while the second equation of (15) can be used to determine the frequency of the bifurcating periodic motions. The positive ω c in the second equation of (15) is the imaginary part of the eigenvalues at the Hopf bifurcation point. The parameters d and c can be easily obtained from a linear analysis, while a and b must be derived using a nonlinear analysis, with the Maple program available in, say, [46] .
Hopf bifurcation
Note that the infected equilibriumĒ 1 is represented by the fixed pointr = 0 of system (15) , while the nonzero fixed pointr > 0 (satisfyingr 2 = −dµ a ) is an approximate solution for a limit cycle or periodic orbit. The periodic orbit is asymptotically stable (unstable) if a < 0 (a > 0), and the corresponding Hopf bifurcation is called supercritical (subcritical). According to the Poincare-Andronov Hopf Bifurcation theorem [44] , for µ sufficiently small, there are four possibilities for the existence of periodic orbits and their stability, which are classified in Table 3 , based on the four sets of the parameter values in the normal form (15) . Then we use the results presented in Table 3 with a nonlinear analysis based on normal form theory to classify the Hopf bifurcations appearing in Table 2 , and the results are shown in Table 4 .
To illustrate the analytical results given in Tables 2 and 4 , we provide the bifurcation diagrams in Figures 4 (1)-(8) . These figures depict the uninfected equilibriumĒ 0 and the infected equilibriumĒ 1 in blue and red, respectively. The solid and dashed lines differentiate stable and unstable states of the equilibrium solutions. The bifurcation points on the equilibrium solutions are highlighted by solid black dots. Moreover, 'Transcritical', 'Turning', 'Hopf sub ', and 'Hopf super ', are used to denote Transcritical bifurcation, Turning point, subcritical Hopf bifurcation, and supercritical Hopf bifurcation, respectively. Simulated time histories are used to validate the analytical results, and to show different dynamical behaviors in each case listed in Tables 2 and 4 . Subcritical Hopf bifurcation occurs in Cases 1-3, shown in Figures 4 (1)-(3) . A = 0.8 is used in Figure 4 In general, backward bifurcation, which occurs above the horizontal axis, is much more likely to induce Hopf bifurcation. A Hopf bifurcation can only occur along the upper branch ofĒ 1 , sinceĒ 0 only changes its stability at a transcritical bifurcation point, and any point on the lower branch ofĒ 1 is a saddle node (Yu et al., submitted for publication). Moreover, Hopf bifurcation can lead to a change in the stability of the upper branch of the infected equilibriumĒ 1 . Thus the system further develops bistable, recurrent, or regular oscillating behavior, corresponding to Cases 1−7 in Tables 2 and 4 , and in Figures 4 (1)-(7) . In particular, bistability happens when both equilibriaĒ 0 andĒ 1 share a stable parameter region, see Case 1 in Table 2 and Figure 4 (1).
As for recurrent behavior, we observe that recurrence is more likely to happen if the following two conditions are satisfied for the upper branch ofĒ 1 : (1) the equilibrium remains unstable as the bifurcation parameter increases and crosses the trancritical point, whereĒ 0 and E 1 intersect, such that the two equilibria share an unstable parameter range; and (2) at least one Hopf bifurcation occurs fromĒ 1 . As shown in Cases 2-6 in Table 2 , and the corresponding Figures 4 (2) - (5), the common recurrent parameter region for both subcritical and supercritical Hopf bifurcations starts beside the transcritical point, and is located entirely in the unstable parameter region ofĒ 0 andĒ 1 . The simulated recurrent pattern becomes more pronounced if the value of the bifurcation parameter is close to the transcritical point, but approaches an oscillatory pattern as the parameter diverges from the transcritical point, as shown in Figure 4 (4a) and (4b). In this common recurrent parameter region, recurrence occurs independent of initial conditions; see Figures 4 (3a) and (3b). In addition to the common recurrent region, for subcritical bifurcation, seen in Table 2 for Cases (2) and (3) and Figures 4 (2) and (3), recurrence may also appear on the stable side of the subcritical Hopf bifurcation point with an initial condition close toĒ 1 . Moreover, the subcritical Hopf bifurcation and the transcritical point should be close to each other for a clear recurrent pattern. When this is not the case, the periodic solutions show a more regular oscillating pattern, as compared in Figures 4 (2c) and (3d). Although two Hopf bifurcation points occur in Table 2 for Case 5, see Figure 4 (5), the transcritical point is located inside the unstable range of the upper branch ofĒ 1 , between the two Hopf bifurcation points. A recurrent pattern still characterizes the dynamical behavior in this case. However, if the unstable range ofĒ 1 , between the two Hopf bifurcation points, is located entirely in the unstable range ofĒ 0 , and moves further away from the transcritical point, the recurrent motion gradually becomes a regular oscillation, as shown in Figures 4 (6) and (7).
Summarizing the results and discussions presented in the previous two sections, we have the following observations.
1. Due to the fact thatĒ 0 only changes its stability at the transcritical bifurcation point, and the fact that any point on the lower branch ofĒ 1 is a saddle node, Hopf bifurcation can only occur from the upper branch ofĒ 1 . A Hopf bifurcation may result in convergent, recurrent, bistable, or regular oscillating behaviors.
2. Backward bifurcation gives rise to two branches in the infected equilibriumĒ 1 . Hopf bifurcation is more likely to happen when the turning point of the backward bifurcation is located on the positive part of the equilibrium solution in the bifurcation diagram, as shown in Figures 4 (2) - (6) . This means that we have two biologically feasible infected equilibria, which is essential to observe bistability, as shown in Figure 4 (1).
3. However, if the turning point on the infected equilibriumĒ 1 , or the backward bifurcation moves down to the negative part of a state variable in the bifurcation diagram, that is, negative backward bifurcation occurs, then Hopf bifurcation is very unlikely to happen. Although Figure 4 (7) shows an exceptional case, the parameter range for such a Hopf bifurcation is very narrow.
4. The bifurcation diagram for system (4) with A = 0.03, shown in Figure 4 (8) , is a typical model with negative backward bifurcation. Such negative backward bifurcation may occur in higher-dimensional systems. However, by considering more state variables, which make the system more complicated, Hopf bifurcation can happen in the upper branch of the negative backward bifurcation. We will discuss this possibility in more detail in the next section by examining an autoimmune disease model.
The results obtained in this section suggest the following summary.
Remark 2 If a disease model contains a backward bifurcation on an equilibrium solution, then as the system parameters are varied, there may exist none, one or two Hopf bifurcations from the equilibrium solution, which may be supercritical or subcritical. If further this equilibrium has a transcritical bifurcation point at which it exchanges its stability with another equilibrium, then recurrence can occur between the transcritical and Hopf bifurcation points and near the transcritical point, where both equilibrium solutions are unstable, and bistability happens when Hopf bifurcation makes a shared stable parameter region for both equilibria.
Negative backward bifurcation in an autoimmune disease model
In the previous section, we examined three cases of negative backward bifurcation: Table 1 Case 4 for system (7) and Table 2 Case (7) and (8) for system (4) . The analytical and numerical results showed that solutions typically converge to the infected equilibrium in these cases, and the parameter range for Hopf bifurcation is very limited. As a result, negative backward bifurcation tends to give no interesting behavior. In this section, however, we shall explore an established autoimmune model [1] in which negative backward bifurcation occurs. We demonstrate that after modification, the autoimmune model can also exhibit recurrence.
The autoimmune model [1] takes the form
where mature pAPCs (A) undergo maturation by intaking self-antigen (G), at rate fṽ, and are suppressed by specific regulatory T cells, T Reg cells (R n ), at rate σ 1 ; b 1 represents additional non-specific background suppression. The T Reg cells are activated by mature pAPCs at a rate proportional to the number of auto-reactive effector T cells (E) at rate π 1 , and by other sources at rate β . Active auto-reactive effector T cells (E) come from the activation process initiated by mature pAPCs, at rate λ E , then attack healthy body tissue and release free self-antigen (G) at rate γ, which is ready for mature pAPCs to engulf; the antigen engulfing rate isṽ. The death rates of the populations A, R n , E, and G are denoted by µ A , µ n , µ E , and µ G , respectively.
Following the steps described by Zhang et al. (submitted for publication), system (16), can be reduced via quasi-steady state analysis to a 2-dimensional system:
For simplicity, we set a =
. For the stability and bifurcation analysis, we choose λ E as the bifurcation parameter. System (17) has a disease-free equilibriumĒ 0 = (0, 0), which is stable if a > 0 or
; and unstable if a < 0 or
. Thus a static bifurcation occurs onĒ 0 when a = 0 or
The disease equilibrium is given byĒ 1 = (Ā,R n ), in whichR n = (bĀ+β )Ā µ n , andĀ is given by the roots of the following equation,
Equation (18) has two roots with negative signs if a < 0, with opposite signs if a > 0, and only one zero root if a = 0. This means that a negative backward bifurcation is possible in system (17) with proper parameter values. We further examine the characteristic equation atĒ 1 , which shares the same form as equation (13) However, a recent experimental discovery [3] has revealed a new class of terminally differentiated T Reg cells. As described in detail in Zhang et al., (submitted for publication), introducing this cell population, denoted R d , into the model yields the full system 
Again, here λ E is chosen as the bifurcation parameter for stability and bifurcation analysis. It is easy to show that system (6) still has a disease-free equilibriumĒ 0 as (A, R n , R d ) = (0, 0, 0), and a disease equilibriumĒ 1 as (Ā,R n ,R d ), whereR d = cξR n µ d ,R n = β µ E +π 1 λ EĀ µ E (µ n +ξ )Ā , andĀ is determined from the following quadratic equation:
which gives two negative roots if λ E < λ ES = (b 1 +µ A )(µ G +ṽ)µ E f γṽ
, and two roots with opposite signs when λ E > λ ES . The critical point is determined by λ E = λ ES , which is actually the intersection point ofĒ 0 andĒ 1 . The two equilibrium solutions exchange their stability at λ ES , leading to a transcritical bifurcation at (Ā, λ E ) = (0, λ ES ). Note that the negative backward bifurcation still happens in system 6. Moreover, a Hopf bifurcation occurs from the upper branch ofĒ 1 , giving rise to oscillation and recurrence. For the above parameter values, the Hopf critical point is obtained at (A H , λ EH ) = (5.6739, 1691.6414), while the turning point is at (A T , λ ET ) = (−1.4205, 879.9848), and the transcritical bifurcation point is at (A S , λ ES ) = (0, 900.45). These three bifurcation points and the stability of equilibrium solutions are shown in the bifurcation diagram given in Figure 5(a) , and the simulated recurrent time history is plotted in Figure 5 (b) for λ E = λ EH + 1000.
In summary, when negative backward bifurcation occurs, that is, the turning point is located in the negative state variable space, less complex dynamical behavior will be present. Hopf bifurcation in a biologically feasible area does not happen in the reduced 2-dimensional system (17) , nor in the original system (16) (Zhang et al., submitted for publication). However, if we increase the dimension of the system, Hopf bifurcation and complex dynamical phenomena can emerge, as shown in our results for system (6).
Conclusion
In this paper, we first review previous work on a reduced 2-dimensional infection model with a concave incidence rate [28] . The authors proved that the disease equilibrium will emerge and be globally stable when the basic reproduction number R 0 is greater than 1. This means that no complex dynamical phenomenon can occur in such models. However, by adding an extra saturating treatment term to this simple 2-dimensional infection model, the resulting system (6) considered in [49] can exhibit backward bifurcation, which increases the parameter range for Hopf bifurcation, which in turn leads to recurrent, bistable and regular oscillating behaviors.
Instead of adding an extra term, a 2-dimensional infection model with a convex incidence function can likewise show rich dynamics due to the occurrence of backward bifurcation, giving rise to two types of Hopf bifurcation. Biologically, a convex incidence rate implies that existing infection makes the host more vulnerable to further infection, showing a cooperative effect in disease progression. From the view point of mathematics, the convex incidence function enables backward bifurcation to occur on the positive branch of the disease equilibrium solution, which further generates Hopf bifurcation. The location and direction of Hopf bifurcation(s), determined by parameter values, can further give rise to bistable, recurrent, and regular oscillating behaviors.
Cooperative effects also occur during the progression of autoimmune disease. However, for an autoimmune model with negative backward bifurcation, in which the turning point is located on the negative state variable space, the biologically feasible parameter range in which Hopf bifurcation may occur is limited. By introducing an additional state variable to the autoimmune model, recurrent phenomenon are once again observed.
