Globalization has opened up huge opportunities for the plant and industrial investors. The problem of single plant is now more generalised, namely, multi factory problem. This paper deals with the problem of Distributed Job shop Scheduling in multi-factories. The problem solving process consists of finding an effective way to assign jobs to factories then, to generate a good operation schedule. To make this, an Ant System algorithm is implemented. Several numerical experiments are conducted to evaluate the performance of the Ant System algorithm applied to the Distributed Job shop Scheduling, and the results show the shortcoming of the standard Ant System algorithm compared to developed algorithms in the literature.
INTRODUCTION
The manufacturing industry has undergone an important evolution these recent years due to the trend of globalisation. Owing to this evolution, there have been significant changes in the structure of production plants. Industrial companies are increasingly merging to distributed ones and thus, the structure of their shops changes from simple configurations to distributed ones. This system enables firms to increase their competitiveness and responsiveness in the global markets (Karimi and Davoudpour, 2017) . Distributed workshops are becoming a popular thematic to study in the field of scheduling problems : Distributed Flow shop ( (Naderi and Ruiz, 2010) , (Gao and Chen, 2011) , (Bargaoui et al., 2016) , etc.), Distributed Job shop ( (Jia et al., 2007) , (Naderi and Azab, 2015), etc.) .
In this paper, we focus on the Distributed Job shop Scheduling Problem (DJSP), which can be considered as an extension of the simple Job shop Scheduling Problem (JSP). It can be treated as a set of f factories, which are geographically distributed in different areas. Each factory contains m machines on which certain number of jobs have to be processed. A generic representation can be seen in figure. 1. Distributed Scheduling problems in multi-factory production are much more complicated than classical scheduling problems (Chung et al., 2009 ) since two decisions have to be taken: allocating jobs to suitable factories and sequencing the operations on machines so that yield a feasible schedule aiming to minimize one or more predefined performance criteria.
In this work, we seek to minimize the maximum completion time (makespan, denoted as C max ) of DJSP, which is the maximum makespan among all factories using an Ant System algorithm. (Garey et al., 1976) proved that the JSP is strongly NP-hard. Hence, the DJSP is ordinarily NP-hard and the case of the simple JSP can be obtained when f = 1.
In this paper, we focus our attention on the DJSP in multi-factories assuming that all factories are identical due to the complexity of the problem in such a system. The rest of the paper is organized as follows. Section 2 gives the specifications of the DJSP. Then a short literature review of the limited existing literature on DJSP is provided. Section 3 proposes an effective way to assign jobs to factories and sketches the proposed Ant System algorithm. Section 4 conducts the numerical experiments. Finally, Section 5 concludes the paper and suggests few future research directions.
PROBLEM STATEMENT AND STATE-OF-THE-ART
Scheduling problems have become a popular issue for researchers and industrialists in the last three decades, particularly the JSP since it is one of the most difficult tasks. (Colorni et al., 1994) , (Dell'Amico and Trubian, 1993) , (Adams et al., 1988) and (Davis, 1985) are pioneer researches in the literature that dealt with the JSP. Recently, the JSP has evolved from the simple configuration with one factory to the Distributed one and becomes increasingly, one of the most important issues to raise. The DJSP can be stated as follows: a set J = { j 1 ... j n } of independent jobs, each of which consists of an ordered set of operations. Each operation must be executed on a specific machine from a set M = {i 1 ...i m } of machines geographically distributed on f identical factories. The main objective of the problem is to find an optimal scheduling minimizing a specified criterion which is generally time related such as makespan, maximum tardiness or total tardiness. In our case, we are aiming to minimize the maximum completion time (makespan) among all factories. There are various constraints on both jobs and machines. The DJSP entails the following assumptions:
• All jobs are independent and available for processing at time 0 and all machines are continuously available.
• Once a job is assigned to a factory it cannot be transferred to another factory as the remaining operations must be completed in the same plant.
• All factories are able to process all jobs.
• There are no precedence constraints among the operations of different jobs.
• Each operation needs to be processed during an uninterrupted time of a fixed processing period and a given machine.
• A job can be processed by at most one machine at a time and a machine can process at most one job at a time.
• It is assumed that a job does not visit the same machine twice and neither the release times nor due dates are specified.
• Setup times of machines and transit times between operations are negligible.
The following example will make the idea clear about the representation of the problem. Consider a DJSP with f = 2, n = 6 and m = 2. The processing time matrix is shown in table 1. A feasible Gantt chart of this problem is shown in figure 2 . Makespan in factory 1 is 17 and makespan in factory 2 is 15, leading to the conclusion that the makespan of this DJSP is equal to the maximum makespan between the two factories, which is 17. Researchers are beginning to study the DJSP recently. We can find Jia et al. (Jia et al., 2002) which have studied the DJSP and proposed a Genetic Algorithm (GA) approach in order to facilitate collaboration between geographically distributed plants. In their next paper, to solve the same problem in a multifactory network, authors in (Jia et al., 2003) presented a Modified Genetic Algorithm (MGA) in which twostep encoding method was used to encode the factory candidates and to affect jobs and operations. Later (Jia et al., 2007) , they refined their previous approach and proposed a GA integrated with Gantt Chart (GC) to derive the factory combination and schedule.
Recently, the problem of DJS have been mathematically formulated by Naderi and Azab (Naderi and Azab, 2014) with two different Mixed Integer Linear Programming models (MILP). In addition, three well-known heuristics were first adapted to the problem; these are Shortest Processing Time first (SPT), Longest Processing Time first (LPT) and Longest Remaining Processing Time (LRPT). Then, three Greedy Heuristics have been deployed (GH1, GH2 and GH3). In their next paper (Naderi and Azab, 2015) , authors have differently treated the problem. Different forms of a developed simulated annealing have been designed and implemented and to further improve the algorithm, two additional mechanisms of local search and restart phase were designed. The algorithm has been hybridized as well with a greedy heuristic. 
THE PROPOSED ANT SYSTEM ALGORITHM

Job-factory Assignment
A crucial step in solving the DJS problem is the allocation of jobs to suitable factory. The objective is to partition jobs into factories so as to equilibrate the workload in different factories. In our approach, we use the job-facility assignment rule introduced in (Naderi and Azab, 2014) . As first step, the workload on each machine is separately calculated using the following rule (1), which is defined for each job j on each machine i as follows:
Where R j,i is the set of all machines preceding machine i in the processing of job j and P j,i is the processing time of job j on machine i. The Workload of each operation is calculated and regarding the total workloads, the jobs are ranked in descending order, from highest workload to the lowest ones. Suppose that we have f factories. The n first jobs are assigned to factories {1...n} , respectively. The workload of machines on different factories becomes equal to those of the assigned jobs and the maximum workload in the f factories is determined.
To assign the next job, the maximum workload is calculated if the job is assigned to a factory. All the possibilities should be enumerated and the workload is calculated at each time. Then, the job is assigned to the factory with minimum of the maximum workload. The procedure repeats for subsequent jobs until all jobs are assigned. To better illustrate this concept, it is applied to the previous example with 2 factories, 6 jobs and 2 machines ( Table 1 ). The Workload of each operation is shown in Table 2 . Regarding the total workloads, the jobs are ranked (2, 3, 4, 1, 5, 6). The two first jobs (jobs 2 and 3) are assigned to factories 1 and 2, respectively. The workload of machines 1 and 2 on the first factory becomes 12 and 6, respectively. The workload of machines 1 and 2 on the second factory becomes 11 and 6, respectively. Thus, the maximum workload in factories 1 and 2 are 12 and 11, respectively. To assign the next job (job 4), the maximum workload is calculated. If job 4 is assigned to factory 1, the workloads become 18 and 16 while if it is assigned to factory 2, we have workloads of 17 and 16. The maximum workload of factories 1 and 2 are 18 and 17, respectively. Therefore, job 4 is assigned to factory 2. The procedure repeats for subsequent jobs. This method proved to be efficient to well equilibrate workloads in different factories.
Ant System Applied to the DJSP
Once all jobs are affected to their corresponding factory, they need to be sequenced. To do this, Ant System algorithm is applied. It is important to mention that this is the first time that the Ant System algorithm is applied to DJSP since the thematic areas is recent. As the name suggests, ant algorithms have been inspired by the behavior of real ant colonies, in particular, by their collective foraging behaviour. The first Ant Colony System (ACS) was introduced by Dorigo's Ph.D. (Dorigo, 1992) , which is called Ant System (AS). The basic idea in AS is to imitate the cooperative behavior of real ants to solve optimization problems (Talbi, 2009 ). In the nature, ants are able to find the shortest path between a food source and their nest according to their collective behaviour. During their move, they lay down a chemical trail (pheromone) on the ground, which guides other ants towards best path. In DJSP, the aim is to find the best path giving the minimum makespan among all possible paths. The flowchart for the AS and the EAS algorithms can be defined in Figure 3 . The algorithm below presents the generic ant algorithm. The metaheuristic consists of a parameter initialization step and mainly two algorithmic procedures which are repeated until a stopping criteria is reached, a maximum number of iterations in our case.
Constructing Solutions by Ants
The first procedure consists of a probabilistic construction of solutions by all the ants according to the State Transition Rule (2). The probability for an ant to choose its next node is directed by both the amount of pheromone on the route and heuristic distance from its current location to the next one. 
with • τ i, j quantity on pheromone between the node i and node j
• d i, j heuristic distance between node i and node j . In our case, d i, j is the processing time of the operation.
• p i, j probability to branch from node i to node j
• The parameters α and β tune the relative importance in probability of the amount of pheromone versus the heuristic distance.
Artificial ants can be considered as stochastic greedy procedures that construct a solution in a probabilistic manner by adding solution components to partial ones until a complete solution is derived (Talbi, 2009 ). In the general AS, the set of next operations for an ant in node i to visit is all those not visited. Which is not the case in the DJSP, choosing the next operation should respect the operation precedence constraints. Therefore, for each transition from a node i to node j , the ant has to build its Allowed List containing the operation that can visit.
Updating Pheromone
Once all ants generate a solution, the second procedure is applied which consist of updating the pheromone trail using an updating rule (3).
where:
The pheromone updating rule is applied in two phases:
• An evaporation phase where a fraction of the pheromone evaporates and decreases automatically, so as to diversify the search procedure into larger solution spaces.
• a reinforcement phase where each ant deposits an amount of pheromone which is proportional to the generated solutions
NUMERICAL EXPERIMENTS
Experimental results are conducted over two phases. First, the developed AS algorithm is tested on the classic FT03 (Fisher and Thompson, 1963) with f = 1, leading us to the case of the simple Job shop Problem. This phase shows that our solution is not only relevant for the DJSP but also for the simple case when f = 1, leading to the simple JSP. Then, some experiments were conducted on well-known benchmarks with different level of f proposed by (Fisher and Thompson, 1963) and (Lawrence, 1984) . In the second phase, 80 instances of Taillard benchmark for job shop (Taillard, 1993) are tested with different levels of f ( f = 2, 3, 4, 5), summing up 320 instances and compared with other algorithms in the literature. The results described in the following sections have been obtained on a personal computer with 3.4 GHz Intel Core i7 and 8 GB of RAM memory.
Small Instances
Traditional Scheduling Problem
If there is one factory, the DJSP becomes a traditional JSP. Our proposed algorithm is able to deal with the traditional JSP because each job has the information of selected factory ID, and this ID is always fixed and set to 1. In other words, the total number of factories is 1, that means that all jobs are affected to the same factory and the job-factory assignment procedure is omitted.
We apply here our algorithm on the instance FT03 (3 jobs, 3 machines) proposed by (Fisher and Thompson, 1963) to measure the effectiveness of the proposed algorithm for the traditional JSP (table 3) As seen in figure 4 , makespan obtained by the proposed AS algorithm is 12 units which is the optimal value obtained in the literature. 
Distributed Scheduling Problem
To test the performance of the AS applied to the DJSP on small instances, well-known benchmarks are used with different level of f ( (Fisher and Thompson, 1963) and (Lawrence, 1984) ). Table 4 summarizes the results obtained by our AS applied to small instances. Unfortunately, there is no studies in the literature using (Fisher and Thompson, 1963) and (Lawrence, 1984) for the DJSP. For this purpose, we have been content to cite our obtained results for small instances without comparison with previous researches. As we can see from table 4, AS is performs well when the number of factories increases. 
Large Instances
To test the performance of the AS applied to the DJSP on large instances, we use those of Taillard benchmark for job shops (Taillard, 1993) . This benchmark includes 8 combinations for n and m, and 10 instances for each combination. It sums up to 80 instances. Each instance is solved by different levels of f ( f = 2, 3, 4, 5); thus, there are 320 instances. First, the AS parameters are tuning and the best results are obtained with the parameters initialized as α = 0.2, β = 0.8, ρ = 0.7, the number of iterations is fixed at 2000. Table 5 shows the average RPD obtained for the proposed AS applied to large instances. For each instance, these results are calculated with the maximum makespan among all factories. The performance measure used in this research is Relative Percentage Deviation (RPD). It can be calculated as follows:
where
• Alg is the makespan obtained by any of the algorithm
• Min is the lowest makespan obtained for a given instance.
Results are compared with six available algorithms, GH3 proposed in (Naderi and Azab, 2014) , SA, HAS, GSA in (Naderi and Azab, 2015) and genetic algorithm (GA) in (Jia et al., 2007) . We should mention that the RPD values of the SA, HAS, GSA and GA are calculated by taken the best value given by the algorithms as optimal value. In their paper, (Naderi and Azab, 2015) didn't mention the value of the obtained makespan, that is why we consider the optimal of (Taillard, 1993) . Table 6 shows the results averaged by the combinations of (n, m).
As we can see from table 6, AS provides worst results among the tested algorithms with average RPD of 88, 46. The reason for these poor results may be explained by the fact that there is no local search included to improve ant's solutions or to guide the ants when exploring their space. Figure 5 shows the average RPD of the tested al-gorithms versus the number of jobs. It is interesting to see that the Average RPD for almost all algorithms increases with the number of jobs being increased. Some initial results for small instances were encouraging and have shown the viability of the approach. However, for larger instances AS gives a very poor solution quality compared to state-of-the-art algorithms. This is due to randomized character of the AS algorithm which makes probabilistic decisions in the construction of the solution. In the literature, researchers presented various improvements over AS. A first improvement on the initial form of AS, is the Elitist Strategy for Ant System, introduced in (Dorigo, 1992) and where only the bestso-far solution is used to update the pheromone trails and the idea is to enhance the promising search space.
Other improvements were presented such as rankbased Ant System (AS rank ) (Bullnheimer et al., 1997) , it can be considered as an extension of the elitist strategy. Ants are sorted according to the quality of their solutions and the amount of pheromone that each ant deposits on the trails decreases according to its rank. Meanwhile, the best-so-far ant still deposits pheromone at each iteration.
MAX -MIN Ant System (MMAS) (Stützle, 1998; Stützle and Hoos, 1997; Stützle and Hoos, 2000) is another improvements of AS. MMAS introduces upper and lower bounds to the values of the pheromone trails, as well as a different initialization of their values. All trails are maintained inside an interval bounded [τ min , τ max ] in order to avoid stagnation caused by exploring best solutions.
There are others extensions of AS, for example Ant Colony System (ACS) by Dorigo and Gambardella (Dorigo and Gambardella, 1997a; Dorigo and Gambardella, 1997b; Gambardella and Dorigo, 1996) ,Approximate Non-deterministic Tree Search (ANTS) by Maniezzo (Maniezzo, 1999) and population-based ACO (P-ACO) by Guntsch and Middendorf (Cagnoni et al., 2002) It will be interesting to apply different AS forms in order to see the influence of the improvements on DJSP.
CONCLUSION AND PERSPECTIVES
In this work, we have applied the Ant System algorithm for the first time to solve the Distributed Job shop Scheduling Problem with makespan minimization criterion. The algorithm is compared with other algorithms in literature. Despite of the fact that AS succeeded in solving small instances of DJSP, results are very poor for large instances and show that the standard AS is not competitive at all comparing to other methods. For future work, it will be interesting to investigate on the different variations of Ant System, namely Elitist ant system (EAS), Max-Min Ant System (MMAS), etc. and maybe the integration of local search leads to a possible improvement of the results. Also, we can study the problem aiming to optimize other objectives. And finally, we can consider the case of a DJSP with non identical factories. Because somewhere, considering that the factories are the same, can be an idealization to the real problem, since it is rarely the case.
