Abstract. The Karcher or least-squares mean has recently become an important tool for the averaging and studying of positive definite matrices. In this paper we show that this mean extends, in its general weighted form, to the infinite-dimensional setting of positive operators on a Hilbert space and retains most of its attractive properties. The primary extension is via its characterization as the unique solution of the corresponding Karcher equation. We also introduce power means P t in the infinite-dimensional setting and show that the Karcher mean is the strong limit of the monotonically decreasing family of power means as t → 0 + . We show that each of these characterizations provide important insights about the Karcher mean.
Introduction
Positive definite matrices have become fundamental computational objects in many areas of engineering, statistics, quantum information, and applied mathematics. They appear as "data points" in a diverse variety of settings: covariance matrices in statistics, elements of the search space in convex and semidefinite programming, kernels in machine learning, density matrices in quantum information, and diffusion tensors in medical imaging, to cite only a few. A variety of computational algorithms have arisen for approximations, interpolation, filtering, estimation, and averaging.
The process of averaging typically involves taking some type of matrix mean for some finite number of positive matrices of fixed dimension. Since the pioneering paper of Kubo and Ando [11] , an extensive theory of two-variable means has sprung up for positive matrices and operators, but the n-variable case for n > 2 has remained problematic. Once one realizes, however, that the matrix geometric mean g 2 (A, B) = A#B := A 1/2 (A −1/2 BA −1/2 ) 1/2 A 1/2 is the metric midpoint of A and B for the trace metric on the set P of positive definite matrices of some fixed dimension (see, e.g., [4, 13] ), it is natural to use an averaging technique over this metric to extend this mean to a larger number of variables. First M. Moakher [18] and then Bhatia and Holbrook [5] suggested extending the geometric mean to n-points by taking the mean to be the unique minimizer of the sum of the squares . This idea had been anticipated byÉlie Cartan (see, for example, section 6.1.5 of [2] ), who showed among other things such a unique minimizer exists if the points all lie in a convex ball in a Riemannian manifold, which is enough to deduce the existence of the least-squares mean globally for P. A more detailed study of Riemannian centers of mass in the setting of Riemannian manifolds was carried out by H. Karcher [10] , whose ideas are important to the present work.
Another approach to generalizing the geometric mean to n-variables, independent of metric notions, was suggested by Ando, Li, and Mathias [1] via a "symmetrization procedure" and induction. The Ando-Li-Mathias paper was also important for listing, and deriving for their mean, ten desirable properties for extended geometric means. Moaker and Bhatia and Holbrook were able to establish a number of these important properties for the least-squares mean, but the important question of the monotonicity of this mean, conjectured by Bhatia and Holbrook [5] , was left open. However, the authors were recently able to show [16] that all the properties, in particular the monotonicity, were satisfied in the more general setting of weighted means for any weight ω = (w 1 , ...w n ) of non-negative entries summing to 1:
(P1) (Consistency with scalars) g n (ω; A) = A 
A key ingredient in the derivation of many of these properties, the monotonicity in particular, is the fact that the trace metric on the manifold of positive definite matrices gives them the structure of a Cartan-Hadamard Riemannian manifold, in particular a manifold of non-positive curvature. This implies that equipped with the Riemannian distance metric the manifold is a metric space of non-positive curvature, an NPC-space for short, also called a CAT 0 -space, a widely studied class of metric spaces with a rich structure (see e.g., [6] , [21] , [12, Chapter 11] ). Since in the quantum as well as other settings, one is interested in the more general case of positive bounded linear operators on an infinite-dimensional Hilbert space, one would like to have suitable and effective averaging procedures for this context also. However, the significant theory that has developed for the multivariable least-squares mean does not readily carry over to the setting of positive operators on a Hilbert space, since one has no such Riemannian structure nor NPC-metric available. Nevertheless a natural question arises as to whether other (non-metric) characterizations of the least-squares mean generalize to the Hilbert space setting, a generalization that continues to satisfy the preceding properties (P1)-(P8), (P10). In this paper we suggest and shall focus on an alternative characterization of the weighted least-squares mean as the unique solution of the Karcher equation
show that this equation also has a unique positive solution in the infinite-dimensional setting, and thus refer to our generalization as the Karcher mean. (In the Riemannian setting the Karcher equation is the condition for the vanishing of the gradient of the least-squares distance function.) In Section 2 we recall the Thompson metric and list properties of it that will be important for our development. Section 3 on power means introduces an important tool for later developments, but the fact that well-behaved power means exist for the Hilbert operator setting is of independent interest. Lim and Pálfia [17] have recently shown in the finite-dimensional setting that the Karcher or least-squares mean is the limit as t → 0 + of the power means P t . We show additionally that they are monotonically decreasing, which allows us to deduce the existence of their strong limit. In Section 4 we see that this power mean limit also exists in the Hilbert space setting and use this fact for our initial provisional definition of the Karcher mean. We show in Section 5 that the Karcher mean defined in this way does indeed satisfy the Karcher equation, and in Section 6 we establish that it is the unique solution and present a list of the fundamental properties of the Karcher mean.
Although for convenience we carry out our work in B(H), the C * -algebra of all bounded linear operators on a Hilbert space H, our constructions only require that we be working in a monotone complete subalgebra of B(H), as we point out in the last section. For A, B ∈ P and t ∈ R, the t-weighted geometric mean of A and B is defined by (2.1)
The Thompson metric
The following properties for the weighted geometric mean are well known [7, 11, 14] . [7, 20, 22] . We note that the Thompson metric (in the second form) exists on all normal cones of real Banach spaces. For instance, ([3, 7, 14] ). Basic properties of the Thompson metric 
By the triangular inequality,
The topology induced by the Thompson metric on P agrees with the relative Banach space topology [22] . It will be useful to have available some basic relationships between the operator norm and the Thompson metric. For this purpose we introduce the numerical radius of A ∈ B(H):
Proof. (i) The inequality is a standard one; see, for example, [8] . For B ∈ S(H), we have for
, the last equality coming from the fact B(H) is a C * -algebra. Taking the supremum over all x = 1 yields
Since any A ≥ 0 has a (unique) square root B ≥ 0, the second assertion follows.
(ii) For each x ∈ H, λ x, Ax = x, λAx ≤ x, Bx ≤ x, μAx = μ x, Ax , so | x, Bx | ≤ max{|λ|, |μ|}| x, Ax . Taking sups over x = 1 yields w(B) ≤ max{|λ|, |μ|}w(A). The second assertion now follows from part (i). Taking λ = 0, μ = 1 and using w(C) = C for C ≥ 0 from (i) yields the last inequality.
The following non-expansive property of addition for the Thompson metric will be useful for our purpose.
The general case easily follows by induction.
We denote by Δ n the simplex of positive probability vectors in R n , the convex hull of the set of unit coordinate vectors. We equip Δ n with the relative Thompson metric given by equation (2.2)(which induces the relative Euclidean topology). A map G : Δ n × P n → P is said to be monotonic if for any ω ∈ Δ n ,
Proposition 2.5. Let G : Δ n × P n → P be jointly homogeneous and monotonic. Then the following contractive property for the Thompson metric is satisfied:
Proof. By definition of the Thompson metric,
By joint homogeneity and monotonicity of G,
Power means
Power means for positive definite matrices have recently been introduced by Lim and Pálfia [17] . Their notion and most of their results readily extend to the setting of positive operators on a Hilbert space, as we point out in this section. Theorem 3.1. Let A 1 , . . . , A n ∈ P and let ω = (w 1 , . . . , w n ) ∈ Δ n . Then for each t ∈ (0, 1], the following equation has a unique positive definite solution:
Proof. We show that the map f : 
Since 1 − t < 1, f is a strict contraction, hence has a unique fixed point.
Definition 3.2 (Power means). Let
, the ω-weighted arithmetic and harmonic means of
. By Theorem 3.1, f is a strict contraction for the Thompson metric with the least contraction coefficient less than or equal to 1 − t. By the Banach fixed point theorem lim
Similarly, the map
is a strict contraction for the Thompson metric and lim k→∞ g k (X) = P −t (ω; A), for any X ∈ P.
where
In particular, the map P :
is continuous with respect to the Thompson metric on P.
Step
. By Lemmas 2.2 and 2.4,
Let X = P t (ω; A) and Y = P t (μ; B). Then from Lemmas 2.2(i),(iii) and 2.4
By the triangular inequality and Steps 2-4,
. . , w n ) ∈ Δ n , and for a permutation σ on n-letters, we set
We list some basic properties of P t (ω; A).
Proposition 3.6. Let
Proof. Item (5) was shown in Step 4 of the previous proposition. We provide a proof of (4). The other proofs are similar to those of [17] .
. Then P t (ω; A) = lim k→∞ f k (X) and P t (ω; B) = lim k→∞ g k (X) for any X ∈ P, by the Banach fixed point theorem. By the Loewner-Heinz inequality, f (X) ≤ g(X) for all X ∈ P, and f (
Remark 3.7. By Proposition 3.6(2), the power mean P t (ω; ·) : P n → P is homogeneous P t (ω; aA 1 , . . . , aA n ) = aP t (ω; A 1 , . . . , A n ) and by (4) it is monotonic.
The power mean limit
In [17] Lim and Pálfia have shown in the finite-dimensional setting that the Karcher or least-squares mean is the limit as t → 0 + of the (monotonically decreasing) family of power means P t . We take this characterization as the launch point for our approach to the infinite-dimensional Karcher mean.
We recall that the strong topology on the space B(H) of bounded linear operators is the topology of pointwise convergence. We also recall the well-known fact that any monotonically decreasing net of self-adjoint operators that is bounded below possesses an infimum A to which it strongly converges (see, for example, Theorem 4.28(b) of [23] ). Dually a monotonically increasing net that is bounded above strongly converges to its supremum.
For G, H :
for all ω ∈ Δ n and A ∈ P n . We note that H ≤ A, the arithmetic-harmonic mean inequality.
Theorem 4.1. Let ω ∈ Δ n and A ∈ P n . Then there exist X ± ∈ P such that
under the strong-operator topology. Define P 0 ± (ω; A) = X ± . Then for 0 < t ≤ s ≤ 1,
Proof. Let ω = (w 1 , . . . , w n ) ∈ Δ n and A = (A 1 , . . . , A n ) ∈ P n .
Step 1.
. By the Banach fixed point theorem, P t (ω; A) = lim k→∞ f k (X) for any X ∈ P. We observe from the fact X = X# 0 A i and Lemma 2.1, parts (vii) and (viii), that
Applying the preceding to X 0 = P s (ω; A) yields
Since f is monotonic (Remark 3.
Step 2. P −t ≤ P t for 0 < t ≤ 1. Let X = P t (ω; A) and let
Since f is monotonic, f k (X) ≤ X for all k ∈ N. By Remark 3.4,
Step 3.
Step 4.
Follows from Steps 1-3. Finally the nets {P t (ω; A)} t>0 and {P −t (ω; A)} t>0 are monotonic and bounded between H(ω; A) and A(ω; A). Therefore, there exist X ± ∈ P such that
under the strong-operator topology. By Step 2, P t ≥ P −t for all t ∈ (0, 1]. Since the partial order on S(H) is strongly closed, their strong limits satisfy X + ≥ X − . Remark 4.2. The monotonically decreasing property P t ≤ P s , −1 ≤ t ≤ s ≤ 1, is new, even for the finite-dimensional setting considered by Lim and Pálfia [17] . 
Proof. (P1) Follows from the fact that (
w i log A i ) with respect to the operator norm (see e.g. [19] ) and by Proposition 3.6 and Theorem 4.1.
(P2) Let a > 0. Then
(P5). Let X t = P t (ω; A) and Y t = P t (ω; B). 
(ω; B). Similarly Λ(ω; B) ≤ e α Λ(ω; A). It follows from definition of the Thompson metric that d(Λ(ω; A), Λ(ω; B))
(P8). Follows from Proposition 3.6 (8), (9) and the strong continuity of inversion on bounded intervals (see Lemma 5.4) .
By Proposition 3.6, Theorem 4.1 and the strong closedness of the order, the remaining parts of the proof are immediate.
Remark 4.5. We note that P 0 − (ω; A) satisfies all the preceding properties except the joint concavity. For a finite-dimensional Hilbert space, P 0 − = Λ (see [17] ) and the Karcher mean Λ(ω; A) is the unique solution of the Karcher equation
Then, via the Karcher equation, the Karcher mean satisfies the joint homogeneity property ( [18] ) Λ(ω; a 1 A 1 , . . . , a n A n ) = a 
, where the λ i (X) denote the eigenvalues of X. By Proposition 2.5, the contraction property holds for the Thompson metric. We eventually extend these results to the infinite-dimensional setting; see Theorem 6.8.
The Karcher equation
We consider the following non-linear operator equation on P, called the Karcher equation:
Note that multiplying by −1 yields the equivalent equation
and we pass freely between the two. In the finite-dimensional setting it is known that the least-squares mean (the Karcher mean) satisfies the Karcher equation, indeed is the unique positive solution of the Karcher equation (cf. Remark 4.5). Our goal in this section is to show that the Karcher mean we have defined in the preceding section satisfies the Karcher equation (and hence is aptly named).
Let log z denote the principal branch of the complex logarithm defined on C \ (−∞, 0] defined by log z = ln |z| + iArg z, where Arg z is the principal branch of the argument taking values in (−π, π] . By the holomorphic functional calculus log A is defined for any bounded linear operator A with spectrum contained in C \ (−∞, 0], in particular with spectrum contained in (0, ∞). We recall the following standard fact. 
Lemma 5.1. For
A = (A 1 , . . . , A n ) ∈ P n , X
satisfies the Karcher equation if and only if it satisfies
where the last two terms go to 0 by definition of strong convergence.
The following lemma is a special case of Theorem 3.6 from Kadison's study of strongly continuous operator functions [9] on self-adjoint operators. 
Lemma 5.5. Let V ∈ S(H). Then on any ball
where the limit is taken in the strong-operator topology.
Proof. Let U ∈ B m (0). Then
Let x ∈ H. Then as t → 0 and U → V strongly,
The following shows that the Karcher mean is a solution of the Karcher equation.
Theorem 5.6. For each ω ∈ Δ n and A ∈ P n , Λ(ω; A) satisfies the Karcher equation (5.7 ).
Proof. Let t ∈ (0, 1]. Let X t = P t (ω; A) and let X 0 = Λ(ω; A) = P 0 + (ω; A). By Theorem 4.1, with respect to the strong topology X t → X 0 monotonically as t → 0 
and similarly e −m I ≤ X −1/2 t 
. Pre-and post-multiplying this equation by X −1/2 t and substituting from equation (2.1) for the weighted mean yields for t > 0:
).
This shows that X 0 = Λ(ω; A) is a solution of the Karcher equation. 
Multiplying the equation by −1 yields
Uniqueness of the Karcher mean
For ω = (w 1 , . . . , w n ) ∈ Δ n and A = (A 1 , . . . , A n ) ∈ P n , we consider the corresponding Karcher equation
We denote by K(ω; A) the set of all positive definite solutions X of the Karcher equation (6.11) and consider three important properties of this set.
where the second equality follows from the fact that log tA = log tI + log A for any t > 0 and A > 0. Therefore, the left hand side equals 0 iff the right hand side does, which translates to 
and thus P XP ∈ K(ω; P AP ). This implies that P K(ω; A)P ⊆ K(ω; P AP ). From
By (6.12) and (6.13) 
In the proof of the next theorem we use the following Banach space version of the Implicit Mapping Theorem, taken from [12, Theorem 5.9] and its proof. Proof. We consider the map 
(H). Its action is given by
w i log X = log X, so F ω I (I) = 0 and DF ω I (I) = id S(H) (which corresponds to and follows from the well-known fact that the exponential mapping has derivative the identity at 0). Since
, we conclude that the partial derivative of F ω in the second variable, that is, the P-variable, satisfies Next 
This shows that the Karcher equation has the unique solution Λ(ω; (i) Λ : Δ n × P n → P is jointly homogeneous; (ii) Λ : Δ n × P n → P is contractive for the Thompson metric; (iii) the equation
has a unique solution in P for all t ∈ (0, 1), ω ∈ Δ n and A ∈ P n ; (iv) K(ω; A) = {Λ(ω; A)} for all ω ∈ Δ n and A ∈ P n . Proof. We first show the Λ satisfies condition (iii). Fix ω ∈ Δ n and A =(A 1 , . . . , A n ).
where the first inequality follows from Theorem 4.4(P5) and the second from Lemma 2.2(iii). It follows that f t is a strict contraction for the Thompson metric and hence has a unique fixed point, which is the unique solution for the equation of (iii). Next, we establish the equivalence between (i)-(iv). (ii) implies (iii): Let ω = (w 1 , . . . , w n ) ∈ Δ n and let A = (A 1 , . . . , A n ) ∈ P n . For t ∈ (0, 1), it follows from Lemma 2.2(iii) and the hypothesis that the map f t : P → P defined by f t (X) = Λ(ω; X# t A 1 , . . . , X# t A n ) is a strict contraction for the Thompson metric and hence has a unique fixed point on P, i.e., X = Λ(ω; X# t A 1 , . . . , X# t A n ) has a unique solution in P.
(iii) implies ( We isolate as a separate theorem the main result of the preceding, a restatement of item (iv). For A 1 , . . . , A n ∈ P, the Karcher mean X = Λ (ω; A 1 , . . . , A n ) is the unique solution of the Karcher equation
Theorem 6.5.
Remark 6.6. In light of Theorem 6.5 it is more natural to define the Karcher mean Λ(ω; A 1 , . . . , A n ) to be the unique solution of the corresponding Karcher equation. That was certainly our motivation in naming it the Karcher mean from the beginning.
By Corollary 5.7 Λ * (ω; A) = lim t→0 − P t (ω; A) also satisfies the same Karcher equation as Λ(ω; A) and hence by the uniqueness of solution, the two are equal. This yields the following corollary.
Corollary 6.7. For a weight ω = (w 1 , ...w n ) ∈ Δ n and A = (A 1 , . . . , A n ) ∈ P n , Λ * (ω; A) = Λ(ω; A), and thus Λ(ω; A) = lim t→0 P t (ω; A).
We gather together our results about the fundamental properties of the Karcher mean. 
