In order to meet the higher requirements in military technology, automation, and intelligence, increasingly importance has been attached to the information fusion for multi-sensor systems. Dempster-Shafer evidence theory is a typical method of uncertainty information fusion due to its adjustability in uncertainty modeling; whereas classical evidence theory is still insufficient in solving high-conflict problems. This assumption studies the multi-sensor information fusion model based on evidence theory from the following aspects. First, it introduces the basic principles of evidence theory, and focuses on how to use triangular fuzzy numbers to obtain basic probability assignments. Second, the method of weighting the evidence using the reliability of the sensor is introduced. The reliability of the sensor is divided into two parts: static reliability and dynamic reliability. Moreover, this model proposes the irrationality of Deng's entropy weight for the binary target recognition problem, and improves the entropy weight in sensor dynamic weights. Finally, on the basis of the above research, sensor sensing data is applied to this model. Through simulation experiments, the validity of the model is proved and the target can be accurately identified.
Introduction
As information technology is rapidly developing and the urgent requirements of military and civilian use, multi-sensor fusion technology has gradually been taken seriously and has been rapidly developed. Because the data collected by a single sensor is often limited and unreliable, it cannot meet the high demand that is gradually rising in practical applications. Multi-sensor information fusion technology overcomes the uncertainties and limitations of a single sensor by multiple fusion processing of information obtained by multiple sensors, and improves the effective performance of the system, thereby obtaining a more accurate result than a single sensor measurement. In the multi-sensor information acquisition system, since the system cannot completely eliminate the negative effect brought by a series of factors such as sensor accuracy, transmission error, environmental noise, and human interference, the obtained data will generate uncertainty [1, 2] .
The problems that arise in multi-sensor information fusion systems can be summarized as uncertain inference problems [3] . The process of information fusion is actually a process of uncertainty reasoning and decision making. Therefore, how to integrate uncertain information and obtain accurate and effective decision-making results has become the focus of research. As multi-sensor information fusion system is developing rapidly, decision fusion of target recognition has gradually become a hot topic for experts and scholars at home and abroad, especially in aerospace engineering [4] , target identification tracking [5] [6] [7] , fault diagnosis [8] [9] [10] [11] [12] , image fusion [13] [14] [15] [16] and other fields. Therefore, researching target recognition and decision fusion has important theoretical significance and significant practical application value [17, 18] . It also has important strategic and social benefits for China's national defense construction. At present, decision-making multi-sensor target recognition fusion methods include: target recognition fusion based on maximum posterior probability, target recognition fusion based on Dempster-Shafer (D-S) evidence theory, target recognition fusion based on fuzzy synthesis, and target recognition fusion based on blackboard model. The multi-sensor information fusion algorithm based on D-S evidence theory does not need to specify the prior probability, and can effectively solve the fusion problem caused by the uncertainty information between sensors. It can reasonably process complementary and redundant information to make it easier to make decisions. The result of the synthesis reduces the uncertainty of the system, making the recognition result more accurate and more robust. Therefore, this paper will choose evidence theory as a method of information fusion for multi-sensor systems.
The basic principle of evidence theory
Evidence theory first defines a non-empty finite set  as recognition framework.  contains M mutually exclusive and exhaustive propositions,
. Among them, M is the total number of propositions in the recognition framework, and ( )
represents the i-th proposition of the recognition framework. A subset of the recognition framework belongs to its power set, denoted as 2  .  is an empty set, then:
H H H H H H H H H H H H
Assume that  is a complete set and A is a subset of  . If function   ( ) ( )
K represents the conflicting factor produced in the synthesis process, and equation (4) gives the definition of the conflicting factor.
Evidence BPA modeling and solution
The establishment of the propositional representation model under the identification framework based on the existing sample data is an important part of generating BPA. In the mathematical model of the propositional representation under the identification framework, the condition that can be used is a certain amount of data samples; so, the use of extended triangular fuzzy numbers is considered.
The minimum attribute value MIN(A), average attribute value AVE(A), and maximum attribute value MAX(A) of velocity characteristic data A are calculated by statistical samples, and a corresponding triangular fuzzy number is constructed. The height of the fuzzy number is 1. Since a certain property of the sample data to be measured is a value, a standard triangular fuzzy number cannot be constructed, and this value can be regarded as a special triangular fuzzy number; that is, a line segment whose height is 1, and its abscissa is its measurement value. After obtaining the triangular fuzzy numbers describing the characteristics of each category, the position of the special segment in each triangle can be used to determine the intersection of the sample to be measured and each triangle. The value of this intersection is the basic probability assignment of the sample to each target. as shown in Figure 2 . After obtaining the basic probabilistic assignments of the samples to be tested for each category, according to the principles of D-S evidence theory, the sum of the basic probabilities of all subsets is 1. When the sum of all possibilities of the category they belong to is greater than one, these possibilities are normalized to obtain a general reliability assignment for this set of data. Among them, the normalization process uses 
Evidence fusion model establishment and solution

Evidence fusion principle model
Weighted fusion method
The validity of D-S evidence theory in the treatment of uncertain information and data fusion is not questioned.
However, when dealing with high-conflict evidence, there is often a paradox. Zadeh gives an example of this value [19] :
After blending with formula (3), the BPA value of proposition 3 F is:
Although both sets of evidence have very low support for propositions, the D-S fusion results have a confidence level of 1 for Proposition 3 F . Obviously, this result is unrealistic and may eventually lead to wrong decisions. To deal with this type of problem, distance measures measure the distance between the evidence by calculating the distance between the evidence, and express the evidence as a vector. The Euclidean distance ij d between the two sets of evidence 1 () m  and 2 () m  is defined as follows:
After calculation, a distance matrix is expressed as EDM (Euclidean distance matrix):
The distance measure and similarity between evidence bodies are mutually opposite concepts. That is, the smaller the distance, the greater the similarity between them, and vice versa. Therefore, the correlation between any two sets of evidence bodies i m and j m is defined as follows.
( )
Deng entropy
Deng in the literature [20] generalized the Shannon entropy and applied it to the uncertainty measure of evidence. Its defined Deng entropy is represented by equation (10) .
Where i A is a proposition in the body of evidence and i A is the base of proposition i A . When the proof bodies are all single focal elements, the Deng entropy can be expressed in the form of formula (11) .
Improved evidence Fusion
Joint reliability weighting
The reliability of the sensor is an important criterion for measuring a sensor. Whether or not the fusion result is reasonable is closely related to the static reliability and dynamic reliability of the sensor, such as accuracy, work efficiency, environmental noise, presence of unknown targets, and fraudulent behavior of the observation target [21] .
In this paper, the confidence of the target recognition of the sensor ( ) i   and the reliability of the sensor ( ) i   are used to measure the static reliability index of the sensor, the distance [22] 
We synthetically model the reliability of sensors and combine static reliability with dynamic reliability. The definition of the joint weight  is as follows.
The weight of evidence can be calculated based on the reliability of sensors. Assuming that there is group n evidence, the final weight of the formula (16) normalized is as follows. 
We use the weights of evidence obtained to correct the original BPA matrix, as shown in equation (17) .
So far, the n evidence bodies under the recognition framework  have been corrected by weight coefficient i  and a new BPA has been obtained. We use DS synthesis rule to synthesize and express it in formula (18) .
The flow chart of the joint weighting algorithm is shown in Figure 3 . 
Improvement of Deng entropy weight for binary identification problem
If the judgment is made on the recognisability of a target, the evidence identification framework is defined as
 
Target 1 is identifiable, Target 1 is not identifiable = (19) This problem becomes a binary identification problem. The binary identification Deng entropy curve is shown in Figure  4 (a). By observing the binary identification Deng entropy graph, we can see that due to the binary entropy characteristics, after the BPA value of the target to be identified is greater than 0.5, its entropy weight starts to decrease. This is inconsistent with the fact that the greater the BPA value in the evidence theory represents the greater the degree of confidence given. Therefore, in this paper, the Deng entropy weight is modified for the binary identification problem, and the binary identification modification entropy weight curve is shown in Figure 4(b) . The specific calculation formula is formula (20) , and the entropy value is calculated according to the growth segment of BPA. In this way, the theory that the greater the entropy weight given by the greater degree of evidence confidence is met. 
Multi-sensor data fusion model
Assuming there are k sensors, they can be the same type of sensors, or they can be different types of sensors. The identified target belongs to a set of n known target types. Each sensor is estimated based on its own observations, for example, the recognition confidence ( ) ( )   In this hypothesis model, sensor data is pre-processed, the fuzzy membership degree is used to model the data, the sensor reliability is calculated as the weight, the weighted correction BPA is used, and finally the BPA fusion decision is made and the recognition result is obtained.
Simulation
Experiment 1
The data source is a contest data. The confidence of the three sensors for the target 1 is 0.4, 0.8, and 0.5, respectively, and the reliability of the three sensors is 0.8, 0.7, and 0.75, respectively. Because the height data collected by the three sensors is always 0 and the recognition target is the ship, the amount of altitude information collected can be considered as small. In Experiment 1, we ignore the height data feature.
At this point, the three sets of evidence for the three sensors obtained using the evidence modelling method of this scheme are shown in the following table. Analyze and observe the data in Table 1 . It can be found that the evidence obtained by sensor 1 has very little conflict with the evidence of the other two sensors, that is, inconsistency.
The weighted modified evidence is merged and compared with the traditional D-S fusion method. The results are shown in Table 2 . From the fusion results, we can see that when there is a slight conflict between the evidences, this scheme fusion method can also effectively identify the targets. Deng entropy fusion method is improved effectively, but the recognition rate is slightly lower than the D-S fusion method. The reason for this phenomenon is that this method reduces the confidence of conflict evidence and redistributes the weights so that the confidence of valid evidence is slightly reduced. However, the conflict between the experimental data is small, which leads to a decrease in the recognition effectiveness of the fusion method.
Experiment 2
The data is provided in Experiment 1. The confidence of the three sensors for the recognition of the target 1 is 0.4, 0.8, and 0.5, respectively. The reliability of the three sensors is respectively 0.8, 0.7, and 0.75. Unlike Experiment 1, Experiment 2 does not ignore the height data feature.
At this point, the three sets of evidence for the three sensors obtained using the evidence modeling method of this scheme are shown in Table 3 . It can be seen from Table 3 that the three sensors have more consistent evidence information after adding height features. From the fusion results, it can be seen that when the evidence is more consistent, the degree of recognition of this scheme fusion method and D-S fusion method is almost close to 1, which verifies the validity of the fusion model. It can be analyzed from the experimental results that in the binary identification problem, the results of the improved fusion method for entropy weights are much better than those of the Deng entropy fusion method.
Analysis of results
Both the D-S fusion method and the method fusion method can achieve the recognition of the target 1; even if the D-S fusion method is in the case of slight conflict, the fusion result is better than the fusion result of the present solution. There are two reasons for this result.
The conflict between the data in the database is relatively small; the data modeling method of this program effectively maintains the relationship between the original data, so the conflict between the evidence obtained is also relatively small, and there is no conflict.
The improved fusion algorithm of this paper is mainly focused on the problem of D-S fusion failure when k is close to 1 when there is high conflict between the evidences. The so-called gains and losses, reducing the confidence of conflicting evidence will also affect the confidence of normal evidence; but, this method is still very effective in dealing with conflicts.
Conclusions
Evidence theory, as the basic theory of fusion of this model, is an effective tool and method to deal with and express the uncertainty problem. The multi-sensor information fusion algorithm based on D-S evidence theory does not need to specify the prior probability, and can effectively solve the fusion problem caused by uncertainty information between sensors. Using triangle fuzzy numbers for evidence modelling, compared with other evidence modelling methods, the calculation amount is small, the calculation time and cost are saved, and it also has a good modelling effect. In this paper, aiming at the binary identification problem, the irrationality of the traditional Deng entropy weight is modified to improve the accuracy of the weighted fusion method in the binary identification problem. However, the improved weighted fusion method of entropy weights can only be used for the binary identification problem, which has a large limitation. The model uses multiple sensors to confirm the same target event from different sides, improving the reliability, and robustness of the detection.
Technical factors and noise have effect on sensors, such as technical principles, materials, manufacturing processes, etc. Therefore, the static reliability of the sensor is an important factor to measure the reliability of the sensor. On the other hand, because the reliability of the sensor is also connected to the target and surrounding properties, like environmental noise, the existence of an unknown target, and the deceptive behavior of the observation target, etc. The dynamic reliability of the sensor is also an important factor to measure the reliability of the sensor. This paper assumes that the product of evidence distance and Deng entropy is the dynamic reliability of the sensor. The product modelling of the final static reliability and dynamic reliability is assumed to be the overall reliability of the sensor. The rationality of this modelling method is that it takes into account the internal factors of the sensor and combines with the external environment, thereby reducing the impact of objective factors on the final recognition fusion decision.
