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ABSTRAKT
Tato bakalářská práce se zabývá procesem rekonstrukce 3D scény pomocí dvou 2D
snímků pořízených nekalibrovanými kamerami. První kapitola je zaměřena na matema-
tickou teorii stojící za tímto procesem. V této kapitole je představena epipolární geome-
trie, metoda hledání významných bodů SURF, fundamentální matice, stereo rektifikace
a stereo korespondence pomocí metody block-matching. Druhá kapitola práce toto téma
popisuje praktičtěji a zároveň je v ní představen vlastní program psaný v jazyce C++.
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ABSTRACT
This bachelor thesis deals with 3D reconstruction process using two 2D pictures of one
scene taken with uncalibrated cameras. The first chapter focuses on mathematical theory
behind this process. Epipolar geometry, locating keypoints method SURF, fundamental
matrix, stereo rectification and stereo correspondence using block-matching method are
explained here. The next chapter of my thesis describes a practical view of this topic
and my own C++ program is introduced at the same time.
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ÚVOD
3D obraz se v posledních letech stává více oblíbeným. Vliv na to má fakt, že techno-
logie věnující se 3D zobrazení se stále zdokonalují a zároveň se stávají dostupnějšími.
Nejvíce se 3D technologie využívá ve filmovém průmyslu, kde před pár lety zažila
velký rozmach. Tam je ale potřeba speciálních a drahých kamer. K tvorbě 3D obrazu
existuje i uživatelsky přístupnější způsob, a tím je rekonstrukce 3D scény pomocí
dvou 2D snímků této scény.
V první kapitole práce se seznámíme s teoretickým matematickým aparátem
stojícím v pozadí mého programu určeného k rekonstrukci 3D scény ze dvou jejích
snímků. Popíšeme zde princip triangulace, vhodné uspořádání kamer a dále epi-
polární geometrii, která se zabývá geometrií mezi dvěma snímky. Poté se budeme
zabývat esenciální a fundamentální maticí, které představují algebraickou reprezen-
taci epipolární geometrie. Dále je popsána rektifikace stereo snímků, což je proces
vhodného zarovnání snímků, které je nutné k další práci. Nakonec představím proces
vyhledávání stereo korespondencí, tj. vyhledání korespondujících si bodů na epipo-
lárních přímkách. Díky tomuto procesu najdeme stereo korespondence a následně
triangulací těchto korespondencí získáme 3D body, které vytvoří výsledné mračno
bodů. Praktičtější aspekty celého procesu rekonstrukce a samotný program budou
popsány v druhé kapitole práce.
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1 ŘEŠENÍ STUDENTSKÉ PRÁCE
Nejdříve jsou uvedeny základní pojmy potřebné k pochopení následujícího textu.
Dále vysvětlíme princip triangulace, který úzce souvisí s důvodem, proč se budeme
matematicky snažit přiblížit vhodnému uspořádání kamer, které také bude předsta-
veno. Poté popíšeme epipolární geometrii, což je vniřní projektivní geometrie mezi
dvěma snímky. Následně uvedeme esenciální a fundamentální matici, které v sobě
obsahují tuto vnitřní geometrii scény a představují její algebraickou reprezentaci.
Poté, co máme k dispozici fundamentální matici, můžeme přejít k rektifikaci snímků.
To je proces vhodného zarovnání snímků, díky kterému je usnadněno hledání stereo
korespondencí, které bude popsáno v poslední části této kapitoly.
1.1 Základní pojmy
Vektorový prostor, afinní prostor, euklidovský prostor
Vektorový prostor je definovaný jako množina spolu s operací sčítání vektorů a ná-
sobení vektoru skalárem, kde tyto dvě operace musí splňovat několik základních
axiomů (např. komutativita sčítání vektorů, pronásobením vektoru skalárem 1 do-
staneme tentýž vektor apod.). Důležitým axiomem je, že vektorový prostor musí
obsahovat nulový vektor, počátek, který splňuje, že pokud ho přičteme k jinému
vektoru, dostaneme tentýž vektor. Afinní prostor si můžeme představit jako vekto-
rový prostor posunutý mimo počátek. Euklidovský prostor je afinní prostor, ve kte-
rém je zaveden skalární součin a norma jako odmocnina ze skalárního součinu. Toto
zavedení je nutné, protože umožňuje měřit délku vektorů a úhel mezi vektory. Eu-
klidovský prostor je důležitý tím, že jde o popis prostoru, na který jsme zvyklí
z běžného života. Práce s ním je tedy velmi intuitivní (narozdíl od projektivního
prostoru, který bude popsán dále) [8].
Promítání
Promítáním rozumíme zobrazení euklidovského prostoru do euklidovského prostoru,
které každou přímku zobrazí opět na přímku, anebo na bod [8].
Projektivní prostor
Popis promítání mezi euklidovskými prostory by byl matematicky velmi složitý.
Z tohoto důvodu se euklidovský prostor rozšíří o určité axiomy usnadňující práci
s promítáním, a tak vznikne projektivní prostor. V tomto prostoru platí axiom,
že každé dvě přímky, které leží v téže rovině, mají společný bod. To v euklidovském
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prostoru neplatí pro rovnoběžky. Projektivní prostor se s problémem rovnoběžek
vypořádává tak, že je rozšířen o body v nekonečnu, tzv. nevlastní body (v těch se
protínají rovnoběžky). Tím se matematická práce s ním stává jednodušší, ale zároveň
mizí intuitivita euklidovského prostoru [8].
Homografie
Homografie je zobrazení mezi dvěma projektivními prostory, které zobrazuje přímky
na přímky [2].
1.2 Triangulace a frontálně paralelní uspořádání
kamer
V následujícím textu bude objasněno, proč je během procesu rekonstrukce 3D scény
ze dvou jejích snímků velmi vhodné pracovat s rektifikovanými snímky modelované
scény (rektifikace je proces přerovnání snímků do vhodného konfigurace, která bude
ukázána níže).
Předpokládejme, že máme k dispozici nezkreslené a zarovnané soustavy snímků
jak můžeme vidět v obr. 1.1. V tomto obrázku se nachází dvě kamery se středy 𝑆𝑙,
𝑆𝑟, jejichž obrazové roviny jsou koplanární. Tyto kamery mají rovnoběžné optické
osy. Dále předpokládáme, že jejich ohniskové vzdálenosti 𝑓 se rovnají [3].
Nyní je třeba definovat principální body. Principální bod je bod, ve kterém op-
tická osa kamery protíná obrazovou rovinu. Tento průnik závisí na optické ose čočky.
Je tedy třeba uvědomit si, že principální body se neshodují se středem snímku. Ob-
razová rovina je ale zřídkakdy zarovnána přesně s čočkou a proto střed snímku není
skoro nikdy totožný s principálním bodem. Předpokládejme, že principální body
𝑐𝑙, 𝑐𝑟 byly kalibrovány tak, aby měly stejné pixelové souřadnice v jim příslušejícím
levém a pravém snímku [3].
Dále předpokládejme, že snímky jsou řádkově zarovnané, tedy že každý pixelový
řádek jedné kamery je přesně zarovnaný s korespondujícím řádkem druhé kamery.
Takové uspořádání kamer budeme nazývat frontálně paralelní. Mějme fyzický 3D
bod 𝑋, který se do levého snímku promítá do bodu s pixelovou 𝑥-souřadnicí 𝑥𝑙
a do pravého snímku do bodu s pixelovou 𝑥-souřadnicí 𝑥𝑟. Definujme disparitu jako
𝑑 = 𝑥𝑙 − 𝑥𝑟 [3].
12
Obr. 1.1: Triangulace (převzato z [3]).
V tomto zjednodušeném případě vidíme, že hloubka 𝑍 je nepřímo úměrná dispa-
ritě 𝑑 mezi pohledy. Hloubku 𝑍 můžeme jednoduše odvodit použitím podobných
trojúhelníků a dostaneme
𝑇 − (𝑥𝑙 − 𝑥𝑟)
𝑍 − 𝑓 =
𝑇
𝑍
=⇒ 𝑍 = 𝑓𝑇
𝑥𝑙 − 𝑥𝑟 [3]. (1.1)
Protože je hloubka nepřímo úměrná disparitě, očividně je mezi těmito veličinami
nelineární vztah, který je ilustrován v obr. 1.2.
Vidíme tedy, že pokud máme k dispozici frontálně paralelní uspořádání kamer,
je poměrně jednoduché pracovat se vzdálenostmi bodů. V reálném světě ale ka-
mery skoro nikdy nemůžou být přesně zarovnané do frontálně paralelní konfigurace.
Proto se budeme snažit matematicky nalézt obrazové projekce, které vhodně pře-
rovnají levý a pravý snímek do frontálně paralelního uspořádání, které je vhodné
pro práci se vzdálenostmi. Tento proces přerovnání se nazývá rektifikace a bude
popsán později. Abychom totiž mohli provést toto matematické zarovnání, musíme
se nejdříve věnovat geometrii mezi dvěma snímky.
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Obr. 1.2: Vztah mezi hloubkou a disparitou (převzato z [3]).
1.3 Epipolární geometrie
Epipolární geometrie mezi dvěma snímky je v podstatě geometrie průniku dvou
rovin snímků se svazkem rovin, jejichž průsečíkem je přímka spojující středy kamer
𝑆𝑙 a 𝑆𝑟. Tuto přímku nazveme základní přímkou 𝑧. Tato geometrie je motivována
snahou o nalezení odpovídajících si bodů. Představme si bod 𝑋 v 3D prostoru,
který je promítnut do dvou snímků, a to jako 𝑥𝑙 do prvního (levého) snímku a
jako 𝑥𝑟 do druhého (pravého) snímku. S těmito body pracujeme v homogenních
souřadnicích, tzn. jejich tvar je 𝑥𝑙 = (𝑥𝑙, 𝑦𝑙, 1) a obdobně pro bod 𝑥𝑟. Jaký je vztah
mezi odpovídajícími si body 𝑥𝑙 a 𝑥𝑟? Tyto body společně s bodem 𝑋 a středy kamer
leží v jedné rovině, tedy jsou koplanární. Tuto rovinu nazveme epipolární rovinou 𝜋
[4]. Celá tato situace je ilustrována v obr.1.3.
Jde vidět, že polopřímka procházející středem kamery 𝑆𝑙 a bodem 𝑥𝑙 se protíná
s polopřímkou −−→𝑆𝑟𝑥𝑟 v bodě 𝑋 a tyto přímky jsou koplanární (obě dvě leží v rovině
𝜋). Tato vlastnost je nejdůležitějším poznatkem při hledání korespondencí. Nyní
předpokládejme, že známe pouze bod 𝑥𝑙 ležící v prvním snímku. Můžeme se tedy
ptát, kde všude je možné hledat jemu odpovídájící bod 𝑥𝑟 v druhém snímku. Rovina
𝜋 je určena základní přímkou 𝑧 (přímka mezi středy kamer) a polopřímkou určenou
bodem 𝑥𝑙. Z předcházejícího textu víme, že polopřímka odpovídající (neznámému)
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Obr. 1.3: Promítání 3D bodu 𝑋 do 2D snímků (vytvořeno podle [4]).
bodu 𝑥𝑟 leží v rovině 𝜋. Proto bod 𝑥𝑟 leží na přímce 𝑝𝑟, která vznikne průnikem ro-
viny 𝜋 s obrazovou rovinou druhého snímku. Tato přímka 𝑝𝑟 je obrazem polopřímky−−→
𝑥𝑙𝑋 v druhém snímku (jde tedy o zpětnou projekci bodu 𝑥𝑙 do bodu 𝑋). Nazveme
ji epipolární přímkou 𝑝𝑟 odpovídající bodu 𝑥𝑙. V algoritmu sloužícímu k vyhledání
korespondencí mezi dvěma snímky je epipolární přímka velmi důležitá. Při vyhledá-
vání bodu 𝑥𝑟 v druhém snímku, odpovídajícímu bodu 𝑥𝑙 z prvního snímku, totiž není
třeba prohledávat celý druhý snímek, ale pouze epipolární přímku 𝑝𝑟. Tím dochází
ke značnému urychlení vyhledávacího algoritmu [4].
1.3.1 Terminologie
Následující pojmy jsou znázorněny v obr. 1.4.
• Epipóly 𝑒𝑙, 𝑒𝑟 jsou průsečíky základní přímky 𝑧 (přímka spojující středy kamer)
s rovinami snímků. Zároveň je epipól také obraz středu kamery v protějším
snímku [4].
• Epipolární rovina 𝜋 je rovina obsahují základní přímku 𝑧. Existuje jednopara-
metrový svazek epipolárních rovin, který je ilustrován v obr. 1.5 [4].
• Epipolární přímky 𝑝𝑙, 𝑝𝑟 jsou průniky epipolární roviny s rovinami snímků.
Všechny epipolární přímky jednoho snímku se protínají v epipólu. Epipolární
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rovina protíná obě dvě roviny snímků v epipolárních přímkách a určuje kore-
spondence mezi těmito přímkami [4].
Obr. 1.4: Epipóly, epipolární rovina, epipolární přímky (vytvořeno podle [4].
Obr. 1.5: Svazek epipolárních rovin, svazek epipolárních přímek (vytvořeno podle [4].
1.4 Esenciální a fundamentální matice
Esenciální a fundamentální matice představují algebraický popis epipolární geome-
trie.
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1.4.1 Rozdíl mezi esenciální a fundamentální maticí
Esenciální matice v sobě obsahuje informace o pohybu a rotaci kamery ve fyzickém
prostoru, tedy pouze čistě geometrické informace. Neobsahuje žádné údaje o vnitř-
ních parametrech kamer. Fundamentální matice obsahuje stejnou informaci jako
esenciální matice a navíc informace o vnitřních parametrech kamer.
1.4.2 Fundamentální matice
V následující části geometricky odvodíme fundamentální matici z promítání mezi
bodem a jeho epipolární přímkou. Poté poukážeme na některé z důležitých vlastností
této matice.
Předpokládejme, že máme k dispozici dva snímky popisující určitou 3D scénu.
Na jednom snímku leží bod 𝑥𝑙 a na na druhém snímku leží jemu odpovídající epi-
polární přímka 𝑝𝑟. Jakýkoliv bod 𝑥𝑟 leží na epipolární přímce 𝑝𝑟 a v prvním snímku
k němu existuje odpovídající bod 𝑥𝑙. Epipolární přímka 𝑝𝑟 je projekcí (ležící v dru-
hém snímku) polopřímky vedoucí bodem 𝑥𝑙 a středem 𝑆𝑙 první kamery. Tím je
určeno promítání
𝑥𝑙 ↦→ 𝑝𝑟
z bodu 𝑥𝑙 v prvním snímku do jeho odpovídající epipolární přímky 𝑝𝑟 v druhém
snímku. Toto promítání je reprezentováno fundamentální maticí 𝐹 [4].
Začneme s geometrickým odvozením fundamentální matice 𝐹 . Promítání bodu
jednoho snímku do jemu odpovídající epipolární přímky v druhém snímku může být
rozloženo do dvou kroků. V pvním kroku je bod 𝑥𝑙 promítnut do nějakého bodu 𝑥𝑟
ležícího na epipolární přímce 𝑝𝑟 v druhém snímku. Tento bod 𝑥𝑟 je potenciálním
kandidátem na bod odpovídající bodu 𝑥𝑙. V druhém kroku je epipolární přímka 𝑝𝑟
získána jako spojnice mezi bodem 𝑥𝑟 a epipólem 𝑒𝑟 [4].
Krok 1 (Přenos bodu přes rovinu)
Uvažujme rovinu 𝜋, ve které neleží ani jeden bod 𝑆𝑙, 𝑆𝑟. Polopřímka procházející
středem 𝑆𝑙 první kamery a bodem 𝑥𝑙 se protíná s rovinou 𝜋 v bodě 𝑋. Tento bod
𝑋 je v druhém snímku zobrazen jako bod 𝑥𝑟. Tento postup je známý jako přenesení
přes rovinu 𝜋. Protože 𝑋 leží na polopřímce 𝑝𝑙 obsahující bod 𝑥𝑙, hledaný bod 𝑥𝑟
musí ležet na epipolární přímce 𝑝𝑟 odpovídající obrazu této přímky [4].
Body 𝑥𝑙 a 𝑥𝑟 jsou oba obrazy 3D bodu 𝑋, které leží v rovině 𝜋. Množinu všech
takových bodů v prvním snímku označíme 𝑥𝑙(𝑖) a množinu jim odpovídajících bodů
v druhém snímku jako 𝑥𝑟(𝑖). Existuje homografie reprezentována maticí 𝐻𝜋, která
každý bod 𝑥𝑙(𝑖) promítá do bodu 𝑥𝑟(𝑖) [4].
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Krok 2 (Sestavení epipolární přímky)
Mějme bod 𝑥𝑟 a epipolární přímku 𝑝𝑟 procházející bodem 𝑥𝑟 a epipólem 𝑒𝑟. Můžeme
psát
𝑝𝑟 = 𝑒𝑟 × 𝑥𝑟 = [𝑒𝑟]×𝑥𝑟[4]. (1.2)
Protože 𝑥𝑟 =𝐻𝜋𝑥𝑙, platí
𝑝𝑟 = [𝑒𝑟]×𝐻𝜋𝑥𝑙 = 𝐹𝑥𝑙[4]. (1.3)
Definice 1.1. Fundamentální matici 𝐹 pomocí vztahu výše definujeme jako
𝐹 = [𝑒𝑟]×𝐻𝜋, (1.4)
kde𝐻𝜋 je matice promítání z jednoho snímku do druhého snímku přes rovinu 𝜋 [4].
Výsledek
Fundamentální matice 𝐹 pro každý pár odpovídajících si bodů 𝑥𝑙 ↔ 𝑥𝑟 ve dvou
snímcích splňuje vztah
𝑥T𝑟 𝐹𝑥𝑙 = 0[4]. (1.5)
Tento vztah je platný, a to protože pokud si body 𝑥𝑙 a 𝑥𝑟 odpovídají, pak 𝑥𝑟 leží
na epipolární přímce 𝑝𝑟 = 𝐹𝑥𝑙 odpovídající bodu 𝑥𝑙. Pokud bod (v tomto případě
chápaný jako vektor) 𝑥𝑟 leží na přímce 𝑝𝑟, pak transponovaný vektor 𝑥T𝑟 je na tuto
přímku kolmý a jejich skalární součin je nulový. Platí tedy 0 = 𝑥T𝑟 𝑝𝑟 = 𝑥T𝑟 𝐹𝑥𝑙 [4].
Důležitost vztahu 𝑥T𝑟 𝐹𝑥𝑙 = 0 spočívá v tom, že nám dává způsob mnohem
přímější charakterizace fundamentální matice bez odkazů na matice kamer, to je
pouze v rámci korespondence bodů snímků (existuje i jiný způsob výpočtu funda-
mentální matice, a to pomocí matic kamer). Výše uvedený vztah nám umožňuje
fundamentální matici 𝐹 spočítat pouze pomocí korespondencí snímků. Můžeme se
ptát, kolik korespondencí je potřeba ke spočítání fundamentální matice 𝐹 ze vztahu
𝑥T𝑟 𝐹𝑥𝑙 = 0, a za jakých okolností je matice těmito korespondencemi jednoznačně
určena. Obecně potřebujeme alespoň sedm korespondencí, abychom byli fundamen-
tální matici schopni vypočítat [4].
Vlastnosti fundamentální matice
• Transponování : Jestliže 𝐹 je fundamentální matice odpovídající páru kamer
(𝐾𝑙, 𝐾𝑟), pak 𝐹T je fundamentální matice odpovídající páru kamer v opačném
pořadí (𝐾𝑟, 𝐾𝑙) [4].
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• Epipolární přímky: Pro jakýkoliv bod 𝑥𝑙 v prvním snímku má jemu odpoví-
dající epipolární přímka tvar 𝑝𝑟 = 𝐹𝑥𝑙. Podobně, 𝑝𝑙 = 𝐹T𝑥𝑟 je epipolární
přímka odpovídající bodu 𝑥𝑟 ve druhém snímku [4].
• Epipól: Pro jakýkoliv bod 𝑥𝑙 různý od 𝑒𝑙 platí, že epipól 𝑒𝑟 leží na epipolární
přímce 𝑝𝑟 = 𝐹𝑥𝑙. Tedy 𝑒𝑟 splňuje vztah 𝑒T𝑟 (𝐹𝑥𝑙) = (𝑒T𝑟 𝐹 )𝑥𝑙 = 0 pro všechna
𝑥 [4].
1.4.3 Esenciální matice
Uvažujme bod 𝑋 ležící v pozorované 3D scéně. Ten je opět promítnut do dvou
snímků jako bod 𝑥𝑙 a 𝑥𝑟. Obdobně jako u fundamentální matice chceme poznat
vztah mezi promítnutými body 𝑥𝑙 a 𝑥𝑟. Ukáže se, že tento vztah nám poslouží jako
definice esenciální matice. Na tyto body je v souvislosti s esenciální maticí nahlíženo
jako na fyzické souřadnice [3].
Vybereme si jednu fyzickou soustavu souřadnic scény, buď vlevo s počátkem
v 𝑆𝑙 nebo vpravo s počátkem v 𝑆𝑟, a tam provedeme naše výpočty. Zvolíme např.
soustavu vlevo. Pro účely následujícího výpočtu označíme 3D bod 𝑋 v souřadnicích
této soustavy jako 𝑋𝑙. Ten stejný bod 𝑋, ale tentokrát v souřadnicích s počátkem
v 𝑆𝑟, označíme 𝑋𝑟. Dále označíme 𝑇 jako vektor translace a 𝑅 jako matici rotace.
Střed kamery vpravo je tedy v bodě 𝑆𝑟 = 𝑆𝑙 + 𝑇 . Pokud použijeme právě zavedené
značení, pak pro bod 𝑋𝑟 platí
𝑋𝑟 = 𝑅(𝑋𝑙 − 𝑇 ). (1.6)
Tato situace je ilustrována v obr. 1.6.
Obr. 1.6: Rotace a translace snímku/kamery, pixelové vs. fyzické souřadnice (vytvo-
řeno podle [3]).
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Nyní ale pro další účely potřebujeme zvolit vhodný popis nějaké roviny. Těch existuje
mnoho, pro nás bude ale nejužitečnější zvolit tvar
(𝑥− 𝑎) · 𝑛 = 0 (1.7)
pro všechny body 𝑥 na rovině s normálovým vektorem 𝑛 a procházející bodem 𝑎 [3].
Na tuto obecnou rovnici roviny použijeme naše body scény s cílem pomocí dosud
odvozených vztahů matematicky popsat epipolární rovinu. Víme, že epipolární ro-
vina obsahuje vektory 𝑋𝑙 a 𝑇 . Každý bod, a tedy i bod 𝑋𝑙, se dá chápat jako vektor,
avšak v textu bude vždy pro přehlednost značen jako bod, tedy ne tučně, a to platí
i pro další obdobné případy. Pokud máme vektor kolmý na oba dva vektory 𝑋𝑙 a
𝑇 , např. 𝑋𝑙 × 𝑇 , potom ho můžeme v naší rovnici epipolární roviny použít jako
normálový vektor 𝑛. Dohromady tedy dostáváme rovnici epipolární roviny
(𝑋𝑙 − 𝑇 )T(𝑇 ×𝑋𝑙) = 0 (1.8)
(v této rovnici se vyskytuje transponování, protože jsme skalární součin nahradili
součinem matic) [3].
Dříve odvozený vztah (1.6) můžeme pronásobením 𝑅−1 (inverzní matice k 𝑅)
upravit na tvar
𝑅−1𝑋𝑟 = 𝑋𝑙 − 𝑇 [3]. (1.9)
Dále použijeme poznatek, že pro matici rotace 𝑅 platí, že jejím transponováním
dostaneme inverzi, tedy že 𝑅T = 𝑅−1. S jeho využitím získáváme vztah
(𝑅T𝑋𝑟)T(𝑇 ×𝑋𝑙) = 0[3]. (1.10)
Vektorový součin je vždy možné přepsat jako násobení maticí, což provedeme
v následujícím kroku, a pomocí toho definujeme matici 𝑆:






V následujícím kroku tedy provedem substituci 𝑇 ×𝑋𝑙 = 𝑆𝑋𝑙 a tím dostáváme
vztah
(𝑋𝑟)T𝑅𝑆𝑋𝑙 = 0[3]. (1.12)
Dále definujeme esenciální matici 𝐸 jako
𝐸 = 𝑅𝑆 (1.13)
a dostáváme konečný vztah
(𝑋𝑟)T𝐸𝑋𝑙 = 0[3]. (1.14)
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Pamatujme, že naším cílem bylo zjistit vztah mezi promítnutými body 𝑥𝑙 a 𝑥𝑟.
Doteď jsme to ale provedli pouze pro 3D body 𝑋𝑙 a 𝑋𝑟. Vzhledem k tomu, že body
𝑥𝑙 a 𝑥𝑟 jsou výsledky zobrazení bodů 𝑋𝑙 a 𝑋𝑟, byla nalezena vhodná substituce [3],
pomocí které dostáváme hledaný vztah
(𝑥𝑟)T𝐸𝑥𝑙 = 0[3]. (1.15)
1.4.4 Vztah mezi esenciální a fundamentální maticí
Fundamentální matici je možno odvodit i pomocí esenciální matice. Na této kon-
strukci můžeme pochopit vztah mezi těmito maticemi a hlavně to, jakým způsobem
v sobě fundamentální matice zahrnuje informace o kamerách. To je prvním důvodem
toho, že je v této práci zařazena i esenciální matice. Druhým důvodem je ten, že
uvedený postup odvození esenciální matice s přidanou následující částí textu se dá
chápat jako obecný postup nalezení fundamentální matice odlišný od toho, který je
uveden v části zabývající se pouze fundamentální maticí. Takto máme k dispozici
více pohledů na fundamentální matici.
Esenciální matice 𝐸 obsahuje všechny informace o geometrii dvou pohledů a je-
jich vzájemném vztahu, ale žádné informace o kamerách samotných. V praxi nás ale
většinou zajímají souřadnice pixelů v jednotlivých snímcích. S cílem zavést vztah
mezi pixely jednoho snímku a jim korespondujícími epipolárními přímkami v dru-
hém snímku budeme muset zavést použití vnitřních parametrů kamer. Abychom to
mohli udělat, zavedeme matice vnitřních parametrů kamer, které budeme označovat
𝑀𝑙, 𝑀𝑟 [3].




0 𝑓 𝑦 𝑠𝑦
0 0 1
⎞⎟⎟⎠ , (1.16)
kde 𝑓𝑥, 𝑓 𝑦 jsou ohniskové vzdálenosti v pixelech a 𝑠𝑥, 𝑠𝑦 jsou souřadnice středu
kamery, který by se měl ideálně nacházet ve středu snímku [3].
Pro body 𝑥𝑙, 𝑥𝑟, na které bylo v souvislosti s esenciální maticí nahlíženo pomocí
fyzické soustavy souřadnic, zavedeme substituci 𝑦𝑙 =𝑀𝑙𝑥𝑙, 𝑦𝑟 =𝑀𝑟𝑥𝑟, anebo ekvi-
valentně 𝑥𝑙 = 𝑀−1𝑙 𝑦𝑙, 𝑥𝑟 = 𝑀−1𝑟 𝑦𝑟. Body 𝑦𝑙, 𝑦𝑟 tedy také představují promítnutý
bod 𝑋 do snímků, ale tentokrát z hlediska pixelových souřadnic [3].
Naši rovnici pro esenciální matici 𝐸 tedy můžeme pomocí této substituce zapsat
jako
𝑦T𝑟 (𝑀−1𝑟 )T𝐸𝑀−1𝑙 𝑦𝑙 = 0[3]. (1.17)
Fundamentální matici 𝐹 pomocí tohoto vztahu můžeme definovat jako
𝐹 = (𝑀−1𝑟 )T𝐸𝑀−1𝑙 [3]. (1.18)
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Pak můžeme psát
𝑦T𝑟 𝐹 𝑦𝑙 = 0[3]. (1.19)
V souhrnu, fundamentální matice 𝐹 je téměř totožná s esenciální matici 𝐸 až na
to, že 𝐹 operuje v pixelových souřadnicích snímku, zatímco 𝐸 operuje ve fyzických
souřadnicích. Stejně jako 𝐸, fundamentální matice 𝐹 je hodnosti 2 [3].
1.5 Detekce a deskripce
Následující text se zabývá detekcí významných bodů, popisem jejich okolí, tzv. deskripcí,
a spárováním významných bodů mezi snímky. Během procesu deskripce získáme
vektor charakterizující okolí významného bodu, tzv. deskriptor.
Nejprve budou představeny obecnější pojmy, které jsou nezbytné k pochopení
základů fungování detektoru a deskriptoru SURF (Speeded-Up Robust Features),
který využívám ve svém programu. Mezi ně patří v první řadě multi-scale repre-
zentace snímku. Ty zajišťují to, že algoritmy zabývající se zpracováním obrazu jsou
schopny správně nakládat se strukturami různých měřítek. Existuje několik multi-
scale reprezentací, z nichž nás budou podrobněji zajímat pouze scale-space repre-
zentace [6]. Tyto scale-space reprezentace totiž společně s Gaussovou funkcí, kterou
v sobě zahrnují, představují základ, na kterém stavěli autoři detektoru SURF [1].
Protože multi-scale reprezentace v sobě samy o sobě nezahrnují informaci o tom,
která měřítka jsou důležitá a která ne, bylo důležité vyřešit automatický výběr
měřítka. Tento problém zde bude také zmíněn a ukáže se, že vhodným řešením je
použití Hessovy matice [5]. Toto téma je zde uvedeno, protože detektor SURF je na
této matici postaven[1].
Následuje krátké představení metody SIFT (Scale-Invariant Feature Transform),
která je zde uvedena z obdobného důvodu, a to protože představuje základ, který
autoři detektoru a deskriptoru SURF vylepšili [1].
Nakonec zde bude uveden princip detektoru a deskriptoru SURF.
1.5.1 Multi-scale
Měřítko je jedním z nejdůležitějších problémů týkajících se programů zpracovávají-
cích obrazová data, pro která nemáme k dispozici informaci o měřítku, ve kterém byla
získána. Co se detektorů týče, konkrétněji tento problém můžeme pochopit pomocí
obr. 1.7. Starší detektory, jako například známý Harrisův detektor neboli detektor
rohů, je invariantní vůči rotaci (tzn. nalezne stejné rohy dvou snímků i když je sní-
mek otočen jinak, než druhý). Co se ale týče měřítka, roh nemusí být rohem, pokud
snímek přiblížíme. Harrisův detektor tedy není invariantní vůči změně měřítka, což
může mnohdy představovat problém. [11].
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Obr. 1.7: Problém měřítka (vytvořeno podle [11]).
Vedle vlastních různících se měřítek reálných objektů (které jsou obecně ne-
známé), algoritmus zpracovávající obrazová data musí čelit dalším problémům, ja-
kými jsou například změny velikostí vlivem perspektivy, šum, a také fakt, že po-
skytnutá data jsou pouze dvoudimenzionální, a tudíž popisují vlastnosti reálného
světa pouze nepřímo. Při práci se snímky 3D scény je tedy potřeba zajistit, aby
algoritmus zabývající se zpracováním obrazu byl schopen rozeznat měřítko objektů
pouze pomocí jejich 2D snímků a tak poznal, které struktury snímku jsou důležité
a které ne. [5].
Tento problém vedl ke konstrukci multi-scale reprezentace obrazových dat zís-
kané převodem signálu originálního snímku do jednoparametrového svazku odvoze-
ných signálů. Tento svazek by měl být parametrizován tzv. měřítkovým parametrem
a měl by být vytvořen tak, aby signály příslušející detailům snímku byly postupně
potlačovány při zvětšování měřítkového parametru [6].
Hlavním úmyslem této konstrukce je získání oddělených obrazových struktur
v originálním obrázku takových, že struktury získány pomocí velkého měřítkového
parametru nebudou obsahovat detaily originálního snímku. Detaily budou zahrnuty
pouze v reprezentaci získané pomocí malého měřítkového parametru [6].
Existuje několik multi-scale reprezentací, například obrazové pyramidy a scale-
space reprezentace [6].
Konstrukce scale-space
Ukázalo se, že k vyhlazování signálů snímku je vhodné používat Gaussovo jádro
(definice níže) a jeho derivace [6].
Hlavní myšlenka konstrukce scale-space je, že drobná měřítková informace by
měla být potlačována se vzrůstající hodnotou měřítkového parametru 𝑡. Obr. 1.8
ilustruje jednodimenzionální signál, který byl vyhlazen jeho konvolucí s Gaussovými
jádry se zvětšujícím se měřítkovým parametrem 𝑡 [6].
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Obr. 1.8: Svazek postupně vyhlazovaných signálů (vytvořeno podle [6]).
Formálně je lineární scale-space reprezentace spojitého signálu konstruována ná-
sledujícím způsobem [6].
Definice 1.2. Nechť 𝑓 : R𝑁 ↦→ R reprezentuje libovolný spojitý signál. Potom
definujeme scale-space reprezentaci 𝐿 jako zobrazení 𝐿 : R𝑁 × R+ ↦→ R, pro které
platí 𝐿(· ; 0) = 𝑓 a
𝐿(· ; 𝑡) = 𝑔(·; 𝑡) * 𝑓, (1.20)
kde 𝑡 ∈ R+ je měřítkový parametr a 𝑔 : R𝑁 × R+∖0 ↦→ R je Gaussovo jádro, které
má v libovolné dimenzi tvar








pro 𝑥 ∈ R𝑁 , 𝑥𝑖 ∈ R [6]. Odmocnina měřítkového parametru, 𝜎 =
√
𝑡, je standartní
odchylka jádra 𝑔 a je přirozenou mírou prostorového měřítka ve vyhlazeném signálu
měřítka 𝑡 [6].
Automatický výběr měřítka a výběr významných bodů snímku
Multi-scale reprezentace v sobě nezahrnují přesnou informaci o tom, které struktury
snímku by měly být považovány za významné, a o tom, která měřítka jim přísluší.
V některých případech je možné tuto informaci předem specifikovat, ale to velmi
často není možné a také problémové - např. pokud je při výpočtu deskriptorů vy-
bráno nevhodné měřítko, výsledný deskriptor bude vysoce nestabilní. Tento problém
na počátku 20. století studoval Lindeberg na blob (kapka, skvrna) strukturách [5].
Důležité úrovně měřítek byly vybrány z těch měřítek, ve kterých měření síly blob
struktury dosáhlo lokálního maxima ve scale-space. Zároveň byly nalezeny důležité
obrazové struktury pomocí stability blob struktur ve scale-space. Experimentálně
se tehdy ukázalo, že tento přístup by mohl být vhodný pro extrakci oblastí zájmu
24
s přidruženými měřítky. Postupem času bylo ukázáno, že lokální extrém nad měřít-
kem normalizovaného diferenciálního deskriptoru odpovídá významným obrazovým
strukturám [5].
Lindeberg svou práci týkající se principu výběru měřítka uzavřel tvrzením, že
extrémy nad měřítky v signatuře normalizovaných diferenciálních entit jsou uži-
tečné při detekci charakteristik snímku. Dále uvedl, které entity jsou k tomuto účelu
vhodné a mezi nimi uvedl maximum a minimum stopy Hessovy matice a taktéž její
determinant. Ty jsou podle něj použitelné zejména pro blob struktury [5].
Hessova matice pro Gaussovu funkci
Definice 1.3. Mějme bod 𝑋 = (𝑥, 𝑦) v obrázku 𝐼, Hessovu matici𝐻(𝑋,𝜎) v bodě
𝑋 s měřítkem 𝜎. Pak je Hessova matice definována jako
𝐻(𝑋,𝜎) =
⎛⎝ 𝐿𝑥𝑥(𝑋, 𝜎) 𝐿𝑥𝑦(𝑋, 𝜎)
𝐿𝑥𝑦(𝑋, 𝜎) 𝐿𝑦𝑦(𝑋, 𝜎)
⎞⎠ , (1.22)
kde 𝐿𝑥𝑥(𝑋, 𝜎) je konvoluce derivace druhého řádu Gaussovy funkce 𝜕
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𝜕𝑥2 𝑔(𝜎) s ob-
rázkem 𝐼 v bodě 𝑋, a podobně pro 𝐿𝑥𝑦(𝑋, 𝜎) a 𝐿𝑦𝑦(𝑋, 𝜎) [1].
Laplacián Gaussovy funkce
Definice 1.4. Laplacián Gaussovy funkce je definován jako stopa Hessovy matice
𝐻(𝑋,𝜎) uvedené výše [1].
1.5.2 Detektor a deskriptor SIFT (Scale-Invariant Feature
Transform)
Detektor SIFT používá filtrování snímku pomocí scale-space. Pro nalezení scale-
space by zde mohl být použit Laplacián Gaussovy funkce (LoG) s různými hod-
notami měřítkového parametru, který se vyskytuje ve starších detektorech. LoG
se chová jako detektor blob struktur, který tyto struktury detekuje v různých ve-
likostech pomocí změny měřítkového parametru 𝜎. Například v obr. 1.7, Gaussovo
jádro s nízkým 𝜎 nám dává vysokou hodnotu pro malý roh, zatímco vysoké 𝜎 dobře
popisuje velký roh. Takto budou nalezeny lokální maxima napříč měřítkem a pro-
storem. Výsledkem bude seznam (𝑥, 𝑦, 𝜎) hodnot, pro který platí, že v bodě (𝑥, 𝑦)
existuje potenciální významný bod v měřítku 𝜎. Protože je ale LoG výpočtově nároč-
nější, SIFT LoG aproximuje pomocí DoG (Difference of Gaussian). V dalším kroku
algoritmu je provedeno upřesnění a z výběru potenciálních bodů jsou odstraněny ty,
které by mohly být problémové (např. body s nízkým kontrastem) [11].
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Jakmile jsou takto získány silné potenciální významné body, musí pro ně být za-
jištěna invariance vůči rotaci. Toho je docíleno tím, že je každému z nich přiřazena
orientace následujícím způsobem. Okolo každého významného bodu je zpracováno
jeho okolí, jehož velikost je závislá na měřítku příslušejícímu tomuto bodu. V tomto
okolí jsou pro jeho body spočteny velikosti a orientace gradientů. Je vytvořen his-
togram pokrývající 360∘. Orientace významného bodu je získána jako orientace nej-
vyššího bodu histogramu [11].
Poté je pro každý významný bod vytvořen jeho deskriptor. 16×16 okolí každého
významného bodu je rozděleno do 16 podoblastí rozměrů 4× 4. Pro každou podob-
last je vytvořen 8-binový orientační histogram. Dohromady bude vytvořeno 128 binů
informací reprezentovaných ve formě vektoru, který tak představuje deskriptor vý-
znamného bodu. Zároveň je provedeno několik měření, aby byl deskriptor odolný vůči
změnám osvětlení apod. Nakonec jsou významné body mezi snímky prostřednictvím
deskriptorů spárovány. Toho je docíleno porovnáváním jejich nejbližších sousedních
bodů [11].
1.5.3 Detektor a deskriptor SURF (Speeded-Up Robust Fe-
atures)
Cílem autorů metody SURF bylo vyvinout bez obětování výkonu detektor a deskrip-
tor, který je v porovnání se současnými technologiemi výpočtově rychlejší. Vytvořili
detektor a deskriptor invariantní vůči měřítku a rotaci snímku, protože podle jejich
názoru takové detektory představují dobrý kompromis mezi komplexností a odol-
ností vůči běžně se objevujícím transformacím [1].
Zároveň ale vedle metody SURF vytvořili deskriptor, který není invariantní vůči
rotaci, ale pouze vůči měřítku, tzv. U-SURF. Ten je vhodné používat v případech,
kdy kamera rotuje pouze okolo vertikální osy (např. mobilní navigace). Jeho prak-
tickým přínosem je další navýšení rychlosti [1].
Podle autorů metody SURF je vysoká dimenze deskriptoru záporem SIFTu při
procesu spárování. Proto navrhli novou metodu, která je založená na SIFTu. Jejich
metoda v každé fázi (detekce, deskripce, spárování) obsahuje nová vylepšení, která
ve výsledku značně zkrátí výpočtový čas [1].
Detekce významných bodů snímku a jejich následná deskripce pomocí SURF
může být rozdělena do čtyř hlavních kroků. Ty jsou uvedeny v následujícím souhrnu
zároveň s tím, co je pro každý krok podstatné.
1. Detekce významných bodů v obrázku, jako například rohů, blob struktur a T-
spojů. Při tomto procesu je nejhodnotnější vlastností detektoru významných
bodů jeho opakovatelnost, tzn. jestli spolehlivě nalezne ty stejné významné
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body v různých podmínkách pohledů [1].
2. Přiřazení orientace významným bodům [1].
3. V dalším kroku je okolí každého významného bodu reprezentováno vektorem
charakteristik, tzv. deskriptorem. Tento deskriptor musí mít dobrou rozlišovací
schopnost a zároveň musí být odolný vůči šumu, geometrickým a fotometric-
kým deformacím [1].
4. V posledním kroku jsou deskriptory významných bodů snímků spárovány. Toto
spárování je často založeno na vzdálenosti mezi vektory, např. na Euklidovy
vzdálenosti. Dimenze deskriptoru má přímý vliv na rychlost tohoto procesu
spárování, proto je vhodná nižší dimenze deskriptoru [1].
Detekce
Součástí metody SURF je Fast-Hessian detektor, který je založen na Hessovy matici
kvůli dobrému výkonu při krátkém výpočtovém čase a přesnosti. Konkrétně se při
procesu hledání lokace a měřítka významných bodů spoléhá na determinant Hes-
sovy matice. Je tedy potřeba vypočítat derivace druhého řádu Gaussovy funkce,
což by bylo výpočtově náročné, proto se zde nabízí použití aproximace. SURF za-
chází s aproximacemi Gaussovy funkce ještě dále než SIFT a místo DoG (tj. SIFT
aproximace LoG) používá k aproximaci box filtry [1]. Jejich obrovskou výhodou je
to, že konvoluce originálních signálů snímku může být rychle spočtena pomocí in-
tegrálních obrazů [12]. Ukázalo se, že výkon je srovnatelý s LoG [1]. Znázornění
aproximace pomocí box-filtrů je uvedeno v obr. 1.9. Vlevo můžeme vidět (diskreti-
zovanou a oříznutou) druhou derivaci Gaussiánu ve směru y a xy. Vpravo pak její
aproximaci pomocí box-filtrů autorů metody SURF. Šedé oblasti jsou rovny nule
[1].
Obr. 1.9: Aproximace pomocí box-filtrů (převzato z [1]).
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Přiřazení orientace
Aby byl deskriptor invariantní vůči rotaci, musíme významným bodům přiřadit je-
jich orientaci. K tomuto účelu používá SURF odezvy na Haarovy vlnky v horizon-
tálním a vertikálním směru pro okolí každého významného bodu [1].
Zajímavé je, že tyto odezvy můžou být velmi snadno nalezeny pomocí integrál-
ních obrazů, a to pro všechna měřítka. Tím se tento proces urychlí. Nakonec je na
základě součtů všech odezev odhadnuta celková orientace významného bodu [12].
Tvorba deskriptoru
První krok se skládá z konstrukce čtvercové oblasti se středem ve významném bodu
a s orientací, která byla vypočtena v předchozím kroku. Tato oblast je pravidelně
rozdělena do menších 4×4 podoblastí. Pro každý její bod je spočtena odezva na Haa-
rovu vlnku ve vertikálním i horizontálním směru. Pro 𝑖-tý bod 4× 4 podoblasti pro
zjednodušení nazveme 𝑑𝑥(𝑖) odezvu na Haarovu vlnku v horizontálním směru a 𝑑𝑦(𝑖)
odezvu na Haarovu vlnku ve vertikálním směru. Tyto odezvy jsou sečteny. Abychom
přinesli informace o polaritě změně intenzit, získáme navíc sumu absolutních hodnot
odezev |𝑑𝑥(𝑖)| a |𝑑𝑦(𝑖)| [1].
















Prvky vektoru 𝑣 znázorňují změny v intenzitě vzorku. Chování tohoto vektoru je
znázorněno v obr. 1.10. V případě homogenní oblasti vlevo jsou všechny hodnoty
poměrně nízké. V prostřední oblasti s frekvencemi ve směru 𝑥 je hodnota ∑︀16𝑖=1 |𝑑𝑥(𝑖)|
vysoká, ale všechny ostatní zůstávají nízké. V pravé oblasti se intenzita postupně
zvyšuje ve směru x, a tedy obě hodnoty ∑︀16𝑖=1 𝑑𝑥(𝑖) a ∑︀16𝑖=1 |𝑑𝑥(𝑖)| jsou vysoké [1].
Obr. 1.10: Reprezentace změn v intenzitě vzorku pomocí vektoru 𝑣 (převzato z [1]).
Konečným výsledkem je deskriptorový vektor pro všechny 4×4 podoblasti, který
má délku 64. Tím je oproti deskriptoru SIFT použita nižší dimenze a urychlí se tak
proces spárování deskriptorů [1].
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Navíc autoři prezentovali nový krok založený na znaménku Laplaciánu (tj. stopa
Hessovy matice), který zvýší nejen rychlost deskriptoru, ale také jeho odolnost.
Znaménko Laplaciánu rozliší světlou blob strukturu na tmavém pozadí od opačné
situace. Tato funkce dokonce nezabere žádný výpočtový čas navíc, protože vše bylo
spočteno již během fáze detekce. Ve fázi spárování pak můžeme nejdřív porovnávat,
zda mají významné body stejný typ kontrastu. Pokud ne, program může rovnou
přejít k dalšímu bodu, aniž by se zdržoval zbytečnými úkony, protože už teď ví,
že tyto body si nemůžou odpovídat [1].
1.6 Rektifikace
Rektifikace je úprava snímků, tak aby jejich epipolární přímky byly totožné. Moti-
vací k procesu rektifikace je to, že pokud jsou roviny snímků přesně zarovnány, je
jednodušší spočítat stereo disparity. Bohužel perfektní konfigurace zarovnání není
v reálném stereo systému obvyklá, a to protože dvě kamery skoro nikdy nemají
přesně koplanární, řádkově zarovnané roviny snímků. Chceme přeprojektovat ob-
razové roviny našich dvou kamer tak, že se budou nacházet ve stejné rovině s ob-
razovými řádky zarovnanými do rovnoběžné konfigurace. To, jak vybereme rovinu,
ve které matematicky zarovnáváme kamery, záleží na algoritmu, který používáme
[3].
Chceme docílit toho, aby řádky mezi dvěma kamerami byly po rektifikaci za-
rovnány tak, že stereo korespondence budou více spolehlivé. Díky zarovnání a ná-
slednému prohledávání příslušného řádku se zvýší spolehlivost a výpočetní účinost.
Výsledkem zarovnání horizontálních řádků v rovině snímků (která zahrnuje oba
snímky) je to, že epipóly se budou nacházet v nekonečnu. To znamená, že obraz
středu projekce v jednom snímku je rovnoběžný k rovině druhého snímku [3].
Existuje mnoho způsobů jak spočítat rektifikační podmínky. Z nich se zmíním
o Hartleyho algoritmu a Bouguetovu algoritmu, a to protože tyto dva algoritmy
používá knihovna OpenCV, kterou využívám k praktické části práce [3]. Ve svém
programu pracuji s nekalibrovanými kamerami a tedy i s Hartleyho algoritmem,
proto ho zde rozvedu mnohem více než algoritmus druhý, který je zmíněn spíše
okrajově.
Bouguetův algoritmus využívá parametry rotace a posunu ze dvou kalibrovaných
kamer a také znalosti vnitřních parametrů kamer. V situacích, kdy je možné použít
kalibraci (např. robotické paže nebo bezpečnostní kamery), je přirozenější používat
Bouguetův algoritmus. Hartleyho algoritmus je vhodný pro nekalibrované kamery,
v takovém případě je ale třeba myslet na to, že bude pravděpodobně produkovat
více zkreslené snímky než Bouguetův algoritmus pro kalibrované kamery [3].
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1.6.1 Nekalibrovaná rektifikace pomocí Hartleyho algoritmu
Hartleyho algoritmus se pokouší najít homografie, které zobrazují epipól do neko-
nečna, a při tom minimalizuje spočtené disparity mezi dvěma stereo snímky. To dělá
jednoduše pomocí spárování bodů mezi stereo snímky. Vyhneme se tedy nutnosti po-
čítat vnitřní informace pro dvě kamery. Tato informace je totiž zahrnuta ve shodách
bodů. Proto potřebujeme spočítat pouze fundamentální matici, která může být zís-
kána z jakékoliv množiny sedmi nebo více korespondujících bodů scény. Výhodou
Hartleyho algoritmu je, že stereo kalibrace může být provedena jednoduše pomocí
pozorování bodu ve scéně. Nevýhodou je, že nemáme ponětí o měřítku snímku. Vý-
sledně můžeme určit rekonstrukci 3D objektu jen pomocí projektivní transformace.
To znamená, že různá měřítka nebo projekce objektů se nám můžou jevit jako ty
stejné [3].
Předpokládejme, že máme fundamentální matici 𝐹 , která ke svému výpočtu po-
žadovala sedm nebo více bodů. Potom je postup Hartleyho algoritmu následující:
1. Použijeme fundamentální matici, abychom spočítali dva epipóly pomocí vztahů
𝐹 𝑒𝑙 = 0 a (𝑒𝑟)T𝐹 = 0 pro levý a pravý epipól [3].
2. Hledáme první homografii 𝐻𝑟, která bude mapovat pravý epipól do 2D ho-
mogenního bodu v nekonečnu (1, 0, 0)T. Protože homografie má sedm omezení
(měřítko chybí), a tři z nich jsme použili pro zobrazení epipólu do nekonečna,
zbývají nám čtyři stupně volnosti, ve kterých vybereme naši 𝐻𝑟. Tyto čtyři
stupně volnosti často způsobují zmatek, a to protože většina voleb 𝐻𝑟 vy-
ústí ve vysoce zkreslené snímky. Abychom našli dobrou 𝐻𝑟, vybereme bod ve
snímku, ve kterém požadujeme minimální zkreslení. Ukázalo se, že rozumnou
volbou pro takový bod je počátek snímku. Dále budeme předpokládat že epi-
pól (𝑒𝑟)T = (𝑓, 0, 1) leží na ose 𝑥 a že tento předpoklad platí pro matici rotace









zobrazí epipól (𝑒𝑟)T do nekonečna [3].
3. Pro vybraný bod zájmu v pravém obrázku (v našem případě jsme vybrali
počátek snímku) spočteme translaci 𝑇 , která tento bod zobrazí do počátku
snímku (v našem případě je to 0) a rotaci 𝑅, která zobrazí epipól do bodu
(𝑒𝑟)T = (𝑓, 0, 1). Homografie, kterou hledáme, potom bude 𝐻𝑟 = 𝐺𝑅𝑇 [3].
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4. Dále hledáme odpovídající homografii𝐻𝑙, která pošle levý epipól do nekonečna
a zarovná řádky dvou snímků. Zobrazení levého epipólu do nekonečna je jed-
noduše provedeno použitím tří podmínek jako v druhém kroku. K zarovnání
řádků používáme fakt, že zarovnání řádku minimalizuje celkovou vzdálenost
mezi všemi spárovanými body dvou snímků. To znamená, že najdeme takovou
homografii 𝐻𝑙, která minimalizuje celkovou disparitu spárovaných bodů defi-
novanou jako ∑︀𝑖 𝑑(𝐻𝑙𝑥𝑙(𝑖),𝐻𝑟𝑥𝑟(𝑖))[3].
Tyto dvě homografie 𝐻𝑟 a 𝐻𝑙 definují stereo rektifikaci [3].
Celý proces rektifikace je ilustrován v obr. 1.11. Skutečný rektifikační proces
se děje zpětně z (c) do (a) v procesu známém jako reversní mapování. Pro každý ce-
ločíselný pixel v rektifikovaném obrázku (c) najdeme jeho souřadnice v nezkresleném
obrázku (b) a použijeme je k vyhledání skutečných souřadnic (s plovoucí desetinnou
čárkou) v původním obrázku (a). Hodnota desetinné plovoucí souřadnice pixelu je
pak interpolována z nejbližší celočíselné lokace pixelu v originálním obrázku a tato
hodnota je použita k naplnění lokace rektifikovaného celočíselného pixelu v cílovém
snímku (c). Poté, co je rektifikovaný snímek takto naplněn, je vhodně oříznut tak,
aby zůstaly pouze překrývající se oblasti z levého a pravého snímku [3].
Obr. 1.11: Proces rektifikace (převzato z [3]).
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1.7 Stereo korespondence
Proces hledání stereo korespondencí má na starosti vyhledání korespondujících si
bodů na epipolárních přímkách. Toto spárování bodů ze dvou různých pohledů ka-
mer může být spočteno pouze přes oblasti, ve kterých se pohledy obou kamer pře-
krývají. Lepší výsledek dostaneme, pokud kamery budou upraveny tak, aby jejich
pohledy byly co nejblíže frontálně paralelnímu uspořádání [3].
OpenCV implementuje rychlý a efektivní block-matching stereo algoritmus. Tento
algoritmus pracuje pomocí používání malých oken součtů absolutních rozdílů (sum
of absolute difference = SAD), aby našel odpovídající si body mezi levým a pra-
vým rektifikovaným snímkem. Tento algoritmus nalezne pouze silně si odpovídající
(tj. s vysokou texturou) body mezi dvěma snímky [3].
V každé vysoce texturované scéně (jako např. snímek v lese) může být tedy pro
každý pixel spočtena hloubka. Ve scénách s nízkou texturou (např. vnitřní chodba)
může být hloubka zaznamenána pouze pro několik málo bodů [3].
Následují tři fáze block-matching algoritmu, které pracují s nezkreslenými, rek-
tifikovanýmy stereo páry snímků:
1. Předfiltrování sloužící k normalizaci jasu a zvýšení textury [3].
2. Hledání korespondencí podél horizontálních epipolárních linií pomocí použítí
oken SAD [3].
3. Postfiltering určený k eliminaci špatně spárovaných korespondencí [3].
Korespondence je spočtena pomocí posouvání SAD okna. Pro každý významný
bod v levém snímku hledáme korespondující řádek v pravém snímku. Po rektifikaci
je každý řádek epipolární přímkou, takže shodující se lokace v pravém snímku musí
být v tom samém řádku jako v levém snímku. Tyto korespondující lokace můžou
být nalezeny, pokud má vyznamný bod dostatek textury, aby byl detekovatelný [3].
Proces vyhledávání korespondencí je ilustrován v obr. 1.12. Pro frontálně pa-
ralelní uspořádání kamer musí platit, že jakákoliv shoda se musí v pravém snímku
vyskytovat ve stejném řádku, kde leží bod, v němž začíná hledání shod s bodem z le-
vého snímku, tj. od bodu (𝑥0, 𝑦0). Toto hledání se od bodu (𝑥0, 𝑦0) posunuje doleva
pro nastavený počet disparit. Ve spodní části obrázku je ukázána funkce sloužící ke
správnému spárování [3].
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Obr. 1.12: Vyhledávání stereo korespondencí (převzato z [3]).
Pro frontálně paralelní uspořádaní kamer tedy platí, že (𝑥0, 𝑦0)má nulovou dispa-
ritu a body s větší disparitou se nachází směrem doleva od bodu (𝑥0, 𝑦0). Pro kamery,
které jsou úhlem nastaveny k sobě (nejsou rovnoběžně uspořádané), se může objevit
shoda, která má negativní disparitu (napravo od (𝑥0, 𝑦0)) [3].
Tímto jsme téměř dosáhli našeho cíle a v praktické části práce využijeme již
uvedené triangulace k tomu, abychom ke každé nalezené stereo korespondenci na-
lezli její reálnou hloubku 𝑍. Poté již můžeme vymodelovat výsledné mračno bodů
představující rekonstrukci naší 3D scény.
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2 VÝSLEDKY STUDENTSKÉ PRÁCE
Následující popis se týká programu, který má za úkol na základě dvou snímků re-
konstruovat 3D scénu. Program je psán v jazyce C++ a využívá balíku knihoven
OpenCV, který je pro tuto práci velmi vhodný.
Pro náš program používáme snímky z [13], u kterých je přiložena i jim odpoví-
dající projekční matice. Tuto matici si do programu načteme a využijeme později.
Pro další práci je třeba uvést, že v proměnných img1, img2máme úspěšně načteny
dva snímky, na jejichž základě chceme provést 3D rekonstrukci.
2.1 Detekce významných bodů pomocí SURF
Vytvoříme instanci detektoru detector významných bodů, jejímž vzorem je třída
FeatureDetector. První argument většiny detektorů kontroluje vyvážení mezi množ-
stvím detekovaných bodů a jejich stabilitou. Rozsah těchto hodnot je různý, záleží
na použitém detektoru a způsobu, jakým pracuje. Většinou je tedy nejlepší použít
defaultní hodnotu. Ve svém programu pracuji s detektorem SURF, který funguje po-
mocí Hessovy matice [10]. Podle dokumentace je při práci se SURF nejlepší v prvním
argumentu detektoru použít hodnotu v rozmezí 300 až 500, přičemž platí, že čím
větší hodnotu použijeme, tím méně významných bodů získáme [10]. Používám tedy
hodnotu 300 uloženou v proměnné minHessian. Výsledek je ilustrován v obr. 2.1.






Obr. 2.1: Významné body nalezené detektorem SURF.
2.2 Výpočet deskriptorů pomocí SURF
Nyní vytvoříme instanci extraktoru deskriptoru pojmenovanou extractor. Vět-
šina OpenCV deskriptorů má vzor v třídě DescriptorExtractor. Poté spočítáme
deskriptor pro každý nalezený významný bod [10].
Výstup Matmetody DescriptorExtractor::compute je matice obsahující v řádku
𝑖 deskriptor pro každý 𝑖-tý významný bod [10].
Za zmínku stojí, že tato metoda je schopná modifikovat vektor významných bodů
odstraněním těch významných bodů, pro které není deskriptor definován (obvykle
to jsou významné body blízko okraje obrázku). Metoda tímto způsobem zajišťuje,
že výstupní významné body a deskriptory jsou konzistentní (takže počet význam-






2.3 Nalezení korespondencí deskriptorů
Dosavadním postupem jsme nalezli deskriptory pro oba dva snímky, konečně tedy
můžeme provést matching.
Nejdříve vytvoříme instanci Brute Force Matcheru matcher, která pro každý
deskriptor z druhého snímku provede velmi podrobné vyhledávání nejbližšího deskrip-
toru z prvního snímku, a která přitom používá euklidovskou metriku [10].
Jako první argument obsahuje matcher parametr NORM_L2, který mu říká, že pra-
cujeme se SURF deskriptory. Jeho druhý parametr je nastaven na true, v takovém
případě totiž matcher vrací pouze konzistentní páry odpovídajících si významných
bodů. Pokud tedy nalezne dostatečný počet shod, pracuje přesněji a s minimál-
ním počtem výchylek (pokud by bylo výstupem velmi málo korespondencí, bylo by
tedy pravděpodobně lepší nastavit tento parametr na false, ale v takovém případě
musíme počítat s tím, že ve výsledku se může vyskytovat více výchylek) [9].




Nalezené korespondence si můžeme prohlédnout v obr. 2.2. Pro přehlednost zob-
razení výsledných korespondencí byl změněn argument SURF detektoru minHessian
na hodnotu 3000 (jinak by bylo z důvodů vysvětlených výše nalezeno velké množství
bodů a zobrazení výsledku by bylo přes všechny spoje nepřehledné). Při další práci
na 3D rekonstrukci mu nadále zůstane hodnota 300.
Obr. 2.2: Korespondence významných bodů.
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2.4 Nalezení fundamentální matice
2.4.1 Obecný popis
Příkaz sloužící k nalezení fundamentální matice má název findFundamentalMat()










Tento příkaz spočítá fundamentální matici způsobem, který byl představen v ma-
tematické části práce, a to díky určitému počtu nalezených korespondencí bodů dvou
snímků jedné scény. Dále popíšeme funkci tohoto příkazu a jeho argumenty. Jak
uvidíme, k vytvoření fundamentální matice pomocí tohoto příkazu potřebujeme mít
nalezen určitý počet odpovídajících si bodů snímků, který pro další účely označíme
𝑁 .
points1, points2
V argumentech points1, points2 je uloženo 𝑁 odpovídajících si bodů. Tyto ar-
gumenty mají tvar matic rozměrů 𝑁 × 2 nebo 𝑁 × 3 (to záleží na tom, k jakému
typu souřadnic tyto body vztahujeme). Jejich požadovaný počet závisí na použité
metodě, která je specifikována v argumentu method [3].
status
Argument status je volitelný. Pokud ho použijeme, měl by mít tvar vektoru délky
𝑁 (to se rovná „délce“ matic points1, points2). Metody RANSAC a LMedS jej
použijí k uchování informace o tom, které body byly považovány za výchylky, a které
ne. Prvek vektoru bude nastaven na nulu, jestliže jemu odpovídající bod je považován
za výchylku. Pokud tomu tak není, bude nastaven na 1. Ostatní metody, pracující
pomocí jednoduššího 7-bodového algoritmu nebo 8-bodového algoritmu, se tím, jestli
je bod výchylkou nebo není, nezabývají, takže v jejich případě budou všechny prvky
vektoru status nastaveny na 1 [3].
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method
Tento argument může nabývat čtyř hodnot. Pro každou tuto hodnotu existují ome-
zení týkající se toho, jaký počet bodů je vyžadován ve vstupních argumentech
points1, points2. Tato omezení počtu bodů jsou popsána v tab. 2.1 [3].
Tab. 2.1: Metody příkazu findFundamentalMat (vytvořeno podle [3]).
Hodnota argumentu method počet bodů název algoritmu
CV_FM_7POINT přesně 7 7-bodový algoritmus
CV_FM_8POINT alespoň 8 8-bodový algoritmus
CV_FM_RANSAC alespoň 8 RANSAC
CV_FM_LMEDS alespoň 8 LMedS
7-bodový algoritmus: Tento algoritmus používá přesně 7 bodů. Využívá faktu, že fun-
damentální matice musí mít přesně hodnost 2. Nevýhodou tohoto postupu je to, že
nalezená matice není jedinečná, a díky tomu výsledkem mohou být až tři různé ma-
tice. V takovém případě je nutné, aby proměná obsahující výslednou matici měla
rozměry 9 × 3, jinak by mohly být další dvě potenciální výsledné fundamentální
matice ztraceny [3].
8-bodový algoritmus: 8-bodový algoritmus získá fundamentální matici jako řešení
lineární soustavy rovnic získané pomocí osmi korespondencí. Čím více bodů máme
k dispozici, tím více se chyby minimalizují [3].
RANSAC a LMedS: Problémem 7-bodového a 8-bodového algoritmu je jejich ex-
trémní citlivost na výchylky (a to i když máme u 8-bodového algoritmu k dispozici
mnohem více bodů než osm). Tento problém řeší pokročilejší algoritmy RANSAC
a LMedS. Jde o robustní metody schopné rozeznat a odstranit výchylky. Z tohoto
důvodu jsem si ke svojí práci rozhodl vybrat metodu RANSAC. Pro tyto metody
bychom měli použít více než jen minimum osmi odpovídajících si bodů [3].
param1, param2
Tyto dva argumenty jsou parametry používané pouze v metodách RANSAC a LMedS.
Do prvního parametru param1 se ukládá maximální vzdálenost bodu od epipolární
přímky (v pixelech). Pokud leží bod dále, než je tato maximální vzdálenost, pak
je považován za výchylku. Pomocí druhého parametru param2 nastavíme pravdě-
podobnost (ležící mezi 0 a 1) toho, že nalezená matice je ta správná, což ovlivňuje
počet opakování algoritmu [3].
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2.4.2 Využití v programu
Příkaz findFundamentalMat() vyžaduje speciální tvar vektorů obsahujících nale-
zené korespondující významné body (první dva argumenty). Ty máme v požadova-
ném tvaru nachystané v proměnných ckeypoints1, ckeypoints2. Nyní už můžeme









Dále je potřeba z ckeypoints1 a ckeypoints2 vyřadit špatné body. To prove-
deme pomocí výše popsaného vektoru status a tak získáme protříděné významné
body uložené v ckeypoints1_sorted a ckeypoints2_sorted, které použijeme k rek-
tifikaci.
2.5 Rektifikace
Dalším krokem je rektifikace snímků. Nejdříve musíme najít homografie pro neka-
librované snímky pomocí funkce stereoRectifyUncalibrated().
Funkci stereoRectifyUncalibrated() jako vstupní data předáváme protříděné
významné body ckeypoints1_sorted, ckeypoints2_sorted a vypočtenou fun-
damentální matici fundamental. Dále můžeme funkci předat parametr treshold
a body, které budou mít od epipolární přímky vzdálenost větší než treshold, bu-
dou vyřazeny. Výstupem funkce stereoRectifyUncalibrated() jsou dvě matice










Dále je potřeba snímky podle nalezených homografií přerovnat tak, aby jejich
epilolární přímky byly totožné. To provedem pomocí funkce warpPerspective(),









Pro první snímek této funkci předáváme vstupní obrázek img1, matici homogra-
fie Hom1 a jako výstup dostáváme rektifikovaný sníme img1r. Obdobně pro druhý
snímek. Výsledek rektifikace můžeme vidět v obr. 2.3, kde je pro ukázku navíc vy-
kresleno několik epipolárních přímek.
Obr. 2.3: Rektifikované snímky a jejich epipolární přímky.
2.6 Vyhledání stereo korespondencí
Následuje hledání disparit pomocí instance bm třídy StereoBM, která využívá block-
matching algoritmus [9]. Toto hledání je velmi usnadněno tím, že korespondence
leží díky rektifikaci na stejném řádku. Výstupem této funkce je disparitní mapa
disparity, kterou můžeme vidět v obr. 2.4. Disparity jsou v ní znázorněny v úrov-
ních šedé.
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StereoBM bm(StereoBM::BASIC_PRESET, 100, 21);
bm(img1r,img2r,disparity,CV_16S);
Obr. 2.4: Disparitní mapa.
2.7 Triangulace
Díky disparitní mapě si dopočítáme souřadnice stereo korespondencí v pravém snímku.
Vytvoříme si matice L_rec a R_rec, do kterých přiřadíme prvky z matice disparity
následujícím způsobem. Do řádků matice L_rec uložíme souřadnice stereo kore-
spondencí v levém rektifikovaném snímku. Pokud má takový bod tvar (x,y), pak
dopočítáme korespondující bod pravého snímku jako (x-d,y), kde d je odpovída-
jící disparita. Tyto souřadnice korespondencí v pravém rektifikovaném snímku jsou
uloženy do řádků matice R_rec.
Dále tyto body převedeme do homogenních souřadnic a to tak, že jim jako třetí
souřadnici připíšeme 1.
Nyní tyto body můžeme pronásobit inverzními maticemi rektifikačních homo-
grafií Hom1.inv(), Hom2.inv(). Díky tomu získáme matice L a R se souřadni-
cemi stereo korespondencí nerektifikovaných snímků. Jejich body převedeme zpět
z homogenních souřadnic a ty využijeme k nalezení 3D souřadnic pomocí funkce
41
MyTriangulatePoint(). Ta dále potřebuje projekční matice [9], které jsme si dříve
nahráli. Výstupem této funkce je matice o velikosti 4 × 𝑁 , která obsahuje souřad-
nice 3D bodů. Tuto matici následně vyexportujeme do souboru typu *.ply. Tím nám
vznikne mračno bodů, které zobrazíme v programu MeshLab. Výsledné mračno bodů
můžeme vidět v obr. 2.5 a obr. 2.6.
Obr. 2.5: Výsledné mračno bodů.
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Obr. 2.6: Detailní pohled na mračno bodů.
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3 ZÁVĚR
Cílem bakalářské práce byl návrh algoritmu pro nekalibrovanou rekonstrukci scény
ze dvou perspektivních pohledů. Vstupem algoritmu je pár stereo snímků ve vysokém
rozlišení. Výstupem je mračno bodů, které zobrazíme v programu MeshLab.
Nejdříve jsem studoval teorii stojící za nekalibrovanou rekonstrukcí a získané
poznatky jsem se snažil použít v praktické části práce. Při každém kroku programu
jsem se snažil použít metody a parametry takové, aby byl výsledek co nejpřesnější.
Proto jsem si k detekci a deskripci vybral metodu SURF, která je v této době
považována za jednu z nejvýkonnějších. Pro nalezení fundamentální matice jsem
zvolil metodu RANSAC, protože oproti jiným algoritmům je robustnější a mno-
hem méně citlivá na výchylky. Při hledání homografií během procesu rektifikace
jsem ve funkci stereoRectifyUncalibrated() použil nepovinný vstupní parametr
treshold, který zajistil to, že s korespondencemi až příliš vzdálenými od jejich
epipolární přímky se nebude v programu nadále pracovat. Poté jsem nalezl ste-
reo korespondence a jejich disparity. Na disparitní mapě bylo přítomno poměrně
hodně šumu. To jsem se snažil omezit vyfiltrováním nesprávných disparit, což ale
příliš nepomohlo. Bylo by tedy možná lepší zkusit použít pokročilejší metodu stereo
matchingu, tzv. Semi-Global Block Matching. Nakonec jsem dopočítal souřadnice
3D bodů pomocí triangulace a tím jsem získal výsledné mračno bodů.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
𝑆𝑙 střed kamery snímku vlevo
𝑆𝑟 střed kamery snímku vpravo
𝑓 obecná ohnisková vzdálenost
𝑐𝑙 principální bod ležící ve snímku vlevo
𝑐𝑟 principální bod ležící ve snímku vpravo
𝑋 3D bod scény
𝑥𝑙 𝑥-souřadnice 3D bodu 𝑋 promítnutého do snímku vlevo
𝑦𝑙 𝑦-souřadnice 3D bodu 𝑋 promítnutého do snímku vlevo
𝑥𝑟 𝑥-souřadnice 3D bodu 𝑋 promítnutého do snímku vpravo
𝑦𝑟 𝑦-souřadnice 3D bodu 𝑋 promítnutého do snímku vpravo
𝑑 disparita
𝑍 hloubka
𝑧 základní přímka (přímka spojující středy kamer 𝑆𝑙, 𝑆𝑟)
𝑥𝑙 3D bod 𝑋 promítnutý do snímku vlevo
𝑥𝑟 3D bod 𝑋 promítnutý do snímku vpravo
𝜋 epipolární rovina
𝑝𝑙 epipolární přímka ležící ve snímku vlevo
𝑝𝑟 epipolární přímka ležící ve snímku vpravo
𝑒𝑙 epipól ležící ve snímku vlevo
𝑒𝑟 epipól ležící ve snímku vpravo
𝐹 fundamentální matice
𝐻𝜋 matice homografie přes epipolární rovinu 𝜋
𝐾𝑙 kamera snímku vlevo
𝐾𝑟 kamera snímku vpravo
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𝑅 matice rotace
𝑇 vektor translace (posunutí)
𝑋𝑙 3D bod 𝑋 v souřadnicích s počátkem ve středu kamery vlevo
𝑋𝑟 3D bod 𝑋 v souřadnicích s počátkem ve středu kamery vpravo




𝑀𝑙 matice vnitřních parametrů kamery snímku vlevo
𝑀𝑟 matice vnitřních parametrů kamery snímku vpravo
𝑓𝑥, 𝑓𝑦 ohniskové vzdálenosti v pixelech v matici vnitřních parametrů kamery
𝑐𝑥, 𝑐𝑦 souřadnice středu kamery v matici vnitřních parametrů kamery
𝑦𝑙 3D bod 𝑋 promítnutý do snímku vlevo z hlediska pixelových souřadnic
𝑦𝑟 3D bod 𝑋 promítnutý do snímku vpravo z hlediska pixelových souřadnic
𝑡 měřítkový parametr
R množina reálných čísel
R+ množina kladných reálných čísel
R𝑁 kartézský součin 𝑁 množin reálných čísel (𝑁 -rozměrný reálný prostor)
𝐿 scale-space reprezentace
𝑔 Gaussovo jádro
𝜎 standartní odchylka Gaussova jádra
𝐼 obrázek
𝐻(𝑋,𝜎) Hessova matice v bodě 𝑋 s měřítkem 𝜎
𝐿𝑥𝑥(𝑋, 𝜎) konvoluce derivace druhého řádu Gaussovy funkce 𝜕
2
𝜕𝑥2 𝑔(𝜎) s obrázkem 𝐼
v bodě 𝑋
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𝐿𝑥𝑦(𝑋, 𝜎) konvoluce derivace druhého řádu Gaussovy funkce 𝜕
2
𝜕𝑥𝑦
𝑔(𝜎) s obrázkem 𝐼
v bodě 𝑋
𝐿𝑦𝑦(𝑋, 𝜎) konvoluce derivace druhého řádu Gaussovy funkce 𝜕
2
𝜕𝑦2 𝑔(𝜎) s obrázkem 𝐼
v bodě 𝑋
𝑑𝑥 odezva na Haarovu vlnku v horizontálním směru
𝑑𝑦 odezva na Haarovu vlnku ve vertikálním směru
𝑣 vektor změn intenzit
𝐺 pomocná matice
𝐻𝑟 matice homografie mapující pravý epipól do bodu v nekonečnu
𝐻𝑙 matice homografie mapující levý epipól do bodu v nekonečnu
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