Abstract This paper extends the idea of Brezinski's hybrid acceleration procedure, for the solution of a system of linear equations with a symmetric coefficient matrix of dimension n, to a new context called cooperative computation, involving m agents (m n), each one concurrently computing the solution of the whole system, using an iterative method. Cooperation occurs between the agents through the communication, periodic or probabilistic, of the estimate of each agent to one randomly chosen agent, thus characterizing the computation as concurrent and asynchronous. Every time one agent receives solution estimates from the others, it carries out a least This work was supported in part by FAPERJ (CNE grant to the first author) and CNPq (BPP and EU grant to first author, as well as a PNPD fellowship to the third author). The second author's work was supported by Inria. A preliminary version of this paper appeared in the IEEE Conference on Decision and Control, December 2010, Atlanta, USA [7] . squares computation, involving a small linear system of dimension m, in order to replace its current solution estimate by an affine combination of the received estimates, and the algorithm continues until a stopping criterion is met. In addition, an autocooperative algorithm, in which estimates are updated using affine combinations of current and past estimates, is also proposed. The proposed algorithms are shown to be efficient for certain matrices, specifically in relation to the popular Barzilai-Borwein algorithm, through numerical experiments.
Introduction
Motivated by the ubiquitous appearance of large scale networks, there has been much recent interest in distributed control and computation involving multiple agents connected through a network. In the class of problems studied in this context, there has been a recent focus on so-called cooperative distributed multi-agent optimization, in which the goal is to collectively optimize a global objective, under the constraints that there is no access to centralized information, so that the algorithms designed for such networks should rely only on local information. In addition, given the applications, such as wireless networks, there is usually also a requirement of robustness against changes in network connectivity (link failures) and structure (node failures). More formally, following [22] , a multi-agent network model consists of m agents exchanging information over a connected network. Each agent i has a local convex scalar objective function f i (x), with f i : R n → R, and a nonempty local convex constraint set, known by this agent only. The vector x ∈ R n represents a global decision vector that the agents are collectively trying to decide on. The goal of the agents is to cooperatively optimize a global objective function, denoted by f (x), which is a combination of the local objective functions, i.e., f (x) = T (f 1 (x), . . . , f m (x)), where a common choice of T is i f i (x) . Roughly speaking, these two paradigms of cooperative computation are concerned with, respectively, the solution of problems of decentralized optimization of the type min x i i f i (x), or of "worst case" optimization of the type max i min x i f i (x i ).
In the field of computation, the emphasis has been mainly on the paradigm of concurrent computing in which some computational task is subdivided into as many subtasks as there are available agents (processors). The subdivision naturally induces a communication structure or graph connecting processors and the challenge is to achieve a subdivision that maximizes concurrency of tasks (hence minimizing total computational time), while simultaneously minimizing communication overhead. This paradigm arose as a consequence of the usual architecture of most early multiprocessor machines, in which interprocessor communication is a much slower operation than a mathematical operation carried out in the same processor. Disadvantages of this approach arise from the difficulty of effectively decomposing a large task into minimally connected subtasks, difficulties of analysis, and the need for synchronization barriers at which all processors wait for the slowest one, in order to exchange information with the correct time stamps (i.e., without asymmetric delays).
With the advent of ever larger on-chip memory and multicore processors that allow multithread programming, it is now possible to propose a new paradigm in which each thread, with access to a common memory computes its own estimate of the solution to the whole problem (i.e., decomposition of the problem into subproblems is avoided) and the thread exchange information amongst themselves, this being the cooperative step. The design of a cooperative algorithm has the objective of ensuring that exchanged information is used by the threads in such a way as to reduce overall convergence time.
The idea of information exchange between two iterative processes was introduced into numerical linear algebra long before the advent of multicore processors by Brezinski [16] under the name of hybrid procedures, defined as (we quote) "a combination of two arbitrary approximate solutions with coefficients summing up to one...(so that) the combination only depends on one parameter whose value is chosen in order to minimize the Euclidean norm of the residual vector obtained by the hybrid procedure... The two approximate solutions which are combined in a hybrid procedure are usually obtained by two iterative methods". The objective of minimizing the residue is to accelerate convergence of the overall hybrid procedure.
Brezinksi and co-authors followed up on this idea in several papers. In [2] , properties of convergence of the hybrid procedure are studied ( [2, sec. 3] ). Hybrid procedures are also used by Brezinski in [12] and [14] . The concept of multiparameter iteration is also introduced by Brezinski in [15] and [11] , where a descent matrix is used instead of a descent direction. In [13] , Brezinski considers the equation AX = B ∈ R n×m and defines and studies block iterative methods which handle the linear system, with m different right hand sides, simultaneously instead of treating them separately. The same paper also considers a block hybrid procedure to find the solution of the block system ( [13, sec. 3] ). It should be noted, however, that all of these papers consider the hybrid procedure in a convergence acceleration context rather than in the context of concurrent, asynchronous implementation.
Thus, the contribution of this paper is to reconsider the idea of a hybrid procedure in the context of concurrent, asynchronous implementation, in which each iterative method is employed by an agent which cooperates, under some communication scheme, with the other agents in order to compute the desired solution. The basic idea can be expressed simply as follows. For linear equations, affine combinations of solution vectors (x i ) correspond to affine combinations of residues (r i := Ax i − b). Thus, thinking in terms of several agents cooperating to solve the linear system, whenever any agent is in possession of residues from some other (possibly neighboring) agents, it can compute a residue with norm less than or equal to its own, by simply computing the vector of smallest norm in the affine subspace spanned by the residue vectors available to it. This is a simple minimization problem which has an explicit closed form solution (of the least squares type) not just for the 2-norm, but also for weighted 2-norms, discussed further below. Thus, the key step in the cooperative algorithm proposed in this paper is as follows. Every time one agent receives approximations of solutions from one or more agents, the receiving agent applies the closed form solution to the minimization problem described above and replaces its current value by the computed affine combination. Computation continues until a stopping criterion, e.g., residual norm below a prespecified tolerance, is met. This paper studies deterministic and probabilistic communication variants and shows, through numerical experiments, that they can be quite efficient, specifically in relation to the well known and much used Barzilai-Borwein algorithm ( [5] ), particularly for ill-conditioned matrices. Notice that the cooperative paradigm, which seeks to solve min i min x i f i (x i ), is quite different from the distributed optimization problems mentioned above.
Other motivations for the consideration of the paradigm of cooperative computation are as follows. For the simple model problem of solution of linear systems, there is the well known optimal conjugate gradient (CG) algorithm, which, however, is inherently sequential. It is also a second order method, in the sense that, for a linear system of dimension n, it uses two coupled iterations, one in the direction of the gradient of the scalar quadratic function f (x) = 1 2 x T Ax − b T x and the other in a suitably defined conjugate direction. In the class of first order methods that use only gradient information, there is the well known steepest descent (SD) algorithm, the related orthomin (OM) algorithm, and the Barzilai-Borwein (BB) algorithm, which uses delayed gradient information and has been extensively investigated due to its surprisingly good convergence properties. These first order methods are also all essentially sequential and do not admit concurrent implementations. In contrast, the cooperative computation (CC) algorithm studied in this paper, is inherently concurrent, with asynchronous communication between agents. On the other hand, for two agents, it also works with two vectors of size n, like the CG algorithm, but with simultaneous updates by each processor instead of the sequential updates required by the CG algorithm.
Many attempts to improve the SD, OM, and BB methods have been made (see, e.g., [4, 18, 19] ). An intuitively attractive way to achieve this is by including more "knowledge" about the behavior of the A matrix acquired during the previous iterations, especially values of the previous residues. Here, our approach is different, as it is based on exchanging information between different trajectories of essentially the same dynamical system. Also note that the cooperative concurrent approach proposed in this paper is different from the standard parallel computation approach, in which a (large) computational task is typically decomposed into smaller computation tasks that are then carried out concurrently and, in a synchronized step, put together to generate the next iterate. This paper is organized as follows. Section 2 discusses some preliminaries, while Section 3 studies optimal affine combinations of residual vectors. Section 4 presents the general form of the cooperative computation algorithm and Section 5 the results of numerical experiments. Section 6 presents some concluding remarks. Finally, two appendices end the paper with studies about the performance of the CC algorithms and with several properties and lemmas, respectively.
Preliminaries
One approach to solving the equation
where A is a symmetric positive definite matrix of dimension n (typically large and sparse), is to minimize the convex quadratic function, also referred to as the cost function and defined as:
since the unique optimal point that minimizes f is x * = A −1 b. Several algorithms are based on the standard idea of generating a sequence of points, starting from an arbitrary initial guess, and proceeding in the descent direction (negative gradient of f (x)), with an adequate choice of the step size. In mathematical terms:
where r k = ∇f (x k ) = Ax k − b is called the residue and ρ k is the step size. Note that, from (3): 
. Some other, more elaborate, choices and the comparison of these choices with each other and with the Barzilai-Borwein algorithm are given in [6] .
The SD and OM algorithms are classical ( [21] ) and, although simple, have the disadvantage of slow convergence when the condition number of A is large ( [3, 23] ). The BB algorithm has been much studied because of its remarkable improvement over the SD and OM algorithms ( [4, 17, 25] and references therein) and proofs of its convergence can be found in [20] . However, a complete explanation of why this simple modification of the SD algorithm improves its performance considerably has not yet been found, although it has been suggested that the improvement is connected to its nonmonotonic convergence, as well as to the fact that it does not produce iterates that get trapped in a low dimensional subspace [4] . Like the SD and CG methods, the BB method tends to become slow for ill-conditioned problems [17, 20] . The other method that can be derived from an optimization perspective is the famous CG method, which can be written as: 
Method
Step size choice ρ k Convergence
Monotonic in r 2 and r A −1
Nonmonotonic
This method has the properties of very fast convergence, theoretically in at most n iterations, where n is the problem dimension ( [21] ), superior to that of the BB algorithm ( [6] ). It is also appropriate for use with large, sparse matrices, since it uses only matrix-vector products in its computations. Notice, however, that the CG algorithm works with a state space of dimension twice that of the vector x, since it uses coupled iterations in both r and p. This is interpreted from a control perspective in [9, 10] . Note also that the coupling between the r and p iterations (5) is of the GaussSeidel type, i.e, the updated value r k+1 is used immediately after it is computed in the p update. This is crucial to the speed of convergence of the CG algorithm and also implies that it has an inherently sequential structure, that does not permit concurrent computation of r and p.
In this context, the affine combination cooperative method studied in this paper aims to combine the advantages of the methods mentioned above, while attempting to avoid some of the disadvantages. Specifically, by using affinely combined SD/OM algorithms, the monotonically decreasing behavior of some norm of the residual vector is retained, but speed of convergence can be enhanced. The algorithm runs concurrently on all agents, with a low level of communication between them, that can be realized, for example, asynchronously at random intervals, between random pairs of agents.
Optimal affine combinations of solution estimates
Let x 1 , . . . , x m be m estimates of the solution x * to the linear system (1), available at some stage of computation of the solution by m agents using iterative methods, which could be the same or different. The question that we wish to address is the following. If communication between agents occurs, can each agent, receiving one or more solution estimates, improve its own estimate using the information it receives? The answer is affirmative and is explained below.
Given the solution estimate x i , let r i = Ax i − b be the corresponding residual vector and e i = x i − x * the corresponding error vector, for i ∈ {1, · · · , m}.
For future use, we put the m estimate, residual and error vectors into matrices in R n×m defined as: 
Minimizing affine combinations of residual in the 2-norm
In the context of iterative solution methods which aim to minimize the residual error norm, an estimate that produces a smaller residual norm is preferable to one that produces a larger norm. Thus, from the observation just made, the problem of finding an optimal combination of estimates, i.e., one that produces the smallest residual norm, is equivalent to the problem of finding the residue of smallest norm that belongs to the affine subspace generated by the m residual vectors, where this subspace can be defined as: 
This constrained minimization problem is solved by writing the Lagrangian
where μ is the Lagrange multiplier. Setting the partial derivatives of F to zero yields:
Solving for α in terms of μ:
The residual vector with smallest norm in the affine subspace is:
Minimizing the cost function of affine combinations of estimates
The optimal affine combination (10-11) minimizes the norm of the residue. This procedure is particularly interesting when agents use an algorithm like orthomin, which produces a sequence of estimates with residues of monotonically decreasing 2-norm. However, the steepest descent algorithm does not produce such a sequence of estimates, but rather one with monotonically decreasing cost function values, f (x) or, equivalently, monotonically decreasing weighted norms r 2 A −1 = 2f (x) + b T x * . Thus, the performance of cooperative SD algorithms may be improved upon by using optimal affine combinations which seek to minimize the cost function f (x); i.e., the problem can be now defined as:
and setting its partial derivatives to zero yields:
This leads to the solution
The corresponding affine combination of the estimates is then:
and the corresponding residual vector is:
Remark 1 In the two previous subsections, the optimal affine combinations presented minimize Rα and f (Xα) (= Rα A −1 ), respectively. We unify these two cases by using the notation · A z , z ∈ Z where z usually takes the values 0, ±1, with the convention that the A 0 -norm is defined to be the 2-norm. This leads to the unified general problem: min
Rα A z (16) 
Cooperative computation algorithms
This section defines two types of cooperative algorithms: type 1a, with periodic deterministic information exchange; type 1b, with randomized information exchange, and finally type 2, which is a class of autocooperative algorithms, in which the algorithm uses an optimal affine combination of its own current and delayed iterates, so that it can be thought of as cooperating with itself (thus m = 1). The algorithms are presented by means of pseudocode and an appropriate nomenclature is also introduced for each variant, consisting of a placeholder for each choice made in the algorithm and a superscript which represents a specific value for this choice. Capital letters (S, O) denote the algorithm chosen by each agent and lower case letters (z, p, d, t) represent parameter choices (respectively, norm, probability, deterministic period, and tolerance), according to the following description:
-Type 1a. S q O m−q z a d N : q agents using Steepest descent; m − q agents using Orthomin; a = 0 implies use of 2-norm in optimal affine combination (10-11), a = −1 implies use of A −1 -norm (13) (14) ; superscript N ∈ N (of letter d) denotes that communication occurs after N iterations. Thus, for example, in the first class of algorithms, the notation S 2 O 1 z 0 d 10 signifies that a total of 2 + 1 = 3 = m agents cooperate, with 2 using the Steepest descent algorithm, one using the Orthomin algorithm, the 2-norm is used to obtain the optimal affine combination and deterministic information exchange occurs every ten iterations.
We also define x k,i to be the value of the estimate of the ith agent at iteration k. 
if k is a multiple of N then 7: Choose an agent randomly, say the j th, which will update its estimate usingx the optimal affine combination (specified by a) 8: Calculate the optimal affine combinationx
x k+1,j =x, the other agents maintain their estimates
end if 12: end while
In algorithm 3, the reason to use an optimal affine combination between the present estimate and a two step delayed estimate can be explained as follows. Akaike [3] showed that, when gradient descent algorithms are used, the error e k = x k −x * (as well as the residue r k = Ae k ) tends to lie in a space spanned by the eigenvector associated with the smallest eigenvalue and the eigenvector associated with the largest eigenvalue. In addition, Akaike shows that asymptotically r k alternates between these eigendirections and hence the vector r k tends to have the same direction that the vector r k−2 . The parallelism between these vectors can be detected by the conditions 
if random(0, 1) < M then 7: Choose an agent randomly, say the j th, which will update its estimate usingx the optimal affine combination (specified by a) 8: Calculate the optimal affine combinationx
x k+1,j =x. The other agents maintain their estimates i.e.,
10:
1 (see [4] ). If the parallelism is exact, it is easy to prove (see lemma 2 in the Appendix B) thatr = [r k r k−2 ]α = 0 and hencex = x * .
Brezinski and Redivo-Zaglia first presented a version of the cooperative computation algorithm using optimal affine combination (10-11) in [16] , calling their method a hybrid procedure. The authors considered only the affine combination of two residual vectors (m = 2). The different cases studied in [16] are particular cases of the general CC algorithm presented here. The authors of [16] also considered the affine 
end if 11: end while combination between an estimate and a one step delayed estimate (i.e., between r k and r k−1 ), without noting the advantage of using the two step delayed residue r k−2 when a gradient descent method is used to update the estimate.
Moreover, in [16] the authors proposed the application of the method at all the iterations (considered here as the deterministic model with N = 1, or the probabilistic model with M = 1). As experimental results below will show, in the case of concurrent and asynchronous communication, a low frequency of communication (i.e., small values of M and large values of N) seems to be more efficient than a high one.
Experimental results
The algorithms presented in the former sections, as well as the conjugate gradient (CG) algorithm and the Barzilai-Borwein (BB) algorithm will be tested using MAT-LAB 7. We emphasize that the CG algorithm is implemented only in order to obtain a sequential "gold standard" against which to compare the concurrent algorithms being proposed and studied in this paper.
Experiments with randomly generated matrices of small dimensions
In a first series of experiments, a suite of small randomly generated symmetric positive definite matrices will be used. The dimensions of the matrices are 50, 100, 200, and 300, respectively, and they have condition numbers of 10 3 , 10 4 , and 10 5 . Table 2 shows the names used for each matrix. The reason to use matrices of small dimensions in this first series of experiments is to understand the performance of the CC algorithms with respect to the location of the eigenvalues, the condition number, among other characteristics. Matrices of small dimensions allow the manipulation of these quantities. The matrices are generated in the following way: a smallest eigenvalue λ 1 is randomly chosen between 1 and 100. The largest eigenvalue is calculated as λ n = κλ 1 , where κ is the condition number. The other eigenvalues are randomly chosen between λ 1 and λ n . Next, a diagonal matrix is generated as = diag (λ 1 , . . . , λ n ), and four random orthonormal matrices (one for each dimension) U ∈ R n×n are generated. Finally, the matrices presented in Table 2 are generated as U T U . In addition, four random right hand sides b ∈ R n are generated (one for each dimension).
In all the cases, the algorithms will be tested from 20 different initial points per agent. All these initial points are localized on a hypersphere of norm 1 surrounding the solution point, that is x 0 j ,i − x * = 1, ∀j ∈ {1, . . . , 20}, ∀i ∈ {1, . . . , m}.
The matrices used and reported in Table 2 , as well as the right hand sides b and the initial points used are available on request.
The following conditions will be observed:
-In all the cases, the stopping criterion is that at least one agent have a norm of its residue smaller than 10 −4 . -In the CG algorithm, the initial condition p 0 = r 0 = Ax 0 − b will be used. 
Many other CC algorithms were also tested, as well as modifications of the algorithm such as one in which a fixed predetermined agent always receives the information (instead of choosing the receptor agent randomly) or choosing different norms in order to optimize the affine combination according to the agent which receives the information (instead of always minimizing the same norm); however, the results were worse than those presented here and for that reason they are omitted. We remark that a low number of agents is used in the CC algorithms tested (up to three) in order to obtain a low computational cost for the optimal affine combinations. These calculations require the solution of m-dimensional linear systems, and the results can be explicitly formulated for systems of small dimensions; otherwise, the solution of an m-dimensional linear system by LU factorization requires the calculation of Table 3 shows the results of the experiments, where the mean number of iterations from every initial point and the standard deviation are reported.
The number of floating point operations (scalar products plus scalar divisions) calculated by each algorithm (in the case of the CC algorithms, by each agent) were also counted in this first series of experiments. However, this number is not presented in Table 3 because the performance of the algorithms in terms of the floating point operations is similar to that quantified by the number of iterations. The reason that the number of floating point operations is roughly proportional to the number of iterations can be explained by the formulas presented in Table 4 . 
In the CC algorithms m is the number of agents and the iteration count excludes the iterations in which an affine combination is calculated (in algorithms 1 to 3 the step in which an affine combination is calculated is considered as an additional iteration), so the number of operations per agent is the same as that carried out by the SD-OM algorithms per iteration plus the operations calculated in the affine combinations it number of iterations, ac number of affine combinations
The cooperative computation algorithms of the type 1 reported in Table 4 assume that the solution of m-dimensional linear systems is realized using a Gaussian elimination by LU factorization. However, as pointed out before in this section, if the number of agents m is small enough, then the use of the closed-form linear system solution results in a lower flop count. This is the case for the CC algorithms of the type 2, in which affine combinations are realized between the present estimate of the agent and the two-step delayed estimate. The small number of agents m used by the CC algorithms in the experiments realized in this first series (up to 3), as well as the infrequent exchange of information (which implies a small value of the parameter ac (number of affine combinations) in Table 4 ), is the reason that the number of floating point operations calculated by the agents when gradient descent methods are used is greater than the operations calculated in the affine combinations.
For illustrative purposes, Figs. 1, 2, 3, and 4 show the norm of the residual vector (in the cases with more than one agent, at each iteration the residue plotted is chosen as that with lowest norm among the m estimates) versus iteration number for several algorithms with the matrices A3, B2, C2, and D1, respectively. The initial points chosen are located at a hypersphere of norm 1 surrounding the solution point. The vectors b are the same used in Table 3 . Note that, from the initial points chosen, none of the algorithms tested converge faster than the CG algorithm, but in all the cases several of the CC algorithms converge faster than the BB algorithm. Table 3 shows that the performance of the CC algorithms does not always improve when the dimension of the matrix decreases; for example, all the algorithms tested work better with the matrix D1 ∈ R 300×300 than with the matrix C1 ∈ R 200×200 (although both have κ = 10 3 ). It was also noted that performances do not necessarily improve when the condition number decreases; for example, with the matrix A3 ∈ R 50×50 (κ = 10 5 ) almost all the performances are better than with the matrix A2 ∈ R 50×50 (κ = 10 4 ). A large number of tests, not presented here for lack of space, for randomly generated matrices (according to the recipe given above) show that the performance of the CC algorithms depends strongly on the location of the second eigenvalue λ 2 .
A study of the relation between the performance of the CC algorithms and the location of the eigenvalues is presented in Appendix A.
Experiments with standard test matrices
In the series of experiments reported in this section, a standard suite of small matrices which arise from real applications will be used in order to illustrate the behavior of the CC algorithms on this set. The matrices used in the experiments reported in Table 5 were taken from [1]. The right hand side b was randomly chosen for each matrix. The initial points, stopping criterion and the conditions observed by the algorithms are the same used in the experiments reported in Section 5.1.
In Table 5 , note that there always exists a cooperative computation algorithm with better performance than the BB algorithm for all the matrices tested. Moreover, the autocooperative computation algorithm of the type 2 Oz 0 t 0.1 presents a lower mean number of iterations than those presented by the CG algorithm for three of the matrices tested.
In the experiments reported in Table 6 , matrices of large dimensions also extracted from [1] were used. The algorithms were implemented in C language. The machine used in the experiments made with the first two matrices reported in Table 6 was a Silicon Graphics SGI Altix ICE 8400. This machine has 64 CPUs, with each CPU being a Quad Core Intel Xeon X5355 (Clovertown) running at 2.66 GHz. However, since our experiments were designed to test the possibilities of multi-thread implementations, with each thread corresponding to one agent, and the number of agents was kept very small, all experiments were run on the four cores of one of the CPUs of the Altix machine, or on up to eight cores on two CPUs. The experiments realized with the last five matrices were made in a laptop Dell Vostro 3560 with a CPU Intel Core i7-3632 QM running at 2.20 GHz. The only criterion used to choose the matrices was to check whether all the algorithms being compared converged in less than 100,000 iterations.
The results reported in Table 6 show that the S 1 O 2 z 0 d 5 algorithm converges faster (in wall clock time) than all the others it is tested against, for all matrices except the second, for which sequential CG is the fastest. This indicates that the family of the proposed CC algorithms becomes more competitive as matrix size increases and is therefore worth testing more extensively in practical applications.
Experiments varying from two through ten number of agents
In this section, the behavior of the CC algorithms of the type 1 with an increasing number of agents will be studied. We will use some small matrices presented in Section 5.2 extracted from [1], and the algorithms tested are S q O 1 z −1 d 10 , q ∈ Table 5 Mean number of iterations (upper number) and standard deviation (lower number) for each algorithm = 0. The minimum number of iterations in each case is in italics (excepting the CG). A dash means that the algorithms do not converge in 100,000 iterations Table 6 Mean time (column t, in seconds) and mean number of iterations (column it.) for each algorithm Trajectories began at 20 different randomly chosen initial points per agent, b = 0. The minimum mean time, now including the CG algorithm, for each matrix is in italics. A dash means that the algorithms do not converge in 100,000 iterations All the algorithms will be tested from 20 different initial points per agent, all of them with norm 1 surrounding the solution point, i.e., x 0 j ,i − x * = 1, ∀j ∈ {1, . . . , 20}, i ∈ {1, . . . , m}, and we will use the same stopping criterion used in the previous experiments. The BB algorithm will be also tested from the 20 initial points used by the first agent of the CC algorithms. The goal of this series of experiments is to compare the mean number of iterations needed to meet the stopping condition from every initial point by each CC algorithm tested as well as the number of floating point operations (scalar products plus scalar divisions) calculated by each CC algorithm with respect to those presented by the BB algorithm. The iteration speedup and the floating point operation speedup as a function of the number of agents used by the CC algorithms tested are presented in Figs. 5, 6, 7 and 8. With the matrix Bai\mhdb416 (Fig. 5) , the algorithm S 1 O i z 0 p 0.2 calculates a smaller number of floating point operations than that calculated by the BB algorithm for all i ≥ 5. However, the iteration speedup is not smaller than one for any number of agents tested. 
Conclusions from the experiments
The experiments carried out with the matrices described in Tables 2 and 5, with  corresponding results presented in Tables 3, 5 (1) In the cases where more than one agent was used, the probabilistic and the deterministic models were tested. From the results obtained in the experiments reported, there seems to exist a probability M which is as efficient as using a deterministic model with communication every N iterations, as can be observed by comparing corresponding columns in Tables 3-5 . This implies that deterministic algorithms are just as good as probabilistic ones, for adequate parameter choices. (2) For both of the models, in all cases the best probability M and the best number of iterations N between information exchanges indicate that an infrequent exchange of information is usually the best strategy, e.g., M = 0.1 and N = 10. This means that a frequent use of an optimal affine combination, for example in every iteration as proposed in [16] , is less efficient. (3) The experiments reported in Section 5.3 seem to indicate that the use of a small number of agents is usually the best strategy, because the speedups seem to reach a minimum value with a small number of agents, principally the floating point operation speedups in the CC algorithms which minimize the A −1 norm. The communication cost, which was neglected in the tests reported here, also increases with the number of agents.
Conclusions
This paper introduced a simple paradigm of cooperative computation for the special case of iterative solution of symmetric linear systems. The resulting cooperative computation algorithm has excellent convergence properties, comparable to that of the optimal sequential conjugate gradient algorithm, for a subset of symmetric matrices. For this set, which remains to be characterized theoretically, the cooperative computation algorithm is partially concurrent and can perform well with infrequent asynchronous communication between the processors or agents, each of which has to solve the whole linear system, but only needs to exchange the current solution approximation with the other agents. As far as the authors know, this is the only such concurrent algorithm for the class of symmetric linear systems which comes close to being as efficient as the conjugate gradient algorithm. In light of the present encouraging results, the authors consider it interesting to explore further how sparse asynchronous information exchange mechanisms can speedup optimization algorithms, as well as preconditioning schemes able to manipulate the location of the eigenvalues in order to improve their performances.
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Appendix A: Experiments with different values of λ 2
In the Section 5.1, we affirmed that the performance of the cooperative computation algorithms is strongly dependent on the location of the second lowest eigenvalue λ 2 . In order to illustrate this affirmation, we repeat the tests presented in Section 5.1 with the matrices Aj , Bj , Cj , and Dj , j = 1, . . . , 3. These matrices have the same dimensions, condition number, largest and smallest eigenvalues as those of the matrices reported in Table 2 . In addition, the four random orthonormal matrices U ∈ R n×n generated to create the test matrices as U T U are also the same used in the former section. The only difference lies in the fact that the matrices Aj , Bj , Cj , and Dj , j = 1, . . . , 3 have the eigenvalue λ 2 chosen as λ 2 = λ 1 (0.9 + 0.1κ). The other eigenvalues are also randomly chosen as λ i ∈ (λ 2 , λ n ), ∀i ∈ {3, . . . , n − 1}, which implies that the eigenvalues λ i , i = 2, · · · , n − 1, are grouped closer to the largest eigenvalue. The initial points and the right hand sides b used are also those used in the first series of experiments. The matrices used in the experiment presented in this section are also available on request. The results of this test are presented in Table 7 . Note that here the mean number of iterations of the CC algorithms are very much lower than those presented when λ 2 is randomly chosen. Except for the algorithm S 1 O 1 z 0 d 6 with the matrix D1, in all the cases the cooperative computation algorithms present a mean number of iterations lower than those presented by the BB algorithm.
The following experiments, whose results are presented in Figs. 9 to 12, show tests for randomly generated matrices reported in Table 2 with different values of λ 2 . In order to produce each figure, 30 matrices are randomly generated according to the following recipe: a smallest eigenvalue λ 1 is randomly chosen between 0 to 100, the largest eigenvalue is calculated as λ n = κλ 1 , a random orthonormal matrix U ∈ R n×n is generated; for each matrix, the second eigenvalue is chosen as λ 2 = (1 − γ )λ 1 + γ λ n , γ ∈ [0.025, 0.75], the other eigenvalues are randomly chosen as λ i ∈ (λ 2 , λ n ), ∀i ∈ {3, . . . , n − 1}, and the matrices are generated as U T U , where = diag (λ 1 , . . . , λ n ). The right hand sides b ∈ R n and the initial points are the same used in Tables 3 and 7 .
Note that all the algorithms improve their performances when λ 2 increases, but the CC algorithms, specially S 1 O 1 z −1 d 10 and S 1 O 2 z 0 d 5 , achieve much better results. Moreover, these algorithms present a performance which improves monotonically with the increasing of λ 2 .
The reason for this behavior is explained in the following lemma: Note that lemma 1 indicates that the increase of any one of the eigenvalues produces the decrease of the value of f (x). Of course, the increase of λ n increases the condition number, worsening the performances of the gradient descent algorithms. The increase of λ 1 , keeping the other eigenvalues constant, decreases the condition number, improving the performance of the gradient descent algorithms as well as decreasing the A −1 -norm of the optimal affine combination. For this reason, the comparisons are made keeping the condition number constant, and the increase of the other eigenvalues decreases the A −1 -norm of the optimal affine combination without worsening the performance of the gradient descent methods. Table 8 shows some of these comparisons. A matrix A ∈ R 100×100 is generated as in the former sections with λ 1 = 75.51, λ 100 = 755140, so the condition number is κ = 10 4 . The algorithms were tested from 20 initial points per agent such that x 0 j ,i − x * = 1. The right hand side and the initial points were the same used by the matrix B2 and B2. The first row shows the mean number of iterations used by the algorithms S 2 O 1 z −1 d 10 , SD, OM, BB, and CG. In the second row, all the eigenvalues were decreased at 10% of their original values. Note that the number of iteration decreases in the gradient methods, but increases in the CC algorithms, because the A −1 -norm of the optimal affine combination calculated every ten iterations increases. In the third row, the eigenvalues were increased ten times with respect to their original values. Note that, as the performance of the gradient descent methods is worse, the number of iteration of the CC algorithm does not decrease, although every affine combination presents a lower A −1 -norm, as lemma 1 indicates. In the fourth row the smallest and the largest eigenvalues have their original values, and all the other ones are given by λ i ≥ 0.9λ 1 + 0.1λ 100 , i = 2, . . . , 99. Note that here, as seen in Table 7 , the performance of the CC algorithm improves whereas the gradient descent methods , where d i are also coefficients which depend on D and a + b + · · · + j = m, thus, each term of the determinant has a denominator of degree m, which implies that r A −1 tends to zero when λ i tends to infinity for all i ∈ {1, . . . , n}.
Lemma 7
If E = [e 1 e 2 ] ∈ R n×2 and e 2 = qe 1 with q = 1 thenê := Eα = 0, withα calculated as in (13) , which implies thatx = Xα = x * .
Proof:
