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Abstract
In this paper, we study the asymptotic behaviour of a semidiscrete numerical approximation for ut = uxx + up in a
bounded interval, (0; 1), with Dirichlet boundary conditions. We focus in the behaviour of blowing up solutions. We 1nd
that the blow-up rate for the numerical scheme is the same as for the continuous problem. Also we 1nd the blow-up set
for the numerical approximations and prove that it is contained in a neighbourhood of the blow-up set of the continuous
problem when the mesh parameter is small enough. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, we study the behaviour of a semidiscrete approximation of the following parabolic
problem
ut(x; t) = uxx(x; t) + up(x; t) in (0; 1)× [0; T );
u(1; t) = u(0; t) = 0 on [0; T );
u(x; 0) = u0(x)¿0 on [0; 1]:
(1.1)
We assume that u0 is nontrivial, smooth and veri1es u0(0) = u0(1) = 0 in order to guarantee that
u∈C2;1.
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A remarkable (and well known) fact is that the solution may develop singularities in 1nite time,
no matter how smooth u0 is. For many diKerential equations or systems the solutions can become
unbounded in 1nite time (a phenomena that is known as blow-up). Typical examples where this hap-
pens are problems involving reaction terms in the equation like (1.1) (see [22,23] and the references
therein).
In our problem one has a reaction term in the equation of power type and if p¿ 1 this blow up
phenomenum occurs in the sense that there exists a 1nite time T such that limt→T‖u(·; t)‖∞ =+∞
for initial data large enough (see [23]). The blow up set is localized at single points, that is, there
exists x1; : : : ; xk such that u(x; t) remains bounded up to T for every x = {x1; : : : ; xk} (see [9] and
also [12,18,19,24]). The blow-up rate at these blow-up points is given by u(xi; t) ∼ (T − t)−1=(p−1)
(see [13,15,16]).
In this paper we are interested in numerical approximations of (1.1).
Since the solution u develops a singularity in 1nite time, it is an interesting question what can
be said about numerical approximations of this kind of problems. For previous work on numerical
approximations of blowing up solutions of (1.1) we refer to [1,2,5–8,17,21] the survey [4] and
references therein.
In [1,2] the authors analyse a semidiscrete scheme (keeping t continuous). They 1nd a necessary
condition for the appearance of the blow-up phenomenum (p¿ 1 and some assumptions on the
initial data) and prove the convergence of the blow up time of the discrete problem to that of the
continuous one when the mesh parameter goes to zero (see also [5]).
Here we introduce the same semidiscrete scheme analysed there by using piecewise linear 1nite
elements with mass lumping in a uniform mesh for the space variable (it is well known that this
discretization in space coincides with the classic central 1nite diKerence second order scheme).
We denote with U (t)=(u1(t); : : : ; uN+1(t)) the values of the numerical approximation at the nodes
xi = (i − 1)h at time t (h= 1=N ). Then U (t) veri1es the following equation:
MU ′(t) =−AU (t) +MUp(t);
U (0) = uI0;
(1.2)
where M is the mass matrix obtained with lumping, A is the stiKness matrix and uI0 is the Lagrange
interpolation of the initial datum, u0. Writing this equation explicitly we obtain the following ODE
system:
u1(t) = 0;
u′k(t) =
1
h2
(uk+1(t)− 2uk(t) + uk−1(t)) + upk (t); 26k6N;
uN+1(t) = 0;
uk(0) = u0(xk); 16k6N + 1:
(1.3)
In [2] it was proved that this method converges uniformly under the hypothesis that u∈C4;1.
Under this assumption the authors 1nd that
‖u− uh‖L∞([0;1]×[0; T−])6Ch2:
In Section 3, we start our analysis of (1.3) and prove the following convergence theorem for
regular solutions.
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Theorem 1.1. Let u be a regular solution of (1:1) (u∈C2;1([0; 1]× [0; T −]) and uh the numerical
approximation given by (1:3) then there exists a constant C depending on ‖u‖ in C2;1([0; 1] ×
[0; T − ] such that
‖u− uh‖L∞([0;1]×[0; T−])6Ch3=2:
We remark that we are only assuming that u∈C2;1 but our convergence rate is not optimal (we
have h3=2 and not h2 like in [2]).
For this scheme we say that a solution has 1nite time blow-up if there exists a 1nite time Th with
lim
t→Th
‖U (t)‖∞ = limt→Th maxj uj(t) = +∞:
We want to describe when the blow-up phenomena occurs for (1.3). In Section 3 we prove the
following theorem,
Theorem 1.2. Positive solutions of (1:3) blow up in 7nite time if p¿ 1 and U (0) is large in the
following sense; let
h(U ) ≡ 12〈A1=2U ;A1=2U 〉 −
N∑
i=1
mii
Up+1i
p+ 1
;
then; if there exists t0 such that h(U (t0))¡ 0; uh has 7nite time blow-up. Moreover; there exists
a constant C that does not depend on h such that
(Th − t0)6 C(−h(U (t0)))(p−1)=(p+1) :
We want to remark that the blow-up condition, p¿ 1 and h(U (t0))¡ 0, is analogous to that of
the continuous problem, see [3]. In [2] it is proved that if p¿ 1 there exists solutions of (1.3) that
blow up in 1nite time under diKerent assumptions on the solution uh.
In [2] under some assumptions over uh (symmetry or monotonicity in time) it is proved the
convergence of the numerical blow-up time, Th, to the continuous one, T , when the mesh parameter
goes to zero.
As a corollary of Theorem 1.2 we show that if u blows up then uh also blows up for every h
small enough and we extend the convergence of the blow-up times to solutions without symmetry
nor monotonicity assumptions.
Corollary 1.1. Let u0 be an initial datum for (1:1) such that u blows up; then uh blows up for
every h small enough; and if we call T and Th the blow-up times for u and uh respectively;
we have
lim
h→0
Th = T:
In Section 4 we arrive at the main points of this article, the asymptotic behaviour (blow-up rate)
and the localization of blow-up points (blow-up set) of uh for 1xed h.
Concerning the blow-up rate for (1.3) we have the following theorem,
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Theorem 1.3. Assume that p¿ 1 and that uh blows up in 7nite time; Th; then
max
j
uj(t) ∼ (Th − t)−1=(p−1);
in the sense that there exists two positive constants c; C such that
c(Th − t)−1=(p−1)6max
j
uj(t)6C(Th − t)−1=(p−1):
Moreover;
lim
t→Th
max
j
uj(t)(Th − t)−1=(p−1) = Cp;
where
Cp =
(
1
p− 1
)1=(p−1)
:
We have to remark that the constant Cp that appears in Theorem 1.3 is the same that appears
in the ODE u′(t) = up(t) that has solutions of the form u(t) = Cp(T − t)−1=(p−1). Also we re-
mark that the asymptotic behaviour is the same for the continuous problem (1.1). In fact, it holds
limt→T (T − t)1=(p−1)‖u(·; t)‖∞ = Cp (see [13,15,16]).
Now we turn our attention to the blow-up set for uh, B(uh). Let F be the set of indices j such
that limt→Th(Th − t)1=(p−1)uj(t) = Cp. By Theorem 1.3, F = ∅. Clearly, F ⊂B(uh). With the blow-up
rate given by Theorem 1.3 we observe a propagation property of blow-up points, we prove that the
number of nodes adjacent to F that go to in1nity (i.e. blow-up points for uh) is 1nite and determined
by p. We remark that in the continuous case the blow-up set is composed by single points, see [9]
and also [12,18].
Theorem 1.4. Let F be the set of nodes; n; such that
lim
t→Th
un(t)(Th − t)1=(p−1) = Cp:
Then the blow-up propagates in the following way; let p¿ 1 and K ∈N satis7es (K + 2)=(K + 1)
¡p6(K +1)=K . We call d(i) the distance from xi to F measured in nodes. Then the solution of
(1:3), uh, blows up exactly at K nodes near F ,
ui(t)→ +∞⇔ d(i)6K:
Moreover; if d(i)6K; the asymptotic behaviour is given by
ui(t) ∼ (Th − t)−1=(p−1)+d(i);
if p = (K + 1)=K and if p= (K + 1)=K , d(i) = K
ui(t) ∼ ln(Th − t):
We want to remark that more than one node can go to in1nity but the asymptotic behaviour
imposes uj(t)=ui(t) → 0 (t → Th) if d(i)¡d(j). This propagation property to nodes that lies at
distance one in the symmetric case was 1rst proved in [8] and in [20].
In the blow-up case, p¿ 1 and the number of blow-up points outside F is 1nite and depends on
the power p but is independent of h. This gives a sort of “numerical localization” of the blow-up
set of uh near the blow-up set of u when the parameter h is small enough.
P. Groisman, J.D. Rossi / Journal of Computational and Applied Mathematics 135 (2001) 135–155 139
Theorem 1.5. Let u0 be an initial datum for (1:1) such that u and uh blows up for every h small
enough; then if we call B(u) and B(uh) the blow-up sets for u and uh respectively; we have that;
given ¿ 0 there exists h0 such that for every 0¡h6h0;
B(uh)⊂B(u) + (−; ) ∀h6h0():
Moreover; if u0 is symmetric and increasing in [0; 12 ] we have that
B(uh)⊂{ 12}+ [− Kh; Kh] ∀h6h0:
We want to remark that Corollary 1.1 and Theorems 1.2, 1.3 and 1.5 show that the numerical
scheme (1.3) has asymptotic properties that are similar to that of the continuous problem (1.1) when
the mesh parameter is small.
The paper is organized as follows: in Section 2 we prove our convergence result (Theorem 1.1),
in Section 3 our blow-up result (Theorem 1.2 and Corollary 1.1) and 1nally in Section 4 we prove
our main results, the blow-up rate and localization of blow-up points for uh (Theorems 1.3–1.5).
2. Convergence of the numerical scheme
In this section we prove a uniform convergence result for regular solutions of the numerical
scheme (1.3).
For any ¿ 0 we want that uh → u (when h → 0) uniformly in [0; T − ]. This is a natural
requirement since on such an interval the exact solution is regular. Approximations of regular prob-
lems like ours have been analyzed in [2]. In that paper an error estimate of order h2 in the L∞ norm
is proved under the hypothesis u∈C4;1.
In particular, uniform convergence can be obtained by using standard inverse inequalities. In the
following theorem we give a proof of the L2 convergence for a problem like (1.1) with f(u) = up
replaced by a globally Lipschitz function g(u) and considering mass lumping. As a corollary, we
will obtain uniform convergence for problem (1.1).
Theorem 2.1. Let u be the solution of a problem like (1:1) with f(u) = up replaced by a globally
Lipschitz function g(u) and let uh its semidiscrete approximation obtained by 7nite elements with
mass lumping. If u∈C2;1([0; 1]× [0; T1]) for some T1¿ 0 then; there exists a constant C depending
on ‖u‖ in C2;1 and T1 such that:
‖u− uh‖L∞([0; T1]; L2)6Ch2:
Proof. In this proof we use the notation L2 = L2((0; 1)) that refers to the L2 norm in the x variable
for each t (we will use analogous notations for other norms below) and u′ for the derivative respect
to time, ut .
As u is a solution of (1.1) it satis1es∫ 1
0
u′v+
∫ 1
0
uxvx =
∫ 1
0
g(u)v ∀v∈H 10 :
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The numerical scheme (1.3) is equivalent to∫ 1
0
((uh)′v)I +
∫ 1
0
uxvx =
∫ 1
0
(g(uh)v)I ∀v∈Vh:
Hence we have that e = u− uh satis1es the following error equation,∫ 1
0
(e′v)I dx +
∫ 1
0
exvx dx =
∫ 1
0
(g(u)v− (g(uh)v)I) +
∫ 1
0
((u′v)I − u′v) dx
for all v∈Vh. Writing
e = u− uh + uI − uI = u− uI + %
and using known error estimates for Lagrange interpolation it rest to estimate %= uI − uh.
First, it is easy to see that,∫ 1
0
(u− uI)xvx = 0 ∀v∈Vh
and therefore, replacing in the error equation we have an equation for %,∫ 1
0
(%′v)I +
∫ 1
0
%xvx =
∫ 1
0
(g(u)v− (g(uh)v)I)
+
∫ 1
0
((u′v)I − u′v)−
∫ 1
0
((u′ − (uI)′)v)I ∀v∈Vh:
In particular if we choose v= %∈Vh we obtain
1
2
d
dt
(∫ 1
0
(%2)I
)
+
∫ 1
0
(%x)2 =
∫ 1
0
(g(u)%− (g(uh)%)I) +
∫ 1
0
((u′%)I − u′%) = I + II:
First, let us estimate I.
|I| =
∣∣∣∣∣
∫ 1
0
(g(u)%− (g(uh)%)I)
∣∣∣∣∣
=
∣∣∣∣∣
∫ 1
0
(g(u)%− (g(uI)%)I + (g(uI)%)I − (g(uh)%)I)
∣∣∣∣∣
=
∣∣∣∣∣
∫ 1
0
((g(u)− g(uI))%+ ((g(uI)− g(uh))%)I + g(uI)%− (g(uI)%)I)
∣∣∣∣∣
6 using that g is Lipschitz;
C
∫ 1
0
|u− uI||%|+ C
∫ 1
0
(%2)I +
∫ 1
0
∣∣g(uI)%− (g(uI)%)I∣∣
6C‖u− uI‖2L2 + C‖%‖2L2 +
∫ 1
0
∣∣g(uI)%− (g(uI)%)I∣∣
6Ch4 + C‖%‖2L2 +
∫ 1
0
|g(uI)%− (g(uI)%)I|:
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So it rest to estimate∫ 1
0
|g(uI)%− (g(uI)%)I|:
For each subinterval Ij of the partition we know that,
‖(g(uI)%)− (g(uI)%)I‖L1(Ij)6Ch2‖(g(uI)%)xx‖L1(Ij)
6Ch2‖(g(uI))x%x‖L1(Ij) + Ch2‖(g(uI))xx%‖L1(Ij);
because uI and % are linear over Ij. Hence, summing over all the elements Ij and using that
‖(uI)x‖L26C‖u‖H 1 we obtain,∫ 1
0
∣∣g(uI)%− (g(uI)%)I∣∣6Ch2 ∫ 1
0
|(g(uI))x||%x| dx + Ch2
∫ 1
0
|(g(uI))xx||%| dx
6Ch4 + ‖%x‖2L2 + C‖%‖2L2 :
Since  will be 1xed later on, we write C instead of C. The constant C depends on ‖u‖ in C2;1.
In order to bound II we decompose it in the following form,
II =
∫ 1
0
((u′%)I − u′%) dx =
∫ 1
0
((u′%)I − (u′)I%) dx +
∫ 1
0
((u′)I%− u′%) dx:
We proceed as before, for each subinterval Ij of the partition we know that,
‖((u′)I%)I − (u′)I%‖L1(Ij)6Ch2‖((u′)I%)xx‖L1(Ij)6‖((u′)I)x%x‖L1(Ij)
because (u′)I and % are linear over Ij. Hence, summing over all the elements Ij and using that
‖((u′)I)x‖L26C‖u′‖H 1 we obtain∫ 1
0
((u′%)I − (u′)I%) dx6Ch2
∫ 1
0
|((u′)I)x||%x| dx
6Ch2‖((u′)I)x‖L2((0;1))‖%x‖L26Ch4 + ‖%x‖2L2 :
It rests to estimate the second term of II. We have,∫ 1
0
((u′)I − u′)% dx6 ‖(u′)I − u′‖L2‖%‖L2
6 ‖(u′)I − u′‖2L2 + ‖%‖2L26Ch4 + ‖%‖2L2 :
Collecting all the bounds we obtain
1
2
d
dt
∫ 1
0
(%2)I +
∫ 1
0
|%x|26Ch4 + C‖%‖2L2 + 3‖%x‖2L2 :
We choose  such that 3= 12 and we obtain
d
dt
∫ 1
0
(%2)I +
∫ 1
0
|%x|26Ch4 + C‖%‖2L2 :
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Since
∫ 1
0 (%
2)I dx ∼ ‖%‖2L2 we can apply Gronwall’s lemma to obtain for t ∈ [0; T1];
‖%(t)‖L2 +
(∫ T1
0
‖%x‖2L2 dt
)1=2
6CeC(T1)h2:
In particular,
‖%‖L26C(u; T1)h2:
and hence,
‖e‖L26‖u− uI‖L2 + ‖%‖L26C(u; T1)h2:
As a corollary of Theorem 2.1 we can prove Theorem 1.1.
Corollary 2.1. Let u be the solution of (1:1) and uh its approximation de7ned by (1:3). Given
¿ 0 there exists a constant C depending on  and ‖u‖ in C2;1([0; 1]× [0; T − ] such that; for h
small enough:
‖u− uh‖L∞([0;1]×[0; T−])6Ch3=2:
Proof. It is known that before the blow up time u is regular, more precisely, u∈C2;1([0; 1] ×
[0; T − ]). Let g(u) be a globally Lipschitz function which agrees with f(u)=up for u62M where
M =‖u‖L∞([0;1]×[0; T−]). Let Qu and Quh be the exact and approximate solutions of a problem like (1.1)
with f(u)= up replaced by g(u). By uniqueness u= Qu in [0; 1]× [0; T − ]. A bound for ‖ Qu− Quh‖L∞
can be obtained from Theorem 2.1. Indeed, it is enough to bound ‖ Qu I− Quh‖L∞ , and using a standard
inverse inequality (see [10]) we have,
‖ Qu I − Quh‖L∞6Ch−1=2‖ Qu I − Quh‖L∞([0; T−]; L2)
6Ch−1=2{‖ Qu I − Qu‖L∞([0; T−]; L2) + C‖ Qu− Quh‖L∞([0; T−]; L2)}6Ch3=2
with C depending on u and the constant in Theorem 2.1 and so on .
Consequently, for h small enough | Quh|62M . Therefore uph =f( Quh)= g( Quh) and so Quh is the 1nite
element approximation of u and, by uniqueness Quh = uh which concludes the proof.
3. Blow-up for the numerical scheme
In this section we prove Theorem 1.2 which states a condition for the existence of blow-up of
the discrete solution.
Let us begin by the following lemma,
Lemma 3.1. If U (t0) veri7es that
h(U (t0)) ≡ 12〈A1=2U (t0);A1=2U (t0)〉 −
N+1∑
i=1
mii
((U (t0))i)p+1
p+ 1
¡ 0;
then uh is unbounded and hence limt↗Th max uj(t) = +∞. Here
Th =max{t such that uh(s) is de7ned for s∈ [0; t]}:
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Proof. To motivate the proof, let
(u)(t) ≡
∫ 1
0
(ux(s; t))2
2
ds−
∫ 1
0
(u(s; t))p+1
p+ 1
ds;
then,  is a Lyapunov functional for (1.1) and if (u(·; t0))¡ 0 then u blows up in 1nite time (see
[3]). The discrete analogous of  is
h(U )(t) ≡ 12〈A1=2U (t);A1=2U (t)〉 −
N+1∑
i=1
mii
(Ui)p+1(t)
p+ 1
:
Now let us compute the derivative of h(U )(t).
d
dt
h(U )(t) = 〈A1=2U (t);A1=2U ′(t)〉 −
N+1∑
i=1
mii(ui)pu′i(t)
= 〈AU (t)−MUp(t);U ′(t)〉=−〈MU ′(t);U ′(t)〉:
Hence, this h is a Lyapunov functional for (1.2) in the sense that
d
dt
h(U )60:
Moreover (d=dt)h(U )¡ 0 unless U is independent of t.
Now, let us see that the steady states of (1.3) have positive “energy” (i.e. h(W )¿0). Let
W = (w1; : : : ; wN ) be a stationary solution of (1.2), then we have
0 =−AW +M (W )p: (3.1)
Multiplying (3.1) by W , we obtain
0 = − 12〈A1=2W ;A1=2W 〉+
p+ 1
2
N∑
i=1
mii
(wi)pwi
p+ 1
¿− 12〈A1=2W ;A1=2W 〉+
N∑
i=1
mii
(wi)p+1
p+ 1
=−h(W ):
Then, as every global solution that is bounded must converge to a stationary one (see [14]), if U (t0)
satis1es h(U (t0))¡ 0 it must be unbounded.
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. If h(U (t0))¡ 0 by the previous lemma we have that U (t) is unbounded,
then there exists a time t and a node j such that −(2=h2)uj(t) + upj (t)¿ 12upj (t). Hence,
u′j(t) =
1
h2
(uj+1(t)− 2uj(t) + uj−1(t)) + upj (t)¿ 12upj (t):
As a consequence of this uj(s) must be increasing for s¿t and veri1es
u′j(s)¿
1
2u
p
j (s):
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As p¿ 1; uj goes to in1nity in 1nite time, and hence U (t) has 1nite time blow-up in the sense
that there exists a 1nite time, Th, such that limt→Th max uj(t) = +∞. Moreover, we have that, for
every t ∈ [t0; Th)
d
dt
〈MU (t); U (t)〉 = 2〈MU ′(t); U (t)〉
= 2〈−AU (t); U (t)〉+ 2〈MUp(t); U (t)〉
= −4h(U (t)) + 2(p− 1)p+ 1 〈MU
p(t); U (t)〉
¿ 4|h(U (t))|+ 2(p− 1)p+ 1 (〈MU (t); U (t)〉)
(p+1)=2:
Integrating between t0 and Th we obtain
(Th − t0)6 C(−h(U (t0)))(p−1)=(p+1) ;
where C depends only on p.
As a consequence of this bound we get Corollary 1.1.
Proof of Corollary 1.1. First we observe that if u blows up in 1nite time T then
lim
t→T
(u(·; t)) =−∞
(see [11]).
Using the convergence result (Theorem 1.1) one can check that
lim
h→0
h(uh(·; t0)) = (u(·; t0)):
Therefore we conclude that if u blows up in 1nite time then h(uh(·; t0))¡ 0 for some t0 and every
h small enough, and hence uh blows up in 1nite time, Th. To prove the convergence of the blow-up
times we are going to use the bound,
Th − t06 C(−h(U (t0)))(p−1)=(p+1) : (3.2)
Given ¿ 0, we can choose M large enough to ensure that(
C
M (p−1)=(p+1)
)
6

2
:
As u blows up at time T we can choose ¡ =2 such that
−(u(·; T − ))¿2M:
If h is small enough,
−h(U (T − ))¿M
and hence by (3.2),
Th − (T − )6
(
C
(−h(U (T − )))(p−1)=(p+1)
)
6
(
C
M (p−1)=(p+1)
)
6

2
:
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Therefore,
|Th − T |6|Th − (T − )|+ ||¡:
4. Blow-up rate and blow-up set
In this section we prove the converge of the blow-up times (Corollary 1.1) and we 1nd the
blow-up rate (Theorem 1.3) and the localization of blow-up points (Theorems 1.4 and 1.5).
From now on we consider positive solutions of (1.3) with h 1xed and we denote by C a positive
constant that may depend on h but not on t and it is diKerent in each step of the proofs.
Lemma 4.1. Let uh be a solution of (1:3) that blows up at time Th; then there exists two constants
c; C depending on h such that
c(Th − t)−1=(p−1)6max
j
uj(t)6C(Th − t)−1=(p−1):
Proof. First, we observe that, as
u′j(t) =
1
h2
(uj+1(t)− 2uj(t) + uj−1(t)) + upj (t);
we have that
w(t) =
N∑
i=1
ui(t);
veri1es
w′(t) =
N∑
i=1
ui(t) =
N∑
i=1
(ui)p(t) +
uN (t)− u1(t)
h2
6C
(
N∑
i=1
ui(t)
)p
+
uN (t)− u1(t)
h2
:
As uh blows up at time Th, we have that there exists t0 such that for every t ∈ [t0; Th) it holds
w′(t)6Cwp(t):
For t ∈ [t0; Th) we can integrate the above inequality between t and Th to obtain∫ Th
t
w′(s)
wp(s)
ds6C(Th − t);
changing variables we get∫ +∞
w(t)
1
sp
ds6C(Th − t):
Hence
w(t)¿C(Th − t)−1=(p−1):
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Using that there exists a constant C = C(h) such that
max
j
uj(t)¿C
N∑
i=1
ui(t);
we have
max
j
uj(t)¿C(Th − t)−1=(p−1):
To prove the other inequality we proceed as follows, as max uj(t)→ +∞ when t → Th, we have
(2=h2)un(t)6 12u
p
n (t) for every t close to Th for some n∈{2; 3; : : : ; N} in this case we have
u′n(t) =
1
h2
(un+1(t)− 2un(t) + un−1(t)) + upn (t)¿ 12upn (t):
Integrating again over [t; Th] we obtain∫ Th
t
u′n(s)
upn (s)
ds¿ 12 (Th − t);
changing variables∫ +∞
un(t)
1
sp
ds¿ 12 (Th − t):
Hence
un(t)621=(p−1)Cp(Th − t)−1=(p−1):
So maxj uj(t) veri1es
max
j
uj(t) ∼ (Th − t)−1=(p−1)
in the sense that
c(Th − t)−1=(p−1)6max
j
uj(t)6C(Th − t)−1=(p−1):
To conclude the proof of Theorem 1.3 we make the following change of variables (inspired by
[13,15,18]),
yk(s) = (Th − t)1=(p−1)uk(t);
(Th − t) = e−s:
(4.1)
These new variables, Y = (yk(s)), verify
y1(s) = 0;
y′k(s) =
e−s
h2
(yk+1(s)− 2yk(s) + yk−1(s))− 1p− 1yk(s) + y
p
k (s);
yN+1(s) = 0;
yk(−ln(Th)) = (Th)1=(p−1)u0(xk); 16k6N + 1:
(4.2)
We observe that, as max uj(t)6C(Th − t)−1=(p−1), we have that yj(s) are uniformly bounded,
yj(s)6C ∀s¿− ln(Th):
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Lemma 4.2. If there exists s0 such that
ypj (s0)−
1
p− 1yj(s0)¡− Ce
−s0
then
yj(s)→ 0 (s→∞):
Proof. We observe that yj(s) veri1es
y′j(s) =
e−s
h2
(yj+1(s)− 2yj(s) + yj−1(s))− 1p− 1yj(s) + y
p
j (s)
6Ce−s − 1
p− 1yj(s) + y
p
j (s):
Let w(s) be a solution of
w′(s) = Ce−s − 1
p− 1w(s) + w
p(s)
with w(s0) = yj(s0). We observe that, w(s0)¡Cp and
w′(s0) = Ce−s0 − 1p− 1yj(s0) + y
p
j (s0)¡ 0:
We claim that w′(s)¡ 0 for all s¿ s0. To prove this claim, we argue by contradiction. Assume that
there exists a 1rst time s1 such that w′(s1) = 0. At that time s1 we have
w′′(s1) =−Ce−s1 − 1p− 1w
′(s1) + pwp−1(s1)w′(s1) =−Ce−s1 :
Hence w′′(s1)¡ 0. Therefore w′ is decreasing at s1, a contradiction.
So we have proved that w(s) is decreasing for all s¿ s0, and w(s)¿0 hence there exists l =
lims→∞ w(s). As lims→∞ w′(s) = 0 we have that
lp − 1
p− 1l= 0:
We have that w(s0)¡Cp and w is decreasing for s¿s0, so we conclude that l = Cp and hence
l= 0.
By a comparison argument we have that
06yj(s)6w(s)→ 0 (s→∞);
hence yj(s)→ 0 (s→∞).
Lemma 4.3. If there exists s0 such that
ypj (s0)−
1
p− 1yj(s0)¿Ce
−s0 ;
then yj(s) blows up in 7nite time s˜.
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Proof. As before, we observe that yj(s) veri1es
y′j(s) =
e−s
h2
(yj+1(s)− 2yj(s) + yj−1(s))− 1p− 1yj(s) + y
p
j (s)
6−Ce−s − 1
p− 1yj(s) + y
p
j (s):
Let w(s) be a solution of
w′(s) =−Ce−s − 1
p− 1w(s) + w
p(s)
with w(s0) = yj(s0). We observe that, w(s0)¿Cp and
w′(s0) =−Ce−s0 − 1p− 1yj(s0) + y
p
j (s0)¿ 0:
We claim that w′(s)¿ 0 for all s¿ s0. To prove this claim, we argue by contradiction. Assume that
there exists a 1rst time s1 such that w′(s1) = 0, at that time s1 we have
w′′(s1) = Ce−s1 − 1p− 1w
′(s1) + pwp−1(s1)w′(s1) = Ce−s1 :
Hence w′′(s1)¿ 0. Therefore w′ is increasing at s1, a contradiction.
So we have proved that w(s) is increasing for all s¿ s0, hence there exists ¿ 0 such that
w′(s)¿wp(s)
and then, using that p¿ 1, we have that w blows up in 1nite time s2.
As before, we can use a comparison argument to get
yj(s)¿w(s)→ +∞; s→ s2¡∞;
hence yj(s) blows up in 1nite time.
Lemma 4.4. Let yj(s) be a solution of (4:2) then each yj veri7es
yj(s)→ 0 (s→ +∞);
or
yj(s)→ Cp =
(
1
p− 1
)1=(p−1)
(s→ +∞);
or
yj(s) blows up in 7nite time:
(4.3)
Proof. From the previous two lemmas we can conclude that, if yj(s) does not converge to zero and
does not blow up in 1nite time, then yj(s) → Cp. To see this fact, we observe that yj(s) is global
and satis1es
Ce−s¿ypj (s)−
1
p− 1yj(s)¿− Ce
−s:
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Then
ypj (s)−
1
p− 1yj(s)→ 0 (s→ +∞):
As yj is continuous, bounded and does not go to zero, we conclude that yj(s)→ Cp.
Proof of Theorem 1.3. We just observe that, from Lemma 4.1, c6max yj(s)6C, so yj(s) is global
and also max yj(s) does not go to zero, hence, using Lemma 4.4, we get that
lim
s→∞maxj yj(s) = Cp:
In the original variables {uj; t} this is equivalent to
lim
t→Th
(Th − t)1=(p−1) max
j
uj(t) = Cp:
Now we turn our attention to the blow-up set. We begin by the proof of the propagation result,
Theorem 1.4.
Proof of Theorem 1.4. Let F = {j1; j2; : : : ; jk} be the set of nodes such that
yj(s)→ Cp (s→∞):
Let K be such that
K + 2
K + 1
¡p6
K + 1
K
:
We want to see that the blow-up propagates to the K nodes adjacent to F .
To see this let us begin by considering a node i1 with d(i1) = 1, then there exists j∈F that is
adjacent to i1. We can assume that i1 is on the left of j, so i1 = j − 1.
By Lemma 4.4, as j − 1 =∈F , we have that yj−1(s) → 0. We want to obtain the asymptotic
behaviour of yj−1(s). To do this, 1rst we get a bound as follows: yj−1(s) veri1es
y′j−1(s) =
e−s
h2
(yj(s)− 2yj−1(s) + yj−2(s))− 1p− 1yj−1(s) + y
p
j−1(s)
6 4Ce−s − 1
p− 1yj−1(s) + y
p
j−1(s):
Using that yj−1(s)→ 0 we have that, given ¿ 0, for every s¿ s0
y′j−1(s)64Ce
−s −
(
1
p− 1 − 
)
yj−1(s):
Let w(s) be a solution of
w′(s) = 4Ce−s −
(
1
p− 1 − 
)
w(s)
with w(s0)¿yj−1(s0). Integrating this equation we get
w(s) = C1e−s + C2e−(1=(p−1)−)s:
150 P. Groisman, J.D. Rossi / Journal of Computational and Applied Mathematics 135 (2001) 135–155
By a comparison argument we get that for every s¿ s0,
yj−1(s)6w(s) = C1e−s + C2e−(1=(p−1)−)s: (4.4)
Now we go back to
y′j−1(s) =
e−s
h2
(yj(s)− 2yj−1(s) + yj−2(s))− 1p− 1yj−1(s) + y
p
j−1(s):
We have
y′j−1(s) +
1
p− 1yj−1(s) =
e−s
h2
(yj(s)− 2yj−1(s) + yj−2(s)) + ypj−1(s)
then,
(e1=(p−1)syj−1(s))′ = e1=(p−1)s
(
e−s
h2
(yj(s)− 2yj−1(s) + yj−2(s)) + ypj−1(s)
)
:
Integrating between s0 and s, we get
yj−1(s) = e−1=(p−1)s
(
C1 +
∫ s
s0
e1=(p−1)-
(
e−-
h2
(yj − 2yj−1 + yj−2) + ypj−1
)
d-
)
=e−1=(p−1)s
(
C1 +
∫ s
s0
e−p−2=(p−1)-
(
1
h2
(yj − 2yj−1 + yj−2) + e-ypj−1
)
(-) d-
)
:
Using (4:4) we have that
esypj−1(s)6C1e
−(p−1)s + C2e−(p=(p−1)−p−1)s → 0 (s→∞):
Hence, as yj(s)→ Cp; yj−2(s)→ 0 or Cp; yj−1(s)→ 0 and esypj−1(s)→ 0, we have
lim
s→+∞
(
(yj − 2yj−1 + yj−2)
h2
+ esypj−1(s)
)
= C2 = 0:
Therefore, the integral behaves like∫ s
s0
e−(p−2)=(p−1)- d-:
If p = 2, we have
yj−1(s) ∼ e−1=(p−1)s(C1 + C2e−(p−2)=(p−1)s) = C1e−1=(p−1)s + C2e−s:
If p= 2 the integral behaves like s, then
yj−1(s) ∼ e−1=(p−1)s(C1 + C2s) = C1e−1=(p−1)s + C2s e−1=(p−1)s:
Therefore
yj−1(s) ∼


Ce−1=(p−1)s if p¿ 2;
Cse−1=(p−1)s if p= 2;
Ce−s if p¡ 2:
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This implies that uj−1(t) veri1es
uj−1(t) ∼


C if p¿ 2; and hence it is bounded;
−C ln(Th − t) if p= 2; and hence it blows up;
C(Th − t)−1=(p−1)+1 if p¡ 2; and hence it blows up:
We observe that the same arguments show that if p¿ 2 then uj is bounded for every j with
d(j)¿1. To continue the proof we assume that p62. We sketch the case p¡ 2 (the case p = 2
can be handled in a similar way).
We consider a node i2 such that d(i2)= 2. We can assume that i2 = i1− 1= j− 2. Since d(i2)= 2
we have that j − 1 and j − 3 =∈F . From similar calculations, we have
yj−2(s) = e−1=(p−1)s
(
C1 +
∫ s
s0
e1=(p−1)-
(
e−-
h2
(yj−1 − 2yj−2 + yj−3) + ypj−2
)
d-
)
=e−1=(p−1)s
(
C1 +
∫ s
s0
e−(2p−3)=(p−1)-
(
e-
h2
(yj−1 − 2yj−2 + yj−3) + e2-ypj−2
)
(-) d-
)
:
Using the asymptotic behaviour that we have found for yj−1, we can obtain the asymptotic behaviour
for yj−2. Arguing as before we have that,
lim
s→∞ e
2sypj−2(s) = 0; lims→∞ e
syj−1(s) = C = 0:
Hence,
lim
s→+∞
(
es(yj−1 − 2yj−2 + yj−3)
h2
+ e2sypj−2(s)
)
= C2 = 0:
Therefore, the integral behaves like∫ s
s0
e−(2p−3)=(p−1)- d-:
If p = 32 , we have
yj−2(s) ∼ e−1=(p−1)s(C1 + C2e−(2p−3)=(p−1)s) = C1e−1=(p−1)s + C2e−2s:
If p= 32 the integral behaves like s, then
yj−2(s) ∼ e−1=(p−1)s(C1 + C2s) = C1e−1=(p−1)s + C2s e−1=(p−1)s:
Therefore
yj−2(s) ∼


C e−1=(p−1)s if p¿ 32 ;
Cs e−1=(p−1)s if p= 32 ;
C e−2s if p¡ 32 :
This implies that uj−2(t) veri1es
uj−2(t) ∼


C if p¿ 32 ; and hence it is bounded;
−C ln(Th − t) if p= 32 ; and hence it blows up;
C(Th − t)−1=(p−1)+2 if p¡ 32 ; and hence it blows up:
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Now we can repeat this procedure with other nodes to 1nd that ui(t) blows up if d(i)6K and
ui(t) is bounded if d(i)¿K where K ∈N is determined by p in the following way, K veri1es
K + 2
K + 1
¡p6
K + 1
K
:
Also we 1nd that the asymptotic behaviour of a node i such that d(i)6K is given by
ui(t) ∼ (Th − t)−1=(p−1)+d(i);
if p = (K + 1)=K and if p= (K + 1)=K; i = K ,
ui(t) ∼ ln(Th − t):
Now we localize the blow-up set.
Proof of Theorem 1.5. We want to prove that, given ¿ 0 there exists h0 such that for every
0¡h6h0,
B(uh)⊂B(u) + (−; ): (4.5)
We have that the blow-up set of u is composed by a 1nite number of points, B(u) = {x1; x2; : : : ; xk}
(see [9,12,18,19,24]). Let us call A = B(u) + (−=2; =2). First we claim that, for every h small
enough, we have F ⊂A (we recall that F is the set of nodes j such that yj(s) → Cp). To prove
this claim we observe that there exists a constant L such that
|u(x; t)|¡L ∀x∈ [0; 1]\A; ∀t ∈ [0; T ):
Now, Theorem 1.1 implies that
‖(uh − u)(·; T − )‖L∞6Ch3=2:
Hence, given , for every h small enough
|uh(x; T − )|6L ∀x∈ [0; 1]\A:
Let j be a node in [0; 1]\A, then it holds
(Th − (T − ))1=(p−1)uj(T − )6L(Th − (T − ))1=(p−1)
and then
yj(s0)6L(Th − (T − ))1=(p−1);
where s0 =−ln(Th − (T − )). By Corollary 1.1 we have that Th → T . Therefore, choosing  and h
small enough we can make yj(s0) small and fall into the hypothesis of Lemma 4.2. We conclude
that yj(s)→ 0, proving our claim.
To 1nish the 1rst part of the proof of Theorem 1.5 we only have to observe that by our propagation
result, Theorem 1.4, we have that, for h small enough,
B(uh)⊂F + [− Kh; Kh]⊂A+ [− Kh; Kh]⊂B(u) + (−; );
proving (4.5).
Now we turn our attention to u0 symmetric and increasing in [0; 12 ].
In this case the continuous solution u is also symmetric and has only one maximum at x = 12 . In
this situation, it is proved that the blow-up set of u consists in a single point, B(u) = { 12} [9].
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For the semidiscrete problem (1.3) the solution must also be symmetric and increasing in [0; 12 ].
This result was proved in [2].
Lemma 4.5 (Abia et al: [2, Proposition 2]). Assume that uh(0) veri7es uN−j(0)=uj(0) (symmetry)
and that uj(0)¡uj+1(0) for every j such that xj6 12 (monotonicity in [0;
1
2 ]); then uN−j(t) = uj(t)
and that uj(t)¡uj+1(t) for every j such that xj6 12 for every t ∈ [0; Th).
We assume that x= 12 is a node of the mesh. We observe that, by this lemma, if the initial datum
is symmetric, the maximum of uh is un(t) where xn = 12 . At this point we have
un(t) = max uj(t) ∼ (T − t)−1=(p−1):
Hence, by our Theorem 1.3 we have that
lim
t→Th
un(t)(T − t)1=(p−1) = Cp:
We claim that F = {n}, i.e. for every j = n we have yj(s) → 0. To see this claim we observe
that un and un−1 verify
u′n(t) =
1
h2
(un+1(t)− 2un(t) + un−1(t)) + upn (t);
u′n−1(t) =
1
h2
(un(t)− 2un−1(t) + un−2(t)) + upn−1(t):
Subtracting we obtain
(un − un−1)′(t) = 1h2 (4un−1(t)− 3un(t)− un−2(t)) + u
p
n (t)− upn−1(t)
¿− 3
h2
(un(t)− un−1(t)) + u
p
n (t)− upn−1(t)
un(t)− un−1(t) (un(t)− un−1(t))
=
(
− 3
h2
+ p.p−1(t)
)
(un(t)− un−1(t));
where un−1(t)6.(t)6un(t). Hence
(ln(un − un−1))′(t)¿
(
− 3
h2
+ p.p−1(t)
)
and integrating we have
ln(un − un−1)(t)− ln(un − un−1)(t0)¿
∫ t
t0
(
− 3
h2
+ p.p−1(s)
)
ds:
Now we argue by contradiction, assume that (Th − t)1=(p−1)un−1(t)→ Cp, as un−1(t)6.(t)6un(t)
we have that
lim
t→Th
.(t)(T − t)1=(p−1) = Cp
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and then we just observe that∫ t
t0
(
− 3
h2
+ p.p−1(s)
)
ds¿p
∫ t
t0
(Cp−1p − )
(Th − s) ds− C
= −p(Cp−1p − ) ln (Th − t)− C:
Hence
(un − un−1)(t)¿C(Th − t)−p(Cp−1p −) = C(Th − t)−p=(p−1)+p:
Using this fact, we have
0 = lim
t→Th
(Th − t)1=(p−1)(un − un−1)(t)
= lim
t→Th
(Th − t)1=(p−1)(Th − t)−p=(p−1)+p (un − un−1)(t)(Th − t)−p=(p−1)+p
¿C lim
t→Th
(Th − t)1=(p−1)−p=(p−1)+p =+∞;
a contradiction that proves our claim.
After this we can use our propagation result, Theorem 1.4, to obtain
B(uh)⊂F + [− Kh; Kh] = { 12}+ [− Kh; Kh] = B(u) + [− Kh; Kh]:
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