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Abstract
Compressed sensing is the art of reconstructing a sparse vector from its inner products
with respect to a small set of randomly chosen measurement vectors. It is usually
assumed that the ensemble of measurement vectors is in isotropic position in the sense
that the associated covariance matrix is proportional to the identity matrix. In this
paper, we establish bounds on the number of required measurements in the anisotropic
case, where the ensemble of measurement vectors possesses a non-trivial covariance
matrix. Essentially, we find that the required sampling rate grows proportionally to the
condition number of the covariance matrix. In contrast to other recent contributions to
this problem, our arguments do not rely on any restricted isometry properties (RIP’s),
but rather on ideas from convex geometry which have been systematically studied in
the theory of low-rank matrix recovery. This allows for a simple argument and slightly
improved bounds, but may lead to a worse dependency on noise (which we do not
consider in the present paper).
Keywords: Compressed sensing, ℓ1 minimization, the LASSO, the Dantzig selector,
restricted isometries, anisotropic ensembles, sparse regression, operator Bernstein
inequalities, non-commutative large deviation estimates, the golfing scheme. Subject
Classification: (94A12, 60D05, 90C25).
1. Introduction and Results
Compressed sensing is a highly active research field in statistics and signal analysis
[1, 2, 3, 4]. It can be thought of as being concerned with establishing Nyquist-type
sampling theorems for signals which are sparse, rather than band-limited.
More precisely, let x ∈ Cn be a vector with no more than s non-zero entries (i.e. x
is s-sparse). Suppose we have no information about x apart from its sparsity and the
inner products 〈ai, x〉, i = 1, . . . ,m between x and m ≪ n vectors ai. The central
question is: under what conditions on m and the ai’s is it possible to uniquely and
computationally efficiently recover x? Early celebrated results [1, 2, 3] established e.g.
that if the measurement vectors {ai}mi=1 are randomly chosen discrete Fourier vectors
1Contact: www.qc.uni-freiburg.de
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and m = O(s log n), then, with high probability, the unknown vector x is the unique
minimizer of the ℓ1-norm in the affine space defined by the known inner products.
The precise statement of our results in this introductory section will follow very
closely the exhibition in [5]. The reason for this approach, and the relation of the
present paper with other work (in particular [6]), is stated in Section 2.
We make the following definitions: Let F be a distribution of random vectors on
C
n
. Let a1, . . . , am be a sequence of i.i.d. random vectors drawn from F . Define the
sampling matrix
A :=
1√
m
m∑
i=1
eia
∗
i ,
where e1, . . . , em denote the canonical basis vectors of Cm. Once more, let x be an s-
sparse vector. We aim to prove that with high probability the solution x⋆ to the convex
optimization problem
min
x¯∈Cn
‖x¯‖1 subject to Ax¯ = Ax, (1)
is unique and equal to x given that the number of measurements m is large enough.
It turns out that the required size of m depends only on two simple properties of
the ensemble F . These are identified below:
Completeness We require that the ensemble F is complete in the sense that the co-
variance matrix Σ = E[aa∗]1/2 is invertible. The condition number 2 of Σ will
be denoted by κ.
Most of the previous work has focused on the case where the covariance matrix is
proportional to the identity matrix Σ ∝ 1 (however, see Section 2). We refer to this
case as the isotropic one.
In order to describe the second relevant property of the ensemble, we have to fix
a scale. Indeed, note that the minimizer of the convex problem (1) is invariant under
re-scaling of the ensemble (i.e. substituting ai by νai for a number ν 6= 0). The
same is true for the condition number κ. Thus, we are free to pick an advantageous
scale, without affecting the notions introduced so far. In the isotropic case, a natural
normalization convention [5] consists in requiring that E[aa∗] = 1. This option is not
available in the more general, anisotropic case, we are interested in here. Instead, we
will implicitly demand from now that
λmax(E[aa
∗]) = λmin(E[aa
∗])−1, (2)
where λmax, λmin denote the maximal and the minimal eigenvalue respectively. In the
isotropic case, this reduces to the normalizationE[aa∗] = 1 used in [5].
The fact that (2) can always be achieved (and further properties that follow from it)
will be established in Lemma 8 below. With this convention, we define:
2 Recall that the condition number of a matrix is the ratio between its largest and its smallest singular
value.
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Incoherence The incoherence parameter is the smallest number µ such that
max
1≤i≤n
|〈a, ei〉|2 ≤ µ, max
1≤i≤n
∣∣〈a,E[aa∗]−1 ei〉∣∣2 ≤ µ (3)
holds almost surely.
The previously known isotropic result we aim to generalize is:
Theorem 1 ([5]). Let x be an s-sparse vector in Rn. If we demand isotropy (E[aa∗] =
1) and if the number of measurements fulfills
m ≥ Cωµs logn,
then the solution x⋆ of the convex program (1) is unique and equal to x with probability
at least 1− 5n − e−ω.
In the statement above, Cω may be chosen as C0 (1 + ω) for some positive numer-
ical constant C0
Our main theorem reads:
Theorem 2 (Main Theorem). Let x ∈ Cn be an s-sparse vector, let ω ≥ 1. If the
number of measurements fulfills
m ≥ Cκµω2s logn,
then the solution x⋆ of the convex program (1) is unique and equal to x with probability
at least 1− e−ω.
In the statement above, C is a constant less than 18044. For n, s sufficiently large,
the value may be improved to C ≤ 228. We have made no attempts to optimize these
constants.
Comparing these two theorems, we see that the effect of dropping the isotropy
constraint on the ensemble can essentially be captured in a single, simple quantity:
the condition number κ of the covariance matrix. All other minor differences between
Theorem 1 and Theorem 2 result from slightly different proof techniques.
1.1. Improvements
A first way of improving the result is based on a definition borrowed from [6, Def.
1.2] 3:
Definition 3. The largest and smallest s-sparse eigenvalue of a matrix X are given by
λmax(s,X) := max
v,‖v‖0≤s
‖Xv‖2
‖v‖2 , λmin(s,X) := minv,‖v‖0≤s
‖Xv‖2
‖v‖2 ,
3 In fact, our definition differs very slightly from [6]: their ρmax(s,X) is the square of our λmax(s,X).
We opted for this change because the notions defined here reduce to the ordinary eigenvalues in the case of
s = n.
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where ‖v‖0 = |supp(v)| denotes the cardinality of the support (i.e. the sparsity) of v.
The s-sparse condition number 4 of X is
cond(s,X) :=
λmax(s,X)
λmin(s,X)
.
Based on this notion, one can state a strictly stronger version of the Main Theorem
(which is the form we will prove in Section 3):
Theorem 4. With
κs := max
{
cond(s,Σ), cond(s,Σ−1)
}
,
the conclusion of the main Theorem 2 continues to hold if the lower bound on m is
weakened to
m ≥ Cµκs ω2s logn,
for the same constant C.
We further suspect that the second incoherence condition in (3) can be relaxed.
Two alternative bounds not relying on that condition are stated in Proposition 5 below.
(The modifications of our proof necessary to arrive at these improved estimates will be
sketched after Lemma 9).
Proposition 5. Let K be a constant such that
2
∥∥[aa∗,E[aa∗]−1]∥∥
∞
≤ K
holds almost surely, where [·, ·] denotes the commutator ([A,B] = AB − BA) and
‖ · ‖∞ is the operator norm.
If the requirement (3) is not necessarily fulfilled, the conclusions of Theorem 2
remain valid if the sampling rate is bounded below by either
m ≥ Cκµω2s2 logn (4)
or
m ≥ C(κµs+K)ω2 logn. (5)
The commutator bound (5) is particularly relevant for ensembles corresponding to
non-uniform samples from an orthogonal basis. In that case,E[aa∗] and aa∗ commute
with probability one, so that K may be chosen to be zero.
There is another degree of freedom which we have not yet systematically explored:
Note that the minimizer of the convex optimization (1) does not change if we re-scale
4 Estimating cond(s,X) is equivalent to computing the RIP constants of X (c.f. e.g. [7]). There are
currently no tractable methods known for computing these numbers for any concrete set of matrices. We want
to emphasize that while the mathematical concept of “RIP constants” appears in our sharpened result, its use
here is completely different from the way it would be employed in RIP-based approaches to compressed
sensing. To wit, we apply the concept to the expected sensing matrix (and its inverse), but not to any actual
instances.
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individual vectors ai 7→ νiai for some set of non-zero numbers νi. While we have
chosen a global scale for the covariance matrix (c.f. Lemma 8), the individual weights
remain free parameters that may be used to optimize the sampling rate. Pursuing this
problem further seems likely to be fruitful.
We remark that the incoherence conditions can be relaxed to hold only with high
probability. This opens up our results to, for example, the case of Gaussian measure-
ment vectors. The details can be developed in complete analogy to Ref. [5, Appendix
B].
Lastly, all statements remain true if the measurement vectors are drawn “without
replacement” instead of independently – c.f. [8] for details.
2. Relation with previous work and history
Most results on sparse vector recovery have relied on certain conditions that quan-
tify how much a given sampling matrix A distorts the geometry of the set of all sparse
vectors. By far the most prominent example in that regard is the restricted isometry
property (RIP) [3, 6] which measures the extent to which A deviates from preserving
Euclidean distances between sparse vectors. Conceputally close variations of the RIP
include the restricted eigenvalue condition introduced in [9], or the restricted corre-
lation assumption [10]. Another example is the width property advanced in [11]—a
Banach space-theoretic condition that seems to be weaker than the RIP.
From roughly 2008 on, the conceptually strongly related problem of recovering a
low-rank matrix from few expansion coefficients with respect to a fixed matrix basis has
come more and more into focus [12, 13]. There seems to be no easy way to directly
translate the geometric approaches mentioned above to the general low-rank matrix
recovery problem. Instead, the pioneering publications on the matrix problem used
fairly elaborate methods from convex duality theory [12, 13]. (However, c.f. [14, 15,
16] for interesting special cases where RIP-based techniques are applicable to low-rank
matrix recovery problems; and [17] for a related “restricted strong convexity” property
with consequences for matrix recovery).
In [18, 19] the second author and his collaborators introduced a simplified approach
to the low-rank matrix recovery problem. While these works still build on the convex
framework of [12, 13], they incorporate several new ideas. These include the use of
non-commutative large deviation theorems originating from quantum information the-
ory [20, 21], randomized constructions based on i.i.d. samples of the measurement
vectors, and a certain iterative “golfing scheme” for the construction of inexact dual
certificates. These techniques were later modified and adapted to the original sparse-
vector setting in [5]. This showed that the conceptual closeness of the matrix and the
vector theory may be used to devise very similar proofs.
This “RIPless” approach to compressed sensing leads arguably to simpler proofs
and gives tighter bounds at least for the noise-free recovery problem. As far as we
know, RIP-based arguments still perform superior in the important noisy regime.
The work [5] did not include a systematic study of non-isotropic ensembles (how-
ever, “small” deviations from isotropy were discussed in Appendix B). In fact, E.
Cande`s [5] suggested to us the problem of finding a generalization of the golfing
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scheme that could cope with anisotropic ensembles. This has been achieved by the
first author of this paper during a research project under the supervision of the second
author [22]. This explains the close relation between [5] and the present work.
An analysis of anisotropic compressed sensing within the original RIP framework
has been carried out by other authors, most notably in [6]. Since their paper does not
directly address the noise-free case, a direct comparison of statements is difficult. The
closest result to ours seems to appear in Section 1.3, where a bound of
m ≥ O(sM2 logn log3(s logn))
for the sampling rate is given. The quantity M is an upper bound on the largest coeffi-
cient for the measurement vectors ai, related to our parameter µ. The big-Oh notation
hides a constant proportional to κ (ρ−1 in the language of [6]). Thus, the basic structure
of the solutions is very similar. However, some important differences are these:
• We do not incur the log3-term, which is a major advantage of our method. Up to
a constant factor, our required sampling rate corresponds to the theoretical lower
limit.
• The result in [6] holds uniformly in the sense that with their probability of suc-
cess, one obtains a sampling matrix which works simultaneously for all sparse
vectors. This is not the case for us.
• We have proved no results on noise-resilience. While, following [5], it should be
straight-forward to do so, the results may be worse than the RIP-based ones in
[6].
• The proof methods are completely different.
3. Proof
The proof is conceptually close to [5], which in turn closely resembles [19]. Here
we give a largely self-contained presentation.
3.1. Notation
Throughout this paper, we will use the following conventions:
If a statements holds almost surely, we will abbreviate this by a.s. In the case of vectors,
‖ · ‖p denotes the ℓp-norm, whereas in the operator case ‖ · ‖p refers to the Schatten-p
norm (i.e. the ℓp-norm of the singular values). The letter z will always denote a vector
in Cn supported on a set T of cardinality at most s (i.e. z is s-sparse). T c shall denote
the complement of T , and PT (PT c) refers to the orthogonal projector onto the set of
all vectors supported on T (T c). Finally we will use the following technical definitions:
X = (E[aa∗])−1 = Σ−2, XT = PTXPT .
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3.2. Large deviation bounds
A central role in the argument is played by certain large deviation bounds for sums
of matrix-valued random variables. These have been introduced in [20] in the con-
text of quantum information theory. The first application to matrix completion and
compressed sensing problems, as well as the first “Bernstein version” taking variance
information into account, appeared in [18, 19]. The version we will be making use of
derives from Theorem 1.6 in [21].
Proposition 6 (Matrix Bernstein inequality [21]). Consider a finite sequence {Mk} ∈
Cd×d of independent, random matrices. Assume that each random matrix satisfies
E [Mk] = 0 and ‖Mk‖∞ ≤ B a.s. and define
σ2 := max
{
‖
∑
k
E (MkM
∗
k ) ‖∞, ‖
∑
k
E (M∗kMk) ‖∞
}
.
Then for all t ≥ 0,
Pr
(
‖
∑
k
Mk‖∞ ≥ t
)
≤ 2d exp
(
− t
2/2
σ2 +Bt/3
)
. (6)
We will also require a vector-valued deviation estimate. While one could in prin-
ciple obtain such a statement by applying Proposition 6 to diagonal matrices, a di-
rect argument does away with the dimension factor d on the r.h.s. of (6). This will
save a logarithmic factor in the sampling rate of the Main Theorem. The particular
vector-valued Bernstein inequality below is based on the exposition in [23] (Chapter
6.3, equation (6.12)), with a direct proof appearing in [19].
Proposition 7 (Vector Bernstein inequality). Let {gk} ∈ Cd be a finite sequence of
independent random vectors. Suppose that E [gk] = 0 and ‖gk‖2 ≤ B a.s. and put
σ2 ≥∑k E [‖gk‖22]. Then for all 0 ≤ t ≤ σ2/B:
Pr
(∥∥∥∥∥
∑
k
gk
∥∥∥∥∥
2
≥ t
)
≤ exp
(
− t
2
8σ2
+
1
4
)
.
3.3. Fundamental estimates
We adopt the structure and nomenclature of this section from [5]. The following
elementary bounds will be used repeatedly:
|〈ak, z〉|2 ≤ sµ‖z‖22, |〈ak, Xz〉|2 ≤ sµ‖z‖22, (7)
‖PTak‖22 ≤ µs, ‖PTXak‖22 ≤ µs. (8)
Also, we will always assume that m ≥ s.
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Lemma 8 (Scaling). Let a˜ be a random vector such that E[a˜a˜∗] is invertible.
There is a number ν such that, with a := νa˜, it holds that
κs = λmax(s,E[aa
∗]) = λmin(s,E[aa
∗])−1
for all 1 ≤ s ≤ n. This resealed ensemble fulfills:
κsµ ≥ 1. (9)
Proof. The first assertion follows immediately for
ν =
(
λmax(s,E[a˜a˜
∗])λmin(s,E[a˜a˜
∗])
)− 1
4 .
For the second claim: By definition µ ≥ maxi |〈a, ei〉|2 holds almost surely, so that in
particular
µ ≥ E
[
max
i
|〈a, ei〉|2
]
.
For every i, the function
a 7→ |〈a, ei〉|2
is convex, which implies that
a 7→ max
i
|〈a, ei〉|2 = max
i
e∗i (aa
∗)ei
is convex (as the pointwise maximum of convex functions). Hence, by Jensen’s in-
equality,
E
[
max
i
|〈a, ei〉|2
]
≥ max
i
e∗iE[aa
∗]ei = max
i
〈ei,E[aa∗]ei〉
≥ λmin (1,E[aa∗]) ≥ λmin (s,E[aa∗]) .
Therefore µ ≥ λmin (s,E[aa∗]). Together with κs = λ−1min (s,E[aa∗]), this implies
µκs ≥ 1.
The estimates in this proof are tight in the sense that there are ensembles for which
each inequality above turns into an equality. A straightforward example for such an en-
semble is given by picking super-normalized Fourier basis vectors fk (with coefficients
(fk)l = e
2πikl
n ) according to the uniform probability distribution.
Lemma 9 (Local isometry). Let T and PT be as in the notation section. Then for each
0 ≤ τ ≤ 12 :
Pr (‖PT (XA∗A− 1)PT ‖∞ ≥ τ) ≤ 2s exp
(
− m
sµκs
τ2
2 (1 + 2τ/3)
)
Proof. Let us decompose the relevant expression:
PT (XA
∗A− 1)PT = 1
m
m∑
i=1
Mk,
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where Mk := PT (Xaka∗k − 1)PT . Note that E[Mk] = 0.
We aim to apply the Matrix Bernstein inequality. To this end, we estimate
‖Mk‖∞ ≤ ‖PTXaka∗kPT ‖2 + 1
= ‖PTXak‖2 ‖a∗kPT ‖2 + 1
≤ µs+ 1 ≤ 2µsκs =: B.
Furthermore:
‖E [MkM∗k ]‖∞
= ‖E [(PT (Xaka∗k − 1)PT ) (PT (aka∗kX − 1)PT )]‖∞
=
∥∥∥E [PTXaka∗kPT aka∗kXPT ]− E [PTXaka∗kPT ]− E [PTaka∗kXPT ] + PT ∥∥∥
∞
= ‖E [PT (Xak 〈ak, PTak〉 a∗kX − 1)PT ]‖∞
≤ max (‖µsE [PTXaka∗kXPT ]‖∞ , 1)
≤ max (µs ‖XT ‖∞ , 1) ≤ max (µsκs, 1) = µsκs.
Similarly,
‖E [M∗kMk]‖∞ = ‖E [PT (ak 〈ak, XPTXak〉 a∗k − I)PT ]‖∞
≤ max (‖sµE [PT aka∗kPT ]‖∞ , 1) (10)
≤ max (sµ ∥∥PTX−1PT ∥∥∞ , 1) ≤ µsκs.
Thus:
max
{
‖
m∑
k=1
E (MkM
∗
k ) ‖∞, ‖
m∑
k=1
E (M∗kMk) ‖∞
}
≤ msµκs =: σ2.
Applying the Matrix Bernstein inequality for s-dimensional matrices (PT (XA∗A− 1)PT
has rank at most s) with t = mτ yields the desired result.
The estimate (10) is the only place in the proof where the second incoherence prop-
erty in (3) is essentially used. A careful analysis shows that in all other cases, one can
do without it, possibly at the price of replacing κs by κ (which is the reason why we
have not spelled it out). In order to obtain the results of Proposition 5, the bound (10)
has to be modified. To arrive at (4), use
‖E [M∗kMk]‖∞ ≤ E [‖[M∗kMk]‖∞]
≤ E [‖PTaka∗kPT 〈ak, XPTXak〉‖∞]
≤ sµE [〈ak, XPTXak〉] = sµE [tr (aka∗kXPTX)]
= sµ tr
(
X−1XPTX
)
= sµ tr (PTX) ≤ s2µκs.
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And for (5):
‖E [PT aka∗kXPTXaka∗kPT ]‖∞
=
∥∥E [PTXaka∗kPTXaka∗kPT ] + E [PT [aka∗k, X ]PTXaka∗kPT ] ∥∥∞
≤ ‖E [PTXaka∗kPT aka∗kXPT ]‖∞ + 2 ‖E [PT [aka∗k, X ]PTXaka∗kPT ]‖∞
≤ µsκs +K ‖E [PTXaka∗kPT ] ‖∞
= µsκs +K ‖PTXX−1PT ‖∞
= µsκs +K.
Lemma 10 (Low-distortion). Let z, T, PT be as in the notation section. For each
0 ≤ τ ≤ 1 it holds that
Pr
( ‖PT (1−A∗AX) z‖2 ≥ τ ‖z‖2 ) ≤ exp
(
− mτ
2
16sµκs
+
1
4
)
.
Proof. The structure of the proof closely follows the one of Lemma 9. Set
gk := PT (1− aka∗kX) z.
We bound
‖gk‖2 = ‖PT (1− aka∗kX)z‖2
≤ ‖z‖2 + ‖PTak〈ak, Xz〉‖2
≤ ‖z‖2 + sµ‖z‖2 ≤ 2sµκs‖z‖2 =: B
and
E[‖gk‖22] ≤ E[‖PT ak〈ak, Xz〉‖22] + ‖z‖22
= E
[‖PTak‖22|〈ak, Xz〉|2]+ ‖z‖22
≤ sµE[〈Xz, ak〉〈ak, Xz〉]+ ‖z‖22
= sµ〈Xz,E[aka∗k]Xz〉
]
+ ‖z‖22
= sµ〈Xz, z〉+ ‖z‖22 ≤ 2sµκs‖z‖22
so that
m∑
k=1
E[‖gk‖22] ≤ 2msµκs‖z‖22 =: σ2
and thus σ
2
B = m‖z‖2. The advertised statement follows by applying the vector Bern-
stein inequality for t = mτ .
Lemma 11 (Off-support incoherence). Let z, PT c again be as in the notation section.
Then for each τ ≥ 0:
Pr
( ‖PT cA∗AXz‖∞ ≥ τ ‖z‖2 ) ≤ 2n exp
(
− 3mτ
2
2µκs(3 +
√
sτ)
)
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Proof. Fix i ∈ T c and use the following decomposition:
〈ei, A∗AXz〉 = 1
m
m∑
i=1
Mk,
where Mk := 〈ei, aka∗kXz〉 = 〈ei, ak〉〈ak, Xz〉. Note that we have:
E[Mk] = 〈ei,E[aka∗k]Xz〉 = 〈ei, z〉 = 0,
because ei ∈ T c. Bound
|Mk| = |〈ei, ak〉〈ak, Xz〉| ≤
√
sµκs‖z‖2 =: B,
and
E[MkM
∗
k ] = E[M
∗
kMk] = E[|〈ak, ei〉|2|〈ak, Xz〉|2]
≤ µE[〈Xz, aka∗kXz〉] = µ〈Xz, z〉
≤ µ‖XT‖∞‖z‖22 ≤ µκs‖z‖22.
Therefore we can set σ2 := mµκs‖z‖22. Applying the Matrix Bernstein inequality for
d = 1 and the union bound over all i ∈ T c yields the claim.
Lemma 12 (Uniform off-support incoherence). Let T c, PT be as in the notation sec-
tion. For 0 ≤ τ ≤ 1 we have
Pr
(
max
i∈T c
‖PTXA∗Aei‖2 ≥ τ
)
≤ n exp
(
− mτ
2
8sµκs
+
1
4
)
Proof. Fix i ∈ T c and decompose:
PTXA
∗Aei =
1
m
m∑
k=1
gk,
where gk := 〈ak, ei〉PTXak. It holds that E[gk] = 0. Next, bound
‖gk‖2 = |〈ak, ei〉|‖PTXak‖2 ≤ sµ =: B.
Furthermore:
E[‖gk‖22] ≤
∑
i∈T
µE[〈ei, Xaka∗kXei〉] ≤
∑
i∈T
µ‖XT‖∞ ≤ sµκs.
We can therefore set σ2 := msµκs and apply the Vector Bernstein inequality for t =
mτ . Noting that σ2/B = mκs ≥ m finishes the proof.
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3.4. Convex geometry
Our aim is to prove that the solution x⋆ to the optimization problem (1) equals the
unknown vector x. One way of assuring this is by exhibiting a dual certificate [24].
This method was first introduced in [2] and is now standard. We will use a relaxed
version of this first introduced in [19] and later adapted from matrices to vectors in [5].
Our version further adapts the statement to the anisotropic setting.
Lemma 13 (Inexact duality). Let x ∈ Cn be a s-sparse vector, let T = supp (x).
Assume that
‖ (PTXA∗APT )−1 ‖∞ ≤ 2, (11)
maxi∈T c‖PTXA∗Aei‖2 ≤ 1 (12)
and that there is a vector v in the row space of A obeying
‖vT − sgn (x) ‖2 ≤ 1
4
(13)
‖vT c‖∞ ≤ 1
4
. (14)
Then the solution x⋆ of the convex program (1) is unique and equal to x.
Proof. Let xˆ = x + h be a solution of the minimization procedure. We note that
feasibility requires Ah = 0. To prove the claim it suffices to show h = 0. Observe:
‖xˆ‖1 = ‖x+ hT ‖1 + ‖hT c‖1
= 〈sgn (x+ hT ) , x+ hT 〉+ ‖hT c‖1
≥ 〈sgn (x) , x〉+ 〈sgn (x) , hT 〉+ ‖hT c‖1
≥ ‖x‖1 − |〈sgn (x) , hT 〉|+ ‖hT c‖1.
Feasibility requires 〈v, h〉 = 0 (since v is in the row space of A) and therefore:
|〈sgn (x) , hT 〉| = |〈sgn (x) − vT , hT 〉+ 〈vT , hT 〉|
= |〈sgn (x) − vT , hT 〉 − 〈vT c , hT c〉|
≤ |〈sgn (x) − vT , hT 〉|+ |〈vT c , hT c〉|
≤ ‖sgn (x)− vT ‖2‖hT ‖2 + |〈vT c , hT c〉|
≤ 1
4
‖hT ‖2 + |〈vT c , hT c〉|,
where we have used (13). Together with:
|〈vT c , hT c〉| ≤ ‖vT c‖∞‖hT c‖1 ≤ 1
4
‖hT c‖1,
this implies:
|〈sgn (x) , hT 〉| ≤ 1
4
(‖hT‖2 + ‖hT c‖1) .
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Furthermore due to (11) and (12) it holds that
‖hT ‖2 = ‖ (PTXA∗APT )−1 (PTXA∗APT )hT ‖2
= ‖ (PTXA∗APT )−1 (PTXA∗A) (h− hT c) ‖2
= ‖ − (PTXA∗APT )−1 (PTXA∗A)hT c‖2
≤ 2‖PTXA∗APT ch‖2
≤ 2maxi∈T c‖PTXA∗Aei‖2‖hT c‖1
≤ 2‖hT c‖1,
All this together implies:
‖xˆ‖1 ≥ ‖x‖1 − 1
4
‖hT ‖2 + 3
4
‖hT c‖1
≥ ‖x‖1 + 1
4
‖hT c‖1.
Consequently ‖xˆ‖1 = ‖x‖1 demands ‖hT c‖1 = 0, which in turn implies ‖hT‖2 = 0,
because ‖hT ‖2 ≤ 2‖hT c‖1. Thereforeh = 0 which corresponds to a unique minimizer
(xˆ = x).
3.5. Construction of the certificate
It remains to show that a dual certificate v as described in Lemma 13 can indeed be
constructed. We will prove:
Lemma 14. Let x ∈ Cn be an s-sparse vector, let ω ≥ 1. If the number of measure-
ments fulfills
m ≥ 18044κsµω2s logn,
then with probability at least 1− e−ω, the constraints (11, 12) will hold and a vector v
with the properties required for Lemma 13 exists.
This lemma immediately implies the Main Theorem.
The proof employs a recursive procedure (dubbed the “golfing scheme”) to construct
a sequence vi of vectors converging to a dual certificate with high probability. The
technique has been developed in [18, 19] in the context of low-rank matrix recovery
problems and has later been refined for compressed sensing in [5]. Here, we further
modify the construction to handle anisotropic ensembles.
Proof. The recursive scheme consists of l iterations. The i-th iteration depends on
three parameters: mi ∈ N; ci, ti ∈ R which will be chosen in the course of the later
analysis. To initialize, set
v0 = 0
(the vi for 1 ≤ i ≤ l will be defined iteratively below). We will use the notation
qi = sgn (x)− PT vi.
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The i-th step of the scheme proceeds according to the following protocol: We sam-
ple mi vectors from the ensemble F . Let A˜ be the mi × n-matrix whose rows consists
of these vectors. We check whether the following two conditions are met:
‖PT
(
1− m
mi
A˜∗A˜X
)
PT qi−1‖2 ≤ ci‖qi−1‖2, (15)
‖ m
mi
PT cA˜
∗A˜XPT qi−1‖∞ ≤ ti‖qi−1‖2. (16)
If so, set
Ai = A˜, vi =
m
mi
A∗iAiXPT (sgn (x)− vi−1) + vi−1
and proceed to step i+ 1. If either of (15), (16) fails to hold, repeat the i-th step with a
fresh batch of mi vectors drawn from F . Denote the number of repetitions of the i-th
step by ri.
We now analyze the properties of the above recursive construction. The following
identities are easily verified by repeating the given transformations inductively:
v := vl =
m
ml
A∗lAlXPT (sgn(x)− vl−1) + vl−1
=
m
ml
A∗lAlXPT ql−1 + vl−1
= . . . =
l∑
i=1
m
mi
A∗iAiXPT qi−1, (17)
qi = sgn(x)− PT vi
= sgn(x)− PT
(
m
mi
A∗iAiXPT (sgn(x)− vi−1) + vi+1
)
= (sgn(x)− PT vi−1)− m
mi
A∗iAiXPT (sgn(x)− vi−1)
= PT
(
1− m
mi
A∗iAiX
)
qi−1
= . . . =
i∏
j=1
PT
(
1− m
mi
A∗jAjX
)
PT sgn (x) . (18)
14
Together with (15) and (16), one obtains
‖ql‖2 ≤ cl‖ql−1‖2 ≤
l∏
i=1
ci‖q0‖2 =
l∏
i−1
ci‖sgn (x) ‖2 =
√
s
l∏
i=1
ci,
‖vT c‖∞ =
∥∥∥∥∥PT c
(
l∑
i=1
m
mi
A∗iAiXPT qi−1
)∥∥∥∥∥
∞
≤
l∑
i=1
∥∥∥∥ mmiPT cA∗iAiXPT qi−1
∥∥∥∥
2
≤
l∑
i=1
ti‖qi−1‖2 ≤
√
s

t1 + l∑
i=2
ti
i−1∏
j=1
cj

 .
Following [19], we choose the parameters l, ci, ti as
l =
⌈
1
2
log2 s
⌉
+ 2, c1 = c2 =
1
2
√
logn
, t1 = t2 =
1
8
√
s
,
and for i ≥ 3
ti =
logn
8
√
s
, ci =
1
2
.
A short calculation then yields
‖vT c‖∞ ≤ 1
4
, ‖v − sgn(xT )‖2 = ‖ql‖2 ≤ 1
4
,
which are conditions (13) and (14).
Next, we need to establish that the total number
l∑
i=1
miri
of sampled vectors remains small with high probability. More precisely, we will bound
the probability
p3 := Pr
(
(r1 > 1) or (r2 > 1) or
l∑
i=1
ri ≥ l′
)
for some l′ to be chosen later.
To that end, denote by p1(i) the probability that (15) fails to hold in any given batch
of the i-th step. Analogously, let p2(i) be the probability of failure for (16). Lemmas
10 and 11 give the estimates
p1 (i) ≤ exp
(
− mic
2
i
16sµκs
+
1
4
)
, p2 (i) ≤ 2n exp
(
− 3mit
2
i
2µκs (3 +
√
sti)
)
.
15
We choose
l′ = 4(ω + log 12 +
2
3
l), m1 = m2 = 694κsµωs logn,
and for i ≥ 3
mi = 694κsµωs.
Such a choice can be guaranteed by a total sampling rate m ≥ 18044κsµω2s logn and
ensures
p1(i) + p2(i) ≤ 1
6
e−ω ≤ 1
12
for all i. (It is easily seen that for for n ≫ 1, a bound of m ≥ 228κsµω2s logn is
sufficient. The constants appearing here are highly unlikely to be optimal.) Note that
l∑
i=1
ri ≥ l′
only if fewer than l of the first l′ batches of vectors satisfied both (15) and (16). This
implies that
Pr
(
l∑
i=1
ri ≥ l′
)
≤ Pr(N ≤ l− 1)Bin(l′, 11
12
),
where the r.h.s. is the probability of obtaining fewer than l outcomes in a binomial pro-
cess with l′ repetitions and individual success probability 11/12. We bound this quan-
tity using a standard concentration bound from [25] (C. McDiarmid’s section ”Concen-
tration”):
Pr (|Bin (n, p)− np| > τ) ≤ 2 exp
(
− τ
2
3np
)
.
This yields Pr
(∑l
i=1 ri ≥ l′
)
≤ 16e−ω for our choice of l
′
. Putting things together,
we have
p3 ≤ 3 1
6
e−ω =
1
2
e−ω
according to the union bound. In addition, we have to take into account that properties
(11) and (12) can fail as well. We denote these probabilities of failure by p4 and p5.
Lemmas 9 and 12 give:
p4 ≤ 2sexp
(
− 6m
7sµκs
)
, p5 ≤ nexp
(
− m
8sµκs
+
1
4
)
.
Our sampling rate m guarantees p4 ≤ 14e−ω as well as p5 ≤ 14e−ω. Applying the
union bound now yields our desired overall error bound (p3 + p4 + p5 ≤ e−ω).
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4. Conclusion and Outlook
In this paper, we have shown that proof techniques based on duality theory and the
“golfing scheme” are versatile enough to handle the situation where the ensemble of
measurement vectors is not isotropic.
An obvious future line of research would be to translate these results to the low-
rank matrix recovery problem. Given the high degree of similarity between [19] and
[5], this should be a conceptually straight-forward task. This would further generalize
the scope of this proof method, beyond ortho-normal operator bases [19] and tight
frames [26].
Also, Proposition 5 suggests that the second incoherence property (3) can be re-
laxed or maybe even disposed of. We leave this as an open problem.
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