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Abstract
This paper presents a modular technique, amenable to parallel implementation, for the diagnosis of
large-scale, distributed, asynchronous event-driven (namely, active) systems. An active system is an
abstraction of a physical system that can be modeled as a network of communicating automata. Due
to the distributed nature of the class of systems considered, and unlike other approaches based on
synchronous composition of automata, exchanged events are buffered within communication links
and dealt with asynchronously. The main goal of the diagnostic technique is the reconstruction of
the behavior of the active system starting from a set of observable events. The diagnostic process
involves three steps: interpretation, merging, and diagnosis generation. Interpretation generates a
representation of the behavior of a part of the active system based on observable events. Merging
combines the result of several interpretations into a new, broader interpretation. The eventual
diagnostic information is generated on the basis of fault events possibly incorporated within the
reconstructed behavior. In contrast with other approaches, the proposed technique does not require
the generation of the, possibly huge, model of the entire system, typically, in order to yield a global
diagnoser, but rather, it allows a modular and parallel exploitation of the reconstruction process.
This property, to a large extent, makes effective the diagnosis of real active systems, for which the
reconstruction of the global behavior is often unnecessary, if not impossible. Ó 1999 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Informally, diagnosis can be defined as the task of explaining why a given physical
system does not exhibit its nominal behavior. Every diagnostic problem is characterized
by a set of observations to account for. Due to its generality, to its dramatic importance
in many application domains, and to its intrinsic complexity, automated diagnosis has
received constant and considerable attention in AI research.
The classical theory of model-based diagnosis [12,32] addresses the limited range of
static systems whose nominal behavior can be specified as a time invariant mapping from
input to output variables. The need for model-based diagnosis of dynamic (as opposed to
“static”) systems was recognized very early and several relevant contributions can be found
in the literature [6,13,15,17–19,23,29,31,38].
This paper deals with the diagnosis of a class of asynchronous discrete-event systems,
namely active systems, whose inputs are not observable, for they are typically unpre-
dictable events occurring in the external world. Asynchronous (as opposed to “synchro-
nous”) behavior is a major point that distinguishes our approach from previous approaches
in the literature.
The proposed diagnostic method stems from the experience of the authors in the domain
of fault diagnosis of power protection systems [2,3,25]. However, the method is not limited
to this domain only. Instead, it is applicable to every physical system that can be modeled
as an active system. Thus, the keyword “active” refers to the model of the system, rather
than to the system itself. A physical system is not active per se: it is the way in which
the system is modeled that “makes” it active. Of course, there are some physical systems
that can be modeled as active systems more naturally than others, and this is what makes
the difference. In some cases, only a sub-part of the physical system can be conveniently
modeled as an active system. In other cases, even the part of the physical system that is
normally viewed as “continuous” can be viewed as “discrete-event” for the purpose of
diagnosis.
In our view, diagnosing an active system requires the reconstruction of what happened
to it, based on observation and (structural and behavioral) models. This task is called
history reconstruction. A reconstructed system history includes the input value and the state
transitions such that the collected system observation is explained and provides important
diagnostic information, since each transition is either normal or faulty. Therefore, the
proposed technique lends itself to the notion of explanatory diagnosis [27], according to
which diagnosis is the explanation of the behavior of the considered system, rather than
the mere identification of a set of faulty components.
One of the main challenges presented by the history reconstruction of real-size active
systems is keeping the search space as small as possible. Particular attention has been paid
to this aspect, both in system representation and in the history reconstruction algorithm,
which is equally applicable to the whole system, to every sub-system (called cluster),
and even to single components. The reconstruction method can be applied in parallel to
small clusters rather than to the whole system, thus obtaining histories pertaining to the
considered clusters. Then, clusters can be merged to form clusters at a higher aggregation
level and the reconstruction procedure can be applied iteratively. In order to prune the
search space, the reconstruction task exploits the results produced by reconstruction at a
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lower aggregation level. This way, a significant efficiency gain is obtained with respect
to the case where reconstruction is directly applied to the whole system. Whatever the
topology of the system under consideration, this modular approach copes with the intrinsic
computational difficulties involved in dealing with large systems and, as such, is more
general than the approach in [34], which addresses only systems endowed with a rigid
hierarchical structure and including several independent sub-systems.
Some approaches to the diagnosis of discrete event-driven systems [22,34,36,37] are
very close to ours, both because they adopt the same modeling technique, namely
communicating finite state machines (FSMs) [5], and because they do not consider system
inputs in making a diagnosis. However, such approaches substantially differ from ours from
the point of view of the diagnostic method, which requires, in their case, the generation of
a (possibly huge) global diagnoser. Another unique feature of the proposed approach is the
ability to manage unobservable behavioral cycles, which are not considered in [34,36,37].
Furthermore, our approach allows attention to be focused on any particular sub-system,
producing a set of diagnoses each of which entails the observations of all the components
in the considered sub-system. This is very important in many practical domains where the
sub-system in which to look for the fault(s) can be isolated based on domain-dependent
(heuristic) techniques. Focalizing attention on specific sub-systems which are connected
with other sub-systems is impossible in [22,34,36,37].
The remainder of the paper is organized as follows. The diagnostic technique is
informally described in Section 2, based on a simple example, and formally introduced
in Sections 3 and 4. Specifically, Section 3 defines the basic concepts of the method and
asserts a theorem, while Section 4 details the algorithms in a general-purpose abstract
language. The complexity analysis of the algorithms is provided in Section 5. Section 6
applies the proposed modeling principles to a sample power sub-network. Section 7
discusses the relationship of the proposed approach with relevant works in the literature.
Conclusions are drawn in Section 8. Appendix A contains the proof of the theorem asserted
in Section 3.
2. Informal presentation of the approach
This section is devoted to the informal presentation of the diagnostic method, which is
then formalized in Section 3. Specifically, we present how the active system is character-
ized and modeled, how histories can be reconstructed from the available observation, and
how the diagnoses can eventually be extracted from histories. Furthermore, we show how
the reconstruction technique can conveniently be modularized to cope with large active
systems.
2.1. Characterization
An active system is a dynamic system that interacts with the external world and, while
operating, is either quiescent or reacting. When the system is quiescent, it neither changes
its state nor generates any event. If, at an unpredictable time instant, the quiescent system
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receives an event (necessarily coming from the external world), it begins reacting to it, in
other words, it begins evolving.
During the reaction, the active system may generate events directed to the external world,
which, vice versa, may generate events directed to the active system, thereby affecting its
subsequent evolution. When the reaction has finished, the active system becomes quiescent
again. If the reaction is faulty, one or more of its state transitions are abnormal.
The diagnostic method takes into account the observation of the active system recorded
during a reaction, i.e., the sequence of events sent by the active system to an external
observer. Diagnosis is performed after the reaction has finished, assuming that
(i) every reaction takes a finite time interval,
(ii) it is possible to ascertain when any reaction has finished, and
(iii) the state of the active system at the beginning of any reaction is known.
2.2. Modeling
An active system is modeled as a set of interconnected components. Each component is
endowed with input and output terminals, where each output terminal of a component may
be connected with at most one input terminal of another one through a directed connection
link. Interactions among components are represented by events produced and received on
terminals. The behavioral model of a component involves a (generally nondeterministic)
function of the input event and the internal state. The occurrence of an input event gives
rise to a state transition and, possibly, to the production of some output events. As such,
a component is an FSM that can communicate with neighboring components. Every
behavioral model is assumed to be complete, i.e., it incorporates all the possible behaviors
of the component, both nominal and faulty.
Fig. 1 represents (on the top) an active system, hereafter denoted by A, incorporating
four components, namely C1, C2, C3, and C4, and five (directed) links L1, L2, L3, L4,
and L5. C1, for instance, has three terminals, namely the input terminals I1 and I2, and
the output terminalO , which are connected with links L1, L5, and L2, respectively. These
links allow C1 to interact with C2 and C4.
In the picture two disjoint sub-systems, called clusters, are highlighted, namely ξ1 and
ξ2. A cluster is a connected sub-graph incorporating one or several components and all
the links among them. Cluster ξ1 contains components C1 and C2 and links L1 and L2,
while ξ2 consists of C3, C4, and L4. The set of links L3 and L5, which are neither included
in ξ1 nor in ξ2, but connect a terminal in ξ1 with a terminal in ξ2, is called the interface
of the two clusters. The notion of interface can be extended to several disjoint clusters
and represents the whole set of links that connect any possible pair of components in two
different clusters.
The models of components C1, C2, C3, and C4 are represented at the bottom of Fig. 1,
and called M1, M2, M3, and M4, respectively. For example, modelM1 is characterized by
three states, namely S11, S12, and S13, and four transitions, T11, T12, T13, and T14. Thus,
if C1 is in state S11 and event E5 is ready at terminal I2 on link L5, then transition T11
can be triggered. This transition can be expressed as S11
α|β−→ S12, where α = (E5, I2)
and β = {(E2,O), (A1,Msg)}. This means that T11 is triggered by the input event α and
generates the set of output events in β . In particular, E2 is buffered in link L2, while
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Fig. 1. An active system and the relevant component models.
event (A1,Msg) is a message. Every link is modeled as a queue of finite capacity. Each
component may be endowed with any of four virtual terminals, namely In, Out, Msg,
and Flt. In and Out are called the standard input and the standard output, respectively,
and are meant to connect the component with the external world. Msg is the message
terminal, which is assumed to be linked with the external observer. Only events on Msg
are observable. A transition incorporating a message is observable, otherwise it is silent.
Flt is the fault terminal, which is a modeling artifice to specify faulty transitions. For
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example, T13, since generating event (F1,Flt), is a faulty transition characterized by fault
F1 concerning component C1.
2.3. Reaction
When the active system is quiescent, no events are buffered within its links. A quiescent
system becomes reacting on the arrival of an event on the standard input of a component.
During the reaction, the active system generates events directed to the external world
and/or to the system itself. The reaction is characterized by a finite number of messages
generated by the observable transitions, namely the observation of the system, which is
the composition of a set of sequences of messages, each of which is relevant to a single
component. For instance, Obs(A) = (obs(C1), . . . ,obs(C4)), where obs(Ci) is a totally
temporally ordered sequence of messages relevant to Ci , such as obs(C1)= 〈A1,B1〉. No
ordering constraints are assumed among messages of different components.
During a reaction, each component undergoes a sequence of transitions, called a history,
which connect its initial state with a final state. For example, assuming that the initial state
of C1 is S11, a history of C1 might be 〈T11, T12, T14〉, which in this case can be written
without ambiguity as S11→ S12→ S13→ S14.
The projection of a history on relevant messages is the observation of the component
according to that history. In our example, the projection of the history of C1 equals the
observation obs(C1) = 〈A1,B1〉 given above. Observations constrain the way in which
histories can be hypothesized for each component involved in the reaction. Roughly,
the richer the set of observable transitions in a model, the more constrained the set of
the histories consistent with the observation. For example, since model M1 includes a
cycle corresponding to the silent transition T13, there is an infinite number of histories of
C1 consistent with obs(C1) = 〈A1,B1〉. The same applies to model M2, which involves
transition T22. Every observation of the relevant components of models M3 and M4,
instead, always gives rise to a finite number of consistent histories, since no silent cycles are
involved. For example, assuming that the initial state of C3 is S31, the histories consistent
with obs(C3)= 〈A3〉 are S31→ S32 and S31→ S32→ S31.
Two remarks are worthwhile. First, even if there is an unlimited number of histories
consistent with the observation of a component, they can always be represented by means
of a finite graph. For example, the infinite number of histories of C1 consistent with
obs(C1)= 〈A1,B1〉 is a graph isomorphic to the regular expression T11T12T ∗13T14, where
the star operator denotes zero or more instances.
Second, the consistency of each component history with its own component observation
is a necessary (but, in general, not sufficient) condition for the global consistency of
histories with the system observation. In fact, it does not account for the additional
constraints imposed by the topology of the active system, called interface constraints,
which affect the interaction of components during the reaction. In particular, the
composition of the component histories has to respect the constraint on the state at the
end of the reaction, which is assumed to be quiescent, that is, a state in which all the events
on the internal links have been consumed. Intuitively, the larger the number of links and
exchanged events among components, the more stringent the interface constraints.
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A history of an active system is a sequence of transitions, each one relevant to a
component. Considering our example, a history of A is H = 〈T41, T11, T21, T12, T23, T14,
T31, T42〉, where S11, S21, S31, and S41 are assumed to be the initial states of components
C1, C2, C3, and C4, respectively. The order among transitions in the system history is
essential for the satisfaction of the interface constraints.
By projecting H on the transitions relevant to a specific component, one can extract
the single component histories. For example, to find the history of C1 within the reaction
specified by H , the transitions relevant to M1 have to be isolated, thereby obtaining
h1 = 〈T11, T12, T14〉, which is a special instance of the regular expression given above
(transition T13 is skipped). The same applies to C2, C3, and C4 with the following
results: h2 = 〈T21, T23〉, h3 = 〈T31〉, and h4 = 〈T41, T42〉. It is easy to show that all
these histories are consistent with the observation of the corresponding component in
Obs(A)= (〈A1,B1〉, 〈A2〉, 〈A3〉, 〈A4〉).
Table 1 shows that the system historyH given above is globally consistent with Obs(A),
by following step by step its dynamics. Each row of the table represents a state of the active
system, which is identified by a label (e.g., Id = 3), the composition of the states of the
components, (e.g., (S11, S21, S31, S41)), the composition of the partial observations of the
components, (e.g., (〈A1〉, 〈A2〉,∅, 〈A4〉)), and the composition of the status of the links,
(e.g., (〈E1〉,∅, 〈E3〉,∅,∅)). The first triggered transition is T41, which generates an event
on link L5 and message A4 relevant to obs(C4). This information is represented in the
second row of the table. Note that the state of C4 is now S42. The second transition is T11,
which is triggered by event E5 stored in link L5 by the previous transition. The triggering
of T11 brings the system into a new global state where the state of component C1 is S12,
a new message A1 is generated for obs(C1), event E5 is consumed, and a new internal
event E2 is buffered in link L2. This mechanism continues until the system reaches state
9, in which all the messages relevant to the given observation have been produced and all
the links are empty. This corresponds to the new quiescent state of the active system. As
such, H is actually a system history consistent with both the observation and the interface
constraints.
Table 1
The dynamics of the system history H = 〈T41, T11, T21, T12, T23, T14, T31, T42〉
Id S1 S2 S3 S4 obs(C1) obs(C2) obs(C3) obs(C4) L1 L2 L3 L4 L5
1 S11 S21 S31 S41 ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅
2 S11 S21 S31 S42 ∅ ∅ ∅ 〈A4〉 ∅ ∅ ∅ ∅ 〈E5〉
3 S12 S21 S31 S42 〈A1〉 ∅ ∅ 〈A4〉 ∅ 〈E2〉 ∅ ∅ ∅
4 S12 S22 S31 S42 〈A1〉 〈A2〉 ∅ 〈A4〉 〈E1〉 ∅ ∅ ∅ ∅
5 S13 S22 S31 S42 〈A1〉 〈A2〉 ∅ 〈A4〉 ∅ 〈E2〉 ∅ ∅ ∅
6 S13 S21 S31 S42 〈A1〉 〈A2〉 ∅ 〈A4〉 〈E1〉 ∅ 〈E3〉 ∅ ∅
7 S11 S21 S31 S42 〈A1,B1〉 〈A2〉 ∅ 〈A4〉 ∅ ∅ 〈E3〉 ∅ ∅
8 S11 S21 S32 S42 〈A1,B1〉 〈A2〉 〈A3〉 〈A4〉 ∅ ∅ ∅ 〈E4〉 ∅
9 S11 S21 S32 S41 〈A1,B1〉 〈A2〉 〈A3〉 〈A4〉 ∅ ∅ ∅ ∅ ∅
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2.4. History reconstruction
The central task of the proposed diagnostic technique, namely interpretation, is aimed to
generate a representation of all the histories of an active system that are rooted in a known
initial state and consistent with a given observation. To this end, first a naive, monolithic
approach is considered, which is nevertheless useful for the sake of conceptual clearness
and simplicity. This approach is then refined in Section 2.6, where a modular technique is
presented.
As above, for A it is assumed that the observation is Obs(A) = (〈A1,B1〉, 〈A2〉, 〈A3〉,
〈A4〉) and the initial system state is (S11, S21, S31, S41). The interpretation task is expected
to generate a graph (actually an FSM) in which each path connecting the root with a
node corresponding to a quiescent state of the system represents a history consistent with
Obs(A).
Fig. 2 represents the search space of the Interpreter algorithm of Section 4. The dashed
part of the graph corresponds to unsuccessful explorations. The remaining part constitutes
the actual interpretation result. Bold nodes, namely N1, which is the initial system state,
N23 and N25, represent quiescent system states. Thus, all the paths starting in N1 and
ending in N23 or N25 are system histories consistent with Obs(A). Due to the cycle
N5→N6→N5, there exists an unlimited number of such histories.
Each node is explained in Table 2, which is structurally identical to Table 1, apart
from the fact that the columns corresponding to component observations are replaced
by the integer values k1, . . . , k4. This is only a shorthand, such that ki is the number of
messages produced by Ci within the history up to the node. If a message does not match
the corresponding message in the given observation obs(Ci), the state is inconsistent.
Intuitively, the Interpreter algorithm, which takes as input the observation Obs(A) and
the initial (quiescent) system state, makes a depth-first search of the possible sequences
of transitions from the initial node to a quiescent node. In doing so, it stores the visited
nodes in a structure ℵ, where each node is either marked as consistent, inconsistent, or
unknown. A consistent node is part of the interpretation, whereas inconsistent nodes are
not. Unknown nodes correspond to temporary uncertainty that is eventually resolved before
the end of the interpretation. When the interpretation process is over, each node is either
qualified as consistent or inconsistent. Table 2 is the tabular representation of the nodes
in ℵ.
Considering the example, the only transition that can be fired in the initial system state
is T41, which is triggered by the external event E. This transition brings the system into
the new state N2, where componentC4 has changed state from S41 to S42, and an event E5
is generated on link L5. Generally speaking, there are several different transitions which
can be triggered in a given node, but this is not the case for nodes N1, . . . ,N4. In N5,
two different transitions, that incidentally belong to the same model M2, are ready to be
triggered by input eventE2, namely T22 and T23. The interpretation process has to consider
all the alternatives. Assume that it first tries T22, which leads the system to nodeN6, where
eventE2 has been consumed andE1 generated on link L1. InN6, there are two alternatives
still, T13 and T14. The former moves the system to the already visited node N5, while the
latter brings the system to the inconsistent node N7. A node N is inconsistent either when:
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Fig. 2. The search space of the interpretation of the active system outlined in Fig. 1.
(1) N is stalling (no further transitions can be triggered) and there exists at least one
component observation still incomplete (e.g., N7);
(2) N is stalling, but the links are not empty, that is the node is not quiescent;
(3) the transition that led the system to N is observable, but the relevant message does
not match the corresponding message in the given observation;
(4) the transition that led the system to N is observable, but the relevant component
observation is complete already (e.g., N19); or
(5) all the successive nodes of N are inconsistent (e.g., N9).
The use of the “unknown” qualification for a node is typically useful as long as not all of
its successors have been visited. This is the case, for example, forN30, whose inconsistency
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Table 2
Node details relevant to Fig. 2
N S1 S2 S3 S4 k1 k2 k3 k4 L1 L2 L3 L4 L5
N1 S11 S21 S31 S41 0 0 0 0 ∅ ∅ ∅ ∅ ∅
N2 S11 S21 S31 S42 0 0 0 1 ∅ ∅ ∅ ∅ 〈E5〉
N3 S12 S21 S31 S42 1 0 0 1 ∅ 〈E2〉 ∅ ∅ ∅
N4 S12 S22 S31 S42 1 1 0 1 〈E1〉 ∅ ∅ ∅ ∅
N5 S13 S22 S31 S42 1 1 0 1 ∅ 〈E2〉 ∅ ∅ ∅
N6 S13 S22 S31 S42 1 1 0 1 〈E1〉 ∅ ∅ ∅ ∅
N7 S11 S22 S31 S42 2 1 0 1 ∅ ∅ ∅ ∅ ∅
N8 S13 S21 S31 S42 1 1 0 1 〈E1〉 ∅ 〈E3〉 ∅ ∅
N9 S13 S21 S31 S42 1 1 0 1 ∅ 〈E2〉 〈E3〉 ∅ ∅
N10 S13 S21 S32 S42 1 1 1 1 ∅ 〈E2〉 ∅ 〈E4〉 ∅
N11 S13 S22 S32 S42 1 2 1 1 〈E1〉 ∅ ∅ 〈E4〉 ∅
N12 S13 S21 S31 S42 1 1 1 1 ∅ 〈E2〉 ∅ 〈E4〉 ∅
N13 S13 S22 S31 S42 1 2 1 1 〈E1〉 ∅ ∅ 〈E4〉 ∅
N14 S13 S21 S31 S41 1 1 1 1 ∅ 〈E2〉 ∅ ∅ ∅
N15 S13 S22 S31 S41 1 2 1 1 〈E1〉 ∅ ∅ ∅ ∅
N16 S13 S21 S31 S42 1 1 1 2 ∅ ∅ ∅ ∅ 〈E5〉
N17 S13 S21 S32 S41 1 1 1 1 ∅ 〈E2〉 ∅ ∅ ∅
N18 S13 S22 S32 S41 1 2 1 1 〈E1〉 ∅ ∅ ∅ ∅
N19 S13 S22 S31 S42 1 2 0 1 〈E1〉 ∅ 〈E3〉 ∅ ∅
N20 S11 S21 S31 S42 2 1 0 1 ∅ ∅ 〈E3〉 ∅ ∅
N21 S11 S21 S32 S42 2 1 1 1 ∅ ∅ ∅ 〈E4〉 ∅
N22 S11 S21 S31 S42 2 1 1 1 ∅ ∅ ∅ 〈E4〉 ∅
N23 S11 S21 S31 S41 2 1 1 1 ∅ ∅ ∅ ∅ ∅
N24 S11 S21 S31 S42 3 1 1 1 ∅ ∅ ∅ ∅ 〈E5〉
N25 S11 S21 S32 S41 2 1 1 1 ∅ ∅ ∅ ∅ ∅
N26 S11 S21 S32 S42 3 1 1 1 ∅ ∅ ∅ ∅ 〈E5〉
N27 S11 S21 S31 S41 2 1 0 1 ∅ ∅ ∅ 〈E4〉 ∅
N28 S11 S21 S31 S42 3 1 0 1 ∅ ∅ ∅ 〈E4〉 〈E5〉
N29 S13 S21 S32 S42 1 1 1 1 〈E1〉 ∅ ∅ 〈E4〉 ∅
N30 S13 S21 S32 S42 2 1 1 1 ∅ 〈E2〉 ∅ 〈E4〉 ∅
N31 S13 S22 S32 S42 2 2 1 1 〈E1〉 ∅ ∅ 〈E4〉 ∅
N32 S13 S21 S32 S41 2 1 1 1 ∅ 〈E2〉 ∅ ∅ ∅
N33 S13 S22 S32 S41 2 2 1 1 〈E1〉 ∅ ∅ ∅ ∅
N34 S13 S21 S31 S41 2 1 1 1 ∅ 〈E2〉 ∅ ∅ ∅
N35 S13 S22 S31 S41 2 2 1 1 〈E1〉 ∅ ∅ ∅ ∅
N36 S13 S21 S31 S42 3 1 1 1 ∅ 〈E2〉 ∅ ∅ 〈E5〉
N37 S13 S21 S32 S42 3 1 1 1 〈E1〉 ∅ ∅ ∅ 〈E5〉
N38 S13 S21 S31 S42 1 1 1 1 〈E1〉 ∅ ∅ 〈E4〉 ∅
N39 S13 S21 S31 S42 1 1 1 1 ∅ 〈E2〉 ∅ 〈E4〉 ∅
N40 S13 S22 S31 S42 1 2 1 1 〈E1〉 ∅ ∅ 〈E4〉 ∅
N41 S13 S21 S31 S41 1 1 1 1 ∅ 〈E2〉 ∅ ∅ ∅
N42 S13 S22 S31 S41 1 2 1 1 〈E1〉 ∅ ∅ ∅ ∅
N43 S13 S21 S31 S42 1 1 1 2 ∅ 〈E2〉 ∅ ∅ 〈E5〉
N44 S13 S21 S31 S41 1 1 1 1 〈E1〉 ∅ ∅ ∅ ∅
N45 S13 S21 S31 S42 1 1 1 1 ∅ 〈E2〉 ∅ ∅ ∅
N46 S13 S22 S31 S42 1 2 1 1 〈E1〉 ∅ ∅ ∅ ∅
N47 S11 S21 S31 S42 1 1 1 2 〈E1〉 ∅ ∅ ∅ 〈E5〉
N48 S13 S21 S32 S41 1 1 1 1 〈E1〉 ∅ ∅ ∅ ∅
N49 S13 S21 S32 S41 1 1 1 1 ∅ 〈E2〉 ∅ ∅ ∅
N50 S13 S22 S32 S41 1 2 1 1 〈E1〉 ∅ ∅ ∅ ∅
N51 S13 S21 S31 S41 1 1 1 1 ∅ 〈E2〉 ∅ ∅ ∅
N52 S13 S21 S31 S42 1 1 1 2 ∅ 〈E2〉 ∅ ∅ 〈E5〉
N53 S13 S21 S32 S42 1 1 1 2 〈E1〉 ∅ ∅ ∅ 〈E5〉
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can be detected only after nodes N31, . . . ,N37 have been visited and thereby qualified
as inconsistent. However, depending on the visiting order, there are situations in which
a node remains qualified as unknown until the end of the search process. This typically
arises in cycles, that make infeasible in depth-first searching the simple rule of deferring
the consistency of a node until at least a neighboring node is qualified as consistent. For
example, node N6 is first marked as unknown and is still qualified as unknown when the
sub-graph rooted in N6, including N7 and N5, is completely built. 4 As a result, at the end
of the exploration of the search space, N6 is still qualified as unknown.
This is why the resulting graph has to be eventually analyzed and, possibly, pruned
to remove those nodes whose consistency is unknown and which are not part of any path
connecting the initial state with some quiescent node. On the basis of this condition,N6 (the
only node suffering from this pending qualification) is in the end qualified as consistent.
2.5. Diagnosis generation
Once the interpretation of Obs(A) has been performed, the diagnostic information which
is implicitly embodied in the interpretation graph has to be extracted so as to determine
possible faulty behaviors in the reaction of the system, which is the final goal of the
diagnostic process.
Each history within an interpretation graph is either qualified as faulty, if it includes at
least one faulty transition, or nominal, otherwise. In the interpretation graph of Fig. 2, all
the faulty histories incorporate both faulty transitions T13 and T22.
When considering a system history, the faulty components are those for which there
exists a faulty transition at least in the history. The set of faulty components is empty if the
history is nominal. A shallow diagnosis, or simply a diagnosis, is the (possibly empty) set
of faulty components relevant to a history of the interpretation graph. In the interpretation
graph outlined in Fig. 2, only two different diagnoses can be extracted, namely {C1,C2}
and ∅ (the empty set).
Even though the number of histories represented in an interpretation graph may be
infinite (as in our example), the number of distinct diagnoses is always finite as the number
of components is finite. Actually, what is relevant to a diagnosis is not the history but
rather the set of nodes and edges of the interpretation graph traversed by the history, which
is called a route. There is a one-to-many relationship between a route and the relevant
histories. Since all the histories associated with the same route are either faulty or nominal,
a route is either classified as faulty or nominal. A faulty route is called an explanation.
Several different routes may give rise to the same diagnosis. In our example, there is a
single route corresponding to the diagnosis {C1,C2}, but several distinct routes lead to the
same empty diagnosis. This shows that a one-to-many relationship also exists between a
diagnosis and the relevant routes.
The notion of diagnosis introduced above is rather coarse-grained as the interpretation
graph and the component models together incorporate further information about faulty
components. A faulty component involves a set of distinct faulty transitions in the same
4 Remember that N5 has been created already when considering the possible transitions from N6 and, thus,
transition N5→N8 is created only after the sub-graph rooted in N6 has been completed.
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history and, thereby, a set of faulty events. This is why the additional concept of deep
diagnosis is introduced, this being a sequence where each element is an association
between a faulty component and the set of relevant faulty events. Considering our example,
the only deep diagnosis is {(C1, {F1}), (C2, {F2})}.
There exists a one-to-many relationship between a deep diagnosis and the corresponding
explanations. Furthermore, as a shallow nonempty diagnosis is obtained by projecting
a deep diagnosis on the relevant components, there is also a one-to-many relationship
between a shallow diagnosis and the corresponding deep diagnoses.
The notions of shallow diagnosis, deep diagnosis, and explanation, which represent,
at different abstraction levels, the diagnostic information distilled from the interpretation
graph and the component models, can be accommodated within a so-called diagnostic
hierarchy. A tabular representation of the diagnostic hierarchy relevant to our example is
given in Table 3, where∆ is the set of shallow diagnoses,∆d the set of deep diagnoses, Ψ
the set of explanations, and ϕ the mapping function from explanations to deep diagnoses
and from deep diagnoses to shallow diagnoses. The star operator denotes cycles in
routes.
Table 3
The diagnostic hierarchy (∆,∆d,Ψ,ϕ) relevant to the interpretation graph outlined in Fig. 2
Item Value
∆ {δ1, δ2}
∆d {δd }
Ψ {ψ1, . . . ,ψ11}
ϕ {δd 7→ δi such that i ∈ {1,2}} ∪ {ψj 7→ δd such that j ∈ {1, . . . ,11}}
δ1 ∅
δ2 {C1,C2}
δd {(C1, {F1}), (C2, {F2})}
ψ1 N1
T41−→N2
T11−→N3
T21−→N4
T12−→N5(
T22−→N6
T13−→N5)
∗ T23−→N8
T14−→N20
T31−→N21
T42−→N25
ψ2 N1
T41−→N2 T11−→N3 T21−→N4 T12−→N5( T22−→N6
T13−→N5)
∗ T23−→N8 T14−→N20
T31−→N21 T42−→N25
T32−→N23
ψ3 N1
T41−→N2
T11−→N3
T21−→N22
T12−→N5(
T22−→N6
T13−→N5)
∗ T23−→N8
T14−→N20
T31−→N21
T32−→N22
T42−→N23
ψ4 N1
T41−→N2 T11−→N3 T21−→N4 T12−→N5( T22−→N6
T13−→N5)
∗ T23−→N8
T31−→N29 T14−→N21 T42−→N25
ψ5 N1
T41−→N2
T11−→N3
T21−→N4
T12−→N5(
T22−→N6
T13−→N5)
∗ T23−→N8
T31−→N29
T14−→N21
T42−→N25
T32−→N23
ψ6 N1
T41−→N2 T11−→N3 T21−→N4 T12−→N5( T22−→N6
T13−→N5)
∗ T23−→N8
T31−→N29 T14−→N21
T32−→N22 T42−→N23
ψ7 N1
T41−→N2
T11−→N3
T21−→N4
T12−→N5(
T22−→N6
T13−→N5)
∗ T23−→N8
T31−→N29
T32−→N38
T14−→N22
T42−→N23
ψ8 N1
T41−→N2
T11−→N3
T21−→N4
T12−→N5(
T22−→N6
T13−→N5)
∗ T23−→N8
T31−→N29
T32−→N38
T42−→N44
T14−→N23
ψ9 N1
T41−→N2
T11−→N3
T21−→N4
T12−→N5(
T22−→N6
T13−→N5)
∗ T23−→N8
T31−→N29
T42−→N48
T32−→N44
T14−→N23
ψ10 N1
T41−→N2
T11−→N3
T21−→N4
T12−→N5(
T22−→N6
T13−→N5)
∗ T23−→N8
T31−→N29
T42−→N48
T14−→N25
ψ11 N1
T41−→N2
T11−→N3
T21−→N4
T12−→N5(
T22−→N6
T13−→N5)
∗ T23−→N8
T31−→N29
T42−→N48
T14−→N25
T32−→N23
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2.6. Modular reconstruction
The interpretation technique informally introduced in its naive form in Section 2.4 is not
appropriate for real, large-scale active systems, as the search space might become too large.
Although system A is very small, it is symptomatic that, out of 52 visited nodes, 36 nodes
are inconsistent, which is a considerable percentage. On the basis of the experience of the
authors in large-scale application domains [2,3,25], there is evidence that the generation
of the interpretation graph can be carried out more efficiently using a modular approach,
which is also appropriate for implementation on a parallel processing architecture.
To show how the modular interpretation works, let us consider again system A with
the same observation and initial state. The central point is that now the active system is
considered no longer as a whole, but rather as the composition of several clusters and
relevant interfaces. The idea is to generate the interpretation graph for each cluster and
then to merge such interpretations until the whole system is covered.
A is viewed as the union of the disjoint clusters ξ1 and ξ2, along with the relevant
interface composed of links L3 and L5. The modular technique requires making two
(possibly parallel) interpretations for clusters ξ1 and ξ2, respectively, and then merging the
resulting interpretation graphs into a new graph on the basis of the interface constraints.
The final graph obtained by merging several interpretations is the same as the final graph
generated by a monolithic (naive) interpretation of the cluster corresponding to the union of
the clusters involved in the merging and the relevant interface (see Theorem 1 in Section 3).
In order to generate the interpretation graphs for clusters ξ1 and ξ2, the observation
of the system is projected on the two clusters, respectively, thus obtaining Obs(ξ1) =
(〈A1,B1〉, 〈A2〉) and Obs(ξ2) = (〈A3〉, 〈A4〉), and each cluster is viewed as an active
system on its own. Furthermore, each event relevant to a terminal connected with a link
belonging to the interface {L3,L5} is viewed as external with respect to the cluster and,
thereby, dealt with the same way as an event on the standard input or output. Thus, input
events relevant to C1.I2 and C3.I are treated as coming from the standard input, while
output events relevant to C2.O2 and C4.O are treated as going to the standard output.
With this in mind, the interpretation algorithm for a cluster is identical to the
interpretation algorithm for an active system informally introduced in Section 2.4.
Fig. 3 illustrates the interpretation search space relevant to ξ1. Each node is identified by
three fields, namely K , σ , and D, where
(i) K is the status of the observation (left),
(ii) σ the composition of the states of components C1 and C2, and
(iii) D the status of the internal links L1 and L2 (right).
Each consistent node is renamed within the circle on its left. The notation ‖L‖ represents
the queue of events in link L.
The transition triggered at the initial state is
T11 = S11 (E5,I2)|(E2,O),(A1,Msg)−−−−−−−−−−−−−→ S12,
whose input event is relevant to link L5. T11 cannot be the first transition triggered in
the history of A, since it requires the presence of an internal event at the initial state of
A, which contrasts with the fact that A is initially quiescent. Thus, T11 is only the first
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Fig. 3. The search space for the interpretation of cluster ξ1.
transition relevant to cluster ξ1 in the reaction of A. The interpretation search space of ξ2
is shown in Fig. 4.
The interpretation graph relevant to a cluster can be thought of as the model of that
cluster, constrained by both the observation and the interface constraints between the
components in the cluster. In other words, the cluster can be viewed as a (macro)component
whose behavior is regulated by the automaton representing the relevant interpretation,
where states are the nodes of the graph and transitions are the edges. The FSM includes
also a set of final (quiescent) states. The label of the edges (e.g., T11) are not transition
identifiers in the new FSM, but rather the events of the new FSM.
The search space for the merging of the interpretation graphs of ξ1 and ξ2, called =1 and
=2, respectively, is represented in Fig. 5. Each node is now identified by the composition
of two nodes of =1 and =2, plus the status of the interface of ξ1 and ξ2, namely {L3,L5}.
The merging algorithm first creates the initial node as the composition of the initial nodes
of =1 and =2 together with the empty interface. Then, it looks for a firable transition among
those leaving ξ11 or ξ21, namely {T11, T31, T41}. The central point here is distinguishing
between transitions triggered by internal events (i.e., events relevant to L1, L2, or L4) and
transitions triggered by interface events, these being events buffered either within L3 or
L5.
In the merging task, the role of internal and external events is somehow inverted: if a
transition is enabled by an internal event of either cluster, then it can be fired without any
further consideration; if instead the transition is enabled by an interface event, then it can
be fired only if its input event is actually the first event in the corresponding link. In our
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Fig. 4. The search space for the interpretation of cluster ξ2.
example, given the initial node, the only transition that can be fired is T41, which is relevant
to the external input event E, while T11 and T41 cannot be triggered since they need events
E5 in L5 and E3 in L3, respectively. The triggering of T41 causes the generation of event
E5 on link L5, thereby making T11 the next firable transition.
Within the merging process, a node N is inconsistent either when:
(1) N is stalling (no further transitions can be triggered) but the interface links are not
empty;
(2) N is stalling but not all the interpretation nodes it merges are final (e.g., node
(ξ16, ξ27) in Fig. 6, where ξ27 is not final in =2); or
(3) All the successive nodes of N are inconsistent.
In Fig. 5, faulty transitions (T13 and T22) are denoted by dotted lines. For each consistent
node of Fig. 5, Table 4 gives the details extracted from the corresponding nodes in =1 and
=2. The last column of the table indicates for each node Ai the corresponding node Nj
in the interpretation graph outlined in Fig. 2. It is easy to verify that Table 4 equals the
selection of the successful nodes in Table 2 and that the graph of consistent nodes of Fig. 5
is isomorphic to the successful part of the interpretation graph depicted in Fig. 2. In other
words, consistently with Theorem 1 in Section 3, the result of the merging of =1 and =2
equals the (monolithic) interpretation of the whole active system.
In the modular reconstruction process, the constraints imposed by the messages and
the interconnections among components are first enforced locally, so that the size of
the resulting graph is reduced before a merging takes place. The advantage of the
modular approach over the monolithic interpretation depends on the clusterization policy.
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Fig. 5. The search space for the merging of the interpretations of clusters ξ1 and ξ2.
Intuitively, the tighter the interconnections among components within clusters, the greater
the benefit of the modularity.
Further advantages in using the modular approach rather than the monolithic one can be
envisaged:
(1) interpretation and merging algorithms can be run in parallel, thereby reducing the
total computation time;
(2) under the hypothesis of a distributed diagnostic architecture, the possibly over-
whelming set of messages generated during real large-scale reactions can be split
into several sub-sets that are considered separately;
(3) the diagnosis may be shown in different steps: at each step the representation of
component histories is refined as well as the diagnosis;
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Table 4
Node details relevant to Fig. 5
A S1 S2 S3 S4 k1 k2 k3 k4 L1 L2 L3 L4 L5 N
A1 S11 S21 S31 S41 0 0 0 0 ∅ ∅ ∅ ∅ ∅ N1
A2 S11 S21 S31 S42 0 0 0 1 ∅ ∅ ∅ ∅ 〈E5〉 N2
A3 S12 S21 S31 S42 1 0 0 1 ∅ 〈E2〉 ∅ ∅ ∅ N3
A4 S12 S22 S31 S42 1 1 0 1 〈E1〉 ∅ ∅ ∅ ∅ N4
A5 S13 S22 S31 S42 1 1 0 1 ∅ 〈E2〉 ∅ ∅ ∅ N5
A6 S13 S22 S31 S42 1 1 0 1 〈E1〉 ∅ ∅ ∅ ∅ N6
A7 S13 S21 S31 S42 1 1 0 1 〈E1〉 ∅ 〈E3〉 ∅ ∅ N8
A8 S11 S21 S31 S42 2 1 0 1 ∅ ∅ 〈E3〉 ∅ ∅ N20
A9 S11 S21 S32 S42 2 1 1 1 ∅ ∅ ∅ 〈E4〉 ∅ N21
A10 S11 S21 S31 S42 2 1 1 1 ∅ ∅ ∅ 〈E4〉 ∅ N22
A11 S11 S21 S31 S41 2 1 1 1 ∅ ∅ ∅ ∅ ∅ N23
A12 S11 S21 S32 S41 2 1 1 1 ∅ ∅ ∅ ∅ ∅ N25
A13 S13 S21 S32 S42 1 1 1 1 〈E1〉 ∅ ∅ 〈E4〉 ∅ N29
A14 S13 S21 S31 S42 1 1 1 1 〈E1〉 ∅ ∅ 〈E4〉 ∅ N38
A15 S13 S21 S31 S41 1 1 1 1 〈E1〉 ∅ ∅ ∅ ∅ N44
A16 S13 S21 S32 S41 1 1 1 1 〈E1〉 ∅ ∅ ∅ ∅ N48
(4) the scalability of the approach to any sub-part of the active system is useful
whenever the final diagnosis may be found without reconstructing the history of
the entire system, but rather a small sub-set of it; and
(5) partial interpretation results can be recorded with a view to reuse, so as to avoid a
new computation in both current and successive diagnostic sessions.
Considering the last point, it is not unlikely that distinct clusters having the same
topological structure behave similarly in the same reaction or that a cluster behaves
similarly across different reactions. When a new reaction occurs, component observations
have to be considered so as to find possible matches with the current reaction or previous
ones. If there are several clusters sharing the same topological structure, the same
observation, and the same initial state in the current reaction, the cluster interpretation
can be carried out only once. If a cluster exhibits an observation that was already analyzed
in a previous session, its interpretation can be skipped, provided that the initial state of the
cluster is the same.
3. Formal specification
In this section, the concepts informally introduced in Section 2 are formally defined.
Each concept is introduced by a definition which is then possibly explained and/or extended
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with remarks. A theorem is given, which establishes the functional equivalence between
the monolithic and the modular approach.
Definition 1 (Component). A component is the abstraction of a physical device, which
is characterized by a model and is possibly connected with other components (see
Definitions 2 and 3).
Definition 2 (Component model). The model M of a component C is a finite state
machine, M = (S,E in,I,Eout,O,T ), where S is the set of states, E in the set of input
events, I the set of input terminals, Eout the set of output events, O the set of output
terminals, and T the transition function, T :S × E in × I × 2Eout×O 7→ 2S .
Remark 1. The codomain of T is the power set of S , 2S . This means that, generally
speaking, transitions allow for nondeterminism. A transition T from state S1 to state S2 is
triggered by an input event α = (E, I) at an input terminal I and in general generates
the set of output events β = {(E1,O1), . . . , (En,On)} at output terminals O1, . . . ,On,
respectively. This is denoted by T = S1 α|β−→ S2. When α is available at the relevant input
terminal, S2 is reached instantaneously and the set of output events are generated at the
relevant output terminals (α is consumed). An output terminal O may appear at most once
in β . Four virtual terminals are implicitly defined in a model: the standard input, In ∈ I ,
the standard output, Out ∈ O, the message terminal, Msg ∈ O, and the fault terminal,
Flt ∈ Out. An output event (E,Msg) is called a message. If transition T is labeled with a
message, T is observable, otherwise T is silent. Among events, only messages are visible
from the outside of the system. An event (E,Flt) is called a faulty event and the relevant
transition, a faulty transition. A modelM is assumed to be complete, that is, it incorporates
all possible behaviors.
A path ℘ ∈ M is a (possibly empty) sequence of contiguous transitions, ℘ =
〈T1, . . . , Tn〉 in M . Alternatively, ℘ can be denoted also by
S1
α1|β1−→ S2 α2|β2−→ S3→ ·· ·→ Sn αn|βn−→ Sn+1,
where Ti = Si αi |βi−→ Si+1, Ti ∈ ℘. Furthermore, S1 ; Sn+1 indicates a generic path from S1
to Sn+1. S1 is called the root of the path.
Definition 3 (Link). Let C and C′ be two components. Let O and I ′ be, respectively, an
output terminal of C and an input terminal of C′. A link L= 〈C.O,C′.I ′〉 is a connection
through which each event E generated at O at time t is available at I ′ at time t ′ > t .
Remark 2. No assumptions are made about the duration of interval [t, t ′]. Within the link,
E is said to be a dangling event in L. Only a limited number of dangling events may exist
within L at any time instant. The maximum number of events that can be buffered in L is a
characteristic of the link and is called the capacity of L. The set of dangling events of L at
a given time is denoted by ‖L‖. The cardinality of ‖L‖ is denoted by |L|. If |L| equals the
capacity of L, L is saturated. When L is saturated, a new event generated at C.O is lost.
If two events (E1,O) and (E2,O) are generated at time t1 and t2, respectively, t1 < t2,
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then they are available at C′.I ′ at time t ′1 and t ′2, respectively, where t ′1 < t ′2, that is, E1
cannot overtake E2 within the same link; consequently, ‖L‖ is a queue of dangling events
in which the ith generated event is denoted by L[i]. The first event L[1] is called the
candidate event, as it is the first that is going to be consumed. When a candidate event α is
consumed, it is dequeued from ‖L‖. Each output terminal is connected with only one input
terminal and vice versa. We assume that virtual terminals be connected with the external
world through virtual links.
Definition 4 (Active system). An active system A is a set of components which are
connected with each other by means of links among terminals.
Remark 3. Considering Definition 4 and Remark 2, it turns out that there is a functional
dependency from a terminal ϑ of a componentC in an active system A to the relevant link
L. Therefore, it is possible to unambiguously write Link(ϑ) to denote the (possibly virtual)
link relevant to terminal ϑ . By definition, if α = (E,ϑ) is an event, Link(α)= Link(ϑ).
Definition 5 (Cluster). A cluster of an active system A is a pair ξ = (C,L) where C is a
set of components in A and L is a set of links in A such that:
(1) ξ is connected,
(2) if L= 〈C.O,C′.I 〉 ∈ L, then C ∈ C and C′ ∈ C, and
(3) if C ∈ C and C′ ∈ C then every link connecting C and C′ is in L.
Remark 4. Let (E,ϑ) be an event relevant to a cluster ξ , where ϑ is a terminal of a
component C ∈ ξ and Link(ϑ) the relevant link (remind Remark 3). Three cases are
possible:
(1) ϑ is a virtual terminal: (E,ϑ) is called an external event of ξ ;
(2) ϑ is not a virtual terminal and Link(ϑ) ∈ ξ : (E,ϑ) is called an internal event of ξ ;
(3) ϑ is not a virtual terminal and Link(ϑ) /∈ ξ : (E,ϑ) is called an interface event of ξ .
Definition 6 (Decomposition). A decomposition Ξ = {ξ1, . . . , ξn} of a cluster ξ = (C,L)
is a set of disjoint clusters ξi = (Ci ,Li) such that ⋃i∈{1,...,n} Ci = C. The interface of
Ξ , Interf (Ξ), is the set of links defined as follows: Interf (Ξ) = {L ∈ L such that L =
〈C1.O,C2.I 〉,C1 ∈ ξi ,C2 ∈ ξj , ξi ∈Ξ,ξj ∈Ξ, i 6= j}.
Definition 7 (Dangling set). Let ξ be a cluster incorporating the set of links L =
{L1, . . . ,Lm}. The dangling set Dang(ξ) of ξ at a certain instant is the composition of se-
quences of dangling events relevant to eachL ∈ L, that is, Dang(ξ)= (‖L1‖, . . . ,‖Lm‖)=
‖L‖. If D is a dangling set, D[L] denotes the set of dangling events in L, that is
D[L] = ‖L‖; D[L, i] denotes the ith event in ‖L‖ ∈ D. The candidate event set of a
dangling set D, Cand(D), is the set of candidate events in D.
Remark 5. The notion of dangling set can be extended to the interface of a decom-
position Ξ , Interf (Ξ) = {L1, . . . ,Lm}, as follows: Dang(Interf (Ξ)) = ‖Interf (Ξ)‖ =
(‖L1‖, . . . ,‖Lm‖).
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Definition 8 (Component observation). An observation obs(C) of a component C having
model M , is a (possibly empty) sequence of messages in M , that is, obs(C) =
〈m1, . . . ,mn〉. The number of messages in obs(C) is denoted by |obs(C)|. The ith message
of obs(C) is denoted by obs(C)[i]. A k-partial observation obs〈k〉(C), 06 k 6 |obs(C)|, is
a projection of obs(C) on its first k messages, that is, obs〈k〉(C)= 〈m1, . . . ,mk〉.
Definition 9 (Cluster observation). An observation Obs(ξ) of a cluster ξ incorporating
components C1, . . . ,Cn is the composition of the observations of components in ξ , that
is, Obs(ξ) = (obs(C1), . . . ,obs(Cn)). A K-partial cluster observation Obs〈K〉(ξ), K =
〈k1, . . . , kn〉, is the composition of the ki -partial component observations in ξ , that is,
Obs〈K〉(ξ)= (obs〈k1〉(C1), . . . ,obs〈kn〉(Cn)).
Remark 6. When a cluster ξ incorporates a single component C, the cluster obser-
vation becomes the component observation, that is: Obs(ξ) = (obs(C)). Also, if ∀i ∈
{1, . . . , n}(obs〈ki 〉(Ci)= obs(Ci)), then Obs〈K〉(ξ)=Obs(ξ).
Definition 10 (Interpretation). Let Obs(ξ) be a cluster observation, {C1, . . . ,Cn} the set
of components in ξ , Mi = (Si ,E ini ,Ii ,Eouti ,Oi ,Ti ) the model of component Ci , Σ =
S1 × · · · × Sn the Cartesian product of state domains of components, K the domain of
K such that Obs〈K〉(ξ) is a K-partial cluster observation, D the domain of Dang(ξ), and
ξ0 = (S01, . . . , S0n), where ∀i ∈ {1, . . . , n} (S0i ∈ Si ). The spurious interpretation =s of
(Obs(ξ), ξ0) is a finite state machine:
=s(Obs(ξ), ξ0)=
(Ss ,E,T s, S0), (1)
where Ss ⊆Σ ×K×D is the set of states, E the set of events, T s the transition function,
and S0 the initial state. S0, E , and Ss are defined as follows:
S0 =
(
ξ0, (0 · · ·0), (∅ · · ·∅)
)
, (2)
E =
⋃
i∈{1,...,n}
Ti , (3)
Ss = {S0} ∪
{
S′ such that S
Tij−→ S′ ∈ T s}. (4)
The transition function T s :Ss × E 7→ Ss is defined as follows:
(σ,K,D)
Tij−→ (σ ′,K ′,D′) ∈ T s
if:
(1) σ = (S1, . . . , Si−1, Si , Si+1, . . . , Sn), σ ′ = (S1, . . . , Si−1, S′i , Si+1, . . . , Sn),
Tij = Si α|β−→ S′i ∈ Ti ;
(2) K ′ is such that:
(a) if Tij is silent, then K ′ =K ,
(b) if Tij is observable and obs(Ci)[K[i] + 1] ∈ β , then
K ′[i] =K[i] + 1, ∀x 6= i(K ′[x] =K[x]);
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(3) D′ is such that, calling Lα = Link(α) and Lβ = {Lβ, where Lβ = Link(B),B ∈
β,Lβ is not saturated}:
(a) if α = (E,ϑ) is an internal event andD[Lα,1] =E, then ∀x ∈ {1 · · · |D[Lα]|−
1} (D′[Lα,x] =D[Lα,x + 1]), |D′[Lα]| = |D[Lα]| − 1;
(b) ∀ internal event (E,ϑ) ∈ β (Lβ = Link(ϑ),Lβ ∈ Lβ,∀x ∈ {1 · · · |D[Lβ]|}
(D′[Lβ,x] =D[Lβ,x]),D′[Lβ, |D[Lβ ]| + 1] =E, |D′[Lβ]| = |D[Lβ ]| + 1;
(c) ∀L ∈ ξ , L /∈ ({Lα} ∪Lβ) (D′[L] =D[L]).
A state S = (σ,K,D) ∈ Ss is quiescent if Obs〈K〉(ξ)=Obs(ξ) and D = (∅ · · ·∅). A state
S ∈ Ss is consistent if ∃ a (possibly empty) path ℘ = S; Sq in =s(Obs(ξ), ξ0) such that
Sq is quiescent. A transition S
T→ S′ ∈ T s is consistent if both S and S′ are consistent. The
interpretation = of (Obs(ξ), ξ0) is a finite state machine:
=(Obs(ξ), ξ0)= (S,E,T , S0,Sf ), (5)
where S is the set of states, E the set of events, T the transition function, S0 the initial
state, and Sf the set of final states. S equals the set of consistent states in Ss , T the set of
consistent transitions in T s , and Sf the set of quiescent states in Ss .
Definition 11 (Merging). Let Ξ = {ξ1, . . . , ξn} be a decomposition of an active sys-
tem A, Ω = {=(Obs(ξ1), ξ01), . . . ,=(Obs(ξn), ξ0n)} the set of relevant interpretations,
where ∀i ∈ {1, . . . , n} (=(Obs(ξi), ξ0i) = (Si ,Ei ,Ti , S0i ,Sf i)), Σ = S1 × · · · × Sn the
Cartesian product of the state domains of interpretations in Ω , and D the domain of
Dang(Interf (Ξ)). The spurious merging µs of Ω is a finite state machine:
µs(Ω)= (Ss ,E,T s, S0), (6)
where Ss ⊆Σ ×D is the set of states, E the set of events, T s the transition function, and
S0 the initial state. S0, E , and Ss are defined as follows:
S0 =
(
S01, . . . , S0n, (∅ · · ·∅)
)
, (7)
E =
⋃
i∈{1,...,n}
Ei , (8)
Ss = {S0} ∪
{
S′ such that S
Tij−→ S′ ∈ T s}. (9)
Denoting
Tij = Sij α|β−→ S′ij , Tij ∈ Tij ,
where Tij is the transition function of component Cij ∈ ξi , the transition function T s :
Ss × E 7→ Ss is defined as follows:
(σ,D)
Tij−→ (σ ′,D′) ∈ T s
if:
(1) σ = (S1, . . . , Si−1, Si , Si+1, . . . , Sn), σ ′ = (S1, . . . , Si−1, S′i , Si+1, . . . , Sn), Si
Tij−→
S′i ∈ Ti ;
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(2) D′ is such that, calling Lα = Link(α) and Lβ = {Lβ, where Lβ = Link(B),B ∈ β ,
Lβ ∈ Interf (Ξ),Lβ is not saturated}:
(a) if α = (E,ϑ) is an interface event andD[Lα,1] =E, then ∀x ∈ {1 · · · |D[Lα]|−
1} (D′[Lα,x] =D[Lα,x + 1]), |D′[Lα]| = |D[Lα]| − 1;
(b) ∀ interface event (E,ϑ) ∈ β (Lβ = Link(ϑ),Lβ ∈ Lβ,D′[Lβ, |D[Lβ ]| + 1] =
E), |D′[Lβ]| = |D[Lβ ]| + 1;
(c) ∀L ∈ Interf (Ξ), L /∈ ({Lα} ∪Lβ) (D′[L] =D[L]).
A state S = (σ,D) ∈ Ss is quiescent if ∀Si ∈ σ (Si ∈ Sf i) and D = (∅ · · ·∅). A state
S ∈ Ss is consistent if ∃ a (possibly empty) path ℘ = S ; Sq in µs(Ω) such that Sq is
quiescent. A transition S T→ S′ ∈ T s is consistent if both S and S′ are consistent. The
merging µ of Ω is a finite state machine:
µ(Ω)= (S,E,T , S0,Sf ), (10)
where S is the set of states, E the set of events, T the transition function, S0 the initial
state, and Sf the set of final states. S equals the set of consistent states in Ss , T the set of
consistent transitions in T s , and Sf the set of quiescent states in Ss .
Theorem 1. Let Ξ = {ξ1, . . . , ξn} be a decomposition of a cluster ξ and
Ω = {=(Obs(ξ1), ξ01), . . . ,=(Obs(ξn), ξ0n)}
the relevant interpretations. Then:
µ(Ω)==(Obs(ξ), ξ0), (11)
where
ξ0 =
⋃
i∈{1,...,n},j∈{1,...,ni }
S0ij ,
where ni is the number of components in cluster ξi , S0ij is the initial state of component
Cij ∈ ξi , and
Obs(ξ)=
⋃
i∈{1,...,n}
Obs(ξi).
Definition 12 (History). Let = = (S,E,T , S0,Sf ) be an interpretation of (Obs(ξ), ξ0).
A path ℘ ∈ =, ℘ = S0 ; Sf , Sf ∈ Sf , is called a history of ξ . A route in = is the sub-
graph of = traversed by a history of =. The extent of a route R, denoted by |R|, is the
number of edges incorporated in R. A transition
S
Tij−→ S′ ∈ T
such that Tij is a faulty transition in a component model, is called a faulty transition in =.
A history incorporating a faulty transition is called a faulty history. A route incorporating
a faulty transition is called a faulty route. A component relevant to a faulty transition in a
faulty history is called a faulty component.
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Remark 7. The notion of route differs from the notion of history in that, due to possible
cycles, the former implicitly defines a (possibly infinite) class of histories in =. However,
given a history, there is a single corresponding route. Thus, even though the number of
histories in = is possibly unlimited, the number of different routes in = is always finite.
Definition 13 (Diagnosis). Let = be an interpretation of (Obs(ξ), ξ0). A shallow diagnosis
(or, simply, a diagnosis) δ of (Obs(ξ), ξ0) is the set of faulty components relevant to a
route R ∈ =. A deep diagnosis δd of (Obs(ξ), ξ0) is a set of pairs {(C1,F1), . . . , (Cp,Fp)}
where Ci , i ∈ {1, . . . ,p}, is a faulty component relevant to a route R ∈ =, and Fi is the
set of faulty events in R relevant to Ci . An explanation ψ of (Obs(ξ), ξ0) is a faulty route
in =.
Remark 8. From Definition 13 it follows that the notions of shallow diagnosis, deep
diagnosis, explanation, and history can be accommodated within a hierarchical structure.
In fact, the same shallow diagnosis δ can be obtained by the restriction of several
deep diagnoses on relevant components. Similarly, the same deep diagnosis δd can be
obtained by the restriction of several faulty routes on faulty transitions, thereby on relevant
components and faulty events. This is formalized by the notion of diagnostic hierarchy
given in Definition 14.
Definition 14 (Diagnostic hierarchy). The diagnostic hierarchy ∇ of (Obs(ξ), ξ0), is a
4-tuple:
∇(Obs(ξ), ξ0))=
(
∆,∆d,Ψ,ϕ
)
, (12)
where ∆= {δ1, . . . , δn} is the set of shallow diagnoses of (Obs(ξ), ξ0), ∆d = {δd1 , . . . , δdm}
is the set of deep diagnoses of (Obs(ξ), ξ0), Ψ = {ψ1, . . . ,ψr } is the set of explanations of
(Obs(ξ), ξ0), and ϕ is the mapping function defined as follows (where ψ , δd , and δ belong
to Ψ , ∆d , and ∆, respectively):
(1) ψ 7→ δd ∈ ϕ, if the restriction of ψ on the faulty events and relevant components
equals δd , and
(2) δd 7→ δ ∈ ϕ if the restriction of δd on the components equals δ.
4. Algorithms
This section is devoted to the specification of the algorithms that implement the
operators defined in Section 3. Each algorithm is briefly introduced and then specified
in terms of pseudo-code written in an abstract, general-purpose language. Four algorithms
are given: Interpreter, Merger, Viewer, and Diagnoser. Interpreter and Merger, which
implement operators = and µ, respectively, constitute the kernel of the diagnostic engine,
as they are meant to generate the interpretation relevant to the whole active system.
Based on this reconstruction, the Viewer algorithm makes up the corresponding diagnostic
hierarchy, thereby implementing the ∇ operator. The “self-contained” diagnostic engine
is represented by Diagnoser, which generates the diagnostic hierarchy starting from the
observation and the initial state of the system.
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4.1. Interpreter
The Interpreter function corresponding to Algorithm 1 produces as output a graph-based
representation of the interpretation=(Obs(ξ, ξ0)) by calling function IStep recursively. The
definition of IStep is embedded within the definition of Interpreter, between the parameter
specification and the body of Interpreter, the latter starting at Line 58.
The interpretation graph is generated depth-first. Considering, for example, the interpre-
tation graph outlined in Fig. 3, each node in the graph corresponds to a recursive call of
IStep. At Line 59, the parameters of the first call of IStep are instantiated, namely K , D,
and ℵ (ξ0 is directly given as input to Interpreter). Thus, the input parameters of IStep are:
(1) σ , the composition of states of components within the cluster,
(2) K , the composition of integers such that Obs〈K〉(ξ) is the K-partial observation of
Obs(ξ),
(3) D, the dangling set of ξ , and
(4) ℵ, the set of visited nodes (ℵ is also the output parameter, as it is possibly updated
at each call of IStep).
At the first call, we have σ = ξ0, K = (0 · · ·0), D = (∅ · · ·∅), and ℵ = ∅. At Line 2, the
node is inserted into ℵ and marked as unknown. 5 Then, a matching transition is searched
for, based on the candidate events, the interface events, and the external events (Lines 3–5).
If there exists such a matching transition, σ ′ is set to denote the new configuration of states
of components in ξ after the transition, while K ′ and D′ are the copies of K and D,
respectively (Line 8). These are meant to mirror the context of the new node after the
transition: if the matching transition is triggered by an internal event, then this is removed
from the relevant link (Lines 10–15). In any case, the unsaturated links relevant to the
output events are updated appropriately (Lines 16–21).
At this point (Line 22), if the output events of the matching transition include a message,
K is updated and a check on the consistency of this message is performed: if the message
is inconsistent with the observation of the relevant component (Line 25), then the current
iteration of the loop in Line 5 is broken, otherwise the new node N ′ = (σ ′,K ′,D′) is
considered (Line 28). If N ′ has been visited already, two alternatives are possible: either
N ′ is marked as inconsistent or not. In the first case, variableN ′= is set to nil, otherwise N ′=
is assigned N ′. If instead N ′ has not been visited yet, then IStep is called recursively on
the new parameters σ ′, K ′, D′, and the new configuration of ℵ (Line 34).
Thus, at Line 35, the value of N ′= can be possibly nil. N ′= is set to nil either when:
(1) the new node N ′ has been visited already and marked as inconsistent (Line 30); or
(2) the recursive call of IStep at Line 34 returns an inconsistent node.
IfN ′= is not nil,N is marked as consistent (Line 38) provided thatN is marked as unknown
and N ′ as consistent and, anyhow, a new edge fromN to N ′ is created in the interpretation
graph, which is marked by the matching transition Tij (Line 39).
The loop at Line 3 terminates when all the matching transitions have been considered. At
this point (Line 42), the current call of IStep is expected to return the control to the calling
function, namely either IStep or Interpreter. Before that, a check on the quiescence of node
5 According to the informal discussion of Section 2.4, a node can be marked either as “consistent”,
“inconsistent”, or “unknown”.
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N is performed and, if N is quiescent, it is marked as consistent and returned (Line 45).
If N is not quiescent (Line 47), N is returned anyway (Line 50), provided that at least an
edge has been created at Line 39, otherwise N is marked as inconsistent and a nil value is
returned (Line 54).
Lines 62–65 in Interpreter remove from the interpretation graph G= the possible
dangling nodes and edges which are not part of any path from the root ofG= to a quiescent
node. 6
Lines 66–71 establish the isomorphism between the graph representation of the
interpretation = and its elements S , E , T , S0, and Sf . The resulting interpretation is
eventually returned at Line 72.
Algorithm 1.
function Interpreter(Obs(ξ), ξ0): the interpretation =(Obs(ξ), ξ0)= (S,E,T , S0,Sf ),
S ⊆Σ ×K×D
input
Obs(ξ)= (obs(C1), . . . ,obs(Cn)): the observation of cluster ξ ,
ξ0 = (S01, . . . , S0n): the initial state of cluster ξ ;
function IStep(σ,K,D,ℵ): the (possibly nil) root of a sub-graph of the interpretation
input
σ = (S1, . . . , Si, . . . , Sn) ∈Σ ,
K ∈K,
D ∈D: the dangling set,
ℵ⊆Σ ×K×D: the set of nodes visited up to the current call of IStep
output
ℵ: the updated set of visited nodes;
1. begin
2. insert N = (σ,K,D) into ℵ and mark it as unknown;
3. for each event (E,ϑ) such that ((E,ϑ) ∈Cand(D) or
(E,ϑ) is an interface event for ξ or (E,ϑ) is an external event for ξ ) do
4. for each Si ∈ σ do
5. for each transition Tij = Si α|β−→ S′i , Tij ∈Mi , where Mi is the model of Ci ,
such that α = (Eα,ϑα)= (E,ϑ) do
6. begin
7. σ ′ := (S1, . . . , S′i , . . . , Sn);
8. K ′ :=K ; D′ :=D;
9. Lα := Link(ϑα);
10. if (Eα,ϑα) ∈ Cand(D′) then
11. begin
12. for each x ∈ {1 · · · |D[Lα]| − 1} do
13. D′[Lα,x] :=D[Lα,x + 1];
14. D′[Lα, |D[Lα]|] := nil
15. end;
6 These anomalous sub-graphs of G= correspond to cycles in which all the nodes are marked as unknown.
However, consistent silent cycles still remain in G= after the pruning.
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16. for each (Eβ,ϑβ) ∈ β such that Eβ is an internal event for ξ do
17. begin
18. Lβ := Link(ϑβ);
19. if Lβ is not saturated then
20. D′[Lβ, |D[Lβ ]| + 1] :=Eβ
21. end;
22. if ∃(m,Msg) ∈ β then
23. begin
24. K ′[i] :=K ′[i] + 1;
25. if (K ′[i]> |obs(Ci)| or obs(Ci)[K ′[i]] 6=m) then
26. goto 5
27. end;
28. if N ′ = (σ ′,K ′,D′) ∈ ℵ then
29. if N ′ is marked as inconsistent then
30. N ′= := nil
31. else
32. N ′= :=N ′
33. else
34. N ′= := IStep(σ ′,K ′,D′,ℵ);
35. if N ′= 6= nil then
36. begin
37. if N is marked as unknown and N ′ as consistent then
38. mark N as consistent;
39. create an edge N
Tij−→N ′
40. end
41. end;
42. if N = (σ,K, (∅ · · · ∅)) and Obs〈K〉(ξ)=Obs(ξ) then
43. begin
44. mark N as consistent;
45. return N
46. end
47. else
48. begin
49. if at least one edge was created at Line 39 then
50. return N
51. else
52. begin
53. mark N as inconsistent;
54. return nil
55. end
56. end
57. end IStep;
58. begin Interpreter
59. K := (0 · · ·0); D := (∅ · · · ∅); ℵ := ∅;
60. N0 := IStep(ξ0,K,D,ℵ);
61. G= := the graph rooted in N0;
62. for each N ∈ ℵ such that N is marked as unknown do
P. Baroni et al. / Artificial Intelligence 110 (1999) 135–183 161
63. if 6 ∃ a path ℘ =N ;Nf , ℘ ∈G=, such that (Nf = (σf ,Kf , (∅ · · · ∅)) and
Obs〈Kf 〉(ξ)=Obs(ξ)) then
64. remove N from G=;
65. remove from G= all the dangling edges;
66. S := the set of nodes in G=;
67. E := the set of labels of edges in G=;
68. T := the set of edges in G=;
69. S0 := the root of G=;
70. Sf ⊆ S := the set of nodes Nf = (σf ,Kf , (∅ · · · ∅)) such that Obs〈Kf 〉(ξ)=Obs(ξ);
71. = := (S,E,T , S0,Sf );
72. return =
73. end Interpreter.
Proposition 1. Let Obs(ξ) be an observation of cluster ξ and ξ0 = (S01, . . . , S0n) the
initial states of components in ξ . Then, Algorithm 1 computes the interpretation of
(Obs(ξ), ξ0), namely
Interpreter(Obs(ξ), ξ0)= =(Obs(ξ), ξ0). (13)
4.2. Merger
The Merger function corresponding to Algorithm 2 generates a graph-based represen-
tation of the merging µ(Ω) of a set of interpretations Ω by calling function MStep recur-
sively. Structurally, Merger is very similar to the Interpreter algorithm. In fact, as discussed
in Section 2, interpretations in Ω can be viewed as constrained cluster models (see Fig. 5).
In other words, clusters in Merger play the role of components in Interpreter, while the
links within the interface of these clusters in Merger play the role of links among compo-
nents in Interpreter.
Considering the code of MStep, note that the set of input parameters does not includeK ,
which is instead included in IStep. This is due to the fact that in the merging process the
constraints imposed by observations are implicitly guaranteed by the interpretation graphs.
The aim of the Merger is to combine the cluster interpretations on the basis of the interface
constraints among clusters.
Note also that the three nested loops in Interpreter (Lines 3–5) are replaced by two
nested loops in Merger, the outer on interpretations in Ω (Line 3) and the inner on
transitions within these interpretations (Line 4). If the transition is triggered by an interface
event α (Line 8), one must check whether α is among the candidate events within the
interface of the clusters (Line 9): if this is the case, α is consumed. Later, the output events
in β are put on the relevant unsaturated links (Lines 17–18). Then, Lines 19–32 parallel
Lines 28–41 of Interpreter. In particular, a recursive call of Mstep is possibly performed at
Line 25.
Line 33 of Merger corresponds to Line 42 of Interpreter, where a check on the
quiescence of node N is performed. Notice that in Interpreter (Line 42) the quiescence
of node N entails, besides the emptiness of the dangling set, the completeness of the
observations. In the case of Merger (Line 33), the condition on the observations is replaced
by the condition on the final nodes, which implicitly entails the completeness of the
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observations. This condition is checked also at Line 54, which corresponds to Line 63
of Interpreter.
Algorithm 2.
function Merger(Ω): the merging µ(Ω)= (S,E,T , S0,Sf )
input
Ω = {=(Obs(ξ1), ξ01), . . . ,=(Obs(ξn), ξ0n)} where =(Obs(ξi), ξ0i )= (Si,Ei ,Ti , S0i ,Sf i ):
the interpretations of a set of clusters Ξ = {ξ1, . . . , ξn};
function MStep(σ,D,ℵ): the (possibly nil) root of a sub-graph of µ(Ω)
input
σ = (S1, . . . , Si, . . . , Sn),Si ∈ Si ,
D =Dang(Interf (Ξ)): the dangling set relevant to Interf (Ξ),
ℵ: the set of nodes visited up to the current call of Mstep
output
ℵ: the updated set of visited nodes;
1. begin
2. insert N = (σ,D) into ℵ and mark it as unknown;
3. for each interpretation =(Obs(ξi), ξ0i )= (Si,Ei ,Ti , S0i ,Sf i) ∈Ω do
4. for each transition T = Si
Tij−→ S′i ∈ Ti , Tij = Sij
α|β−→ S′ij ∈ Tij , Tij ∈Mij
where Mij is the model of Cij ∈ ξi do
5. begin
6. σ ′ := (S1, . . . , S′i , . . . , Sn);
7. D′ :=D;
8. if (Lα = Link(α)) ∈ Interf (Ξ) then
9. if α ∈Cand(D) then
10. begin
11. for each x ∈ {1 · · · |D[Lα]| − 1} do
12. D′[Lα,x] :=D[Lα,x + 1];
13. D′[Lα, |D[Lα]|] := nil
14. end
15. else
16. goto 4;
17. for each (Eβ,ϑβ) ∈ β such that ((Lβ = Link(ϑβ)) ∈ Interf (Ξ) and
Lβ is not saturated) do
18. D′[Lβ, |D[Lβ ]| + 1] :=Eβ ;
19. if N ′ = (σ ′,D′) ∈ ℵ then
20. if N ′ is marked as inconsistent then
21. N ′µ := nil
22. else
23. N ′µ :=N ′
24. else
25. N ′µ :=MStep(σ ′,D′,ℵ);
26. if N ′µ 6= nil then
27. begin
28. if N is marked as unknown and N ′ as consistent then
29. mark N as consistent;
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30. create an edge N
Tij−→N ′
31. end
32. end;
33. if N = (σ, (∅ · · · ∅)) and ∀Si∈σ (Si ∈ Sf i) then
34. begin
35. mark N as consistent;
36. return N
37. end
38. else
39. begin
40. if at least one edge was created at Line 34 then
41. return N
42. else
43. begin
44. mark N as inconsistent;
45. return nil
46. end
47. end
48. end MStep;
49. begin Merger
50. σ0 := (S01, . . . , S0n); D := (∅ · · · ∅); ℵ := ∅;
51. N0 :=MStep(σ0,D,ℵ);
52. Gµ := the graph rooted in N0;
53. for each N ∈ ℵ such that N is marked as unknown do
54. if 6 ∃ a path ℘ =N ;Nf , ℘ ∈Gµ, such that (Nf = (σf , (∅ · · · ∅)) and
∀Si∈σf (Si ∈ Sf i) then
55. remove N from Gµ;
56. remove from Gµ all the dangling edges;
57. S := the set of nodes in Gµ;
58. E := the set of labels of edges in Gµ;
59. T := the set of edges in Gµ;
60. S0 := the root of Gµ;
61. Sf ⊆ S := the set of nodes Nf = (σf , (∅ · · · ∅)) such that ∀Si∈σf (Si ∈ Sf i);
62. µ := (S,E,T , S0,Sf );
63. return µ
64. end Merger.
Proposition 2. Let Ω be a set of interpretations relevant to a set Ξ of disjoint clusters.
Then, Algorithm 2 computes the merging of Ω , namely
Merger(Ω)=µ(Ω). (14)
4.3. Viewer
The Viewer function corresponding to Algorithm 3 generates the diagnostic hierarchy
∇(Obs(ξ), ξ0) starting from the interpretation graph =(Obs(ξ), ξ0). Notice that ξ might
be either a proper cluster of an active system A or A itself. In the first case, the
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diagnostic hierarchy is not definitive for the cluster. In fact, the merging with other
cluster interpretations is expected to refine this diagnostic hierarchy. If, instead, the cluster
corresponds to the whole system, the diagnostic hierarchy is definitive (at least with respect
of the system observation Obs(A) and its initial state A0).
Considering the code of Viewer, at Line 2 the elements∆,∆d ,Ψ , and ϕ of the diagnostic
hierarchy are initialized. Then, three loops are executed sequentially, corresponding to the
bottom-up instantiation of Ψ (Lines 3–5), ∆d (Lines 6–11), and ∆ (Lines 12–17). The
mapping function ϕ is instantiated in parallel with the instantiation of ∆d and ∆. Lines 18
and 19 are meant to complete the set of diagnoses in∆with the possibly empty diagnosis. 7
Algorithm 3.
function Viewer(=(Obs(ξ), ξ0)): the diagnostic hierarchy ∇(Obs(ξ), ξ0)= (∆,∆d,Ψ,ϕ)
input
=(Obs(ξ), ξ0)= (S,E,T , S0,Sf ): an interpretation;
1. begin
2. ∆ := ∅; ∆d := ∅; Ψ := ∅; ϕ := ∅;
3. for each Sf ∈ Sf do
4. for each faulty route R connecting S0 with Sf do
5. Ψ :=Ψ ∪ {R};
6. for each ψ ∈Ψ do
7. begin
8. δd := {(Ci,Fi ) such that Fi is the set of faulty events relevant to Ci in ψ};
9. ∆d :=∆d ∪ {δd };
10. ϕ := ϕ ∪ {ψ 7→ δd }
11. end;
12. for each δd ∈∆d do
13. begin
14. δ := {Ci such that (Ci,Fi ) ∈ δd };
15. ∆ :=∆∪ {δ};
16. ϕ := ϕ ∪ {δd 7→ δ}
17. end;
18. if ∃ a nonfaulty route R connecting S0 with a node Sf ∈ Sf then
19. ∆ :=∆∪ {∅};
20. return (∆,∆d,Ψ,ϕ)
21. end Viewer.
Proposition 3. Let =(Obs(ξ), ξ0) be an interpretation relevant to a cluster ξ . Then,
Algorithm 3 computes the diagnostic hierarchy of (Obs(ξ), ξ0), namely
Viewer
(=(Obs(ξ), ξ0))=∇(Obs(ξ), ξ0). (15)
7 In fact, the set ∆ can never be empty: if no faults are involved in the reconstructed behavior of the system, ∆
includes the empty shallow diagnosis only. However, as shown in Section 2.5, the empty shallow diagnosis may
come with other nonempty shallow diagnoses as well.
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4.4. Diagnoser
The Diagnoser function corresponding to Algorithm 4 generates the diagnostic
hierarchy ∇(Obs(ξ), ξ0) starting from the observation Obs(A) of an active system A and
its initial state A0. To this end, Diagnoser makes use of algorithms Interpreter, Merger,
and Viewer.
Thus, at Line 2, a decompositionΞ of the active systemA is obtained (see Definition 5).
Then, at Line 3, the interpretation relevant to each cluster in Ξ is performed (virtually) in
parallel. This gives rise to the set Ω of interpretations.
At this point (Line 4), a loop is started in order to merge several interpretations into a new
larger interpretation until the whole system is covered. IfΩ is not a singleton, a partition of
Ω is carried out (Line 6) and a new merging based on this partition is performed (virtually)
in parallel (Line 7). Each merging is relevant to a part Ωi ⊆Ω , so that, if the number of
parts is m, so is the number of interpretation graphs resulting from this parallel merging.
The loops continues until the partition made at Line 6 groups all the interpretation graphs
in Ω into a single part, 8 in other words, until m= 1, so that the result of the merging in
Line 7 is in fact the interpretation graph of the active system A, namely =A (Line 9). The
diagnostic hierarchy relevant to =A is then generated at Line 10 by means of the Viewer
function.
Algorithm 4.
function Diagnoser(Obs(A),A0): the diagnostic hierarchy ∇(Obs(A),A0)= (∆,∆d,Ψ,ϕ)
input
Obs(A): an observation of system A,
A0 = (S01, . . . , S0n): the initial states of components in A;
1. begin
2. make a decomposition Ξ = {ξ1, . . . , ξn} of A;
3. Ω := {Interpreter(Obs(ξ1), ξ01), . . . , Interpreter(Obs(ξn), ξ0n)};
4. whileΩ is not a singleton do
5. begin
6. make a partition {Ω1, . . . ,Ωm} of Ω ;
7. Ω := {Merger(Ω1), . . . ,Merger(Ωm)}
8. end;
9. let Ω = {=A} where =A ==(Obs(A),A0)= (SA,EA,TA, S0A, SfA) is the resulting
interpretation for system A;
10. ∇A := Viewer(=A);
11. return ∇A
12. end Diagnoser.
8 Note that, in principle, Ω might be a singleton even at Line 3, that is when the decomposition Ξ generated at
Line 2 corresponds to the trivial case in which n= 1. This amounts to making the interpretation of the system in
a single step.
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Proposition 4. Let Obs(A) be an observation of an active system A, and A0 =
(S01, . . . , S0n) the initial states of components in A. Then, Algorithm 4 computes the
diagnostic hierarchy of (Obs(A),A0), namely
Diagnoser(Obs(A),A0)=∇(Obs(A),A0). (16)
5. Complexity analysis
This section is devoted to the time complexity analysis of the algorithms defined above,
with the main purpose of finding out which are the most critical parameters to take
into consideration for performance issues. The analysis assumes that all the sets in the
algorithms which require insertion and retrieval (such as the set of visited nodes in the
interpreter algorithm) are implemented through optimized data structures, such as binary
trees, which require logarithmic time to perform these operations.
5.1. Complexity parameters
A complexity parameter is a parameter of a systemAwhich is relevant to the complexity
of the diagnostic algorithms. Complexity parameters refer either to topological or modeling
complexity. Topological complexity is concerned with the number of components and links
inA. Modeling complexity relates to the structure of behavioral models in terms of number
of states, transitions, messages, events, and so on. Complexity parameters are defined in
Table 5. Some of them require an explanation.
The event nondeterminism factor ϕ is the number of transitions, in a component model,
exiting the same state and sharing the same input event at the same input terminal. As such,
ϕ represents the nondeterminism associated with input events in a given state.
The branching transitions βM and β= correspond, respectively, to the maximum number
of transitions exiting a node in a component model and in any interpretations considered
in the algorithms.
5.2. Complexity analysis of the Interpreter algorithm
To evaluate the time required to execute the interpretation algorithm we start by
analyzing the complexity of the recursive function IStep. To begin with, we observe that
IStep performs a complete depth first search on a graph whose nodes are represented by
states which can be possibly included in the interpretation. Thus, the time required by the
algorithm is proportional to the time required to analyze a single node multiplied by the
number of nodes to be analyzed.
The number of explored nodes essentially depends on the complexity of the models of
the components and on the maximum extent (see Definition 12) of the routes for a given
set of messages. In detail, the branching factor of the search tree can be evaluated by
considering that the recursive call of IStep is enclosed in the three loops on Lines 3–5.
The first loop is executed L+E times at most, where L is the number of links and E is
the number of internal and external events; the loop at Line 4 is executedC times, where C
is the number of components in the cluster, and the next loop at Line 5, ϕ times, where ϕ is
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the event nondeterminism factor. So, we can bound the branching factor by the following
formula:
B = ϕC(L+E), (17)
which is less than βMC, βM being the maximum number of transitions exiting a node.
The depth of the search tree is given by the number R= of transitions included in the route
having maximum extent, so that the number of explored nodes is
N =O(BR=). (18)
We consider now the evaluation time required by each node, which is dominated by the
time required by the nested loops starting at Line 3: the complexity of the statement at
Line 2 (O(log(N))) and the complexity of the statements following the loops (O(1)) turns
out to be neglectable when added to the higher complexity of the loops.
Within the three loops, the assignments on Lines 7–9 take a constant time. The
conditional statement starting at Line 10 requires O(` log(L)) time due to the included loop
and the evaluation of the condition. The loop starting at Line 16 requires O(L log(L)). All
the other statements require a constant time, with the exception of the statements at Line 28,
which requires O(log(N)). So, the overall time required by the conditional statements at
Lines 22, 28 and 35 is O(1), O(log(BR=)) and O(1), respectively.
Therefore, considering that all the statements are included in the three nested loops
starting at Line 3, the time required to analyze each node is
O
(
B
(
log
(
BR=
)+ ` log(L)+L log(L)))
Table 5
The complexity parameters
Parameter Description
ϕ Event nondeterminism factor
C Number of components in a cluster
E Number of internal and external events in a cluster
` Maximum capacity of the links in a cluster
L Number of links in a cluster
R= Maximum extent of routes in the interpretation of a cluster
βM Branching transitions in a component model
ξµ Number of merged clusters
ξD Number of clusters considered in Diagnoser
`µ Maximum capacity of links in the interface
Lµ Number of links in the interface
Rµ Maximum extent of routes in the merging
β= Branching transitions in an interpretation graph
F Maximum number of final states in an interpretation
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and the final complexity of a single call of IStep is given by:
T (IStep)=O(B( log (BR=)+ ` log(L)+L log(L))BR=). (19)
Now, we consider the statements of Interpreter body. Statements at Lines 59 and 61 require
a constant time, while the complexity of the statement at Line 60 is given by Eq. (19)
multiplied by the number of calls of the recursive function. The loop at Line 62 performs
BR= searches within the global transition graph and the required time can be estimated by
adding up the contribution of each depth level of the search graph as follows:
T (loop)=O(BR=)+O(BBR=−1)+O(B2BR=−2)+ · · · +O(BR=)
=O(R=BR=), (20)
where R= is the maximum depth of the search graph and B the branching factor. The
statement in Line 65 requires the exploration of all the transitions in the graph, whose
number is again O(BR=), while the remaining statements require a constant time to be
executed, assuming that the relevant information is collected during the execution of IStep.
We are now able to evaluate the overall time required by the Interpreter function as
follows:
T (Interpreter)=O(B(R= log(B)+ ` log(L)+L log(L))BR=)+O(R=BR=), (21)
which can be simplified to:
T (Interpreter)=O((R= log(B)+ ` log(L)+L log(L))BR=) (22)
whose dominant term is BR= .
5.3. Complexity analysis of the Merger algorithm
The Merger algorithm is very similar in nature to the Interpreter, in that a depth first
search is performed on a search graph built from a set of automata. The difference is that,
here, the starting automata are the interpretations of a set of clusters instead of the basic
models of the components.
As expected, the complexity analysis (which, for the sake of brevity, is not fully reported
here) gives a set of formulas which are analogous to the ones obtained for the Interpreter
function, with the appropriate substitution of parameters. Here, the branching factor is
limited by:
Bµ = β=ξµ, (23)
where β= is the maximum number of transitions exiting a node of the interpretation graph
and ξµ the number of merged clusters.
The complexity of Merger is given by:
T (Merger)=O((Rµ log(Bµ)+ `µ log(Lµ)+Lµ log(Lµ)+ ξµ log(F ))BRµµ ), (24)
which is dominated by BRµµ , Rµ being the maximum extent of the routes resulting from
the merging.
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5.4. Complexity analysis of the Diagnoser algorithm
The complexity of the Diagnoser algorithm is dominated by the time required to perform
interpretations (Line 3) and merging actions (Lines 4–8), as the call to the Viewer function
and the other statements take a negligible time. In fact, the Viewer only performs simple
computations on the resulting interpretation, whose complexity is proportional to that of
the interpretation graph. This complexity is neglectable with respect to the complexity
required to obtain the final interpretation through the interpretation and merging steps of
the Diagnoser function.
Considering the Diagnoser function, the number of interpretations to be performed is
given by the number of clusters considered, namely by ξD . The number of merging actions,
on the other hand, is bounded by log(ξD), as the maximum number of merging actions is
given by including, each time, two elements for each sub-set of the partition built at Line 6.
Denoting with Tµ the time required to perform the most complex merging and with T= the
time required to perform the most complex interpretation, the complexity of the diagnostic
algorithm is given by:
T (Diagnoser)=O(log(ξD)Tµ + ξDT=). (25)
Thus, we can conclude that the complexity of Diagnoser essentially depends on the
dominant terms of Tµ and T=, namely B
Rµ
µ and BR= , respectively. Observe that both
terms depends exponentially on the maximum extent of the routes within the corresponding
graph. Since a route must include all the messages relevant to the sub-part of the system
considered, it turns out that, at least, the final complexity depends exponentially on the
number of messages available. On the other hand, the less observable the behavioral
models, the larger the extent of routes, because, besides those observable, several additional
silent transitions may be included in a route.
However, the complexity analysis given above is extremely pessimistic since it does
not account for the constraints imposed by the topology of the active system at hand and,
therefore, the mode in which components actually interact with one another. These are
expected to decrease the computation time considerably, as one can perceive by looking at
the example given in Section 2.
6. Sample application domain
This section provides some hints on how applying the modeling principles of the
diagnostic method to a simplified view of the power transmission network domain.
Interestingly enough, this sample domain offers evidence that even components, such as
transmission lines, that are normally considered as characterized by passive behavior and
continuous variables, can be conveniently modeled as discrete-event components for the
purpose of diagnosis.
A power transmission network is a meshed graph where nodes and edges correspond to
the high voltage sub-stations and to the high voltage three-phase lines, respectively. This
structure aims to guarantee great robustness in case of accidents, mainly represented by
short circuits on transmission lines. The protection system is designed to detect dangerous
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conditions, to disconnect a component (such as a line, a bus, a transformer or a generation
group) as soon as it starts operating in a dangerous way, and to keep in operation nonfaulty
components as much as possible, in order to avoid a black-out. This is achieved by tripping
the circuit breaker associated with each protection.
Several sorts of protective devices are used in power transmission networks, depending
on the electrical apparatus to be protected. Among them are distance protections, which
recognize the presence of short circuits on lines and command the opening of relevant
breakers. Each protection is devoted to one component, but also works as a backup to the
other protections nearby. Distance protections are located at both ends of each line and
measure current and voltage in order to evaluate the impedance and, possibly, recognize
the presence and the distance of a short circuit on the network. The protection is directional,
as it only “sees” the variations of impedance on the protected line and on the lines which
are connected to that line in the same direction.
A transmission sub-network is shown on the right of Fig. 6, which is composed of lines
L1 and L2, breakers Bl1, Br1, Bl2, and Br2, and relevant distance protections Pl1, Pr1,
Pl2, and Pr2. As such, Pl1 and Pr2 are sensitive to impedance variations on both lines
L1 and L2, while Pr1 and Pl2 only see the variation of impedance on line L1 and L2,
respectively.
According to the measurements, the protection determines the timing of its intervention:
the shorter the estimated distance of the short circuit, the faster the opening command sent
to the breaker. This timing is discretized in steps defined by fixed impedance thresholds,
which are set in order to discriminate the location of the short circuit: a tripping of the
protection at the first step corresponds to a short circuit on the protected line; a tripping
at the second step, excluding a few exceptions, to a short circuit on a line which is
directly connected to the protected line, and so on. In a simplified view, it is possible
to consider two steps only, the second step corresponding to a localization of the short
circuit on a line which is not the protected one. A characteristics of the distance protection
device is depicted on the left of Fig. 6. According to it, the domain of the impedance is
partitioned into three segments, namely 06 Zlow 6 Z1, Z1 <Zlow2 6 Z2, and Zok >Z2,
where Zlow and Zlow2 correspond to the tripping at first and second step, respectively,
while Zok is the impedance region for which no distance protection intervention is
required.
When reacting to a short circuit, all the protective components send logical signals
(messages) to a Regional Control Center. These messages consist of a unique address
Fig. 6. Simplified impedance vs. time characteristics of distance protection (left) and power transmission
sub-system (right).
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of the event source, an event code, and possibly a timestamp. Operators have to decide
within one minute where the short circuit is located and what recovery actions have
to be applied. When the protection system reaction is faulty, such a localization is
generally not straightforward at all, since several lines, instead of the shorted one only,
are isolated. All the same, the shorted line along with the protection devices that reacted
abnormally are certainly within the isolated sub-network. Consequently, the localization
of the short circuit, together with the diagnosis of the corresponding part of the protection
system, may be carried out by focusing on the portion of the network involved in the
isolation.
The active system corresponding to the power transmission sub-network of Fig. 6 is
shown on the top of Fig. 7. The three types of components, namely power transmission line
(L), protection (P ) and breaker (B), are depicted on the center of Fig. 7, along with their
input and output terminals (identifiers of input and output terminals start with I and O ,
respectively). As such, components {L1,L2}, {Pl1,Pr1,Pl2,Pr2}, and {Bl1,Br1,Bl2,Br2}
are instances of type L, P , and B , respectively, whose models are represented on the
bottom of Fig. 7.
Typically, when the system is quiescent, the state of lines, protections, and breakers
is Normal, Standby, and Closed, respectively. The occurrence of a short circuit on a
line corresponds to an event triggering the reaction, which may cause the isolation
corresponding to the sub-network displayed in Fig. 6. For example, if the shorted line
is L1, transition TL1 is fired, which generates four output events, namely, two zlow events
to protections Pl1 and Pr1, respectively, and two zlow2 events to the neighboring lines,
respectively, (the line on the left of L1 is not considered in the reconstruction process,
since it does not belong to the isolated sub-system). These are expected to generate the
zlow2 events, which start the relevant protections.
When the reaction finishes, the sub-system becomes quiescent again, but in a different
(final) state. Typically, lines and protections return to state Normal and Standby,
respectively. Based on the available messages, the application of the diagnostic method
presented in Sections 2–5 leads to the reconstruction of the sub-system history and to the
final diagnosis of the protection system.
Fault diagnosis in power transmission networks is a very complex problem, of huge
practical relevance. Many attempts have been made to develop automated support tools
for this task, based on a wide variety of approaches and very different technological
solutions, including model-based diagnosis [4,39], neural networks [21], Petri nets [40],
and fuzzy systems [8]. The advantages of the model-based approach are discussed
in [4], where component models associate a qualitative fault localization with each
component state. To some extent, the approach of [4] shares some commonalities with
ours. However, the component models adopted are qualitative in nature and do not
capture the dynamic behavior of the system. Consequently, the set of generated diagnoses
may include physically implausible diagnoses, which have to be pruned by exploiting
additional knowledge about faulty behavior. In our approach, instead, a more thorough
modeling results in a more restricted set of diagnoses, which accounts for additional
constraints on the way in which events occur over time and are exchanged among
components.
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Fig. 7. Active system (top), structural models of transmission line, distance protection, and breaker (center), and corresponding models (bottom).
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7. Comparison with related work
In this section we summarize the main features of the proposed approach and discuss
their relationship with related work in the area of temporal diagnosis. Four subsections deal
with the main conceptual aspects of our work, namely the class of considered systems, the
underlying notion of diagnosis, the modeling technique, and the diagnostic method.
7.1. Active systems
The diagnosis of active systems from a systematic and theoretical point of view has
received limited attention in past research. However, on the one hand, the practical im-
portance of the topic is confirmed by some application-oriented works concerning the
diagnosis of systems that can quite naturally be modeled as active, such as power trans-
mission networks [2,3,25], power distribution networks [11,22], and telecommunication
networks [33,34]. On the other, such works fail to provide a general analysis and under-
standing, since they just consider specific application problems, and also feature important
differences in the adopted modeling and diagnostic methods, as shown below.
The work of Williams and Nayak [41] has some significant similarities with ours, since
it concerns systems that are able to modify their configuration in response to a failure event.
However, the approach is different from ours in several aspects. First, it has different goals.
In fact, the work in [41] is devoted to configuration management, not to diagnosis, and
focuses on the problem of detecting a failure at a global level and, then, of deciding the
optimal system reconfiguration according to the current conditions, which are assumed
not to evolve over time until a system reconfiguration is carried out. Second, compared to
ours, this work relies on some restrictive assumptions, which limit the generality of the
approach: system components are assumed to perform synchronous transitions, and the
identification of the current operation mode of the system takes into account the previous
state of the system only.
7.2. Notion of diagnosis
The significant difference between active and passive systems gives rise to a very
different statement of the diagnosis problem in the two cases. If the system is passive, as
in the classical diagnosis theory [32] and in many subsequent approaches, it is necessary
to detect faulty operation and then to find an explanation for it.
If the system is active, as in our case, no faulty operation is detected based on the
observation, instead diagnosis consists in finding a complete and coherent explanation
of the observed dynamic system reaction. In order to verify whether this explanation is
complete (i.e., accounts for all the messages in the observation) and consistent (i.e., does
not entail contradictions), it is not enough to find a set of faulty components: a temporal
reconstruction of what happened within the system is necessary.
Therefore, the diagnostic approach proposed in this paper lends itself to a notion of
diagnosis as explanation of the dynamic behavior of the considered system, rather than
as the simple identification of a list of faulty components. The notion of explanatory
(abductive) diagnosis [27] contrasts with the classical notion of diagnosis for static
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systems. In [27] and [10] it is stressed that, in some contexts, the question a diagnostic
solver has to answer is “what happened to the system?” rather than “what is wrong with
the system?”. In the case of active systems the two questions are so strictly related that it is
generally impossible to consider them separately: in order to find out what is wrong with an
active system, it is necessary to reconstruct what happened to it. In particular, we strongly
agree with the view of “temporal diagnoses as sequences of events rather than as states or
sequences of states” [10]. Following this direction, our work represents a confirmation of
the importance of the notion of explanatory diagnosis for many classes of dynamic systems
and suggests that such a concept deserves further analysis and a general formalization.
With respect to other works sharing the notion of abductive diagnosis, our approach
offers significant advantages as far as the type of knowledge exploited and the complexity
of the abductive reasoning are concerned. The basic knowledge endowment required by
our approach is an FSM model of the behavior of each type of system component. This
contrasts with the rather common association of abductive diagnosis with the use of causal
models [6,31]. Such models are less modular than FSMs and usually encompass compiled
knowledge about interactions among different components, which, in some cases, is rather
difficult to elicit. FSM models allow the history reconstruction process to be modular, and
thus keep under control the complexity of the algorithm, which deals with a limited amount
of information at each step. This issue is further discussed in Section 7.3.
7.3. Modeling technique
Our approach adopts FSMs as a basic modeling formalism and supports the construction
of system models through the composition of separate FSMs representing the behaviors
of components. Such composition is guided by the structure of the system at hand. This
guarantees several important properties, including
(i) modularity in the definition of the global system model,
(ii) clear separation between behavioral model, concerning the operation of compo-
nents, and structural model, concerning how components are connected together in
a specific system, and
(iii) expressiveness and compactness of the obtained representation.
The advantages offered by our modeling approach as well as its limitations can be
better pointed out by comparing it with the formalisms adopted by other approaches to the
diagnosis of discrete dynamic systems. The comparison is carried out on the two aspects
that most typically characterize the modeling of dynamic systems: the representation of
temporal information and the representation of behavioral transitions.
From the point of view of the representation of temporal information, there are
approaches that adopt some form of temporally qualified if–then rules [18–20] or logical
clauses [9,13] in order to represent the temporal behavior of the system. However, this
representation has a limited expressiveness, does not allow a simple modular construction
of the system model from component models, and often implicitly incorporates knowledge
about system structure and interactions among components.
The work described in [28] uses both an abductive model, which integrates qualitative
temporal constraints, and a mode constraint graph, which states the possible temporal
relations between behavioral modes. The use of a simplified version of Allen’s interval
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algebra [1] provides a richer representation of temporal constraints than in our proposal:
the extension of our approach in this direction is planned for future work.
Considering the representation of behavioral transitions, significant similarities can
be found in works that explicitly introduce either graph (network) or FSM models for
diagnosis of discrete systems.
In [16] a causal network model is adopted, which, however, does not allow a
modular representation of components and relies on simple Boolean equations to express
relationships holding between variable values at different time instants.
In [10] a graph is used to model the global system behavior: each node in the graph
represents a global state (the combination of the states of individual components) whereas
each link represents a global state transition and is associated with the event which actually
triggers the transition. The issue of providing a separate representation for the behavior of
each system component and then of combining component behaviors is not considered,
since the global graph implicitly encompasses also the structural model of the system.
Finally, some approaches [22,34,36,37] use communicating automata models which are
very similar to our representation. In these works, a separate FSM model is defined for
each component, and the global system model is then obtained through an operation of
synchronous composition [24,26], thereby guaranteeing both satisfactory expressiveness
and modularity in the definition of the representation. Our approach is more general
and, thereby, more complex, since it considers buffered events and adopts asynchronous
composition.
7.4. Diagnostic method
In this subsection the diagnostic approach we propose is compared with other existing
methods in the field of the diagnosis of dynamic systems. Here we focus on the general
features of the diagnostic methods and try to keep, as far as possible, an abstract view
that does not take into account application or representation aspects covered in previous
subsections.
A large group of approaches to diagnosis of dynamic systems [9,13,14,20,23,29,30]
(most of which are mainly based on modifications and extensions to Reiter’s theory) tend
to keep reasoning about temporal behavior separated from diagnostic reasoning. In fact, in
these attempts, attention is mainly focused on the problem of fault detection in the context
of dynamic behavior, whereas, once a fault has been detected, a diagnostic algorithm,
normally not including significant temporal reasoning features, is applied. Basically, they
adopt the same approach: some kind of simulation is used to make a prediction of system
behavior which is then matched against the observations. If a discrepancy is detected,
a fault hypothesis is generated and simulation is used in turn to verify whether the
hypothesis produces predictions consistent with observations or not. Therefore reasoning
about temporal behavior in these approaches mainly concerns system monitoring, this
being the activity of looking after the system and detecting symptoms over time, rather
than true system diagnosis, that is, the activity of finding explanations for the symptoms.
In other words diagnosis is kept out of the temporal reasoning process.
The works reported in [18,28] present some concepts that are closer to our ideas, since
diagnosis is considered as the task of reconstructing the history of the system. However,
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both works feature significant differences from ours as far as the modeling principles and
the adopted diagnostic method are concerned, as remarked in the previous section.
Friedrich and Lackinger [17] carry out a general analysis of the concept of temporal
misbehavior and examine the distinction between permanent and transient faults. Accord-
ing to this analysis they claim that (and we strongly agree with this remark) “In order to
distinguish between temporal properties of failures we have to model them explicitly. This
is due to the fact that we cannot draw conclusions about the temporal nature of failures
by solely considering the temporal properties of their manifestations”. Failures possibly
affecting a component are therefore explicitly modeled and temporal diagnosis is then de-
fined as a set of temporally located failure states, associated with components, such that
they are consistent with observations. However, the behavior associated with each fail-
ure state is represented through a set of first order sentences that are independent of time.
Therefore this approach does not encompass failures whose consequences span over time,
i.e., temporally evolving faulty behaviors, as it is the case in active systems.
A recent work of Struss [38] proposes an original view about diagnosis of dynamic
systems which is based on a significantly different standpoint from that of the works
surveyed above. In fact, a common feature of all these works is that a simulation of the
behavior of the dynamic system is carried out in order to compare the system outputs
produced by the simulated behavior with the actual observations. In contrast with this
traditional approach, called simulation-based diagnosis, Struss argues that simulation is
not necessary for diagnosis of dynamic systems, and proposes state-based diagnosis, by
showing, both at theoretical level and in a practical application, that it is possible to
discriminate different behavioral modes by considering only a single observation about
the state of the system, without relating it to the system temporal evolution.
However, the approach proposed in [38] relies on the assumption that the behavioral
mode of the system does not vary during the time interval considered for observation: in
fact, the observation is sufficient to identify the actual behavioral model (possibly a faulty
one) of the current state. This limits the applicability of state-based diagnosis to a specific
class of dynamic systems.
Other limitations of the approach proposed in [38] concern some restrictive assumptions
about the nature of the temporal constraints within behavioral models. It is therefore
possible to conclude that results about state-based diagnosis, though providing a substantial
advancement for the diagnosis of a specific class of dynamic systems, should not be
regarded as generally applicable and, in particular, are not adequate for active systems.
Tighter relationships can be found with works concerning diagnosis of discrete event
systems. In [10] diagnosis is defined as a sequence of events that might have been followed
by the system so as to yield the observations gathered at successive time instants. Each
diagnosis corresponds to a path in the graph representing state transitions of the system.
The diagnostic procedure exploits each observation in order to derive the set of global
states the system could be in when such observation was collected. Then the system
graph is exploited in order to trace the sequences of events that could have determined
the transitions between the states corresponding to different observations.
This approach may run into difficulties when dealing with large systems, where each
observation is compatible with a huge set of global system states. The way our approach
copes with this complexity problem is twofold. On the one hand, we allow diagnosis to be
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carried out modularly, considering different levels of component aggregations within the
system: this is an original feature of our approach, ensuring significant advantages when
dealing with large systems. On the other, as is common in many systems, we consider
observations associated with state transitions, which are very useful to direct and constrain
the reconstruction procedure.
In the works of Sampath et al. [36,37], separate automata representing components are
combined together in order to form the global system model. The global system model
is then exploited to produce another FSM, called diagnoser. This approach necessarily
requires the generation of the global system model, which is the starting point for the
automatic synthesis of a diagnoser. Such a diagnoser is an FSM, created off-line, taking
as input the sequence of observations of the system, is able to produce an estimate of the
current state of the system and information on failures that may have occurred.
The approach outlined above is further extended in [7] where Timed Discrete Event
Systems (TDES) are considered: each transition is associated with an interval specifying
upper and lower time bounds for its occurrence. Explicit management of quantitative
temporal information is a potentially useful extension which is, however, beyond the scope
of the present work. The timed system representation is then translated into an “untimed”
equivalent version which fits in the modeling framework of [36,37], so that theoretical
results and algorithms concerning such framework can be directly extended to the TDES
case.
These approaches share however also a basic problem: the need to produce a global
system model and then a global diagnoser significantly reduces the advantage of using
a modular and compositional representation and makes the approach by Sampath et al.
not applicable in practice to large systems, since it runs into significant computational
difficulties, as pointed out in [34].
In order to tackle this difficulty, Rozé [34] exploits the hierarchical structure of the
system and applies the diagnoser approach to a selected group of components. However,
this approach is only applicable to systems where a rigid hierarchical structure and several
independent sub-systems can be identified. Our method does not require a rigid and a
priori partitioning of the system into groups of components, but, rather, is able to exploit
separate partial diagnoses obtained at the level of individual components or groups of
components in order to produce a diagnosis at the level of any arbitrary component
assembly. Diagnoses at the level of groups can then be exploited at the further level of
component group aggregation and so on until the level of the global system is reached.
This dynamic and modular diagnostic process is particularly suitable for large systems
and gives further advantages when the system is physically distributed (as occurs in many
relevant application domains). In fact, our method allows partial diagnoses to be produced
separately at a local level, thereby exploiting local computational resources, speeding up
the initial diagnostic process and minimizing the amount of data to be exchanged among
different sites.
Still based on the diagnoser approach, the work by Laborie and Krivine [22] considers
the possibility of generating exhaustively off-line the set of chronicles, i.e., all the
sequences of observations a system may produce, so that diagnostic activity is reduced
to the identification of the actual observed sequence of events within the complete set of
precompiled chronicles.
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It should be remarked however that even the off-line generation of all possible chronicles
may give rise to a prohibitive computational burden. For this reason, in [22] the method is
applied to separate groups of components, called cross-sections, and the quite restrictive
assumption is made that there is no temporal nondeterminism in the model, so that the
sequences of observations produced at the level of the global system are not affected by the
different delays occurring in component operation and inter-component communication.
It is worth highlighting two further aspects that distinguish our proposal from other FSM
based approaches for diagnosis of discrete event systems. First, we explicitly model the
communication links between automata representing different components and perform—
on the fly—asynchronous composition, thereby allowing delayed message transmission
and the existence of a queue of dangling messages to be processed by the receiver
component. This contrasts with the operation of synchronous composition [24,26] adopted
in [34,36,37], where output events produced by a component are instantaneously associated
with input events of another component. Moreover, in contrast with [36,37], our method
is able to cope with cycles of transitions producing no external observations within the
system model.
Finally, in [35], the authors of [34,36,37] propose a further development of their theory
concerning the so-called “active diagnosis”. Despite the use of the same keyword “active”,
the focus of [35] is very different from ours, since it is relevant to “the design of diagnosable
systems by appropriate design of the system controller”, which is out of the scope of the
present work.
8. Conclusion
A technique for model-based diagnosis of large active systems has been presented. The
systems considered in this paper are complex since no significant limiting assumptions
are made either on structure (i.e., topology and/or size) or on behavior, and, to make the
scenario even more complicated, events are generated, buffered within communication
links, and consumed asynchronously. Because of this, the state of the active system depends
not only on the state of each single component but also on the configuration of events within
links. The main challenge of diagnosis of large active systems is the huge size of the search
space. To summarize, the main contributions of the proposed approach include:
(1) the ability to cope with asynchronism,
(2) the ability to cope with silent behavioral cycles,
(3) the definition of a coherent conceptual framework that integrates the problems of
history reconstruction and fault diagnosis,
(4) the definition of a modular method for history reconstruction amenable to parallel
implementation, and
(5) the use of a graph-based representation for different diagnostic information, namely
diagnoses, explanations, and histories.
From a critical perspective, several limitations of the approach and possible enhance-
ments can be envisaged. For instance, the paper never discusses how dealing with possible
loss of messages, a common situation in real applications. The solution to this problem
can be confined to the modeling task, by defining, for each observable transition T whose
message may be lost, a further silent transition T ′ where the message is missing.
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Moreover, the assumption on the final quiescence of the system after the reaction may
seem too restrictive. Minor changes to the history reconstruction algorithm would enable
it to cope with reactions that never reach quiescence, yet yield a finite observation.
Considering models from the temporal point of view, it turns out that every component
behavior is endowed with restricted temporal information, consisting just in the constrained
ordering of state transitions, as described by the edges of the corresponding automaton.
Additional temporal information is implicit in the link model, which is shared by all
links. This shortage of temporal information in the model of the system comes with a
scarcity of temporal information on observations, which are just ordered on a component-
by-component basis. However, the diagnostic technique has already been extended so
as to account also for the possibly total ordering of messages relevant to any group of
components. Furthermore, the approach would be more flexible if the behavior of links
were modeled explicitly and if several temporal behavioral models were envisaged, so as
to better reflect real distinct link behaviors.
A more substantial effort is instead needed in order to modify the modeling technique
and the diagnostic algorithm so as to account for possible timestamps associated with
messages, which is the case in several real application domains.
Considering the core problem of diagnosis of large systems, that is tractability, criteria
for systematic clusterization could be devised in order to improve efficiency. The problem
of optimal clusterization is related also to reuse of interpretations, as discussed in
Section 2.6. The topic of reuse has already been tackled in our research, even if the issue
is not delved into in this paper.
Besides, the efficiency of the proposed approach depends also on the available
processing architecture, since several interpretation and merging steps can be carried out in
parallel. Therefore, optimization techniques based on a given computational architecture
constitute another research topic.
A point of interest not discussed in the paper is how extending the diagnostic technique
for real-time monitoring. In this scenario, the occurrence of a new observable event
should update the reconstructed behavior and the diagnostic hierarchy on the basis of the
constraints imposed by the new event only. This corresponds to extending the modularity
of the technique from the spatial to the temporal dimension.
Lastly, the complexity analysis might be refined so as to take into consideration further
system parameters that explicitly mirror the constraints imposed by the interaction among
components.
The development of a software system that implements the diagnostic method is under
way, based on a language for system modeling, a compiler, a persistent repository, and a
real-time diagnostic engine.
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Appendix A. Proof of Theorem 1
The equivalence of the two automata, namely the interpretation automaton and the
merging automaton, can be stated by showing the isomorphism among respective states
and transitions. Considering states, the definition of a state, let it be Sµ, as given in
Definition 11 (merging) can be brought back to an instance of state as given in Definition 10
(interpretation) by means of simple transformations. We assume that Ξ = {ξ1, . . . , ξk} is a
decomposition of cluster ξ incorporating the set of components {C1, . . . ,Cn} and denote
with m1, . . . ,mk the number of components of the k clusters, respectively. We denote
by (D1, . . . ,Dri ) the dangling set corresponding to the links within each cluster ξi , with
(d1, . . . , dI ) the dangling set of Interf (Ξ), and with (d1, . . . , d`) the dangling set of ξ . This
allows us to write the following equalities:
Sµ = (S1, . . . , Sm, (d1, . . . , dI )) (A.1)
= ((σ1, (k1, . . . , km1), (d1, . . . , dr1)), . . . , (σk, (kh, . . . , kmh),
(d1, . . . , drh)), (d1, . . . , dI )) (A.2)
= (((S11, . . . , S1m), (k1, . . . , km1), (d1, . . . , dr1)), . . . , ((Sh1, . . . , Shm),
(kh, . . . , kmh), (d1, . . . , drh)), (d1, . . . , dI )) (A.3)
= ((S1, . . . , Sn), (k1, . . . , kn), (d1, . . . , d`)), (A.4)
where the last expression is in the form required by Definition 10.
According to Definition 10, a transition of the merging automaton is of the kind S
Tij−→ S′
and belongs to a Ti , which is the transition set of the interpretation of a single cluster. This
transition corresponds to a transition in the automaton of the whole set of components
connecting the two states isomorphic to S and S′.
A further notion to be introduced in order to prove the theorem is the restriction of a
state and the restriction of a transition belonging to the interpretation of a cluster.
Definition A.1 (Restriction of a state). A state S = (σi, (k1, . . . , kn), (D1, . . . ,Dm)) of an
interpretation of a cluster ξ corresponds to a state Sr = (σ ′i , (k′1, . . . , k′j ′, . . . , k′n′), (D1, . . . ,
D′
h′ , . . . ,D
′
k′)) restricted to ξ
′ ⊆ ξ where σ ′i , k′j ′ , and D′h′ are obtained from the
corresponding components in S by deleting all the terms not referring to the sub-cluster ξ ′.
Definition A.2 (Restriction of a transition). A transition
Ti = S1 Tij−→ S2 ∈ T
in an interpretation of a cluster ξ , with Tij belonging to the model of a component included
in ξ ′ ⊆ ξ , corresponds to a transition
T ′i = S′1
Tij−→ S′2
restricted to ξ ′, where S′1 and S′2 are states restricted to ξ ′. Ti is also said to be restrictable
to ξ ′.
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Lemma A.1. If =(Obs(ξ), ξ0) is the interpretation of a cluster ξ ⊇ ξ ′, any transition in
it that is restrictable to ξ ′ belongs to =(Obs(ξ ′), ξ ′0), where ξ ′0 is the restriction of ξ0 and
Obs(ξ ′) is the restriction of Obs(ξ) to ξ ′.
Proof. The initial and final states of =(Obs(ξ), ξ0), when restricted to ξ ′, are also initial
and final states of =(Obs(ξ ′), ξ ′0), by Definition 10. Let Ci be a component in ξ ′ and Ti the
corresponding transition function. We can prove the lemma by observing that, if Tij ∈ Ti is
a transition corresponding to a transition T ∈ Tξ in the interpretation of ξ , then Tr ∈ T ′ξ in
the interpretation of ξ ′, where Tr is the reduced transition. If T ∈ Tξ , the three points from
Definition 10 defining the transition function must be proved. Thus, the same transition Tij
generates a restricted transition in =(Obs(ξ ′), ξ ′0) since:
(1) the first point in Definition 10 holds as Tij ∈ Ti both for =(Obs(ξ), ξ0) and
=(Obs(ξ ′), ξ ′0);
(2) the second point is verified as T belongs to a history h ∈ =(Obs(ξ), ξ0) and we can
build a path of the restricted history ℘ ′ by collecting all the restrictable transitions
in h: however, ℘ ′ must be a history in =(Obs(ξ ′), ξ ′0) as it connects the initial state
with the final state obtained restricting the final state of h;
(3) the third condition both applies to =(Obs(ξ), ξ0) and =(Obs(ξ ′), ξ ′0), as any internal
event for =(Obs(ξ ′), ξ ′0) is also an internal event for =(Obs(ξ), ξ0). 2
Corollary A.1. Given a partition of a set of components, the union of the transitions in the
interpretation= of each cluster is a superset of the transitions included in the interpretation
of the whole set of components.
Proof. Each transition in = can be reduced to one of the clusters in the partition by
definition and, as a consequence of Lemma A.1, the restricted transition must belong to
the interpretation of that cluster. 2
In order to prove Theorem 1 we need to prove the following claims:
(a) the transitions in the merging automaton and in the interpretation automaton are the
same, namely Tµ = T=;
(b) the set of events is the same, namely Eµ = E=;
(c) the initial state is the same, namely S0µ = S0=; and
(d) the set of final states coincides, namely Sf µ = Sf =.
Point (b) is true as E= is the union of all the transitions of all the component models and Eµ
is the union on all the clusters (which cover the whole set of components) of the transitions
included in the models of their components.
Points (c) and (d) are easily verified from Definitions 10, 11, and the above stated
isomorphism among states.
Point (a) can be proved as follows.
(a1) Tµ ⊇ T=. If we admit that a transition T ∈ T= has not a corresponding transition in
Tµ, then either:
(1) T is not included in any interpretation of the clusters; or
(2) T has been discarded as it is not consistent.
182 P. Baroni et al. / Artificial Intelligence 110 (1999) 135–183
But, point (1) cannot hold for Lemma A.1. Similarly, point (2) cannot hold as
the transitions composing a history in = and including T must have corresponding
restricted transitions in the interpretations of the clusters (see Corollary A.1). Given
the isomorphism established between initial and final states in the interpretation
and merging automata, these corresponding transitions constitute a history in
the merging automaton as well. Therefore, it is not possible that any of these
transitions, and specifically T , be discarded as not belonging to a history.
(a2) Tµ ⊆ T=. It is not possible that a transition T ∈ Tµ has not a corresponding
transition in T= as T must belong to a history by definition. This history is
composed of transitions whose isomorphic transitions in T= also form a history,
due to the isomorphism between starting and final states. So, this history (and the
included transition) must be in T= by Definition 10. 2
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