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Basic concepts of heterogenous catalysis 
 
   
1.1 Catalysis 
Catalysis is a chemical phenomenon in which the rate of a chemical reaction is 
increased by a substance called catalyst. This latter operates by destabilizing the 
internal bonds of the reactants, making them more reactive so that their conversion 
to products is accelerated. In the presence of a catalyst, chemical reactions follow 
different mechanisms with lower activation energies compared with the equivalent 
uncatalyzed reaction. This is illustrated in the hypothetical energy diagram of Figure 
1.1. Notice also that the catalyst does not affect the energy change of the reaction, 
i.e, it alters the kinetics, not the thermodynamics.  
 
 
Figure 1.1 Potential energy diagram of a hypothetical catalyzed and uncatalyzed reaction. 




The activation free energy, ΔGact, is the difference between the absolute free energy 
of the transition state (TS) and the absolute free energy of the reactants. The 
transition state is the point of maximum free energy along the reaction coordinate 
(e.g. a bond vibration). The TS, also called activated complex, is a key concept in 
the transition state theory (TST) in which reactants reach the transition state (or are 
activated) through the collisions with the surrounding molecules. This theory was 
developed by Henry Eyring and independently by M.G. Evans and Michael 
Polanyi1,2, and is the fundamental model with which the kinetics of chemical 
reactions are explained. In the TST, the reaction rate constant is related to the 
activation free energy by the Eyring–Polanyi equation: 
 
1.1 





Expression 1.3 explicitly relates the rate constant with the entropy and the enthalpy 
change between the activated complex and the reactants. The influence of catalysts 
can be observed even if they are present in small amounts. The enhancing capacity 
of a catalyst is called activity. The activity is usually expressed as turnover frequency 
(TOF), measured as the ratio between the moles of reactant converted per moles of 
catalyst per second. Because catalysts change the mechanisms of chemical reactions, 
when more than one product can be formed from the same reactants, the ratio of the 
products is also altered. The relative amount of specific products can increase in 
catalyzed reactions because the pathway (sequence of elementary steps) of the 
mechanism leading to these products are favored over other pathways. The capacity 
of a catalyst to drive a chemical reaction toward a specific product is called 
selectivity. Even though catalysts participate in the reaction mechanism, they are not 
consumed in the reaction but are regenerated at the end of it, after which they can be 
reused. 





Catalysis has a huge impact on modern society being present in around 85-90 % of 
today’s chemical processes3. As examples of such processes we can cite the catalytic 
cracking of crude oil with zeolites4,5, the chemoselective reduction of nitroarenes 
with noble and non-noble metal based catalysts6, the synthesis of ammonia3, and the 
selective oxidation of hydrocarbons7,8. Catalyzed chemical processes are usually 
carried out under more efficient thermodynamics conditions, at significantly lower 
temperatures and pressures. This obviously reduces costs, time, and pollution 
compared with the uncatalyzed counterparts. The environmental impact of catalysis 
does not only stem from the minimization of waste in chemical processes, catalysis 
is also applied in the abatement of environmental pollution9,10. A classic example of 
this is the selective catalytic reduction of nitrogen oxides (SCR-NOx) aiming at 
cleaning the gas emissions of power plants and automotive exhaust11,12. This reaction 
has been investigated in this work and more details are given in chapters four and 
five. Catalysis is not only present in human-induced processes but occurs naturally 
as well, for example, in our own bodies. Actually, the most efficient catalysts known 
are enzymes, responsible for the regulation of our metabolism13,14. Without them we 
could just not live. 
Being a very wide discipline, catalysis is commonly divided into homogeneous, 
heterogeneous and biocatalysis. In homogeneous catalysis all the chemical species, 
including the catalyst, are in the same phase, i.e, all in solid, gas or liquid phase. The 
latter two are the most common. In heterogeneous catalysis, the catalyst is present 
as a different phase from that of the reactant molecules and biocatalysis basically 
deals with reactions catalyzed by enzymes, such as the replication or transcription of 
the DNA.  
1.2 Heterogeneous catalysis 
In heterogeneous catalysis, reactions occur in the interface between a solid phase and 
a liquid or gas phase, where the solid phase acts as the catalyst. A heterogeneous 
catalytic cycle consists of the following steps: adsorption of the reactant molecules, 
reaction, and desorption of the products (Figure 1.1).  
Adsorption can be the result of weak intermolecular interactions of the adsorbate 
with the catalyst with no chemical bond formation, this is called physisorption. 




Conversely, the adsorption where chemical bonds are formed is called 
chemisorption. This is a crucial step where internal bonds of the reactant molecules 
are weakened because of their interaction with the catalyst, we say then that they 
have been activated. Activation can also imply the dissociation of chemical bonds of 
the adsorbates, in which case we talk about dissociative adsorption. For example, a 
H2 molecule dissociates into two H atoms as a result of its interaction with the active 
sites. The term “active sites” was coined by Hugh Stott Taylor to refer to the groups 
of atoms of the catalyst responsible for the enhancement of chemical reactions15. 
They could be for example the atoms of a metal surface, Brønsted and Lewis centers 
in zeolites, etc.  
The interaction of the adsorbates with the active sites has to be strong enough to 
activate the reactant molecules, but a too strong interaction of the chemical species 
with the active sites might prevent the products from desorbing. There is then an 
optimum interaction energy for which the reaction rate is maximized. The volcano-
shaped16 dependence of the reaction rate on the adsorption energy of adsorbates is 
known as Sabatier’s principle. After desorption of the products the active sites 
become again available for the next catalytic cycle.  
There are two general mechanisms that explain how heterogeneous reactions occur, 
the Langmuir-Hinshelwood and Eley-Rideal mechanisms. The former mechanism 
assumes that species A and B chemisorb first before any reaction between them can 
take place. In the latter, one chemisorbed species reacts with another species which 
is not adsorbed but comes directly from the gas phase. The difference between both 
mechanisms is that in the Eley-Rideal mechanism the reaction can still take place 
without the need of free active sites for one of the reactants. However, direct reaction 
from the gas phase usually implies a considerable loss of entropy and consequently, 
Eley-Rideal kinetics is rarely observed (see eq 1.3). A general set of elementary steps 
(reaction network) consistent with the Langmuir-Hinshelwood mechanism can be 
laid out as follows: 
A  +  *  ⇄ A* chemisorption 
B  +  *  ⇄ B* chemisorption 
A*  + B *  ⇄ AB* + * reaction 
AB*  ⇄ *  + AB desorption 





where * represents the empty active site, and A*, B* and AB* represent the 
chemisorbed state of species A, B and AB. In a similar way, a reaction network 
consistent with the Eley-Rideal mechanism can be laid out as follows 
A  +  *  ⇄ A* chemisorption 
A*  + B  ⇄ AB + * reaction and desorption 
1.3 Solid catalysts 
In principle there is no limitation in the nature of solid catalysts, any type of material 
could be a catalyst. However, a good catalyst should have certain properties. They 
should have an extensive surface area, the larger the surface area the greater the 
number of active sites that will be exposed and available for the reactant molecules. 
They should also be stable against deactivation or easy to regenerate if deactivation 
is fast, and thermally stable against sintering and structural change. In the following 
sections some comments are devoted to the structure of common solid catalysts. 
1.3.1 Crystal lattices. 
Solid catalysts are usually crystalline materials, which means that their structure is 
defined as a periodic arrangement of atoms. The unit cell is the smallest repeating 
unit that contains the full symmetry of the crystal structure. In a three-dimensional 
space, unit cells are specified by three vectors (a, b, and c) and three angles (α, β and 
γ). This is illustrated in Figure 1.2. Any point in the three-dimensional space can be 
generated by discrete translation operations along the unit cell vectors according to: 
𝑇 = 𝑛 𝑎 + 𝑛 𝑏 + 𝑛 𝑐 1.4 
where n1, n2, n3 are integers, and a, b and c are the unit cell vectors. 
Seven lattice systems can be defined by taking different combinations of unit cell 
vectors and angles, namely, cubic, hexagonal, rhombohedral, tetragonal, 
orthorhombic, monoclinic and triclinic (Table 1.1). Different arrangements of 
particles inside unit cells give rise to different possible centering: primitive (P), face-
centered (A, B and C), all-face-centered (F), body-centered (I), and rhombohedral 
(R). The combination of the seven lattice systems with the lattice centering yields 
the so-called 14 Bravais lattices (Table 1.1). 




Table 1.1 Definition of the seven lattice systems, each of which can have different centering. 
Name vectors angles Lattice centering 
Cubic a = b = c α = β = γ = 90° P, F, I 
Hexagonal a = b α = β = 90°, γ = 120°  P 
Rhombohedral a = b = c α = β = γ ≠ 90°  R 
Tetragonal a = b ≠ c α = β = γ = 90°  P, I 
Orthorhombic a ≠ b ≠ c α = β = γ = 90°  P, C, F, I 
Monoclinic a ≠ c α = γ = 90°, β ≠ 90° P, C 




a) Unit cell 
 
 
b) Crystal Lattice 
Figure 1.2 Representation of a) unit cell and b) crystal lattice generated by repetition 
of the unit cell. 





1.3.2 Metal surfaces and nanoparticles 
Solid surface atoms have lower coordination than those of the bulk because the 
creation of surfaces always involves the rupture of chemical bonds and a consequent 
gain in free energy. The surface free energy γ, which is always positive, is related to 
the cohesive energy, ΔHcoh, and to the number of broken bonds between nearest 
neighbor atoms, given as 
 
𝛾 =  Δ𝐻
𝑍
𝑍
𝑁  1.5 
where Z is the coordination number of an atom in the bulk, Zs the number of missing 
coordinated atoms of a surface atom and Ns the surface atom density. The fewer the 
missing neighbors of the surface atoms the lower the surface free energy and the 
more stable the surface is. Solid materials tend to expose the most 
thermodynamically stable surfaces. Examples of possible surfaces of the FCC crystal 
system are shown in Figure 1.3. 
The surface free energy lowers through the spontaneous adsorption of chemical 
species on the surface. Depending on how the species interact with the surface atoms 
they can occupy different adsorption sites. The most common include on-top, bridge 
and hollow sites (Figure 1.3). 
 
Figure 1.3 Representation of adsorption sites on several surfaces of an FCC crystal.




Metals and metal oxides are commonly used catalysts because they exhibit high 
surface free energies. An example is the Raney Nickel catalyst, with a high surface 
area, ~100 m2 per gram of catalyst17, used for the hydrogenation of a wide range of 
organic compounds, such as benzene, nitroaromatics, nitriles and olefins6,17. 
As the particle size decreases more atoms from the bulk will be exposed at the 
surface and more active sites will be available, resulting in an increase of the activity. 
Nanoparticles are particles with nanoscale sizes, ranging from ~1-100_nm18. The 
origin of the higher activity of nanoparticles does not stem only from the greater 
number of surface atoms compared with bigger particles. These smaller particles 
exhibit geometric features such as corners, terraces and edges where the atoms have 
an even lower coordination compared with the atoms on the surface plane (Figure 




Figure 1.4 Illustration of a nanoparticle a) isolated and b) supported. 
Because of their higher surface free energy, small metal particles are unstable and 
tend to fuse together forming solid mass of material, a process known as sintering. 
The usual way to avoid this is by stabilizing them on a thermally stable and 
chemically inert support (Figure 1.4). Supports are usually metal oxides such as 





silica, alumina, titania and even zeolites, which estabilize the metal nanoparticles 
and, in some cases, participate in the reaction mechanism.  
1.3.3 Zeolites 
Zeolites are crystalline, micro-porous aluminosilicates composed of corner-sharing 
tetrahedra, TO4 (T=Si, Al), that can be synthesized or found naturally19. The three-
dimensional networks formed by the sequence of TO4 units possess channels and 
cavities of molecular dimensions, ~3-12 Å (Figure 1.5).  
 
 
     
Figure 1.5 Schematic representation of the channel systems of the MFI framework. 
 
The TO4 unit is just the first level of structural complexity in zeolites commonly 
referred to as primary building units (PBUs). These tetrahedra connect with each 
other in various geometric arrangements to form the so-called secondary building 
units (SBUs) with which the whole three-dimensional framework of a zeolite can be 
generated. Some examples including squares, single and double rings, and even more 
complex polyhedra are shown in Figure 1.6.  





Figure 1.6 Schematic representation of some secondary building units (SBUs).  
Rings are named by specifying the number n of TO4 units they are made up with, i.e 
n-ring. The size n of rings controls the size of the pores, a fundamental characteristic 
of zeolites and one of the criteria used to classify them. Small-pore zeolites, such as 
LTA or CHA, contain rings of up to eight members (8r) with an approximate 
diameter of 3.4-4 Å. Medium-pore zeolites possess rings of 9-11 members with 
diameters of ~5-5.5 Å. Similarly, large and extra-large pore frameworks contain 
rings with 12 and more members respectively. Typical pore openings are shown in 
Figure 1.7. Zeolites are also classified according to the dimensionality of the channel 
systems. They can be one-, two- and three-dimensional when one, two and three 





channel systems respectively exist in the framework. These channels can be 
independent or can be directly connected or indirectly through cavities. Each unique 
topology that can be generated, regardless of the chemical composition, is assigned 
a three-letters code by the Structure Commission of the International Zeolite 
Association (IZA), and included in the IZA database20. So far more than 200 of these 
frameworks have been synthesized. In this work, we have studied zeolites 
corresponding to the CHA and RTH frameworks. Because of their particular channel 
systems and cavities, zeolites possess shape selectivity, which is widely exploited in 
industry. They can act as molecular sieves in refining and petrochemistry catalytic 
processes, isomerization and alkylation of aromatic compounds increasing the 
selectivity toward specific products21–24. 
 
Figure 1.7 Pore diameter of the several zeolite frameworks. 
Zeolites can also be considered siliceous structures in which a fraction of the 
tetravalent Si atoms have been substituted by the trivalent Al. This substitution 
produces a negative charge on the AlO4- unit that must be compensated with a cation. 
If the compensating cation is a proton, then, a Brønsted acid site (Figure 1.8a) is 
generated. Similarly, compensation of the negative charge with metal cations 
produces Lewis acid sites. Possible extra framework sitting positions of metal 
cations of the CHA topology is shown in figure 1.8b. According to Lowestein’s rule 
the Al-O-Al bonds cannot exist in zeolite frameworks which implies that the ratio 
Si/Al ranges from 1 to infinity25. The incorporated Al atoms must be stabilized by 
the existence of Si-O-Al-O-Si moieties with which the repulsive interaction of 
adjacent AlO4- is avoided.  
 





Figure 1.8 Illustration of a) Brønsted acid site and b) extra-framework sitting positions of 
metal cations in a chabazite topology: SI in the center of the d6r, SII in the plane of the 6r, 
SIII next to a 4r of a d6r inside the cavity, and SIV in the 8r.  
Another important class of crystalline materials is made up of the microporous 
aluminophosphates, namely the ALPOs family26. In these materials, the framework 
is composed of AlO4 and PO4 units in alternate order forming topological 3D 
structures similar to those of zeolites. Substitution of a P5+ ion with a Si4+ also 
generates a negative charge that must be compensated, yielding the so-called 
silicoaluminophosphates (SAPOs). These also display properties such as Brønsted 
and Lewis acidities.  
Since zeolites occupy a prominent place in heterogeneous catalysis their synthesis is 
a very active field of research. New ways of synthesis and new structures are 
constantly looked for. The synthesis of zeolites is usually carried in the presence of 
organic structure directing agents (OSDAs) or templates which have a significant 
influence on the size and shape of pores and channel systems27–32. The most common 
OSDAs are organic cations such as tetraalkylammonium and 
tetraalkylphosphonium. During crystallization, they remain trapped inside the 






This zeolite form where the OSDA is compensating the negatively charged 
fragments of the framework (AlO-4, defects, etc) is called as-made or as-synthesized. 
After synthesis, the OSDA is usually removed by calcination, and the negative 
charge in the calcined material is compensated by a proton.  
1.4 Motivation 
The design of efficient solid catalysts is in general very complicated and a 
mechanistic understanding of catalytic reactions is often very difficult to achieve. 
This is so because the performance of catalysts is determined by molecular processes 
occurring at the active sites, and a direct mapping between the macroscopic 
properties and the microscopic true nature of the active sites is usually very hard to 
lay out (structure–reactivity relationships). Especially, when the nature of the active 
sites changes under reaction conditions33. Because of its complexity, heterogeneous 
catalysis is a multidisciplinary field in which the combination of several techniques 
is mandatory. Spectroscopic techniques are routinely exploited for ex-situ 
characterization of solid catalysts but their interpretation is not always unambiguous 
and clear. In situ spectroscopy is increasingly used as well. Nonetheless, the lifetime 
of reaction intermediates is usually very short so that their detection is in general 
very difficult34. A further complication has to do with the fact that spectator species, 
not actively participating in the main reaction, are many times present in significant 
amounts.   
Computational chemistry operates by definition at the molecular-level. In principle, 
although not trivial at all, it is possible to individually study the elementary steps and 
their relevance for catalytic reactions, and also to predict the spectroscopic properties 
of solid catalysts. Consequently, computational chemistry has become a valuable 
complementary tool in the study of catalytic processes and in the elucidation of the 
structure of catalysts, especially after the development and implementation of 
density functional theory (DFT). It became more popular among chemists, in the 
1990s, due to the availability of more accurate functionals, new methods and 
computer codes that are constantly under development.  
There are, however, lots of research areas within heterogeneous catalysis still 
awaiting for the aid that computational chemistry methods have to offer. We have 
spotted three of such subjects for which we have carried out computational studies 




and the results are presented in this work. The first is the chemoselective 
hydrogenation of nitroaromatics with non-noble metals included in chapter 1. We 
have explored the reaction pathways involved in the reduction of nitrostyrene and 
propose a bimetallic Cu-based catalyst whose surface is doped with atoms of an H2-
activating metal, such as Ni or Pd. In chapters 4 and 5, we present the study of the 
SCR reaction with static DFT and molecular dynamics respectively. Previous studies 
have combined computational chemistry with experiments to study this particular 
reaction but it is not completely understood yet. Besides, to the best of our 
knowledge, enhanced methods of molecular dynamics have not been systematically 
used before. Finally, in chapter 6, we present computational simulations of the NMR 
properties of the as-made RTH framework aiming at elucidating its structure. A more 
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Computational chemistry combines the fundamental laws of physics with 
mathematical algorithms to study relevant chemical processes. In this endeavor, and 
within the context of heterogeneous catalysis, we need two sets of specifications. 
First, we need a description of the physical system, that is, the number, nature and 
position of the particles. This set of information will be referred to as a model. In the 
next section, the models used for zeolites and metal surfaces are described. Secondly, 
we need the mathematical form of the forces acting among the particles in order to 
solve the equations of motion and compute the system’s properties. An overview of 
the theory and most important approximations is provided in sections 2.3 to 2.7. 
2.2 Periodic models. 
The success in predicting the rate of chemical reactions catalyzed by solids largely 
depends on how accurately the models describe the real catalytic environment. In the 
case of reactions on metal surfaces, the theoretical study is usually performed with 
supercell models that represent the metal surface. In this work, we are interested in 
understanding the influence of the nature of the metals on surface reaction 
mechanisms and we limit ourselves to the description of the most stable surface of 
Ni, Co, Cu and Pd. Defects or size effects are out of the scope of the present 
investigation. The description of supercells is given in section 2.2.1. 
For zeolites, there are two common models, cluster and periodic models. Zeolite 
cluster models are actually an approximation of periodic models. Clusters are 
constructed by cutting the catalytically relevant region out of the framework. The 
goal is to reduce the number of atoms shortening computation times and allowing 





the use of higher levels of theory. A serious drawback of this approach is that the 
topology of the zeolite framework, very often a relevant feature, is neglected. 
Besides, confinement effects and long-range interactions are better captured by 
considering the whole periodic structure. Periodic models consist of the unit cell of 
zeolite crystals repeated in the three dimensions. The downside is the greater number 
of atoms included in the zeolite unit cell (compared with clusters) because of which 
calculations are usually performed at lower levels of theory.  
In this thesis, we have relied on periodic models and have performed the calculations 
at the GGA level of theory (see section 2.3.4). More details on zeolite models are 
given in section 2.2.2. 
2.2.1 Surfaces models 
Metal surfaces are described by the crystallographic planes of the bulk structure that 
is exposed. These crystallographic planes can be specified by a vector H whose 
coefficients (h, k, l) indicate where the crystallographic plane intersects the points 
a/h, b/k and c/l (eq 2.1 and Figure_2.1), being a, b and c the unit cell vectors. 
Negative values are denoted with a bar above the coefficient and zero means that the 
plane never intercepts the corresponding axis. 
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The planes are referred to by writing the vector coefficient in parenthesis. For 
instance, the notation Ni(111) refers to the Ni surface corresponding to the (111) 
plane. This happens to be the most stable surface of the face-centered cubic unit cell 
and the one that we have studied in this work.  
In order to create a supercell, we need to define the following parameters: 
1) The exposed crystallographic plane. 
2) Size of the supercell. 
3) Thickness or number of atomic layers. 
4) Vacuum region. 
 






    a                                            b                                                c  
Figure 2.1 Schematic representation of a) crystallographic planes in the unit cell, b) five 
layer supercell of the (111) surface showing the vacuum region and c) five layer supercell 
showing different adsorptions sites. 
Figure 2.1 shows a 3x3 supercell with five layers. The size (NxN) must be carefully 
chosen so that there are no interactions between the periodic images. In this work, 
we have used 2x2, 3x3 and 4x6 supercells depending on the size and number of 
adsorbates. The number of layers is another important variable, because the utmost 
layers have to be optimized together with the adsorbed species while the lowest 
layers must be fixed to mimic the bulk behavior. It is usually sufficient to choose 
five layers, relax the two upmost and fix the lower three layers. Finally, it is also 
important to choose a sufficiently large vacuum region to avoid interactions between 
repeated images.  
2.2.2 Zeolites models 
Zeolites and SAPOs are crystalline materials and therefore can be represented with 
periodic models. In this work we have studied three microporous materials, the Cu-
SSZ-13 and Cu-SAPO-34 both with a CHA framework, and the RUB-13 with a RTH 
framework. 







Figure 2.2. Representation of the CHA framework. a) Structure repeated along the three 
directions (a, b, and c). The unit cell is shown in black. b) the big CHA cavity. The 8r and 
the d6r units are shown with balls and sticks. c) one Al substitution compensated with a 
proton. d) two Al substitutions compensated with a Cu2+ cation. e) two Al substitutions 
compensated with a Cu+ and a proton. Si, O, Al, H and Cu atoms are orange, red, thatch, gray 
and green.  
The chabazite structure was modeled by means of a hexagonal unit cell with lattice 
parameters a = b = 13.8026 Å, c = 15.0753 Å, α = β = 90°, and γ = 120°, containing 
72 O atoms and either 36 Si or 18 Al and 18 P atoms. To generate the Cu-SSZ-13 
and Cu-SAPO-34 models, one or two framework Si or P atoms were substituted by 
Al or Si atoms, respectively, (Si/Al and (Al+P)/Si ratio = 17). When only one Si or 
P is substituted the negative charge is compensated with a Cu+ cation in the 6r or 8r. 
When two Si or P are substituted a Cu+ cation with a Brönsted acid site nearby or a 
Cu2+ cation was placed in a 6r or 8r ring to keep the system neutral. This is shown 
in Figure 2.2. Details of the models for the RTH framework are given in the 
discussion of the results in chapter 6. 





2.3 Electronic structure methods 
The two most important approximations in computational chemistry to compute the 
forces on atoms are molecular mechanics (MM) and electronic structure methods. In 
MM, no explicit description of electrons is included; the system is described as a 
mechanically connected set of atoms. The pairwise interaction between particles is 
described through a set of potentials called force fields parametrized to fit 
experimental data or ab-initio calculations. 
However, in order to study the formation and breaking of chemical bonds the motion 
of electrons must be properly described. Though force field methods are widely used 
to study the physical phenomena present in catalytic processes (e.g. adsorption and 
diffusion inside zeolites) they are not suitable to study the mechanism of a catalytic 
reaction (although reactive force fields with that aim are currently under 
development)1,2. 
2.3.1 Basic concepts 
If we want to describe the motion of electrons it is mandatory to enter the realm of 




Where 𝑟 ≡  𝑥 , 𝑥 , … 𝑥 , with 𝑥 ≡  𝑟⃗, 𝜎 , being 𝜎  the electron spin. By solving 
this equation, we have access, through the wavefunction Ψ, to all the information 
needed to define the state of the system. It means that once the wavefunction is 
known we can calculate the energy of the system and all the physical properties 
corresponding to that state. The wavefunction is the central object of the Quantum 
Theory and the main goal of quantum mechanical methods is to find accurate 
approximations to it. To this end, the time-independent, non-relativistic Schrödinger 
equation is usually solved instead:  
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When solving this equation probably the firstly applied tweak is the Born-
Oppenheimer approximation. The idea is to decouple the motion of electrons and 
nuclei. Because of the greater mass of nuclei, they move significantly slower than 
electrons, therefore, their kinetic energy is set to zero and the repulsion term between 





where,  is the kinetic energy operator,  is the attractive potential between the 
nuclei and electrons and  is the electronic repulsion term. 
The Born-Oppenheimer approximation allows us to set up a simpler Hamiltonian for 
an arbitrary system, but it turns out that the Schrodinger equation cannot be solved 
for multi-electron systems. However, it is possible to start with a guess of the 
wavefunction and systematically approximate it to the ground state wavefunction. 
The permissibility of this approach is grounded on the variational principle which 
states that the energy computed according to equation 2.5 is an upper bound to the 





In the above equation Ψ is a guess wavefunction and  is the electronic Hamiltonian 
operator. Put in other words, the goal is to minimize the functional_E[Ψ]. 
The first reasonably accurate approach to solve this problem, used in real 
applications, was the Hartree-Fock method. In the Hartree-Fock method, the 
wavefunction of an N-electron system is approximated as an antisymmetrized 
product of N one-electron wavefunctions χi called spin-orbitals, given as: 








ΦSD is known as Slater determinant. Determinants are naturally antisymmetric with 
respect to the exchange of rows and columns and consequently wavefunctions 
expressed in such a way fulfill Pauli's exclusion principle. By minimizing equation 
2.5 with respect to the spin-orbitals of equation 2.6 and subject to the constraint that 
the spin-orbitals remain orthonormal, the Hartree-Fock equation (2.7) is obtained: 
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VHF is Hartree-Fock potential which represents the average potential on the electron 
i caused by the presence of the remaining N-1 electrons. In turn, the Hartree-Fock 


















The first term in equation 2.9 is the coulomb operator and represents the Coulombic 
potential experienced by an electron at position x1 due to the average distribution of 
another electron in spin-orbital j. The second operator, Kj, with no classical 
interpretation, is the exchange contribution to the Hartree energy which arises from 
the antisymmetric nature of the Slater determinant used to expand the wavefunction. 
It describes the effect of exchanging two electrons of parallel spin. As can be seen 
from equations 2.10 and 2.11 both operators depend on the spin-orbitals. Therefore, 
the Hartree-Fock equation has to be solved self-consistently. It means that a first 
guess of the spin-orbitals has to be defined to construct the Hartree-Fock operators. 
After solving the eigenvalue equations, a new set of spin-orbitals is obtained. This 
new set of spin-orbitals is used again to construct the coulomb and exchange 
operators and solve again the Hartree-Fock equations. New iterations are carried out 
until the input and output orbitals differ by less than a threshold. This procedure is 
called the self-consistent field (SCF) method. 
 
The energy of the Hartree-Fock ground state, EHF, is always higher than the energy 




and has two components, the static and dynamic correlation energies. The static 
correlation has its origin in the fact that the Slater determinant is just an 
approximation to the exact wavefunction, it captures the exchange effect but 
completely neglects the Coulomb correlation. The dynamic correlation energy is 
related to the instantaneous repulsion of electrons, which is not included in the 
Hartree-Fock formalism, because they only feel the average repulsion caused by the 
rest of electrons. Even though a very important part of the physics is captured by 
Hartree-Fock, the neglect of the electron correlation prevents it from providing 
chemical accuracy and thus is barely used today in real applications. However, we 





have devoted a couple pages to it because it constitutes the basis of most quantum 
mechanical wavefunction based methods. Most modern QM methods (such as 
Configuration Interactions, Coupled Cluster and Møller Plesset Perturbation theory) 
focus on finding better corrections to the electron correlation energy. We will not 
deal with them but an excellent discussion can be found in Szabo3. 
2.3.2 Density functional theory 
Despite the knowledge of the wave function enables us to access all the information 
of the state of the system, it depends on 4N variables (3 spatial and 1 spin for each 
electron). It has what is called an exponential Wall4. Moreover, the wavefunction is 
not an observable, which means that it cannot be measured, but the electron density 
can in fact be measured by X-ray diffraction. 
Here is where the electron density comes in as a fundamental quantity. The first 
attempt to use the electron density to access the information of a quantum system 
dates back to the work of Thomas and Fermi5–8. Based on the (fictitious) uniform 
electron gas model and treating the nuclear-electron and electron-electron 





In the above expression the energy is a function of the electron density, but the 
electron density is at the same time a function of the wave function, 
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In mathematics, a function of a function is called a functional and hence the name 
“Density Functional Theory”. 
Those attempts did not achieve much popularity due to their limitations4. The 
foundations of a useful density functional theory formalism were laid by Hohenberg 
and Kohn with the two theorems they published in a paper entitled “Inhomogeneous 
Electron Gas” in 19649. 





The first Hohenberg-Kohn theorem is the formal proof that the electron density can 
indeed be used to determine the properties of a particular quantum state. Let’s quote 
from their original paper: “the external potential Vext(r) is (to within a constant) a 
unique functional of 𝜌(𝑟); since, in turn Vext(r) fixes Ĥ we see that the full many 
particle ground state is a unique functional of 𝜌(𝑟)”. Stated in other words, two 
different external potentials cannot produce the same ground state electron density. 
The second theorem helps us know when a particular density is the ground state 
density we are interested in. It states that the functional arrives at a minimum of 
energy if and only if the density is the true ground state density of the system. This 
statement is equivalent to the variational principle, that is, any trial electron density 
associated with an external potential will deliver an energy value that is an upper 
bound to the true energy of the ground state.  
The energy of a system of particles in its ground state energy is a functional of the 
electron density. It is obvious that the same holds for the kinetic and the electronic 
interaction energy. Based on that, Hohenberg and Kohn introduced the following 
universal functional (which is valid for any system with any number of electrons): 
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where T is the kinetic energy and Eee is the electronic interaction. Thus, the energy 




where the first term of the right hand is system-dependent. The functional form of 
the second term is not known and the main goal of modern density functional theory 
is to find better approximations to this quantity. 
The two previously mentioned theorems constituted a major breakthrough in the 
development of the modern density functional theory. However, none of them 
provide any clue on how to go about in practical terms finding the ground state 
density. Next section will describe how Kohn and Sham came up with a solution for 
this. 





2.3.3 The Kohn-Sham approach 
Out of the three terms that make up the universal functional F[ρ]  
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only the Coulomb interaction term J[ρ(r)] is known. Encl includes all non-classical 
interactions. However, the exact ground state wave function of a non-interacting 
system of electrons is a Slater determinant. Therefore, the kinetic energy of this 
system can be calculated exactly. This was realized by Kohn and Sham who 
proposed the idea of using a non-interacting reference system confined in an 





which generates the same density as the real interacting system. Notice that this 
Hamiltonian does not contain any electron-electron interaction term, and so, it is the 
true Hamiltonian of the non-interacting system. Thus, the spin orbitals can be 






is the Kohn-Sham one-electron operator. The kinetic energy of the real system is not 
the same as the fictitious system, 
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but the underlying idea is to split up the energy into all that can be calculated exactly 
and dump the rest into one term, that is, approximate the unknown contributions. So 
the universal functional is expressed as follows: 
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where Exc is the exchange-correlation energy.  This term contains the non-classical 
contributions from the self-interaction corrections, exchange and correlation, and the 
difference of the kinetic energy between the real and the fictitious system. 
Minimization of the former expression under the constraint that the Kohn-Sham 






which are solved self-consistently very similar to Hartree-Fock method. In fact, 
many DFT codes use routines already implemented for Hartree-Fock. 
2.3.4 The search for approximations to the exchange-correlation functional. 
The first approximation to the exchange-correlation functional was suggested by 
Kohn and Sham in the same paper where they proposed the self-consistent 
equations10. This approximation is based on the homogeneous electron gas model 
because it is the only system for which the exchange and correlation functionals are 
known. It consists in expressing the exchange energy Ex as follows: 
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which was derived by Dirac in 19306. On the other hand, the correlation energy has 
been derived from Monte Carlo simulations of the uniform electron gas11. This first 
approximation is known as local density approximation (LDA) and was used mainly 
by physicists. Although reasonable geometries can be obtained using LDA it 





overbinds molecules. An example of these functionals is the VWN functional 
developed by Vosko, Wilk and Nusair in 198012. 
The next step toward a more robust functional was to include the gradient of the 
electron density  in order to describe the non-homogeneity of the true electron 
density. This improvement was introduced by Becke, Perdew, Langreth, and Parr in 
the 1980s and is called generalized gradient approximation (GGA)13,14. In GGA, the 
exchange-correlation term (Exc) is also split into the exchange (Ex) and correlation 
(Ec) contributions. The exchange term is expressed as: 
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where the argument x of the function F(x) is the reduced density gradient defined as: 
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The correlation part is much more complicated and is usually derived with Monte 
Carlo techniques. Among the most popular GGA functionals we encounter the 
B8815, the PW9116 and PBE14 functionals. In this work, we have made ample use of 
the GGA functionals because they offer a reasonable compromise between accuracy 
and computational cost for periodic systems. In particular, we have used the PBE 
functional for which the exchange contribution is given by, 
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and also its revised version, the revPBE functional17.  
The last two clear advances in DFT are probably the inclusion of the kinetic energy 
density, which resulted in the so-called meta-GGA18 functionals and the inclusion of 
a fraction of the Hartree-Fock exact exchange energy to generate the family of hybrid 
functionals. From the former group we have used the modified Becke-Johnson 
potential (TB-mBJ)19 and from the latter we have used the HSE06 hybrid 
functional20. 





This stepwise improvement in DFT is often called the Jacob’s ladder18 of 
approximations to the exact exchange-correlation functional. This is a ladder that 
conveys the idea of ascending from the roughest approximations toward the 
“heaven” of chemical accuracy, ~1 kcal/mol. Details about functionals currently 
being developed can be found in recent reviews5,21 
2.3.5 Dispersion corrections. 
A big disadvantage of DFT is that the approximate functionals cannot capture the 
asymptotic 1/R6 behaviour of long-range interactions such as the van der Waals 
forces. A method introduced by Grimme et al.22–24 allows to include these terms a 




𝑓 (𝑅 ) 2.28 
where C6 is an empirical parameter and fdamp is a damping function that varies 
smoothly from 0 to 1 defined as: 
𝑓 (𝑅) =  
1
1 − 𝑒 ∝( / )
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This pairwise correction incorporated into DFT is called DFT-D2. Notice that Eexdisp 
is a functional of the nuclear geometry and not of the density.   
The DFT-D3 correction is an extension of the above definition that includes higher 
dispersion orders, and modifications to the damping function: 




 𝑓 , (𝑟 ) 2.30 
 
𝑓 , (𝑟 ) =  
1
1 + 6(𝑟 /(𝑠 , 𝑅 ))
∝
 2.31 
where CnAB are averaged nth-order dispersion coefficient for n = 6, 8 , 10, . .  for the 
atom pairs AB with internuclear distance rAB. This approach is less empirical than 
D2, for example, the coefficients C6AB are no longer fixed but geometry dependent. 









In this work, we have used the DFT-D3 with the damping function defined in 
equation 2.31 for calculations carried out with CP2K and with the damping defined 
in 2.32 for calculations carried with VASP unless otherwise specified. In all cases 
we have used the default parameters of the above definitions. 
2.3.6 Reciprocal space 
The description of crystal lattices in section 1.3.1 corresponds to real space 
representations of crystals. However, not all concepts in materials science can be 
adequately represented in real space. There is another way to describe lattices in solid 
state physics called “reciprocal space”. This is a non-physical definition of space 
whose immediate application is the representation of diffraction phenomena and is 
an extremely useful frame to carry out electronic calculation in solids. The reciprocal 
space is the Fourier Transform (FT) of the real space and the reciprocal unit cell 
vectors (a*, b*, c*) are related to the real unit cell vectors (a, b, c) as follows: 
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The reciprocal basis vectors are given in units of inverse of the length of the real 
basis vectors and the volume of the reciprocal unit cell is the inverse of the volume 
of the real unit cell. Notice that the reciprocal vectors are orthogonal to the real 




where ki are integers. The reciprocal space is also called k-space. Figure 2.3 
illustrates in a 2-D representation the relations between real space and reciprocal 
space unit cells and also shows the first Brillouin zone. 







Figure 2.3 Hypothetical 2-dimensional lattice in real space (a) and its corresponding 
representation in the reciprocal space (b). The first Brillouin zone is delimited in blue. 
The first Brillouin zone is a Wigner–Seitz in the reciprocal space, i.e, the closest set 
of points to the origin of the reciprocal lattice. The importance of the Brillouin zone 
stems from the fact that it completely accounts for the symmetry of the crystal so its 
properties can be studied by finding the solutions of the electronic wavefunctions 
within the first Brillouin zone.  
2.3.7 Plane waves and pseudopotentials 
In order to solve the Kohn-Sham equations we have to make a choice on how to 
express the solutions. In solid state physics, the best choice is to use plane waves 
which have the following mathematical form: 
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where k = 2π/λ is the wave vector associated with the momentum p=ℏk and 
consequently to the energy of the wave, and r is the position vector. 
Plane waves are intimately connected with the Bloch theorem25–27 which is 
fundamental to describe periodic systems. The Bloch theorem states that in a periodic 
solid the one-electron wavefunctions can be expressed as the product of a plane wave 
and a function u(r) with the same periodicity t of the crystal, 
 







The periodic function u(r) is commonly expanded on a basis set of plane waves for 




Thus the solution of the wavefunction is expressed in terms of an infinite number of 
k-points in the first Brillouin zone. In practice, the energy is evaluated at a finite set 
of special k-points because the electronic wavefunction is almost identical for k-
points that are very close to each other. 
One of the main advantages of plane waves is that they are naturally periodic so it is 
straightforward to use them to describe the periodicity of crystal structures. It is also 
possible to use highly efficient implementations of the fast Fourier transform (FFT) 
algorithms to switch between real and reciprocal space representations and the size 
of the basis set can be easily controlled by increasing the kinetic energy cut off, 
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However, a recent publication suggests that when large vacuum regions are required 
localized basis sets might be more efficient28. 
Electronic wavefunctions oscillate very rapidly in the core region (Figure 2.4). As a 
result, the number of plane waves needed to describe this behavior is extremely large 
with which an impractical amount of computational time would be required. Here, a 
commonly used workaround is the pseudopotential approximation29–31. This 
approximation relies on the fact that most physical properties of solids depend 
mainly on the behavior of electrons in the valence region. Therefore, the core 
electrons are removed from the all-electron wavefunction and the strong ionic 





potential below a cutoff radius Rc is replaced by a weaker pseudopotential. This is 
illustrated in the Figure_2.4 
Figure 2.4 Schematic representation of potentials (right panel) and their corresponding 
wavefunctions (left panel) corresponding to all-electron (solid lines) and the pseudopotential 
approximations (dashed lines). 
The most popular pseudopotentials are the ones defined by Martin-Troullier32, the 
ultrasoft pseudopotentials33 and the projector augmented wave (PAW)34. The latter 
is the most accurate because it allows the reconstruction of the all-electron 
wavefunction but in turn the most demanding compared with the other 
pseudopotential methods. In the PAW scheme Blöchl introduces a linear 
transformation operator τ to map the valence pseudo wave functions onto the 
corresponding all-electron wave functions as follows: 
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where  are a set of projectors,  are the target all-electron partial waves 
obtained by applying τ on a set of pseudo partial waves . The projectors and 
pseudo partial waves are atom-centered functions with angular momentum quantum 
number n. The most important advantage of the PAW method is that it allows 
obtaining the expectation values of all-electron operators. In this work all electronic 
calculations have used this approach. 





2.4 Potential Energy Surface (PES) 
The above methods allow us to compute the energy of a system of particles. 
However, we still need to specify a configuration for the set of nuclei, i.e, the atomic 
positions. Each distinct configuration will result in a different energy value. If we 
calculate the energy of a set of particles for all possible nuclei configurations of the 
set, we obtain what is called a potential energy surface (PES). The PES is 
multidimensional and the only way to visualize the surface is by plotting the energy 
as a function of only two variables (Figure 2.5). For computational chemists the most 
interesting regions of a PES are minima (local and global), and saddle points. 
Minima represent states of higher stability and are associated with reactants and 
products. First order saddle points are spots on the surface where the energy has 
maximum value along one coordinate, called reaction coordinate, and a minimum 
along all other coordinates. They always connect two minima along the reaction 
coordinate and are associated with transition states. The activation energy of a step 
of a reaction mechanism can be computed as the energy difference between the 
transition state and the minimum representing the reactants. 
 
Figure 2.5 Representation of a potential energy surface. 
 





2.5 Static Techniques 
The most common way to study chemical reactions is by exploring the PES using 
optimization techniques, since the derivative of the energy with respect to atomic 
positions is zero in minima and saddle points along all coordinates. By minimizing 
the energy with respect to the atomic positions we can find structures that in principle 
could be relevant for a chemical reaction. Popular optimization techniques include 
the conjugate gradient (CG), steepest descent (SD) and Limited-memory Broyden-
Fletcher-Goldfarb-Shanno (LBFGS) algorithms. An overview of these and other 
methods, and aspects of their implementation in computer programs can be found in 
the book35 “Numerical recipes: the art of scientific computing”. We have mainly 
used the conjugate gradient as implemented in VASP because it is a very stable 
method and convergence is nearly always guaranteed.  
Transition states are much more difficult to find. They have the particularity that the 
second derivative of the energy with respect to the atomic positions (curvature) is 
negative along the reaction coordinate and positive along all other coordinates, so 
the algorithms are slightly more complex and computationally expensive. In this 
work, we have used two methods implemented in VASP to find such saddle points, 
namely, the nudge elastic band (NEB)36 and dimer37,38 methods. 
In the NEB method the two minima connected by the transition state have to be 
defined first. Then, a series of structures called images are created along the reaction 
coordinate between both minima and the optimization of all images runs in parallel. 
Spring (artificial) forces between contiguous images are introduced so that all images 
are equally spaced from each other resembling an elastic band.  The number of 
images necessary to get a converged saddle point varies from ~4 to ~20 depending 
on the system. In the dimer method only an initial guess of the transition state 
structure and a guess of the reaction coordinate unit vector are needed. Two images 
(dimer) equally displaced from the initial guess structure along the reaction 
coordinate unit vector (dimer axis) are created. These two images are rotated around 
the dimer axis to maximize the curvature C along the dimer axis. The curvature is 
not calculated exactly but approximated according to equation 2.42 with which the 
computational cost is significantly reduced compared with methods in which the 
Hessian matrix (eq 2.48) is calculated. 







where F1 and F2 are forces acting on image 1 and 2, ΔR is the spacing between both 
images, E is the sum of the both images' energy and E0, the energy of the midpoint 
of the dimer. After rotation, the dimer is pushed uphill to the saddle point. 
In the search for a transition state it is advisable to run first a NEB calculation to 
obtain an almost converged initial guess that will later be used in a dimer calculation. 
Of course, it all depends on the specific system in question. NEB calculations are 
efficient because images are optimized in parallel, but when the adequate number of 
cores are not affordable the NEB method might become very slow. Sometimes, when 
the reaction coordinate is not too complex, it is better to directly use the dimer 
method. 
2.5.1 Vibrational analysis. 
The standard way to confirm that we have obtained either a minimum or a transition 
state structure is by performing a vibrational analysis on the optimized geometry. 
For a minimum structure all calculated frequencies must be positive and for a 
transition state there must be only one imaginary frequency. 
The calculation of the vibrational frequencies on an optimized structure is most 
commonly carried out by considering that the molecular vibrations can be described 
as those of a harmonic oscillator. The energy is expressed as a Taylor series: 
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where the third and higher order terms are neglected. The first order term is zero 









Solving the Schrödinger equation for such an approximation we get the following 






where n is a quantum number that takes up values from zero to infinity, h is the 
Planck’s constant, ν is the vibrational frequency, k is the force constant and μ is the 
reduced mass. Notice that the energy levels are quantized and equally spaced 
(eq_2.45). The anharmonic corrections to the frequencies are performed by including 
higher other terms in the energy expansion (eq 2.43). 




H is a 3Nx3N symmetric matrix whose eigenvalues and eigenvectors are the force 
constants and the normal modes respectively of the 3N-6 frequencies. In VASP there 
are two methods to approximate the Hessian matrix: finite differences and density 
functional perturbation theory (DFPT)39. 
2.5.2 Free energy  
The methods described in the last section allow exploring the potential energy 
surface aiming at finding minima and saddle points. The structures thus obtained 
correspond to the 0 K and low pressure experimental conditions. However, real 
chemical systems are studied at much higher temperatures and pressures. They are 
not made up of isolated molecules but of a huge number of them, ~1023. Besides, the 
change in free energy, and not just the electronic energy, is the thermodynamic gauge 





to predict spontaneity at constant temperature and pressure of such macroscopic 
systems. The free energy change between two states is given by the Gibbs equation:  
 2.49
If the change in entropy tends to zero and enthalpy is approximated to the electronic 
energy, then the latter can serve as a fairly good approximation to describe the 
kinetics and thermodynamics of a chemical reaction. This is the case of some surface 
reactions following a Langmuir-Hinshelwood mechanism where the rate-
determining step occurs with all species adsorbed on the surface. Nonetheless, 
entropic effects are very often non-negligible and the activation free energy of a 
chemical reaction can significantly differ from the electronic energy.  
The most straightforward way to get an approximate value of the free energy is to 
resort to statistical mechanics methods. In statistical mechanics, the macroscopic 
thermodynamics properties are calculated based on the partition function Z of an 
ensemble of particles. The partition function is the central quantity of statistical 
mechanics given as, 
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where the summation runs over all microstates i of the ensemble. Similar to the 
wavefunction, the knowledge of the partition function provides access to the 
macroscopic thermodynamic properties, since the possible microstates in turn 
depend on the macroscopic constraints of the ensemble, i. e, number of particles, 
total energy, volume, pressure, etc. 
In the following we will present the formulas used in this work to calculate the free 
energy when static DFT methods were used to study the PES. No derivation of the 
formulas will be given. For a detailed overview we refer the reader to the literature75 
The absolute Gibbs free energies were calculated as follows: 
𝐺 = 𝐸 + 𝐸 + 𝑅𝑇 + 𝐸 − 𝑇𝑆  2.51 





where Eelec is the electronic energy obtained from the DFT calculation, Ezpe is the 
zero point energy correction, Evib is the vibrational thermal energy contribution and 
Svib is the vibrational entropy. The zero-point energy corrections and the vibrational 









using the vibrational frequencies υ obtained from the DFT calculations. In the case 
of gaseous molecules, the rotation and translational contributions to the entropy and 


















Finally, the equilibrium Keq and kinetic rate constants Kr for the most relevant steps 






2.6 Dynamics techniques 
The two most widely used techniques to naturally include entropic contributions are 
molecular dynamics (MD)40 and Monte Carlo (MC)41 simulations. In this work, we 
have used molecular dynamics to study the selective catalytic reduction of nitrogen 
oxides with NH3 (NH3-SCR-NOx) in CHA catalysts at different temperatures 
(chapter 5). 
2.6.1 Molecular dynamics 
The goal in molecular dynamics is to sample the phase space of a system of particles. 
In this technique atoms are considered classical particles and their positions are 
updated by integrating Newton’s equations of motion (EOM). Velocity Verlet42,43 is 
probably the most widely used algorithm to integrate the EOM because it guarantees 
that the system will be time reversible. Time reversibility means that the same 
trajectory is reproduced exactly by iterating forward or backward in time. This 
important feature in principle guarantees the conservation of the energy over long 
simulation times. In velocity Verlet the time is discretized and at each time t the 











The accelerations are computed from the forces acting on the atoms, which in turn 
are calculated as the first derivative of the potential energy with respect to the 
positions of the particles. In ab-initio molecular dynamics (AIMD) the forces are 
derived from electronic structure calculations at each time step which result in 
significantly expensive simulations. Thus, while in force field MD simulations it is 
possible to cover time scales of hundreds of nanoseconds, with AIMD simulations 
we are limited to a few hundreds of picoseconds for systems constituted by some 
hundreds of atoms with modern supercomputers. 
All possible states of a system of particles subject to the same macroscopic 
constraints constitute an ensemble. The most basic is the microcanonical ensemble 
(NVE) in which the number of particles, the volume and the total energy of the 
system are constant. Real experiments are carried out at different conditions, 
therefore more realistic ensembles such as NVT or NPT are normally used. In NVT 
simulations the number of particles, the volume of the system and the temperature 
are constant. Similarly, the number of particles, the pressure and the temperature are 
constant for the NPT ensemble. 
2.6.2 Free energy methods 
In regular MD simulations the probability of sampling different states of the system 
is given by the Boltzman distribution43 and therefore, only low energy states are 
sampled. Since calculations of free energies from MD simulations rely on 
sufficiently sampled states, highly activated transitions cannot be properly studied. 
There are several techniques with which this limitation can be overcome, they are 
called enhanced sampling MD or free energy methods. Some of the most popular 
include potential of mean force (PMF), metadynamics (MTD) and umbrella 
sampling (US)44–47. In this work, we have used umbrella sampling to compute the 
Gibbs free energy of several processes (chapter 5). 
The umbrella sampling method was introduced by Torrie and Valleau48 and it is 
routinely used in simulations with force fields. Its use in AIMD simulations of 
catalytic reactions is less common due to the computational cost.  





In order to apply umbrella sampling (and all the aforementioned free energy 
methods) we must first define the reaction coordinate or collective variable (CV) that 
best describes the transition in question. A CV can be any function of the particles’ 
positions that unambiguously define the different states of the system during a 
transition. Common CVs are, for example, distances and angles between atoms, the 
volume of the system, center of mass, coordinations numbers, etc. Next section will 
cover in more detail the collective variables used in this work. 
Once the collective variable ξ is defined a bias potential term along ξ is applied to 
drive the system through the different relevant states (e.g., reactants, transition states 
and products). The trajectory is split into several windows (points along the 
collective variable) for which individual MD simulations are performed to sample 
the region around each ξi (Figure 2.6a).  
 
Figure 2.6 Representation of a) harmonic potentials for each window over an umbrella 
sampling free energy profile and b) overlapped histograms of individual windows. 
A harmonic bias potential is applied to each window in order to restrict the sampling 
to a region centered at the value ξi of the CV corresponding to the window i. Each 
bias potential Ui(ξ) is defined as: 







where K is the bias strength. The choice of K is the most important parameter. A 
sufficiently large value will guarantee the sampling of low probability regions. In 
turn, K has to be sufficiently small to allow for overlapping between adjacent 
windows. Finally, the sampling obtained for each window is then analyzed altogether 
using a post-processing algorithm to construct the free energy profile as a function 
of ξ. To this end, we have used the weighted histogram analysis method 
(WHAM)49,50. The global distribution of probabilities is calculated by a weighted 




where the weights pi(ξ) minimize the statistical error of P(ξ). 
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Finally, the free energy F is calculated from the global probability distributions as: 
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The histograms of the CV of a sufficiently sampled umbrella sampling simulation 
should look like Figure 2.6b where it can be observed that there is enough overlap 
between adjacent windows. 
2.6.3 Collective variables 
In this work, we have made use of several collective variables. One of them is the 
coordination number which measures the number of contacts between groups of 
atoms A and B. It is defined as  







where sij is 1 if contact between atoms i and j is formed, zero otherwise. In practice, 
to make sij continuous it is defined as a switching function as follows, 
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where Rij is the distance between atoms i and j, d0 a switching cutoff distance that 
defines interatomic contact, m and n are the exponents of the switching function. In 
this work, m and n have been set to 6 and 12 respectively. In this way, sij is zero if 
the distance of atom i and j is greater than d0, 0.5 if the distance between atoms i and 
j equals d0 and 1 if the distance between atom i and j is shorter than d0. This is 
illustrated in Figure 2.7 where two switching functions have been defined s1 and s2 
with cutoff distances of d0=3 and d’0=2 respectively. The coordination number is 
defined as the summation of s1 and s2. Atoms inside the dotted circles (cutoff radii) 
belong to group A and those in the outside belong to group B. Groups A and B are 
not restricted to two atoms but any number of atoms can be included. Coordination 
numbers can also be normalized through division by the number of atoms so that 
they range from 0 to 1. 
We have used another collective variable, ξ, to study the diffusion of molecules 
through the 8r of the CHA framework in chapter 5. We have defined ξ as the 
projection of the center of mass of a molecule on the unit vector  normal to the 
average plane of the 8r. This is illustrated in Figure 2.8. The center of mass of 8r 
represents the reference coordinate such that when the center of mass of the diffusing 
molecule is in the center of the 8r, ξ is equal to 0. Also, depending on the direction 
of the unit vector , ξ takes up negative and positive values on the opposite sides of 
the 8r.  
The absolute value of ξ is the distance of the center of mass of a molecule in an 
arbitrary location to the average plane of the 8r. Notice that instead of the center of 
mass we might be interested in a specific fragment or atom of the molecule, or also 





be interested in another ring of the zeolite framework. In this sense, we have used 
the absolute value of ξ with respect to the 6r of the CHA to study the interaction of 
the Cu+ and Cu2+ cations with negatively charged oxygen atoms of the 6r. This 
distance has been called Cu-6r in this work. 
  
 
Figure 2.7 Illustration of the coordination number as a summation of two switching 
functions s1 and s2 with two switching cutoff d0=3 and d’0=2. m=6, n=12. Group A is made 
up of atoms i (inside dotted circles) and group B is made up of atoms j (outside dotted circles)
 
 






Figure 2.8. Representation of the diffusion of a water molecule through the 8r window by 
means of the collective variable ξ defined as the projection of the vector  on the unit vector 
 normal to the average plane of the 8r (green plane). The vector  is the vector that 
represents the position of center of mass of the molecule with respect to the center of mass 
of the 8r. The Si and O atoms of the 8r are shown in yellow and red, respectively.  
2.6.4 Vibrational frequencies from ab-initio molecular dynamics. 
The calculation of the vibrational frequencies using static techniques (section 2.5.1) 
suffers from other limitations apart from usually ignoring the anharmonic effects. 
The vibrational analysis is performed on optimized structures that correspond to 
0_K. Therefore, finite temperature effects are completely neglected. Besides, the 
models very often correspond to gas phase isolated molecules or clusters where 
intermolecular interactions like hydrogen bonds or other kinds of solvent effects are 
also completely neglected. These effects are included, however, in molecular 
dynamics simulations. 
In AIMD simulations the vibrational spectra are derived by computing the Fourier 
transform (FT) of autocorrelation functions51,52. Thus, the FT of the particles 
velocities, the dipole moments and polarizabilities yield the power spectra, IR and 
Raman spectra respectively. The power spectrum is the easiest one because the 
velocities of nuclei are calculated as part of the integration of the EOM. It has peaks 





for each of vibrational normal modes but unfortunately the intensities are only of 
qualitative usefulness. Therefore, the usual method is to calculate the FT of the 
dipole moments, given as52,53: 
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where β = 1/kBT, ω is the frequency of the adsorbed radiation, V the system volume, 
c the speed of light, and μ the dipole moment.  
The dipole moments can be calculated at each time step with Berry phase method54,55 
or with the maximally localized Wannier functions56–58. The former method is 
computationally less expensive but we only have access to the total dipole moment 
of the system. It means that it is not possible to analyze the individual contributions 
of different parts of the system, we cannot associate specific vibrations to functional 
groups. In the second approach the wavefunction is localized at the so-called 
Wannier centers at each time step with which the total dipole can be split into 
localized contributions. This method is nonetheless much more expensive than the 
Berry phase approach. We have computed the IR spectra from the dipole moments 
calculated using the Berry phase method implemented in CP2K. The results are 
presented in chapter 5. 
2.7 NMR basic concepts and computation.  
Nuclear Magnetic Resonance (NMR) spectroscopy is a widely used technique in the 
elucidation of chemical structures. It provides extremely valuable information about 
the electronic structure of materials because of its high sensitivity to the local 
environment of atoms. The central quantity of this technique is the chemical shift, δ, 
which has its origin in the influence that an external magnetic field exerts on atoms.  
When an external magnetic field 𝐵  is applied to a sample an electric current 𝐽 
arises due to orbital motions of electrons (for non-magnetic and insulating materials). 
This induced current 𝐽 is proportional to 𝐵 . In turn, the current 𝐽 produces a non-
uniform magnetic field59 defined as, 







The proportionality constant between the induced and the external uniform magnetic 
field is the shielding tensor: 
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The basic interactions in NMR are anisotropic, that is, dependent on the orientation 
with respect to the external magnetic field. Therefore, the shielding tensor is 
expressed in matricial form as follows60: 
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where the matrix elements ij are the i-component of the shielding tensor along the j-
axis. By diagonalization of the former matrix the three principal components 
(orientation dependent) of the shielding tensor can be obtained, 
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By convention the three principal components are assigned in the following way61: 
σ11 ⩽ σ 22 ⩽ σ 33 
where σ 11 is the least shielded and σ 33 the most shielded component tensor.  
The isotropic shielding is defined as the mean of the three principal axes of the 
shielding tensor (eq 2.74). In this way, the isotropic shielding is independent of the 
chosen reference frame59. 







Other useful quantities to describe the shielding tensor are the span (ꭥ) and skew (κ) 
defined by the Maryland group61,62 as: 
 2.75 
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The span describes the degree of the chemical shift anisotropy and the skew the axial 
symmetry of the shielding tensor. A graphical representation of these concepts is 
provided in Figure 2.9. 
 
Figure 2.9 Representation of the shielding tensor components of a hypothetical 
powder sample NMR spectrum. Depending on the axial symmetry of the shielding 
tensor the skew can take up values from -1 (σ22=σ33) to +1 (σ11=σ22), see equation 
2.76. 
The quantity that is accessible from experiments is the chemical shift, δ, which is the 
isotropic shielding with respect to some reference compound: 
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which is usually approximated59,60 as, 
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Similarly, the three components of the shielding tensor can be related to the three 
components of the chemical shift tensor, 
 
2.79 




For liquid samples only the δiso is experimentally accessible because the random 
molecular tumbling only allows to detect a time average of the chemical shift tensor. 
Thus, NMR spectra of liquids are characterized by well-defined and narrow peaks. 
For powder samples, however, broad and featureless lines are observed because the 
static average of all possible orientations is measured, not the time average. The 
behavior of liquids can be mimicked by spinning the powder sample at speeds of up 
to 70 kHz and at an angle θm of 54.74 with respect to the Bext. This technique is called 
Magic Angle Spinning (MAS)63–65 and θm is called magic angle (Figure 2.10). 
 
 
Figure 2.10. Representation of the magic angle spinning technique (MAS). a) Scheme 
showing the orientation and angle with respect to the external magnetic field 𝐵 . b) 
Comparison of a NMR spectrum obtained with and without MAS. 
In spite of its capabilities, the interpretation of the spectra is in many cases very 
complicated due to the complexity of the chemical systems (especially solid 





materials). It is there when the computational simulation of the chemical shift comes 
in as a complementary tool to aid in the elucidation of structures.  
Most modern implementations of the computation of NMR properties are based on 
regular DFT functionals. These implementations suffer from the so-called “gauge-
problem” due to the use of finite one-electron basis sets. In the Kohn-Sham 
Hamiltonian, instead of the magnetic field 𝐵, the related vector potential 𝐴 enters the 





The gauge origin problem arises because there can be different values of A (different 
choices in the origin) that yield the same magnetic field. There is no unique definition 
of A. But the shielding tensor only depends on 𝐵, so its expectation value must be 
independent of the choice of 𝐴. Then it is said that the magnetic field is gauge 
invariant. In normal implementations using finite basis sets this condition is never 
fulfilled. Until the mid-90s two fundamental ways of coping with this problem were 
available: the individual gauge for localized orbitals (IGLO)66,67 and gauge including 
atomic orbital (GIAO)68,69. Unfortunately those methods are not applicable to 
periodic systems and the calculation of the NMR parameters was performed using 
clusters70,71 as approximations to the periodic structure. 
In 1996, Mauri et al.72,73, introduced a new theory with which the NMR shieldings 
of condensed matter systems could be calculated using periodic boundary conditions. 
This approach was formalized for all-electron Hamiltonians and it was not until 2001 
with the introduction of the GIPAW method73 (Gauge Including Projector 
Augmented Wave) that it was actually coded and applied. From its name it is easy 
to guess that it is related to the PAW approach described in section 2.3.6. 
The first obvious drawback of pseudopotentials is that the form of the electronic 
wavefunction near the nucleus is completely neglected. NMR properties however 
require a detailed description of the electronic structure near the nucleus. This 





deficiency is dealt with by using the PAW method which reconstructs the all-electron 
wavefunction. Another drawback has to do with the aforementioned gauge problem, 
the PAW method does not preserve translational invariance in a uniform magnetic 
field. Analogous to the PAW method, a field dependent transformation operator τB 
is introduced in the GIPAW approach. This transformation operator imposes by 
definition the translational invariance as follows, 
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This approach is implemented in popular Quantum softwares like CASTEP, Wien2k, 
Quantum Espresso and VASP. We have used VASP because of its good 
performance. 
The absolute chemical shielding, σiso, is calculated directly with the above DFT 
codes. However, we have already mentioned that the experimentally available 
quantity is the chemical shift, δiso. Therefore, σiso has to be converted into δiso. One 
way to achieve this is to scale the calculated σiso with a reference according to 
equation 2.77. It means that the absolute shielding of a reference compound must be 
computed as well. There are at least two sources of errors that affect the accuracy of 
the prediction of the chemical shift: inaccurate structural models and limitations in 
the used DFT functionals74. A more statistically accurate but more computationally 
demanding method is to fit the calculated shieldings to experimental chemical shifts 
for a series of compounds to a linear regression model, mσiso+n. The predicted 
chemical shift is then given as 
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The more compounds included in the regression the better the cancellation of errors. 
Ideally, the slope, m, should equal 1 so that by extrapolation to zero δiso we get 
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Chemoselective reduction of nitrostyrene 
with non-noble metals  
 
3.1 Introduction 
The industrial production of pharmaceuticals, agrochemicals, dyes and pigments 
makes use of functionalized anilines as starting materials. The preferred method for 
the production of such functionalized anilines is the chemoselective hydrogenation 
of nitroarenes with heterogeneous catalysts1,2. Chemoselectivity in this particular 
reaction means reducing the nitro group without reducing other functional groups of 
the nitroaromatic molecule such as -CH=CH2, -Cl, -CO, etc. Figure 3.1 shows the 
desired product out of three possible outcomes of the hydrogenation of nitrostyrene. 
 
 
Figure 3.1 Chemoselective hydrogenation of 4-nitrostyrene. Only the nitro group is 
reduced, being aminostyrene the desired product. 




Catalysts based on Pt and Pd supported on active carbon, alumina and CaCO3 are 
probably the most frequently used. An example is the 1% Pt/C catalyst developed by 
Johnson-Matthey1 for halonitroarenes with which 99.3% selectivity at 100% 
conversion was achieved. Other catalysts such as Pt and Pd nanoparticles supported 
on carbon nanofibers3 performed well for chloronitrobenzenes but yielded somewhat 
lower selectivities for more challenging substituents such as_-CH=CHCOOEt. In 
fact, functional groups containing double and triple bonds such as C=C, and C=O 
are arguably the most demanding and, in most cases, require the catalysts to be 
tailored. On the one hand, organic or inorganic modifiers can be added to improve 
the selectivity or reduce the accumulation of undesirable intermediates like 
hydroxylamines. Typical modifiers to Pt-based catalysts are H3PO2, Pb and ZnX2 
(X=Be, I)1,4. Probably the best example is the Pt/C-H3PO2-V catalytic system which 
exhibits high selectivities for carbon-carbon triple bonds5,6. On the other hand, 
catalysts can also be modified by reducing the metal particle size. In this regard, the 
most important contribution was probably made by Corma et al.7 who reported 
selectivities up to 99.6% at 96% conversion for the hydrogenation of 3-nitrostyrene 
with noble metal based catalysts. These catalysts were prepared by dispersing Au on 
reducible oxides such as TiO2 and Fe2O38–11. By means of IR spectroscopy and 
computational methods12,13 it was shown that the high chemoselectivity achieved 
with Au/TiO2 stems from the geometry of adsorption of the reactant nitroarene. It 
adsorbs perpendicular to the catalyst surface in such a way that only the nitro group 
interacts with the metal oxide support. In this way, the other reducible groups are not 
accessible for hydrogenation. An important drawback of the Au/TiO2 catalysts is that 
gold hardly activates H2, which was overcome by introducing small amounts of Pt9. 
Platinum is highly active to dissociate the H2 bond so that the resulting bimetallic 
1.5%Au@0.01%Pt/TiO2 catalyst is also selective and an order of magnitude more 
active. Vilé et al.14 also reported high selectivities with ligand-capped platinum 
nanoparticles where the ligand controls the adsorption geometry favoring the 
interaction of the nitro group with the surface of the nanoparticle. The main 
drawback of these catalytic systems is that noble metals are expensive.  
Nowadays, the focus has been redirected toward the less expensive non-noble metals 
expecting them to achieve the same performance and eventually replace the noble 
metal based catalysts. Nanoparticles of Co3O4 and Fe2O3 stabilized on carbon and N-





Ni and Fe, usually supported on carbon-containing materials19–24 have been studied 
with promising results. It is clear that a great progress is taking place in the 
development of new catalysts for the chemoselective reduction of nitroarenes. 
Unfortunately, the same cannot be said when it comes to understanding the 
mechanism. Less attention has been paid to it and the few mechanistic studies on 
such materials usually rely on the classical macroscopic mechanism proposed by 
Haber in 189825 (see Figure 3.2). 
Haber’s mechanism comprises two main routes to convert nitrobenzene into aniline: 
the direct and the condensation (or indirect) routes. In the direct route, three 
successive hydrogenation steps convert nitrobenzene (Ph-NO2) into aniline. In this 
process, nitrosobenzene (Ph-NO) and phenylhydroxylamine (Ph-NHOH) are the key 
intermediates. In the condensation route, azoxybenzene (Ph-N=NO-Ph) forms by 
reaction between nitrosobenzene (Ph-NO) and hydroxylamine (Ph-NHOH). 





Figure 3.2 Proposed mechanisms for the hydrogenation of nitrobenzene. Direct and 
condensation routes described by Haber. 
 




Some research has been devoted to clarify aspects of the mechanism, always based 
or slightly modifying Haber’s scheme. For example, Gelder et al.26 concluded that 
Haber’s mechanism was incorrect since nitrosobenzene was not detected as a 
reaction intermediate in the direct route to aniline on Pd or Raney Ni catalysts.  
They proposed instead that Ph-NOH species was the true intermediate. On the other 
hand, Corma et al.27 showed that phenylhydroxylamine is formed when reducing 
nitrobenzene to aniline on Au/TiO2. Another factor that complicates the investigation 
of the mechanism is that, obviously, different types of catalysts and different 
experimental conditions will probably drive the reaction through different pathways. 
For example, nitrosobenzene has been observed on Raney Ni catalyst at low H2 
pressure26. Besides, Haber’s mechanism does not include all possible elementary 
steps. 
Some attempts have also been made using a theoretical approach. Based on DFT 
calculations Sheng et al.28 proposed that the most demanding step on the Pt(111) 
surface was breaking the N-O bond and that it had to be first activated by hydrogen 
transfer resulting in the following pathway: Ph-NO2 → Ph-NOOH→ Ph-N(OH)2 → 
Ph-NOH → Ph-NHOH → Ph-NH → Ph-NH2. Zheng et al.29 studied the reduction of 
nitrobenzene on the bimetallic Pd3Pt system but only considered the adsorption of 
nitrobenzene through the nitro group. Namely, the molecule is oriented normal to 
the surface and adsorbs only through the nitro group. Other works were limited to 
only the adsorption of nitroarenes and no mechanistic inquiry was undertaken. 
Again, due to the difficulty of postulating a general mechanism for current catalysts, 
the mechanism is still unclear, especially for non-noble metals based catalysts.  
In this chapter, we study the hydrogenation of nitrostyrene on different non noble 
metals surfaces aiming to shed light on the mechanism. The main purpose is to get a 
fundamental understanding of how the nature of the metal contributes or forces 
specific pathways. We will not take into account structural factors such as size, 
defects, etc. We begin with the adsorption of the reactant molecules and proceed 
with the detailed study of all possible elementary steps on Ni and Co. The best routes 
found are also studied on Cu and Pd. Finally, a presumably more efficient bimetallic 
catalyst is proposed based on the results obtained. 




3.2 Methods and models 
DFT calculations were performed using the PBE exchange-correlation functional 
within the generalized gradient approach (GGA)30,31 as implemented in the VASP 
code32. The valence density was expanded in a plane wave basis set with a kinetic 
energy cutoff of 450 eV, and the effect of the core electrons in the valence density 
was taken into account by means of the projected augmented wave (PAW) 
formalism33. All calculations are spin polarized. The atomic positions were 
optimized by means of the conjugate-gradient algorithm until atomic forces were 
smaller than 0.01 eV/Å. Transition state structures were located using the DIMER 
method34,35, and vibrational frequencies were calculated numerically. Dispersion 
energies were evaluated using the D3 Grimme’s method36,37 with the Becke-Johnson 
damping38. All energies reported in this chapter are the electronic energies with the 
D3 correction. The zero point energy correction (ZPE) has not been applied. 
However, the calculated Gibs free energies are summarized in appendix A. 
The catalyst surface was simulated by means of a supercell slab model. Previous to 
the construction of the supercells the bulk lattice constants were optimized so that 
the three lowest layers that are kept fixed represent the bulk material. The optimized 
unit cell lattice constants of the fcc structure corresponding to the bulk Ni, Co, Cu 
and Pd are shown in Table 3.1. 
 
Table 3.1. Experimental and optimized bulk lattice constants (Å) of the fcc unit cell. 
 Ni Co Cu Pd Pt 
Optimized 3.52 3.51 3.63 3.94 3.96 
Experimental 3.5039     3.5540,41 3.6039 3.8639 3.9139 
 
The slab model for each metal consists of five atomic layers oriented along the (111) 
plane, which is the most stable and preferentially exposed, separated by a vacuum 
region of 10 Å to avoid interaction between periodically repeated slabs. The size of 
the supercell slab was also large enough to avoid interaction between the periodically 
repeated adsorbates. Thus, nitrostyrene adsorption on the Co(111), Ni(111), Cu(111) 
and Pd(111) surfaces, the complete reaction mechanism for nitrobenzene 
hydrogenation, and the reaction of adsorbed oxygen and hydrogen atoms to form 
water, were investigated using a large 4×6 supercell slab containing 120 metal atoms 




as catalyst model. In this case, the integration in the reciprocal space was carried out 
at the Γ k-point of the Brillouin zone. Smaller 2×2 and 3x3 supercell slabs were used 
to model H2 dissociation on Co(111), Ni(111), Cu(111) surfaces, using a converged 
Monkhorst-Pack mesh of 8 x 8 x 1 k-points. During the geometry optimizations the 
atomic positions of the adsorbates and of the metal atoms in the two uppermost layers 
were allowed to fully relax, while the metal atoms in the three bottom layers were 
kept fixed at their bulk optimized positions. 
For each system, adsorption (Eads), activation (Eact) and reaction (Ereac) energies were 
calculated as: 
 
𝐸 = 𝐸(𝑠𝑙𝑎𝑏 + 𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒) − 𝐸(𝑠𝑙𝑎𝑏) − 𝐸(𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒) 3.1 
𝐸 = 𝐸(𝑇𝑆) − 𝐸(𝑅) 3.2 
 𝐸 = 𝐸(𝑃) − 𝐸(𝑅) 3.3 
 
where E(slab+adsorbate), E(slab) and E(adsorbate) are the total energies of the 
optimized M(1 1 1)+adsorbate complex, clean M(1 1 1) surface model and isolated 
adsorbate molecule, respectively. For each elementary step considered, E(R), E(TS) 
and E(P) are the total energies of the corresponding reactant complex, transition state 
and product, respectively.  
3.3 Adsorption of nitrostyrene 
Nitrostyrene can adsorb on the metal surface with two different orientations: parallel 
(P) and normal (N) to the surface. In the parallel adsorbed state, all the functional 
groups are able to interact with the catalyst surface while in the normal orientation 
only the nitro group is close enough to form chemical bonds with the surface metal 
atoms. The optimized structures of the adsorption states of nitrostyrene on Ni(111), 
Co(111), Cu(111) and Pd(111) are shown in Figure 3.3.  
In the parallel adsorption on Ni(111) and Co(111) the molecule is located above the 
surface plane with optimized Ni-O and Co-O distances of ~2.0 Å, and Ni-C and Co-
C distances between 2.00 and 2.32 Å. The M-C interactions lead to an expansion of 
the aromatic ring, with the C=C bond lengths increasing by ~0.05 Å. The C=C bond 




of the vinyl group is also elongated 0.1 Å, and both N-O distances increase by 0.9 Å 
as compared with the gas phase or isolated molecule, and the H atoms are tilted away 
from the aromatic ring plane by ~23°. On Pd(111), however, the nitro group does 
not interact with the metal and the shortest Pd-O distances are as long as 3.20 and 
3.46 Å. The C=C bond lengths of the aromatic ring and of the vinyl group undergo 
a similar increase of 0.05-0.10 Å, and the H atoms are tilted ~22º from the aromatic 
ring plane. These modifications in the geometry indicate a change of hybridization 
of the vinyl and phenyl C atoms from sp2 to sp3 in the chemisorbed state. The 
calculated interaction energies are large in all cases, -74 kcal/mol on Ni(111) and 
Co(111), and -61 kcal/mol on Pd(111) (Table 3.2). The behavior of Cu(111) is 




Figure 3.3 Optimized geometry of nitrostyrene adsorbed on M(111) surfaces in normal (N) 
and parallel (P) orientation. Ni, Co, Pd, Cu, C, N, O and H atoms are depicted as green, 
purple, eastern blue, maroon, gray, blue, red and white balls, respectively.   
In the normal geometry, the molecule adsorbs on-top site with both O atoms of the 
nitro group bonded to two surface metal atoms (Figure 3.3). The M-O distances are 
somewhat shorter than in the parallel geometry, 1.96 Å on Ni(111) and Co(111), 2.0 
Å on Cu(111) and 2.31 Å on Pd(111). The geometrical parameters of the aromatic 
ring and the vinyl group do not change as compared with the isolated molecule but 




the N-O bond length increases 0.05 Å on Ni(111), Co(111) and Cu(111), and 0.02 Å 
on Pd. The calculated interaction energies for the normal adsorption are clearly lower 
than for the parallel geometry, ~ -30 kcal/mol on Ni(111) and Co(111) and ~ -20 
kcal/mol on Cu(111) and Pd(111) (Table 3.2). The significant difference in the 
calculated adsorption energies for the horizontal and normal configurations reflect 
the fact that in the latter geometry only the formation of M-O bonds contributes to 
the adsorption energy. However, in the parallel geometry three types of interactions 
contribute, namely, the formation of M-O bonds (except in Pd(111)), the formation 
of C-M bond (aromatic and vinyl, except in Cu(111)), plus the dispersion 
interactions. 
 
Table 3.2 Adsorption energies of nitrostyrene on clean, O-covered and H-covered M(111) 
surfaces in parallel and normal orientation. DFT-D3 interaction energies are given in 
kcal/mol. 
Orientation  H atoms  O atoms Ni Co Cu Pd 
Parallel 
0 0 -74.0 -73.9 - -61.1 
0 6 -63.5 -69.9 - - 
0 12 -39.3 -45.1 - - 
 6 0 -69.8 -70.7 - - 
 12 0 -59.2 -62.4 - - 
Normal 
0 0 -29.9 -33.1 -23.7 -20.8 
0 6 -31.9 -34.6 -27.1 - 
0 12 -33.1 -35.9 - - 
 6 0 -30.1 -32.3 -23.4 - 
 12 0 -29.8 -33.2 -24.1 - 
 
Taking into account the oxophylic nature of the non-noble metals and the possibility 
that they are partly oxidized even under reaction conditions, we have considered the 
possible effect of the H* and O* adatoms on the adsorption of nitrostyrene. The 
presence of additional O atoms on the catalyst surface weakens the chemisorption of 
the aromatic ring and, as a consequence, the calculated interaction energies for the 




parallel adsorption continuously decrease in Co(111) and Ni(111) with increasing 
number of co-adsorbed O atoms. In contrast, the interaction energies obtained for 
the normal orientation remain constant in Co(111), Ni(111) and Cu(111), indicating 
that this adsorption geometry might become competitive at large degree of O 
coverage. A similar effect is observed for the H-covered surfaces, the calculated 
interaction energies in the parallel adsorption decrease in Co(111) and Ni(111) as 
the number of co-adsorbed H atoms increase and remain practically constant for the 
normal adsorption in Co(111), Ni(111) and Cu(111). The decrease of the interaction 
energy in the parallel adsorption due to H adatoms is less marked, however, 
compared with the O adatoms. 
3.4 Reaction network 
By taking nitrobenzene and styrene as model molecules we have studied the 
reduction of the nitro group and the C=C bond separately on 4x6 supercell models. 
The first step in the reaction network, step 1, is the initial dissociation of H2, 
described in Section 3.5. Steps 2 and 3 represent the hydrogenation of the C=C bond 
of styrene, studied in section 3.6. The main elementary steps in the mechanism of 
nitrobenzene hydrogenation to aniline catalyzed by metal M(111) surfaces are 
summarized in reactions 4-18, and the results obtained on Ni(111), Co(111), Pd(111) 
ad Cu(111) are discussed in sections 3.7, 3.8 and 3.10. Some relevant steps (19, 20 
and 21) of the condensation route on Ni(111) and Co(111) are studied in section 3.9, 
and the formation of water (steps 22 and 23) is studied in section 3.11. 
 
H2* ↔ 2H*   (1) 
Ph-CH=CH2* + H* ↔ Ph-CH-CH3*   (2) 
Ph-CH-CH3* + H* ↔Ph-CH2-CH3*   (3) 
Ph-NO2* + H* ↔ Ph-NOOH*       (4) 
Ph-NOOH* + H* ↔ Ph-N(OH)2*  (5) 
Ph-N(OH)2* ↔ Ph-NOH* + OH*   (6) 
Ph-NOOH* ↔ Ph-NOH* + O* (7) 
Ph-NOH* ↔ Ph-N* + OH*   (8) 
Ph-NOH* + H* ↔ Ph-NHOH*   (9) 




Ph-N* + H* ↔ Ph-NH*       (10) 
Ph-NH* + H* ↔ Ph-NH2*        (11) 
Ph-NHOH* ↔ Ph-NH* + OH*  (12) 
Ph-NO2* ↔ Ph-NO* + O*          (13) 
Ph-NO* + H*↔ Ph-NOH*         (14) 
Ph-NO* + H*↔ Ph-NHO* (15) 
Ph-NO* ↔ Ph-N* + O*    (16) 
Ph-NHO* ↔ Ph-NH* + O* (17) 
Ph-NHO* + H*↔ Ph-NHOH* (18) 
Ph-NO* + Ph-N* ↔ Ph-N-NO-Ph* (19) 
Ph-N* + Ph-N* ↔ Ph-N-N-Ph* (20) 
Ph-N-N-Ph* + O* ↔ Ph-N-NO-Ph*  (21) 
O* + H* ↔ OH* (22) 
OH* + H* ↔ H2O* (23) 
 
Every time we refer to a step, mechanism or optimized structure as parallel, the 
intermediates involved are interacting with the surface through all functional groups. 
Similarly, normal (to the surface) means that the structures involved are interacting 
with the surface only through the nitro group (M-N or M-O bonds). The asterisk 
superscript means that the species is adsorbed on the metal (111) surface. These steps 
will be used for all metals and the numbering will be the same throughout the chapter, 
that is, step 4 will always refer to Ph-NO2 + H* ↔ Ph-NOOH regardless of the metal 
surface and the orientation of the molecule (parallel or normal). Moreover, transition 
states structures will be labeled according to the elementary steps they belong to. 
The letter P means parallel and N means normal. For example, P-TS1 is the transition 
state of step 1 with parallel orientation, N-TS2 the transition state of step 2 with 
normal orientation and so on. 
3.5 Activation of H2 on Ni(111), Co(111) and Cu(111) 
As described in the literature, adsorption of H2 on Pt and Pd catalysts is assumed to 
be dissociative42–44, and therefore we have only calculated the reaction pathway for 




H2 dissociation on Co(111), Ni(111) and Cu(111) surface models. The activation and 
reaction energies at different coverages are summarized in Table 3.3. The coverage 
is calculated as the number of adsorbates divided by the number of metal atoms on 
the surface. 
The activation of the H2 molecule on the Ni(111) and Co(111) surfaces at low 
coverage (𝜃 = 0.22 ML) is a two-step mechanism: adsorption and subsequent 
dissociation into two H adatoms. The most stable adsorption site of the molecular H2 
is on-top position for Ni(111) and Co(111) as shown in Figure 3.4. Every attempt to 
find a minimum structure on an hcp, fcc, or bridge site failed; H2 was always dragged 
to the nearest Ni or Co atom. The H-H bond length increases from 0.78 Å in the gas 
phase to 0.88 Å on Ni(111) and to 0.91 Å on Co(111) in the physisorbed state, 
indicating a certain degree of activation. Conversely, on Cu(111) the H2 molecule 
remains physisorbed at a distance of 3.5Å from the surface with the same H-H bond 
length as in the gas phase. 
 
Table 3.3 Calculated adsorption (Eads), activation (Eact) and reaction (Ereac) energies for the 
dissociation of H2 on M(111) surfaces at four coverages (𝜃). Energies are given in kcal/mol.
𝜃 (ML) 0.22 0.44 0.66 0.88 1.1 
Ni 
Eads(H2) -9.6 -8.3 -8.7 -6.3 - 
Eact 1.4 1.3 0.9 0.6  4.2 
Ereac -19.3 -20.3 -20.3 -28.9 -11.3 
Co 
Eads(H2) -10.9 -8.7 -9.1 -4.8   - 
Eact 0.6 0.6 0.5 7.4  4.1 
Ereac -19.6 -19.7 -20.4 -20.3 -1.3 
Cu 
Eads(H2) -1.7 - -0.6 - - 
Eact 6.9 7.1 7.8 16.2 21.7 
Ereac -13.5 -13.7 -12.7 -4.8 21.4 
 








Figure 3.4. Optimized geometry of reactant (R), transition state (TS) and product (P) 
structures (a) and calculated energy profile (b) for H2 adsorption and dissociation on clean 
Co(111) (purple), Ni(111) (green) and Cu(111) (orange) surfaces at 0.22 coverage. 
The dissociation of the H-H bond occurs with activation energies of ~1 kcal/mol on 
both Ni(111) and Co(111) (Figure 3.4 and Table 3.3) through a transition state where 
the H-H bond length is elongated to 1.1 Å on Ni(111) and to 1.2 Å on Co(111). On 
Cu(111), however, the dissociation occurs on a bridge site with a H-H bond length 
of 0.94 Å and the barrier required to reach this transition state is 6.9 kcal/mol. This 
higher value compared with Ni(111) and Co(111) is, at least in part, a consequence 
of the lack of activation of the H-H bond in the physisorbed state.  
After dissociation on Ni(111) and Co(111), ~20 kcal/mol are released and the two H 
atoms occupy hcp and fcc hollow sites (Figure 3.4). On Cu(111), this step is less 
exothermic, only -4.9 kcal/mol are released and the hcp and fcc hollows are also the 
preferred adsorption site for atomic H (Figure 3.4). We could not find minima 
corresponding to the adsorption of atomic H on the bridge or top sites for any of the 
three M(111) surfaces. The relative energies of the hollow fcc and hcp sites, 
summarized in Table_3.4, show that the interaction of Cu(111) with H is 
significantly less favorable than Ni(111) and Co(111). The diffusion of adsorbed 
atomic H to an empty hcp or fcc site is very fast on all the three surfaces because the 
diffusion barrier is only 2.3 kcal/mol.  




We have also considered the effect of coverage on the chemisorption and activation 
energies (Table 3.3). The energy of adsorption of H2 on top site is very similar at 
coverage 0.22 and 0.66 and then decreases at coverage 0.88 on Ni(111) and Co(111). 
At coverage 1.1 the H2 molecule chemisorbs neither on Ni(111) nor on Co(111). The 
activation energies are always higher on Cu(111) compared with Ni(111) and 
Co(111), see Table 3.3 and Figure 3.5a. It increases significantly to 21.7 kcal/mol 
after being constant at around ~7 kcal/mol until coverage 0.66. On Ni(111) and 
Co(111) the activation energies remain nearly constant up to coverage 0.66, then it 
slightly increases on Co(111). Notice how the Eact finally increases on Ni(111) at 
coverage 1.1 while decreases on Co(111). The reason why these two values are 
similar at coverage 1.1 is because the transition states are also similar on Ni(111) 
and Co(111). The H2 molecule dissociates on top of a metal atom coming directly 
from the gas phase. This step at coverage 1.1 is significantly less exothermic, 
especially on Co(111), see Figure 3.5b.  
 
 
Figure 3.5 Dependence of the activation a) and reaction b) electronic energies with coverage. 
Energy values are included in Table 3.3. 
 





Figure 3.6. Optimized structures of the most stable adsorption sites and some H-pairs 
representing lateral interactions. Interaction energies are shown in Tables 3.4 and 3.5. 
 




Table 3.4 Relative energies of the most stable adsorption sites with respect to the energy of 
1 slab +½ H2.. The optimized geometries are shown in Figure 3.6. 
Species Ni Co Cu 
H-fcc -13.7 -13.7 -4.3 
H-hcp -13.4 -13.0 -3.8 
 
Table 3.5 Interaction energies of H-pairs representing lateral interactions on the M(111) 
surface. The interaction energies are calculated as the difference between the optimized pair 
and the sum of the relative energies of the two corresponding H-fcc and/or H-hcp structures 
(Table 3.4). Geometries are shown in Figure 3.6.  
Species Ni Co Cu 
2H fcc-hcp 1NN 4.6 7.9 8.0 
2H fcc 1NN -0.8 1.4 1.7 
2H hcp 1NN -0.2 1.6 1.8 
2H fcc-hcp 2NN -0.9 0.2 1.1 
 
 
Finally, the lateral interactions of H pairs, shown in Table 3.5, help rationalize why 
the activation energy increases so much on Cu(111) compared with Ni(111) and 
Co(111). Figure 3.6 shows the optimized structures. Notice how the interaction of 
two H atoms in first-nearest-neighbor hcp and fcc sites (2H-1NN-fcc-hcp) is not 
favorable for any metal. As the two H atoms separate from each other the interaction 
becomes favorable for Ni(111) but still unfavorable for Co(111) and Cu(111). The 
interaction energies are similar for Co(111) and Cu(111) and always less favorable 
than Ni(111). As a consequence, an increase of the coverage of the Cu(111) and 
Co(111) surfaces will result in an increase of the system energy. Notice that 
dissociation of H2 on Cu(111) at coverage >1 is very endothermic (Table_3.3). These 
results indicate that Ni (111) and Co(111) surfaces activate molecular H2 very 
effectively while Cu(111) is expected to be significantly less active. Also notice, that 
at high coverage Co will probably perform slightly worse than Ni. 




3.6 Reduction of the vinyl group on Ni(111) and Co(111) 
The reduction of the vinyl C=C bond is the main competitor of the selective 
hydrogenation of the nitro group. To investigate this reaction styrene was used as 
substrate model, as an approximation to using nitrostyrene. The calculated reaction 
and activation energies are summarized in Table 3.6 and the energy profile is shown 
in Figure 3.7. The optimized geometries of all structures involved in the mechanism 
are shown in Figure 3.8. It is obvious that styrene only adsorbs parallel to the surface 
and thus this is the orientation for the mechanism in this section. Both Ni(111) and 
Co(111) are included. This reaction was not studied on Cu(111) because nitrostyrene 
does not adsorb parallel to the surface (see section 3.3).  
 
Table 3.6 Calculated reaction and activation energies of the reduction of styrene on the 
Ni(111) and Co(111) surfaces. All energies are given in kcal/mol. 
No Step 
Ni Co 
Ereac Eact Ereac Eact 
2 Ph-CH=CH2* + H* ↔ Ph-CH-CH3* 6.1 15.5 8.5 16.8 
3 Ph-CH-CH3* + H* ↔Ph-CH2-CH3*  6.8 15.5 2.4 11.3 
 
The initial reactant system consists of one styrene molecule adsorbed on the metal 
surface together with two H atoms occupying hollow positions. This is a fairly simple 
reaction with only two elementary steps, two hydrogen transfers to the C=C carbon 
atoms (steps 2 and 3). In all optimized structures, both minima and transition states, 
the aromatic ring remains approximately with the same adsorption geometry, with 
all C atoms directly interacting with surface metal atoms. On both Ni(111) and 
Co(111) the C=C bond length of the vinyl group increases from 1.42 Å in the 
adsorbed styrene to 1.45 Å in TS2. Subsequently, it increases even more to 1.52_Å 
in Ph-CHCH3 as well as in TS3 and in the ethylbenzene product. The optimized length 
of the C-H bond being formed in TS2 is 1.39 Å, and 1.50 Å in TS3. Both steps are 
energetically similar, slightly endothermic (~6-7 kcal/mol for both H transfers) and 
involving activation energy barriers of ~15 kcal/mol on both metals.  
 
 





Figure 3.7 Calculated energy profile for the hydrogenation of the C=C bond in styrene 
on the Ni(111) (green) and Co(111) (purple) surfaces. The zero energy level corresponds 





Figure 3.8 Optimized geometries of minima and transition states involved in the 
hydrogenation of styrene on Ni(111) (top) and Co(111) (bottom) surfaces. Ni, Co, C, N, 




O and H atoms are depicted as green, purple, gray, blue, red and white balls. 
 
The main difference found between Ni(111) and Co(111) is that the adsorption and 
relative energies of all intermediates are lower on Co(111) by ~ 10 kcal/mol. 
Desorption of the ethylbenzene product from the Co(111) surface is endothermic by 
37.9 kcal/mol and by 50.4 kcal/mol from the Ni(111) surface. Therefore, once 
formed, ethylbenzene will desorb faster from Co(111). 
3.7 Reduction of the nitro group on Ni(111). Direct Route. 
The reduction of the nitro group is the target reaction and the one that should be 
favored in order to obtain high selectivity. The study of this reaction was carried out 
using nitrobenzene as reactant molecule. We will see that the effect of the 
oxophilicity of Ni is so significant that the conclusions might as well be valid for 
other arenes with similar functional groups.   
3.7.1 Parallel pathways 
The calculated activation and reaction energies for the reduction of nitrobenzene 
adsorbed in a parallel orientation are summarized in Table 3.7. The calculated energy 
profiles are shown in Figure 3.9. The optimized geometries of the intermediate and 
transition state structures involved are depicted in Figure 3.10.  
 
Table 3.7 Calculated reaction and activation energies for all elementary steps of the reduction 





4 Ph-NO2 + H* ↔ Ph-NOOH      0.1 20.0 
5 Ph-NOOH* + H* ↔ Ph-N(OH)2  9.5 20.2 
6 Ph-N(OH)2 ↔ Ph-NOH* + OH* -34.2 4.6 
7 Ph-NOOH* ↔ Ph-NOH + O* -26.2 9.2 
8 Ph-NOH* ↔ Ph-N + OH* -34.5 4.4 
9 Ph-NOH + H* ↔ Ph-NHOH*   -1.2 24.4 
10 Ph-N* + H* ↔ Ph-NH*   -5.9 23.1 




Table 3.7 Calculated reaction and activation energies for all elementary steps of the reduction 





11 Ph-NH* + H* ↔ Ph-NH2*       -1.4 23.5 
12 Ph-NHOH* ↔ Ph-NH* + OH*  -39.3 10.4 
13 Ph-NO2 ↔ Ph-NO* + O*         -32.2 10.6 
14 Ph-NO* + H*↔ Ph-NOH*  6.1 16.9 
15 Ph-NO* + H*↔ Ph-NHO* -1.4 19.7 
16 Ph-NO* ↔ Ph-N* + O*    -30.0 11.7 
17 Ph-NHO* ↔ Ph-NH* + O* -34.5 8.6 




Figure 3.9 Calculated energy profile of the parallel pathways for nitrobenzene reduction over 
Ni(111) surface. The zero energy level corresponds to the sum of the absolute energies of the 
Ni slab + 3H2 + Nitrobenzene. 
 






Figure 3.10 Optimized geometries of minima and transition states involved in the parallel 
pathway of nitrobenzene hydrogenation on Ni(111) surface. Ni, C, N, O and H atoms are 
depicted as green, gray, blue, red and white balls. 
 




The reaction starts with H transfer to one of the O atoms of the nitro group leading 
to the formation of Ph-NOOH (step 4). The O-H distance in the transition state 
structure is 1.49 Å and the other N-O bond is elongated from 1.32 to 1.37 Å. The 
calculated activation and reaction energies are 20.0 and 0.1 kcal/mol respectively. In 
principle, there are three possible steps starting from Ph-NOOH; H transfer to the 
second O atom of the nitro group to form Ph-N(OH)2 (step 5), direct N-OH bond 
breaking to form nitrosobenzene, and N-O bond breaking to form Ph-NOH 
(step 7).  
The activation and reaction energies for the second H transfer to Ph-NOOH are 20.2 
kcal/mol and 9.5 kcal/mol respectively (step 5). The reason why this step is 
considerably less favorable thermodynamically than the first H transfer is related to 
the stability of Ph-N(OH)2. This intermediate is anchored to the surface only through 
the aromatic ring since both Ni-O bonds have been broken. 
The optimized N-O bond lengths in Ph-N(OH)2 are 1.43 Å, indicating that both N-O 
bonds have been activated and could be more easily broken in the next elementary 
step (step 6) to yield Ph-NOH (Figure 3.10). The calculated activation energy of step 
6 is indeed much lower, 4.6 kcal/mol, and the process is clearly exothermic, -34.0 
kcal/mol, despite a strong N-O being broken. The optimized N-O and Ni-O bond 
lengths in the transition state P-TS6 are 1.70 and 2.06 Å, respectively. The 
simultaneous formation of a stable Ni-O bond as the OH group is released from 
Ph-N(OH)2 overcompensates the energy required to dissociate the N-O bond. This 
is not unexpected taking into account the oxophilic character of Ni. In fact, the 
activation of the second O by hydrogen transfer is not even necessary.  
The N-O bond of Ph-NOOH can be broken directly through the transition state 
P-TS7 obtaining the same intermediate Ph-NOH. The calculated activation energy 
of this process is 9.2 kcal/mol (step 7), significantly lower than that of step 5. Similar 
to the previous N-OH cleavage, this step is also very exothermic (-26.2_kcal/mol). 
There are again two possible elementary steps from Ph-NOH: 1) N-O bond breaking 
(step 8) leading to Ph-N and an adsorbed hydroxyl or 2) H transfer to the N atom to 
obtain Ph-NHOH, according to step 9. Here again, the activation energy to break the 
N-O bond (4.4 kcal/mol) is much lower than that needed to transfer a H atom to N 
(24.4 kcal/mol). Moreover, the former process is very exothermic (-34.5 kcal/mol) 
while the latter is almost thermoneutral (-0.9 kcal/mol). The global energy profile 




plotted in Figure 3.9 shows the higher stability of the Ph-N intermediate, which can 
be explained by the large contribution to the energy of the Ni-OH bond formed. Two 
successive hydrogen transfers (steps 10 and 11) to the N atom will complete the 
mechanism and yield aniline adsorbed on the surface through the intermediate Ph-
NH. Both of them involve activation energies of 23.1 and 23.5 kcal/mol, similar to 
the H transfer to the N atom of step_9. Moreover, Ph-NH can also be formed by 
direct dehydroxylation of Ph-NHOH releasing -39.3 kcal/mol and involving an 
activation energy of 10.4 kcal/mol (step 12). 
So far, we have described pathways that lead to the formation of aniline, but 
nitrosobenzene does not participate in any of them. There should be at least one 
elementary step involving nitrosobenzene as intermediate since it has been detected 
experimentally and proposed as reaction intermediate in Ni nanoparticles45. We have 
already discussed that due to the oxophylic nature of Ni it was feasible to break the 
N-O bonds in steps 6, 7, 8 and 12 even without previously being activated by H 
transfer to the O atom in the case of step 7. Therefore, we also considered the 
formation of nitrosobenzene (Ph-NO) by directly breaking one the two N-O bonds 
from nitrobenzene. Interestingly, the calculated activation energy for this process 
(step 13), 7.1 kcal/mol, is much lower than that found for the hydrogenation step 4, 
and the reaction is highly exothermic. The set of elementary steps following the 
formation of nitrosobenzene are similar to those described so far. Hydrogenation of 
either the O or the N atom of nitrosobenzene, steps 14 and 15, respectively, are 
slightly endothermic and involve activation energies of 17.0 and 19.7 kcal/mol, 
while direct dissociation of the N-O bond yielding the previously described Ph-N 
intermediate is clearly exothermic and involves a lower activation barrier of 
14.0 kcal/mol. Finally, steps 17 and 18 also constitute an example of how the 
mechanism can be split again in two directions from Ph-NHO with either H-transfer 
or N-O bond breaking.  
3.7.2 Normal pathways 
We have found that the activation energy of the rate-determining steps for the 
reduction of the nitro group with a parallel orientation is relatively high (>20 
kcal/mol). Also, we saw that the hydrogenation of the vinyl group is faster, with 
activation energies of ~14 kcal/mol.  The study of the mechanism of the reduction of 




nitrobenzene adsorbed in a normal orientation will help rationalize the performance 
of some Ni and Co based catalysts21. 
We will use the same elementary steps described for the parallel pathways, except 
for the fact that in the normal orientation the aromatic ring is not interacting with the 
Ni(111) surface. The electronic energy profile is shown in Figure 3.11, and all 
optimized structures of the intermediates and transition states are depicted in Figures 
3.12 and 3.13. 
 
Table 3.8 Calculated reaction (Ereac) and activation (Eact) energies for all elementary steps of 
the reduction of nitrobenzene on Ni(111) surface with normal geometries. All energies are 




4 Ph-NO2 + H* ↔ Ph-NOOH (B)     -0.1 24.9 
5 Ph-NOOH* + H* ↔ Ph-N(OH)2*  6.3 19.5 
6 Ph-N(OH)2 ↔ Ph-NOH* + OH* -34.4 8.2 
7 Ph-NOOH* ↔ Ph-NOH + O* -29.7 4.6 
8 Ph-NOH* ↔ Ph-N + OH* -47.1 0.2 
9 Ph-NOH + H* ↔ Ph-NHOH*   3.5 28.5 
10 Ph-N* + H* ↔ Ph-NH*   12.1 25.8 
11 Ph-NH* + H* ↔ Ph-NH2*       -4.4 19.3 
12 Ph-NHOH* ↔ Ph-NH* + OH*  -38.5 8.0 
13 Ph-NO2* ↔ Ph-NO* + O*         -31.8 8.3 
14 Ph-NO* + H*↔ Ph-NOH*  2.0 22.3 
15 Ph-NO* + H*↔ Ph-NHO* 0.4 20.9 
16 Ph-NO* ↔ Ph-N* + O*    -46.7 4.3 
17 Ph-NHO* ↔ Ph-NH* + O* -35.0 2.6 









Figure 3.11 Calculated energy profile of the normal pathways for nitrobenzene reduction 
over Ni(111) surface. The zero energy level corresponds to the sum of the absolute energies 
of the Ni slab + 3H2 + Nitrobenzene. For clarity step 8 has been omitted. 
 
Following the same order as in the parallel adsorption, we see in Table 3.8 that the 
activation energy for step 4 is 24.9 kcal/mol. Ph-NOOH is significantly less stable 
than Ph-NO2. Initially, there are two Ni-O bonds in the adsorbed Ph-NO2 but after 
step 4 the only interaction of the molecule with the surface is through one Ni-O bond. 
Therefore, before step 5 can take place, Ph-NOOH has to rearrange to a more stable 
geometry with additional points of interaction with the surface. This is found in 
variant B of Ph-NOOH (Figure 3.12) where the N atom is also anchored to a Ni atom 
with which the relative energy is significantly lowered by around 25.1_kcal/mol. 
Another factor that contributes to the decrease of the energy is the orientation of the 
aromatic ring. Because the aromatic ring is closer to the surface, the contribution 
from the Van der Waals correction is 11.6 kcal/mol higher in Ph-NOOH (B) than in 
Ph-NOOH (A), that is, approximately half of the contribution. 
The next logical step is a completely horizontal alignment of Ph-NOOH (B) with 
respect to the surface. That would produce a further decrease in energy of 16 
kcal/mol and drive the intermediate to a parallel geometry. Thus, this step becomes 
a potential crossing point from the normal to the parallel mechanism. Although very 
likely on a clean surface, this is not expected to occur under reaction conditions 




because of the lack of empty sites to allow the formation of Ni-C bonds. Therefore, 
we proceeded to explore the following steps. After the second H-transfer (step 5), 
the most likely event involves the breaking of one of the N-O bonds of Ph-N(OH)2 
(step 6). This is a very fast and exothermic process with an activation energy of 8.2 
kcal/mol and a reaction energy of -34.4 kcal/mol (due to the formation of two Ni-O 
bonds). 
Now, similar to the parallel route, the formation of nitrosobenzene occurs easily from 
nitrobenzene (step 13). The activation energy is only 8.3 kcal/mol and an important 
amount of energy (~ -31.8 kcal/mol) is released. Further dissociation of the N-O 
bond in Ph-NO yielding the Ph-N intermediate is also favored in the normal 
orientation, since the activation energy for step 16 drops to 4.3 kcal/mol and the 
reaction is exothermic by -43.7 kcal/mol. The calculated activation energies for steps 
7, 8, 12 and 17 involving N-O bond breaking are also very low (<5 kcal/mol) in the 
normal pathway, while the activation barriers for hydrogen transfer steps are similar 
to those found in the parallel pathways, around 20 kcal/mol.  Notice, however, that 
the first H transfer to Ph-N intermediate generating Ph-NH is endothermic in the 
normal pathway (12.1 kcal/mol versus -5.9 kcal/mol in the parallel route), probably 
due to the aromatic ring having H atoms too close to the surface (Figure 3.12). 
In conclusion, the same trend observed in the parallel route is also found here. The 
preferred pathway for the reduction of nitrobenzene on Ni(111) with both parallel 
and normal orientations seems to involve four steps: the formation of nitrosobenzene 
Ph-NO as a primary reaction intermediate, its subsequent deoxygenation yielding a 
stable Ph-N species, and two consecutive hydrogen transfers to N to finally produce 
aniline. The two last steps are the most demanding. It is also worth noticing that 
every time a N-O bond is broken either an O atom or a OH group is released. These 
species occupy the same fcc and hcp hollow sites as H. Therefore, they have to be 
removed in order to avoid catalyst poisoning and guarantee continuous adsorption 
of H2 and nitroarene. The removal of O and OH can be achieved by reaction with the 
adsorbed H atoms, forming and subsequently desorbing H2O.  







Figure 3.12 Optimized geometries of minima and transition states involved in the normal 
pathway of nitrobenzene hydrogenation on Ni(111) surface. Ni, C, N, O and H atoms are 
depicted as green, gray, blue, red and white balls. 
 
 





Figure 3.13 Optimized geometries of minima and transition states involved in the normal 
pathway of nitrobenzene hydrogenation on Ni(111) surface. Ni, C, N, O and H atoms are 
depicted as green, gray, blue, red and white balls. 
 
3.8 Reduction of nitro group on Co(111). Direct route. 
The same reaction network used to study the reduction of nitrobenzene on the 
Ni(111) surface has been considered on Co(111) as well. For consistency, the order 
of the elementary steps is the same. 
3.8.1 Parallel pathways 
The calculated activation and reaction energies of all elementary steps are 
summarized in Table 3.9. The calculated energy profiles are shown in Figure 3.14. 
The optimized geometries of the intermediate and transition state structures involved 








Table 3.9 Calculated reaction (Ereac) and activation (Eact) energies for all elementary steps of 
the reduction of nitrobenzene on Co(111) surface with parallel geometries. All energies are 




4 Ph-NO2 + H* ↔ Ph-NOOH      5.7 17.5 
5 Ph-NOOH* + H* ↔ Ph-N(OH)2*  11.7 21.5 
6 Ph-N(OH)2 ↔ Ph-NOH* + OH* -45.4 3.4 
7 Ph-NOOH* ↔ Ph-NOH + O* -37.8 6.8 
8 Ph-NOH* ↔ Ph-N + OH* -52.1 1.6 
9 Ph-NOH + H* ↔ Ph-NHOH*   2.4 26.7 
10 Ph-N* + H* ↔ Ph-NH*   1.1 24.5 
11 Ph-NH* + H* ↔ Ph-NH2*       4.5 26.3 
12 Ph-NHOH* ↔ Ph-NH* + OH*  -53.4 10.0 
13 Ph-NO2* ↔ Ph-NO* + O*         -45.1 5.2 
14 Ph-NO* + H*↔ Ph-NOH*  13.0 22.2 
15 Ph-NO* + H*↔ Ph-NHO* 5.6 22.5 
16 Ph-NO* ↔ Ph-N* + O*    -43.3 14.3 
17 Ph-NHO* ↔ Ph-NH* + O* -47.8 6.9 
18 Ph-NHO* + H*↔ Ph-NHOH* 9.7 21.2 
 
The first obvious observation when looking at the energy profile in Figure 3.14 and 
the reaction and activation energies in Table 3.9 is that steps 6, 7, 8, 12, 13, 16 and 
17 are very exothermic and have lower activation barriers, while the rest of steps are 
rather thermo-neutral and are much more highly activated. The energy profile is 
remarkably similar to that of nitrobenzene reduction on Ni(111). 
 
 





Figure 3.14. Calculated energy profile of the parallel pathways for nitrobenzene reduction 
over Co(111) surface. The zero energy level corresponds to the sum of the absolute energies 
of the Co slab + 3H2 + Nitrobenzene. 
 
The mechanism starts with the formation of Ph-NOOH with an activation energy of 
17.5 kcal/mol. In the transition state (P-TS4 in Figure 3.15) the aromatic ring remains 
anchored to three Co atoms but one of the Co-O bonds has been completely broken 
while the O-H bond being formed has a length of 1.43 Å. In Ph-NOOH the angle 
Co-N-OH is 123°. The other O-N-O, Co-N-C, Co-N-O, C-N-O angles lie between 
101° and 108°. Thus, N is trying to adopt a tetrahedral geometry but the repulsion 
caused by the H oriented toward the surface forces the O atoms to tilt away from the 
surface. In terms of relative energy, this intermediate is 5.5 kcal/mol less stable than 
Ph-NO2. 
Step 5 also consists of a hydrogen transfer to the second O atom of the -NOOH 
group. It requires an even higher activation energy, 21.5 kcal/mol. Although the Co-
O bond is not completely broken its length increases from 1.96 to 2.16 Å in the 
transition state (P-TS5 in Figure 3.15). Moreover, the Co-N distance is elongated by 
0.11Å. The two main bonds of the nitro group with the surface are thus destabilized. 
The resulting intermediate Ph-N(OH)2 is bonded to the surface only through the 
aromatic ring and through a Co-N bond with a length of 2.1 Å which might explain 




why it is 17.3 kcal/mol less stable than nitrobenzene in terms of relative energy. 
These results suggest that the O-H and Co-N bonds are less stable than Co-O and 
Co-H bonds. Moreover, both N-O bonds (1.43Å) in Ph-NOOH and Ph-N(OH)2 are 
longer than the N-O bonds in nitrobenzene (1.33 Å). That is, they have been 
somewhat activated. 
From Ph-N(OH)2, N-O cleavage is the only possible elementary reaction (step 6). 
The transition state is characterized by an elongated N-O bond, up to 1.69 Å, 
compensated by the partially formed Co-O bond with 2.11Å length. At the same time 
the Co-N is shortened to 1.98 Å. Since the Co-O interaction is strong, it is not 
surprising that the activation energy of this step is only 3.4 kcal/mol. As a 
consequence of the strong Co-OH interaction the relative energy of the product is 
very low, which makes it a very exothermic step. The O atom of the product 
intermediate Ph-NOH is bonded to a Co atom at a distance of 2.22 Å. In this process 
the molecule is slightly displaced in order to maximize the Co-O interaction, 
implying again that this interaction determines to some extent the adsorption 
behavior of the intermediates. 
At this point the mechanism bifurcates. On the one hand intermediate Ph-NOH 
accepts an H atom leading to the slightly less stable phenylhydroxylamine (step 9) 
for which an energy barrier of 26.7 kcal/mol has to be surmounted. Because of the 
new N-H bond formation, the H the N-O bond is weakened with the consequent 
increase of its length up to 2.04 Å. The Co-OH interaction is broken and now the 
Co-O distance is 3Å. On the other hand, an OH group can be released from Ph-NOH 
to the surface, resulting in the formation of Ph-N (step 8). In relative energy terms, 
this is the most stable intermediate (Figure 3.14). However, the major contribution 
to the stability does not come from the energy of interaction between Ph-N and the 
surface but rather because at this point two strong Co-O bonds have been formed (O 
and OH released from previous intermediates). More details of these interactions are 
given in section 3.12. The path to aniline from Ph-N consists of two relatively highly 
activated hydrogen transfers: both steps 10 and 11 require 25.6 and 27.3_kcal/mol 
respectively. The only fate of the phenylhydroxylamine formed in step 9 is to 
undergo a N-OH bond breaking (step-12). As expected the activation energy is 
relatively low, 9.9 kcal/mol. Finally, we have calculated the nitrosobenzene route 
without previous activation of nitrobenzene (steps 13 and 16) and we have not found 
any fundamental differences with the direct route discussed on Ni(111). 





Figure 3.15 Optimized geometries of minima and transition states involved in the parallel 
pathway of nitrobenzene hydrogenation on Co(111) surface. Co, C, N, O and H atoms are 
depicted as purple, gray, blue, red and white balls. 




It should be pointed out that all the products of hydrogen transfers are slightly less 
stable than the non-hydrogenated reactant. In other words, hydrogen transfer implies 
destabilizing one of the anchor points (N or O atom) of the nitroaromatic with the 
surface and breaking a relatively stable Co-H bond. Conversely, breaking the N-O 
bonds implies the formation of a strong Co-O bond and the reduction of the 
coordination of the N atom forcing it to interact stronger with the Co atoms of the 
surface. 
3.8.2 Normal pathways 
Here we examine the mechanism where the nitroaromatic reactant and subsequent 
intermediates are adsorbed with a normal orientation, i.e. through the nitro group. 
The reaction and activation energies are summarized in Table_3.10. The electronic 
energy profile is displayed in Figure 3.16 and the optimized structures of the 
intermediates and transition states are shown in Figure 3.17. Results similar to those 
previously discussed for Ni are found. 
 
Table 3.10 Calculated reaction (Ereac) and activation (Eact) energies for all elementary steps 
of the reduction of nitrobenzene on the Co(111) surface with normal geometries. All energies 




4 Ph-NO2 + H* ↔ Ph-NOOH(B)      0.4 25.0 
5 Ph-NOOH* + H* ↔ Ph-N(OH)2*  10.8 24.5 
6 Ph-N(OH)2 ↔ Ph-NOH* + OH* -35.8 6.3 
7 Ph-NOOH* ↔ Ph-NOH + O* -29.1 4.4 
8 Ph-NOH* ↔ Ph-N + OH* -62.7 2.7 
9 Ph-NOH + H* ↔ Ph-NHOH*   -2.4 21.1 
10 Ph-N* + H* ↔ Ph-NH*   10.7 25.6 
11 Ph-NH* + H* ↔ Ph-NH2*       1.1 27.3 
12 Ph-NHOH* ↔ Ph-NH* + OH*  -49.6 7.9 
13 Ph-NO2* ↔ Ph-NO* + O*         -43.1 5.8 
14 Ph-NO* + H*↔ Ph-NOH*  14.3 24.5 
15 Ph-NO* + H*↔ Ph-NHO* -2.3 23.6 
16 Ph-NO* ↔ Ph-N* + O*    -52.6 8.1 
17 Ph-NHO* ↔ Ph-NH* + O* -39.5 5.9 
18 Ph-NHO* + H*↔ Ph-NHOH* 14.3 27.5 






Figure 3.16. Calculated energy profile (Erel) of the normal pathways for nitrobenzene 
reduction over Co(111) surface. The zero energy level corresponds to the sum of the absolute 
energies of the Co slab + 3H2 + Nitrobenzene. For clarity step 8 has been omitted. 
 
The first hydrogen transfer to nitrobenzene involves an activation energy of 25 
kcal/mol. As a result of this reaction Ph-NOOH(A) is formed, and similar to the same 
step on Ni(111), it is very unstable because it is only bonded to the Co(111) surface 
through one oxygen atom. Again, rearrangement of Ph-NOOH(A) leads to a more 
favorable geometry, Ph-NOOH(B), which is tilted significantly and the plane of the 
aromatic ring is almost aligned with the metal surface forming an angle of ~23.4° 
with it (Figure 3.17). Only the N atom is directly attached to a Co atom, with an 
optimized Co-N distance of 2.11 Å. The activation energy corresponding to the 
second H-transfer (step 5) is 24.5 kcal/mol. The Co-N bond length increases from 
2.05 to 2.13 Å, resulting again in a less stable intermediate, Ph-N(OH)2. These last 
two intermediates will likely change to a horizontal orientation if the surface is 
partially clean. Nonetheless, the adsorbed H or O atoms would prevent this from 
occurring.  
The subsequent formation of Ph-NOH (step 6) and Ph-N (step 8) follows from Ph-
N(OH)2 due to both N-O breaking. In N-TS5 the N atom has an almost tetrahedral 




geometry while in N-TS8 (step 8) it has an almost planar geometry, but both 
activation energies are quite low, < 7 kcal/mol. As in the parallel mechanism, Ph-
NOH could also follow a different path by reacting with one H-atom to form 
phenylhydroxylamine (step 9) with an activation energy of above 20 kcal/mol.  
We will jump to step 12, which is again an OH release with the corresponding 
formation of Ph-NH, to compare it with the previous similar steps 6 and 8. The 
barrier of step 12 is 7.9 kcal/mol. It is actually higher than the barrier of steps 6 and 
8. However, if we consider only the electronic energy (excluding dispersion forces) 
we see that the activation energies for the three steps are very similar, 3.2 kcal/mol 
(step 6), 2.5 kcal/mol (step 8) and 3.9 kcal/mol (step 12). The difference between 
step 6 and 8 is only 0.7 kcal/mol and between step 8 and 12 is only 0.6 kcal/mol. The 
other seemingly important contribution comes from the dispersion forces due to the 
different orientation of the aromatic ring with respect to the surface. The more 
horizontal the greater the contribution. It would make the barrier increase or decrease 
depending on how differently the ring is oriented in the initial reactant and in the 
transition state. A final reaction between Ph-NH and a H-atom will lead to adsorbed 
aniline (step 11) by crossing a barrier of 27.2 kcal/mol. Notice that this is the last 
step and all other elementary steps will ultimately lead to this last one. Therefore, 
because this high barrier cannot be avoided step 10 will be the rate-determining step. 
Finally, we can see with a quick inspection of the energy profile in Figure 3.16 that, 
in the absence of H, the system will be driven downwards to Ph-N. However, despite 
the whole reaction is exothermic, from Ph-N the steps that depend on the 
concentration of H-atom lead in an uphill search for aniline. This trend is observed 












Figure 3.17 Optimized geometries of minima and transition states involved in the normal
pathway of nitrobenzene hydrogenation on Co(111) surface. Co, C, N, O and H atoms are 
depicted as purple, gray, blue, red and white balls. 






Figure 3.18 Optimized geometries of minima and transition states involved in the normal
pathway of nitrobenzene hydrogenation on Co(111) surface. Co, C, N, O and H atoms are 
depicted as purple, gray, blue, red and white balls.  
3.9 Indirect or condensation route on Ni(111) and Co(111) 
According to the mechanism proposed by Haber (Figure 3.2) the indirect route 
involves the formation of azoxybenzene (PhNO-NPh) through the condensation of 
nitrosobenzene (Ph-NO) and phenylhydroxylamine (Ph-NHOH). Azoxybenzene is 
the precursor of azobenzene (PhN=NPh), whose hydrogenation leads to aniline (Ph-
NH2), but no elementary steps are proposed for this process. A detailed mechanism 
that includes azoxybenzene and azobenzene requires the exploration of more than 20 
possible elementary steps, which is by no means an uncostly endeavor. However, the 
study of the indirect route can be significantly reduced if we consider that according 
to the energy profiles in Figures 3.9, 3.11, 3.14 and 3.16 the most abundant species 
on Ni(111) and Co(111) surfaces are likely to be PhNO, Ph-N and Ph-NH together 
with H, O, and OH. Therefore, they will be the ones that should contribute the most 
to the condensation route. We have considered three elementary steps whose reaction 




and activation energies are summarized in Table 3.11, while the energy profiles and 
the optimized structures are shown in Figures 3.19 and 3.20. 
 
Table 3.11 Calculated reaction (Ereac) and activation (Eact) energies of the indirect route on 
Ni(111) surface with parallel and normal geometries. All energies are given in kcal/mol. 
Step Reaction 
Parallel Normal 
Ereac Eact Ereac Eact 
Ni 
19 Ph-NO* + Ph-N* ↔ Ph-N-NO-Ph* 16.4 32.8 27.1 27.2 
20 Ph-N* + Ph-N* ↔ Ph-N-N-Ph* -0.7 38.1 41.9 47.2 
21 Ph-N-NO-Ph* ↔ Ph-N-N-Ph* + O* -45.7 11.7 -32.0 2.4 
Co 
19 Ph-NO* + Ph-N* ↔ Ph-N-NO-Ph* 25.8 42.5 28.2 29.1 
20 Ph-N* + Ph-N* ↔ Ph-N-N-Ph* 18.5 47.4 40.8 45.7 
21 Ph-N-NO-Ph* ↔ Ph-N-N-Ph* + O* -50.7 7.8 -40.0 0.3 
 
The formation of azoxybenzene can occur by direct reaction between nitrosobenzene 
and Ph-N (step 19). On Ni(111), The optimized N-N bond length in the transition 
state structure with parallel orientation (P-TS19) is 1.97 Å. The high activation 
energy (32.8 kcal/mol) is related to the fact that the N-N bond is barely formed in 
the transition state. The aromatic rings, anchored to the surface, might prevent both 
N atoms from coming close enough to each other to form a chemical bond. Both N-
N and N-O bond lengths are equal to 1.35 Å in the adsorbed axozybenzene product, 
which is 16 kcal/mol less stable than the reactants, Ph-NO_+_Ph-N. This is by far 
the most endothermic step and the one with the highest Eact calculated up to now on 
Ni(111). In the normal geometry, the activation energy for the same step is lower, 
27.1 kcal/mol. The better stability of the N-TS19 is in part a consequence of the 
weaker interaction of the aromatic rings with the surface in the initial reactants, i.e 
the aromatic rings do not pose any constraint to the geometry of the transition state. 
In any case, the activation barrier is higher than that needed to form Ph-N from Ph-
NO in step 13. Therefore, the coupling of Ph-NO withPh-N is less probable.  




On Co(111), the formation of azoxybenzene through reaction between Ph-NO and 
Ph-N (step 19) is also very unfavorable due to the huge penalty of 50.3 kcal/mol 
calculated to reach the transition state. As in the case of Ni(111), the instability can 
be rationalized through the geometry of the transition state P-TS19 in which the 
distance of the N-N bond being formed is 2.41Å. The reaction is very endothermic 
by 25.8 kcal/mol and thus azoxybenzene is thermodynamically less stable than 
Ph-NO + Ph-N (Figure 3.21). The situation is different though in the case of normal 
orientation (Figure 3.21). Both aromatic rings no longer hinder the orientation of the 
N atoms so that they are able to come as close as 1.69 Å. The activation energy is 
29.1 kcal/mol, that is, about 23.1 kcal/mol lower than the parallel step. Still, it is 
higher than the Eact of the H-transfer to PhN (step 10) so that the formation of the N-
N bond should not be considered probable on Co(111) either. 
The association of two stable species Ph-N (step 20) can form azobenzene. We 
consider this step because Ph-N is probably abundant on the surface, and it could 
compete with the H transfer to Ph-N previously discussed (step 10). However, the 
activation energy for azobenzene formation in the parallel orientation is very high 
on Ni(111), 38.0 kcal/mol, and even higher, 47 kcal/mol, in the normal geometry. 
On the other hand, the azobenzene product is much more stable in the parallel 
adsorption geometry than in the normal conformation, due to the interaction of the 
two aromatic rings with the surface metal atoms (see Figure 3.20)  
On Co(111), a barrier of 47.4 kcal/mol for the parallel geometry also renders step 20 
as highly improbable. The reaction with a normal geometry has an equally high 
activation energy 45.7 kcal/mol.  
The last step considered in the condensation route is the deoxygenation of 
axozybenzene (step 21) which involves the dissociation of an N-O bond. Both 
normal and horizontal reactions are exothermic with very low activation barriers on 
Ni(111) and Co(111) (Figures 3.19 and 3.21); axozybenzene is unstable with respect 
to the deoxygenated intermediates. Thus, in the unlikely event that axozybenzene is 
generated it will probably evolve to azobenzene which will dissociate into two Ph-N. 
 





Figure 3.19 Calculated energy profile of steps 19, 20 and 21 (condensation) route on Ni(111) 
surface with parallel (top) and normal (bottom) orientations. The most favorable pathway 
found for the direct route is also shown (dotted line) for the sake of comparison. 
 





Figure 3.20 Optimized geometries of the transition states and product structures involved in 
the condensation route to form azoxy and azo compounds on Ni(111) surface with normal 
(N) and parallel (P) orientations. Ni, C, N, O and H atoms are depicted as green, gray, blue, 
red and white balls. 
 
 





Figure 3.21 Calculated energy profile of steps 16, 17 and 18 (condensation) route on 
Ni(111) surface with parallel (top) and normal (bottom) geometries. The most favorable 
pathway found for the direct route is also shown for the sake of comparison. 
 
 





Figure 3.22 Optimized geometries of intermediates and transition states of the normal (N) 
and parallel (P) structures involved in the condensation route to form azoxy and azo 
compounds on Co(111) surface. Co, C, N, O and H atoms are depicted as purple, gray, blue, 
red and white balls. 
 




High-energy penalties to bind two N atoms is not the only factor that blocks the 
indirect route. Another major problem, especially for the horizontally adsorbed 
species, is diffusion. Two nitroaromatic intermediates must meet each other on the 
surface with the right orientation. The simplest case for diffusion would be the 
normal Ph-N intermediate, since it is only bound to one hcp or fcc site through the 
N atom(monodentate). The diffusion barrier to hop to the next fcc site is 9.8 kcal/mol 
on Ni(111) and 7.31 kcal/mol on Co(111). That does not seem a too high barrier 
compared with that of hydrogen transfers but it is definitely slower than H diffusion. 
The latter is actually the fastest event of the whole reaction network. The calculated 
barrier is only 2.3 kcal/mol on Ni(111). For other multidentate intermediates 
diffusion is expected to be significantly slower or might not happen at all in the time 
scales of the reaction. The direct route is not supposed to be affected by the slow or 
even lack of diffusion of the multidentate species because, again, H diffusion is very 
fast. Hence, Ph-N would be hydrogenated with the abundant hydrogen atoms on the 
surface before it can encounter another Ph-N to bond to. Finally, the dissociation of 
the N-O bond of azoxybenzene also leads to the formation of azobenzene (step 21). 
We can conclude that the formation of N-N bonds and consequently the condensation 
route is very unlikely.   
With these results, it is possible to classify all elementary steps in three groups. First, 
those involving N-O bond breaking with the corresponding M-O and M-N bond 
formation. These steps require the lowest activation energies and are the most 
exothermic. Secondly, the hydrogen transfers, which involve M-H bond breaking 
and N-H or O-H bond formation. These steps require higher activation energies and 
are relatively thermo-neutral. Finally, those involving N-N bond formation. These 
steps have the highest activation energies and are very endothermic. 
3.10 Reduction of nitro group on Cu(111) and Pd (111) 
We have already seen that nitrostyrene does not adsorb parallel to the Cu(111) 
surface which, in addition, has a low ability to dissociate molecular H2. 
Consequently, only the normal orientation has been considered and only the most 
probable pathway, namely Ph-NO2 → Ph-NO → Ph-N → Ph-NH → Ph-NH2 (steps 7, 
8, 10 and 13). For the sake of comparison and confirmation we have considered in 
our calculations this particular pathway on Pd(111) as well. On the one hand, we can 
compare this pathway on the four metals. On the other hand, Pd, as a noble metal, 




behaves differently from Ni and Co and hence we confirm its behavior with this 
pathway, which has not been considered before in the literature. We have also 
included the first H-transfer to Ph-NO2 (step 4). The reaction and activation energies 
are summarized in Table 3.12. The energy profiles of the four metals (Ni, Co, Cu, 
Pd) are compared in Figure 3.23 and the optimized structures are shown in Figures 
3.24 and 3.25. 
 
Table 3.12 Calculated reaction (Ereac) and activation (Eact) energies for all elementary steps 
of the reduction of nitrobenzene on Cu(111) and Pd(111) surfaces with normal geometries. 
All energies are given in kcal/mol. 
step Reaction 
Cu Pd 
Ereac Eact Ereac Eact 
4 Ph-NO2* + H* ↔ Ph-NOOH*      1.7 12.9 6.1 15.9 
10 Ph-N* + H* ↔ Ph-NH*   0.8 19.8 -14.5 17.0 
11 Ph-NH* + H* ↔ Ph-NH2*       -21.4 14.3 -15.3 10.7 
13 Ph-NO2* ↔ Ph-NO* + O*         -25.2 6.9 5.7 29.4 
16 Ph-NO* ↔ Ph-N* + O*    -39.1 7.5 5.8 30.3 
 
When it comes to breaking the N-O bond in Ph-NO2 (step 13), Cu(111) behaves 
similar to Ni(111) and Co(111), exhibiting an equally low activation energy, 6.9 
kcal/mol and high exothermicity, -25.2 kcal/mol. On Pd(111), however, this step 
requires 29.4 kcal/mol to surpass the activation barrier. The same is true for the 
second N-O cleavage, with an Eact of 7.5 kcal/mol on Cu(111), and of 30 kcal/mol  
on Pd(111). Therefore, the behaviour of Cu(111) as a non-noble metal is confirmed. 
That is, its affinity for O facilitates the dissociation of the N-O bond of the nitro 
group as compared with the noble metals. 
In contrast, the first hydrogen transfer to the nitro group has activation and reaction 
energies of 12.9 and 1.7 kcal/mol, respectively. Interestingly, these values are similar 
to the activation and reaction energies obtained for the same step on Pd(111), 15.9 
and 6.1 kcal/mol, and to the values reported on Pt(111)28, 8 and 1.4 kcal/mol. 
Remember than on Ni(111) and Co(111) the Eact always lies in the range of ~20-25 
kcal/mol. 




Inspection of the optimized geometries of Ph-NO2, N-TS4 and Ph-NOOH structures 
on Cu(111) shows that the aromatic ring is slightly bent toward the surface in the 
transition state and the product, as opposed to the reactant structure, Ph-NO2. In the 
latter, the contribution of dispersion interactions (D3) is smaller by approximately 3.5 
kcal/mol. Indeed, the activation and reaction energies of step 4 increases to 16.9 and 
5.3 kcal/mol if only the electronic energy is taken into account. 
 
 
Figure 3.23 Calculated energy profile for the nitrobenzene hydrogenation through steps (9)-
(12) on M(111) surfaces, with M = Co (purple), Ni (green), Cu (orange) and Pd (cyan). Full 
and dashed lines for Co(111) and Ni(111) correspond to parallel and normal pathways, 
respectively. 
 
The subsequent hydrogenation steps to convert Ph-N to aniline on Cu(111) are again 
more similar to Pd(111). Inspection of Table 3.12 shows that both activation energies 
are below 20 kcal/mol. Step 10 is slightly endothermic but step 11 is clearly 
exothermic. Altogether, it seems clear that we can establish two extremes. On the 
one hand, noble metals have relatively high activation energies to break the N-O 
bonds and lower activation energies to form N-H and O-H bonds. On the other hand, 
non-noble metals have very low activation energies to break the N-O bonds and 




relatively high activation energies to form N-H and O-H bonds. Cu(111)  represents 
an intermediate situation between noble and non-noble metals. Even though the 
preferred pathway on Cu(111)  seems to be the same as on Ni(111)  and Co(111), 




Figure 3.24 Optimized geometries of structures involved in the mechanism of nitrobenzene 
hydrogenation on Cu(111) surface. Cu, C, N, O and H atoms are depicted as orange, gray, 
blue, red and white balls. 
 





Figure 3.25 Optimized geometries of structures involved in the mechanism of nitrobenzene 
hydrogenation on Pd(111) surface. Pd, C, N, O and H atoms are depicted as cyan, gray, blue, 
red and white balls. 
3.11 Water formation  
The last step in the mechanism, necessary to recover the initial state of the metal and 
close the catalytic cycle, is the hydrogenation of the O atoms and OH groups that are 
released to the metal surface during the reaction. The following elementary steps: 
 
O* + H* → OH* (22) 
OH* + H* → H2O* (23) 
 




have been now investigated on Co(111), Ni(111), Cu(111), Pd(111) and Pt(111) 
surfaces. The optimized geometries of reactants, transition states and products 
involved are depicted in Figure 3.26 and the energy profiles are compared in 
Figure_3.27. 
In all cases, O and H atoms are initially occupying three-fold hollow positions on the 
metal surface. In a first step, one H atom reacts with one O to form a hydroxyl group, 
with activation energies that slightly decrease from 23 kcal/mol on Co(111) and 
Ni(111) to 20 kcal/mol on Cu(111) and Pd(111), and to 18 kcal/mol on Pt(111). The 
optimized O-H bond lengths in TS22 are 1.30, 1.33 and 1.36 Å in Pd(111), Co(111) 
and Ni(111), respectively, while in Cu(111) and Pt(111) are longer, 1.55 Å and 1.66 
Å respectively. The stability of the resulting hydroxyl group and its location on the 
catalyst varies from one metal to another. Thus, the OH group is three-fold 
coordinated in Co(111), Ni(111) and Cu(111), but moves to a bridge position in 
Pd(111) and is on top of just one metal atom in Pt(111). The reaction is slightly 
endothermic in Co(111) and Ni(111), and clearly exothermic on Pt(111) and 
especially on Cu(111). The second step, that is, formation of water by reaction of co-
adsorbed H and OH, is thermodynamically favored and kinetically accessible on 
Pt(111) and Pd(111), and becomes much more difficult on the three non-noble metals 
considered, with activation energy barriers larger than 25 kcal/mol and endothermic 
reaction energies. The optimized geometries of the transition state TS23 structures 
are similar, with O-H distances between 1.45 in Cu(111) and 1.69 Å in Pd(111), and 
adsorbed water is always placed on top of a metal atom. 
Regarding the implications of these results on the reaction mechanism, we must first 
consider that nitrobenzene hydrogenation on Pd(111) or Pt(111) only produces 
adsorbed hydroxyl groups that are easily removed via elementary step 23. Therefore, 
clean or H covered surfaces can be expected for noble metal catalyzed reduction of 
nitroarenes. On the other hand, adsorbed oxygen atoms are obtained in large amounts 
on the three non-noble metals investigated, and the activation energies involved in 
their reaction with H to form water are at least as high as those obtained for 
hydrogenation of the Ph-N intermediate to produce aniline. This means that the rate 
determining step of the global process is the removal of Ph-N intermediates and 
adsorbed O atoms by reaction with H, and consequently that the catalyst surface will 
be covered by O, OH and Ph-N species under reaction conditions, with the 
consequent implications on the geometry of adsorption of the nitroarene reactants. 






Figure 3.26 Optimized geometries of the structures involved in the formation of water from 
O and H atoms adsorbed on adsorbed on M(111) surfaces, with M = Co (purple), Ni (green), 




Figure 3.27. Calculated energy profile for the formation of water from O and H atoms 
adsorbed on M(111) surfaces, with M = Co (purple), Ni (green), Cu (orange), Pd (dark cyan), 
and Pt (dark green). 
 




3.12 Cu based bimetallic catalysts 
We have already seen that the slow hydrogenation of O, OH and Ph-N species will 
likely have a positive effect on the selectivity on Ni(111) and Co(111) because at 
high coverage nitrostyrene will be forced to adsorb perpendicular to the surface. 
Among the four metals Cu(111) is the best candidate to achieve nearly 100% of 
selectivity, because calculations suggest that there is no parallel chemisorption of 
nitrostyrene. However, high catalytic activity, which is another important factor 
when designing new catalysts, is achieved by lowering the activation energies of the 
most demanding steps.  
In this regard, the relatively weak interaction of the Cu(111) surface (Figure 3.28) 
with atomic H constitutes a double-edge sword. On the one hand, it contributes to 
the lower activation energies of the hydrogenation of Ph-N intermediate to produce 
aniline, steps (11) and (12), which should be reflected in a faster reaction rate. On 
the other hand, it contributes to the significantly high activation energies in the 
chemisorption of H2. This poor H2 activation, combined with the fact that O and OH 
removal is not particularly faster compared with Ni(111) and Co(111), suggests that 
the reaction will result in a rapid catalyst deactivation.  
 
 
Figure 3.28. Comparison of a) interaction energies of H, O and N atoms with M(111) 
surfaces. Values for Co, Ni, Cu and Pd are shown in purple, green, orange and cyan.  
Figure 3.28 shows that among the four metals Cu(111) has the weakest interaction 
with N and with H. The interaction with O follows the expected trend, Co > Ni > Cu 




> Pd. Finally, the diffusion of atomic H on Cu(111) is as fast as on Ni(111) and 
Co(111). Taking all these factors into account, we can imagine that if somehow we 
are able to dissociate H2 on Cu(111) higher activities and selectivities than on 
Ni(111) and Co(111) should be obtained. One way to achieve this is by doping the 
Cu(111) surface with small amounts of Ni. The activation of H2 could occur on the 
Ni sites while the rest of hydrogenation steps would proceed with activation energies 
similar to those calculated for Cu(111). The only problem is that the presence of Ni 
might increase the activation energies of the H-transfer steps. Figure 3.29 shows the 
calculated energy profile of the hydrogenation of nitrobenzene on the Cu(111) doped 
with one Ni atom. The reaction and activation energies are summarized in Table 
3.13. It is clear from these values that doping the surface with one Ni atom does not 
change the kinetic parameters compared with those obtained without Ni. The 
optimized minimum and transition states geometries are shown in Figure 3.30. In 
conclusion, bimetallic Cu-Ni catalysts with small amounts of Ni are expected to 
attain higher selectivities and activities than monometalic Ni(111) or Co(111) based 
catalysts. 
 
Table 3.13 Calculated reaction (Ereac) and activation (Eact) energies, for all elementary steps 
of the reduction of nitrobenzene with normal geometries on Cu(111) surface doped with one 
Ni atom. All energies are given in kcal/mol. 
step Reaction  Ereac Eact 
7 Ph-N* + H* ↔ Ph-NH*   -5.1 15.9 
8 Ph-NH* + H* ↔ Ph-NH2*       -12.5 17.6 
10 Ph-NO2* ↔ Ph-NO* + O*         -24.7 5.8 










Figure 3.29 Calculated energy profile for the normal nitrobenzene hydrogenation through 
steps 9, 8, 10, 13 on Cu(111) surface doped with one Ni atom on the uppermost layer. 
 
 





Figure 3.30 Optimized geometries of structures involved in the mechanism of nitrobenzene 
hydrogenation on Cu(111) surface. Cu, C, N, O and H atoms are depicted as orange, gray, 
blue, red and white balls. 
 
 




3.13 Conclusions  
We have studied the reduction of nitrostyrene on different noble and non-noble metal 
(111) surfaces from which we can conclude that: 
 
1) Ni(111)  and Co(111)  activate H2 very effectively while Cu(111) performs 
worse, especially at high coverage, and might not catalyze hydrogenation 
reactions at all. 
2) The oxophylic character of Ni(111), Co(111)  and Cu(111)  facilitates the 
breaking of N-O bonds, due to the stabilizing effect on the transition states 
and products of the metal-O bond formed. 
3) H transfers to either O or N atoms of the -NO2 group are significantly less 
favorable both kinetically and thermodynamically than N-O bond breaking 
on Ni(111) and Co(111). 
4) The significant difference between H-transfer and N-O bond breaking holds 
for Ni(111) and Co(111) independently of the adsorption geometry (normal 
or parallel) of the intermediates. Thus, it can be stated that the oxophylic 
nature of the metal determines the most favorable reaction pathway, 
independently of how the nitroaromatic adsorbs. 
5) The condensation route is characterized by significantly higher activation 
energies and unstable intermediates compared with the direct route. Thus, 
the former route is not expected to contribute to the chemoselective 
reduction of nitroaromatics on non-noble metals (111) surfaces. 
6) Cu(111) behaves as an intermediate case between noble and non-noble 
metals. Part of the reason why H-transfers are more favorable kinetically 
than on Ni(111)  and Co(111)  is because the Cu-H interaction is also less 
favorable than on Ni(111) and Co(111). 
7) The most favorable pathway on non-noble metals consists of two N-O bond 





PhNH → PhNH2. However, due to the complexity of the reaction network 
the preferred pathway might be dependent on the pressure of H2. On the one 
hand, high hydrogen pressures will force the surface to be highly covered 
with atomic H and due to lack of empty sites the N-O breaking steps might 
be hindered and H-transfer steps might become dominant. On the other hand, 
low H2 pressures will favor the N-O bond breaking steps but the global 
reaction rate will drop. In any case, there will probably be a greater 
percentage of nitrostyrene molecules oriented normal to the surface at all 
coverages. This makes non-noble metals intrinsically more selective than 
noble metals like Pd(111) and Pt(111) where the molecule will have a greater 
tendency to adsorb parallel due to the better interaction of the aromatic ring 
compared with the weaker interaction of the nitro group with the surface. 
8) Cu(111) exhibits two great advantages: 1) the hydrogenations steps to form 
aniline and remove the surface O and OH are less demanding than on 
Ni(111) and Co(111), so the global reaction is expected to be faster, 2) the 
parallel adsorption is not favorable, so the Cu(111) surface is expected to be 
intrinsically selective. Nonetheless, the great disadvantage is that H2 is not 
activated with which the reaction will not take place at all. Therefore, we 
propose a bimetallic catalyst based on Cu(111) with small amounts of H-
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Insights on the NH3-SCR-NOx reaction 




4.1 Introduction   
Nitrogen oxides (NOx) are considered one of the main air pollutants responsible for 
acid rain and photochemical smog1,2. They are released mainly from stationary 
power plants and vehicle exhaust. Because NO2 is a traffic-related pollutant, its 
concentration can reach mean values of 10-45 ppb with peaks as high as 200 ppb in 
urban areas. When they are present in such high concentrations they can cause 
serious problems in the environment and in human health, such as lung damage, 
shortness of breath and aggravation of the symptoms of respiratory diseases. 
Consequently, the environmental legislation has become more and more stringent, 
resulting in an increased interest in the development of new technologies to abate the 
NOx emissions. One of the most successful technologies to cope with this problem 
is the selective catalytic reduction (SCR) of NOx. It was first patented in the U.S. by 
Engelhard Corporation in 19571 and it made reference to the reduction of NOx using 
NH3 (NH3-SCR) as reducing agent3–7. Nowadays, it also indicates the use of 
hydrocarbons, HC (HC-SRC)8–14 or urea (SCR-urea) as reducing agent15,16. 
The NH3-SCR consists in the selective reduction of NOx to N2 and H2O according 
to the following reactions: 
4NO + O2 + 4NH3 → 4N2 + 6H2O  (1) 
2NO + 2NO2 + 4NH3 → 4N2 + 6H2O  (2) 




Reactions 1 and 2 are known as “standard SCR” and “fast SCR” respectively. Above 
473 K and in the presence of equimolar quantities of NO and NO2, reaction 2 
dominates the kinetics of the SCR process with reaction rates at least 10 times higher 
than the standard SCR1. Selectivity, in this context, is defined as the preferential 
reaction of the reducing agent with NOx and not with oxygen or other oxidizers 
present in the gas stream. For example, direct oxidation of NH3 with O2 according to 
reaction 3 is an undesired process. Reaction 3 is called selective catalytic oxidation 
of NH3. 
 
4NH3 + 3O2 → 2N2 + 6H2O (3) 
The catalysts used in stationary power plants for the SCR are based mainly on TiO2 
supported on V2O52. However, the operating conditions of diesel-powered 
commercial vehicles make the application of these catalysts much more difficult. In 
this regard, the first breakthrough was the contribution from Iwamoto et al.17–19 in 
the mid-80s on Cu-exchanged zeolites to directly convert NO into N2 and O2, and 
later in the selective catalytic reduction of NOx with NH3 or hydrocarbons (HC). The 
unique and stable activity for NO decomposition triggered the research over a variety 
of other zeolites, including the ZSM-5, Y and Beta zeolites, with promising activities 
for lean NOx reduction. Nonetheless, the insufficient long-term hydrothermal 
stabilities of these materials have delayed their application in mobile exhaust 
systems20,21.  
Recently, zeolites possessing the small-pore chabazite (CHA-type) structure, in 
particular Cu-SSZ-13 and Cu-SAPO-34, have been reported to exhibit both superior 
NH3 SCR activity, selectivity and hydrothermal stability22–28. Thanks to the extensive 
research carried out, some progress has been made in the understanding of the SCR 
process with Cu-exchanged zeolites. It has been demonstrated that the redox pair 
Cu+/Cu2+ plays a key role in the SCR process29–31. In fact, the whole catalytic cycle 
can be split in an oxidation half cycle where Cu+ is oxidized to Cu2+ and a reduction 
half cycle where Cu2+ is reduced back to Cu+. The SCR rate increases with the 
increase of the amount of exchanged Cu cations32. The oxidation of NO produces 
NO2-/NO3- species33,34 which in the presence of ammonia decompose into H2O and 
N235. It is also known that both NO and NH3 are key for the reduction of Cu2+ to Cu+ 
28,35–37. The reaction is of order 1 for NO, order 0.5 for O2 and slightly negative for 





mechanism that effectively accounts for the kinetics of the process has not been 
reached yet.  
On the one hand, one important point of disagreement is the nature and location of 
the active sites. Some authors suggest that the active sites are isolated Cu ions in 
exchanged positions of the CHA framework. Two locations have been proposed for 
this mononuclear Cu species, namely the 6-membered (6r) and the 8-membered (8r) 
units26,39–47 (see Figure_4.1). In addition, systems like [Cu-OH]+, dimeric copper-oxo 
species [Cu-O-Cu]2+ and CuOx nanoclusters inside the channels or at the catalyst 
surface seem to be active for the SCR reaction as well39,48–52. Paolucci et al.44 
identified two species: Cu2+ cations compensating Al pairs and [Cu-OH]+ 
compensating an unpaired Al site, both sites exhibiting similar reactivities. He 
suggested that, below 473_K, NH3 liberates copper from the framework masking the 
differences between the two Cu species. Lomachenko et al.29 concluded, on the basis 
of operando XANES, EXAFS, and vtc-XES, that the active sites at low temperature 
(<500 K) are mobile Cu+(NH3)2 species but at high temperature (>500 K) Cu2+ ions 
are strongly coordinated to the framework oxygens accounting for more than 70% 
of total Cu sites. Most results indicate that the plane of the 6r seems to be the most 
stable location for Cu+ and Cu2+ cations. However, due to the wide range of synthesis 
conditions and post-synthesis treatments most catalysts have a mixture of all the 
aforementioned species49,53. That is, the nature of Cu species is highly dependent on 
the Cu/Al and Si/Al ratios, the distribution of framework Al sites (isolated or paired) 
and even on the reaction conditions. 
On the other hand, the SCR mechanism does not seem to be clearer. The reduction 
half cycle is assumed to be fast. Most authors agree that NO and NH3 adsorb on Cu2+ 
and react to generate a Brønsted acid site and nitrosamine (H2NNO)35,37,54,55, which 
is easily decomposed into N2 and H2O through a push-pull mechanism54,56,57. As 
regards the oxidation half-cycle more effort has been made. Due to the higher rate 
of the SCR with equimolar quantities of NO and NO2, the NO oxidation with O2 has 
been considered as the rate-determining step of the mechanism58–61. Janssens et al.37 
proposed that the reaction of NO with O2 on Cu+ is the rate-determining step and 
produces Cu2+-NO3-, which later reacts with another NO to form NO2 and Cu2+-NO2-. 
In their scheme NO2 can also react directly with Cu+ to form nitrites, which defines 
the fast SCR. They reported an apparent activation energy of 16.5 kcal/mol for the 
standard SCR. Other reports support nitrates as key intermediates in the SCR 




mechanism62. Conversely, Chen et al.33 used isotope-exchange experiments to follow 
the oxidation state of N and concluded that nitrates are not formed in Cu-CHA since 
the state of N changed from 2+ to 3+. Finally, it has also been proposed that the 
activation of the O2 at low temperature and low Cu content occurs through the 
formation of dimeric (NH3)2-Cu-O-O-Cu(NH3)2 species32,63.  
In the aforementioned studies IR spectroscopy has played a fundamental role 
because it is able to encode information about the chemical nature, interaction and 
geometry of the adsorbed species. Information about the surface adsorption sites 
(oxidation state, coordination, etc) are drawn indirectly by following the changes in 
the vibrational IR spectra of probe molecules adsorbed on those sites. Because of its 
small size, NO and CO are accessible to the surface sites, which makes them 
particularly useful as probe molecules. In addition, NO is very sensitive to the 
electronic state of the cation due to the unpaired electron in the antibonding 2π 
orbital. For example, NO is known to be highly sensitive to Cu2+ sites64–68 and CO 
has been used as probe molecule in IR to study the unsaturated Cu+ species64,69,70. IR 
spectroscopy with NO as probe molecule has been employed to characterize samples 
of Cu-SSZ-13 and Cu-SAPO-34 synthesized in the Institute of Chemical Technology 
(ITQ)23,24. However, the assignation of IR bands is in some cases difficult and not 
conclusive. 
In the following two chapters, we will try to shed some light on the complicated SCR 
process, specifically with Cu-CHA catalysts. This chapter presents the results of the 
simulation of the IR spectroscopic properties of Cu-SSZ-13 and Cu-SAPO-34 using 
static DFT methods. We have combined these calculations with the experimental 
data available in the Institute of Chemical Technology to study the nature of 
exchange Cu active sites. We also explore in this chapter possible mechanisms for 
the oxidation and reduction half cycles of the SCR reaction. 
4.2 Methods and models 
Periodic density functional calculations were performed 
using the Perdew−Wang (PW91) exchange-correlation 
functional within the generalized gradient approach 
(GGA)71,72, as implemented in the VASP code73. The valence density was expanded 




in a plane wave basis set with a kinetic energy cutoff of 450 eV, and the effect of the 
core electrons in the valence density was taken into account by means of the 
projected augmented wave (PAW) formalism74. Integration in the reciprocal space 
was performed at the Γ k-point of the Brillouin zone. Electronic energies were 
converged to 10−6 eV and geometries were optimized until forces on atoms 
were_less than 0.01 eV/Å. Transition states were obtained using the DIMER 
algorithm75,76. During geometry optimizations, the positions of all atoms in the 
system were allowed to relax without any restriction. Vibrational frequencies were 
calculated by diagonalizing the block Hessian matrix corresponding to the 
displacements of the Cu, N, H, and O atoms not belonging to the catalyst framework.  
We have considered four possible distributions of two Al atoms within the CHA unit 
cell specified in section 2.2. The 6RA, 6RB, 6RC and 8R distributions of Al in Cu-







d6r and 8r units 6RC 8R 
Figure 4.1. CHA structure showing the d6r and 8r unis (left), and the four distributions of 
Al pairs (right). Si, O and Al atoms are orange, red and thatch. The same distributions for Si 
pairs were used in Cu-SAPO-34.  




4.3 Identification of Cu species in Cu-CHA by IR spectroscopy and theoretical 
modeling 
4.3.1 Stability of Cu species from DFT calculations 
The stability of the copper cations depends on the distribution of Al and Si atoms in 
Cu-SSZ-13 and Cu-SAPO-34 materials, respectively. In this section, we study the 
stability of the most relevant species. The optimized structures together with their 
relative energy referred to the most stable comparable system are shown in 
Figures_4.2 and 4.3.  
 
 
Figure 4.2 Optimized structures of the different copper species of Cu-SSZ-13 with one Al 
(first row) and Cu-SAPO-34 with one Si (second row). Si, Al, P, O and Cu atoms are depicted 
in orange, thatch, yellow, red and green, respectively. The relative stabilities of comparable 
systems are given in kcal/mol. 
 





Figure 4.3 Optimized structures of the different copper species of Cu-SSZ-13 with 2 Al (2 
first rows) and SAPO-34 with 2 Si (2 last rows). Si, Al, P, O and Cu atoms are depicted in 
orange, thatch, yellow, red and green, respectively. The relative stabilities of comparable 
systems are given in kcal/mol. 
  
 




First, when one Si is substituted by one Al in the SSZ-13 framework, the negative 
charge can be compensated by one Cu+ or [Cu(OH)]+ species. These species can be 
located either in the 6r of the chabazite d6r unit (Cu+-6R and Cu2+-OH-6R models, 
see Figure 4.2) or in the 8r in the large chabazite cage (Cu+-8R and Cu2+-OH-8R 
models, see Figure 4.2). The same holds for Cu-SAPO-34, except that in this case 
the negative charge is introduced by substitution of one P by one Si. The position of 
Cu+ in the 6r is more stable by 11-12 kcal/mol than in the 8r in both Cu-SSZ-13 and 
Cu-SAPO-34. As for [Cu(OH)]+ the difference is smaller, being now the 8r the most 
stable location.  
Two Si or P atoms can also be replaced by Al or Si in Cu-SSZ-13 and Cu-SAPO-34 
respectively. In these cases, more combinations are possible. The most important 
ones are depicted in Figure 4.1, namely 6RA, 6RB and 6RC (in the d6r unit) and 8R 
(in the 8r). The most stable systems are those with the Cu2+ cation and the two 
substitutional Al (or Si) atoms placed in the same 6r. The corresponding models are 
the Cu2+-6RA-6R for Cu-SSZ-13 and Cu2+-6RB-6R for Cu-SAPO-34, taken as 
reference and shown in Figure 4.3.  
When the two Al (or Si) are located in the same 6r but the Cu2+ is located in the 8r 
the relative energy is higher by more than 35 kcal/mol (Figure 4.3). This is the case 
for Cu2+-6RA-8R and Cu2+-6RB-8R models, which have therefore not been 
considered any more. A similar situation is observed when the two substitutional Al 
(or Si) atoms are placed in two different 6r of the same d6r unit. Locating the Cu2+ 
cation in the 6r is more stable by more than 20 kcal/mol than placing it in the 8r. 
Compare the models Cu2+-6RC-6R and Cu2+-6RC-8R in Figure 4.3 for both Cu-SSZ-
13 and Cu-SAPO-34. Finally, the two substitutional Al or Si can be placed in the 8r 
together with the Cu2+ cation according to model Cu2+-8R-8R or with the Cu2+ cation 
in the 6r according to model Cu2+-8R-6R. The latter is 6.6 kcal/mol more stable than 
the former. 
4.3.2 Identification of the Cu species through IR analysis 
Different species have been proposed as possible active sites for the SCR-NH3 
reaction in the Cu-CHA catalysts. As mentioned in the introduction, the most 
relevant include Cu+ and Cu2+ cations, [Cu–O–Cu]2+ dimers, hydroxylated [Cu-OH]+ 
species and small CuOx nanoclusters. It is of paramount importance to identify 




unambiguously these copper species in order to better understand the SCR 
mechanism, and the origin of its optimum performance. However, the true nature of 
the active sites is still not well understood due to the complexity of this catalytic 
system. We have also mentioned that the high sensitivity of small molecules like NO 
to the electronic properties of Cu+/Cu2+ cations is very useful to characterize these 
active centers through IR spectroscopy in solid catalysts like Cu-CHA. In this 
section, we study the interaction of NO with the different copper species aiming to 
shed some light in the assignation of IR bands and in the nature of the active sites as 
well. To that end, we have built several models with the following copper states: 
Cu+, -Cu2+, [Cu(OH)]+ and [Cu–O–Cu]2+ species in Cu-SSZ-13 and Cu-SAPO-34. 
The optimized structures of NO interacting with Cu+, [Cu(OH)]+ and -Cu2+ species 
in Cu-SSZ-13 zeolite as well as the interaction of NO with a [Cu–O–Cu]2+ dimer in 
Cu-SAPO-34 are depicted in Figures 4.4 and 4.5. The calculated νNO vibrational 
frequencies for all systems in Cu-SSZ-13 and Cu-SAPO-34 are summarized in Table 
4.1. 
 
Table 4.1 Calculated and experimental νNO vibrational frequencies (in cm−1) for NO 
interacting with different models of Cu+, [Cu(OH)]+ and Cu2+ species and Brönsted acid sites 
in Cu-SSZ-13 and Cu-SAPO-34 catalysts, and with a [Cu–O–Cu]2+ dimer in Cu-SAPO-34.
The experimental spectra are shown in Figure 4.6. 
 
 
Cu-SSZ-13 Cu-SAPO-34 Experimental77 
NO  2NO NO 2NO  
Cu+-6R 1804 1706, 1820 1811 1720, 1831 
1698,1753,1827,1820 
Cu+-8R 1816 1716, 1834 1821 1714, 1828 
Cu2+-OH-6R 1795 - 1790 - 1788 
Cu2+-OH-8R 1788 - 1798 -  
H Brönsted 1891 - 1891 - 1894 
Cu2+-6RA 1965 1801, 1892 - -  
Cu2+-6RB 1925 - 1907 - 1924, 1911 
Cu2+-6RC 1960 1801, 1869 1968 1809, 1888  
Cu2+-8R-6R 1977 1813, 1874 1943 1802, 1868  
Cu2+-8R-8R 1947 - 1940 - 1950, 1943 
[Cu–O–Cu]2+ - - - 1712, 1887 1883  




The interaction of NO with the copper species considered produces stable adsorption 
states in all cases with adsorption energies ranging from -20 to -46 kcal/mol. For the 
mono-nitrosyl Cu+(NO), the frequency corresponding to the NO stretching in Cu-
SSZ-13 and Cu-SAPO-34 falls between ~1805 and ~1820 cm−1. 
As for di-nitrosyl complexes Cu+(NO)2 in the 6r and the 8r the asymmetric stretching 
mode calculated lie at 1706 cm−1 and 1720 cm−1 in Cu-SSZ-13 and Cu-SAPO-34 
respectively. The symmetric modes have frequencies of 1820 cm-1 for Cu-SSZ-13 
and around 1830 cm-1 for Cu-SAPO-34. These values are in good agreement with 
the bands observed from experiments at 1827 and 1698 cm−1 for Cu-SSZ-13 and at 
1820 and 1753 cm−1 for Cu-SAPO-34 at low dosing of NO. Furthermore, it is 
accepted that the νNO vibrational frequencies associated with isolated Cu+ species 
appear in the 1700–1850 cm−1 range. These experimental frequencies correspond to 
mono and di-nitrosyl complexes in both 6r and 8r environments. 




Figure 4.4 Optimized geometries of NO interacting with Cu+ and [Cu(OH)]+ species in Cu-









Figure 4.5 Optimized geometries of NO interacting with Cu+ and [Cu(OH)]+ species in Cu-
SAPO-34. P, Si, Al, O, Cu, N and H atoms are depicted in yellow, orange, thatch, red, green, 
blue and white, respectively. 
The interaction of NO with [Cu(OH)]+ species is also very strong, and the 
computation of vibrational frequencies yields values between 1787 and 1798 cm−1. 
In the experimental IR spectrum of Cu-SSZ-13 (see Figure 4.6, top) a band at 1788 
cm−1 is detected. This result is supported by an IR band at 3668 cm−1 due to the 
hydroxyl group attached to Cu2+. The calculated value of O-H stretching frequency 
is 3656 cm-1 for Cu-SSZ-13 (see Cu2+-OH-6R-NO in Figure 4.5). 
 





Figure 4.6. IR spectra in the OH IR region (A) and NO IR region (B) of NO adsorption at 
-156ºC and at increasing NO dosing (0.05-0.6mbar) on SSZ-13 (top, blue), Cu-SSZ-13 (top, 
red), SAPO-34 (bottom, blue) and Cu-SAPO-34 (bottom, red) samples.  
 
On Brønsted acid sites, NO interacts very weakly and the calculated vibrational 
frequency corresponding to the NO stretching is 1891 cm-1 on both materials, not 
very different from that of the gas phase molecule (1894 cm-1). This is also in good 
agreement with the experimental frequency located at 1894 cm-1, observed in H-
SSZ-13 and supported by a shift in the OH region, around 3500 cm-1 (Figure 4.6, 
top). 
Although less strongly, NO adsorbs also on Cu2+. However, due to the strong 
coordination of Cu2+ cation with three framework oxygen atoms when it is located 




either in the 6Rb–6R or in the 8R–8R positions (Figure 4.4), two NO molecules are 
not able to bind, and thus only the mono-nitrosyl complexes can be optimized for 
these two systems. The vNO mode vibrates between 1925 and 1947 cm−1 on Cu-
SSZ-13 zeolite, and between quite similar values, 1907 and 1940 cm−1, on Cu-
SAPO-34. These values match the experimental bands observed at 1924 and 1950 
cm−1 for Cu-SSZ-13 and at 1911 and 1943 cm−1 for Cu-SAPO-34 in the spectrum 
of NO adsorption. (see figure 4.6, bottom). 
Finally, dimeric [Cu-O-Cu]2+ species have been proposed in the literature and we 
have considered the interaction of NO with this species as well. The optimized 
structure for Cu-SAPO-34 is shown in Figure 4.5. In this case, the two Si atoms are 
placed in different 6r units. The species [Cu-O-Cu]2+ located across the cavity help 
to stabilize this pair of negative charges. Other possible locations of the [Cu-O-Cu]2+ 
dimer were explored but they were between 5 and 25 kcal/mol less stable. In the 
optimized geometry resulting from the interaction of two NO molecules on each Cu 
atom of [Cu-O-Cu]2+ (Figure 4.5), one NO is adsorbed in a bridge mode bonded to 
both Cu and O atoms. The calculated vibrational frequency of the νNO mode is 1712 
cm-1. The other NO molecule is bonded to the second Cu atom which is coordinated 
to only two O atoms with O-Cu-O angle close to 180°. The computed νNO 
vibrational frequency is 1887 cm−1, which could be associated with the band 
observed at 1883 cm−1 in the IR spectra of Cu-SAPO-34. 
4.4. Theoretical study of the reaction mechanism 
In this section, the mechanism of the NH3-SCR reaction on the Cu-SAPO-34 and 
Cu-SSZ-13 catalysts is investigated by means of periodic DFT calculations.  
4.4.1. Oxidation half-cycle: formation of nitrites and nitrates on Cu-CHA 
catalysts 
There is experimental evidence that the oxidation of NO is significantly enhanced 
by the presence of exchange Cu cations32,78–80. There is also evidence for the 
formation of Cu2+NOx− species when the catalyst is exposed to NO and O2 in the 
absence as well as in the presence of ammonia33,81. We delay the effect of ammonia 
to the next chapter and we study here how the oxidation of NO might occur on the 




Cu+ site without NH3. Therefore, the initial state for the mechanistic study will be 
the most stable Cu+ species identified in Section 4.3.1, plus NO, plus O2. In this 
regard, the active site has been defined as a Cu+ cation located in a d6r unit 
containing two Si (or two Al) atoms, with a Brønsted acid site nearby to keep the 
system neutral. We have considered the most stable distributions of two Si and two 
Al from section 4.3.1, namely, the 6RB and 6RC for Cu-SAPO-34, and the 6RA, 
6RB and 6RC for Cu-SSZ-13 (see Figure 4.1). Among these, the most stable model 
is the 6RB with two Si (or two Al) atoms in the same 6r ring for both materials, but 
the relative energies of all structures investigated (Table 4.2), and the activation 
barriers for all steps considered (Table 4.3) indicate that there are no significant 
differences in the mechanisms calculated with the five catalyst models. Therefore, 
the results presented and discussed are those related to the 6RB model of 
Cu-SAPO-34 and Cu-SSZ-13 catalysts unless otherwise stated. The calculated 
energy profiles over Cu-SAPO-34 and Cu-SSZ-13 are plotted in Figures 4.7 and 4.10 
respectively, and the optimized geometries of all structures involved are depicted in 
















Table 4.2 Relative stability (in kcal/mol) of all structures involved in the oxidation of Cu+ 
to Cu2+ by NO+O2 with respect to the sum of the energies of Cu-CHA catalyst+2NO+O2. 
The state of some molecules indicated with (g) means that such molecules are not coordinated 
to the copper cations. It does not mean an isolated gas phase molecule. See Figures 4.8, 1.9, 
4.11 and 4.12.  
Species 
Cu-SSZ-13 Cu-SAPO-34 
6RA 6RB 6RC 6RB 6RC 
Cu++NO+O2  1 - -26.3 - -27.0 -33.0 
 TS1→2 - -4.0 - -4.3 -10.1 
Cu2++NO-3 2 - -76.0 - -76.7 -80.8 
Cu++NO  3 -26.5 -27.1 -32.4 -27.1 -31.7 
Cu++2NO 4 -45.3 -45.7 -50.9 -46.8 -51.0 
Cu++2NO+O2  5 -56.3 -56.3 -61.9 -57.1 -62.0 
 TS5→6 -41.9 -43.3 -48.8 -43.5 -48.8 
Cu++2NO2 6 -97.2 -98.1 -104.2 -99.8 -104.8 
 TS5→7 -40.3 -40.7 -46.5 -40.4 -45.8 
Cu2++NO-2+NO2  7 -94.8 -95.5 -101.5 -97.7 -101.1 
Cu2++NO-2+NO2 8 -84.8 -86.3 -91.1 -87.3 -92.8 
 TS8→9 -71.4 -71.4 -77.2 -73.5 -76.7 
Cu2++NO-3+NO 9 -94.1 -95.1 -99.6 -95.8 -100.3 
Cu2++NO-2+NO2(g) 10 - -72.6 - -74.6 - 
 TS10→11 - -68.9 - -71.3 - 
Cu2++NO-3+NO(g) 11 - -76.0 - -82.0 - 
Cu2++NO-2+NO2+NO2(g) 12a - -95.5 - -97.7 - 
 TS12→13a - -81.6 - -85.3 - 
Cu2++NO-3+NO2+NO(g) 13a - -90.5 - -93.8 - 
aCalculated with respect to the sum of the energies of Cu-CHA catalyst+2NO+O2+NO2.  
 




Table 4.3 Electronic activation energies of the oxidation of Cu+ to Cu2+ by NO+O2. Energies 
are given in kcal/mol. 
 SSZ-13 SAPO-34 
Steps 6RA 6RB 6RC 6RB 6RC 
TS1→2 - 22.3 - 22.7 22.8 
TS5→6 14.3 13.0 13.1 13.6 13.2 
TS5→7 16.0 15.6 15.4 16.7 16.1 
TS8→9 13.4 15.0 13.9 13.8 16.1 
TS10→11 - 3.7 - 3.2 - 




Figure 4.7 Calculated energy profile for all processes leading to the formation of nitrites 
and nitrates from NO+O2 and from NO2 in Cu-SAPO-34 with Cu+ in site 6RB. The optimized 
structures involved are depicted in Figures 8 and 4.9. The path 1→2 has been represented in 
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Figure 4.8 Optimized geometries of some NO and O2 adsorption complexes (1, 3, 4 and 5), 
and of the structures involved in the direct formation of nitrate (2) from co-adsorbed NO+O2
in 6RB model of Cu-SAPO-34. Al, P, O, Si, and H atoms in the framework depicted as thatch, 
yellow, red, orange and white sticks; Cu cations, O and N atoms in the reactant molecules 
depicted as green, red and blue balls.  
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Figure 4.9 Optimized geometries of the structures involved in the formation of nitrites and 
nitrates in the 6RB model of Cu-SAPO-34. Al, P, O, Si, and H atoms in the framework 
depicted as thatch, yellow, red, orange and white sticks; Cu cations, O and N atoms in the 
reactant molecules depicted as green, red and blue balls. 
 
The one-step formation of Cu2+NO3− by direct reaction of Cu+ with NO and O2 is 
the first pathway considered (red pathway in Figure 4.7). The O2 molecule is first 
activated on Cu+ and subsequently reacts with a NO molecule not 




directly bonded to the active site, breaking the O−O bond 
(TS1-2) and forming a bidentate nitrate complex. The 
calculated activation energy, ~23 kcal/mol, is similar to 
those previously reported on Cu-SSZ-13 (25-27 kcal/mol)37,82 
and the reaction is very exothermic. However, the interaction of Cu+ with O2 is much 
weaker than with NO. The calculated adsorption energy of O2 on Cu-SAPO-34 and 
Cu-SSZ-13 are -9.63 and -6.7 kcal/mol, respectively, while the corresponding values 
obtained for NO are -27.1 and -27.0 kcal/mol for mononitrosyl and -46.8 and -45.7 
kcal/mol for dinitrosyl complexes (structures 3 and 4 in Figures 4.8 and 4.11). These 
values suggest that the probability of formation of structure 1 is low in these 
catalysts.  
Mao et al.54, reported a different pathway for the oxidation of Cu+ to Cu2+ in Cu-
SAPO-34 where NO and O2 are first co-adsorbed on Cu+. However, the calculated 
activation energies lie around 20 and 24 kcal/mol, which is somewhat high for a fast 
reaction at 298 K. 
Table 4.4 Calculated Adsorption Constants (Kads) of Reactant Molecules on Cu-SAPO-
34 and Cu-SSZ-13 at Different Temperatures. Numbered intermediates are shown in 
Figures 4.8 and 4.9 
 
Adsorption Constant, K ads 
T = 298 K T = 373 K T = 473 K T = 623 K 
Cu-SAPO-34 
Cu+ + NO + O2 → 1 1.43×101 4.05×10-3 5.92×10-6 2.68×10-8 
Cu+ + NO → 3 1.14×1011 3.01×107 3.86×104 1.39×102 
Cu+ + 2NO → 4 1.57×1015 5.33×108 2.71×103 7.60×10-2 
Cu+ + 2NO + O2 → 5 9.03×1012 1.48×105 6.91 ×10-2 2.85×10-7 
Cu+ + NO2 → 6´ 4.74×108 1.82×103 3.15×10-2 2.32×10-6 
Cu+ + NO2 → 7´ 7.52×106 2.27×102 6.31×10-3 7.22×10-7 
  Cu-SSZ-13   
Cu+ + NO + O2 → 1 8.66×100 3.01×10-3 5.22×10-6 2.76×10-8 
Cu+ + NO → 3 2.71×1011 7.13×107 9.16×104 3.31×102 
Cu+ + 2NO → 4 7.29×1014 3.59×108 2.50×103 9.30×10-2 
Cu+ + 2NO + O2 → 5 4.84×1011 8.31×103 3.85 ×10-3 1.48×10-8 
Cu+ + NO2 → 6´ 4.73×106 2.60×101 5.80×10-4 5.04×10-8 
Cu+ + NO2 → 7´ 7.22×105 1.02×101 5.34×10-4 1.08×10-7 







Table 4.5 Calculated Kinetic Constants for Key Elementary Steps on Cu-SAPO-34 and Cu-
SSZ-13 at Different Temperatures. 
 
Kinetic Constant, kr 
298 373 473 623 
Cu-SAPO-34 
1→2 9.27×10-4 1.55×100 7.95×102 2.19×105 
5→6 2.15×102 1.49×104 4.97×105 1.10×107 
5→7 4.84×101 9.23×103 7.40×105 3.64×107 
8→9 3.98×103 5.82×105 4.02 ×107 1.91×109 
10→11 2.08×10-2 1.09×10-1 3.11×10-1 8.18×10-1 
12→13 5.60×10-4 3.56×10-6 1.28×10-4 3.34×10-3 
Cu-SSZ-13 
1→2 1.30×10-4 1.53×10-1 5.59×101 1.06×104 
5→6 1.59×103 4.98×104 8.37×105 9.68×106 
5→7 9.00×103 1.86×106 1.76×108 1.14×1010 
8→9 2.03×101 2.86×103 1.73×105 6.44×106 
10→11 2.59×103 1.54×102 4.84×102 1.39×101 
12→13 5.89×10-10 8.09×10-8 3.44×10-6 9.75×10-5 
A comparison of the adsorption constants Kads obtained from the calculated Gibbs 
free energies at increasing temperatures (Table 4.4) shows that two NO molecules 
will adsorb preferentially on Cu+ over O2 in the entire range of temperature 
considered. Therefore, reaction paths involving the adsorption of O2 on Cu+ sites 
have not been further considered but a different possibility has been explored starting 
from the dinitrosyl complex 4 (Figures 4.8 and 4.11). This pathway is described in 
detail for the 6RB model in Cu-SAPO-34, but energies and geometries for the other 
sites in Cu-SAPO-34 and Cu-SSZ-13 are given in Tables 4.2 and 4.3, and in Figures 
4.11 and 4.12. After the dinitrosyl formation, O2 adsorbs close to the two NO 




molecules attached to Cu+ with which it interacts very favorably. In this system, 
which is significantly more stable than structure 1, O2 is oriented in such a way that 
each O atom is interacting with the N atom of each NO molecule. The optimized N-
O distances are 1.59 Å and 1.90 Å. The activation of the O-O bond is evident from 
the increase of the bond length to 1.34_Å, from 1.23 Å in the gas phase. 
From structure 5, there are two possible pathways leading to the formation of two 
NO2. Both transition states, TS5-6 and TS5-7, have similar activation energies, 13.6 
and 16.7 kcal/mol respectively. In the transition state TS5-6 the O-O bond length 
increases to 1.63 Å and two N-O bonds are formed with optimized distances of 1.39 
and 1.41 Å. The result of the O-O dissociation is the formation of two NO2 molecules 
bonded to Cu+ through the N atoms (structure 6 in Figure 4.8). In TS5-7, as the 
O−O bond increases to 1.63 Å, one NO molecule moves away and 
the corresponding Cu-N bond completely breaks. In this 
process, the O coming from the O2 simultaneously binds to Cu+ and to 
the leaving NO, with optimized Cu−O and O−N distances of 
1.85 and 1.69 Å, respectively. A nitrite-like fragment is 
formed together with a NO2 molecule coordinated through the N atom 
(structure 7 in Figure 4.8). The subsequent formation of nitrate requires the rotation 
of the nitrite fragment to a less stable intermediate (structure 8 in Figure 4.9) where 
the N atom of the nitrite is closer to the O atom of the NO2. From 8, an O transfer 
through TS8-9 to the nitrite fragment is feasible now to produce nitrate co-adsorbed 
with NO on Cu2+ (structure 9 in Figure 4.9). This step requires only 13.9 kcal/mol 
but increases to 24 kcal/mol if we consider the most stable complex, 7, as a starting 
point.  
Apart from the fact that exchange cations accelerate the NO oxidation by O2, there 
is also evidence that the H-form of several zeolites enhances the same reaction. 
Halasz et al.78 observed that in H-ZSM-5 the oxidation of NO was heterogeneously 
catalyzed at much faster rate than the gas phase reaction at 25 ℃ and 350 ℃ 
proposing that the BA-OH groups were responsible for this effect. Stevenson et al.38 
on the other hand proposed that the extra framework Al could also be the active sites. 
Others83,84, claim that confinement effects accelerate the gas phase oxidation of NO 
to NO2 inside the zeolite cavities. It seems that NO2 could be formed in a variety of 
ways and we have also considered the formation of nitrates directly from NO2, which 




is actually expected to take place under fast SCR conditions. Thus, Cu2+NO2− 
(structures 7′ in Figure 4.8) forms by direct adsorption of NO2 on Cu+. It further 
reacts with another NO2 (structure 10 in Figure 4.9) to form a bidentate Cu2+NO3− 
species and non-bonded NO molecule (structure 11 in Figure 4.9) through transition 
state TS10-11. This process has an interestingly low activation energy of 3.1 
kcal/mol. This reaction is also possible starting from the nitrite fragment co-adsorbed 
with NO2 on the Cu2+ cation. The initial optimized structure includes a third NO2 in 
the gas phase (structure 12 in Figure 4.9). Similar to the previous step, a monodentate 
nitrate species is formed along with a NO not adsorbed. In contrast, the activation 
energy is somewhat higher in this case, 12.4 kcal/mol. These last two reactions 
(which correspond to an Eley-Rideal mechanism) have significantly lower activation 
energies than the pathways starting from dinitrosyl. However, the loss of entropy 
experienced by the gas phase NO2 when coming to the transition state will render 
this reaction less probable, especially at high temperatures. This is clearly reflected 
in the predicted reaction rates in Table 4.5. 
So far, we have discussed several pathways for the formation of nitrates and nitrites 
on Cu-SAPO-34 (6RB). The same pathways have been computed on Cu-SAPO-34 
(6RC) and on Cu-SSZ-13 with the three possible distributions of the Al pairs (6RA, 
6RB and 6RC models) and no significant differences have been observed. Figure 
4.11 and 4.12 show the optimized geometries obtained for the Cu-SSZ-13 catalyst 
with the 6RB model, which are almost identical to the ones on Cu-SAPO-34. The 
corresponding activation and reactions energies (Figure 4.10) are also very similar 
and the same conclusions can be drawn: there are several pathways to form NO2 and 
nitrites from NO+O2 involving activation energy barriers lower than 17 kcal/mol, as 
well as nitrates although with somewhat higher activations energies. The most 
probable routes involve the previous chemisorption of both NO molecules on Cu+ 
and the nearby and the physisorption of the O2 molecule. 
It is true that an excess of NH3 will influence the formation of nitrates and the 
mechanism might be different. We will indeed study the effect of NH3 in the next 
chapter using molecular dynamics techniques. But the study of the formation of NO3-
/NO2- species without ammonia is critical for a complete understanding of the SCR 
process. Nonetheless, after the formation of NO3-/NO2- species, the direct 
participation of NH3 and/or NH4+ is necessary to form NH4NO2 and/or NH4NO3 




which will decompose into N2 and water. The participation of NH3 is also necessary 
for the reduction half cycle. We will now continue with possible routes for the 
reduction of Cu2+ to Cu+ with NO and NH3. 
 
 
Figure 4.10 Calculated energy profile for all processes leading to formation of nitrites and 
nitrates from NO+O2 and from NO2 in Cu-SSZ-13 with Cu+ corresponding to model 6RB. 
The optimized structures involved are depicted in Figure 4.10 and Figure 4.11. The path 1→2 
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Figure 4.11 Optimized geometries of some NO and O2 adsorption complexes (1 to 7), 
and of the structures involved in the direct formation of nitrate (2) from co-adsorbed 
NO+O2 in 6RB model of Cu-SSZ-13. Al, O, Si, and H atoms in the framework depicted as 
thatch, red, orange and white sticks; Cu cations, O and N atoms in the reactant molecules 
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Figure 4.12 Optimized geometries of the structures involved in the formation of nitrites and 
nitrates from co-adsorbed 2NO+O2 (5) in the 6RB model of Cu-SSZ-13. Al, O, Si, and H 
atoms in the framework depicted as thatch, red, orange and white sticks; Cu cations, O and 
N atoms in the reactant molecules depicted as green, red and blue balls. 
 




4.4.2. Reduction of Cu2+ to Cu+ with NO and NH3 
As mentioned in the introduction, there is experimental evidence that the reduction 
of Cu2+ to Cu+, requires the simultaneous participation of NO and NH3. In this 
section, several pathways through which the reduction of Cu2+ to Cu+ might take 
place have been investigated. These include reduction of Cu2+ with NH3 and NO, 
and reduction of Cu2+-OH- with NH3 and NO. The calculated relative energies are 
summarized in Table 4.2, the energy profiles on Cu-SAPO-34 and Cu-SSZ-13 are 
plotted in Figures 4.13 and 4.14, respectively, and the optimized structures are shown 
in Figures 4.15 and 4.16 for Cu-SAPO-34 model, and in Figures 4.17 and 4.18 for 
Cu-SSZ-13 models. 
Table 4.6 Relative stability (in kcal/mol) of all structures of the model 6RB involved in 
the reduction of Cu2+ to Cu+ by NO+NH3 with respect to the sum of the energies of Cu-
CHA catalyst+NO+NH3+H2O.  
Species Cu-SAPO-34 Cu-SSZ-13 
Cu2+-NH3 1 -33.2 -38.6 
 TS1-2 4.54 17.2 
Cu2+-NH2- 2 -9.2 -10.0 
Cu+-H2NNO 3 -42.0 -42.0 
 TS3-4 -7.2 -11.5 
Cu+-HNNOH 4 -34.2 -38.4 
Cu+-HNNOH 5 -41.9 -47.7 
 TS5-6 -12.4 -14.2 
Cu+-N2+H2O(g) 6 -88.9 -91.4 
Cu2+-OH- 7 -5.7 -5.2 
Cu2+-OH-+NH3 8 -28.1 -25.8 
 TS8-9 14.1 17.2 
Cu2+-H2O+NH2- 9 -18.3 -6.3 
Cu2+-OH-+NO 10 -34.6 -33.3 
Cu2+-OH-+NH3+NO 11 -47.2 -43.5 
 TS11-12 -44.0 -40.4 




Table 4.6 Relative stability (in kcal/mol) of all structures of the model 6RB involved in 
the reduction of Cu2+ to Cu+ by NO+NH3 with respect to the sum of the energies of Cu-
CHA catalyst+NO+NH3+H2O.  
Species Cu-SAPO-34 Cu-SSZ-13 
Cu+-ONNH2 12 -47.3 -54.2 
 TS12-13 -17.2 -14.9 
Cu+-NOHNH 13 -42.1 -45.9 
Cu2+-NO 14 -28.1 -28.9 
Cu2+-NO-NH3 15 -46.4 -45.4 
 TS15-12 -39.7 -30.3 
 
The interaction of NH3 with Cu2+ to form structure 1 is very favorable, with a 
calculated adsorption energy of -33.2 kcal/mol (Table 4.6 and Figure 4.13). In the 
optimized structure, Cu2+ is coordinated to three framework oxygens in addition to 
NH3 (Figure 4.15). One H atom of NH3 is forming an H-bond with one of the 
negatively charged oxygens (AlO4-) of the 6r. The reduction of Cu2+ with NH3 
proceeds through the H-transfer from NH3 to 6r through TS1-2 with an activation 
energy of 37.8 kcal/mol, resulting in the formation of Cu2+-NH2- and a Brønsted site 
(structure 2 in Figure 4.15). The next step involves the formation of nitrosamine 
(H2NNO) which is carried out by the N-N coupling of a NO molecule with Cu2+-
NH2-. The Cu-N distances, 1.89 and 2.33 Å, show that H2NNO is bonded to Cu+ 
through both N atoms (structure 3 in Figure 4.15). Nitrosamine has been proposed 
as a key intermediate35 in the reduction half cycle. Notice that it has the right 
stoichiometry to decompose into N2 and H2O. From the adsorbed nitrosamine 
(Cu+-H2NNO), this decomposition can be achieved through two H-transfers (TS3-4 
and TS5-6) from N to the neighboring O. After the first hydrogen transfer, the 
HNNOH intermediate (structure 4) must rearrange so that the O and H atoms have 
the right orientation for the second H-transfer (compare structures 4 and 5 in 
Figure_4.15). These two last steps have equally high activation energies, 
~29_kcal/mol, as the formation of [Cu-NH2]+. These results are in agreement with a 
similar pathway reported for Cu-SAPO-1885. They also suggest that there is another 




pathway for the reduction of Cu2+ with lower activation energies because the 
reduction half cycle is not the rate-determining step.  
The formation of H2NNO will always require that NH3 loses a proton at some step. 
Another scenario to achieve this is the adsorption of NH3 on the frequently proposed 
Cu2+-OH- species (structures 7 and 8). In this way, the hydroxyl could accept a H 
atom from NH3 and form water and NH2- adsorbed on Cu2+ (structure 9). However, 
the activation energy, 42.1 kcal/mol, is even greater than the ones found so far. 
Moreover, the product H2O-Cu2+-NH2- is 10 kcal/mol less stable compared with the 
reactants, which agrees with the fact that NH2- is more basic than OH-.  
The initial adsorption of NO on Cu2+-OH-, instead of NH3, constitutes an alternative 
pathway. The OH--Cu2+-NO adduct (structure 10 in Figure 4.16) is slightly more 
stable than OH--Cu2+-NH3 (structure 8 in Figure 4.15). An NH3 from gas phase 
approaches and forms a complex where one H is interacting strongly with the O atom 
of the OH- fragment (structure_11 in Figure 4.16). At the same time, the two N atoms 
are at 2.0 Å from each other perfectly oriented to form a new N-N bond. Now, the 
formation of the N-N bond facilitates the N-H breaking and the simultaneous 
formation of O-H through TS11-12. In spite of the complexity of this step, the 
activation energy is surprisingly low, only 3.1 kcal/mol. As a result, a water molecule 
and nitrosamine (H2NNO) are formed (structure 12 in Figure 4.16). The nitrosamine 
formed in this pathway is adsorbed only through one N atom. However, it is more 
stable by 10.3 kcal/mol than the one absorbed through both N atoms (compare the 
relative stability of structure 3 and 12 in Figure 4.13). Since this structure is more 
stable we have calculated the activation energy required to decompose H2NNO with 
this geometry. Even though the intermediate resulting from the first H-transfer is 
more stable than its bidentate counterpart the activation energy of the transition state 
TS12-13 is still significantly high, 30.1 kcal/mol. It can then be concluded that the 
decomposition of H2NNO does not occur on the Cu+ site located in the 6r.  





Figure 4.13 Calculated energy profile of the reduction of Cu2+ to Cu+ on Cu-SAPO-34 with 
the 6RB model. Electronic energy is given in kcal/mol. Intermediates corresponding to 
minimum structures are labeled with numbers. The transition states are not labeled. 
The N-N coupling between NH3 and NO can also occur on Cu2+ without the 
participation of OH-. It can proceed with an initial adsorption of NO on Cu2+, 
followed by adsorption of NH3 according to structure 15. The orientation is again the 
right one to facilitate the N-N coupling. The N-N distance is 1.96 Å and one N-H is 
interacting with the AlO4- through hydrogen bonding. Interestingly, this structure is 
only 2 kcal less stable than the adsorption state where both NH3 and NO are 
coordinated to Cu2+(compare structures 15 and 16 in Figure 4.16). The activation 
energy to extract a proton from NH3 and form H2NNO is again very low, ~6 
kcal/mol.  
In conclusion, the reduction half cycle of the SCR process seems to be aided by the 
exchange Cu2+ and [Cu-OH]- species. The formation of the key intermediate 
nitrosamine on the active sites considered is favorable. Its decomposition is not likely 
to occur in the same active sites due to the high activation energies involved. Based 
on the literature we propose that nitrosamine desorbs from Cu+ prior to its 
decomposition into H2O and N2. The decomposition of H2NNO on the Brønsted sites 
has been investigated theoretically by Bruggeman et al.56 and Mao et al.54 Both 




studies report low activation energies, thus supporting the hypothesis that H2NNO is 
readily decomposed in the Brønsted acid sites.  
 
 
Figure 4.14 Calculated energy profile of the reduction of Cu2+ to Cu+ on Cu-SSZ-13 with 
the 6RB model. Electronic energy is given in kcal/mol. Intermediates corresponding to 
minimum structures are labeled with numbers. The transition states are not labeled. 
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Figure 4.15. Optimized geometries of the structures involved in the reduction of Cu2+ to 
Cu+ in the 6RB model of Cu-SAPO-34. Al, P, O, Si, and H atoms in the framework depicted 
as thatch, yellow, red, cyan and white sticks; Cu cations, O and N atoms in the reactant 
molecules depicted as green, red and blue balls.  
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Figure 4.16. Optimized geometries of the structures involved in the reduction of Cu2+ to 
Cu+ in the 6RB model of Cu-SAPO-34. Al, P, O, Si, and H atoms in the framework depicted 
as thatch, yellow, red, cyan and white sticks; Cu cations, O and N atoms in the reactant 
molecules depicted as green, red and blue balls.  
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Figure 4.17. Optimized geometries of the structures involved in the reduction of Cu2+ to 
Cu+ in the 6RB model of Cu-SSZ-13. Al, P, O, Si, and H atoms in the framework depicted 
as thatch, yellow, red, cyan and white sticks; Cu cations, O and N atoms in the reactant 
molecules depicted as green, red and blue balls.  
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Figure 4.18. Optimized geometries of the structures involved in the reduction of Cu2+ to Cu+
in the 6RB model of Cu-SSZ-13. Al, P, O, Si, and H atoms in the framework depicted as 
thatch, yellow, red, cyan and white sticks; Cu cations, O and N atoms in the reactant 









In this chapter we have used static DFT to help characterize the Cu-CHA catalysts. 
First, we have built different models consistent with species proposed in the literature 
and concluded that the location of Cu+ and Cu2+ in the plane of the 6r is the most 
stable one for the Al (and Si) pairs considered. However, in agreement with the 
literature we cannot postulate that this is the only existing state of Cu since isolated 
Cu2+ or Cu+ ions located in 8r positions, [Cu-OH]+ species, and [Cu–O–Cu]2+ dimers 
can coexist. The evidence comes from comparison of the calculated frequencies of 
NO vibrations with the experimental IR spectra using NO as probe molecule 
recorded on Cu-SSZ-13 and Cu-SAPO-34 samples synthesized in the Institute of 
Chemical Technology. 
In this sense, the [Cu–OH]+ species have been well identified. The predicted IR 
bands at ~1788-1798 cm−1 of the NO vibrations are consistent with the experiments. 
This species has been related however with an IR band at 1897 and 1895 cm-1 86,87. 
In disagreement with previous assignations, we associate the bands at 1897-1894 
cm-1 to the interaction of NO with the Brønsted H by comparing the DFT-derived 
frequencies with spectra of the free and copper exchanged Cu-SSZ-13 and Cu-
SAPO-34 samples. The dimeric copper oxo [Cu-O-Cu]2+ species was identified as 
well through the calculated vNO vibration at 1887 cm-1. This band has been 
associated with the IR band observed at 1882 cm-1 in the Cu-SAPO-34 sample, which 
has not been previously assigned in the literature. 
Secondly, we can conclude that the oxidation of Cu+ to Cu2+ can readily occur at low 
temperature mainly by reaction of Cu2+ dinitrosyl with O2 forming NO2 and nitrite 
in equilibrium with nitrates. This result supports the experimental evidence for the 
formation of nitrates and nitrites in the absence of NH3 and is in agreement with 
experimental reaction orders of dry NO oxidation on Cu-SSZ-13. It seems then, that 
NH3 does not directly participate in the oxidation of Cu+ to Cu2+, although it might 
alter the state of the Cu+ sites.  
Finally, the DFT results on the reduction half cycle are in agreement with the 
experimental evidence that both NO and NH3 are key for the reduction of Cu2+ to 





through the N-N coupling of NO and NH3 but its decomposition is more likely to 
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Insights on the NH3-SCR-NOx reaction 





The results of the previous chapter correspond to the study of the NH3-SCR-NOx 
reaction with Cu-CHA catalysts using static DFT in which we did not consider the 
effect of NH3 in the oxidation half cycle. Ammonia acts primarily as the reducing 
agent. However, its slightly negative apparent reaction order means that too much 
NH3 will actually inhibit the reaction. The role of NH3 in the SCR reaction seems to 
be more complex than that of the other reactants. Let us review with more detail the 
current understanding of the role of ammonia.  
Lezcano et al.1 identified three adsorption states for NH3 in Cu-SSZ-13 by using a 
combination of in situ Fourier Transform Infrared Spectroscopy with DFT 
calculations and temperature programmed desorption of NH3. A desorption peak 
below 473_K was ascribed to ammonia adsorbed on extra-framework Al, another 
peak around ~573 K was associated to ammonia adsorbed on the Cu Lewis sites, 
forming the complex [Cu(NH3)4]2+ and a third desorption peak above 673 K was 
attributed to the adsorption on the Brønsted acid sites. They concluded that NH3 
adsorbed on the Lewis acid sites is indispensable for the SCR reaction over 
Cu-SSZ-13, while the Brønsted centers act primarily as NH3 storage sites. Wang et 
al.2, observed that the SCR reaction on Cu-SAPO-34 involves the formation of 
NH4NO3 and its reduction by NO producing N2 at ~373 K. They concluded that 
NH4NO3 is formed in the Lewis sites and the Brønsted sites, acting as reservoirs, 
supply NH3 through migration to the Lewis sites. Other authors3 have proposed that 





this migration of NH3 from the Brønsted to the Lewis sites might be the rate-
determining step at low temperature in Cu-SAPO-34. 
Lunsford and co-workers4–6 reported the formation of tetraamine-copper(II) complex 
inside the cavities of zeolite Cu-Y in the presence of NH3 and O2 as well as with 
additional NO in the gas feed. The authors proposed this species as the active sites 
for the reduction of NO by NH3 in Y-type zeolites5. However, Delabi et al.7 based 
on UV−vis−NIR spectroscopy and static DFT calculations on 
cluster models concluded that the Cu2+ cation in this complex must 
still be coordinated to one or two framework oxygens. Similar amino-copper 
complexes have been identified as well in the Cu-SSZ-13 zeolite by combining IR 
spectroscopy, EPR and DFT methods1,8–10.  
The Cu+ cation has also been found to interact strongly with NH3. Paolucci et al.11-13 
and Gao et al.14–16 have proposed that under low temperature SCR conditions 
(<_523_K) ammonia liberates the Cu+ ions from its coordination with the zeolite 
framework forming mobile Cu+(NH3)2 species. These mobile amino-copper 
complexes are responsible for the activation of O2 through the formation of the 
transient dimeric species Cu+(NH3)2-O-O-Cu+(NH3)2. The diffusion of the 
monomeric Cu+(NH3)2 species to the adjacent cavity through the 8r window is the 
rate-determining step at low Cu loading (<10-4 Cu/A3). This is consistent with the 
quadratic dependence of the catalytic activity on the Cu density observed by these 
authors. They also remarked that the linear dependence observed at higher copper 
loadings is evidence that the diffusion of Cu+(NH3)2 is no longer the rate-determining 
step. These copper-ammonia adducts are similar to those found in homogeneous 
catalysis. Their diffusion is limited because of the electrostatic interactions with the 
zeolite framework, and thus constitute an intermediate situation between 
homogeneous and heterogeneous catalysis11,14,17. Lomachenko et al.18 agreed with 
the former authors on the formation of mobile NH3-solvated Cu species in the low-
temperature regime. However, their findings suggest that, above 523 K, Cu is mostly 
present as framework-coordinated Cu(II) species which are probably the active sites 
of the high-temperature regime. It means that the SCR reaction seems to occur 
through different routes at different temperatures. There are in fact two temperature 
regimes with different apparent activation energies15,16,19(Figure 5.1). Table 5.1 






ranges and Cu loadings, reported in the literature for different Cu-CHA catalysts. 
The apparent activation energy varies significantly with the Cu content and with the 
temperature.  
It is clear from the above discussion that, in the SCR reaction, ammonia is not just 
the reducing agent but it also modifies significantly the environment and location of 
the Cu+ and Cu2+ cations. The SCR is thus a very complex and dynamic network of 
elementary processes whose kinetic relevance is very sensitive to the temperature, 
Cu loadings and concentration of reactant molecules. In this chapter, we focus on the 
interaction of the SCR reactant molecules (O2, NO, NO2, and NH3) with the copper 




Figure 5.1 Scheme summarizing the mechanism dependence on the temperature and Cu 
loadings. 
 





Table 5.1 Apparent activation energies of different SCR-NOx catalysts with varying Cu 
loadings and at different temperature ranges.  
Catalyst Cu (%wt) Temperature (K) Eapp (kJ/mol) 
Cu-SSZ-1316 0.065 383-493 43 
Cu-SSZ-1316 5.15 370-470 84 
Cu-SSZ-1316 0.065-0.19  600-700 140 
Cu-SAPO-3420 0.98-2.89 373-473 34 
Cu-SAPO-3421 1.89 398-498 32 
Cu-SSZ-1311 0.3 ~473 47 
5.2 Methods and models 
In this chapter, we have used the model 6RB introduced in the previous chapter for 
Cu-SSZ-13 and Cu-SAPO-34. This model contains two substituting Al in the case 
of Cu-SSZ-13 and two subtituting Si in the case of Cu-SAPO-34. Both Al or Si are 
placed in the same 6r (Figure 5.2). The negative charges introduced by this 
substitution are compensated by a proton and a Cu+ or by a Cu2+. The copper cations 
were always located in the plane of the 6r.  
Static DFT calculations were performed at the revPBE22 level of theory with 
Grimme’s D323 correction for long range interactions as implemented in VASP. The 
valence density was expanded in a plane wave basis set with a kinetic energy cutoff 
of 600 eV, and the effect of the core electrons in the valence density was taken into 
account by means of the projected augmented wave (PAW) formalism. In all 
calculations the Brillouin Zone was sampled at the gamma point. Electronic energies 
were converged to 10−7 eV and geometries were optimized until forces on atoms 
were less than 0.01 eV/Å. The positions of all atoms were allowed to relax in all 
geometry optimizations. 
AIMD simulations were performed with the CP2K package at the revPBE-D3 level 
of theory. The Gaussian and plane waves (GPW) method was used with the TZVP 
basis set for all atoms except Cu which was described with the DZVP-MOLOPT 
basis set. A cutoff energy of 400 Ry was used for the auxiliary plane waves. 
Simulations in the NPT ensemble consisted in a production run of 50 ps after 10 ps 





of equilibration. Three temperatures were used, 298, 523 and 673 K, controlled by a 
Nosé–Hoover chain thermostat24 with three beads and a time constant of 300 fs. The 
pressure was set to 1 atm controlled with a Martyna-Tobias-Klein barostat25. The 
time step to integrate the equations of motion was set to 0.5 fs.  
IR spectra of Cu-CHA catalysts exhibit some bands in the 800-1000 cm-1 region 
associated to the framework asymmetric T-O-T vibrations perturbed by the presence 
of coordinated cations. To assist in the assignation of such bands, vibrational 
frequencies were calculated using two approaches: static DFT and ab-initio 
molecular dynamics (AIMD).  
On the one hand, the vibrational frequencies were determined for the optimized 
structures. To this end, the Hessian matrix is calculated using density functional 
perturbation theory (DFPT)26. In these calculations only the Cu atom, the adsorbed 
molecules and all atoms in the d6r were included in the dynamical matrix. The 
intensities were derived from the Born effective charge tensor27. However, this 
approach does not provide information about the bandwidth so the spectra were built 
applying a Lorentzian line shape with full width at half-maximum (FWHM) of 10 
cm-1. 
On the other hand, as a consequence of the dynamic behavior of copper (see next 
sections) a static model might not fully describe the real system. Therefore, 
vibrational frequencies were also obtained from AIMD simulations. The spectra are 
computed as the Fourier transform of the dipole autocorrelation function. This 
approach allows to take into account anharmonicities and finite temperature 
effects28. The dipole moments were calculated every 2 fs using the Berry phase 
approach on the simulations carried out at 298 K and 1 atm.  
5.3 Adsorption of reactant molecules on the copper cations with AIMD 
We have studied the interaction of the SCR reactant molecules NO, NO2, O2, and 
NH3 with the copper cations using ab-initio molecular dynamics (AIMD) aiming to 
gain more insight on the location and nature of the active sites under realistic reaction 
conditions. We have run AIMD simulations at 298, 523 and 623_K for Cu-SSZ-13, 
and at 298 and 523 K for Cu-SAPO-34. In order to have a quantitative notion of the 





mobility of copper when interacting with different molecules we have computed the 
root mean square deviations (RMSD) of Cu+ and Cu2+ positions. We have also 
computed the average distance of the copper cations to the average plane of the 6r 
(Cu-6r) so as to have an idea of the extent of coordination of the copper cations with 
the oxygens of the 6r. See section 2.6.3 for details on the definition of Cu-6r distance. 
When no molecules are adsorbed, both Cu+ and Cu2+ cations are located in the plane 
of the 6r forming three or four strong bonds with the framework oxygen atoms 
(Figure 5.2) in both Cu-SSZ-13 and Cu-SAPO-34. The average distance Cu-6r 
remains nearly constant for Cu+ and Cu2+ in both materials, being larger for Cu+ than 
for Cu2+ (Table 5.2). The RMSD is always larger for Cu+ than for Cu2+ and increases 
with the increase of the temperature for both cations, although the increase is smaller 
for Cu2+. All these differences between Cu2+ and Cu+ are a consequence of the 
stronger interaction of the divalent cation with the negatively charged 6r oxygens.  
 
Table 5.2 Average distance between Cu and the average plane of the 6r (Cu-6r) and root 
mean square deviation (RMSD) obtained from AIMD simulations of Cu+ and Cu2+ cations at 
298, 523 and 673 K. Data obtained over 50 ps simulations.  
Species 
Cu-SSZ-13 Cu-SAPO-34 
Cu-6r (Å) RMSD (Å) Cu-6r (Å) RMSD (Å) 
298  523  673 298  523  673 298  523  298  523  
Cu+ 0.30 0.31 0.32 0.30 0.44 0.50 0.51 0.48 0.30 0.47 
Cu2+ 0.10 0.15 0.19 0.20 0.26 0.40 0.22 0.22 0.27 0.26 
 





Figure 5.2 Snapshots of the NPT simulations at 298 K and 1 atm for Cu+ and Cu2+ in 
Cu-SSZ-13 and Cu-SAPO-34. Al, Si, P, O and H atoms are depicted as thatch, orange, 
yellow, red, white balls. Cu cations are shown as green balls. 
5.3.1 Interaction of the reactant molecules with Cu2+ 
Since the interaction of Cu2+ with O2, NO and NH3 is very similar in Cu-SSZ-13 and 
Cu-SAPO-34 the following discussion applies to both materials. The average Cu-6r 
distance and the RMSD are summarized in Table 5.3. Snapshots of the trajectories 
of NPT simulations at 298 K and 1 atm are shown in Figures 5.3 and 5.4 for 
Cu-SSZ-13 and Cu-SAPO-34 respectively.  
 
Table 5.3 Average distance between Cu and the 6r plane (Cu-6r) and root mean square 
deviation (RMSD) obtained from AIMD simulations of Cu2+ cations interacting with O2, 
NO, NO2 and NH3 at 298, 573 and 673 K. Data obtained over 50 ps simulations.  
Species 
Cu-SSZ-13 Cu-SAPO 
Cu-6r (Å) RMSD (Å) Cu-6r (Å) RMSD (Å) 
298 K 523 K 673K 298 K 523 K 673K 298 K 523 K 298 K 523 K 
Cu2+-O2 0.11 - - 0.19 - - 0.23 - 0.21 - 
Cu2+-NO 0.51 0.24 0.22 0.32 0.37 0.36 0.32 0.39 0.25 0.36 
Cu2+-2NO 0.66 0.74 0.73 0.25 0.38 0.37 0.96 0.46 0.36 0.4 
Cu2+-ONO--NO2 2.58 1.67 1.97 0.24 0.38 0.69 1.12 1.14 0.26 0.43 
Cu2+-NO-NO3- 1.91 2.24  2.24 0.23 0.45 0.64 1.07 1.23 0.36 0.53 
Cu2+-NH3 0.65 - - 0.4 - - 0.37 0.39 0.26 0.44 
Cu2+-2NH3 1.53 1.53 1.57 0.36 0.51 0.6 0.97 0.97 0.40 0.46 
Cu2+-NO +NH3 1.31 1.37 1.4 0.39 0.56 0.65 - - - - 
Cu2+-4NH3 4.36 4.28 2.87 0.27 0.39 1.13 2.0 2.06 0.3 0.47 





One O2 molecule interacts very weakly with Cu2+ without the formation of chemical 
bonds (Figures 5.3a and 5.4a). The interaction of NO is stronger, but only one NO 
molecule binds to Cu2+, the second NO molecule drifts away from the copper cation 
(Figures 5.3b and 5.3c, 5.4b and 5.4c). The system formed by nitrite and NO2 
interacting with Cu2+ (Figures 5.3d and 5.4d), obtained through oxidation of NO with 
O2 (as described in section 4.5) is also stable. The nitrite species is monocoordianted 
to Cu2+ in Cu-SSZ-13 and Cu-SAPO-34 at 298 K, but evolves differently in the two 
materials at higher temperature. In Cu-SSZ-13, the interaction of this nitrite species 
with Cu is weaker at 523 K and at 673_K, it detaches from the Cu+ site and remains 
in the cavity as a gas phase NO2 molecule (Figure 5.5a). In contrast, in Cu-SAPO-34 
the nitrite remained coordinated to Cu2+ at 523 K, although the Cu-O bonds are 
somewhat more dynamic than at 298 K. Thus, the original Cu-O1 bond is broken 
and a new bond is formed between Cu2+ and the equivalent O2 atom of the nitrite 
anion (Figure 5.5c). A similar dynamic behavior is observed for NO3- co-adsorbed 
with NO (Figures 5.3e and 5.4e), in which an interchange of the Cu-O1 and Cu-O2 
bonds occurs at 523 K in both materials (Figures 5.5b and 5.5d). 
In the case of ammonia, one and two molecules bind strongly to Cu2+, but their 
interaction is not strong enough to break its coordination with the framework 
oxygens and the Cu2+ cation remains always close to the 6r plane (Figures 5.3f, 5.3g, 
5.4f and 5.4g). Simulations with Cu2+ initially located in the plane of the 6r and four 
uncoordinated NH3 molecules inside the cavity evolved to an adsorption state where 
Cu2+ is coordinated to three NH3 and one framework oxygen (6r) in square planar 
geometry (Figures 5.3h and 5.4h). The Cu2+ cation is still coordinated to one O atom 
of the 6r with an average Cu-O bond length of 2.16 Å. The reason why the fourth 
NH3 did not bind to Cu2+ is probably because of its favorable hydrogen bond 
interaction with the other three NH3 molecules. In order to confirm whether four NH3 
are enough to stabilize Cu2+ completely out of the 6r, we have simulated the same 
system with a different initial state. This time, Cu2+ is initially coordinated to the four 
NH3 molecules in the center of the cavity forming a square planar Cu2+(NH3)4 
complex (Figures 5.3i and 5.4i). This complex remained stable inside the cavity 
during the whole simulation time at the three temperatures. These results are in 
agreement with previously reported stability of the tetramine-copper (II) complex8,9. 
 






Figure 5.3 Simulation snapshots of the interaction of the NH3-SCR-NOx reactant molecules 
with Cu2+ at 298 K in Cu-SSZ-13. Al, O and Si atoms in the framework depicted as thatch, 
red and orange sticks; Cu cations, O, N and H atoms in the reactant molecules depicted as 
green, red, blue and white balls. 







Figure 5.4 Simulation snapshots of the interaction of the SCR-NOx reactant molecules with 
Cu2+ at 298 K in Cu-SAPO-34. Al, P, O and Si atoms in the framework depicted as thatch, 
yellow, red and orange sticks; Cu cations, O, N and H atoms in the reactant molecules 
depicted as green, red, blue and white balls.  






Figure 5.5 Time evolution of Cu-O1 and Cu-O2 distances during the AIMD simulations at 
523_K of Cu2+-NO2--NO2 (a and c) and Cu2+-NO3--NO (b and d) intermediates of Cu-SSZ-13 
(a and b) and Cu-SAPO-34 (c and d). The oxygen atoms labelled O1 and O2 are shown in 
Figures 5.3d, 5.3e, and 5.4d and 5.4e. 
 





Finally, the average Cu-6r distance and the RMSD increase slightly with the increase 
of the temperature especially when two or more molecules are coordinated to Cu2+ 
(Table 5.3). The Cu2+ cation interacts favorably with the guest molecules, except O2, 
at the three temperatures in both materials which confirms the results of the previous 
chapter. Furthermore, it is found that at least four NH3 are necessary to stabilize the 
Cu2+ in the cavity with no coordination with the 6r oxygen atoms. 
5.3.2 Interaction of the reactant molecules with Cu+ 
The interaction of Cu+ with one NO, NO2, or O2 at 298 K results in an adsorption 
state where copper is coordinated to at least two O atoms of the 6r and to the N or 
an O atom of the guest molecule (Figure 5.6). It is also slightly displaced down from 
the average plane of the 6r. The average Cu-6r distance ranges from 0.56 to 1.8 Å 
and the RMSD from 0.22 to 0.52 in both zeolites at 298 K (Table_5.4). A second O2 
molecule does not coordinate to Cu+, but remains interacting with the first O2 at 298 
K (Figure 5.7a). Conversely, up to two NO or two NO2 molecules can strongly bind 
to Cu+ causing an increase in the average Cu-6r distances and the RMSD of Cu+ 
positions compared with the adsorption of only one molecule (Table 5.4 and Figures 
5.7b and 5.7c). The mobility (RMSD) of Cu+ and the average Cu-6r distance also 
increase with the increase of the temperature in both materials (Table 5.4). Apart 
from the increase of the last two parameters no other difference was observed in the 
interaction of one and two molecules of NO and NO2 with Cu+. The adsorption is 
spontaneous at the three temperatures considered and Cu+ remains coordinated to at 
least two oxygens of the 6r. 
Table 5.4 Average distance between Cu and the 6r plane (Cu-6r) and root mean square 
deviation (RMSD) obtained from AIMD simulations of Cu+ interacting with O2, NO, NO2
and NH3 at 298, 573 and 673 K. Data obtained over 50 ps simulations.  
Species 
Cu-SSZ-13 Cu-SAPO-34 
Cu-6r (Å) RMSD (Å) Cu-6r (Å) RMSD (Å) 
298  523  673 298  523  673 298  523  298  523  
Cu+-O2 1.09 - - 0.26 - - 0.77 - 0.22 - 
Cu+-NO 1.82 1.98 2.01 0.52 0.45 0.51 0.83 0.86 0.32 0.47 
Cu+-2NO 2.2 2.42 2.6 0.39 0.71 0.59 1.18 1.28 0.44 0.58 
Cu+-NO2 1.6 1.67 1.92 0.29 0.38 0.6 0.53 0.65 0.28 0.44 
Cu+-2NO2 2.71 2.53 2.5 0.31 0.55 0.55 1.18 1.25 0.27 0.36 





Table 5.4 Average distance between Cu and the 6r plane (Cu-6r) and root mean square 
deviation (RMSD) obtained from AIMD simulations of Cu+ interacting with O2, NO, NO2
and NH3 at 298, 573 and 673 K. Data obtained over 50 ps simulations.  
Species 
Cu-SSZ-13 Cu-SAPO-34 
Cu-6r (Å) RMSD (Å) Cu-6r (Å) RMSD (Å) 
298  523  673 298  523  673 298  523  298  523  
Cu+-NH3 2.4 2.6 2.4 0.39 0.66 0.44 1.38 0.98 0.29 1.08 
Cu+-2NH3 3.81 4.08 3.14 1.4 1.3 1.4 2.32 2.00 0.67 2.40 
Cu+-4NH3 4.3 5.14 4.13 0.34 3.63 1.4 2.00 2.06 0.3 0.47 
Cu+-NO-NH3 2.07 - - 0.44 - - - - - - 
Cu+-2NO-NH3 2.21 2.3 2.58 0.36 0.51 0.97 - - - - 




Figure 5.6 Simulation snapshots of the interaction of one O2, NO, NO2 and NH3 
molecules with Cu+ at 298 K in Cu-SSZ-13 (a-d) and in Cu-SAPO-34 (e-h). Al, P, Si, and 
O atoms in the framework depicted as thatch, yellow, orange and red sticks; Cu cations, 
O, N and H atoms of the reactant molecules are depicted as green, red, blue and white 
balls. 






Figure 5.7 Simulation snapshots of the interaction of two O2, NO, NO2 and NH3 molecules 
with Cu+ at 298 K in Cu-SSZ-13 (a-e) and in Cu-SAPO-34 (f-h). Al, P, Si, and O atoms in 
the framework depicted as thatch, yellow, orange and red sticks; Cu cations, O, N and H 
atoms of the reactant molecules are depicted as green, red, blue and white balls. 
 
When one NH3 interacts with Cu+ significantly displaces it toward the center of the 
cavity with average Cu-6r distances of 2.4 Å and 1.38 Å for Cu-SSZ-13 and 
Cu-SAPO-34, but the RMSDs are similar compared with NO, NO2 and O2. The Cu+ 
is coordinated to only one O of the 6r and to the NH3 molecule forming an almost 
linear complex (Figures 5.6d and 5.6h). The average angle N-Cu-O is 169.7° and 
169.0° for Cu-SAPO-34 and for Cu-SSZ-13 respectively. These results indicate that 
the interaction of Cu+ with NH3 is stronger than with NO, NO2 and O2. The 
interaction with a second ammonia modifies the coordination of Cu+ with the 6r 
significantly in both materials. While Cu+ maintains its coordination to the 
framework oxygens when interacting with one NH3, two NH3 are capable of pulling 
the Cu+ cation out of 6r and form the mobile linear complex [Cu(NH3)2]+ (see Cu-6r 
distance in Table 5.4 and Figures 5.7d and 5.7h). At 298 K, the complex forms as 





soon as the ammonia molecules approach Cu+ and remains stable during the whole 
simulation time. The mobility of Cu+ is significantly enhanced by the formation of 
this complex as evidenced by the higher RMSD values, 1.4 and 0.67 for Cu-SSZ-13 
and Cu-SAPO-34 respectively. The strong effect of the interaction with two NH3 is 
also observed in the average Cu-6r distances, which are ~1_Å longer compared with 
the other molecules (Table_5.4). These results indicate that Cu+ is no longer 
coordinated to the 6r but is actually free to move inside the big CHA cage, which is 
clearly observed in the scatter plot in Figure 5.8.  
Seeing that the two NH3 are able to pull Cu+ out of the plane, we also tried the 
combination of one NH3 with one NO for Cu-SSZ-13. In this case, Cu+ remained 
attached to one O atom of the 6r at an average distance of 2.07 Å (Table 5.4 and 
Figure 5.7e).  
The effect of the temperature is more noticeable in the interaction of Cu+ with NH3 
in Cu-SAPO-34. At 523 K, the adduct Cu+-NH3 crosses the 8r to the adjacent cavity 
while Cu+ is still coordinated to the framework. This is illustrated in the scatter plot 
of the Cu positions shown in Figure 5.8a. As a result of the interaction of two NH3 
with Cu+ at 523 K, the diamine-copper(I) complex, Cu+(NH3)2, also forms and stays 
at an average distance of ~2.0 Å from the average plane of the 6r. After 50 ps, 
Cu+(NH3)2 diffuses through the 8r and remains between 0 and 1 Å from the 6r plane 
and close to the negatively charged framework oxygens (Figure_5.8b).  
 






Figure 5.8 Scatter plot of the position of Cu+ (green) in the MD simulations for the 
interaction of Cu+ with a) and c) one NH3, and b) and d) two NH3 at different temperatures. 
Al, P, Si, and O atoms in the framework depicted as thatch, yellow, orange and red sticks. 





Similar enhancement of the mobility is observed in Cu-SSZ-13 for the interaction of 
one NH3 with Cu+. Conversely, the mobility seems to be nearly the same at the three 
temperatures when Cu+(NH3)2 is formed. The spontaneous diffusion of Cu+(NH3)2 
was not observed in Cu-SSZ-13 (Figure 5.8c and Figure 5.8d) but the Cu-6r distance 
increases at 523_K and decreases at 400 K (Table 5.4). It confirms that the diamine-
copper(I) complex is already detached from the zeolite framework and its motion is 
not constrained to the 6r. However, it also indicates that longer simulations are 
needed to sample regions far from the 6r and thus obtain more consistent average 
values of Cu-6r distances at the three temperatures. 
So far, we have seen the stronger interaction of Cu+ with NH3 compared with the 
other reactant molecules. But it is not completely clear whether the Cu+ cation is able 
to coordinate to more than two reactant molecules. To clarify this point, we studied 
the interaction of Cu+ cation with a larger number of molecules. Thus, starting with 
Cu+ in the 6r we simulated the spontaneous adsorption of two NO and one NH3 in 
Cu-SSZ-13. In addition to two NO molecules, Cu+ coordinates to an extra ammonia 
while still interacting with one O atom of the 6r, with average Cu-6r distances 
ranging from 2.21 to 2.58 Å at the three temperatures (Table 5.4 and Figures 5.9a to 
5.9c). These Cu-6r distances indicate that the coordination of Cu+ with the 6r is 
significantly weakened. Simulations of similar systems were not performed for 
Cu-SAPO-34.  
We have also considered the adsorption of two NO and two NH3 at 298, 523 and 673 
K for Cu-SSZ-13, and at 298 and 523 K for Cu-SAPO-34 with the Cu+ cation initially 
located in the 6r. When a second ammonia is included, the Cu+ cation is completely 
detached from the 6r, which is indicated by Cu-6r distances larger than 3.0 Å at the 
three temperatures and in both materials (Table 5.4). The species Cu+(NH3)2(NO) is 
formed at 298_K inside the cavity in Cu-SSZ-13 (Figure 5.9d), and the 
Cu+(NH3)2(NO)2 complex is formed at 523 and 673 K in Cu-SSZ-13, and at 298 and 
523 K in Cu-SAPO-34 (Figures 5.9e to 5.9h). The diffusion to the neighboring cavity 
of such species was not observed. 
 






Figure 5.9 Simulation snapshots of the interaction of two NO and one NH3 with Cu+ in Cu-
SSZ-13 (a, b and c), two NO and two NH3 with Cu+ in Cu-SSZ-13 (d, e and f), and two NO 
and two NH3 with Cu+ in Cu-SAPO-34 (g and h). The temperature is indicated below the 
corresponding snapshot. Al, P, Si, and O atoms in the framework depicted as thatch, yellow, 
orange and red sticks; Cu cations, O, N and H atoms of the reactant molecules are depicted 
as green, red, blue and white balls. 
Finally, we have also studied the interaction of Cu+ with four ammonia molecules in 
the center of the cavity in Cu-SSZ-13. The diamine-copper(I) complex is formed by 
the coordination of Cu+ with two ammonia molecules and remains stable at the three 
temperatures considered. The other two ammonia molecules do not bind to Cu+ but 
dynamically interact through hydrogen bonds with each other and with the two 
ammonia of the complex (Figure 5.10a). Figure 5.11 shows that at 298 K only two 
NH3 binds to Cu+ with Cu-N bond lengths of ~2 Å. The other two ammonia remain 
at an average distance of ~4.1 Å from the Cu+ cation. At 523 K, the interaction Cu-
ammonia is more dynamic and at ~14 ps an ammonia initially not coordinated binds 
to Cu+ (see Cu-N4 distance in Figure 5.11) while one of the ammonia initially 
coordinated drifts away (see Cu-N3 distance in Figure 5.11). Furthermore, the 





diamine-copper(I) complex diffuses spontaneously through the 8r (Figure 5.10b). 
The dynamic character of the interaction increases even more at 673 K. The Cu-N 
distances represented in Figure 5.11 indicate that three ammonia (Cu-N1, Cu-N3, 
Cu-N4) are dynamically being part of the diamine-Cu complex. The distance Cu-N2 




Figure 5.10 Snapshots (a) and scatter plot (b) of the interaction of four NH3 molecules with 
Cu+ in Cu-SSZ-13 at 298, 523 and 673 K.  Al, O and Si atoms in the framework depicted as 
thatch, red and orange sticks; Cu cations, O, N and H atoms in the reactant molecules depicted 
as  green, red, blue and white balls. 






Figure 5.11 Time evolution of the distances between Cu+ and the N atom of the four 
ammonia molecules. Simulations were performed at a) 298 K, b) 523 K and c) 673 K. The N 
atoms labelled as N1, N2, N3 and N4 are shown in Figure 5.10. 
 





5.4 Stability of Cu+ complexes at low temperature with umbrella sampling 
We have seen in the previous section that when two NH3 molecules coordinate to 
Cu+ the stable complex Cu+(NH3)2 is formed. Furthermore, NO is still able to 
coordinate to Cu+(NH3)2 and form other complexes. We have performed an umbrella 
sampling simulation to study the competitive interaction of two NO and two NH3 for 
Cu+. The simulation is biased so that it evolves from a state with the Cu+ coordinated 
to two NO molecules to a state with the Cu+ coordinated to only two NH3 molecules. 
Such a biased reaction path was achieved by defining a collective variable, CN3, that 
tracks the coordination of the four molecules to Cu+. To that end, we have used the 
following general definition of coordination number (CN): 
 
5.1 
Where ri and rj are the position vectors of species i and j and dc is a cutoff distance. 
Two coordination numbers were defined, CN1 that represents the coordination of the 
two NO molecules to the Cu+ cation and CN2 that represents the coordination of the 
two NH3 molecules also to Cu+, both with a cutoff distance dc = 3 Å such that: 
1) CN1 → 2 when the two NO molecules are located less than 3 Å away from 
Cu+. 
2) CN1 → 1 when one NO is close to Cu+ by 3 Å and the other is more than 
3_Å away. 
3) CN1 → 0 when both NO molecules are more than 3 Å away from Cu+. 
 
The same holds for CN2 describing the coordination of the two NH3 molecules to 
Cu+. The distances of the NO or NH3 to Cu+ used in equation 5.1 are calculated with 
the coordinates of the N atom of both molecules and the position of Cu. CN3 was 
then defined as CN3 = CN2 - CN1 so that it ranges from -2 to 2 for both NO and 
both NH3 coordinated to Cu respectively. See section 2.6.3 for more details on the 
coordination numbers as collective variables. 
Figure 5.12 shows Gibbs free energy as a function of CN3 where three minima can 
be observed. The average Cu-N distances for relevant states are summarized in Table 
5.5. The most stable state (B) in the free energy profile is located at CN3 = -0.06 





which is characterized by the formation of the complex [Cu(NH3)2(NO)2]+. From 
Table 5.5 it can be seen that Cu+ is found at an average distance of 3.6 Å from the 
plane of the 6r and is coordinated to the four molecules. Another minimum is found 
at CN3 = -0.80 (A). Two NO and one NH3 are coordinated to Cu+ with average bond 
lengths of 1.92, 1.97, 2.07 Å respectively. The second ammonia molecule is forming 
hydrogen bonds with the ammonia coordinated to Cu+ and is located at ~ 4 Å from 
Cu+. Moreover, the average distance of the copper cation to the plane of the 6r is 
2.17 Å (Table 5.5). In state C, both NH3 are already coordinated to Cu+ together with 
one NO forming the complex [Cu(NH3)2NO]+. States A and C are ~20 kJ/mol less 
stable than state B. Notice that state D, with the complex [Cu(NH3)2]+ not interacting 
with the two NO molecules, is 40 kJ/mol less stable than state B and can not be 
clearly identified as a minimum in the profile.  
In summary, according to the free energy profile, the interaction of [Cu(NH3)2]+ with 
two NO at 298 K will lead to the formation of [Cu(NH3)2NO]+ in a non-activated 
step. The second NO will bind to [Cu(NH3)2NO]+ through a transition state with 
activation barrier of ~8 kJ/mol forming the complex [Cu(NH3)2(NO)2]+. 
 
Table 5.5 Average distance (d) in angstroms between Cu+ and the N atom of the two NO and 
two NH3 at relevant points along the collective variable CN3. 
State A B C D 
CN3  -0.80 -0.06 0.60 1.80 
d Cu-N (1) 1.92 1.93 3.47 5.47 
d Cu-N (2) 1.97 1.93 1.90 5.41 
d Cu-N (1) 3.98 2.12 2.04 1.94 
d Cu-N (2) 2.07 2.10 2.02 1.95 
d Cu-6r 2.17 3.61 3.82 3.16 
 






Figure 5.12 Free energy as a function of the collective variable CN3 at 298 K. Spheres in 
green, blue, gray and red represent Cu, N, H, and O atoms respectively. 
5.5 Oxidation of NO to NO2  
We have considered first the interaction of two NO and one O2 with Cu+ which was 
proposed as a relevant intermediate state in the oxidation of NO to NO2. At the three 
temperatures considered only one NO actually stays at bond distance from Cu+. The 
second NO moves rather far from Cu+ at an average distance of ~3.5 Å but at 1.85 












Table 5.6 Average distance between Cu and the 6r plane (Cu-6r) and root mean square
deviation (RMSD), both given in angstroms (Å), obtained from AIMD simulations of Cu+




Cu-6r RMSD Cu-6r RMSD 
298  523  673K 298  523  673 298  523  298  523  
Cu+-2NO-O2 1.16 1.39 1.35 0.33 0.52 0.64 0.79 0.97 0.24 0.47 
Cu+-2NO+O2+NH3 1.18 - 1.43 0.28 - 0.57 - - - - 
 
 
Figure 5.13 Snapshots of the spontaneous oxidation of NO to NO2 (2NO + O2→2NO2) at 
673 K in Cu-SSZ-13 without ammonia (a, b and c) and with ammonia (d, e and f). Al, O and 
Si atoms in the framework depicted as thatch, red and orange sticks; Cu cations, O, N and H 
atoms in the reactant molecules depicted as green, red, blue and white  balls. 





Interestingly, we observe at 673 K the spontaneous dissociation of the O-O bond of 
the O2 molecule after 20 ps with the consequent formation of two NO2 molecules 
(Figures 5.13a, 5.13b and 5.13c). During the transition one NO and the O2 are still 
bonded to Cu+. The second NO approaches the O2 molecule, and the formation of a 
new N-O bond and the O-O rupture occur simultaneously. Then, immediatly the 
second N-O bond is formed. The reverse event did not happen and the two NO2 
molecules formed remained attached to Cu+ during the rest of the simulation.  
The same event happened after 18 ps in the presence of one NH3 inside the cavity 
(Figure 5.13d, 5.13e, and 5.13f). In this case, the NH3 molecule remained at an 
average distance of 8 Å from Cu+ during the entire simulation time, acting as a 
spectator while the formation of the two NO2 occurred. The transition is similar to 
the one without ammonia but the NO attached to Cu+ moves away while the O-O 
bond is being broken. Then, the second NO2 is formed from NO and a 6r-Cu+-O 
species. It means that indeed this process is very favorable, to the point of being 
spontaneous at 673 K. This observation is in agreement with the mechanism 
proposed with static DFT in the previous chapter (section 4.5) where two NO 
molecules adsorbed on Cu+ react with O2 to produce two NO2. However, by taking 
into account the dynamics of the system explicitly we can see that the O2 molecule 
is likely to be bonded to Cu+ during the transition. The former spontaneous reaction 
was only observed for Cu-SSZ-13 at 673 K. We have not performed similar 
simulations for SAPO-34 at 673 K. 
We have also run similar simulations constraining the mobility of NH3 inside the Cu-
SSZ-13 cavity at a maximum distance of 6.5 Å from Cu+ in order to sample more 
configurations with NH3 close to Cu+. Figure 5.14a shows how NH3, in the presence 
of two NO and O2, is able to approach the Cu+ cation and displace both NO molecules 
at 298 K. The distance between Cu and the N atom of the ammonia molecule 
(Cu-N1) decreases to 2.0 Å and the distances between Cu and the N atom of both 
NO molecules (Cu-N2 and Cu-N3) increase after ~50 ps. At 523 K, apart from the 
two NO and the O2 molecules being displaced from their coordination with Cu+, the 
formation of two NO2 molecules is observed at ~22 ps, which is evidenced by the 
increase of the O-O bond length, O1-O2 (Figure 5.14b). Furthermore, notice how 
the distance Cu-N2 decreases to ~2.0 Å at around 60 ps indicating that one of the 
NO2 molecules coordinates to Cu+ again after the reaction. In all simulations 





discussed so far in this section, the average Cu-6r distance and the RMSD increase 
with the increase of the temperature (Table 5.6) but the Cu+ remains coordinated to 
two of the 6r framework oxygens. 
In summary, the above results evidence the ability of NH3 to coordinate 
spontaneously to Cu+ even when NO and O2 are initially adsorbed. They also suggest 
that the oxidation of NO to NO2 is spontaneous at 673 K regardless of the presence 
or absence of ammonia and of the location of the Cu+. It is also confirmed that the 
strong interaction of NH3 with Cu+ results in a significant higher mobility of the latter 
regardless of its initial state. Ammonia is able to spontaneously displace the NO and 
O2 molecules and eventually form the very stable diamine-copper(I) complex. Thus, 
when the catalyst is exposed to NH3 the Cu+ sites will not be coordinated to the 
zeolite framework, but mobile inside the cavity as Cu+(NH3)2.  
  





               
Figure 5.14 Snapshots of simulations of two NO and O2 coordinated to Cu+ and one 
ammonia constrained to the vicinity of Cu+ at 298 K (upper panel) and at 523 K (lower panel). 
Al, Si, and O atoms in the framework depicted as thatch, orange, and red sticks; Cu cations, 
O, N and H atoms in the reactant molecules are depicted as green, red, blue and white balls. 





5.5.1 Oxidation of NO to NO2 at low temperature with umbrella sampling 
The results presented so far indicate that the Cu+ cations will not be coordinated to 
the 6r in the presence of NH3 but rather forming stable complex species with NH3 
and NO. In order to investigate in more detail the oxidation of NO with O2 under 
more realistic conditions we have considered a system made up of the stable 
[Cu(NH3)2(NO)2]+ complex together with a O2 molecule inside the CHA 
cage_(Cu-CHA). Another simulation without Cu and without NH3 (CHA) has been 
performed to find out whether or not the amine-copper(I) complex affects this 
reaction, both at 1 atm and 298 K. Finally, we have also performed a third simulation 
(Gas Phase) consisting of two NO and one O2 molecule in a cubic simulation box of 
15x15x15 Å3. The pressure of this last simulation was equilibrated to 10 atm, and the 
temperature to 298 K. 
We have performed umbrella sampling simulations biased along a collective variable 
(CN3) that represents the simultaneous O-O bond dissociation of the O2 molecule 
and formation of two N-O bonds. Two coordination numbers CN1 and CN2 (see 
equation 5.1) have been defined. CN1 tracks the coordination of the O atoms of the 
O2 molecule with each other (Figure 5.15). CN2 tracks the coordination of the two 
O atoms of the O2 molecule with each N atom of the NO molecules (Figure 5.15). 
Finally, CN3 = CN2 - CN1, such that it ranges from -1 to_2.  
  
Figure 5.15 Representation of the coordination number CN1, CN2 and CN3 before (left 
panel) and after (right panel) the reaction. CN3 = CN2 -CN1. 
Figure 5.16 shows the two free energy profiles of the aforementioned systems where 
the states labeled as A, B and C correspond to the reactant, transition state and 
products respectively, and Figure 5.17 shows the snapshots of state B for the three 
systems. The values of CN3 for each state and system are summarized in Table 5.7. 
State A is located at CN3 = -0.20 and at CN3 = -0.07 for Cu-CHA and CHA 
respectively. In the case of Cu-CHA, the two NO and O2 molecules are interacting 





with each other more strongly than with Cu+. On average, the three molecules are 
more than 2.6 Å away from Cu+ (see the distances Cu-N1, Cu-N1, Cu-O1 and Cu-
O2 in Table 5.7). However, a weak influence of Cu+(NH3)2 on the state of the two 
NO and O2 is observed. The intermolecular distances N1-O1 and N2-O2 are slightly 
shorter for Cu-CHA than for CHA and the bond length of O2 (O1-O2) is slightly 
longer.  
Table 5.7 Average distance (d) in angstroms between Cu+ and the N atom of the two NO and 
two NH3 at relevant points along the collective variable CN3. 
 
 Cu-CHA CHA Gas Phase 
State A B C A B C A B C 
CN3  -0.20 0.50 1.65  -0.07  0.70  1.75 -0.23 0.54 1.67 
d N1-O1 1.73 1.51 1.24 1.82 1.53 1.21 1.86 1.47 1.21 
d N2-O2 1.78 1.47 1.22 1.83 1.32 1.21 1.84 1.46 1.21 
d O1-O2 1.36 1.52 4.93 1.33 1.66 3.97 1.31 1.56 5.8 
d Cu-N1 3.79 3.54 4.74 - - - - - - 
d Cu-N2 4.51 4.21 2.21 - - - - - - 
d Cu-O1 2.62 3.70 4.45 - - - - - - 
d Cu-O2 3.49 4.03 2.97 - - - - - - 
d Cu-6r 6.49 5.54 2.88 - - - - - - 
 
State B (transition state) is located at CN3 = 0.5 and at CN3 = 0.7 for Cu-CHA and 
CHA respectively. Again the two NO and O2 are located on average more than 3_Å 
away from Cu+. However, the bond length of the O2 molecule (O1-O2) is ~ 0.1 Å 
shorter when the diamine-copper(I) is present (Cu-CHA) and the N2-O2 distance is 
0.15 Å longer. These changes are accompanied by a modest decrease of the 
activation energy to 25 kJ/mol in Cu-CHA from the 28 kJ/mol calculated for CHA 
(Table 5.8). Finally, notice how the average Cu-6r gradually decreases along the 
CN3 coordinate from 6.49 Å in state A to 2.88 Å in state C (Table 5.7). The presence 
of NO2 seems to be associated with a more constrained mobility of the Cu+(NH3)2 
close to the 6r. The same effect was observed for a similar system in section 5.3.3. 
 






Figure 5.16 Free energy profile of the oxidation of NO with O2 at 298 K. Spheres in green, 
blue, gray, red and orange represent Cu, N, H, O and Si atoms respectively. 
 
Comparison of the gas phase system with Cu-CHA and CHA has to be carefully 
done because the conditions are slightly different. However, it can be clearly seen 
that the activation free energy, 54 kJ/mol, is higher than in the previous two cases. 
The decrease in the activation free energy in Cu-CHA and CHA compared with the 
gas phase can be attributed to confinement effects. The entropic and enthalpic 
contributions to the free energy can not be calculated with these simulations but the 
accessible volume of the CHA framework29 is ~413 Å3 while the volume of the gas 
phase simulation box is 3375 Å3. Thus, the entropy penalty from state A to B is 
higher in the gas phase than inside the zeolite. The rate constants of the three cases 





calculated from the activation free energies according to Eyring’s equation (eq 2.63) 
are included in Table 5.8. The ratio between the rate constants of NO oxidation 
confined in the CHA zeolite (CHA) and unconfined (gas phase) is 3.8 x 104. This is 
in agreement with the experimental ratio between the rates of confined and 
unconfined reactions found by Maestri et al.30 in the CHA framework.  
 
 
Figure 5.17 Snapshots of the transition states in the oxidation of NO with O2 at 298 
K for the three systems considered. 
 
Table 5.8 Calculated activation free energy ΔGact and calculated rate constants Kr for the 
three umbrella sampling simulations at 298 K. 
 Cu-CHA CHA Gas Phase 
ΔGact (kJ/mol) 25 28 54 
Kr (L2·mol-2·s-1) 2.6 x 108 7.6 x 107 2.1 x 103 
 
In summary, these results indicate that the oxidation of NO inside the big CHA cage 
is relatively fast at 298 K and does not seem to be significantly enhanced by the 
diamine-copper(I) complex. Under these conditions, the formation of NO2 does not 
need a previous O2 activation by the Cu active sites. Finally, the reaction rate is 
significantly enhanced when it takes place inside the zeolite due to confinement 
effects. 





5.6 Diffusion of amino complex 
In section 5.3, we saw that the motion of Cu+, enhanced by its interaction with NH3, 
is still constrained to the neighborhood of the 6r because of the electrostatic 
attraction with the negatively charged framework O atoms directly attached to Al. In 
this section, we study the diffusion of the diamine-copper(I) complex from an initial 
cavity (A) to the neighbouring cavity (B) using umbrella sampling simulations at 
423 K. In order to describe the diffusion of Cu+(NH3)2 through the 8r toward the 
adjacent cavity we have used the collective variable ξ, defined as the projection of 
the Cu coordinate on the vector normal to the average plane of the 8r. See section 
2.6.3 for more details. The free energy profiles of the diffusion of Cu+(NH3)2 to the 
next cavity are shown in Figures 5.18a and 5.18b. The values of the activation free 
energies are summarized in Table 5.9 and the snapshots of minima and transition 
states are shown in Figures 5.19, 5.20 and 5.21. 
 
Table 5.9 Activation free energies (ΔGactx) at the corresponding values of the collective 
variable (ξactx), and reaction free energies (ΔGr1) at the corresponding collective variable (ξr1) 
for the diffusion of Cu+(NH3)2 through the 8r window of Cu-SSZ-13 at 423_K. Free energy is 
given in kJ/mol. 
 Cavity A Cavity B ΔGact1  ΔGact2 ξact1 ξact2 ΔGr1 ξr1 
a  Cu+(NH3)2 - 17 - 0.35 - 1.5 2.4 
b  Cu+(NH3)2 Cu+(NH3)2 28 - 0.30 - 7 2.45 
c Cu+(NH3)2 Cu+(NH3)2 + O2 26 - 0.40 - 5 2.6 
d Cu+(NH3)2 Cu+(NH3)2 + 2NO+ O2 24 - 0.2 - 0 2.85 
e Cu+(NH3)2 + H2O Cu+(NH3)2 + H2O 22 - 0.67 - 10 2.30 
f Cu+(NH3)2 + NH3 Cu+(NH3)2 + NH3 28 - 0.90 - 15 2.40 
g Cu+(NH3)2 + 2NH3 Cu+(NH3)2  48 - 1.04 - 36 2.30 
h  Cu+(NH3)2 + 2NO Cu+(NH3)2 48 - 0.50 - 34 2.40 
-  Cu+(NH3)2 (1x2x1) - 22 76 0.80 8.4 14.4 2.08 
 
 







Figure 5.18 Free energy profiles of the diffusion of  Cu+(NH3)2 through the 8r windows of 
SSZ-13 zeolite with umbrella sampling AIMD simulations at 423 K. a) Cu+(NH3)2 in cavity 
A and cavity B empty, b) Cu+(NH3)2 in cavity A and Cu+(NH3)2 in cavity B, c) Cu+(NH3)2 in 
cavity A and Cu+(NH3)2 + O2 in cavity B, d) Cu+(NH3)2 in cavity A and Cu+(NH3)2 + 2NO+ 
O2 in cavity B, e) Cu+(NH3)2 + H2O in cavity A and Cu+(NH3)2 + H2O in cavity B, f) 
Cu+(NH3)2 + NH3 in cavity A and Cu+(NH3)2 + NH3 in cavity B, g) Cu+(NH3)2 + 2NH3 in 
cavity A and Cu+(NH3)2 in cavity B, h)  Cu+(NH3)2 + 2NO in cavity A and Cu+(NH3)2 in 
cavity B. 





The diffusion of Cu+(NH3)2 from an empty cavity to the adjacent empty cavity has a 
free energy penalty of only 17 kJ/mol (Figures 5.18a and 5.19a). If there is another 
Cu+(NH3)2 complex already formed in the adjacent cavity the activation energy to 
cross to the 8r increases to 28 kJ/mol (Figures 5.18a and 5.19b) and the final state is 
about 7 kJ/mol less stable. This slight destabilization is probably related to both Cu+ 
being forced to be closer in the final state. Then, for the simulations with an 
additional O2 molecule in the adjacent cavity B (Figures 5.18a and 5.19c) or 2NO+O2 
(Figures 5.18a and 5.20a) the activation free energy slightly decreases to 26 and 24 
kJ/mol respectively. These molecules seem to have a slight positive effect in the 
activation free energy and final state stability probably because of the favorable 
interaction with Cu+. However, this effect is not significant. Thus, at 423_K the 
Cu+(NH3)2 complex seems to be free to move between adjacent cavities. 
We have introduced one extra water or ammonia molecule not coordinated to Cu+ in 
each cavity (Figures 5.19b and 5.19c) for which activation free energies of 22 and 
28 kJ/mol respectively are calculated (Table 5.9 and Figure 5.18a). Compared with 
the system made up of only two Cu+(NH3)2, one ammonia in each cavity does not 
seem to have any effect on the diffusion. However, if the two NH3 molecules are 
located in the first cavity then the stabilization of the Cu+(NH3)2 in the first cavity is 
more evident and the activation free energy increases significantly to 48 kJ/mol. This 
increase in the activation energy is related to the strong H-bonding between the two 
extra NH3 molecules and the two NH3 of the diamine-copper(I). The final state of 
the complex in the adjacent cavity B is also noticeably less stable compared with the 
initial state in cavity A. The same effect is observed when the two extra NO are 
present in the first cavity instead of NH3. The activation free energy increases to ~48 
kJ/mol and the final state (both complexes in the cavity B) is considerably less stable. 
In this case, the increase of the activation energy can be accounted for by considering 
the formation of the stable complex Cu+(NH3)2(NO)2 when two NO molecules 
interact with Cu+(NH3)2 (section 5.4). Figure 5.21b shows that the diffusion of 
Cu+(NH3)2 implies the dissociation of the bonds between Cu and the two NO 
molecules. In other words, the bulky complex Cu+(NH3)2(NO)2 is not able to diffuse 
through the_8r.  
Finally, we also simulated the diffusion of the diamine-copper(I) all the way to a 
third cavity (C) through the corresponding 8r window (Figures 5.18a and 5.21c). To 





that end, we have used a 1x2x1 simulation unit cell and no extra reactant molecules 
were considered. The activation free energy to cross the first 8r is 22 kJ/mol, very 
similar to one found for 1x1x1 unit cells. As the diamine-copper(I) moves away from 
the first 8r the free energy increases continuously until a second maximum value of 
90 kJ/mol is found while crossing the second 8r. The high destabilization of the 
system as the diamine-copper(I) complex migrates far from cavity A is clearly 
associated to the weakening of the electrostatic interactions between the positively 
charged Cu+(NH3)2 species and the negatively charged framework O atoms around 
the Al atom, which is located in the 8r connecting cavities A and B (see Figure 5.21).  
In summary, the diffusion of the stable Cu+(NH3)2 species through the 8r at 423 K is 
an activated process with relatively low activation energies. However, diffusion of 
this complex is apparently affected by the nature and distribution of reactant 
molecules in the neighboring cavities. In any case, because of the electrostatic 
interactions between Cu+ and AlO-4 fragment of the 6r it seems very unlikely that 
this species will diffuse to a third cavity so that its motions is constrained to 
neighboring cavities and to a maximum of 6-8 Å from the Al atom. 
 






Figure 5.19 Snapshots of minima and transition states of diamine-copper (I) diffusion 
through the 8r window of SSZ-13 at 423 K with umbrella sampling. The corresponding 
values of the collective variable are included below each snapshot. Si and O atoms in the 
framework depicted as yellow and red sticks; Al, Cu, O in molecules, N and H atoms depicted 
as thatch, green, red, blue and white balls. 
A 






Figure 5.20 Snapshots of minima and transition states of diamine-copper (I) diffusion 
through the 8r at 423 K with umbrella sampling. The corresponding values of the collective 
variable are included below each snapshot. Si and O atoms in the framework depicted as 
yellow and red sticks; Al, Cu, O in molecules, N and H atoms depicted as thatch, green, red, 
blue and white balls. 
 






Figure 5.21 Snapshots of minima and transition states of diamine-copper (I) diffusion 
through the 8r at 423 K with umbrella sampling. The corresponding values of the collective 
variable are included below each snapshot. Si and O atoms in the framework depicted as 
yellow and red sticks; Al, Cu, O in molecules, N and H atoms depicted as thatch, green, red, 
blue and white balls. 





5.7 IR analysis. Comparison of static DFT and AIMD computed frequencies 
The framework asymmetric T-O-T vibrations of the Cu-CHA catalysts perturbed by 
the presence of copper cations give rise to bands in the 800-1000 cm-1 region of IR 
spectra31–33. In this section, we show that these vibrations can be used as 
experimental evidence of the dynamic behavior of the copper cations under 
NH3-SCR-NOx reaction conditions. To that end, we have calculated the vibrational 
spectra of the most relevant structures of Cu-SAPO-34 investigated in sections 5.3 
and 5.4, using the approach described in sections 2.6.8 and 5.2. We have compared 
the calculated vibrational frequencies with experimental spectra recorded with 
different reactant feeds and temperatures. The simulated spectra are depicted in 
Figures 5.22 to 5.26, and the calculated values are summarized in Table 5.10. We 
will limit the discussion to the IR region between 800-1000 cm-1. 
Figure 5.22a shows the IR spectra of H-SAPO-34 and Cu-SAPO-34 activated either 
in vacuum at 723 K or in O2 at 623 K. Apart from a small peak at 955 cm-1 
corresponding to the bending mode of the Brønsted acid sites, no other bands are 
observed in the IR spectrum of H-SAPO-34. The spectra of H-SAPO-34 calculated 
with static DFT and AIMD (Figure 5.23a) are completely flat meaning that our 
models do not predict bands in the 800-1000 cm-1 region due to the framework T-O-
T vibrations in the absence of exchange copper cations, in agreement with the 
experiments.  
The sample of Cu-SAPO-34 pre-activated in O2 at 623 K contains mostly Cu2+ 
cations34,35. Its spectrum (Figure 5.22a, blue line) exhibits a peak at 964 cm-1 and a 
broad band at ~885 cm-1. The incorporation of Cu2+ in the 6r in the models results in 
new peaks between 800-1000 cm-1 in the calculated spectra with static DFT and 
AIMD (Figure 5.22c). The former features peaks at 960, 900, 874, 835 cm-1 and in 
the latter bands centered around 888, 873, and 833 cm-1 can be observed. Both in 
good agreement with experiments. The spectrum of the sample of Cu-SAPO-34 pre-
activated in vacuum at 723 K which mainly contains Cu+ cations35,36 shows two 
bands centered at ~850 cm-1 and ~905 cm-1 (Figure 5.22a, red line). We obtained 
three peaks at 983, 964 and 877 cm-1 with static DFT calculations for the model 
containing Cu+ (Figure 5.22b). They are associated with the T-O-T vibrations where 
only the oxygen atoms coordinated to Cu+ are involved. The AIMD spectrum is 





somewhat different. It shows a group of bands centered around 910_cm-1 and another 
band at ~817 cm-1. The experimental band at 905 cm-1 is better predicted by the 
AIMD spectra while the one at 950 cm-1 is better described by the static calculations, 
which means that for this system with a significantly mobile Cu+ cation the above 
methods reproduce only qualitatively the experimental spectrum. 
 
 
Table 5.10. Vibrational frequencies (in cm-1) between 800 and 1000 cm-1 region calculated 
using two different methodological approaches. 
 
 Static DFT  AIMD 
Cu+ 983, 964, 877 910, 817 
Cu2+ 959, 900, 874, 834 888, 876, 833 
Cu+-O2 985, 816 862, 850 
Cu+- NO 972, 894 920, 888, 855 
Cu+-2NO 953, 892 - 
Cu+-NO2 961, 885 916, 840 
Cu+- 2NO2 935, 865, 808 888, 812 
Cu+- NH3 969, 905 920, 835 
Cu+- 2NH3 984, 964 - 
Cu2+-ONO--NO2 934, 875, 860 932, 895, 820 
Cu2+- NO3-NO 993, 968, 873 930, 868, 815 
Cu2+- NO3 946, 861 850 
Cu2+ - 2NO 992, 984, 948, 883 900 
Cu2+- 2NH3 990, 921, 859 900, 868 
Cu2+- 4NH3 997 - 
 
 






Figure 5.22 a) νasym(T-O-T) region of the FTIR spectra of H-SAPO-34 (black line) and Cu-
SAPO-34 pre-activated in vacuum at 723 K (red line) or in O2 at 623 K followed by vacuum 
at 523 K (blue line). b) Vibrational frequencies in the same region calculated for Cu2+ and 
Cu+ isolated cations in the 6r of SAPO-34 using static DFT calculations (red lines) and AIMD 
simulations (green lines). 





Let us consider the effect of the interaction of the guest molecules with Cu+ on the 
IR spectra. We have already discussed that O2, NO and NO2 bind to Cu+ and slightly 
displace it to a maximum distance of ~1.2 Å from the plane of the 6r. As a 
consequence, the calculated frequencies in the 800-1000 cm-1 are modified when the 
copper cations interact with the reactant molecules (Table 5.10).  
In general, there is relatively good qualitative agreement between the calculated 
spectra with AIMD and the static DFT. Both equally predict the presence or absence 
of bands in the 800-1000 cm-1 region. However, due to the differences of both 
methods the positions and number of the bands do not always match. Finite 
temperature effects are captured by the calculated AIMD spectra. Thus, the copper 
cations dynamically change their coordination with the framework oxygen atoms of 
the 6r along the AIMD trajectories, while the frequencies calculated with static DFT 
arise from a model with fixed Cu-O bonds. It can be seen that more complex spectra 
are obtained with AIMD (Figures 5.23 to 5.26). Moreover, the high mobility of the 
copper cations, especially Cu+, affects the relative intensity of the bands. For 
example, there are no clear bands in the calculated spectrum with AIMD in the 
interaction of two NO with Cu+ (Figure 5.23). According to the calculated spectra 
shown in Figures 5.23 to 5.26, bands around ~850 cm-1 and ~890 cm-1 should be 
visible when NO, NO2, nitrites or nitrate species are adsorbed on Cu+ and Cu2+. For 
the interaction of two ammonia molecules with Cu2+ features around ~860 cm-1 and 
~900 cm-1 are observed in the AIMD spectrum. Conversely, the calculated spectra 
corresponding to the interaction of two NH3 with Cu+ is very similar to that obtained 
for H-SAPO not exhibiting any clear band in the 800-1000 cm-1 region. The absence 
of bands in this case is explained by the absence of bonds between Cu+ and O atoms 
of the 6r when the mobile Cu+(NH3)2 is formed. 
Unfortunately, with these results no clear correlation is observed between the 
frequencies calculated for the asymmetric T-O-T lattice vibrations and either 
oxidation state of copper or adsorbed species, and therefore a direct assignment of 
each vibrational frequency to a particular species is not possible. Nonetheless, these 
data suggest that broad bands around ~890 cm-1 could be associated to Cu2+ 
interacting with NO2, intermediates, and they confirm that the absence of bands in 
the 800-1000 cm-1 region of the IR spectra unambiguously indicates that the copper 
cations are no longer coordinated to the framework oxygen atoms. 







Figure 5.23 Simulated spectra in the 800-1000 cm-1 range calculated for Cu+ and Cu2+
cations interacting with reactants and for some relevant intermediate species formed during
the reaction using static DFT calculations (red lines) and AIMD simulations (green lines). 
 
 






Figure 5.24 Simulated spectra in the 800-1000 cm-1 range calculated for Cu+ and Cu2+ cations 
interacting with reactants and for some relevant intermediate species formed during  the 
reaction using static DFT calculations (red lines) and AIMD simulations (green lines). 






Figure 5.25 Simulated spectra in the 800-1000 cm-1 range calculated for Cu+ and Cu2+ cations 
interacting with reactants and for some relevant intermediate species formed during    the 
reaction using static DFT calculations (red lines) and AIMD simulations (green lines). 







Figure 5.26 Simulated spectra in the 800-1000 cm-1 range calculated for Cu+ and Cu2+ 
cations interacting with reactants and for some relevant intermediate species formed during    







In this chapter we have investigated the dynamic behaviour of the Cu(I) and Cu(II) 
cations in their interaction with the SCR reactant molecules at different temperatures 
in Cu-SSZ-13 and Cu-SAPO-34. The results of AIMD simulations show that the 
interaction of the copper cations with NH3 is stronger than with O2, NO and NO2.  
The mobility of Cu+ is highly enhanced by the interaction with NH3 to the point of 
being completely detached from their framework position in the 6r forming the 
mobile diamino-copper(I) complex Cu+(NH3)2. At least two NH3 molecules are 
necessary to detach Cu+. Four NH3 molecules are enough to stabilize the tetraamine-
copper(II), Cu2+(NH3)4 inside the cavity detached from the 6r oxygens. Due to the 
strong electrostatic interaction with the negatively charged framework, the 
Cu2+(NH3)4 complex is significantly less mobile than Cu+(NH3)2. The NO molecule 
can interact with the diamine-copper(I) complex forming the stable complexes 
Cu+(NH3)2(NO) and Cu+(NH3)2(NO)2 at all the temperatures considered in both 
materials. 
The high mobility of Cu+(NH3)2 increases significantly with the temperature so that 
it is able to cross the 8r window to the adjacent cavity spontaneously at 523 K in 
Cu-SSZ-13 and Cu-SAPO-34. At a lower temperature, 423 K, the diffusion of 
Cu+(NH3)2 has a relatively low activation free energy, 18 kJ/mol. This value is barely 
affected by the presence of O2, and another complex in the adjacent cavity so that 
under these conditions it is free to diffuse between adjacent cavities. However, the 
presence of other NH3, NO or water molecules could significantly hinder its 
diffusion. Furthermore, it is very unlikely that Cu+(NH3)2 will diffuse further to a 
third cavity, its mobility is constrained to ⁓4 Å from the AlO4- site. 
AIMD simulations also suggest that the oxidation of NO to NO2 inside the big CHA 
cage is a favorable process at 298 K and becomes spontaneous at 673 K. The state 
and location of the Cu+ cations seem to have little effect on the NO oxidation with 
O2 suggesting that the activation of O2 is not the rate-determining step of the SCR 
reaction. 
The migration of Cu+ away from the 6r has been confirmed theoretically and 
experimentally by analysing the 800-1000 cm-1 region of the IR spectra of 





Cu-SAPO-34 exposed to different reactants and temperatures. Bands associated to 
the T-O-T framework vibrations perturbed by the Cu+ and Cu2+ are observed in this 
region in the absence of NH3 or in an oxidizing atmosphere (NO+O2). The calculated 
vibrational modes cannot be associated unambiguously with the experimental bands. 
However, by tracking those bands during the SCR reaction it is possible to determine 
if the all copper cations are stabilized outside the 6r (absence of bands) or if some 
Cu sites are still coordinated to the 6r (bands are observed). The former would mean 
that all elementary steps involve mobile amino-copper complexes and the later 
would indicate that some elementary steps might be catalyzed by Cu species attached 
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Chapter 6  
Ab-initio simulation of NMR parameters: 





A new family of organic structure-directing agents (OSDA) based on 
tetraalkylphosphonium and phosphazene cations have been recently introduced in 
the synthesis of zeolites1–4. These P-containing cations show higher thermal stability 
than the N-containing counterparts allowing to perform the synthesis of zeolites at 
higher temperatures. Other advantages are related to the elucidation of the structure. 
As a result of the greater electron density of P atoms, they can be located more easily 
by means of X-ray diffraction (XRD). Furthermore, the 31P nucleus (I=½), with a 
relative abundance of 100%, is a better candidate for nuclear magnetic resonance 
spectroscopy (NMR) than the 15N nucleus (I = ½) which has a relative abundance of 
36%.  
When the zeolite synthesis is carried out in fluoride media the resulting crystals are 
free of connectivity defects, as opposed to the synthesis in OH- media which leads 
to zeolites with abundant amounts of silanols5–7. Other advantages include the 
possibility of obtaining larger crystals8 and pure silica zeolites9–13 with low 
framework densities14. Several functions have been attributed to the fluoride ions: 
compensation of the positive charge of the OSDA15,16, increase of the solubility of 
silicate ions at neutral pH and catalysis of the formation of Si-O-Si bonds12. The 
fluoride ions have been found to be connected to the as-made zeolite frameworks, in 
particular to the Si atoms of 4-membered rings forming pentacoordinated SiO4/2F- 





units15,17–22. These findings have led to the hypothesis that the fluoride anions have a 
structure-directing agent function as well, stabilizing small cages and 4-membered 
rings.  
When it comes to determining the structure of crystalline solids, single-crystal X-ray 
diffraction (XRD) is the method of choice. However, there is a disadvantage when 
trying to localize the F atoms. F has, similar to O, low electron density making it 
difficult to track by XRD. In fact, fluoride anions are isoelectronic with OH- which 
can be present as defects in zeolites. Another powerful technique for structure 
elucidation is Nuclear Magnetic resonance (NMR). In particular, the magic angle 
spinning (MAS) technique23,24 has facilitated the characterization of fluorine 
environments in solid materials. Using MAS-NMR alone Fyfe and co-workers19 
determined the average location of fluoride covalently bonded to the Si9 site in the 
[415262] cage of the MFI framework. By combining solid state NMR and XRD they 
also elucidated the local structure of five-coordinated [SiO4/2F]- units in the as-made 
zeolite with STF topology25 and showed that there is always some uncertainty in the 
location of fluoride by XRD.  
Nonetheless, the interpretation of solid-state MAS-NMR spectra is very challenging 
and often ambiguous26. DFT calculations of NMR parameters have been proven a 
valuable tool to aid in the interpretation of NMR spectra of solids, especially after 
the development of the GIPAW method27–29. It has been successfully applied, hand 
in hand with MAS-NMR spectroscopy, to study zeolites structures29–43. For example, 
Rojas et al.44 combined these two techniques to show that the two 19F signals 
observed in the pure silica MFI synthesized in fluoride media with 
Bis(methylimidazolium) as OSDA was not a consequence of the fluorides sitting in 
different TO4 (T=Si) sites. Both fluorides are sitting in the Si9 position, but interact 
differently with the bicationic template.  
Despite the advances in the last decades, the synthesis of zeolites is still an 
experimental field, where trial and error remains as the cornerstone for generating 
new zeolitic materials. Increasing our knowledge on the interactions that drive 
zeolite crystallization will lead us closer to a rational design of zeolites. In this sense, 
new ways of synthesis will probably be opened by understanding the role of F- in 





F-containing zeolites is a key step. Unfortunately, not much structural data is 
available regarding the location of fluoride ions in as-synthesized pure silica zeolites. 
In our group, the RTH-type zeolite has been synthesized in fluoride media using tri-
isopropyl-methyl-phosphonium as OSDA. From high resolution powder XRD the 
location of the OSDA can be determined accurately. With NMR, 16 crystallographic 
SiO4 positions and the existence of one type of F- in the as-made material have been 
identified. However, the location of the fluoride anion inside the zeolite cannot be 
unambiguously determined by using only these two techniques.  In this chapter, we 
use ab initio simulations of 19F NMR chemical shifts to determine the location of the 
fluoride anion in the as-synthesized RTH framework and, from these calculations, a 
redefinition of the unit cell of the as-synthesized RTH framework is proposed and 
confirmed by XRD. 
6.2 Methods 
Periodic calculations were carried out with the VASP code45. Energy minimizations 
were performed with the Perdew–Burke–Ernzerhof generalised gradient 
approximation (PBE-GGA)46–49.  In all calculations, the projected augmented wave 
(PAW)50 pseudopotentials were used to describe the interaction of the valence 
electrons with the nuclei and core electrons. An energy cutoff of 600 eV was used to 
expand the plane wave basis set. For zeolites and molecules, the Brillouin zone was 
sampled at the gamma point but for ionic compounds convergence of the energy with 
respect to the k-points was checked. Monkhorst-Pack grids of 8 x 8 x 1 k-points were 
used for ionic fluorinated compounds. The structures were considered converged 
when the forces acting on atoms were lower than 0.01 eV/Å. Dispersion energies 
were evaluated using the D3 Grimme’s method51–53 with the Becke-Johnson 
damping54.  
The optimization of the unit cell volume was performed as follows. A series of 
calculations with differing volumes is carried out for each structure, where the unit 
cell volume is fixed, and the atomic positions along with lattice parameters are 
relaxed. Then, the equilibrium volume is calculated by fitting the Birch-Murnaghan 
equation of state55 to the energy-volume curve. The atomic positions and the cell 
shape is finally optimized with the volume of the unit cell fixed at the equilibrium 





value. This procedure is computationally expensive but ensures the removal of the 
artifacts related to Pulay forces56,57. 
The NMR absolute shielding tensors were computed with the GIPAW approach 
implemented in VASP. The same energy cutoff as in the optimizations was used but 
with a tighter convergence criterion of 10-10 eV for the electronic energy. Two 
functionals were used for these calculations, the aforementioned PBE and the 
modified Becke-Johnson exchange potential (TB-mBJ)58,59. All NMR calculations 
were performed with optimized structures. In order to compare the calculated 
absolute shieldings (σ) with experimental chemical shifts (δ) a linear regression 
model was constructed with a data set of 18 known fluorinated compounds. 
6.3 Elucidation of Fluoride location in the as-made RTH 
The simulation of NMR parameters in solids using periodic boundary conditions has 
only recently become possible with the introduction of the GIPAW method and has 
not been widely applied for zeolites, especially for 19F nuclei.  
There are some reports highlighting the problems of GGA type functionals when 
predicting the 19F signal of ionic materials. Experimental isotropic chemical shifts 
and calculated isotropic shieldings usually correlate well but the slope of the linear 
fit deviates considerably from the theoretical value of_-130,60–62. This behaviour is 
related to the underestimation of band gaps with GGA functionals59,63 as 
demonstrated by Laskowski et al. 61,64 The modified Becke-Johnson exchange 
potential (TB-mBJ) shows a fairly correct relation between experiment and theory, 
at least for these ionic compounds.  
As remarked in the introduction, zeolites synthesized in fluoride media are highly 
crystalline and with no connectivity defects and all fluoride anions are compensating 
the positive charge of the OSDA. The fluoride anion incorporated in the framework 
is convalently bonded to the Si site with bond lengths of ~1.7-1.8_Å16,34. For the sake 
of comparison we have calculated the NMR chemical shifts with PBE and with the 
modified Becke-Johnson exchange potential38,41. To the best of our knowledge 
calculations of the 19F chemical shift have not been performed in F-containing 
zeolites using the TB-mBJ functional. 




6.3.1 Linear fit for the prediction of the 19F isotropic chemical shifts 
In order to predict accurately the 19F NMR chemical shifts, we first constructed a 
calibration curve. To this end, the experimental isotropic chemical shifts (δiso) of 18 
fluorinated compounds were collected and correlated with the calculated absolute 
isotropic shieldings (σiso). The experimental chemical shifts and calculated absolute 
shieldings are summarized in Table 6.1 and the correlation of both quantities is 
shown in Figure_6.1. The calculated absolute isotropic shieldings with both PBE and 
TB-mBJ functionals correlate well with the experimental values. The slope obtained 
with PBE is underestimated while TB-mBJ gives a value closer to_-1. These results 
are in agreement with the literature61 and indicate that the TB-mBJ functional should 
be used to scale the absolute isotropic shieldings to isotropic chemical shifts instead 
of PBE. Finally, notice also that the root mean square deviation (RMSD) of the 
regression is smaller for the TB-mBJ functional.  
 
 
Figure 6.1 Correlation between measured isotropic chemical shifts (σiso) and calculated 
NMR shielding (δiso) (in ppm) for 19F in fluorinated compounds with PBE (orange) and TB-
mBJ (blue) exchange potentials. All structures are optimized with PBE. The references for 
the experimental values of 19F are indicated in Table 6.1. 
 





Table 6.1 Experimental 19F δiso, and 19F σiso calculated with PBE and the BJ-LDA exchange-
correlation potentials. For both functionals the GIPAW method was used. The linear 
regression fits are shown in Figure 6.1. 
Fluorinated 
compound 
σiso PBE σiso TB-mBJ Experimental δiso 
LiF 368.2 426.7 -204.365 
NaF 397.2 449.8 -224.265 
KF 284.3 358.4 -133.365 
RbF 251.9 328.9 -90.965 
RbF.H2O 267.8 334.1 -113.066 
MgF2 364.9 422.0 -197.365 
SrF2 224.2 317.3 -108.065 
AlF3 333.9 397.8 -172.065 
CdF2 347.5 416.9 -192.166 
HgF2 342.5 411.3 -196.466 
KF.2H2O 278.9 350.9 -133.066 
Na3AlF6 355.7 417.8 -189.066 
Na5Al3F14 
358.0 417.6 -190.066 
325.5 394.2 -166.066 
356.0 416.4 -182.0 
 358.0 417.6 -190.0 
Na2SiF6 306.7 378.3 -151.066 
α-PbF2 179.4 290.7 -57.766 
142.3 263.1 -20.5 
CF3Cl 156.1 259.2 -28.667 
CFCl2CFCl2 193.7 298 -67.867 
SiF4 327.5 383.1 -163.367 
 




6.3.2 Simulation of the 19F chemical shift assuming a monoclinic unit cell 
The simulation of the 19F chemical shift is based on the following experimental 
information. The pure silica RTH framework is synthesized in fluoride media at 175 
°C using tri-isopropyl-methyl-phosphonium as OSDA. The RTH zeolite is obtained 
after three days with no amorphous phase and with a F-/OSDA ratio of ~1.0, meaning 
that there are no defects in the final material. The pure silica RTH framework has 32 
Si and 64 O atoms per unit cell68 and there are two OSDA cations and two fluoride 
anions per unit cell.  
The 29Si MAS-NMR spectra exhibit 16 signals and in the 19F MAS-NMR spectra 
one signal is observed (Figure 6.2). This means that, according to the unit cell 
chemical composition, the 32 Si atoms are grouped in 16 chemically equivalent pairs 
and that both fluorides are chemically equivalent. This experimental evidence 
suggests that we should find a model for which both fluoride anions have the same 
calculated absolute shielding and the 32 calculated Si shieldings can be grouped in 
16 pairs. Thus, this piece of information provides a criterion to determine which 
model or subset of models agree with the experimental evidence. Other criteria 
include of course the relative stability and the predicted 19F chemical shift. 
If the time of synthesis is increased to more than three days, the 19F signal shifts from 
-71.9 ppm to -67.2 ppm (Figure 6.2). It means that either the local environment of 
the fluoride changes or the fluoride migrates to a different Si position. Throughout 
this whole chapter we will refer to the sample with the 19F signal at -71.9 ppm as 
“sample I” and the one with the 19F signal at -67.2 ppm as “sample_II”. 
 






Figure 6.2 MAS-NMR spectra of the as-synthesized pure silica RTH framework.  a) 19F and 
b) 29Si. 
In order to simulate the 19F chemical shifts of the as-made RTH the initial coordinates 
of the Si, P, O and C atoms and the cell parameters were taken from the XRD 
structure. This piece of information is important because having a relatively accurate 
configuration of the OSDA significantly reduces the search for a minimum in the 
potential energy surface. The location of F- is however uncertain due its low 
electronic density. We have thus performed a series of calculations using models in 
which two F- anions have been placed in different tetrahedral sites (TO4, T=Si) 
together with the two compensating OSDA cations inside the cavity. All have the 
same chemical composition, Si32O64P2C20H47F2.  
Let us now comment on how the exact combinations were generated. According to 
the structure reported in the IZA database68 the calcined pure silica RTH has four 
nonequivalent T sites, namely T1, T2, T3 and T4, each with multiplicity 8. Since the 
unit cell contains 32 Si sites, there are, in principle, 496 possible ways of arranging 
the two fluorides in the 32 Si sites (equation 6.1).  
 
6.1 
However, it is obvious that two F- in two nonequivalent T sites will exhibit different 
chemical shifts i.e. a structure with one F- in a T1 site and the other in a T2 will result 




in two different values of absolute shielding. Thus, we explored all the possible 
models that could be built by placing the two fluoride ions in equivalent TO4 sites. 
Each T site has multiplicity 8 which, according to equation 6.1, yields 28 possible 
combinations of two equivalent T sites. That would give a total of 112 combinations, 
that is, 28 for each of the four nonequivalent T sites. Notice that we have used the 
formula to calculate m combinations of r objects from a set of n objects (equation 
6.1) because the order does not matter. The two F- are equivalent and exchanging 
them produces the same chemical structure. In summary, for each of the four TO4 
groups, the eight equivalent sites have been labelled with letters, A, B, C, D, E, F, G 
and H, and combined in 28 pairs without repetition, namely, AB, AC, AD, AE, … 




Figure 6.3 Color representation of the labeled T crystallographic sites of the RTH framework 
according to IZA68. The 8 sites of every T group have been labelled with letters. T1, T2, T3 
and T4 sites are depicted in pink, green, orange and blue respectively. 
During the optimizations all atomic positions and the cell parameters were allowed 
to relax keeping the cell volume fixed. The orientation of the OSDA inside the cavity 
remained practically unchanged for all systems, indicating that the theoretical 
models are in agreement with the structure obtained from XDR. The relative energies 
of all the 112 structures with respect to the most stable one are presented in bar plots 





in Figure 6.4. We have also included the absolute difference between the calculated 
absolute shieldings of the two fluorides (Δσiso) of each model.  
An inspection of Figure 6.4 shows that when Δσiso >> 0 the structure is significantly 
unstable. Some examples are the models CG, CE and DF of the T4 group. The 
opposite is not necessarily true. There are structures with very similar calculated 19F 
shielding also significantly unstable, such as AF, AH, BE and BG.  
Both fluorides of each of the models AB, CD, EF and GH of the four T groups (T1, 
T2, T3, T4) have the same calculated isotropic shielding (Δσiso ~0 ppm). The 
calculated absolute 29Si shieldings of these 16 structures are summarized in Tables 
B.1 to B.4 in appendix B. The values of 29Si σiso have been grouped in 16 pairs and 
it can be seen that both Si atoms of each pair have the same calculated value of σ. 
This is in agreement with the 16 29Si δiso signals observed experimentally. It is of 
course a consequence of these pairs of atoms having the same chemical environment. 
More than 16 calculated 29Si σ values are obtained for the rest of the models. We 
conclude that only these 16 structures are consistent with the experimental 
observations. 









Figure 6.4 Relative energy (blue) in kcal/mol with respect to the most stable structure (CD 
of T2) and absolute difference (Δσiso) between the calculated shieldings of the two F- of every 












Interestingly, these 16 structures share a common feature: all chemically equivalent 
pairs of atoms in each structure are related by the following symmetry operation 
x+½, y+½, z (Figure 6.5). It means that, according to these calculations, when the 
two fluorides are sitting in any of these 16 positions, only two out of the eight 
symmetry operations of the C2/m space group (calcined RTH) is actually detected 
by NMR, namely: x+½, y+½, z and of course the identity operation x, y, z.  
The next step is the realization that there is no space group with only these two 
symmetry operations: x,_y,_z and x+½, y+½, z (or equivalently x-½, y-½, z). Among 
the 230 space groups, the only ones with two symmetry operations are P-1 (x, y, z 
and -x, -y, -z), P2 (x, y, z and -x, y, -z) and P21 (x, y, z and -x, y+½, -z). Therefore, 
we can conclude that the as-made crystal structure belongs to a triclinic P-1 unit cell 
with half the number of atoms (1F, 16 Si, 32O, 1P) and where the aforementioned 
pairs belong to different unit cells. The symmetry operation (x+½, y+½, z) is then a 
translation along one of the cell vectors. The unit cell must be redefined accordingly. 
In Figure 6.5, the relative energy of the 112 structures is plotted versus the shortest 
F-F distance. The most stable models are among those for which the shortest F-F 
distance is maximized to ~9-10 Å. The shortest F-F distance in all the aforementioned 
16 structures is ~9.6_Å. In the structures with chemically equivalent fluorides the 
distance between negative charges is maximized and as a result they are relatively 
stable. 
 





Figure 6.5 Representation of two equivalent fluoride anions (left panel). This particular 
model is the CD of the T2 group (Figure 6.3). Si, O, P, C, H, F are depicted in orange, red, 
yellow, gray, light gray and blue, respectively. Unit cell vectors a, b and c are depicted in 
red, green and blue, respectively. The right panel shows the relative energy as a function of 
the shortest F-F distance. Circles corresponding to models with equivalent pairs of fluorides 
have a black border. 
6.3.3 Redefinition of the unit cell 
We have just seen that the symmetry operations found by simulating the chemical 
shifts of the as-made RTH does not correspond to any of the existing space groups 
and the unit cell must be redefined. The only possibility is to use a triclinic unit cell 
with 16 nonequivalent Si atoms, one F- anion and OSDA cation as well. Redefining 
the new triclinic unit cell implies the redefinition of the cell vectors. To this end, the 
RTH structure is repeated in the three (x, y, and z) directions of space and the atoms 
related by just translations must be identified. Fortunately, the fact that the new unit 
cell contains only one F- makes this task simpler because all nearest F- are related by 
translation along the unit cell vectors. Thus, the new unit cell vectors can be defined 





by choosing one fluoride and connecting the three nearest fluorides (Figure_6.6). 
With this procedure, the vector that connects the previously found equivalent pairs 
defines one of the unit cell vectors, namely the b vector. The other two vectors (a 
and c) coincide with the ones of the monoclinic unit cell. The atomic positions are, 
of course, equivalent to the positions belonging to the monoclinic unit cell used in 
the previous section. This is so because the same RTH topology must be generated 
by repetition of the unit cell along the three dimensions of space. Comparison of the 
periodically repeated structures of both the monoclinic and triclinic unit cell along 




Figure 6.6 Redefinition of the as-made RTH unit cell. The vector, b’, connecting the F pairs 
related by (x+½,_y+½,_z) symmetry operation will now define the new b vector. Si, O, P, C, 
H, F are depicted in orange, red, yellow, gray, light gray, blue respectively. Unit cell vectors 
a, b and c are depicted in red, green and blue respectively. 
Another way to confirm that both cell definitions generate the same structure is to 
compute the energy per Si atom for both unit cells. The calculated values are -553.51 
kcal/mol and -553.52 kcal/mol, for the triclinic and the monoclinic respectively. This 




means that indeed both are the same structure. Finally, it has to be experimentally 
confirmed with XRD. The lattice parameters optimized with PBE were used as an 
initial approximation in the Rietveld refinement, which fits the cell parameters and 
atomic positions to the experimental diffraction pattern. Table 6.2 shows the 
theoretically proposed unit cell after optimization (atomic positions, cell volume and 
shape) and the ones obtained from XRD refinement corresponding to the samples I 
and II. The lattice parameters of the samples I and II are different and the unit cell 
volume of sample II is ~5 Å3 larger.  
Table 6.2 Triclinic lattice parameters corresponding to the optimized with PBE+D3 and 
those refined with XRD. Vector lengths are given in angstroms. 
 a  b c α β γ V (Å3) 
Theory (PBE) 9.753 11.471 9.729 86.32 95.78 115.84 974.4 
Sample I 9.721 11.379 9.794 87.96 96.15 115.03 975.8 
Sample II 9.767 11.514 9.690 87.33 96.34 115.12 980.6 
6.3.4 Simulation of the 19F chemical shift with the triclinic unit cell 
The location of F- in the as-made RTH defined with the triclinic unit cell was further 
investigated through the simulation of the isotropic chemical shift of 19F. The atomic 
positions of Si, P and C atoms directly bonded to the P are again located accurately 
by XRD but the fluoride anion is much more difficult to locate because of its low 
electron density. There are now 16 Si atoms in the triclinic unit cell, four T sites (T1, 
T2, T3 and T4) with multiplicity 4, in addition to one fluoride anion, and one OSDA 
cation. The T3 and T4 sites make up the 4-membered rings that join two cages 
(Figure 6.7) and therefore the fluoride anion could be located in the T3 or T4 sites 
pointing to the center of any of the two cages, with which a total of 24 different 
arrangements for the F- anion are possible.  
 
 






Figure 6.7 Illustration of the two possible orientations of the fluoride anion in a T4 site 
(position 14). The fluoride anion can be oriented toward the center of cage A or B. The same 
applies to positions 9, 10, 11, 12, 13 and 15. Cages are joined by 4-membered rings (4MR) 
made up of T3 and T4 sites. For visual aid of the cage B the periodic image of the positions 
10, 11, 13 and 15 are also represented. 
 
The 24 models will be named according to the index of the Si atom where the F- is 
sitting, that is, from 1 to 16. The duplicates of the T3 and T4 sites will be labeled A 
and B depending toward which cage the fluoride is pointing to (Figure 6.7). For each 
of the 24 arrangements the volume of the unit cell was optimized as explained in 
section 6.2 and the 19F absolute shielding was calculated for the 24 optimized 
structures. The Si-F bond length, the distance P-F, the volume of the unit cell, the 
predicted δiso, and the relative energy with respect to the most stable (position 6) are 
summarized in Table 6.3. 
 
 




Table 6.3 Si-F bond lengths, P-F distance, unit cell volume, predicted isotropic chemical 
shift (δiso) of 19F, and relative energy with respect to position 6. The δiso were calculated using 
the regression equations shown in Figure 6.1 and taking as predictor variable the absolute 
isotropic shielding calculated with TB-mBJ and PBE functionals. 
Si Site 
Si-F bond  
(Å) 




Predicted δiso (ppm) Erel 
(kcal/mol) TB-mBJ PBE 
1 T1 1.82 7.00 980.4 -56.1 -50.0 3.8 
2 T1 1.78 7.30 985.2 -62.8 -57.2 1.8 
3 T1 1.82 6.74 985.0 -62.1 -50.9 3.9 
4 T1 1.82 7.02 980.7 -56.6 -49.9 4.4 
5 T2 1.79 6.94 973.2 -66.3 -62.6 0.6 
6 T2 1.79 6.74 979.3 -65.9 -61.8 0.0 
7 T2 1.78 7.25 974.3 -66.4 -63.2 0.4 
8 T2 1.79 7.29 977.5 -65.0 -61.0 0.7 
9A T3 1.80 6.88 981.0 -58.1 -55.0 2.4 
9B T3 1.79 6.58 970.0 -75.0 -69.0 4.5 
10A T3 1.77 6.68 973.4 -73.0 -69.8 5.3 
10B T3 1.81 6.71 984.8 -49.5 -45.5 4.2 
11A T3 1.81 7.13 989.4 -50.6 -46.7 3.9 
11B T3 1.77 6.73 972.2 -72.7 -68.5 5.0 
12A T3 1.77 6.66 971.0 -73.0 -70.0 5.0 
12B T3 1.81 7.04 982.7 -58.7 -56.1 3.0 
13A T4 1.77 6.79 972.1 -71.9 -67.2 4.3 
13B T4 1.8 6.85 975.4 -58.5 -54.6 2.0 
14A T4 1.79 6.79 976.0 -58.5 -54.8 0.4 
14B T4 1.78 6.91 968.0 -70.8 -66.2 3.9 
15A T4 1.80 7.03 976.2 -57.8 -54.0 2.2 
15B T4 1.77 6.35 970.0 -71.8 -67.2 3.6 
16A T4 1.77 6.52 967.8 -70.4 -65.4 5.2 
16B T4 1.80 6.96 976.2 -59.0 -56.3 1.1 
 





Several observations can be made from inspection of Table 6.3. The Si-F bond 
lengths range from 1.77 to 1.82 Å and the predicted δiso from -48 to -73 ppm. In 
general, the 19F δiso values calculated with PBE are systematically lower than the 
ones calculated with TB-mBJ by approximately 3-6_ppm. This is probably due to 
the different slopes of the regression equations obtained with the two functionals 
(Figure_6.1). It can also be seen that structures with relatively small unit cell 
volumes also have relatively short P-F distances.  
Other relations are shown in Figure 6.8 where the 19F chemical shift is plotted versus 
the Si-F distance and compared together with the unit cell volume. Notice the 
significant correlation between the Si-F bond length and the chemical shift, the 
longer the Si-F bond the more negative the chemical shift is (Figure 6.8). The 
coefficient of determination shows that ~80% of the chemical shift can be predicted 
with only the Si-F bond length.  
The chemical shift also varies along with unit cell volume (Figure 6.8). Larger unit 
cell volumes (> 980 Å3) appear to be associated with less negative chemical shifts (> 
-60 ppm). Conversely, the models with the smallest unit cell volumes, ~970 Å3, 
exhibit the more negative chemical shifts, < -70 ppm. This agrees well with the 
experimental observations of samples I and II. Recall that the experimental 19F 
isotropic chemical shifts are -67.2 ppm for sample II with a unit cell volume of 980.6 
Å3 and -71.9 ppm for sample I with a unit cell volume of 975.8 Å3 (Figure_6.2 and 
Table 6.2). Also notice that the smallest volumes are predicted for the structures 
where the fluoride anion is located in T3 and T4 sites.  
 





Figure 6.8 Correlation of the 19F chemical shift with Si-F bond length (upper panel) and unit 
cell volume (lower panel). 
The prediction of the chemical shifts shows the different environments of the 
nonequivalent crystallographic sites. Values around -56 and -62 ppm are predicted 
for T1, -66 ppm for T2, -50, -58 and -73 ppm for T3, and -58 and -71 ppm for T4 
sites. According to these results, the experimental signal observed at -67.2 ppm 
(sample II) can be assigned to a T2 site, in particular, the position 6 which is overall 
the most stable structure (Table 6.3), and the one for which the calculated 29Si 
shieldings best correlate with the experimental 29Si chemical shifts of sample II 
(Figure 6.9). The signal at -71.8 ppm can be attributed to the fluoride anion located 
in a T4 site, in particular, the position 16A for which the calculated 29Si shieldings 





best correlate with the experimental 29Si chemical shifts of sample I (Figure 6.10). 
The calculated 29Si chemical shifts of the 24 structures are included in appendix B.  
Finally, although position 6 is the most stable, there are not huge differences in the 
relative energies among all structures so that it is not surprising that two 19F chemical 




Figure 6.9 Correlation of the calculated 29Si shieldings with the experimental 29Si chemical 
shifts of sample I with the 16 Si atoms (a) and leaving out the Si atom bonded to the fluoride 
(b). c) Optimized structure with the fluoride anion sitting on position 6 (T2 site). Only one 
OSDA and the nearest fluoride are represented with balls. Si, O, P, C, H, F are depicted in 
orange, red, yellow, gray, light gray and blue, respectively.  
 





Figure 6.10 Correlation of the calculated 29Si shieldings with the experimental 29Si chemical 
shifts of sample II with the 16 Si atoms (a) and leaving out the Si atom bonded to the fluoride 
(b). c) Optimized structure with the fluoride anion sitting on position 16A (T4 site). Only one 
OSDA and the nearest fluoride are represented with balls. Si, O, P, C, H, F are depicted in 
















The study of the structure of the as-made RTH with DFT methods based on NMR 
and XDR experimental data allows us to come to the following conclusions: 
The as-made RTH zeolite has P-1 space group symmetry with the following 
chemical composition Si16O32P1C10H24F. The PBE functional systematically 
underestimates the value of the 19F chemical shift and more accurate predictions for 
F-containing zeolites are obtained with the modified Becke-Johnson exchange 
potential (TB-mBJ).  
In the sample obtained after three days of synthesis the 19F signal at -71.8 ppm can 
be assigned to the fluoride anion located in a T4 site with a Si-F bond length of ~1.77 
Å. Furthermore, the 19F signal at -67.2 ppm observed in the sample obtained at longer 
synthesis times can be assigned to the fluoride anion located in a T2 site with a Si-F 
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In this work, we have successfully applied computational chemistry methods to the 
study of three heterogeneous catalytic systems. Specific conclusions are given at the 
end of the corresponding chapters, some comments, however, are dedicated here to 
more general conclusions. 
In chapter 3, we studied the chemoselective hydrogenation of nitroarenes on the 
(111) surface of noble (Pd) and non-noble (Ni, Co and Cu) metals. Noble and non-
noble metals exhibit opposite trends for some steps of the mechanism of reduction 
of the nitro group to form an amino group. N-O bond dissociations are the most 
demanding steps for noble metals, but the most favorable steps for non-noble metals. 
Conversely, H-transfers to the either O or N atoms of the reactant molecule are 
relatively favorable steps on noble metals, but energetically demanding on non-noble 
metals. As a result of these trends in bond forming and bond breaking steps, the 
reaction mechanism on noble and non-noble metals differs, and on Ni(111) and 
Co(111) it proceeds through the direct formation of a nitrosobenzene intermediate: 
Ph-NO2 → Ph-NO → Ph-N → Ph-NH → Ph-NH2., The behavior of Cu(111) surface 
lies in between noble and non-noble metals, with relatively low activation energies 
for the two types of elementary steps. The Cu(111) surface has the additional 
advantage of interacting with 3-nitrostyrene only through the nitro group, so that 
competitive hydrogenation of the C=C bond is avoided. As a result of these findings, 
we have been able to propose a presumably more efficient bimetallic catalyst based 
on Cu, promoted with an H2-activating metal such as Ni.  
The second reaction studied in this work, the NH3-SCR-NOx, is more challenging 
than the aforementioned one due to the more complicated structure of the catalyst 
and to the highly dynamic nature of the active sites. However, several important 
insights have been drawn. To the best of our knowledge, this is the first time that 
free energy methods of molecular dynamics have been applied systematically to 
study the interaction of the active sites with all the reactant molecules, at different 
temperatures. We have identified the nature of the active sites under realistic 
conditions and found processes that might be relevant during the SCR reaction. Our 






(the latter under excess of NH3) will not be attached to the 6r but forming stable 
mobile amino complexes. Our results also show that the detachment of the Cu+ and 
Cu2+ cations from the 6r is related to the absence of bands in the 800-1000 cm-1 
region of the IR spectrum. Thus, we propose that the analysis of this IR region during 
the SCR reaction will provide additional relevant insights on the reaction mechanism 
and on the dynamic nature of the catalytically active sites. 
The last topic is the simulation of the 19F chemical shift of the as-synthesized RTH 
framework in fluoride medium. The analysis of the 19F δiso allowed us to detect the 
symmetry of the synthesized material, which was also confirmed by XRD. In a 
second stage, we have studied the localization of the F- anion in the different T sitting 
positions. Based on the relative stability and the prediction of the 19F chemical shift, 
we have been able to determine the location of the fluoride anion in the final material.  
In general, we have gained a better understanding of the studied catalytic systems, 
through the application of computational chemistry methods. This work lays the 
foundation on which new experiments can be devised in the search for more efficient 
catalysts and proves that computational chemistry has an undeniable role in the 








In this work, we have studied two heterogeneous catalytic reactions and the 
localization of the fluoride anion in the as-made RTH framework, synthesized in 
fluoride medium. Since the various topics of this thesis are not related to each other, 
a general introduction comprising the whole subject is not provided but rather each 
topic is introduced separately in its corresponding chapter. The structure of this 
manuscript is outlined below. 
In chapter one, we provide a summary of the basic concepts related to heterogeneous 
catalysis that will appear in the discussion of the results presented in chapters 3 to 6. 
A brief description of the two types of catalytic systems studied, namely, metal 
surfaces and zeolites is also given. This chapter ends with some general comments 
on the motivation for this work.  
Computational chemistry has been used as the fundamental tool throughout this 
work. Therefore, the theoretical models and methods thereof are explained in chapter 
two. In the first section, a general description of the models for metal surfaces and 
zeolites is given. Section two lays out the fundamentals of Density Functional 
Theory (DFT) that constitutes the basis of the computational methods applied. In this 
section, some basic notions of the Hartree-Fock method serve as preamble for DFT 
after which more practical aspects are touched, such as the concept of Potential 
Energy Surface (PES) and the techniques for its exploration. Aspects of infrared (IR) 
properties calculation is also included. This chapter closes with an overview of 
nuclear magnetic resonance (NMR) and its theoretical treatment in DFT.  
The first results, included in chapter 3, correspond to the chemoselective reduction 
of nitrostyrene on different metal surfaces, i.e, Ni(111), Co(111), Cu(111) and 
Pd(111). Until very recently, the reduction of the nitro group was explained on the 
basis of the general mechanism proposed by Haber in 1898 where the reaction can 
follow two routes, the direct and condensation route. We have explored the relevant 
elementary steps of both routes and found that because of the oxophilic nature of Ni 






bonds are significantly favored compared with the other steps on both metal surfaces. 
In addition, the most demanding steps in terms of energy involve the formation of 
N-H bonds. These findings are in contrast to those of noble metals such as Pt and Pd, 
where the opposite behavior is observed. The behavior of Cu(111) lies in between 
the aforementioned cases, and also no chemical bonds between the carbon atoms of 
the aromatic ring of nitrostyrene and the Cu(111) surface is formed. For this reason, 
it might be an ideal candidate to achieve nearly 100 % selectivity. However, the 
Cu(111) surface does not seem to activate the H2 molecule. In this regard, we propose 
a bimetallic Cu-based catalyst whose surface is doped with atoms of a H2-activating 
metal, such as Ni or Pd. 
On another matter, we have also investigated the selective catalytic reduction of 
nitrogen oxides (SCR-NOx) and the main results are presented in the following two 
chapters, 4 and 5. By using static DFT methods, we found pathways for the oxidation 
of NO to NO2, nitrites and nitrates with relatively low activation energies. We also 
found, in agreement with experimental reports, that the reduction of Cu2+ to Cu+ 
requires the simultaneous participation of NO and NH3. Later, molecular dynamics 
simulations allowed us to assess the influence of NH3. The strong interaction of NH3 
with the Cu+ cation is evidenced by its ability to detach Cu+ from the zeolite 
framework and form the mobile linear complex [Cu(NH3)2]+. Cu+ is no longer 
coordinated to the zeolite framework in the presence of two NH3 molecules. This 
observation and the fact that the T-O-T vibrations of the framework produce bands 
in the 800-1000 cm-1 region of the IR spectrum when perturbed by the coordination 
of Cu+ and Cu2+ cations, indicate that it is possible to track the location of these 
cations experimentally. The analysis of the vibrational fingerprint of several models 
with Cu+ and Cu2+ attached to the 6-membered ring or solvated by NH3 
unambiguously indicate that bands in the 800-1000 cm-1 regions should be observed 
when both copper cations are bonded to the framework oxygens. 
Finally, we have also studied NMR properties of the as-made pure silica RTH 
framework, aiming at locating the compensating fluoride anion. The calculation of 
the 19F chemical shift in different T sites and comparison with the experimental NMR 
spectra shows that the as-made RTH belongs to the P-1 space group with 16 Si, 32 
O atoms, one fluoride anion and one OSDA cation. These results have been 





signal of 19F at -67.2 ppm to the fluoride anion in a T2 site, which in turn is the most 









En este trabajo estudiamos dos reacciones catalíticas relevantes para la industria y la 
localización del anión fluoruro en la zeolita RTH, sintetizada en medio fluoruro. 
Debido a que los tres temas de esta tesis no están directamente relacionados entre sí, 
cada tema es introducido de manera independiente en su capítulo correspondiente. 
A continuación se explica la estructura de esta tesis. 
 
El capítulo 1 sirve como introducción general a los conceptos básicos de catálisis 
heterogénea que aparecen en la discusión de los resultados. También se ha incluido 
una descripción de los dos tipos de catalizadores estudiados, a saber, superficies de 
metales y zeolitas. Este capítulo termina con algunos comentarios acerca de la 
motivación de este trabajo. 
La química computacional ha sido la herramienta fundamental usada en la presente 
tesis. La primera parte del capítulo 2 describe brevemente los modelos usados para 
las superficies de metales y para las zeolitas. La segunda sección presenta los 
fundamentos de la teoría del funcional de la densidad (DFT, por sus siglas en inglés), 
la cual constituye la base de los métodos aplicados. Además, se incluyen algunos 
aspectos del cálculo de frecuencias infrarrojas (IR) y algunos comentarios sobre la 
teoría de resonancia magnética nuclear (RMN) y su descripción con DFT en 
materiales cristalinos. 
El capítulo 3 es el primer capítulo de resultados, donde se estudia la reducción 
quimioselectiva del nitroestireno en las superficies Ni(111), Co(111), Cu(111) y 
Pd(111). El mecanismo generalmente aceptado de esta reacción está basado en el 
esquema propuesto por Haber en 1898, en el que la reacción puede transcurrir por 
dos rutas, la directa y la de condensación. En este capítulo exploramos ambas rutas, 
y observamos que la ruptura de los enlaces N-O y la consecuente formación de 
enlaces metal-O está más favorecida que la formación de enlaces N-H en las 
superficies Ni(111) y Co(111), debido al carácter oxofílico de ambos metales. Las 
etapas más lentas involucran la formación de enlaces N-H. En las superficies de 
metales nobles como Pt(111) y Pd(111) se observa el comportamiento contrario. La 






nobles. Además, el nitroestireno interactúa con los átomos de Cu de la superficie 
solo a través de grupo nitro, con lo cual es un candidato ideal para alcanzar 
selectividades cerca del 100%. Sin embargo, la superficie Cu(111) no es capaz de 
activar la molécula de H2. En este sentido, proponemos un catalizador bimetálico 
basado en Cu, dopado con otro metal capaz de activar al H2, tales como el Pd o el 
Ni. 
En los capítulos 4 y 5 se ha estudiado la reducción catalítica selectiva de los óxidos 
de nitrógeno (SCR, en inglés) con amoníaco. Usando métodos de DFT, hemos 
encontrado rutas para la oxidación de NO a NO2, nitritos y nitratos con energías de 
activación relativamente bajas. También, hemos encontrado que la reducción de Cu2+ 
a Cu+ requiere la participación simultánea de NO y NH3. Posteriormente, hemos 
estudiado la influencia del NH3 en este sistema con métodos de dinámica molecular. 
El NH3 interacciona fuertemente con el Cu+ de forma que dos moléculas de este gas 
son suficientes para romper la coordinación del catión Cu+ con los oxígenos del 
anillo 6r, y formar el complejo lineal [Cu(NH3)2]+. Además, los cationes Cu2+ pueden 
ser estabilizados fuera de la red mediante la formación del complejo 
tetraamincobre(II). Debido a la presencia de los cationes Cu+ y Cu2+ coordinados a 
la red de la zeolita, aparecen bandas en la región entre 800-1000 cm-1 del espectro 
infrarrojo. El análisis de las frecuencias IR de varios modelos con Cu+ y Cu2+ 
coordinados al anillo 6r, o formando complejos con amoniaco indica que cuando los 
cationes Cu+ y Cu2+ están coordinados a los oxígenos del anillo 6r aparecen 
vibraciones entre 830 y 960 cm-1. Frecuencias en esta zona también se obtienen en 
los casos en que NO, NO2, O2 y combinaciones de dos de ellos están adsorbidos en 
Cu+ y Cu2+. Sin embargo, cuando los cationes Cu+ y Cu2+ están fuera del anillo (no 
hay enlaces entre los cationes de cobre y los oxígenos del anillo 6r) no se obtienen 
vibraciones de IR en esta región del espectro. Estos resultados indican que con el 
seguimiento del espectro IR durante la reacción SCR es posible determinar si los 
cationes Cu+ y Cu2+ están coordinados o no al anillo de 6r en las etapas de oxidación 
y reducción. 
Por último, hemos simulado el desplazamiento químico de 19F, δiso, en la zeolita 
sintetizada RTH. El análisis del δiso de los distintos modelos utilizados nos ha 
permitido reconocer la simetría del material sintetizado, el cual pertenece al grupo 
espacial P1 y la nueva celda unidad ha sido confirmada experimentalmente por 




difracción de rayos X. Finalmente, hemos asignado la señal experimental que 
aparece en el espectro de 19F a -67.2_ppm, al F- localizado en un sitio T2, el cual es 
a su vez la posición más estable. Además, la señal a -71.8 ppm se ha asignado al 







En aquest treball estudiem dues reaccions catalítiques rellevants per a la indústria i 
la localització de l'anió fluorur en la zeolita RTH, sintetitzada al mig fluorur. Pel fet 
que els tres temes d'aquesta tesi no estan directament relacionats entre si, cada tema 
és introduït de manera independent en el seu capítol corresponent. A continuació 
s'explica l'estructura d'aquesta tesi. 
El capítol 1 serveix com a introducció general als conceptes bàsics de catàlisi 
heterogènia que apareixen en la discussió dels resultats. També s'ha inclòs una 
descripció dels dos tipus de catalitzadors estudiats, a saber, superfícies de metalls i 
zeolites. Aquest capítol acaba amb alguns comentaris sobre la motivació d'aquest 
treball. 
La química computacional ha sigut l'eina fonamental usada en la present tesi. La 
primera part del capítol 2 descriu breument els models usats per a la superfícies de 
metalls i per a les zeolites. La segona secció presenta els fonaments de la teoria del 
funcional de la densitat (DFT, per la seua sigles en anglés), la qual constitueix la 
base dels mètodes aplicats. A més, s'inclouen alguns aspectes del càlcul de 
freqüències infraroges (IR) i alguns comentaris sobre la teoria de ressonància 
magnètica nuclear (RMN) i la seua descripció amb DFT en materials cristal·lins. 
El capítol 3 és el primer capítol de resultats, on s'estudia la reducció quimioselectiva 
del nitroestireno en les superfícies Ni(111), Co(111), Cu(111) i Pd(111). El 
mecanisme generalment acceptat d'aquesta reacció està basat en l'esquema proposat 
per Haver-hi en 1898, en el qual la reacció pot transcórrer per dues rutes, la directa i 
la de condensació. En aquest capítol explorem totes dues rutes, i observem que la 
ruptura dels enllaços N-O i la conseqüent formació d'enllaços metall-O està més 
afavorida que la formació d'enllaços N-H en les superfícies Ni(111) i Co(111), a 
causa del caràcter oxofílico de tots dos metalls. Les etapes més lentes involucren la 
formació d'enllaços N-H. En les superfícies de metalls nobles com Pt(111) i Pd(111) 
s'observa el comportament contrari. La superfície Cu(111) és un cas intermedi 
comparat amb els metalls nobles i no nobles. A més, el nitroestireno interactua amb 
els àtoms de Cu de la superfície sol a través de grup nitre, amb la qual cosa és un 





candidat ideal per a aconseguir selectivitats prop del 100%. No obstant això, la 
superfície Cu(111) no és capaç d'activar la molècula d'H2. En aquest sentit, proposem 
un catalitzador bimetàl·lic basat en Cu, dopat amb un altre metall capaç d'activar a 
l'H2, com ara el Pd o el Ni.   
En els capítols 4 i 5 hem estudiat la reducció catalítica selectiva dels òxids de 
nitrogen (SCR, en anglés) amb amoníac. Usant mètodes de DFT, hem trobat rutes 
per a l'oxidació de NO a NO2, nitrits i nitrats amb energies d'activació relativament 
baixes. També, hem trobat que la reducció de Cu2+ a Cu+ requereix la participació 
simultània de NO i NH3. Posteriorment, hem estudiat la influència del NH3 en aquest 
sistema amb mètodes de dinàmica molecular. El NH3 interacciona fortament amb el 
Cu+ de manera que dues molècules d'aquest gas són suficients per a trencar la 
coordinació del catió Cu+ amb els oxígens de l'anell 6r, i formar el complex lineal 
[Cu(NH3)2]+. A més, els cations Cu2+ poden ser estabilitzats fora de la xarxa 
mitjançant la formació del complex tetraamincobre(II). A causa de la presència dels 
cations Cu+ i Cu2+ coordinats a la xarxa de la zeolita, apareixen bandes a la regió 
entre 800-1000 cm-1 de l'espectre infraroig. L'anàlisi de les freqüències IR de 
diversos models amb Cu+ i Cu2+ coordinats a l'anell 6r, o formant complexos amb 
amoníac indica que quan els cations Cu+ i Cu2+ estan coordinats als oxígens de l'anell 
6r apareixen vibracions entre 830 i 960 cm-1. Freqüències en aquesta zona també 
s'obtenen en els casos en què NO, NO2, O2 i combinacions de dues d'ells estan 
adsorbidos en Cu+ i Cu2+. No obstant això, quan els cations Cu+ i Cu2+ estan fora de 
l'anell (no hi ha enllaços entre els cations de coure i els oxígens de l'anell 6r) no 
s'obtenen vibracions d'IR en aquesta regió de l'espectre. Aquests resultats indiquen 
que amb el seguiment de l'espectre IR durant la reacció SCR és possible determinar 
si els cations Cu+ i Cu2+ estan coordinats o no a l'anell de 6r en les etapes d'oxidació 
i reducció. 
Finalment, hem simulat el desplaçament químic de 19F, δiso, en la zeolita sintetitzada 
RTH. L'anàlisi del δiso dels diferents models utilitzats ens ha permés reconéixer la 
simetria del material sintetitzat, el qual pertany al grup espacial P1 i la nova cel·la 
unitat ha sigut confirmada experimentalment per difracció de raigs X. Finalment, 
hem assignat el senyal experimental que apareix en l'espectre de 19F a -67.2 ppm, al 
F- localitzat en un lloc T2, el qual és al seu torn la posició més estable. A més, el 






Reaction and activation free energies of the 
chemoselective hydrogenation of nitrobenzene 
 
 
Table A.1 Calculated reaction and activation free energies (ΔGreac and ΔGact) at 393 K
for all elementary steps of the reduction of nitrobenzene on the Ni(111) surface with 
parallel (P) and normal (N) geometries. All energies are given in kcal/mol. 
step Reaction 
Parallel Normal 
ΔGreac ΔGact ΔGreac ΔGact 
4 Ph-NO2 + H* ↔ Ph-NOOH      2.8 17.6 1.8 22.7 
5 Ph-NOOH* + H* ↔ Ph-N(OH)2  11.8 18.8 R 8.1 
6 Ph-N(OH)2 ↔ Ph-NOH* + OH* -35.4 4.5 -35.0 8.8 
7 Ph-NOOH* ↔ Ph-NOH + O* -26.6 8.3 -29.9 4.0 
8 Ph-NOH* ↔ Ph-N + OH* -35.7 3.6 -47.0 0.3 
9 Ph-NOH + H* ↔ Ph-NHOH*   2.4 22.5 6.8 27.1 
10 Ph-N* + H* ↔ Ph-NH*   -2.9 21.2 14.2 24.0 
11 Ph-NH* + H* ↔ Ph-NH2*       2.5 21.8 -0.8 16.7 
12 Ph-NHOH* ↔ Ph-NH* + OH*  -41.0 9.5 -39.6 7.7 
13 Ph-NO2 ↔ Ph-NO* + O*         -32.6 9.2 -32.8 7.6 
14 Ph-NO* + H*↔ Ph-NOH*  8.7 15.7 4.7 20.9 
15 Ph-NO* + H*↔ Ph-NHO* 2.6 18.5 4.2 20.4 
16 Ph-NO* ↔ Ph-N* + O*    -30.3 10.8 -45.5 4.2 
17 Ph-NHO* ↔ Ph-NH* + O* -35.8 7.1 -35.6 2.0 







Table A.2 Calculated reaction and activation free energies (ΔGreac and ΔGact) at 393 K for 
all elementary steps of the reduction of nitrobenzene on the Co(111) surface with parallel 
and normal geometries. All energies are given in kcal/mol. 
step Reaction 
Parallel Normal   
ΔGreac ΔGact ΔGreac ΔGact 
1 Ph-NO2 + H* ↔ Ph-NOOH      7.6 15.37 2.8 23.1 
2 Ph-NOOH* + H* ↔ Ph-N(OH)2*  14.0 20.1 12.7 23.3 
3 Ph-N(OH)2 ↔ Ph-NOH* + OH* -45.5 3.4 -36.6 6.7 
4 Ph-NOOH* ↔ Ph-NOH + O* -37.4 6.1 -29.9 3.84 
5 Ph-NOH* ↔ Ph-N + OH* 53.2 0.1 -62.8 2.1 
6 Ph-NOH + H* ↔ Ph-NHOH*   4.6 24.0 -1.2 20.3 
7 Ph-N* + H* ↔ Ph-NH*   3.6 23.6 13.4 24.1 
8 Ph-NH* + H* ↔ Ph-NH2*       7.8 24.9 4.1 25.3 
9 Ph-NHOH* ↔ Ph-NH* + OH*  -54.2 9.6 -5.6 7.1 
10 Ph-NO2* ↔ Ph-NO* + O*         -45.8 4.8 -43.6 5.2 
11 Ph-NO* + H*↔ Ph-NOH*  16.0 20.5 16.4 22.8 
12 Ph-NO* + H*↔ Ph-NHO* 9.1 21.2 1.9 22.1 
13 Ph-NO* ↔ Ph-N* + O*    -43.3 12.9 -52.4 5.6 
14 Ph-NHO* ↔ Ph-NH* + O* -48.8 5.3 -40.8 4.1 
















Table A.3 Calculated reaction and activation free energies (ΔGreac and ΔGact) at 393 K for all 
elementary steps of the reduction of nitrobenzene with vertical geometries on Cu(111) 




7 Ph-N* + H* ↔ Ph-NH*   -2.7 14.9 
8 Ph-NH* + H* ↔ Ph-NH2*       -8.5 8.5 
10 Ph-NO2* ↔ Ph-NO* + O*         -24.0 8.6 







Calculated absolute 29Si shieldings of the RTH 
framework 
 
B.1 Calculated absolute 29Si isotropic shieldings for the RTH framework with a 
monoclinic unit cell 
The calculated 29Si σiso for the RTH framework, with a monoclinic unit cell, are 
summarized in Tables B.1 to B.4. These tables include the absolute 29Si σiso of the 
16 optimized models (AC, AD, etc) for which the 19F σiso of the both fluoride anions 
are equal (Figure 6.4). The location of both fluoride anions in each model is 
explained in section 6.3.2. The 32 calculated 29Si shieldings are included in 16 entries 







Table B.1 Calculated absolute shieldings (29Si σiso) of the 32 Si atoms of the RTH with 
combinations of two F atoms in T1 sites. 
 AB CD EF GH 
1 436.61 436.6 436.88 436.85 436.51 436.5 435.74 435.73 
2 438.78 438.75 437.6 437.59 437.96 437.95 436.46 436.45 
3 439.77 439.77 439.18 439.15 440.07 440.06 438.04 438.04 
4 440.84 440.81 439.9 439.88 440.31 440.28 438.42 438.41 
5 440.99 440.93 440.27 440.23 440.41 440.41 439.78 439.78 
6 441.12 441.11 440.38 440.36 440.43 440.43 440.33 440.32 
7 441.65 441.58 440.94 440.89 440.87 440.84 441.22 441.22 
8 442.28 442.26 440.97 440.95 441.25 441.24 441.65 441.65 
9 442.39 442.36 441.06 441.05 441.27 441.25 441.92 441.92 
10 442.49 442.48 442.23 442.23 442.15 442.11 442.39 442.39 
11 442.55 442.5 442.35 442.29 443.07 443.06 443.3 443.3 
12 442.89 442.87 442.51 442.49 443.12 443.09 443.57 443.57 
13 444.75 444.72 443.84 443.77 443.29 443.25 443.74 443.71 
14 448.31 448.28 447.11 447.04 447.35 447.33 447.02 447.01 
15 449.29 449.25 447.59 447.51 447.67 447.65 447.12 447.11 












Table B.2 Calculated absolute shieldings (29Si σiso) of the 32 Si atoms of the RTH with 
combinations of two F atoms in T2 sites. 
 AB CD EF GH 
1 432.91 432.91 434.47 434.45 434.13 434.09 434 433.98 
2 434.91 434.90 435.37 435.37 435.12 435.12 434.98 434.91 
3 437.01 436.98 437.41 437.38 436.84 436.83 437.49 437.46 
4 437.54 437.48 437.45 437.42 437.24 437.23 438.66 438.66 
5 438.71 438.65 439.33 439.27 439.31 439.3 438.87 438.83 
6 438.77 438.76 439.59 439.52 441.87 441.87 439 438.9 
7 440.09 440.05 439.93 439.83 442.29 442.29 439.37 439.28 
8 441.03 441.03 440.57 440.4 442.44 442.41 440.18 440.13 
9 441.50 441.49 441.5 441.43 442.76 442.74 440.21 440.19 
10 442.50 442.36 441.52 441.51 443.1 443.08 440.78 440.77 
11 443.87 443.86 443.8 443.76 443.42 443.4 444.12 444.09 
12 444.01 444.00 444.35 444.29 443.73 443.72 444.53 444.47 
13 444.93 444.86 444.95 444.94 444.13 444.12 445.22 445.19 
14 445.87 445.83 446.17 446.17 445.71 445.71 445.24 445.24 
15 446.02 446.02 446.79 446.77 445.94 445.93 446.69 446.68 










Table B.3 Calculated absolute shieldings (29Si σiso) of the 32 Si atoms of the RTH with 
combinations of two F atoms in T3 sites. 
 AB CD EF GH 
1 432.19 432.19 434.06 434.03 429.95 429.94 434.57 434.53 
2 433.66 433.66 434.27 434.18 434.57 434.57 436.7 436.58 
3 437.04 436.97 434.59 434.54 437.79 437.76 436.92 436.82 
4 437.91 437.86 436.96 436.94 438.35 438.31 437.15 437.11 
5 437.96 437.93 438.46 438.41 438.52 438.44 438.15 438.08 
6 438.12 438.08 438.94 438.9 439.11 439.05 439.16 439.05 
7 438.22 438.2 439.15 439.08 439.97 439.96 440.46 440.43 
8 438.31 438.31 439.23 439.16 440.18 440.16 440.83 440.8 
9 439.16 439.13 439.49 439.36 441.57 441.55 440.93 440.91 
10 439.77 439.77 440.35 440.34 441.67 441.61 441.85 441.82 
11 442.83 442.79 442.8 442.77 441.69 441.68 442.22 442.18 
12 443.57 443.54 443.92 443.89 442.3 442.27 444.24 444.09 
13 445.43 445.4 446.13 446.07 444.55 444.54 445.27 445.24 
14 446.74 446.73 446.42 446.41 446.67 446.65 445.54 445.49 
15 448.49 448.49 447.74 447.73 448.26 448.19 447.64 447.61 












Table B.4 Calculated absolute shieldings (29Si σiso) of the 32 Si atoms of the RTH with 
combinations of two F atoms in T4 sites. 
 AB CD EF GH 
1 430.94 430.9 433.25 433.16 432.79 432.6 433.33 433.19 
2 434.38 434.35 434.48 434.42 435.43 435.42 435.15 435.1 
3 436.97 436.97 436.36 436.31 436.30 436.06 436.88 436.83 
4 438.56 438.49 437.37 437.35 437.23 437.07 438.22 438.21 
5 438.87 438.81 439.34 439.28 437.83 437.74 438.38 438.35 
6 439.28 439.26 439.73 439.71 439.04 438.93 439.66 439.63 
7 439.75 439.73 440.19 440.1 439.64 439.51 439.86 439.78 
8 440.21 440.19 440.27 440.24 440.06 439.97 440.07 439.95 
9 440.39 440.35 440.81 440.7 440.32 440.28 440.8 440.79 
10 441.29 441.28 440.93 440.83 440.45 440.39 440.89 440.81 
11 441.65 441.63 441.89 441.88 442.33 442.22 441.94 441.87 
12 443.69 443.67 442.78 442.77 443.75 443.71 442.16 442.1 
13 444.99 444.96 443.89 443.82 443.88 443.82 443.41 443.37 
14 445.23 445.19 444.28 444.19 444.6 444.39 444.44 444.36 
15 445.64 445.6 445.8 445.78 446.66 446.55 445.35 445.23 










B.2 Calculated absolute 29Si isotropic shieldings for the RTH framework with a 
triclinic unit cell 
The experimental isotropic 29Si chemical shifts (δiso) of the samples I and II, and calculated 
absolute isotropic 29Si shieldings (σiso) of the 24 RTH optimized models are summarized in 
Tables B.5 to B.7. These models have 16 Si, 32 O atoms, one fluoride anion and one OSDA 
cation. The curve fitting of the calculated σiso vs the experimental δiso, of the models that best 
predict the experimental 19F δiso (T2, T3 and T4), are shown in Figure B. 1 to Figure B.3.  
 
Table B.5 Experimental isotropic 29Si chemical shifts (δiso) of the samples I and II, and 
calculated absolute isotropic 29Si shieldings (σiso) of the RTH optimized models with a 
triclinic unit cell and the fluoride anion located in T1 and T2 sites. 
 29Si δiso (ppm) 29Si σiso (ppm) 
 I II 
T1 T2 
1 2 3 4 5 6 7 8 
-103.70 -107.56 498.83 498.77 509.15 497.79 496.72 510.14 508.96 497.11 
-105.80 -107.84 499.77 499.95 509.7 499.29 496.74 510.16 509.12 497.31 
-106.60 -107.93 499.8 500.18 509.8 499.56 498.54 510.30 510.04 498.26 
-107.3 -108.83 499.86 500.27 511.17 499.58 499.03 511.67 511.21 499.09 
-108.00 -109.15 500.41 500.44 512.6 499.7 499.1 511.77 511.38 499.45 
-108.90 -109.36 500.89 500.49 512.9 500.87 499.46 513.25 512.33 500.09 
-109.30 -110.28 501.34 501.05 513.8 501.65 500.07 513.40 512.99 501.22 
-110.65 -111.50 502.03 501.23 513.86 501.69 500.73 514.21 513.08 501.23 
-110.96 -111.88 502.5 502.58 514.01 502.03 501.00 514.51 513.37 501.29 
-111.40 -112.10 503 502.67 514.1 503.18 501.78 514.72 513.78 501.43 
-111.70 -112.80 503.36 502.82 515.12 503.18 502.37 515.59 514.67 502.63 
-112.84 -112.93 503.9 502.84 516.12 503.74 503.68 515.90 515.97 503.59 





Table B.5 Experimental isotropic 29Si chemical shifts (δiso) of the samples I and II, and 
calculated absolute isotropic 29Si shieldings (σiso) of the RTH optimized models with a 
triclinic unit cell and the fluoride anion located in T1 and T2 sites. 
 29Si δiso (ppm) 29Si σiso (ppm) 
 I II 
T1 T2 
1 2 3 4 5 6 7 8 
-114.43 -114.79 506.44 506.37 518.45 506.6 505.17 518.19 517.72 505.68 
-115.00 -115.79 507.14 506.81 519.00 506.95 506.02 518.96 518.07 506.17 
-147.00 -145.25 524.52 527.46 537.67 523.9 530.37 545.27 544.25 530.59 
 
Table B.6 Calculated absolute isotropic 29Si shieldings (σiso) of the RTH optimized models 
with a triclinic unit cell and the fluoride anion located in T3 sites. 
9A 9B 10A 10B 11A 11B 12A 12B 
494.06 510.38 494.88 509.58 495.78 508.79 494.61 507.21 
497.68 511.09 497.35 509.67 496.76 509.4 496.79 510.54 
498.42 512.29 497.67 510.27 498.48 509.83 497.58 510.75 
498.71 512.63 498.01 510.34 498.79 510.14 498.15 510.83 
499.16 512.68 498.45 511.17 500.35 510.54 498.25 511.33 
499.39 512.77 499.58 512.33 500.57 510.74 499.51 511.35 
499.85 512.79 499.9 512.83 500.57 511.04 499.85 512.32 
500.46 512.9 500.08 512.99 500.65 512.22 500.06 512.34 
500.79 512.92 500.33 513.42 501.18 512.56 500.61 512.50 






Table B.6 Calculated absolute isotropic 29Si shieldings (σiso) of the RTH optimized models 
with a triclinic unit cell and the fluoride anion located in T3 sites. 
9A 9B 10A 10B 11A 11B 12A 12B 
502.23 513.4 502.58 514.41 502.15 514.73 502.57 513.59 
502.64 516.58 503.76 515.1 503.24 514.84 504.24 513.82 
504.61 516.63 504.89 515.87 503.47 516.06 504.75 516.69 
506.05 518.26 506.06 520.31 507.32 518.29 506.64 517.92 
508.00 519.48 507.07 520.58 508.16 519.01 507.65 520.08 
530.31 547.98 535.29 545.14 530.41 549.2 534.79 544.63 
 
 
Table B.7 Calculated absolute isotropic 29Si shieldings (σiso) of the RTH optimized models 
with a triclinic unit cell and the fluoride anion located in T4 sites. 
13A 13B 14A 14B 15A 15B 16A 16B 
494.99 507.24 496.49 508.07 509.27 506.50 506.64 495.86 
495.85 508.15 497.38 509.03 510.67 507.28 508.04 497.25 
499.26 509.67 497.83 512.26 512.61 510.03 510.82 498.00 
499.28 510.68 498.93 512.97 512.86 511.65 510.98 498.73 
499.62 511.55 499.27 513.27 513.31 511.80 511.84 499.07 
499.79 511.71 499.87 513.4 513.73 511.99 511.85 499.88 
499.82 512.11 500.30 513.42 514.46 512.34 512.65 499.99 
500.00 512.92 500.79 513.57 515.21 512.76 513.86 500.98 





Table B.7 Calculated absolute isotropic 29Si shieldings (σiso) of the RTH optimized models 
with a triclinic unit cell and the fluoride anion located in T4 sites. 
13A 13B 14A 14B 15A 15B 16A 16B 
501.55 513.85 501.14 514.1 515.91 514.22 514.17 501.6 
501.55 515.79 501.15 514.44 516.19 514.54 514.62 501.74 
502.7 516.24 503.68 514.57 516.32 515.22 515.50 503.19 
504.48 516.40 504.27 516.31 517.17 516.47 515.52 503.6 
504.88 517.12 504.38 518.08 518.57 516.63 517.30 504.49 
505.05 517.59 505.85 520.06 518.84 517.33 517.65 505.48 
532.53 543.50 528.58 544.45 542.21 546.92 546.33 528.52 
 
 
In Figures B.1 to B.3, the calculated σiso of each model is plotted vs the experimental 
δiso of both samples (I and II). In general, the models with the fluoride located in a 
T2 site correlate better with the experimental δiso of sample II, in agreement with 
prediction of the 19F δiso. Notice how the 29Si signal at -103.70 ppm (sample I) 
deviates from the regression. This signal is a distinctive feature between of the 
sample II (Figure 6.2). The models with the fluoride anion located in T4 sites 
correlate better with the experimental δiso of sample I, in particular, the model 16A, 
again in agreement with prediction of the 19F δiso. Finally, the models with the 








Figure B. 1 Correlation of the calculated 29Si σiso of the models 5 (a), 6 (b), 7 (c) and 8 (d) 
with the experimental 29Si δiso of samples I and II. In the four models the fluoride anion is 
located in T2 sites. Notice how the distinctive 29Si signal at -103.70 ppm is not well predicted 






Figure B. 2 Correlation of the calculated 29Si σiso of the models 9B (a), 10A (b), 11B (c) and 
12A (d) with the experimental 29Si δiso of samples I and II. In the four models the fluoride 







Figure B.3 Correlation of the calculated 29Si σiso of the models 13A (a), 14B (b), 15B (c) and 
16A (d) with the experimental 29Si δiso of samples I and II. In the four models the fluoride 
anion is located in T4 sites. Notice how the distinctive 29Si signal at -103.70 ppm well 
predicted with these models. They correlation is better with the signals of sample I. 
