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1 Introduction
The classical duality approach to distance problems in spaces of analytic
functions is based on a functional analysis result:
distX(f, Y ) = inf
g∈Y
‖f − g‖X = sup
φ∈Y ⊥,‖φ‖≤1
|φ(f)|,
where Y ⊥ ⊂ X⋆ is the annihilator of a subspace Y of a normed spaceX. This
method was employed in the case of Hardy spaces, [8], [2]. More recently,
extremal problems in the Bergman spaces were considered in [7]. The aim
of this paper is to obtain extremal distance results in spaces of harmonic
functions on the unit ball B ⊂ Rn using direct methods introduced by R.
Zhao, [15], [14]. We note that spaces of harmonic functions on the unit ball
B were extensively studied, see [1], [3] and [6] and references therein.
In this paper letter C designates a positive constant which can change
its value even in the same chain of inequalities. Given real expressions A
and B, we write A . B if there is a constant C ≥ 0 such that A ≤ CB. If
A . B and B . A then we write A ≍ B. The integer part of a real number
α is denoted by [α], and the fractional part of α is denoted by {α} = α− [α].
We use standard notation: S = ∂B is the unit sphere in Rn, for x ∈ Rn
we have x = rx′, where r = |x| =
√∑n
j=1 x
2
j and x
′ ∈ S. Normalized
1
Lebesgue measure on B is denoted by dx = dx1 . . . dxn = r
n−1drdx′ so that∫
B
dx = 1. The space of all harmonic functions on B is denoted by h(B).
We consider harmonic weighted Bergman spaces Apα(B) on B defined for
0 ≤ α <∞ and 0 < p ≤ ∞ by
Apα(B) =
{
f ∈ h(B) : ‖f‖p,α =
(∫
B
|f(rx′)|p(1− r)αrn−1drdx′
)1/p
<∞
}
,
A∞α (B) =
{
f ∈ h(B) : ‖f‖∞,α = sup
x∈B
|f(x)|(1− |x|)α <∞
}
.
The spaces Apα = A
p
α(B) are Banach spaces for 1 ≤ p ≤ ∞ and complete
metric spaces for 0 < p < 1.
We are going to use some results on spherical harmonics from [13] and Apα
spaces from [1]. Let Y
(k)
j be the spherical harmonics of order k, 1 ≤ j ≤ αk,
on S. Next,
Z
(k)
x′ (y
′) =
αk∑
j=1
Y
(k)
j (x
′)Y
(k)
j (y
′),
are zonal harmonics of order k. Note that the spherical harmonics Y
(k)
j ,
(k ≥ 0, 1 ≤ j ≤ αk) form an orthonormal basis of L
2(S, dx′). Every f ∈ h(B)
has an expansion
f(x) = f(rx′) =
∞∑
k=0
rkY (k)(x′),
where Y (k) =
∑αk
j=1 c
j
kY
k
j . Using this expansion one defines, as in [1], frac-
tional derivative of order t ∈ R of f ∈ h(B) by the following formula:
Dtf(rx′) =
∞∑
k=0
rk
Γ(k + t+ n/2)
Γ(k + n/2)Γ(t+ n/2)
Y (k)(x′).
Let
Qα(x, y) = 2
∞∑
k=0
Γ(α+ 1 + k + n/2)
Γ(α+ 1)Γ(k + n/2)
rkρkZ
(k)
x′ (y
′), x = rx′, y = ρy′ ∈ B
for α > −1, where Γ is the Euler’s Gamma function. Qα(x, y) is harmonic
in each of the variables separately, Qα(x, y) = Qα(y, x) and ‖Qα(x, ·)‖Apα =
‖Qα(·, y)‖Apα = 1, see [1]. In fact, it is a harmonic Bergman kernel for the
space Apα, we have the following theorem from [1], see also [4]:
Theorem 1.1 Let p ≥ 1 and α ≥ 0. Then for every f ∈ Apα and x ∈ B we
have
f(x) =
∫ 1
0
∫
S
(1− ρ2)αQα(x, y)f(ρy
′)ρn−1dρdy′, y = ρy′.
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The following lemma from [1] gives estimates for this kernel.
Lemma 1.1 1. Let α > 0. Then, for x = rx′, y = ρy′ ∈ B we have
|Qα(x, y)| ≤ C
(1− rρ)−{α}
|ρx− y′|n+[α]
+
C
(1− rρ)1+α
.
2. Let β > −1.∫
S
|Qβ(rx
′, y)|dx′ ≤
C
(1− rρ)1+β
, |y| = ρ.
3. Let m > n− 1, , 0 ≤ r < 1 and y′ ∈ S. Then∫
S
dx′
|rx′ − y′|m
≤
C
(1− r)m−n+1
.
Next we note that there is a variant of Theorem 1.1 for 0 < p < 1,
Theorem 1.2 below, which is weaker in the sense that it does not provide
integral representation, but stronger in the sense that allows more general
weights. First we introduce the class of admissible weight functions.
Let S be the class of all functions ω(t) ≥ 0, 0 < t < 1 such that
mω ≤
ω(λr)
ω(r)
≤Mω, λ ∈ [qω, 1], 0 < r < 1.
for some constants mω,Mω, qω ∈ (0, 1). An example of a function ω in S is
ω(t) = tα
(
log
(
C
t
))β
, α > −1, β > 0.
For ω ∈ S we set αω = logmω/ log qω and βω = − logMω/ log qω. To each
ω ∈ S and 0 < p ≤ 1 we associate a weighted harmonic Bergman space
Apω(B) =
{
f ∈ h(B) :
∫ 1
0
∫
S
|f(rx′)|pω(1− r)rn−1dx′dr <∞
}
.
A characterization of functions in Apω(B) was obtained in [11], in order to
formulate this result it is convenient to introduce some notation. We recall
polar coordinates of x ∈ Rn: x1 = r cosφ1, x2 = r sinφ1 cosφ2,...,xn−1 =
r sinφ1 . . . sinφn−2 cosφn−1, xn = r sinφ1 . . . sinφn−1 where r > 0, 0 ≤ φi <
π for 1 ≤ i ≤ n − 2 and −π < φn−1 ≤ π. Given k ≥ 0, 0 ≤ li < 2
k,
1 ≤ i < n − 2 and −2k ≤ ln−1 < 2
k we define ∆k;l1,...,ln−1 as the set of all
x ∈ B such that the polar coordinates of x satisfy: 1− 2−k ≤ r < 1− 2−k−1,
πli/2
k ≤ φi < π(li + 1)/2
k for 1 ≤ i ≤ n − 2 and πln−1/2
k < φn−1 ≤
π(ln−1 + 1)/2
k. We denote the Poisson kernel for the unit ball by P (x, y),
x ∈ B, y ∈ S. Since it is harmonic in x we can introduce, for α > 1,
Pα(x, y) = D
α−1
x P (x, y).
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Theorem 1.2 ([11]) Let ω ∈ S, 0 < p ≤ 1 and α > αω+np − n. Then a
function f ∈ h(B) belongs to Apω if and only if∫
B
(1− |y|2)αPα(x, y)f(y)dµ(y) <∞
for every Borel measure µ on B such that
∞∑
k=0
2k−1∑
l1=0
· · ·
2k−1∑
ln−1=−2k
[µ(∆k;l1,...,ln−1)]
pω(|∆k;l1,...,ln−1 |
1/n)|∆k;l1,...,ln−1 |
1−p <∞.
We record here for later use the following well known result.
Lemma 1.2 Let β > −1, s > −1, γ > 0 and 0 < p ≤ 1. Then for every
increasing function G(r), 0 ≤ r < 1 we have the following estimate:
∫ 1
0
(∫ 1
0
G(r)(1− r)βdr
(1− rρ)γ
)p
(1− ρ)sdρ ≤ C
∫ 1
0
∫ 1
0
G(r)p(1− r)βp+p−1
(1− rρ)γp
(1− ρ)sdρdr,
where C depends only on β, s, γ and p.
For f ∈ h(B) we define p-integral means of f by
Mp(f, r) =
(∫
S
|f(rx′)|pdx′
)1/p
, 0 ≤ r < 1
for 0 < p < ∞, with the usual modification for p = ∞. The function
Mp(f, r) is increasing in 0 ≤ r < 1 for p ≥ 1 because |f |
p is subharmonic
for 1 ≤ p < ∞. We are going to consider the following spaces of harmonic
functions, for 0 < p <∞, 1 ≤ q <∞ and α > 0:
B∞,qα =
{
f ∈ h(B) : ‖f‖B∞,qα = sup
0≤r<1
Mq(f, r)(1− r)
α <∞
}
,
Bp,qα =
{
f ∈ h(B) : ‖f‖Bp,qα =
(∫ 1
0
Mpq (f, r)(1− r)
αp−1dr
)1/p
<∞
}
,
Bp,∞α =
{
f ∈ h(B) : ‖f‖Bp,∞α =
(∫ 1
0
Mp∞(f, r)(1− r)
αp−1dr
)1/p
<∞
}
.
These spaces have obvious (quasi)-norms, with respect to these (quasi)-
norms they are Banach spaces or complete metric spaces. The following
elementary lemma is used below.
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Lemma 1.3 If β > 0, the for every increasing function φ(r), 0 ≤ r < 1 we
have
sup
0≤r<1
φ(r)(1− r)β ≤ β
∫ 1
0
φ(r)(1 − r)β−1dr.
Proof. For every r0 ∈ [0, 1) we have∫ 1
0
φ(r)(1− r)β−1dr ≥
∫ 1
r0
φ(r)(1− r)β−1dr
≥ φ(r0)
∫ 1
r0
(1− r)β−1dr =
1
β
φ(r0)(1− r0)
β . ✷
Using this lemma and a fact that Mq(f, r) is increasing for q ≥ 1 we obtain
the following estimate, valid for q ≥ 1, 0 < p <∞ and α > 0:
‖f‖p
B∞,qα
= sup
r<1
Mpq (f, r)(1−r)
αp ≤ αp
∫ 1
0
Mpq (f, r)(1−r)
αp−1dr = αp‖f‖p
Bp,qα
.
This shows that Bp,qα is continuously embedded in B
∞,q
α for the above range
of parameters. Also, it is elementary that B∞,1α ⊂ A1α. These two embed-
ding results allow us to use the integral representation from Theorem 1.1
to functions f in B∞,1α ⊃ B
p,1
α , p > 0. Also, the last inclusion leads to
a natural problem of finding distB∞,1α (f,B
p,1
α ), which we investigate in the
next section.
2 Main results
This section is devoted to formulations and proofs of our main results
on extremal problems in spaces of harmonic functions. In order to state our
first theorem we introduce the following notation: for ǫ > 0, α > 0 and
f ∈ h(B) we set
Lǫ,α(f) =
{
r ∈ [0, 1) : (1− r)α
∫
S
|f(rx′)|dx′ ≥ ǫ
}
.
Theorem 2.1 Let 1 ≤ p <∞, α > 0. Set, for f ∈ B∞,1α ,
s1 = s1(f) =distB∞,1α (f,B
p,1
α ),
s2 = s2(f) = inf
{
ǫ > 0 :
∫ 1
0
χLǫ,α(f)(r)(1− r)
−1dr <∞
}
.
Then s1 ≍ s2, with constants involved depending only on p, α and n.
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Proof. First we prove that s1 ≥ s2. Assume to the contrary that
s1 < s2. Then there are ǫ > ǫ1 > 0 and f1 ∈ B
p,1
α such that ‖f−f1‖B∞,1α ≤ ǫ1
and
∫ 1
0 χLǫ,α(r)(1− r)
−1dr =∞. Hence
(1− r)α
∫
S
|f1(rx
′)|dx′ ≥ (1− r)α
∫
S
|f(rx′)|dx′
− sup
0≤r<1
(1− r)α
∫
S
|f(rx′)− f1(rx
′)|dx′
≥ (1− r)α
∫
S
|f(rx′)|dx′ − ǫ1,
and therefore we have, for r ∈ Lǫ,α(f), the following estimate:
(1− r)α
∫
S
|f1(rx
′|dx′ ≥ (1− r)α
∫
S
|f(rx′)|dx′ − ǫ1 ≥ ǫ− ǫ1. (1)
However, this leads to a contradiction:
(ǫ− ǫ1)
p
∫ 1
0
χLǫ,α(f)(r)(1 − r)
−1dr ≤
∫ 1
0
Mp1 (f1, r)(1− r)
αp−1dr
= ‖f1‖
p
Bp,1α
<∞.
Next we prove s1 ≤ Cs2. We fix f ∈ B
∞,1
α and ǫ > 0 such that the
integral appearing in the definition of s2(f) is finite. Then, using integral
representation from Theorem 1.1:
f(x) =
∫ 1
0
∫
S
(1− ρ2)αQα(x, y)f(ρy
′)ρn−1dρdy′
=
∫
Lǫ,α(f)
∫
S
(1− ρ2)αQα(x, y)f(ρy
′)ρn−1dρdy′
+
∫
I\Lǫ,α(f)
∫
S
(1− ρ2)αQα(x, y)f(ρy
′)ρn−1dρdy′
=f1(x) + f2(x), (2)
where I = [0, 1). To complete the proof it suffices to prove
‖f1‖Bp,1α ≤ Cǫ‖f‖B∞,1α (3)
and
‖f2‖B∞,1α ≤ Cǫ. (4)
In proving (3) it suffices to consider the case p = 1, since the general
case then follows from the estimate ‖f1‖Bp,1α ≤ C‖f1‖B1,1α from [9]. Now we
have, using Fubini’s theorem and Lemma 1.1:
‖f1‖B1,1α =
∫
B
(1− ρ)α−1|f1(ρx
′)|dρdx′
6
≤∫
B
(1− ρ)α−1
∫
Lǫ,α(f)
∫
S
(
C
|1− rρ|1+α
+
C(1− rρ)−{α}
|rρx′ − y′|n+[α]
)
× (1− r2)α|f(ry′)|drdy′dρdx′
≤ C
∫
Lǫ,α(f)
∫
x′∈S
(1− r2)α|f(ry′)|
∫ 1
0
(1− ρ)α−1
(1− rρ)1+α
dρdy′dr
≤ C
∫
Lǫ,α(f)
(1− r)α−1
∫
y′∈S
|f(ry′)|dy′dr
≤ C‖f1‖B∞,1α
∫
Lǫ,α(f)
(1− r)−1dr
= Cǫ‖f1‖B∞,1α .
Now we turn to (4). For every 0 ≤ ρ < 1 we have, using Lemma 1.1, the
following estimate:
(1− ρ)α
∫
S
|f2(ρx
′)|dx′ ≤ C(1− ρ)α
∫
S
∫
I\Lǫ,α(f)
∫
S
|f(ry′)|(1− r2)α
×
(
(1− ρr)−{α}
|rρx′ − y′|n+[α]
+
1
(1− rρ)1+α
)
dy′drdx′
Now, using Lemma 1.1 again and Fubini’s theorem we obtain, taking into
account definition of the set L = Lǫ,α(f)
(1 − ρ)α
∫
S
|f2(ρx
′)|dx′ ≤ C(1− ρ)α
∫
I\L
∫
S
|f(ry′)|(1 − r2)α
dy′dr
(1− rρ)1+α
≤ Cǫ(1− ρ)α
∫
I\L
(1− r)−α(1− r2)α
dr
(1− rρ)1+α
≤ Cǫ,
which ends the proof of Theorem 2.1. ✷
Our next results is an analogue of the previous theorem for the case
0 < p ≤ 1.
Theorem 2.2 Let 0 < p ≤ 1, α > 0 and t > α− 1. For f ∈ B∞,1α we set
sˆ1(f) = distB∞,1α (f,B
p,1
α ),
sˆ2(f) = inf
{
ǫ > 0 :
∫ 1
0
(∫ 1
0
χLǫ,α(f)(r)
(1− r)t−α
(1− rρ)t+1
dr
)p
(1− ρ)pα−1dρ <∞
}
.
Then sˆ1(f) ≍ sˆ2(f), with constants involved depending only on α, n, p and
t.
We note that for p = 1 we have, using Fubini’s theorem, sˆ2(f) = s2(f).
Therefore, for p = 1, the above two theorems give the same answer to the
distance problem.
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Proof. Our argument here is similar to the proof of the previous
theorem. We first prove that sˆ2(f) ≤ sˆ1(f). Assume that sˆ1(f) < sˆ2(f).
Then there are 0 < ǫ1 < ǫ and f1 ∈ B
p,1
α such that∫ 1
0
(∫ 1
0
χLǫ,α(f)(r)
(1− r)t−α
(1− rρ)t+1
dr
)p
(1− ρ)pα−1dρ =∞ (5)
and ‖f − f1‖B∞,1α ≤ ǫ1. We can repeat the argument given at the beginning
of the proof of Theorem 2.1 to arrive at estimate (1) for r ∈ Lǫ,α(f), and
this implies
χLǫ,α(f)(r) ≤ (ǫ− ǫ1)
−q
(∫
S
|f1(rx
′)|dx′
)q
(1− r)αq, 0 < q <∞. (6)
Now Lemma 1.2 can be applied to G(r) = M(f1, r), β = t, s = αp − 1 and
γ = t+ 1 to obtain, using (6) with q = 1,
∫ 1
0
(∫ 1
0
(1− r)t−αχLǫ,α(f)(r)dr
(1− rρ)t+1
)p
(1− ρ)αp−1dρ
≤C
∫ 1
0
∫ 1
0
(∫
S
|f1(rx
′)dx′
)p (1− r)(t+1)p−1
(1− rρ)(t+1)p
(1− ρ)αp−1drdρ
≤C‖f1‖Bp,1α .
But this gives a contradiction with (5).
Next we prove sˆ1(f) ≤ Csˆ2(f). Let us fix f ∈ B
∞,1
α and ǫ > 0 such that
the integral appearing in the definition of sˆ2(f) is finite. We use the same
decomposition f = f1 + f2 that appear in (2), and the same reasoning as
in the proof of Theorem 2.1 gives ‖f2‖B∞,1α ≤ Cǫ. Therefore it remains to
prove that f1 ∈ B
p,1
α . The following chain of inequalities
‖f1‖
p
Bp,1α
=
∫ 1
0
(1− ρ)αp−1
( ∫
S
|f1(ρx
′)|dx′
)p
dρ
≤C
∫ 1
0
(1− ρ)αp−1
(∫
Lǫ,α(f)
∫
S
(1− r2)t
∫
S
( 1
|rρx′ − y′|n+t
+
+
(1− rρ)−{t}
|rρx′ − y′|n+[t]
)
|f(ry′)|drdy′
)p
dρ
≤
(
sup
0≤r<1
(1− r)α
∫
S
|f(rx′)|dx′
)p
×
∫ 1
0
(∫ 1
0
χLǫ,α(f)(r)
(1− r)t−αdr
(1− rρ)t+1
)p
(1− ρ)αp−1dρ
≤ Cǫ‖f‖
p
B∞,1α
.
completes the proof. ✷
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For f ∈ h(B), ǫ > 0 and α > 0 we define
Lˆǫ,α(f) = {r : 0 ≤ r < 1,M∞(f, r)(1− r)
α ≥ ǫ}.
Using Lemma 1.3 one easily checks that Bp,∞α ⊂ A∞α . The following theorem
is similar to the previous one, the difference is that space B∞,1α is replaced
by A∞α .
Theorem 2.3 Let α > 0 and 1 ≤ p <∞. For f ∈ A∞α we set
s˜1(f) = distA∞α (f,B
p,∞
α )
and
s˜2(f) = inf
{
ǫ > 0 :
∫ 1
0
χLˆǫ,α(f)(r)(1− r)
−1dr <∞
}
.
Then s˜1(f) ≍ s˜2(f), with constants involved depending only on α, p and n.
Proof. We use the same ideas as above. We first prove s˜2(f) ≤ s˜1(f).
Assume s˜1(f) < s˜2(f). Then there are 0 < ǫ1 < ǫ and f1 ∈ B
p,∞
α such that
‖f − f1‖A∞α ≤ ǫ1 and ∫ 1
0
χLˆǫ,α(f)(r)(1− r)
−1dr =∞. (7)
Since ‖f − f1‖A∞α ≤ ǫ1 we have
(1− r)α|f1(x)| = |(1− r)
αf(x)− (1− r)α[f(x)− f1(x)]|
≥ (1− r)α|f(x)| − ǫ1
for every x ∈ B, |x| = r. Hence, for r ∈ Lˆǫ,α(f), we have
M∞(f1, r)(1 − r)
α ≥M∞(f, r)(1− r)
α − ǫ1 ≥ ǫ− ǫ1,
which implies
χLˆǫ,α(f)(r) ≤
1
(ǫ− ǫ1)p
Mp∞(f1, r)(1 − r)
αp.
Since f1 ∈ B
p,∞
α this easily leads to a contradiction with (7).
Next we prove s˜1(f) ≤ Cs˜2(f). Let us fix f ∈ A
∞
α and ǫ > 0 such that
the integral appearing in the definition of s˜2(f) is finite. We use the same
decomposition f = f1 + f2 that appears in (2), and it suffices to prove the
following two estimates:
‖f2‖A∞α ≤ Cǫ, (8)
‖f1‖Bp,∞α ≤ Cǫ,p‖f‖A∞α . (9)
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Set Lˆ = Lˆǫ,α(f). Since |f(ρy
′)| ≤ ǫ(1 − ρ)−α for ρ ∈ I \ Lˆ we have, using
Lemma 1.1, for every x = rx′ ∈ B
|f2(x)| ≤ Cǫ
∫
I\Lˆ
∫
S
(1− ρ2)α
(
(1− rρ)−{α}
|ρx− y′|n+[α]
+
1
(1− rρ)1+α
)
ρn−1
dρdy′
(1− ρ)α
≤ Cǫ
∫ 1
0
dρ
(1− rρ)1+α
+ Cǫ
∫ 1
0
(1− rρ)−{α}
∫
S
dy′
|ρx− y′|n+[α]
dρ
≤ Cǫ(1− r)−α,
which gives estimate (8). Since |f(y)| ≤ ‖f‖A∞α (1 − ρ)
−α, |y| = ρ, we have
for any x = rx′ ∈ B:
|f1(x)| ≤ ‖f‖A∞α
∫
Lˆ
∫
S
(1− ρ2)α|Qα(x, ρy
′)|(1− ρ)−αρn−1dρdy′
≤ C‖f‖A∞α
∫
Lˆ
∫
S
|Qα(x, ρy
′)|dρdy′
≤ C‖f‖A∞α
∫
Lˆ
dρ
(1− rρ)1+α
,
where we used Lemma 1.1 again. We proved thatM∞(f1, r) ≤ C‖f‖A∞α φ(r),
where
φ(r) =
∫
Lˆ
dρ
(1− rρ)1+α
, 0 ≤ r < 1. (10)
Desired estimate (9) will be established once we prove that
ψ(r) = (1− r)αφ(r) ∈ Lp(I, (1 − r)−1dr).
An application of Fubini’s theorem gives∫ 1
0
(1− r)α
∫
Lˆ
dρ
(1− rρ)1+α
dr
1− r
=
∫
Lˆ
∫ 1
0
(1− r)α−1dr
(1− rρ)1+α
dρ
≤ Cα
∫
Lˆ
dρ
1− ρ
<∞
by the condition imposed on ǫ. This proves that ψ ∈ L1(I, (1 − r)−1dr).
Since (1− r)α(1− ρ) < (1− rρ)1+α for r, ρ ∈ I we have
ψ(r) =
∫
Lˆ
(1− r)α(1− ρ)
(1− rρ)1+α
dρ
1− ρ
≤
∫
Lˆ
dρ
1− ρ
= C,
and this proves that ψ ∈ L∞(I, (1−r)−1dr). But then it clearly follows that
ψ ∈ Lp(I, (1 − r)−1dr) for all 1 ≤ p <∞. ✷
The above theorem can be extended to cover the case 0 < p < 1, this is
the content of the next theorem.
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Theorem 2.4 Let α > 0 and 0 < p ≤ 1. For f ∈ A∞α we set
s1(f) = distA∞α (f,B
p,∞
α ),
s2(f) = inf
{
ǫ > 0 :
∫ 1
0
(∫
Lˆǫ,α(f)
dr
(1− rρ)α+1
)p
(1− ρ)αp−1dρ <∞
}
.
Then s1(f) ≍ s2(f), with constants involved depending only on α, p and n.
Proof. As usual, we prove s2(f) ≤ s1(f) arguing by contradiction:
if s1(f) < s2(f) then there are 0 < ǫ1 < ǫ and f1 ∈ B
p,∞
α such that ‖f −
f1‖A∞α ≤ ǫ1 and
Jǫ =
∫ 1
0
(∫
Lˆǫ
dr
(1 − rρ)α+1
)p
(1− ρ)αp−1dρ =∞, (11)
where Lˆǫ = Lˆǫ,α(f). Since
(1− r)αM∞(f1, r) ≥ (1− r)
αM∞(f, r)− (1− r)
αM∞(f − f1, r)
≥ (1− r)αM∞(f, r)− ǫ1,
we have (1− r)αM∞(f1, r) ≥ ǫ− ǫ1 for r ∈ Lˆǫ, or
χLˆǫ(r) ≤ (ǫ− ǫ1)
−1(1− r)αM∞(f1, r).
Therefore, using Lemma 1.2, we obtain:
Jǫ ≤ C
∫ 1
0
(∫ 1
0
(1− r)αM∞(f1, r)
(1− rρ)α+1
dr
)p
(1− ρ)αp−1dρ
≤ C
∫ 1
0
∫ 1
0
(1− r)p(α+1)−1M∞(f1, r)
p
(1− rρ)(α+1)p
(1− ρ)αp−1drdρ
≤ C
∫ 1
0
M∞(f1, r)
p(1− r)αp−1dr = C‖f1‖Bp,∞α <∞
which contradicts (11). Next we turn to the estimate s1(f) ≤ Cs2(f),
using the same technique as in the previous theorems: we fix f ∈ A∞α and
choose ǫ > 0 such that the integral appearing in the definition of s2(f) is
finite. Again we use decomposition f = f1 + f2 from (2) and the argument
presented in the proof of Theorem 2.3 gives ‖f2‖A∞α ≤ Cǫ, see derivation of
(8). Now it clearly suffices to prove f1 ∈ B
p,∞
α , in fact we show that
‖f1‖Bp,∞α ≤ Cǫ‖f‖A∞α . (12)
As in the proof of the previous theorem we have M∞(f1, r) ≤ C‖f‖A∞α φ(r),
where φ is defined by (10). Therefore (12) follows from the following∫ 1
0
φ(r)p(1−r)αp−1dr =
∫ 1
0
(∫
Lˆǫ
dρ
(1− rρ)1+α
)p
(1−r)αp−1dr = Cǫ <∞. ✷
Let us introduce, for 0 < r < 1, α > −1 and f ∈ h(B)
Aα(f, r) =
∫
|w|≤r|
|f(w)|(1 − |w|)αdw.
Next we consider, for α > −1, β > 0 and 0 < p <∞ the spaces
Mαβ (B) =
{
f ∈ h(B) : ‖f‖α,β = sup
0≤r<1
(1− r)βAα(f, r) <∞
}
,
Mαp,β(B) =
{
f ∈ h(B) : ‖f‖pα,β;p =
∫ 1
0
(1− r)βp−1Aα(f, r)
pdr <∞
}
.
The spaces Mαβ and M
α
p,β, 1 ≤ p < ∞, are Banach spaces and the spaces
Mαp,β are complete metric spaces for 0 < p < 1. Using Lemma 1.3 it is readily
seen that Bαp,β ⊂ B
α
β . We note that the above spaces were investigated in
the case of dimension two by several authors, for example in [5] and [10].
In order to investigate distance problem in these spaces we introduce, for
ǫ > 0, α > −1, β > 0 and f ∈ h(B) the set
L˜αǫ,β(f) =
{
r ∈ (0, 1) : (1− r)βAα(f, r) ≥ ǫ
}
.
Theorem 2.5 Let p ≥ 1, α > −1, β > 0. We set, for f ∈Mαβ ,
t1(f) = distMα
β
(f,Mαp,β),
t2(f) = inf
{
ǫ > 0 :
∫ 1
0
χL˜α
ǫ,β
(f)(r)(1− r)
−1dr <∞
}
.
Then t1(f) ≍ t2(f), with constants involved depending only on α, β, p and
n.
We omit the proof of this theorem since it is quite similar to the proofs
of all theorems presented in this section.
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