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Resumo: Neste artigo apresentam-se algoritmos para cálculo de soluções
aproximadas de algumas equações funcionais diferenciais do tipo misto
(EFDTM), ou seja, equações cujos argumentos têm atraso ou avanço. É
feita uma descrição dos diferentes métodos computacionais propostos para
a solução numérica de problemas lineares, baseados em colocação, mínimos
quadrados e elementos finitos.
Abstract: In this article are presented algorithms which solve numerically
some linear mixed type functional differential equations. Computational
methods based on collocation, least squares and finite element methods are
described.
palavras-chave: Equações funcionais diferenciais mistas; método dos pas-
sos; colocação; mínimos quadrados; elementos finitos.
keywords: Mixed-type functional differential equation; method of steps;
collocation method; least squares; finite element.
1 Introdução
No contexto das ciências aplicadas, nomeadamente economia [1], biologia
[2] e controle óptimo [6], muitos modelos matemáticos contêm EFDTM.
A análise das EFDTM pode ser dividida em duas classes distintas: i) as
equações lineares, exposto neste artigo e ii) as equações lineares não lineares.
Em geral, as EFDTM são mal condicionadas, tornando difícil a sua aná-
lise e resolução, quer exacta quer numérica. Estamos particularmente inte-
ressados em obter uma solução numérica da EFDTM linear da forma
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x′(t) = α(t)x(t) + β(t)x(t− 1) + γ(t)x(t+ 1), (1)
onde x é desconhecido, α, β e γ são funções dadas. Os autores de [3]
analisaram EFDTM como problemas de valores de fronteira (PVF). Eles
consideraram a equação (1) no caso autónomo e tentaram encontrar uma
solução diferenciável num dado intervalo [−1, k] (k inteiro positivo), co–
nhecendo a solução nos intervalos [−1, 0] e (k − 1, k] respectivamente. Os
mesmos autores introduziram um algoritmo numérico baseado no método
θ. Esta abordagem foi mais desenvolvida em [7], considerando ainda o caso
autónomo da equação (1) onde novos métodos numéricos foram introduzidos.
Em [4] estes métodos foram adaptados para o caso não autónomo (onde α, β
e γ são funções suaves de t). Neste mesmo artigo foi dada uma base teórica
aos métodos computacionais, relacionando resultados analíticos existentes
sobre EFDTM com resultados clássicos da análise nunérica.
Neste artigo daremos uma visão geral dos métodos introduzidos baseados
em colocação, mínimos quadrados e elementos finitos. Uma análise compa–
rativa é fornecida.
2 Métodos Computacionais
2.1 Método dos passos
O objectivo é determinar uma solução da equação (1) da forma
x(t) =
{
ϕ1(t), if t ∈ [−1, 0],
f(t), if t ∈ (k − 1, k], (2)
onde ϕ1 e f são funções regulares definidas em [−1, 0] e (k − 1, k], respe–
ctivamente (1 < k ∈ IN). De forma a analisar e resolver este PVF,
consideramos um problema de valores inicias (PVI) com as condições
x(t) = ϕ(t), t ∈ [−1, 1], onde a função ϕ é definida por
ϕ(t) =
{
ϕ1(t), if t ∈ [−1, 0],
ϕ2(t), if t ∈ (0, 1]. (3)
Esta reformulação fornece uma base quer teórica quer numérica de cons–
trução de soluções usando ideias baseadas no método dos passos de Bellman
usado para resolução de equações diferenciais com atraso. A equação é
resolvida em sucessivos intervalos de amplitude unitária. Assumindo que
γ(t) 6= 0,∀t ≥ 0, a equação (1) pode ser escrita na forma
x(t+ 1) = a(t)x′(t) + b(t)x(t− 1) + c(t)x(t), (4)
onde a(t) = 1
γ(t) , b(t) = −
β(t)
γ(t) , c(t) = −
α(t)
γ(t) . Usando repetidamente a fórmula (4)
pode-se construir uma solução regular da equação (1) em qualquer intervalo
[1, k], começando na sua definição em [−1, 1] pela fórmula (3). Podemos
prolongar a solução a qualquer intervalo, continuando o processo, desde que
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a função inicial ϕ e os coeficientes da equação (1) sejam suficientemente
regulares. Em [3] e em [4] o método dos passos é analisado em detalhe para
os casos autónomo e não autónomo, respectivamente.
2.2 Algoritmos
Nesta secção descrevemos alguns dos métodos numéricos introduzidos para
resolução da equação (1).
Procuramos uma solução aproximada de (1) em [−1, 1] na forma
x˜N (t) = x0(t) +
d−1∑
j=0
Cjxj(t), t ∈ [−1, 1] (5)
onde x0 é uma aproximação inicial da solução; {xj}0≤j≤d−1 é uma base no
espaço de funções onde a correcção inicial é procurada; d é a dimensão deste
espaço. Os algoritmos de cálculo de x˜N seguem três passos: construção da
aproximação inicial, definição das funções de base, cálculo dos coeficientes.
1. Construção da aproximação inicial. Da fórmula (4) tem-se que
a solução da equação (1) pertence a Cn((l − 1, l]) (para dado l ≥ 1, n ≥ 1),
então também pertence a Cn−1((l, l+1]). Dado que queremos x˜N pelo menos
contínuo em [−1, k] (para k ≥ 2), exigimos que x0 pertença a Ck((−1, l]).
A aproximação x0 em [−1, 1] é definida da seguinte forma:
x0(t) =
{
ϕ1(t), t ∈ [−1, 0]
P2k(t) = a0 + a1t+ · · ·+ a2kt2k, t ∈ [0, 1]. (6)
As 2k + 1 incógnitas a0, a1,. . . , a2k (k ≥ 2) são determinadas impondo
algumas condições de regularidade (x0 tem de pertencer a Ck([−1, 0])). Por
fim x0 é prolongado a partir de [−1, 1] para [−1, k] usando o método dos
passos. Seja x[−1,k]0 esse prolongamento.
2. Definição das funções de base. Para o cálculo da correcção da
aproximação inicial em [0, k], consideramos numa primeira fase a correção
em [0, 1]. Consideremos uma rede uniforme em [0, 1], com passo h = 1/N
(ondeN ∈ IN, N ≥ k+1). A correcção x˜d(t)−x0(t) em [0, 1] será considerada
um spline de grau k, Sk(t), que satisfaz Sk(0) = Sk(1) = 0. Usamos como
funções de base em [0, 1], xj(t), os chamados B-splines de grau k. As
funções de base são prolongadas ao intervalo [0, k] pelo método dos passos,
sendo o respectivo prolongamento definido por x[0,k]j . Em [0, k], a solução
aproximada é dada por
x˜
[0,k]







j (t), t ∈ [0, k]. (7)
3. Cálculo dos coeficientes Cj . Finalmente, calculamos os coe-
ficientes Cj , j = 0, . . . , d − 1 da expansão (7) a partir da condição que x˜N
aproxima f no intervalo (k− 1, k]. Três métodos alternativos foram usados:
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colocação, mínimos quadrados e elementos finitos. Encontram-se descritos
em [7], [4] e [5] respectivamente. Em qualquer destes três métodos, os coefi-
cientes Cj , j = 0, . . . , d−1 são calculados resolvendo um sistema de equacões
li–neares cuja matriz é uma matriz em banda.
Neste artigo foram apresentados esquemas numéricos para solução de
EFDTM lineares baseados no método dos passos, colocação, mínimos qua-
drados e elementos finitos. O resultados numéricos confirmaram a eficiência
dos métodos numéricos propostos. A análise de convergência dos algoritmos
descritos encontra-se exposta em [8] com maior detalhe.
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Resumo: Neste artigo tratamos da solução aproximada de uma equação
não-linear funcional diferencial de tipo misto, que surge na teoria da condu-
ção de sinais no sistema nervoso. A equação considerada descreve a propa-
gação de um sinal num axónio mielinizado. Procura-se uma solução monó-
tona, definida em todo o eixo real, que tende para certos valores em ±∞.
Os algoritmos criados pelos autores para a resolução de equações lineares
do mesmo tipo são aqui adaptados ao caso de problemas não-lineares em
domínios ilimitados. São apresentados e discutidos resultados numéricos.
Abstract: This paper is concerned with the approximate solution of a
nonlinear mixed type functional differential equation (MTFDE) arising from
nerve conduction theory. The equation considered describes conduction in
a myelinated nerve axon. We search for a solution defined on the whole
real axis, which tends to given values at ±∞.The numerical algorithms,
developed previously by the authors for linear problems, were upgraded to
deal with the case of nonlinear problems on unbounded domains. Numerical
results are presented and discussed
palavras-chave: axónio; propagação de sinais; equação funcional diferen-
cial de tipo misto; método de Newton; métodos de colocação.
keywords: axon; signal propagation; mixed-type functional differential
equation; Newton’s method; collocation methods.
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1 Introdução
No presente artigo consideramos um modelo que descreve a propagação de
estímulos nervosos em axónios, que funcionam como cabos de transmissão.
Neste modelo, tratamos de axónios mielinizados, isto é, revestidos de mie-
lina, uma substância que funciona como isolador eléctrico. Ao longo destes
axónios estão distribuídos nódulos, chamados os nódulos de Ranvier, nos
quais ocorrem todos os processos eléctricos responsáveis pela transmissão
do sinal. A mielina tem uma resistência tão alta e uma capacidade eléctrica
tão baixa, que nos intervalos entre os nódulos a membrana fica completa-
mente isolada. Por isso, se um nódulo é estimulado de tal modo que o seu
potencial transmembrânico atinge um certo valor crítico, geram-se correntes
iónicas que são transmitidas ao nódulo vizinho. Em consequência, este úl-
timo também atinge o potencial crítico. Deste modo, o processo propaga-se
ao longo do axónio, dando a impressão que a excitação salta de um nódulo
para o outro.
Este fenómeno pode ser modelado através de uma equação funcional di-
ferencial de tipo misto (EFDTM), chamada a equação discreta de Fitzhugh-
Nagumo. Para isso, considera-se que os nódulos são todos idênticos entre si
e estão uniformemente distribuídos ao longo do axónio. Além disso, supõe-se
que o sinal se propaga com uma velocidade constante e que cada nódulo de
Ranvier interage apenas com os dois nódulos contíguos. Sob estas hipóteses,
e representando por v(t) o potencial eléctrico, num certo nódulo, no instante
t, a variação desse potencial ao longo do tempo satisfaz a seguinte equação:
RCv′(t) = f(v(t)) + v(t− τ) + v(t+ τ)− 2v(t), (1)
onde R e C (constantes reais) representam a resistividade e a capacidade
nodal, respectivamente, e f é uma função que reflecte a resposta voltagem-
corrente e tem a forma
f(v) = bv(v − a)(1− v), (2)
onde b > 0 e 0 < a < 1/2. Estamos interessados numa solução v da
equação (1), crescente em R, que satisfaz as condições
lim
t→−∞ v(t) = 0, limt→+∞ v(t) = 1, v(0) = 0.5. (3)
Refira-se que o valor τ (desvio do argumento), que é inversamente propor-
cional à velocidade de propagação, também é uma incógnita.
O problema (1)-(3) é analisado em [1] e [2]. No presente artigo, reve-
mos brevemente alguns resultados conhecidos desses trabalhos e outros mais
recentes, resultantes da nossa investigação sobre este problema.
Encontro Nacional da SPM 2012, Matemática nas Ciências e Tecnologia, pp. 123–126
P. Lima, F. Teodoro, N. Ford e P. Lumb 125
2 Métodos Analíticos e Computacionais
O problema (1)-(3), embora de aspecto simples, apresenta várias dificulda-
des, do ponto de vista matemático, que o transformam num desafio, tanto
para a análise, como para a aproximação numérica. Por exemplo, o facto de
serem dadas duas condições de fronteira no infinito obriga-nos a estudar o
comportamento assimptótico da solução quando t→ ±∞. Para isso, torna-
se necessário linearizar a equação para v ≈ 0 e v ≈ 1 e considerar a equação
característica em cada caso. Representando por λ+ a raiz positiva da equa-
ção característica em −∞ e por λ− a raiz negativa da equação característica
em +∞, podemos então construir aproximações da solução procurada, com
a forma:
w1(t) = 1eλ+(t+L), (4)
quando t < −L, e
w2(t) = 1− 2eλ−(t−L), (5)
quando t > L. Nesta fórmulas, L é um número suficientemente grande para
que a representação assimptótica da solução, dada por (4) e (5), permita
aproximá-la com a precisão requerida, fora do intervalo [−L,L]. As cons-
tantes 1 e 2 são determinadas durante o processo de cálculo da solução.
Deste modo, o problema fica reduzido à resolução numérica da equação (1)
num intervalo limitado [−L,L], com a condição v(0) = 1/2 .
Para a resolução deste novo problema, baseámo-nos numa abordagem
que desenvolvemos recentemente para o tratamento numérico de problemas
de valores de fronteira para EFDTM. Esta abordagem está descrita, por
exemplo, em [3] e [4]. Essa técnica permite calcular uma solução aproxi-
mada de uma EFDTM linear, num certo intervalo [−L,L], sendo dados os
valores da solução nos intervalos [−L−τ,−L] e [L,L+τ ], onde τ representa
o valor absoluto do desvio nos argumentos. Dado que o reduzido espaço
disponível não nos permite descrever este método, limitamo-nos a dizer que
se baseia na redução do problema considerado a um problema de valores de
fronteira (PVF) para uma equação diferencial ordinária linear de uma certa
ordem, sendo que essa ordem depende da relação entre L e τ . Feita esta
transformação, o PVF linear é resolvido numericamente através de técnicas
clássicas, como o método de colocação com uma base de B-splines.
Voltando no entanto ao problema original para a equação (1) recorde-se
que esta equação é não-linear (dada a presença da função f), pelo que as
técnicas que acabámos de referir não são directamente aplicáveis. Para as
podermos aplicar, torna-se necessário recorrer ao método de Newton, que
permite transformar a equação (1) numa sucessão de equações lineares.
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Em cada uma das iteradas do método de Newton resolve-se uma equa-
ção linear, à qual pode ser aplicado o método a que nos referimos anteri-
ormente. Note-se ainda que a convergência do método de Newton depende
criticamente da escolha da aproximação inicial v0(t), pelo que foi dispensada
muita atenção à questão da escolha prévia de uma aproximação razoável da
solução. Para mais pormenores sobre esta questão, remete-se o leitor para o
artigo [5] e a tese [6], onde também poderão encontrar resultados numéricos.
Em conclusão, gostaríamos de referir que os resultados obtidos até agora
mostram que o algoritmo proposto permite resolver de forma eficiente as di-
ficuldades do problema descrito. Está em curso a implementação de outros
métodos que permitem elevar a precisão dos resultados numéricos, nomea-
damente através da melhoria da ordem de convergência.
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Resumo: A lei de propagação das incertezas aplicada a uma reta de cali-
bração utilizando as variâncias dos parâmetros da reta permite obter uma
expressão analítica da incerteza da grandeza de saída. Nesta expressão,
evidencia-se também que a incerteza das grandezas de entrada contém com-
ponentes que podem ser estimadas por avaliações de tipo estatístico ou por
avaliações de tipo não estatístico. Uma aplicação à refratometria de soluções
aquosas de glucose é considerada.
Abstract The application of the law of propagation of uncertainty to a
straight line calibration function, using the variances of the parameters of the
straight line, enables to obtain an analytical expression for the uncertainty of
the output quantity. In this expression, it is also evidenced that the input
quantities have uncertainty components that can be evaluated by either
statistical type or nonstatistical type. An application to the refractometry
of glucose aqueous solutions is considered.
palavras-chave: Calibração; incerteza; regressão linear; refratometria.
keywords: Calibration; uncertainty; linear regression; refractometry.
1 Introdução
Na 3a edição do Vocabulário Internacional da Metrologia (VIM), novos sig-
nificados são dados a termos já estabelecidos. Assim, a calibração consiste
agora ‘...num primeiro passo,...’ no estabelecimento de ‘...uma relação entre
os valores e as incertezas de medição fornecidos por padrões e as indicações
correspondentes com as incertezas associadas; num segundo passo, utiliza
esta informação para estabelecer uma relação visando a obtenção dum re-
sultado de medição a partir duma indicação’ [1]. Este incentivo à utilização
de modelos matemáticos já tinha sido efetuado há quinze anos pelo Guia de
expressões da incerteza de medição (GUM) [2]. A calibração inclui agora
explicitamente o estabelecimento dum modelo de medição capaz de fornecer
o resultado de medição em função da indicação do sistema em calibração,
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tendo em conta as incertezas associadas [3]. Um modelo linear de calibra-
ção tem a vantagem da existência de expressão analítica para a variância
associada à utilização deste modelo, o que permite obter uma expressão da
incerteza associada ao resultado de medição por aplicação da metodologia
do GUM, que tem por base a lei de propagação das incertezas. A refratome-
tria das soluções aquosas de glucose permite apresentar valores de grandezas
como as frações mássicas de glucose ou as frações volúmicas potencias de
etanol deduzidos de valores medidos do índice de refração por meio de ta-
bela de correspondência com valores dessas grandezas. O refratómetro é
calibrado pela comparação do valor indicado do índice de refração com o
valor certificado de solução de referência.
2 Incerteza associada à reta de calibração
2.1 Método dos mínimos quadrados
Considerando os valores indicados xi e os valores de referência yi, as expres-
sões dos coeficientes da regressão a0 e a1 e das respetivas variâncias, u2(a0)
e u2(a1), são conhecidas [4], na hipótese de os yi não serem correlacionados





, em que N − 2 é o número de graus de
liberdade, α é o nível de significância do teste e tα
2 ,N−2
é a distribuição t
de Student, então a hipótese H0 : a1 = 0 é rejeitada a (1− α)100 %, o que
justifica o uso do modelo linear correspondente.
2.2 Incerteza segundo a metodologia do GUM
2.2.1 Lei de propagação das incertezas
Segundo o GUM [2], efetuando o desenvolvimento de Taylor do 1o grau
ao modelo de medição Y = f(Zp) das variáveis Zp, na proximidade
dos pontos de interesse (Y0;Zp,0) e calculando a variânica correspondente,

















Aplicando ao modelo linear de calibração Y = a0+a1X, tendo em conta
as incertezas associadas u(Xi), obtém-se: u2(Yj) = a21u2(Xj) +X2j u2(a1) +
u2(a0) + 2bu(a0, a1) + u(a0, Xj) + u(a1, Xj)c. As expressões conhecidas
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}S2R em que x é o valor médio das N




(xi − x)2 e S2R =
R2
N − 2 =
N∑
i=1
(yi − ao − a1x1)2
N − 2 .
2.2.2 Métodos de avaliação das incertezas
Um primeiro método de avaliação das incertezas, designado por método de
tipo A, consiste numa ’..análise estatística dos valores medidos, obtidos sob
condições definidas de medição’. Um segundo método, designado por método
tipo B, consiste na determinação ’por meios diferentes daquele adotado para
uma avaliação do tipo A da incerteza de medição’ [1]. Assim na expressão
da incerteza de medição associada à utilização do modelo linear definida na
secção 2.2.1, temos: u2(Xj) = u2A(Xj) + u2B(Xj).
Por exemplo, no caso de p repetições, de variância experimental, s2(Xj),
a componente A da incerteza é dada por u2A =
s2(Xj)
p
. No caso dum
instrumento de medição de divisão instrumental div, de distribuição a priori
retangular de valores, a componente B de incerteza é dada por u2B =
div2
12 .
3 Refratometria das soluções aquosas
O refratómetro mede o índice de refração de soluções aquosas diluídas a fim
de deduzir a sua concentração, por consulta de tabelas de correspondência
entre estas grandezas. A utilização de soluções padrão de índice de refração
permite construir uma reta de calibração. A medição de índice de refração
com o refratómetro assim calibrado utiliza esta reta de calibração, também
considerada como uma correção da indicação do instrumento, que inclui a
incerteza associada à utilização deste modelo matemático.
A correspondência tabelada entre índice de refração e concentração é
estabelecida a uma temperatura de referência, 20 oC. O refratómeto do la-
boratório do Instituto Português da Qualidade tem um intervalo de medição
de índices de refração entre 1,320 00 e 1,580 00, uma resolução instrumental
em índice de refração div = 0, 000 01 e em temperatura de 0,01 oC. As medi-
ções de índice de refração efetuadas a t 6= 20 oC são corrigidas por meio de:
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nlido(20 oC) = nlido(t)− (t− 20 oC)dn/dt, em que dn/dt ∼ 1, 6 · 10−4 oC−1
é o valor para a água, o majorante das soluções analisadas.
Após p repetições de leituras de indicação do índice de refração e da
temperatura, podemos escrever a incerteza-padrão da grandeza de entrada
como:




Para a temperatura de referência, 20 oC, podemos aplicar a função de
calibração linear: nref = a0 + a1nlido e a expressão da incerteza-padrão de
medição: u(nref ) =
√
a21u







A definição da calibração publicada na nova edição do vocabulário internaci-
onal de metrologia (VIM) explicitamente inclui a determinação e a utilização
de um modelo de calibração que reforça o papel da matemática neste ramo
das ciências e tecnologia. Esta comunicação ilustra estes novos conceitos
com um modelo linear de calibração aplicado à refratometria de soluções
aquosas de glucose.
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Resumo: A linearidade das transformadas de Lorenz é deduzida directa-
mente dos pressupostos da Teoria da Relatividade, sem hipóteses adicionais.
Abstract: The linearity of the Lorenz transformations is deduced directly
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Introdução
Considerem-se dois observadores O e O′ a moverem-se em referenciais inerci-
ais, que se deslocam a uma velocidade uniforme relativamente um ao outro,
sendo v a velocidade de O′ relativamente a O. Se, para o observador O, um
evento tiver lugar num determinado lugar e num determinado momento, em
que lugar e em que momento têm lugar relativamente ao observador O′? A
resposta relativística a esta pergunta é distinta da clássica. Veja-se [2] para
uma introdução à Teoria da Relatividade e [4] para a sua história.
Para simplificar, vai-se supor que tudo se passa a uma dimensão espacial
e que, além disso, quer o local 0 quer o instante 0 são os mesmos para ambos
os observadores. Então, se o evento E teve lugar em (x, t) (onde a primeira
coordenada é a coordenada espacial e a segunda é a temporal) relativamente
a O e teve lugar em (x′, t′) relativamente a O′, a relação clássica entre os
pares (x, t) (x′, t′) é {
x′ = x− vt
t′ = t, (1)
enquanto que a relação relativística é dada pela transformada de Lorenz:{
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Há muitas maneiras de demonstrar a validade das transformadas de Lo-
renz. Einstein, no seu artigo original sobre a Teoria da Relatividade (repro-
duzido no apêndice de [4]) faz isso de uma maneira quase completa (mais
detalhes serão vistos à frente), partindo de dois pressupostos explícitos:
1. o princípio da relatividade (as leis naturais são as mesmas para dois
observadores a moverem-se a uma velocidade uniforme relativamente
um ao outro);
2. a velocidade da luz no vazio é constante e é a mesma para todos os
observadores;
e dois implícitos:
1. isotropia do espaço;
2. homogeneidade do espaço-tempo.
De facto, quase desde o início da Relatividade que foi despendido esforço
para provar que, mesmo sem se supor que a velocidade da luz no vazio
é constante e é a mesma para todos os observadores, se tem necessaria-
mente (1) ou (2), para alguma velocidade c, podendo então o valor de c ser
determinado experimentalmente; veja-se [1] e a bibliografia aí incluída.
Repare-se que (2) exprime (x′, t′) como uma função linear de (x, t); por
outras palavras, (x′, t′) = fv(x, t), para alguma aplicação linear fv, depen-
dente de v. Um ponto de partida para a demonstração de que se tem de
facto (2) consiste então em começar por demonstrar que fv é uma aplicação
linear; isso reduz a determinação da relação entre (x, t) e (x′, t′) à determi-
nação de apenas quatro números. Einstein provou que fv preserva a adição,
o que quase basta para concluir que se trata de uma aplicação linear. Com
efeito, qualquer função mensurável (segundo Lebesgue) de R2 em R2 que
preserve a adição é linear e supor que fv é mensurável é uma hipótese extra
muito fraca, tantos mais que há modelos da teoria dos conjuntos para os
quais todas as funções são mensuráveis (veja-se [5]). Há outras demons-
trações da linearidade de fv supondo outras hipóteses mais fortes (mais
uma vez, consulte-se a bibliografia de [1]), tal como, por exemplo, fv ser de
classe C2. O objectivo deste artigo consiste em demonstrar a linearidade
de fv sem recorrer a hipóteses adicionais.
Antes de se prosseguir, convém observar que fv é necessariamente uma
bijecção. Com efeito, está implícito que, a cada evento espaço-temporal E,
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corresponde um e um só par de coordenadas espaço-temporais ψ(E), que
são as coordenadas de E relativamente ao observador O. E, analogamente,
a E corresponde um e um só par de coordenadas espaço-temporais ψ?(E),
que são as coordenadas de E relativamente ao obsrvador O′. Mas então ψ e
ψ? são bijecções e, como fv = ψ? ◦ ψ−1, fv é uma bijecção.
A fim de se provar a linearidade de fv, considere-se um objecto sobre
o qual não actua nenhuma força. Como os observadores O e O′ estão em
referenciais inerciais, ambos descrevem o conjunto de todas as sucessivas
coordenadas espaço-temporais do objecto como um segmento de recta. Posto
de outro modo, a função fv envia segmentos de recta em segmentos de recta.
Mas qualquer bijecção de Rn em Rn é uma aplicação afim (veja-se [3]) e,
como se está a supor que fv(0, 0) = (0, 0), resulta daqui que fv é linear.
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Resumo: Gliomas são tumores cerebrais altamente difusivos e invasivos. Os
tratamentos e protocolos actuais raramente impedem o seu reaparecimento,
pelo que é importante o estudo de estratégias terapêuticas alternativas, que
permitam aumentar o tempo e a qualidade de vida dos doentes.
O uso de modelos matemáticos, cuidadosamente concebidos e validados,
pode ser útil no desenvolvimento de hipóteses a serem testadas em futuros
ensaios clínicos. O objectivo deste trabalho é apresentar um breve resumo
dos modelos matemáticos para o crescimento de gliomas.
Abstract Gliomas are diffusive and highly invasive brain tumors. Even
when treated gliomas almost always recur, with fatal consequences. Due to
their highly invasive and recurrent behaviour, effective therapeutic strategies
for gliomas are extremely important to improve survival time of the patients.
Mathematical models, carefully devised and validated, might be useful
for developing hypotheses to be tested in future clinical trials. In this paper
we present an overview on mathematical models for glioma’s growth.
palavras-chave: Crescimento de tumores, glioma, modelos matemáticos.
keywords: Tumor growth, glioma, mathematical modeling.
1 Introdução
O cancro é uma doença complexa que se traduz pelo crescimento descon-
trolado de células tumorais, destruição de tecido são e invasão de órgãos
vitais. O desenvolvimento do tumor passa por diferentes fases de diferentes
durações, começando por mudanças genéticas a nível celular e terminando
com metastases e invasão. Os processos de proliferação e transporte são os
principais responsáveis pela disseminação maligna [7].
É extensa a investigação já feita ao nível da modelação de tumores,
especialmente no que respeita a tumores sólidos. Porém, os modelos para
gliomas estão muito menos desenvolvidos, pois embora os gliomas proliferem
como tumores sólidos, apresentam um carácter difusivo muito mais elevado,
que se traduz em dificuldades acrescidas no que respeita à modelação.
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Os gliomas correspondem a 50% de todos os tumores cerebrais e a co-
munidade científica acredita que a razão para a ineficácia dos tratamentos
actuais resulta da elevada mobilidade das células tumorais.
2 Modelos matemáticos
Os modelos matemáticos são ferramentas poderosas que permitem aos in-
vestigadores desenvolver e testar hipóteses que conduzem a um melhor en-
tendimento dos processos envolvidos nos fenómenos em estudo.
A comparação dos resultados do modelo com os resultados reais permite
corrigir o modelo por forma a que o mesmo passe a descrever o fenómeno de
modo mais preciso. Este processo deve ser realizado de modo iterativo até
que o modelo produza resultados que descrevam de forma eficaz o processo
real. Nessa altura, os modelos matemáticos podem ser úteis para o desen-
volvimento de hipóteses a serem testadas em futuros ensaios clínicos e para
optimizar a concepção de estudos futuros.
A primeira proposta para modelação da forma como os gliomas se de-
senvolvem deve-se a Murray [5], que formulou o problema como uma lei de
conservação em que a taxa de variação da população de células tumorais
é definida pela soma da sua mobilidade (difusão) e pela taxa de prolifera-
ção. Matematicamente esta lei, para gliomas não tratados, é descrita pela
equação de derivadas parciais
∂c
∂t
+∇ · J = f(c) , (1)
onde c(t, x) denota a densidade de células tumorais na posição x e no instante
t, f(c) denota a taxa de proliferação das células tumorais e ∇ define o
operador gradiente espacial. Nas hipóteses da lei de Fick para a difusão,
J = −D∇ · c , (2)
onde D é o coeficiente de difusão, o modelo pode então ser escrito na forma
∂c
∂t
= ∇ · (D∇ · c) + f(c) . (3)
Nos primeiros modelos foi assumido o tecido cerebral homogéneo e o
crescimento tumoral exponencial, f(c) = ρ c. Este último continua a revelar-
-se eficaz nos intervalos de tempo considerados para os gliomas. Porém,
na modelação do cérebro era necessária uma descrição mais rigorosa da
sua geometria e estrutura. Swanson et al. [6] introduziram a complexa
geometria cerebral e consideraram o coeficiente de difusão como sendo uma
Encontro Nacional da SPM 2012, Matemática nas Ciências e Tecnologia, pp. 135–138
J. R. Branco 137
função espacial, de modo a reflectir a observação de que as células do glioma
exibem uma mobilidade mais elevada na massa branca do que na cinzenta.
Essa descrição está disponível na base de dados BrainWeb [3].
Uma vez que a migração de células tumorais é o aspecto mais crítico
dos tumores cerebrais, o processo de transporte tem que ser conveniente-
mente entendido. Fedotov e Iomin [4] propuseram uma aproximação para a








α(t− s)∇ · (D∇ · u(s)) ds − β1u+ β2v
∂v
∂t
= ρv + β1u− β2v ,
(4)
onde u(t, x) e v(t, x) representam as densidades de células migratórias e
proliferatórias, respectivamente, D é o coeficiente de difusão, ρ denota a
taxa de proliferação, β1 é a taxa de transição do estado migratório para
o proliferatório, β2 é a taxa de transição do estado proliferatório para o
migratório e o núcleo α(t) é determinado pela função densidade ψ relativa
aos tempos de espera entre saltos das células (no estado migratório).
Revela-se impossível obter uma expressão explícita para o núcleo α(t)
em termos de uma função densidade ψ(t) arbitrária. Considerem-se, no










Figura 1: Função densidade ψ(t) relativa aos tempos de espera.
Quando m = 1 tem-se ψ(t) = λe−λt e consequentemente α(t) = λδ(t),




= λ∇ · (D∇ · u)− β1u+ β2v
∂v
∂t
= ρv + β1u− β2v .
(5)
Se m = 2 vem que α(t) = λ2e−(2λ+β1)t , e como tal (4) é dado por
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e−(2λ+β1)(t−s)∇ · (D∇ · u(s)) ds − β1u+ β2v
∂v
∂t
= ρv + β1u− β2v .
(6)
A primeira equação de (6) pode ser deduzida considerando a lei de Fick
modificada,
J(x, t+ τ) = −Dˆ∇ · u(x, t) , (7)
que estabelece que o fluxo no instante t está relacionado com o gradiente
da concentração u num instante anterior. Isto significa que o sistema (6)
incorpora um certo efeito de memória.
Observamos que em [1] e [2] os autores demonstraram que nem a lei
de Fick clássica, como utilizado em (3), nem a lei de Fick generalizada,
como utilizado em (6), conduzem a descrições eficazes para a evolução do
tumor. De facto, a descrição mais precisa é obtida quando se considera uma
ponderação dos dois modelos de difusão, conforme apresentado em [1].
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Resumo: Neste trabalho, é explicado, e aplicado a um sistema molecular do
tipo A2B2, um método para a construção de Superfícies de Energia Potencial
invariantes para a troca de átomos idênticos.
Abstract A method to build potential energy surfaces with the correct
permutational symmetry is explained and applied to an A2B2 molecular
system.
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1 Introduction
Due to the invariance of the electronic Hamiltonian, the Potential Energy
Surface (PES) for a molecular system should be invariant to the permuta-
tion of identical atoms. Despite the development of the theory of invariant
functions by Molien in 1897 [1] its application to physical science was not
immediate. However, the construction of invariant functions of finite trans-
formation groups has long been applied to crystal point groups [2], since the
thermodynamic potentials of any symmetric system need to be invariant to
the group of its symmetry.
One of the first applications of Molien’s theorem to build a PES that
include the correct permutation symmetry of identical atoms was proposed
by Schmelzer and Murrell [3]. In this work the analytic form of an invari-
ant potential function obtained was applied to tetra-atomic homonuclear
molecules, a X4 system.
Nowadays, where potential energy surfaces for systems with four or more
atoms became feasible, the importance of including the correct permutation
symmetry of identical atoms turns out to be a crucial task. In this work we
illustrate the construction of a symmetric polynomial for an A2B2 system.
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2 The Nuclear Permutation Group
Figure 1: Bonds used in the present work for an A2B2 system
In Fig. 1 we plot an A2B2 system labelling the atoms and interatomic




1 2 3 4 5 6
1 2 5 6 3 4
)
, (1)
where, for simplicity, we use the number i to represent the interatomic dis-
tance Ri. The other permutations of this system include the identity E,
the exchange of two B atoms, (B1B2) and the simultaneous exchange of
atoms A and B (A1A2)(B1B2). The successive application of these permu-
tations constitutes the Complete Nuclear Permutation (CNP) group of this
molecule. Since we have two sets of identical atoms, the CNP group of this
system will be given by the direct product of the groups S(A)2 and S
(B)
2 and
it can be written as S(A)2 ⊗S(B)2 , which is isomorphic to the D2 Point group.
Using the 6 internal coordinates, R1, R2, R3, R4 R5 and R6, we can
construct a 6-dimensional matrix representation of this D2 Point group,
with traces 6, 2, 2, and 2. This representation spans the 3×A, B1, B2 and
B3 irreductible representations of this group.
3 Invariant polynomial
To build a polynomial invariant to the group operations, from a given set
of coordinates, three questions must be answered; how many terms of each
degree should we use; what is the smallest number of terms, called integrity
basis, that can be used to build that polynomial; how can we define this
integrity basis.
Molien [1] has shown that by using a set of independent coordinates, ξi,
any invariant polynomial of a finite group can be generated by the expression
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det[I− λM(g)] , (2)
where I is the identity matrix, λ is a dummy variable, g is an operation of
the group G, |G| is the order of the group and M(g) corresponds to the
matrices of the representation in the ξi basis. Applying this expression to










which, as showed by Molien, can be rearranged to
φG(λ) =
1 + λ3
(1− λ)3(1− λ2)3 , (4)
with positive coefficients in the numerator. When Eq. 4 is expanded in
terms of the dummy variable λ, we obtain
φG(λ) = 1 + 3λ+ 9λ2 + 20λ3 + 42λ4 + 78λ5 + · · · . (5)
Eq. 5 shows how many terms of each degree we need to build an invariant
polynomial. In the case of an A2B2 system, we will have an invariant of
degree 0; 3 invariants of degree 1; 9 of degree 2; 20 of degree 3 and so on.
3.1 The integrity basis
It is known that any invariant polynomial function of a finite group can
be developed in terms of a finite number of invariant polynomials, called
integrity basis.
Having in mind that
1
1− x = 1 + x+ x
2 + x3 + x4 + · · · , (6)
we may expand the denominator of Eq. 4 in polynomials and see that
the expansion in Eq. 5 is a product of seven polynomials: one is 1 + λ3;
three others are complete expansions of a first degree term and the other
three result from the expansion of second degree terms. This shows that the
invariant polynomial of Eq. 5 can be built from six algebraically independent
primary invariants, three of the first degree and three of the second degree
and an auxiliary secondary invariant of the third degree, which can only be
used once in each monomial.
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We now refer to the definition of these primary and secondary invariants.
As the two diatomic distances R1 and R2 do not exchange in any of these
permutations, they belong to the totally symmetric representation of this
group, A. Using the projection operator, we can construct combinations of
the R3, R4 R5 and R6 coordinates that behave as the different irreducible
representations of the D2 group:
ρ1 = 12(R3 +R4 +R5 +R6) ∈ A
ρ2 = 12(R3 +R4 −R5 −R6) ∈ B1 (7)
ρ3 = 12(R3 −R4 +R5 −R6) ∈ B2
ρ4 = 12(R3 −R4 −R5 +R6) ∈ B3.
Since the invariants must belong to the A representation, we can use the di-
rect product multiplication table of the D2 group to build totally symmetric
terms from the ρ2, ρ3 and ρ4 coordinates. It can be easily shown that ρ22, ρ23
and ρ24 constitute the three independent primary invariants of second degree
and that ρ2ρ3ρ4 is the third degree secondary invariant.
4 Conclusion
We have shown that a PES invariant to the permutation of identical atoms of
an A2B2 system can be constructed as combinations of the seven integrity
basis terms: R1, R2, ρ1, ρ22, ρ23, ρ24, and ρ2ρ3ρ4. This last term can only
appear once in each monomial.
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