Almost periodic mild solutions for stochastic delay functional. differential equations driven by a fractional Brownian motion by Toufik Guendouzi, & Khadem Mehdi
Almost periodic mild solutions for stochastic delay functional
dierential equations driven by a fractional Brownian motion
Touk Guendouzi, Khadem Mehdi
Laboratory of Stochastic Models, Statistic and Applications
Tahar Moulay University PO.Box 138 En-Nasr, 20000 Saida, Algeria
E-mail addresses: tf.guendouzi@gmail.com (T.Guendouzi), m.mehdi1986@gmail.com (K. Mehdi)
Abstract
In this paper we investigate the existence and stability of quadratic-mean almost pe-
riodic mild solutions to stochastic delay functional dierential equations driven by frac-
tional Brownian motion with Hurst parameter H > 1
2, under some suitable assumptions,
by means of semigroup of operators and xed point method.
Key words and phrases: Fractional Brownian motion, Stochastic delay functional dier-
ential equations, Quadratic-mean almost periodic solution
2000 MR Subject Classications: 60G15, 60H10, 60H15.
1 Introduction
The fractional Brownian motion (fBm) with Hurst parameter H 2 (0;1) is a zero mean
Gaussian process BH = fBH
t ;t  0g with covariance function
RH(s;t) =
1
2
(t2H + s2H   jt   sj2H): (1)
This process was introduced by Kolmogorov and later studied by Mandelbrot and Van Ness,
where a stochastic integral representation in terms of a standard Brownian motion was ob-
tained.
From (1) we deduce that I E(jBH
t  BH
s j2) = jt sj2H and, as a consequence, the trajectories
of BH are almost surely locally -H older continuous for all  2 (0;H). Since BH is not a
semimartingale if H 6= 1=2 (see [8]), we cannot use the classical It^ o theory to construct a
stochastic calculus with respect to the fBm. Over the past years some new techniques have
been developed in order to dene stochastic integrals with respect to the fBm. In the case
H > 1
2 one can use a pathwise approach to dene integrals with respect to the fractional
Brownian motion, taking advantage of the results by Young. An alternative approach to de-
ne pathwise integrals with respect to an fBm with parameter H > 1
2 is based on fractional
calculus. This approach was introduced by Feyel and De la Pradelle in [5] and it was also
developed by Z ahle in [10].
We would like to mention that the theory for the stochastic delay functional dierential
equations driven by a Wiener process have recently been studied intensively (see e.g. [6], [7]).
As, for the same equations driven by a fractional Brownian motion (fBm), even much less
has been done, as far as we know, only the works by Boufoussi and Hajji in [2] and Caraballo
et al. in [4].In the present paper, motived by [1], [3], [9] based on the semigroups of operators method
and xed points method, we investigate the existence and stability of quadratic-mean almost
periodic mild solutions for stochastic delay functional dierential equations
(
dx(t) = (Ax(t) + b(t;x(t);xt))dt + H(t)dBH
Q(t); t 2 [0;T];
x(t) = '(t);  r  t  0; r  0;
(2)
where BH
Q = fBH
Q(t);t 2 [0;T]g is a fBm with Hurst index H 2 (1
2;1). Some sucient
conditions on the operator A and the coecient functions b;H ensuring the existence and
stability of quadratic-mean almost periodic mild solutions are presented.
The contents of the paper are as follow. In Section 2 some necessary preliminaries, the
relating notations and useful lemmas are introduced. Section 3 contains the main results
including some criteria ensuring the existence of quadratic mean almost periodic mild so-
lutions. In Section 4, the stability of the quadratic mean almost periodic mild solution is
further discussed. Finally, an example is given to illustrate our results in Section 5.
2 Preliminaries
In this section we introduce some notations, denitions, a technical lemmas and preliminary
fact which are used in what follows.
Let T > 0 and denote by  the linear space of I R-valued step functions on [0;T], that is,
 2  if
(t) =
n 1 X
i=1
zi[ti;ti+1)(t);
where t 2 [0;t], xi 2 I R and 0 = t1 < t2 <  < tn = T. For  2  its Wiener integral with
respect to BH as
Z T
0
(s)dBH(s) =
n 1 X
i=1
zi

BH(ti+1)   BH(ti)

:
Let H be the Hilbert space dened as the closure of  with respect to the scalar product
h[0;t];[0;s]iH = RH(t;s). Then the mapping
 =
n 1 X
i=1
zi[ti;ti+1) 7!
Z T
0
(s)dBH(s)
is an isometry between  and the linear space spanfBH(t);t 2 [0;T]g, which can be extended
to an isometry between H and the rst Wiener chaos of the fBm spanL2(
)fBH(t);t 2 [0;T]g
(see [8]). The image of an element  2 H by this isometry is called the Wiener integral of 
with respect to BH.
Let us now consider the Kernel
KH(t;s) = cHs
1
2 H
Z t
s
(u   s)H  3
2uH  1
2duwhere cH =
 
H(2H 1)
(2 2H;H  1
2)
! 1
2
, where  denoting the Beta function, and t > s. It is not
dicult to see that
@KH
@t
(t;s) = cH
 
t
s
!H  1
2
(t   s)H  3
2:
Let KH :  7! L2([0;T]) be the linear operator given by
KH(s)(s) =
Z t
s
(t)
@KH
@t
(t;s)dt:
Then (KH[0;t])(s) = KH(t;s)[0;t](s) and KH is an isometry between  and L2([0;T]) that
can be extended to H.
Denoting L2
H([0;T]) = f 2 H;KH 2 L2([0;T])g, since H > 1=2, we have
L1=H([0;T])  L2
H([0;T]): (3)
Moreover the following result hold:
Lemma 2.1 ([8]) For  2 L1=H([0;T]),
H(2H   1)
Z T
0
Z T
0
j(r)jj(u)jjr   uj2H 2drdu  cHkk2
L1=H([0;T]):
Let us now consider two separable Hilbert spaces (U;jjU;h;iU) and (V;jjV ;h;iV ). Let
L(V;U) denote the space of all bounded linear operator from V to U and Q 2 L(V;V ) de
a non-negative self adjoint operator. Denote by L0
Q(V;U) the space of all  2 L(V;U) such
that Q
1
2 is a Hilbert-Schmidt operator. the norm is given by
jj2
L0
Q(V;U) =

 Q
1
2

 
2
HS
= tr(Q):
Then  is called a Q-Hilbert-Schmidt operator from V to U.
Let fBH
n (t)gn2I N be a sequence of two-side one-dimensional fBm mutually independent on
the complete probability space (
;F;I P), fengn2I N be a complete orthonormal basis in V .
Dene the V -valued stochastic process BH
Q(t) by BH
Q(t) =
1 X
n=1
BH
n (t)Q
1
2en, t  0.
If Q is a non-negative self-adjoint trace class operator, then this series converges in the space
V , that is, it holds that BH
Q(t) 2 L2(
;V ). Then, we say that BH
Q(t) is a V -valued Q-
cylindrical fBm with covariance operator Q.
Let   : [0;T] ! L0
Q(V;U) such that
1 X
n=1
kKH( Q
1
2)enkL2([0;T];U) < 1: (4)
Denition 2.2 Let   : [0;T] ! L0
Q(V;U) satisfy (4). Then, its stochastic integral with
respect to the fBm BH
Q is dened for t  0 as
Z t
0
 (s)dBH
Q(s) :=
1 X
n=1
Z t
0
 (s)Q
1
2endBH
n (s) =
1 X
n=1
Z t
0

KH( Q
1
2en)

(s)dW(s);where W is a Wiener process.
Notice that if
1 X
n=1
k Q
1
2enkL1=H([0;T];U) < 1; (5)
then in particular (4) holds, which follows immediately from (3).
The following lemma is proved in [8] and obtained as a simple application of Lemma 2.1.
Lemma 2.3 ([8]) For any   : [0;T] ! L0
Q(V;U) such that (5) holds, and for any ; 2
[0;T] with  > ,
I E
 

Z 

 (s)dBH
Q(s)
 

2
U
 cH(2H   1)(   )2H 1
1 X
n=1
Z 

j Q
1
2enj2
Uds;
where c = c(H). If in addition
1 X
n=1
j Q
1
2enjU is uniformly convergent for t 2 [0;T]; (6)
then
I E



Z 

 (s)dBH
Q(s)



2
U
 cH(2H   1)(   )2H 1
Z 

j (s)j2
L0
Q(V;U)ds: (7)
Let (
;F;I P) be a complete probability space introduced above, Ft = F0, for t  0. The
following useful denitions come from [1].
Denition 2.4 1. A stochastic process X : [0;T] ! L2(
;U) is said to be continuous,
provided that, for any s 2 [0;T], lim
t!s
I EjX(t)   X(s)j2
U = 0.
2. A stochastic process X : [0;T] ! L2(
;U) is said to be stochastically bounded, whenever
lim
N!1
sup
t2[0;T]
I P[jX(t)jU > N] = 0.
Let us consider the Banach space C([0;T];L2(
;U)) = C([0;T];L2(
;F;I P;U)) of all
continuous and uniformly bounded processes from [0;T] into L2(
;U) equipped with the sup
norm.
Denition 2.5 A continuous stochastic process X : [0;T] ! L2(
;U) is said to be quadratic-
mean almost periodic, provided that, for each  > 0, the set
J(X;) :=
n
 : sup
t2[0;T]
I EjX(t + )   X(t)j2
U < 
o
is relatively dense in I R, i.e., there exists a constant c = c() > 0 such that J(X;)\[t;t+c] 6=
;, for any t 2 [0;T].
Denote the set of all quadratic-mean almost periodic stochastic processes by b C([0;T];L2(
;U)).
Notice that this set is a closed subspace of C([0;T];L2(
;U)). therefore, b C([0;T];L2(
;U))
equipped with the sup norm is a Banach space.Denition 2.6 A function b(t;Y ) : [0;T]  L2(
;U) ! L2(
;V ), which is jointly continu-
ous, is said to be quadratic-mean almost periodic in t 2 [0;T], uniformly for Y 2 I K, where
I K  L2(
;U) is compact; if for any  > 0, there exists a constant c(;I K) > 0 such that any
interval of length c(;I K) contains at least a number  satisfying
sup
t2[0;T]

I Ejb(t + ;Y )   b(t;Y )j2
V

< ;
for each stochastic process Y : [0;T] ! I K.
The collection of such functions will be denoted by b C([0;T]  L2(
;U);L2(
;V )).
The following lemma is also proved in [1].
Lemma 2.7 Let e C([ r;0];L2(
;U)) be the space of all continuous functions from [ r;0]
into L2(
;U) with the sup norm
kZke C([ r;0];L2(
;U)) = supfjZ(s)jU;Z 2 e C; r  s  0g;
I K  L2(
;U)  e C([ r;0];L2(
;U)) be a compact set. Assume that the function
b(t;x;y) : [0;T]  L2(
;U)  e C([ r;0];L2(
;U)) ! L2(
;V ) be quadratic-mean almost
periodic in t 2 [0;T], uniformly for (x;y) 2 I K; furthermore, there exists a constant c1 > 0
such that
jb(t;x;y)   b(t; ~ x; ~ y)j2
V  c1

jx   ~ xj2
U + ky   ~ yk2
e C([ r;0];L2(
;U))

;
for t 2 [0;T] and (x;y);(~ x; ~ y) 2 L2(
;U)  e C([ r;0];L2(
;U)); then for any quadratic-
mean almost periodic stochastic process   : [0;T] ! L2(
;U), the stochastic process t !
b(t; (t); t) is quadratic-mean almost periodic.
3 Almost periodic mild solutions
In this section we study the existence of quadratic-mean almost periodic mild solutions for
stochastic delay functional dierential equations
dx(t) = (Ax(t) + b(t;x(t);xt))dt + H(t)dBH
Q(t); t 2 [0;T];
x(t) = '(t);  r  t  0; r  0;
(8)
where BH
Q(t) is the fractional Brownian motion which was introduced in the previous section,
the initial data ' 2 e C([ r;0];L2(
;U)) is a function dened by 't(s) = '(t+s), s 2 [ r;0],
and A : Dom(A)  U ! U is the innitesimal generator of a strongly continuous semigroup
S(:) on U, that is, for t  0, it holds jS(t)jU  Met, M  1,  2 I R. The coecients
b : [0;T]  U  e C([ r;0];U) ! U and H : [0;T] ! L0
Q(U;V ) are appropriate functions.
Denition 3.1 A U-valued process x(t) is called a mild solution of (8) if x 2 e C([ r;T];L2(
;U)),
x(t) = '(t) for t 2 [ r;0], and, for t 2 [0;T], satises
x(t) = S(t)'(0) +
Z t
0
S(t   s)b(s;x(s);xs)ds +
Z t
0
S(t   s)H(s)dBH
Q(s) I P   a:s: (9)Now, we state our rst main result. We will make use of the following assumptions on the
coecients.
(Hb) The function b 2 b C([0;T]  U  e C;U), and there exists a constant cb > 0 such that
jb(t;x;y)   b(t; ~ x; ~ y)j2
U  cb

jx   ~ xj2
U + ky   ~ yk2
e C

;
where the space e C is dened in Section 2, (x;y);(~ x; ~ y) 2 U  e C, t 2 [0;T].
(HH) The function H : [0;T] ! L0
Q(U;V )) satises the following conditions: for the
complete orthonormal basis fengn2I N in V , we have
1 X
n=1
kHQ1=2enkL2([0;T];U) < 1:
1 X
n=1
jH(t;x(t))Q1=2enjU is uniformly convergent for t 2 [0;T]:
Note that assumption (HH) immediately imply that, for every t 2 [0;T], Z t
0
jH(s)j2
L0
Q(V;U)ds < 1.
Theorem 3.2 Under the assumptions on A, the conditions (Hb) and (HH) , for every
' 2 e C([ r;T];L2(
;U)), Eq. (8) has a unique quadratic-mean almost periodic mild solution
x whenever
 = 2MeTp
Tcb < 1;
where cb is a positive constant.
Proof: We can assume that  > 0, otherwise we can take 0 > 0 such that, for t  0,
jS(t)j  Me0t. Dene the operator L on b C([0;T];U) by
(Lx)(t) := S(t)'(0) +
Z t
0
S(t   s)b(s;x(s);xs)ds +
Z t
0
S(t   s)H(s)dBH
Q(s) I P   a:s:
:= S(t)'(0) + x(t) + 	(t):
(10)
Firstly, it suces to show that x(:) is quadratic-mean almost periodic whenever x is
quadratic-mean almost periodic.
Indeed, assuming that x is quadratic-mean almost periodic, using condition (Hb) and
Lemma 2.7, one can see that s 7! b(s;x(s);xs) is quadratic-mean almost periodic. Therefore,
for each  > 0, there exists c() > 0 such that any interval of length c() contains at least 
satisfying
sup
0tT
I E


b(t + ;x(t + );xt+)   b(t;x(t);xt)



2
U
<

(TMeT)2; (11)for T > 0 xed. Furthermore
I Ejx(t + )   x(t)j2
U = I E
 

Z t
0
S(t   s)b(s + ;x(s + );xs+)ds  
Z t
0
S(t   s)b(s;x(s);xs)ds
 

2
U
 tI E
Z t
0
 
S(t   s)

b(s + ;x(s + );xs+)   b(s;x(s);xs)
 

2
U
ds
 tM2e2tI E
Z t
0
 
b(s + ;x(s + );xs+)   b(s;x(s);xs)
 

2
U
ds
 TM2e2T
Z t
0
sup
0s
I E
 
b( + ;x( + );x+)   b(;x();x)
 

2
U
ds
< :
Secondly, for the chosen v > 0 small enough, we have
I Ej	(t + v)   	(t)j2
= I E



Z t+v
0
S(t + v   s)H(s)dBH
Q(s)  
Z t
0
S(t   s)H(s)dBH
Q(s)



2
 2I E



Z t
0
[S(t + v   s)   S(t   s)]H(s)dBH
Q(s)



2
+ 2I E



Z t+v
t
S(t   s)H(s)dBH
Q(s)



2
:= I1 + I1:
Applying inequality (7) to I1 we get
I1  2cH(2H   1)t2H 1
Z t
0
 
S(t   s)(S(v)   Id)H(s)
 

2
L0
Q(V;U)
ds
 2cH(2H   1)t2H 1M2e2t
Z t
0

 (S(v)   Id)H(s)

 
2
L0
Q(V;U)
ds
 2cH(2H   1)t2H 1M4e2t(1 + e2v)
Z t
0


H(s)



2
L0
Q(V;U)
ds:
Applying now inequality (7) to I2 we obtain
I2  2cH(2H   1)v2H 1M2e2v
Z t+v
0

 H(s)

 
2
L0
Q(V;U)
ds:
We observe that the condition (HH) ensures the existence of a positive constants c1 and c2
such that
2cH(2H   1)t2H 1M4e2t(1 + e2v)
Z t
0
 
H(s)
 

2
L0
Q(V;U)
ds  c1;
and
2cH(2H   1)v2H 1M2e2v
Z t+v
0

 H(s)

 
2
L0
Q(V;U)
ds  c2:
Therefore, for the chosen v > 0 and all t  0 we have
I Ej	(t + v)   	(t)j2  c1 + c2 = c3:From the above discussion, it is clear that the operator L maps b C([0;T];U) into itself.
Finally we claim that L is a contraction mapping on b C([0;T];U). We have
I E
 
(Lx)(t)   (Ly)(t)
 

2
= I E

 
 
Z t
0
S(t   s)
h
b(s;x(s);xs)   b(s;y(s);ys)
i
ds

 
 
2
 2M2e2tI E
Z t
0
 
b(s;x(s);xs)   b(s;y(s);ys)
 

2
U
ds
 2M2e2TI E
Z t
0
sup
0s
 
b(;x();x)   b(;y();y)
 

2
U
ds
 2TM2e2Tcb sup
0s

jx   yj
2
U + kx   yk2
e C

 4TM2e2Tcbkx   yk2
1:
Hence,
k(Lx)(t)   (Ly)(t)k1  2MeTp
Tcbkx   yk1 = kx   yk1: (12)
As  < 1, by (12), we know that L is a contraction mapping. Hence, by the contraction
mapping principle, L has a unique xed point x, which obviously is the unique quadratic-
mean almost periodic mild solution to Eq. (8).
2
Now, we give another main result. We rst need to state the following conditions:
(H0) The semigroup fS(t)gt0 is bounded, i.e., there exists a constant M1 > 0 such that
jS(t)jU  M1;
(H0b) The function b 2 b C([0;T]  U  e C;U), and for each natural number n, there exists a
function n : I R ! I R+ such that
sup
jxjn
I Ejb(t;x(t);xt)j2
U  n(t), for (x;xt) 2 U  e C, t 2 [0;T];
(H0H) The function H : [0;T] ! L0
Q(U;V )), and there exists a function # : I R ! I R+ such
that
 H(t)

 
2
L0
Q(U;V )
 #(t), for t 2 [0;T];
(H00) liminf
n!1
1
n
 Z T
0
n(s)ds + tr(Q)cH(2H   1)T2H 1
Z T
0
#(s)ds
!
= 
 < 1.
Theorem 3.3 Let the conditions (H0), (H0b), (H0H) and (H00) be satised. Then Eq. (8)
has a quadratic-mean almost periodic mild solution whenever 
M2
1 < 1
3.
Proof: Let L be the operator dened by (10). First, we use the Schauder xed point theorem
to prove that L has a xed point. The proof will be given in several steps.
Step 1. Let fxng be a sequence such that xn ! x. Using the continuity of b(t;x(t);xt) with
respect to x(t) and xt, we get b(t;xn(t);(xn)t) ! b(t;x(t);xt) as n ! 1. For each 0  t  T
we have
I E


(Lxn)(t)   (Lx)(t)



2
= I E



Z t
0
S(t   s)[b(s;xn(s);(xn)s)   b(s;x(s);xs)]ds



2
 2M2
1I E
Z t
0


b(s;xn(s);(xn)s)   b(s;x(s);xs)



2
U
ds
 2TM2
1 sup
0s
I Ejb(;xn();(xn))   b(;x();x)j
2
Uwhich implies that L is continuous.
Step 2. Let Dn = fx 2 b C([0;T];U);jxj  ng, for each natural number n. We want to
show that the operator L maps bounded sets into bounded sets, i.e. there exists a natural
number n such that LDn  Dn. If it is not true, then for each n, there exist xn 2 Dn and
tn 2 [0;T] such that Lxn(tn) > n. This, together with (H0), (H0b), (H0H) and (H00) yields
n < j(Lxn)(tn)j2
U
= I E

 

S(t)'(0) +
Z tn
0
S(tn   s)b(s;xn(s);(xn)s)ds +
Z tn
0
S(tn   s)H(s)dBH
Q(s)

 
 
2
 3I EjS(t)'(0)j2 + 3I E
 

 
Z tn
0
S(tn   s)b(s;xn(s);(xn)s)ds
 

 
2
+3I E


 

Z tn
0
S(tn   s)H(s)dBH
Q(s)


 

2
 3M2
1I Ej'(0)j2 + 3
Z T
0
I EjS(t   s)b(s;x(s);xs)j2ds
+ 3M2
1tr(Q)cH(2H   1)T2H 1
Z T
0
jH(s)j2
L0
Q(U;V )ds
 3M2
1I Ej'(0)j2 + 3M2
1
Z T
0
n(s)ds + 3M2
1tr(Q)cH(2H   1)T2H 1
Z T
0
#(s)ds:
(13)
Dividing both sides of (13) by n and taking the lower limit as n ! 1, one obtains
1 < liminf
n!1
3M2
1
n
Z T
0
n(s)ds +
3M2
1tr(Q)cH(2H   1)T2H 1
n
Z T
0
#(s)ds:
This is a contradiction to the assumption 
M2
1 < 1
3. Then LDn  Dn.
Step 3. Let Dn be a bounded set as in Step 2, and x 2 Dn. Then for t1 < t2 we have
I Ej(Lx)(t2)   (Lx)(t1)j2
U
 3I Ej[S(t2)   S(t1)]'(0)j2 + 3I E
 

 
Z t2
0
S(t2   s)b(s;x(s);xs)ds  
Z t1
0
S(t1   s)b(s;x(s);xs)ds
 

 
2
+ 3I E


 

Z t2
0
S(t2   s)H(s)dBH
Q(s)  
Z t1
0
S(t1   s)H(s)dBH
Q(s)


 

2
 3I Ej[S(t2)   S(t1)]'(0)j2
+ 3I E


 

Z t2
0
S(s)b(t2   s;x(t2   s);xt2 s)ds  
Z t1
0
S(s)b(t1   s;x(t1   s);xt1 s)ds


 

2
+ 3I E

 


Z t2
0
S(s)H(t2   s)dBH
Q(s)  
Z t1
0
S(s)H(t1   s)dBH
Q(s)

 
 
2
 3I Ej[S(t2)   S(t1)]'(0)j2 + 6I E
 

 
Z t2
t1
S(s)b(t2   s;x(t2   s);xt2 s)ds
 

 
2
+ 6I E


 

Z t1
0
S(s)[b(t2   s;x(t2   s);xt2 s)   b(t2   s;x(t2   s);xt2 s)]ds


 

2
+ 6I E

 


Z t1
0
S(s)[H(t2   s)   H(t1   s)]dBH
Q(s)

 


2
+ 6I E

 


Z t2
t1
S(s)H(t2   s)dBH
Q(s)

 


2
:Applying (7) of Lemma 2.3, the assumptions (H0b) and (H0H), we obtain
I Ej(Lx)(t2)   (Lx)(t1)j2
U
 3I Ej[S(t2)   S(t1)]'(0)j2 + 6M2
1
Z t2
t1
I Ejb(t2   s;x(t2   s);xt2 s)j2ds
+ 6M2
1
Z t1
0
I Ejb(t2   s;x(t2   s);xt2 s)   b(t1   s;x(t1   s);xt1 s)j2ds
+ 6M2
1tr(Q)cH(2H   1)T2H 1
Z t1
0
jH(t2   s)   H(t1   s)j2
L0
Q(U;V )ds
+ 6M2
1tr(Q)cH(2H   1)T2H 1
Z t2
t1
jH(t2   s)j2
L0
Q(U;V )ds
 3I Ej[S(t2)   S(t1)]'(0)j2 + 6M2
1
Z t2
t1
t2 n(s)ds
+6M2
1tr(Q)cH(2H   1)T2H 1
Z t2
t1
#(t2   s)ds
+ 6M2
1
Z t1
0
I Ejb(t2   s;x(t2   s);xt2 s)   b(t1   s;x(t1   s);xt1 s)j2ds
+ 6M2
1tr(Q)cH(2H   1)T2H 1
Z t1
0
jH(t2   s)   H(t1   s)j2
L0
Q(U;V )ds:
Thus L is equicontinuous.
It remains to prove that (t) = fLx(t);x 2 Dng is relatively compact in U. S(t) is
compact in U, since it is generated by the dense operator A. Then (0) = S(0)x0 is relatively
compact in U.
Now, for t xed and for each  2 (0;t), x 2 Dn we dene Lx(t) as follow
Lx(t) = S(t)'(0) +
Z t 
0
S(t   s)b(s;x(s);xs)ds +
Z t 
0
S(t   s)H(s)dBH
Q(s): (14)
Then the sets (t) = fLx(t);x 2 Dng are relatively compact in U. Moreover, for each
x 2 Dn, one has
jLx(t)   Lx(t)j2
U  2M2
1
 Z t
t 
n(s)ds + tr(Q)cH(2H   1)T2H 1
Z t
t 
#(s)ds
!
; (15)
from which, by combining the condition (H00), follows that there are relatively compact sets
arbitrarily close to (t) and hence (t) is also relatively compact in U. Thus, the Arzela-
Ascoli theorem implies that LDn is relatively compact, and L is completely continuous on
Dn.
As a consequence of Steps 1-3 together with the Schauder xed point theorem, we deduce
that L has a xed point in Dn which is a quadratic-mean almost periodic mild solution to
Eq. (8).
2
Now, we give the third main result. In this sequence, we require the following assumptions.
(H00b) The function b 2 b C([0;T]  U  e C;U), and there exists a function  : I R ! I R+ such
that
supI Ejb(t;x(t);xt)j2
U  (t), for (x;xt) 2 U  e C, t 2 [0;T];
(H000) The integral
Z t
0
(t s)ds+tr(Q)cH(2H 1)T2H 1
Z t
0
#(t s)ds exists for all t 2 [0;T].Theorem 3.4 Let the conditions (H00b), (H0H) and (H000) be satised. Then Eq. (8) has a
quadratic-mean almost periodic mild solution.
Proof: We shall also apply the Schauder xed point theorem to prove this theorem. The
proof of Step 1 in this theorem is the same as the proof of Step 1 in Theorem 3.3 and so is
omitted. Now, we start our proof from Step 2.
Step 2. Let D = fx 2 b C([0;T];U);jxj  kg, where k = 3M2
1(I Ej'(0)j2 + M2) and M2 is
the integral dened in (H000). We have
j(Lx)(t)j2
U = I E

 

S(t)'(0) +
Z t
0
S(s)b(t   s;x(t   s);xt s)ds +
Z t
0
S(s)H(t   s)dBH
Q(s)

 


2
 3M2
1I Ej'(0)j2 + 3
Z t
0
I EjS(s)b(t   s;x(t   s);xt s)j2ds
+ 3M2
1cH(2H   1)T2H 1tr(Q)
Z t
0
H(t   s)j2
L0
Q(U;V )ds
 3M2
1
 
I Ej'(0)j2 +
Z t
0
(t   s)ds + cH(2H   1)T2H 1tr(Q)
Z t
0
#(t   s)ds
!
= k:
Therefore, L : D ! D.
Step 3. Let D be a bounded set as in Step 2, t1 < t2 and x 2 D. We have
I Ej(Lx)(t2)   (Lx)(t1)j2
 3I EjS(t2   S(t1))'(0)j2 + 6M2
1
Z t2
t1
(t2   s)ds + 6M2
1cH(2H   1)T2H 1tr(Q)
Z t2
t1
#(t2   s)ds
+ 6M2
1
Z t1
0
I Ejb(t2   s;x(t2   s);xt2 s)   b(t1   s;x(t1   s);xt1 s)j2ds
+ 6M2
1cH(2H   1)T2H 1tr(Q)
Z t1
0
jH(t2   s)   H(t1   s)j2
L0
Q(U;V )ds:
Thus, L is equicontinuous.
Set (t) = fLx(t) : x 2 Dg. Fix t, for each  2 (0;t) and x 2 D. Let L be the
operator dened by (14); then the sets (t) = fLx(t) : x 2 Dg are relatively compact in U.
Meanwhile, (15) implies that L arbitrarily close to (t) and (t) is also relatively compact
in U. Thus, the ArzelaAscoli theorem implies that LD is relatively compact, L is completely
continuous on D.
Finally, we can conclude from Step 1-2 that LD ! D is continuous and completely continuous.
Thus, L has a xed point in D by using the Schauder xed point theorem. So, it follow that
Eq. (8) has at least a quadratic-mean almost periodic mild solution.
2
4 Stability
As in this section we rst assume that the operator A is a closed linear operator generat-
ing a strongly continuous exponentially stable semigroup S(:) on U, that is, for t  0, it
holds jS(t)jU  Me t, M; > 0. We also assume in addition to assumption (HH) that Z 1
0
esjH(s)j2
L0
Q(U;V )ds < 1. Our rst result on the stability of the quadratic-mean almost
periodic mild solution is the following theorem.Theorem 4.1 Under the assumptions on A, the conditions (Hb) and (HH) , the quadratic-
mean almost periodic mild solution x(t) to Eq. (8) is globally exponentially stable.
Proof: Using the assumptions, one can choose a positive constant  such that 0 <  < .
One has
etI Ejx(t)j2  3etI EjS(t)'(0)j2 + 3etI E
 

 
Z t
0
S(t   s)b(s;x(s);xs)ds
 

 
2
+ etI E


 

Z t
 1
S(t   s)H(s)dBH
Q(s)


 

2
= 3etI EjS(t)'(0)j2 + I1 + I2:
(16)
Estimating the terms on the right-hand side of (16) yields
3etI EjS(t)'(0)j2  3e( )tM2I Ej'(0)j2 ! 0 as t ! 1; (17)
and
I1  3etM2cb
Z t
0
e (t s)ds
Z t
0
e (t s)

jx(s)j2
U + kxsk2
e C

ds:
For the chosen parameter , and any x(t) 2 U we have
I1  3
M2cbet
Z t
0
e (t s)

jx(s)j2
U + kxsk2
e C

ds
= 3
M2cbe t
Z t
0
eses

jx(s)j2
U + kxsk2
e C

ds:
Now, for any  > 0, there exists a constant v > 0 such that esjx(s r)j2
U < , for s  v, and
we have
I1  3
M2cbe t
Z t
v
eses

jx(s)j2
U + kxsk2
e C

ds
+ 3
M2cbe t
Z v
0
eses

jx(s)j2
U + kxsk2
e C

ds
 6M2cb
 + 3
M2cbe t
Z v
0
eses

jx(s)j2
U + kxsk2
e C

ds:
(18)
Using the fact that e t ! 0 as t ! 1, it follows that there exists a constant u  v such
that for any t  u,
3

M2cbe t
Z v
 1
eses

jx(s)j2
U + kxsk2
e C

ds <   
6M2cb

: (19)
Thus, from (18) and (19), we get for any t  u,
I1 = 4etI E

 


Z t
0
S(t   s)b(s;x(s);xs)ds

 


2
< ;
which implies
I1 = 4etI E

 


Z t
0
S(t   s)b(s;x(s);xs)ds

 


2
! 0 as t ! 1: (20)Estimating I2, for any x(t) 2 U, t   r, we have
I2  3cH(2H   1)M2T2H 1et
Z t
0
e 2(t s)jH(s)j2
L0
Q(U;V )ds
 3cH(2H   1)M2T2H
Z t
0
esjH(s)j2
L0
Q(U;V )ds;
and the additional assumption to (HH) ensures the existence of a positive constant  such
that
3cH(2H   1)M2T2H
Z t
0
esjH(s)j2
L0
Q(U;V )ds <  for all t   r: (21)
Thus, from (17), (20) and (21), we obtain etI Ejx(t)j2 ! 0 as t ! 1. The quadratic-mean
almost periodic mild solution of (8) is exponentially stable.
2
Now we study the uniform stability of the quadratic-mean almost periodic mild solution to
Eq. (8). We rst require the following assumption:
(H000b) The function b 2 b C([0;T]  U  e C;U), and there exists a function cb : I R ! I R+ such
that
jb(t;x;y)j2
U  cb(t)
 
jxj2
U + kyk2
e C
!
;
where (x;y) 2 U  e C, t 2 [0;T].
Theorem 4.2 Under the assumptions (H0), (HH) and (H000b), the quadratic-mean almost
periodic mild solution to Eq. (8) is uniformly stable whenever M2
1I < 1
6, where I =
Z t
0
cb(s)ds.
Proof: Let x(t) be a solution of
x(t) = S(t)'(0) +
Z t
0
S(t   s)b(s;x(s);xs)ds +
Z t
0
S(t   s)H(s)dBH
Q(s) (22)
such that x(0) = x0, where x0 2 U. Then
jx(t)j2
U  3I EjS(t)'(0)j2 + 3I E

 
 
Z t
0
S(t   s)b(s;x(s);xs)ds
 

 
2
+ 3I E
 
 

Z t
0
S(t   s)H(s)dBH
Q(s)
 

 
2
 3M2
1I Ej'(0)j2 + 3M2
1
Z t
0
cb(s)

jx(s)j2
U + kxsk2
e C

ds
+ 3M2
1cH(2H   1)T2H 1tr(Q)
Z t
0
jH(s)j2
L0
Q(U;V )ds:
Using the assumption (HH) we obtain
jx(t)j2
U  3M2
1k'(0)k2
1 + 6M2
1
 Z t
0
cb(s)ds
!
kxk2
1 + c3
= 3M2
1k'(0)k2
1 + 6M2
1Ikxk2
1 + c3;c3 is a positive positive constant.
Thus
kxk2
1  3M2
1k'(0)k2
1 + 6M2
1Ikxk2
1 + c3;
6M2
1I < 1 yields
kxk2
1 
1
1   6M2
1I

c3 + 3M2
1k'(0)k2
1

:
Therefore, if k'(0)k2
1 < (), then kxk2
1 < , which implies that the quadratic-mean almost
periodic mild solution to Eq. (8) is uniformly stable.
2
5 Example
Consider the following stochastic evolution equation:
8
> > > <
> > > :
d(t;x) =
"
@2
@x2(t;x) + [(t;x)(sin(t) + sin(
p
2t))]
#
dt + H(t)dBH
Q(t); t 2 [0;1];x 2 [0;];
(t;0) = (t;) = 0; t 2 [0;1];
(t;x) = '(t;x); t 2 [ r;0];
(23)
where r 2 (0;1), '(:;x) 2 e C([ r;0];I R) and BH
Q(t) is a Q-cylindrical fractional Brownian
motion with Hurst parameter H 2 (1
2;1) satisfying tr(Q) = 1. Denote U = L2(I P;L2[0;]),
and dene A : D(A)  U ! U given by A = @2
@x2 with
D(A) = f(:) 2 U : 00 2 U;0 2 U is absolutely continuous on [0;];(0) = () = 0g.
It is well known that a strongly continuous semigroup S, generated by the operator A,
satises jS(t)j  e t, for t  0. Taking b(t;';'t)() = ['()(sin(t) + sin(
p
2t))], and H
satises assumption (HH). Thus one has
jb(t;x;xt)   b(t;y;yt)j2
U  42jx   yj2
U.
Therefore, Eq. (23) has a quadratic-mean almost periodic mild solution, provided that,
 <
p
3
6 according to Theorem 3.2.
Let n(t) = n(t) = 2(sin(t)+sin(
p
2t))2 for n 2 I N, Eq. (23) has a quadratic-mean almost
periodic mild solution according to Theorem 3.3.
Let (t) = n(t) = 2(sin(t) + sin(
p
2t))2, Eq. (23) has a quadratic-mean almost periodic
mild solution according to Theorem 3.4.
The quadratic-mean almost periodic mild solution to Eq. (23) is exponentially stable accord-
ing to Theorem 4.1.
The quadratic-mean almost periodic mild solution to Eq. (23) is uniformly stable, provided
that,  <
p
3
6 according to Theorem 4.2.
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