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Abstract  —  In this paper an electronic sound and music 
controller, based on human movement using custom made 
wireless motion sensors, is presented. The system combines 
hardware technology, software applications, music theory 
and concepts of embodied music cognition. It enables users to 
sonify their gestures in real-time by creating and adapting 
the music they hear. The system has been demonstrated at  
public events, and user feedback has been collected.  
Index Terms  —  electronic music, embodiment, gesture 
based interfaces,  music controller  
I. INTRODUCTION 
Embodied music cognition [1] considers musical 
experience as body-mediated. The human body is thereby 
conceived as a natural mediator between our musical 
experiences (our mind) and the surrounding physical 
environment (e.g. musical sounds). It is claimed that the 
human body can be extended with technologies, so that 
the mind can get access to new (perhaps virtual) 
environments. A music instrument is a good example of 
such a mediation technology. Attached to the human body 
it allows the human mind to get into a musical reality. The 
task is to design music instruments in such a way that they 
become good mediators, that is, that they fit well with the 
human body, so well that the mind forgets about their 
mediation function and focuses on the reality which the 
mediator provides. The concept of an embodied mind 
holds the promise that it leads to new ways of analysis, 
creation and performance, by taking into consideration the 
tight connection between mind, body and physical 
environment.  
In the present paper, the focus is on wireless motion 
sensors [2]. Using these sensors, the natural mediator (the 
body) becomes extended with a technology-based 
mediator that captures human movement in a very 
accurate way and in real-time. This allows the registration 
of three-dimensional manifestations of musical 
expression, with the promise of exploring new 
opportunities in music activities. Even studying social 
interaction and interhuman behavior becomes possible 
when sets of sensors are used by a group of performers 
and listeners [3, 4]. 
The EME is a wireless music controller for real-time 
music interaction that is based on the theory of embodied 
music cognition. The system envisions the concrete 
realization of social embodied music experiences for both 
musicians and non-musicians. The EME allows  
listeners/performers to act and interact directly onto sound 
by the expressive movements of their body requiring a 
low level of expertise as opposed to existing controllers 
which are often made by and for an individual performer 
customized to their needs such as Michael Waisvisz’s 
‘The Hands’ or Latetia Sonami’s ‘Lady Glove’.  
In the present version of the system, the sensors are 
attached onto small gloves so that they are placed on top 
of both hands (as shown in figure 1), allowing 
spontaneous (re)action of the listeners/performers. Based 
on the natural movements and/or expressive gestures of 
one (or more) user(s), the hardware device allows the 
control of both sound (e.g. timbre) and music (structure). 
The result is a multi-purpose wireless music controller for 
real-time social music interaction that can be easily 
expanded towards other audio-effect generators. 
II. TECHNICAL DETAILS 
The EME works with several sensors at the same time 
and each individual sensor steers multiple signals. The 
current system consists of three main parts namely the 
motion sensors, called HOP sensors [2], which send their 
data to a Max/MSP1 patch which extracts different 
features from the movement and controls musical 
playback by Ableton Live2. 
The HOP sensors are custom made, standalone, 
wireless, 3 dimensional accelerometers that send their data 
at a rate of 100 Hz using the 2,4 GHz ISM band to a 
dedicated receiver. This receiver is recognized in the 
                                                          
1 http://www.cycling74.com 
2 http://www.ableton.com 
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computer as a COM port which enables the readout in 
Max/MSP. Each sensor has its own Li-Po battery which 
guaranties an operation time of 18 hours. The sensors 
have a dimension of 55 mm (long) x 32 mm (wide) x 15 
mm (thick) which makes them very suitable for placement 
on the hands of the users as shown in figure 1. 
 
 
Fig. 1. The wireless HOP sensors positioned on the hands of a 
user together with the dedicated receiver.   
 
The acceleration data from the motion sensors is 
captured in Max/MSP which extracts several parameters 
from this data stream in real-time. Three parameters are 
currently used in the EME, namely, intensity of 
movement, orientation and triggering. (i) The intensity of 
movement is the size of the jerk, which is the derivative of 
the acceleration signal, calculated over a sliding window 
of a certain number of data points. This intensity of 
movement quantifies the mount of changes in the 
acceleration of the movements and can be related to the 
size and force of the gesture. (ii) Orientation of the 
movement sensors is calculated using the constant force of 
the earth gravity. A tradeoff was found between stability, 
using low pass filters, and responsiveness, using no filters. 
(iii) The trigger is calculated by taking the difference of 
two successive acceleration samples. This is done for each 
of the 3 measured directions after which the absolute 
values are added and surpass a fixed threshold, which is 
defined from extensive use. The approach eliminates the 
offset in acceleration due to the gravity of the earth and 
detects sudden changes in the movement. Furthermore the 
fixed threshold can be set to a small value which enables 
the successful use of a broad spectrum of movements 
ranging from very small to very large movements. Trigger 
and orientation signals are translated to MIDI messages 
enabling the control of audio loops and build-in effects 
like reverb, delay and filter in Ableton Live. 
III. SOUND AND MUSIC CONTROL 
A successful haptic music controller requires that 
performers, including non-musicians, embody their 
control of sound and music. Essential development issues 
are on the one hand the necessity for performers to have 
the feel that they control and can steer the music with their 
movements and on the other hand that also non-musicians 
could make music with it. Therefore, different typologies 
of movement of performers were analyzed and mapped 
onto potential sound and music influencing parameters, as 
shown in Table 1. The current prototype of the EME is 
based on (i) volume triggering,  (ii) timbre modulation 
TABLE I 
SUMMARY OF DISTINCT HAND MOVEMENTS AND POTENTIAL USE IN EME 
Movement Calculation Music Control Disadvantage Advantage 
Repetitive hits 
(i) 
 
Size of the jerk, the derivative 
of the acceleration, over a 
sliding window of n samples 
Volume of a 
percussion track 
Needs calibration in 
mapping to volume 
and adjusting 
envelope behavior in 
attack and sustain 
Quite intuitive and good in 
quantization of percussive 
sounds 
Turn around (ii) 
 
Calculate the rotation around 
the 3 axis with use of gravity 
Frequency of a 
filter 
The 3 directions are 
coupled / sudden 
movements disrupt 
angle calculation 
Intuitive (feels like turning 
knob) 
responsivity can be adjusted 
Abrupt changes 
(iii) 
Use a fixed threshold on the 
difference of the signal 
Trigger a note or 
musical clip 
Needs algorithmic 
composition to keep 
the melody interesting 
Quite intuitive 
Similar 
movements 
Correlation of 2 signals Adds rewarding 
melody 
Only on or off state Robust  
Nice encouragement 
Periodical 
Movements 
 
FFT over 4 seconds with 2 
seconds overlap [5] 
BPM It takes at least 2 
seconds for the tempo 
to adjust 
Very robust to different kinds 
of movement 
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and (iii) sample (or note) triggering. 
The music composed for the EME had to be conceived 
in such way that the selected types of movement (and 
related influence) are connected to acceptable and obvious 
parameters in the music. The musical basis for each 
performance is a non-stop loop that offers a basic 
percussion track and chords. The other layers in the music 
can then be triggered or modulated by movement, so that 
the user(s) get an instantly enriching sound. (i) Volume 
triggering, for example, controls the volume of another 
(synchronized) percussion loop according to the quantity 
of movement. A movement discontinuation stops the extra 
percussion, while a continuous movement controls the 
volume level according to the intensity of the gesture 
giving the performer the feeling of an embodied control. 
(ii) Timbre modulation is obtained by rotation of the hand. 
This can be achieved simultaneously with the volume 
triggering. Multiple timbre filters are possible, and even in 
a combination: reverb, flanger, distortion, high pass and 
low pass filter. (iii) Samples (or notes) can be triggered 
through abrupt changes in movement. The sonification is  
based on an algorithmic pitch component that takes into 
account pitch distributions related to particular musical 
genres, further discussed in the next section. 
IV. ALGORITHMIC COMPOSITION 
Adding notes, and effectively creating a melody, to the 
sound tape that is playing is quite challenging when the 
notes are triggered based on a single trigger condition. 
This problem was solved using an algorithmic 
composition. The triggered note is chosen from a set of 
well defined possibilities that are calculated 
percentagewise by rating all the possible next candidates 
based on the previous note and on its time position in the 
actual chord. The choice of the note is in fact an organized 
randomness, disfavoring notes that would not sound good, 
and attribute a nonzero percentage to all the notes that 
would fit well. For each different chord in the music, a 
specific table of percentages has been assigned for all 
twelve notes within one octave, respecting the underlying 
chord structure of the song. These limitations in the 
randomness were necessary for guaranteeing the 
musicality, and are for each song different. An additional 
advantage for this individualized assignment of values is 
the possibility for compounding melodic lines towards 
musical genre. Certain melodic intervals can de banned, 
marginalized, favored or even obliged. Basic theoretical 
principles employed are rules of tonal harmony and 
counterpoint, but the composer is free to distribute the 
percentages as he wants to. It allocates the composer to 
assign certain rules and or limitations, but the progress of 
the melodic evolution cannot be foreseen. Melodic 
progress can thus have dodecafonic rules (percentages are 
evenly spread for the 12 tones), harmonic rules (Major, 
Minor…), modal rules, Messiaen modi, or other personal 
scales…  
V. FIRST EVALUATION 
The EME was firstly presented at the public event 
Resonance, on February 16th 2008, in Ghent, Belgium. 
Participants could try five different demo’s. A follow-up 
demonstration was given at the 14th International 
Conference on Auditory Display (ICAD) organized at 
IRCAM in June 2008, in Paris, France [6]. 
Observation showed that people need a learning period 
before having grasped all the possibilities of the sensors. 
Particularly to master the different sound effecting 
opportunities of one sensor simultaneously, seemed a 
demanding task which needed some practice. Nonetheless 
during practicing performers clearly improved their skills, 
up to a level of really controlling different aspects within 
the presented musical piece. Some people clearly moved 
strictly on the beat, resulting in a repetitive movement of 
the hand, while others more tend to dance on the music 
and thus moved in a more lyrical way, making curves and 
gestures with their hand. The musical output between 
these ‘punchers’ and ‘floaters’ differed, because different 
parameters were used more or less intensive.  
Internal evaluation of both demonstrations led to a 
schedule (Fig 2) showing the most important elements for 
interference that will have development consequences. 
  
 
Interaction             Evaluation 
 
 
 Steering 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Musical steering versus social interaction / Users 
evaluation versus musical steering / Game interaction versus 
scientific measurement 
 
Depending on the goal of the researcher, the intention 
of the performer or the need for musicality, the emphasis 
of certain aspects of the EME changes: Boosting the level 
of possibilities of interaction will improve game quality 
and level of sociability, emphasis on the musical steering 
will improve the outcome of composition, but will reduce 
the level of freedom and user-reaction quality. When the 
EME is used within systematic musicology research, 
scientific measurement and capture of the data is 
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emphasized, decreasing the importance of the musical 
output. This field of tension has consequences for further 
development, not excluding one of the parameters, but 
taking them into account in the further development such 
that emphasis can be steered flexible towards the needs of 
the context. 
VI. ARTISTIC PERFORMANCE 
An altered version of the EME has been used in an 
artistic performance, a piece for tape and voice [7], where 
an opera singer could control the tape composition 
through her gestures as shown in figure 3.  
 
 
Fig. 3. Performer Chia-Fen Wu sings while her embodied 
actions influence in real-time the ongoing tape recording.   
 
Since the tape is a fixed composition, the algorithmic 
composition component was not needed for this 
application. During the performance 2 HOP sensors were 
positioned at the top of the hands of the singer, attached 
onto small gloves. These sensors controlled a high-pass 
filter and the pitch of a grain delay through the orientation 
of the hands, effecting directly the musical tape. This gave 
the singer real-time control of the music to which she was 
singing, opening up more interaction of a tape 
composition with its performer, and by which every 
performance would generate a varying musical result. The 
opera singer found the experience both liberating and 
artistically very interesting. Bodily expressions - often 
gestures - ensued on the vocal part, felt natural and caused 
a closer blending of voice and tape. 
VII. FUTURE WORK  
Based on a first feedback of users, we conclude that the 
EME has an interesting potential concept, which deserves 
further development in terms of music control and social 
interaction paradigms. We notify that some visual 
feedback can help people in fine controlling the timbre 
filters. However, adding visual elements will create more 
options, it will limit some other elements as for example 
the freedom of the performer, being shackled to a screen. 
The music model will be refined towards more options 
and combinations of options and audio filters. An 
interesting option that shall be implemented is the real-
time editing of the human voice itself.   
Compositional more songs and audio will be produced 
in order to have an extended audio database for 
performers, and a composition will be written allowing all 
components of the EME to be used.  
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