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1 INTRODUCTION 
1.1 Long-Memory Processes 
The long-memory phenomenon, in which correlations between distant observations decay 
extremely slowly, has been recognized in many different areas. It was first observed by Hurst 
(1951) in analyzing the yearly Nile River flow minima along with many other geophysical 
time series. Since then, more empirical evidence was found in other fields such as hydrology 
(Lawrance and Kottegoda, 1977; Hipel and McLeod, 1978), meteorology (Mandelbrot and 
Wallis, 1968), textile engineering (Cox and Townsend, 1947), computer science (VVillinger et 
al., 1995) and economics (Granger, 1980; Breidt et al., 1997). In addition, the phenomenon 
appears not only in time series data but also in higher dimensional spatial data (Whittle, 1956; 
Hasiett and Raftery, 1989). 
The memory property of a second order stationary process is characterized by its depen­
dence structure. The duration of the second order dependence relies on the decay rate of 
the autocovariance function. Based on the decay behavior of the autocovariance function, the 
processes can be grouped into three categories: short-memory processes, intermediate-memory 
processes and long-memory processes. A process is said to be short memory if its autocovari­
ance function decays exponentially and therefore the absolute values of the autocovariances 
are summable. In contrast, a process is said to be long memory if the autocovariance func­
tion decays hyperbolically with the rate as the lag h goes to infinity for some a 6 (0,1) 
and therefore the absolute values of the autocovariances are not summable. In between, an 
intermediate-memory process has hyperbolic decaying autocovariance function with the rate 
h~° as h goes to infinity for some a > 1 but the absolute values of the autocovariances are 
summable. Sometimes, intermediate-memory processes are referred to the long memory cate­
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gory. 
Notice that the definition of long memory is asymptotic in the sense that it is only related 
to the asymptotic behavior of the autocovariances, but not relevant to their magnitudes at 
any finite lags. Based on this fact, it seems to be very difficult to detect the existence of long 
memory in real applications since we only have a finite number of observations. Therefore, 
from the application point of view, someone might question: why not just use short-memory 
processes for modeling if we have no information about the memory property of the underlying 
process? Long-memory processes are useful for three reasons. First, it is quite difficult to have 
a parsimonious short-memory model such that the long-memory feature can be captured with 
only few parameters. Second, in long-memory processes, there exists strong persistence such 
that the autocorrelations are not summable; therefore, the behaviors of many estimators and 
test statistics are quite different from the same test statistic under the usual short-memory pro­
cesses. For instance, the sample mean converges to the true mean at a rate slower than 
which can be achieved by any short-memory process (Taqqu, 1975). .^.s another e,\ample, the 
rescaled range statistic (Mandelbrot, 197.5) behaves like asymptotically for some <5 > 0 
in contrast to ^ = 0 in short memory cases. Due to these dramatically different asymptotic 
results, the model assumption (long memory or short memory) becomes crucial in order to 
make correct asymptotic inferences, in particular for the precision of the estimates. Third, 
there are many physical mechanisms that can actually generate long-memory phenomena, in­
cluding thinning and pulling procedures in textile engineering (Cox, 1984), thermodynamic 
systems (Cassandro and Jona-Lasinio, 1978) and turbulence (Kolmogorov, 1941) in physics, 
diffusion processes driven by partial differential equations (Whittle, 19-56, 1962) and aggre­
gation procedures in economics (Granger, 1980). However, for most long-memory processes 
found in empirical studies, the background mechanisms are too complicated to understand and 
model. Therefore, it is necessary and important to establish long-memory models with simple 
structures, which can represent a variety of behaviors. 
In time series analysis, the most commonly used autoregressive moving-average (ARMA) 
models (Box and Jenkins, 1976) are all short-memory processes. Unlike short-memory pro­
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cesses, a long-memory process exhibits very strong persistence between observations and there­
fore it sometimes behaves more like a non-stationary process. Based on this observation, a class 
of continuous-time long-memory processes, called fractional Brownian motions, was proposed 
by Mandelbrot and van Ness (1968). However this class of models is quite restricted because 
it depends on only one parameter. The most commonly used class of long-memory processes 
is the fractionally integrated ARMA (ARFIMA) processes, first introduced by Granger and 
Joyeux (1980) and Hosking (1981). Unlike fractional Brownian motion, ARPIMA models can 
represent a variety of dependence structures, including both short memory and long memory, 
and therefore are more interesting in applications. Besides, seasonal effects can be incorporated 
into an ARFIMA process in many ways to construct even more flexible models (Porter-Hudak, 
1990; Ray, 1993). 
Another class of long-memory models, called generalized ARMA processes (Chung, 1996), 
are constructed based on the Gegenbauer polynomials (Gray, Zhang and Woodward, 1989). 
This class allows for both hyperbolic and sinusoidal decay in autocovariances. In addition, the 
corresponding spectral density could have a pole at a given frequency which indicates strong 
persistence in cycles. Therefore, this class is useful for modeling persistent seasonality and 
business cycles. In particular, an ARFIMA process is a special case in this class. 
In the continuous-time context, Viano, Deniau and Oppenheim (1994) and Comte and Re­
nault (1996) both investigated the class of long-memory models driven by stochastic differential 
equations. The former study considered a class of processes constructed by a particular linear 
filtering of Brownian motions. The latter considered a class of continuous-time fractionally 
integrated moving average processes with respect to Brownian motions, which is equivalent to 
a continuous-time moving average process with respect to a fractional Brownian motion. 
Besides the linear processes described above, long-memory features can also be produced 
by many nonlinear mechanisms. In this dissertation, we propose a class of semi-Markov pro­
cesses constructed from an underlying discrete-time Markov process and a sojourn distribution 
with positive support. This generalizes the model discussed by Taqqu and Levy (1986). The 
semi-Markov processes were first introduced by Levy (1954) and Smith (1955) independently. 
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Roughly speaking, a semi-Markov process is a stochastic process which moves from one state 
to another state according to a Markov chain, and then remains in that state for a random 
length of time (the sojourn time) until the next state transition. The trajectory of a semi-
Markov process is piecewise constant and continuous from the right. In general, a semi-Markov 
process does not satisfy the Markov property except when the sojourn times are exponentially 
distributed and independent of the states. Much research was done from 1950's to 1980's 
on this topic, but most of this research involves investigating the limiting behavior and the 
probabilistic properties of this class (^inlar, 1969; Kesten, 1974; Athreya, McDonald and Ney, 
1978). 
Semi-Markov models have been used for applications in queuing systems and reliability 
problems. But there seems to be very few applications of semi-Markov processes in the time 
series context. In this dissertation, some properties associated with these models are discussed, 
including stationarity and memory properties. The semi-Markov process exhibits long memory 
if the distribution of the sojourn times is heavy-tailed, i.e., a Pareto-like distribution. 
Because these semi-Markov processes are derived in continuous time, it is of interest to 
study their relationship to discrete-time models. One means of doing this is through the 
concept of "embedding". 
A discrete-time process is said to be embedded in a continuous-time process if the auto-
covariances of the two processes are equal at all integer lags. This concept is discussed most 
often in embedding of a discrete-time ARMA process into a continuous-time ARMA (CAItM.A.) 
process. Chen and Tong (1987) concluded that a stationary AR(1) process is always embed-
dable in a CAR(l). The more general case for ARMA processes was partially discussed by He 
and Wang (1989). They claimed that a discrete-time ARMA(p, g) process with q < p, whose 
autoregressive polynomial has r negative real roots, is always embeddable in a CARMA(p', q') 
with q' < p' = p+r. This topic was investigated in detail by Brockwell (1995) especially for the 
case of AR(2). Brockwell also pointed out the result by He and Wang is incorrect by showing 
a counterexample that a discrete-time AR(2) with complex roots cannot always be embedded 
in a CAItMA(2,l). In this situation, it can be embedded in a CAR^'IA(4,2) instead. 
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We will investigate the embedding of a discrete-time AR process into a continuous-time 
semi-Markov process constructed by an AR and an exponential sojourn distribution, focusing 
on the case of discrete-time AR(1) and AR(2). 
In general, the long-memory phenomenon might show up in more complicated forms or 
may not be observed directly. For instance, the long-memory component can be incorporated 
into a linear regression model (Yajima, 1989; Beran, 1993); the long-memory feature can show 
up in the mean structure, the seasonality or the noise disturbance. As another example, 
the long-memory component or its transformation might occur as unobservable states in a 
generalized state space model, e.g., stochastic volatility models, long memory with additive 
outliers, and random coefficient models. In order to describe these complicated phenomenon, 
we are motivated to consider a more general class of hierarchical long-memory time series 
models and the estimation methods associated with these models. 
1.2 Estimation 
In the early stages of statistical analysis of long memory, the long-memory parameter was 
estimated by several heuristic methods such as the rescaled range statistic R/S, the log-log 
plot of var(yr) versus T and the least squares regression in the frequency domain. These 
methods were all motivated by the special features associated with long-memory processes, 
e.g., slower convergence rate for statistics and infinite spectrum at zero frequency. Generally 
speaking, they are model-free estimation procedures. For parametric models, more efficient 
estimation methods should be considered. However, these simple procedures can still be useful 
diagnostic tools to check for the existence of long memory. We describe the procedures using 
periodograms in the following paragraph; other methods are introduced in Chapter 4 for model 
checking. 
The semi-parametric estimation procedure proposed by Geweke and Porter-Hudak (1983) 
is a two-step method in which the properties of the spectral density around frequency zero are 
used. In the first step, the estimate of the long-memory parameter is obtained as the estimated 
slope in a regression of the log periodogram ordinates on the log frequencies. This estimate is 
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very easy to derive but varies considerably according to different choices of frequencies used in 
the regression. In addition, it converges to the true value at a rate slower than (Robinson, 
1994) and therefore the estimator is asymptotically inefficient. The rest of parameters in the 
model are estimated in the second step based on the transformed time series in which the 
long-memory component is filtered out. 
The maximum likelihood estimator (MLE) has also been investigated and shown to be 
asymptotically efficient and normal under mild regularity conditions by Yajima (1985) and 
Dahlhaus (1989). However, the maximization procedure, involving the computation of a com­
plicated autocovariance matrix and its inverse, is difficult to implement and suffers from con­
vergence problems. The problem is particularly serious for parameters near the boundary. 
Sowell (1992) derived an algorithm to evaluate the exact likelihood function recursively, which 
is still computationally intensive and numerically unstable. An alternative to obtaining exact 
MLE is to maximize an approximation of the likelihood function, such as Whittle's approxi­
mation considered by Fo.x and Taqqu (1986), or the appro.ximation based on a truncated .^.R 
representation considered by both Li and McLeod (1986) and Haslett and Raftery (1989). Both 
approximate MLEs have the same asymptotic properties as the exact MLE under some mild 
conditions (Fox and Taqqu, 1986; Giraitis and Surgailis, 1990; Heyde and Gay, 1993). The 
MLE-type estimation procedures are currently only applicable for ARFIMA models but not 
for more complicated hierarchical cases. 
In addition to the frequentist approach, several Bayesian approaches have been investi­
gated (Carlin, Dempster and Jonas, 1985; Pai and Ravishanker, 1996). In Carlin, Dempster 
and Jonas's paper, a linear model, containing both random components and fixed effects, was 
assumed for economic time series. Month-to-month and season-to-season changes were modeled 
as random components with known long-memory characteristics (i.e., the fractional differenc­
ing parameters are given and fixed). Under this completely specified long-memory structure, 
the estimation procedure follows the usual Bayesian setup. They considered and compared 
the same model using different values of the fractional differencing parameters. In Pai and 
Ravishanker's study, ARFIMA models were considered and Bayesian analysis was made using 
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Markov chain Monte Carlo methods. In their algorithm, draws of the differencing parameter 
d were generated through a Metropolis-Hastings algorithm using a Gaussian proposal since 
the conditional distribution of d is nonstandard and complicated. This step is extremely time 
consuming since the inverse of the covariance matrix for the fractionally integrated process has 
to be evaluated in each Metropolis step in order to compute the acceptance probability. The 
algorithm works only for non-hierarchical setup. 
For more complicated models, e.g. hierarchical long-memory processes, the likelihood func­
tion becomes a high dimensional integral and does not have a closed form in general. Therefore 
it causes major difficulties in maximum likelihood type estimation. The classical estimation 
procedure for this type of model is a two-step procedure. In the first step, the integral is 
evaluated analytically or numerically and then maximized in order to find the maximum likeli­
hood type estimates for parameters. In the second step, the estimated parameters are treated 
as the true values and are plugged into the model to make further inference for the hidden 
long-memory process. A disadvantage of this estimation procedure is that the precision for the 
inferences on the hidden states in the second step are doubtful, most likely underestimated, 
because the variation of estimation in the first step is not taken into account. Therefore, for 
more complicated hierarchical models, we consider a Bayesian approach to unify the estimation 
problem (for the parameters) and the prediction problem (for the hidden process) at the same 
time. 
In this dissertation, we propose a new Bayesian approach for hierarchical long-memory 
time series which is time-efficient, has good estimation and prediction properties and can 
be extended easily to a variety of interesting variations on ARFIMA processes, including 
ARFIMA with additive noise, ARFIMA with outliers, stochastic volatility model associated 
with ARFIMA and common long-memory component models. The methodology can also be 
extended to multivariate cases. 
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1.3 Model Checking 
Model checking is important both before and after the analysis. In applications, the basic 
features of the observed data should be explored to provide modeling information. In this 
dissertation, long memory is the key feature to be checked before the analysis. Several graphical 
tools can be used for detecting long memory, including the rescaled range statistic R/S, var(y7-) 
and the sample autocovariances and periodograms. See, for example, Beran (1994). 
.A.fter Bayesian inference, the goodness of fit for the estimated model can be examined by 
comparing the observed data to the posterior predictive distribution of some characteristic 
via simulation (see Gelman et al., 1995). The checking procedure is first to simulated many 
replications from the assumed model. Then, given a characteristic of interest (a statistic), the 
observed data is compared to the posterior predictive distribution based on those simulated 
replications in order to check if the behavior of the observed data is consistent with the assumed 
model. 
In this study, we consider the long-memory feature, the normality of the distribution and 
the prediction mean squared errors as the characteristics for detecting model failure in the 
diagnostic procedures. 
1.4 Applications 
In this dissertation, two data sets are presented for illustration. One is the famous Nile 
River data and the other is stock returns data. 
1.4.1 Nile River Data 
The initial interest in studying long-memory processes was motivated by the investigation 
of river flows in hydrology. Among early empirical studies, the Nile River data perhaps are 
the most well-known example. These data were used by Hurst when he first found evidence of 
long memory in 1951. The Nile River data are yearly minimum water levels as measured at 
the Roda Gauge near Cairo (Beran, 1994). This data set, which contains 663 observations for 
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the years 622AD to 1284AD, is used as the first example. The same data set is also studied 
by Beran (1994). 
1.4.2 Value-Weighted CRSP Stock Returns 
In economics, after the pioneering work by Granger (1980), long memory has drawn in­
creasing attention and empirical evidence has been found in areas including stock returns 
(Lo, 1991), exchange rates (Baillie and Bollerslev, 1989; Cheung, 1993), interest rates (Shea, 
1991, Crato and Rothman, 1994) and a variety of applications in macroeconomics (Diebold 
and Rudebusch, 1989). Recently, long-memory processes have also been considered as good 
descriptions for the volatilities of many financial market time series because of their strong 
persistence (Ding, Granger and Engle, 1993; Breidt, Crato and de Lima, 1994; Baillie, Boller­
slev and Mikkelson, 1996). We consider the daily returns data (first differences of log prices) 
for the value-weighted Center for Research in Securities Prices (CRSP) market index as the 
second example to investigate their volatility behaviors. 
1.5 Dissertation Organization 
This dissertation is organized as follows. In Chapter 2, several different long-memory mod­
els are introduced, including ARFIMA models, long-memory processes constructed from semi-
Markov processes, and three hierarchical models: ARFIMA with additive noise, long-memory 
stochastic volatility model and a random coefficient model with long-memory coefficients. In 
Chapter 3, algorithms for Bayesian estimation and prediction for long-memory time series are 
developed. In Chapter 4, model selection techniques and some diagnostic tools are described. 
In Chapter 5, two applications are given to demonstrate the methodology. Finally, conclu­
sions and directions for further research are addressed in Chapter 6. Proofs of theorems and 
propositions and the extensions of the algorithm are provided in detail in the appendices. .A.11 
references are listed at the end. 
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2 LONG-MEMORY TIME SERIES MODELS 
2.1 Fractionally Integrated ARMA Processes 
Definition 2.1 The process {«( : t G Z} is said to be an ARFIMA(p, d^q) process with 
d 6 (—0.5,0.5) if {cat} is stationary and satisfies the difference equations 
= (2.1) 
where {t/J are independent and identically distributed (iid) as iV(0, <t^), B denotes the backshift 
operator, $(B) = 1 — 0(jB) = 1 — polynomials with no common 
roots and with all roots outside the unit circle. 
These processes, which generalize the classic ARMA processes {d = 0), were introduced inde­
p e n d e n t l y  b y  G r a n g e r  a n d  J o y e u x  ( 1 9 8 0 )  a n d  H o s k i n g  ( 1 9 8 1 ) .  T h e  o p e r a t o r s  $ ( 5 )  a n d  Q { B )  
produce geometrically decaying autocovariance structure and characterize the short-memory 
behavior of the process. In contrast, the operator (1 — B}'^ produces hyperbolically decaying 
autocovariance structure and characterizes the long-memory behavior of the process. There­
fore, the class of ARFIMA processes is a very rich family for modeling both short-memory and 
long-memory behaviors. 
The autocovariance function of ARFIMA(p, d, q) is complicated and cannot be expressed 
in closed form except for p = 0, q = 0. This causes major difficulty in making inference for 
ARPIMA processes. For the simplest case, an ARFIMA(0, d, 0) has autocovariance function 
given by 
2 r( l  -  2 d )  
7a (0) = <7, 
la{h) = 7cr(0) 
"  r2 ( i - r f ) '  
r { h  +  d ) r { i - d )  
r { h - d + i ) r { d ) '  
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(e.g., Brockwell and Davis, 1991, §13.2). However, for all ARPIMA processes, the spectral 
densities have the following simple form 
(7^ |0fe"^)|2 I . ,-2d 
It can be shown that for some constants Ci and Ca, and 0, 
7o(/i) ~ as /i00, 
/o(a;) ~ as a; ^ 0. 
.A.n ARFIMA(0, d, 0) process can also be represented as an AR(oo), which is 
^  u  r ( j  -  d )  
g  = r (y+ i ) rM)  (2.2) 
2.2 Semi-Markov Processes 
The semi-Markov processes were first introduced by Levy (1954) and Smith (1955) inde­
pendently. We discuss a particular class of semi-Markov processes which actually are Markov 
processes transformed randomly in the time scale (Yackel, 1968). Before defining semi-Markov 
processes, we first define some key terms. 
Definition 2.2 A process {y^ € JR'' : i € T"} is said to be a Markov process if it satisfies 
P [ y t n  ^  • • • > ! / £ „ _ , ]  =  P i V t n  ^  
with probability 1, for any integer n > 1, 5 6 B{1R'^) and ti < t2 <•••< in where ti G T. 
Definition 2.3 Let F and G be cumulative distribution distribution functions (cdfs) with 
positive support. A sequence {rn} is said to be a renewal sequence if r„ = r„_i -f- Tn and 
tq = 0, where {Ti : i > 2} is an iid sequence of random variables with cdf F and Ti has the cdf 
G and is independent of {T{ : i > 2}. 
Definition 2.4 A counting process N[t) with respect to a renewal sequence {r„} is defined as 
00 
•'^(0 = l(o,t](T-n) = max{ra € 2"^ : r„ < i}, (2.3) 
n=l 
which is the number of transitions in [0,i]. 
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The definition of semi-Markov processes is introduced as follows. 
Definition 2.5 Let {wn : n € Z"*"} be a Markov process and {Tn : n 6 Z"*"} be a sequence 
of independent, nonnegative random variables such that the distribution ofTn depends only on 
Wn-i- Let {Sn} be the partial sums of the process {T„}; that is Sn = IZr=i Define 
a t  =  W n ,  f o r  Sn<t < Sn+l-
Then the process : t € R'^} is called a semi-Markov process with states {?/;„} and sojourn 
times {Tn}. 
Since the counting process N { t )  keeps constant values on the intervals [r„, r„+i) and is contin­
uous from the right, the semi-Markov process {aj} is also constant on the intervals [r„, r„+i) 
and continuous from the right. 
We consider a process {«(} defined by 
Q t  =  t y N { 0 )  
where {wn} is Markovian and N { t )  is a counting process defined by Definitions 2.2 and 2.4. 
Clearly, the process {aj} is a special case of a semi-Markov process. A simulated trajectory of 
a semi-Markov process {at} is presented in Figure 2.1. 
Assumption 2.1 
( A l J  { t / ^ n }  i s  w e a k l y  s t a t i o n a r y  w i t h  m e a n  z e r o .  
( A l ^ )  { t f n }  i s  s t r i c t l y  s t a t i o n a r y  w i t h  m e a n  z e r o .  
( A 2 )  T h e  m e a n  o f  F ,  p .  =  f ^  t d F { t ) ,  e x i s t s .  
(A3) G(t)=^-'f^(l-F(x))dx. 
(A4) Under weak stationarity, the autocovariance function j^lh) of {wn} is square summable; 
that is, E'h=o'rl{h) < oo. 
Definition 2.6 The forward recurrence time B{t) at time t, which is the waiting time from 
time t to the next transition, is given by 
B [ t )  =  T j v f ( t )  + 1  —  
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Figure 2.1 A trajectory of a semi-Markov process. 
Lemma 2.1 Under Assumption 2.1 (A3), B{t) ~ G for all f > 0. 
Proof: See Resnick (1994), page 225, Theorem 3.9.1. • 
In fact, the distribution G defined in Assumption 2.1 (A3) is the limiting distribution of 
B{t) as i —)• CO. Therefore, Lemma 2.1 essentially says that the forward recurrence time B[t) 
has the same distribution as B(0) for all t if and only if the process is started from its limiting 
distribution (i.e., B(0) 
2.2.1 Properties 
In this section, the conditions for the process {at} to be weakly stationary and strictly sta­
tionary are described. Under the weak stationarity assumption, the general form of the spectral 
density for the semi-Markov processes is also derived. The memory properties associated with 
the semi-Markov processes are also discussed. All proofs are provided in Appendix A. 
Theorem 2.1 (Weak Stationarity) Under (Al)-(A3), the process {a;} is weakly stationary 
with Eat = 0 and autocovariance function ja defined as jait) = {i) = h]. 
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Moreover, if {wn} are uncorrelated then 7a(f) = 7„,(0)(1 — G(i)). 
Theorem 2.2 (Strict Stationarity) Under (Al'), (A2) and (A3), the process {a<} is strictly 
stationary with Eat = 0, satisfying 
^[«ti+s < aiiOftj+a < a2,---,Q;tfc+5 < Oit] = < Ofc]. 
for arbitrary k € TL^, s 6 , a = (ci,02, • • ajt)' € R'' and t = {ti,t2, • ••,tky € 
The spectral density of the process {aj} can be expressed in terms of the autocovariance 
function of {wn} and the characteristic function of F. Before introducing the theorem, we 
have a lemma. 
Lemma 2.2 The characteristic function for G is 
cpciu) = - 1). 
tun 
Theorem 2.3 Under Assumption 2.1 (A1)-(A4), the semi-Markov process {at} has the spec­
tral density 
where 4>f  and (f>c are the characteristic functions of F and G. 
The spectral density of {qj} is a function of 7^, and (pp. Although the expression of fa 
in Theorem 2.3 still involves summations, they can be simplified further if the underlying 
discrete-time process {iTn} is uncorrelated or has a geometrically decaying autocovariance 
function, e.g. a discrete time autoregressive process. The results of simplification are in the 
following corollaries. 
CoroUsury 2.1 Under Assumption 2.1 (A1)-(A4), if the process {wn} is uncorrelated then the 
spectral density of {at} is 
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Corollary 2.2 Under Assumption 2.1 (Al)-(A4) r  if the process {u?,,} is an A/Z(l) process 
with jwih) = then the spectral density of {otj} is 
f = (1 -O7«/(0) r 1 - 1 - \ 
2;r/iu;2 ll-^^F(a;) 1 - / * 
The semi-Markov models can produce both short-memory and long-memory processes. The 
memory characteristic is only determined by the tail behavior of the sojourn distribution F. If 
F is heavy-tailed then the corresponding semi-Markov process {a^} is long memory, otherwise 
{ttj} is short memory. The results are described in the following theorems after giving some 
related definitions. 
Definition 2.7 A function L{x) is said to be slowly varying atoo if it satisfies L{cx) / L(x) —1 
for large x and arbitrary c. 
Definition 2.8 A function U{x) is said to be regularly varying at oo with exponent j5 E R, if 
it satisfies U{x) = x^L{x) where L{x) is slowly varying at oo. 
Definition 2.9 A distribution F is said to be heavy-tailed with index f3, 1 < (3 < 2, if F 
satisfies 1 — F[y) = y~^L{y) for large y, where L is slowly varying at oo. 
Theorem 2.4 Assume F(-) is a heavy-tailed distribution with index p. If {wn} ore uncorre-
lated, then "fait) ~ t^~^LQ(t) for large t, where Lq is slowly varying at oo. Otherwise, if {wn} 
are correlated, the result still holds provided Y^'f^Q7wih)Lh{t) is slowly varying at oo, where 
Lk{-) is the corresponding slowly varying function satisfying P[A''(i) = A] t'-^Lh{t). 
Equivalently, the tail behavior can be defined by using the density function of the cdf 
F. Then the autocorrelation function and the spectral density of {off} have the following 
asymptotic expressions. 
Theorem 2.5 Let f{x) be the density function of F and f3 € (1,2). Assume f{x) ~ x~^~^ as 
X oo. Then 
jo(t) ~ ast-^oo, (2.5) 
fa{^) ~ as w —>• 0. (2.6) 
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Equations (2.5) and (2.6) satisfy the definitions of long memory, and the range 0 6 (1.2) covers 
the entire space of ail possible hyperbolically decaying rates. 
2.2.2 Examples 
Three examples are given in this section, including two examples of short-memory processes 
and one example of a long-memory process. 
Example 2.1 Stationary Process States with Degenerate Sojourns 
Assume F{t) = l{t>c} so that Ti = c for all i > 2. By Assumption 2.1 (.A3) and Lemma 2.2, 
we have 
Fo{t) = - /'{I - F{x)}dx 
c Jo 
i/c; if f < c, 
1; otherwise, 
CPF{oj) = e'^, 4>a{uj) = ^  - l) . 
ICUJ \ / 
Let m 6 71^  and consider t 6 [(m — l)c, mc]. Then the autocovariance function of {at} is 
l a { t )  =  =  
/i=0 
oo 
=  Z )  y t v { h) { P [ T h+ l  > t ] -  P [ T h  >  f ] )  
h=0 
= |7u/("i - l)P[r„i > f] + ^ 7u;(/j)[ - I 7u;(m)P[r^ > f]-h ^ -/^{h) 
\ h=m J /i=m+l 
= P[Tm > t j j w i m  - 1) + P[Tjn < «]Tu,(?n), 
=  7 w ( m  - 1) + { 7 w ( m )  - 7u,(m - 1)} ( t / c  -  ( m  -  1)}, 
which is the linear interpolation of 7u,(/i) with time unit c. When c = 1, the two autocovariance 
functions ja and 7u, are matched at every integer lag, which means any given discrete-time 
Markov process can be embedded into a semi-Markov process by choosing c = 1. The corre­
sponding spectral density fa also has a simple expression in terms of the spectral density 
which is described in the following proposition. 
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Proposition 2.1 
, , . csin^(cu;/2) . , . 
~ ~(W2)2~ 
Since sin x/x —)• 1 as i 0, the function fa has similar behavior at the origin as the function 
/u, and is equal to zero at frequencies ui = '2Trkfc for all nonzero integers k. The discretized 
process : k € N} from {aj} is reduced to the underlying {wn} process for arbitrary 
choice of I q. 
Example 2.2 AR(p) Process States with Exponential Sojourns 
Assume the sojourn times follow an exponential distribution, that is F{t) = 1 — exp(—i/A) 
with A > 0. Then, the corresponding {r„} process becomes a Poisson process and G = F 
because of the memoryless property of the exponential distribution. In particular, the process 
{at} itself is also Markovian in this case. The characteristic functions are = <f>F{'^) = 
(1 — Atjz)"^. Further assume that {ifn} is an AR(p) process with 
p 
$(B) = JJ(1 — ^jB); where |^j| < 1 for all j. 
j=i 
Assume = 1,2, •••,?} has pr distinct real values and p^ distinct pairs of complex con­
jugates. Let Tr = be the set of the distinct real ^/s, fc = = 
rjexp(z5j), j = 1,2, • ••,Pc} be the set of the distinct complex conjugates and (1 + K,j) be the 
multiplicity of for i = r, c (e.g., K{j = 0 for an unrepeated K{j = 1 for repeated once). 
The values of «:,j's satisfy + 1) + + 1) = p. Then the autocovariance 
function of {wn} can be decomposed into two components with respect to Fr and F^, that is 
7w{fi) = Jwr{h] + Jucih), where 
Jwrih) = f ' (2-7) 
j=l \k=0 J 
I w c i h )  = ^ Vdyitcos(/i0j+ , (2.8) 
Pc ( '^ CJ 
E--? E 
j=i U=o 
and the constants cjk, djk and f3jk are functions of ^j's (e.g., Brockwell and Davis, 1991). The 
autocovariance function of the constructed {oj} can also be decomposed into two parts with 
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respect to Fr and Fc, that is fait) = jarit) +7ac(0 where 
7ar(0 = = (2.9) 
h=0 
'Tacit) = fwcih) P[N (t) = h]. (2.10) 
A=0 
The following lemma allows further simplification of these expressions. 
Lemma 2.3 Given a constant vector c = (cq, Ci, • • •, c^)', there exists c* = (c^, c]", • • •, c"^)', a 
linear transformation of c, satisfying c* = (>l~^)^c, such that 
where .4^ = (oq, ai, • • - ,0^)' is a (k + 1) x (k + 1) matrix defined by 
ao = (l,0,0,---,0)', 
a,- = - (i - l)a,_i; /or i = 1,2, • • •, k, 
and B~^ is the forward shift operator which shifts the i-th element to the (z -f- l)-th element. 
Applying Lemma 2.3, (2.9) and (2.10) can be expressed as the forms in the following 
theorem. 
Proposition 2.2 
where 
P r  /  \  
i=i Vi~o / 
l a c i t )  =  f ^ r ' / l Y ^ d j l c o s i t e ^ + P j , ^ ' ' ] ,  
j=i Lfc=o J 
Cj = exp{-(l-^^j)/A}, 
c'j'k = c;,(6i/A)^  
rj = exp{-(l-rjCos5j)/A}, 
d j  =  { r j s i n 9 j ) / X ,  
f i ' j k  =  ^ j ^  +  t a n - ' ( d * f c 2 / r f i f c i ) .  
19 
in which 
djhi — djk cos Pjk^ djk2 — djfi sin 
(CjOi ^j2' • • •' ^ jKrj ) ~ {^jOj • • •) ^jKr])^rj ' 
('^Oj' ^ 2ii • • • > '^Kcjil ~ {d.joi, dj2ii • - •, djKc}i)^ci ' ' ~ 
Arj = .4^^^ and Acj = are {Kr j  + 1) x (k^j + 1) and {kcJ + 1) x {kc j  + 1) matrices defined 
in Lemma 2.3. 
Notice that 7^^ and 7ac have exactly the same forms as "(^r and 7u,c respectively (see 
Proposition 2.2 and Equation (2.7) and (2.8)) but with different coefficients. Therefore, we 
can expect that the behaviors of 7^ and 7u, are quite similar because of the same building 
units. 
Analyzing in a similar way, the spectral density /, can also be decomposed with respect 
to Fr and Fc as /a(u;) = far[<^) + fac{'^)i where far and fac can be calculated from "(or and 
7oc7 respectively. It turns out that far and fac are the weighted averages of several spectral 
densities frfs and /cj's, each of which is the spectral density of a CARA'IA process. 
Example 2.3 AR(1) Process States with Pareto Sojourns 
Assume F is a Pareto distribution with the density function 
The value of /? characterizes the tail behavior of the sojourn distribution. If /? < 2, the 
distribution is heavy-tailed, but the mean of the distribution F does not e.xist if /3 < 1. 
Therefore, we only consider the case for 1 < < 2 for modeling long-memory processes. By 
definition of G and Lemma 2.1, the distribution of the forward recurrence time, G, can be 
obtained as follows. 
3x'^ 
/(^) = /?e(i,2). 0 (2.11) 
1-Fit) = f{x)dx 
(xo/t)^; if t > xq, 
1: otherwise. 
fOO 
/ xf{x)dx 
Jxa 
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Therefore, 
G{t) = /'{I - F{x)}dx 
Jo 
1 - /3-^(xoA)^"^ if f > xo, 
(2.12) 
{I 3xq )~^{^ — l)t; otherwise. 
For the most simple case, {tWn} is assumed to be a sequence of iid random variables. Then 
the correlation function of {aj}, Pa{t)i is exactly equal to 1 — G{t) which decays linearly when 
t < xq and then decays hyperbolically with the rate /3 — 1. For more general cases, we need to 
calculate the characteristic function , 
0x1 r 4>Fiuj) = / 
Jxi 
oo 
xo X^+1 
=  0X q X  cosujxdx + i J X  ^^•'"^'sina;x</x| . 
This can be simplified by the following lemma. 
Lemma 2.4 Let r(ti, x) denote the incomplete gamma function, which is defined as the integral 
t^~^e~^dt. Then 
(i) Jx'^'^ sin axdx = — |exp ^^(u — 1)^ r(u, —/ax)+e,xp ^^(1 — u)^ r(u,/ax)|, 
{ii) Jx'^~^ cosaxdx = —|exp r(u, —zax) + e.xp r(ii,/ax)|. 
By using the lemma, we have 
i- X^OO 
r(-/?, -iux) ^  
I } r=xo 
The density function (2.11) satisfies the conditions in Theorem 2.5, therefore the semi-Markov 
processes under this construction are long memory for (3 € (1,2). 
2.2.3 Embedding an AR(p) Process in a Semi-Markov Process 
From Example 2.2 in the previous section, we observe the relation between the class of 
CARMA processes and the class of semi-Markov processes constructed by an AR(p) with an 
exponential distribution for sojourns. In this section, the embedding relation between the 
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constructed semi-Markov processes and the underlying AR(p) processes is investigated for two 
special cases, p = 1 and p = 2. The relation between the constructed semi-Markov processes 
and CARMA processes is also discussed. The derivations of all the results are provided in 
Appendix A. Before the discussion, the formal definition of CARMA processes is introduced. 
Definition 2.10 A process {yt : t e Si} is said to be a CARMA{p,q) process (with 0 < q < p) 
if it is a stationary solution of the stochastic differential equation 
a{D)yt = ab{D)DWu 
where D is the differential operator with respect to t, Wt is the standard Brownian motion, a 
is a constant, and a(-) and b{-) are polynomials with no common roots, which have the form 
a{\) = f[{\-aj), 
j=i 
6(A) = n(A-6,), 
j=i 
in which all roots have negative real parts. 
In general, the analytic solution of yt is very difficult to obtain explicitly except for the 
most simple cases (p < 1,9 = 0), and so is its autocovariance function, but its spectral density 
has a simple expression: 
= (.13, 
The spectral density (2.13) is bounded at the origin; therefore, all CARN'IA(p, q) processes are 
short-memory processes. 
The case of AR(1) is described first. Assume the underlying process {wn} is an AR(1) with 
mean zero and variance one satisfying 
= T}n, 
l^il < 1, and the sojourn times follow an exponential distribution with mean A > 0 (denoted by 
Exp(A)). From Theorem 2.1 and Corollary 2.2, the autocovariance function and the spectral 
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density of {art} are 
7^(i) = exp|-|i||, 
The spectral density /, satisfies (2.13) with p = 1, qr = 0 and ai = (^i — 1)/A < 0 since 
|?i| < 1- Therefore, under this construction, the constructed semi-Markov process has the same 
autocovariance structure as a CARMA(1,0). In fact, the class of semi-Markov processes under 
this construction and the class of CAR^IA(1,0) are equivalent in representing the same second 
order structures of stationary processes. That is, given a CARM.A.(1,0), we can always find 
a corresponding semi-Markov process under this construction with the same autocovariance 
structure, and vice versa. Moreover, 7^ and can be made identical at all integer lags if 
0 < < 1. That is, setting = exp{—(1 —Ci)/A}, the resulting solution is A = (^1 — 1)/ log^i 
which is always positive. Therefore, we have the following propositions. 
Proposition 2.3 The class of semi-Markov processes constructed from AR(1) states and ex­
ponential sojourns and the class of CARMA(1,0) processes represent the same autocovariance 
structures. 
Proposition 2.4 (Embedding) Given € (0,1), an Ai?(l) can be embedded into a semi-
Markov process such that the two processes have equal autocovariances at all integer lags by 
choosing A = (^1 — l)/logfi as the mean for the exponential sojourns. 
The case of AR(2) satisfying 
with mean zero and variance one, is introduced for three situations—distinct real roots, equal 
real roots and complex conjugate roots. These three situations are discussed separately. 
Distinct Real Roots 
Assume that the semi-Markov process {orj} is constructed by an AR(2) {w„} with |^i| < 1, 
1^2! < 1 and ^2 for states and Exp(A) sojourns. Then, from Theorem 2.1 and Theorem 2.3, 
(1 - 65)(1 - ^2B)W„ = 7/„, 
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the autocovariance function and the spectral density of {ae} satisfy 
7a{t) = c i e x p | - | t | | + C 2 e x p | - | i | | ,  
/oM = 
where 
'rA(l + 66) liiu) - ai){iu} - 02)1^' 
' (?1-6)(1 + 6?2)' 
C 2  =  1 - C i ,  
1-6 _ 1-^2 
ai = 02 = 
^>1 = +^2 - !)• 
The autocovariance function ja can be written as 
7 a { t )  =  C i | l " + C 2 | J "  
= I M" + + ('- I) P-") 
where 
ii = exp{-(l-^,)/A}; J = 1,2, 
- ^ 6(1-la') 
' (Ii-6)(l + 6l2)' 
C2 = 1-Ci. 
Equation (2.14) can be reduced to the autocovariance function of a discrete-time .A.R(2) with 
positive distinct 6 S'Od 6 'f S'lid only if Ci = Ci- Therefore, an AR(2) with distinct real roots 
is embeddable in a semi-Markov process if there exists 0 < A < min{—2/log6» —2/log^} 
satisfying Ci = Ci- The solutions exist for all AR(2) processes with positive roots, i.e., 0 < < 
1 and 0 < 6 < 1- The values of A over the entire parameter space {(6)6)'€ (0,1) x (0,1);6 
6} are displayed by a contour plot in Figure 2.2. 
Propositioa 2.5 (Embedding) An AR(2) with distinct real roots satisfying (616) ^ (Oi 1) x 
(0,1) is always embeddable into a semi-Markov process. The corresponding semi-Markov pro-
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Figure 2.2 Given (^1,^2)' G (0,1) x (0,1) but ^2? the value of A (contour) is the mean 
of the exponential sojourns for which the constructed semi-Markov process has 
the same autocovariances as the AR(2) with distinct roots at all integer lags. 
cess can be constructed by choosing = 1 + Alog^,-, i = 1,2 for the AR(2) states, and A 
satisfying ci = ci as the mean for the exponential sojourns. 
From /q, since Ci, 02 and bi are all negative, therefore the corresponding semi-Markov pro­
cess {aj has spectral density exactly identical to a CARMA(2,1) process (see Equation (2.13)). 
In addition, the constructed semi-Markov processes can only represent part of the second order 
structures present in CAR^IA(2,1) with ci ^ 02- The subspace of CARA'IA(2,1) which can 
be represented is given in Proposition 2.6. 
Proposition 2.6 Given a CARMA{2,1) with a^ ^ 02, there exists a semi-Markov process con­
structed from an AR{2) with distinct real roots and Exp(X) sojourns such that two continuous-
time processes have the same second order structure if and only if (01,02)' is in one of the 
following regions: SoHSj, j = 1,2,3,4 where 
So = {(fli -l- 02)^ + aia2 -\-b\ — 2(2aia2)^^^|ai -f- a2\ > 0}, 
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51 = {6, < 3a2 + - ai, < 3ai + aia2 - 02}, 
52 = {61 < 302 + 0x02 - fli, bj > 3ai + 0102 - 02, Oi < 61}, 
53 = {^1 > 302 + 0x02 - oi, bi < 3ai + 0102 - 02, 02 < 
54 = {6j > 302 + 0x02 ~ Ox, > Sox + 0x^2 ~ fl2i Ox < 61, O2 < 61}-
Equal Real Roots 
Assume that the semi-Markov process {a(} is constructed by an AR(2) {wn} with ^x = ^ 2 = ^  
for states and Exp(A) sojourns. Then, from Theorem 2.1 and Theorem 2.3, the autocovariance 
function and the spectral density of {at} satisfy 
f ( ) = (1-0^ |fa; + A-V(l + ^  + 2a(l-aP 
7rA(l+C2) |jy^.A-l(l-Or 
The autocovariance function can be written as 
7a(0 = 
= (l + c|f|)e"l + (c-c)|f||l'l, (2.15) 
where 
I = exp{-(l-0/A}, 
i - e  - _ 
1+e' ' A(i+n" 
Equation (2.15) can be reduced to the autocovariance function of a discrete-time AR(2) with 
positive equal roots, i.e., 0 < ^ < 1, if and only if c = c. Therefore, an AR(2) with equal real 
roots is embeddable in a semi-Markov process if there exists 0 < A < —2/log^ satisfying c = c. 
It turns out the solution exists for all AR(2) process with equal roots. In fact, for each process, 
there are two solutions of A satisfying c = c. The values of A for ^ € (0,1) are displayed on a 
log scale in Figure 2.3. 
Proposition 2.7 (Embedding) An AR{2) with equal roots and ^ 6 (0,1) is always embeddable 
into a semi-Markov process. The corresponding semi-Markov process can be constructed by 
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Figure 2.3 Given ^ > 0 (horizontal axis), the value of A (shown in log scale) is the mean 
of the exponential sojourns for which the constructed semi-Markov process has 
the same autocovariances as the AR(2) with equal roots at all integer lags. 
choosing ^ = 1 Alog^ for the AR(2) states, and X satisfying c = c as the mean for the 
exponential sojourns. 
The function fa is also the spectral density of a CARMA(2,1) (see Equation (2.1.3)) with 
oi = a2 = -(l-^)/A, 
bi = -A-y( i+e+2a( i -a -
Therefore, we have the following proposition. 
Proposition 2.8 Given a CARMA{2,\) with ai = 03? there exists a semi-Markov process 
constructed from an AR{2) with equal roots such that these two continuous-time processes have 
the same second order structure if and only ifb\ < (4\/2 — 5)'/^ai. 
Complex Conjugate Roots 
Assume that the semi-Markov process {aj is constructed by an AR(2) {u>n} with conjugate 
roots, that is ^2 = for the states and Exp(A) sojourns. Then, from Theorem 2.1 and 
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Theorem 2.3, the autocovariance function and the spectral density of {ofj} satisfy 
la{t) = c e x p | - | f | |  +  c e x p | - | t | | ,  
f ( ^ _ ^(1 ~6) +c(l -6) + A~^|l -
where 
1 f ,  _ 
2 1 (^i-^i)(l + 6?i)J ' 
and c is the complex conjugate of c. The autocovariance function 7a can be written as 
7a (0 = 
where 
L = 
c = 
and and c are the complex conjugates of and c, respectively. Equation (2.16) can be re­
duced to the autocovariance function of a discrete-time AR(2) with positive complex conjugate 
roots if and only if cc = cc. This is equivalent to cc 6 R, that is c has to be a real multiple 
of c. Since c and c have the same real part, equal to 1/2, therefore, c = c is required for an 
AR(2) with complex conjugate roots to be embeddable in a semi-Markov process. 
It turns out the solutions only exist for some of the AR(2) processes with complex conjugate 
roots. The embeddable region is shown in Figure 2.4. For an AR(2) with = re'®, the region 
A in Figure 2.4 is embeddable in a semi-Markov process constructed by a stationary {wn}; 
the region B in Figure 2.4 is not embeddable in a semi-Markov process since the resulting 
^1 for {«;„} is outside the stationary region, i.e., |^i| > 1; the region C in Figure 2.4 is also 
not embeddable since the solution of A 6 JR does not exist. The values of A in the region 
r)' 6 (0, t/2) X (0,1) are calculated and displayed by a contour plot in Figure 2.5. 
I + elf) + ('^ - f) If, (2.16) 
exp{-(l-^i)/A}, 
U (Ii-Ii)(l + Iili) i  '  
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Figure 2.4 Given an AR(2) with complex conjugate roots Region .4 is the sub-
space of the (r, 0) parameter space for which the AR(2) is embeddable in a 
semi-Markov process. Region B and C are not embeddable. 
Proposition 2.9 (Embedding) An AR{^2) with complex conjugate roots, and = re'^ and 
^2 = satisfying r < 1 and 6 6 (0,7r/2), is always embeddable into a semi-Markov process. 
The corresponding semi-Markov process can be constructed by choosing = 1 -{- Alog^i and 
^2 = for the AR(2) states, and A satisfying c = c as the mean for the exponential sojourns. 
Compared to (2.13), fa is also the spectral density of a CARMA(2,1) with Ci = (^i - 1)/A, 
02 = oi, and bi = —|ai|, yielding the following proposition. 
Proposition 2.10 Given a CARMA{2,1) with a2 = ai, there exists a semi-Markov process 
constructed from an AR{'2) uiith complex conjugate roots and Exp(X) sojourns such that they 
have the same covariance structure if and only if bi = —|ai|. 
Tosum up, for an AR(2) process with l — — the region of the parameter 
space such that the AR(2) is embeddable in a semi-Markov process is displayed in 
Figure 2.6. In Figure 2.6, the entire triangular region corresponds to the parameter space of 
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Figure 2.5 Given = re'® and ( f f ,  r )  6 (0,7r/2) x (0,1), the value of A (contour) is the mean 
of the exponential sojourns for which the constructed semi-Markov process has 
the same autocovariances as the .4R(2) with comple.x conjugate roots at all 
integer lags. 
weakly stationary AR(2) processes and the shaded region corresponds to .A.R(2) processes which 
are embeddable in semi-Markov processes. The case of real roots corresponds to the shaded 
sub-region on the right hand side above the parabola. The case of equal roots corresponds to 
the parabola itself. The case of complex roots corresponds to the other shaded sub-region. 
From the above discussion, all semi-Markov processes constructed from AR(2) states and 
exponential sojourns have the same second order covariance structures as CARA'IA(2,1) pro­
cesses and therefore the shaded region in Figure 2.6 consists of AR(2) processes which are em­
beddable in CARMA(2,1). The region of <f>i and <^2 for embedding an AR(2) in a CARMA(2,1) 
through this semi-Markov construction is smaller than the region found by Brockwell (1994) 
for embedding an AR(2) in a CARMA(2,1)- The difference of the regions between Brockwell's 
approach and ours comes from the case of complex roots. Not apparent from Figure 2.6 is the 
fact that the shaded region covers a very small part of the space left of = 0 and below the 
parabola. In Brockwell's result, the region for embedding an AR(2) with complex roots in a 
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Figure 2.6 The shaded area is the set of all <^i and <3^2 for which the corresponding .A.R(2) 
process is embeddable in a semi-Markov process. All of the parabola is included 
in the shaded region. The entire triangular area is the region for an AR(2) to 
be stationary. 
CAR-MA(2,1) process covers a much larger sub-region left of = 0 and below the parabola 
in Figure 2.6. 
In general, the embedding of discrete-time AR(p) for p > 2 is a hard problem and has 
not been solved. In our approach, the case of AR(p) can be studied using similar but more 
complicated derivations. We conjecture that at a minimum, the special case of AR(p) with 
distinct real roots will be embeddable in a CARMA(p,p— 1). Therefore, the semi-Markov 
construction may be useful in obtaining further results on the embedding of AR(p) processes 
in CARA'IA processes. 
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2.3 Hierarchiczd Long-Memory Processes 
As a more general class of models, we consider hierarchical long-memory processes with 
the following form 
yt = g{Yt-i,at,et), 
where Y t-i = (j/i, t/2r • •-rl/f-i)' is the data vector up to time ( t  —  1), {aj} is a long-memory 
process which may or may not be observed directly, and {£•(} is a Gaussian process with mean 
zero and variance a?, independent of {at}. 
Three special cases of hierarchical long-memory processes—ARFIMA with additive noise, 
long-memory stochastic volatility models and random coefficient models with long-memory 
coefficients—are introduced in the following sections. 
2.3.1 ARFIMA with Additive Noise 
Let 
yt = g{at, St) =at+et, 
where : t  € Z} is an ARFIMA process. Then the observed process {i/t} is a noisy version 
of an ARFIMA. In particular, if the noise {sj} follows a mixture distribution 
St  ~  '  
0; with probability 1 — p, 
iV(0, CTq)? with probability p, 
with a given p € (0,1), then {yj becomes an ARFIMA with additive outliers. It is well known 
that an ARMA plus uncorrected noise is still an ARMA, and more generally an ARMA plus 
ARMA is still an ARA'IA, but this closure does not hold for ARFIMA models. 
The autocovariance function and the spectral density for ARFIMA plus noise are 
7y(/i) = 7ctW + 7sW 
7a(0)+o-^; ifA = 0, 
7q(/i); otherwise. 
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/yM = /oH + AM 
27r |$(e'^)|2 
For the additive outlier model, Cj = pgq. The long memory feature is clearly preserved in this 
where {of} is a long-memory process. Then the observed process {yt} is called a long-memory 
stochastic volatility model. The cases for {at} being an ARFIMA or a semi-Markov long-
memory process are both discussed in the next chapter. Under stochastic volatility models, 
the autocovariance functions for the observed process {j/j} and the transformed process {i/t^}, 
which is a proxy for its volatility, are derived as follows. 
model. 
2.3.2 Long-Memory Stochastic Volatility Models 
Let 
Vt =9{at,St) = 
•yyih) = E{ytyt+h) 
= {Ee°') all{h=o}, 
7y2(/i) = Eiyfyf^^) - {Eyff 
h = 0, 
£.(ga,+a,+h) — {Ey})'^-, otherwise. 
3(Ee2°«) G* - {Ee°"f h = 0, 
< 
£'(gOt+c*t+/i) (j-4 _ (£76°')^ cr^; otherwise. 
Further assume {aj} is a mean-zero Gaussian process, then 
l y { h )  =  
.7a(0)o.4 ^3eTa{0) _ ^ g, 
>-ia{0)^4 ^g-yo(A) _ . otherwise. 
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Since — 1 ~ x for x close to zero, 
g7a( / i )  _  J ^  7o( / i ) ;  as  h  oo.  
Therefore the process {y^} is a long-memory process. The observed process {j/f} is actually a 
martingale difference sequence. The marginal distribution is a mixture Gaussian distribution 
with variance greater than 
2.3.3 Random Coefficient Models with Long-Memory Coefficients 
Let 
Ut = = cxtVt-i + St, (2-l~) 
where {aj is a long-memory process with Ea^ < 1 and {£•(} are iid iV(0, cr?). Then {(/J is 
called a random coefficient AR(1) model with long-memory coefficients. Random coefficient 
models have been studied for short-memory coefficients (Nicholls and Quinn, 1980) but there 
seems to be no literature existing for long memory cases. 
Proposition 2.11 (Brandt, 1986) If the sequence {(af,£"t)} is stationary and ergodic satisfy­
ing —oo < £'log|at| < 0 and £'(log|£'(|)"'" < oo, where = max(0,x) for x £ IR, then {?/(} 
has the unique stationary solution 
yt = XI ( n i 6 Z. (2.18) 
j=0 \fc=o / 
Under the assumption Eaf < 1 and applying the Jensen inequality, we have 
^•oglofl < ^logEa^ < 0. 
Therefore, by Proposition 2.11, the process {i/t} defined in (2.17) is strictly stationary and 
has the unique solution with an infinite moving average representation in (2.18). Let Cj = 
ni=o that is yt = ajSt-j. Assuming the process {yj has finite second moment, the 
autocovariance function of {«/(} can be expressed as 
h I  oo 
l y i h )  =  E  
i=l \j=0 
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In general, the process {yt} does not necessarily preserve the long memory feature of {»«}. 
Preservation depends upon moment conditions for and also the strength of dependence 
in {at}. For instance, the long memory feature will disappear in {i/t} if Eyf < oo because 
l7y(/»)l < E 
j=l \j=0 
1/2 
s ^ n a; t+j 
^J=l 
h 
21 
1/2 
=  ^ 1 1 "  t+j 
1/2 
in which 
=  f  E  + '  ( £  £  1  ( ^ ^ 0 '  
\j=0 J \i=Oki.j 
and 
therefore, for sufficiently large h', 
oo / O. 4 \ oo 
; as ft -> oo. 
£ |7 , (A) I<(0)  eK) '  
h=h- \ e / h=h' 
provided Ea] < 1. 
As another example, assume at = a ~ Beta(/3i,|52); that is the probability density function 
of a is 
The process {j/t} is long memory if /32 < 1 and is short memory if /?2 > 2 because 
.,A 
>/2 
< 00, 
l y{h) = E a 
1 - a2 
Ecu^ < lyih) < E a 
2a(l — a) 
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and for sufficiently large K 
Ea'' = f x^f[x)dx 
J O  
r(/3i+/32) r(ft + ,5i) 
r(/?i) r(/i + /3x + ^ 2) 
r(/3i + 02) {h + Hi- l)''+^i-i/2 
r(/?i) + +/?2 - l)''+/Ji+/^-i/2 
a 
2a(l - q2) 'a 
r(A + /32)r(/32-i) r(/i + /3i-i) 
2r(A)r(/?2) 
r(A + 02) 
V{h 01 + 02 — 2) 
e-''-/'i+2(/i + /3i_2)''+^'-3/2 
2r(A)(/32 - 1) e-''-^^-l^+^{h-\-0i +02- 3)A+/?i+ft!-5/2 
in which the relation r(x) ~ — l)^~^/2 jg uggj for large x. 
In this example, the parameter 02 completely controls the memory property of {»/(}. The 
fact is that 02 controls the amount of probability mass near a = 1 which corresponds to 
the nonstationary case. As 02 —)• 0, the probability mass is shifted toward one, therefore 
producing stronger dependence for the {t/t} process. This argument is similar to the result 
obtained by Granger (1980). Granger showed that the process aggregated from a large number 
of independent AR(1) processes may have the long memory feature. As an example in his paper, 
assuming the squared random coefficient is Beta(/3i,;32), the average of the aggregated process 
is an integrated process with differencing parameter 1 — 02/2. Therefore it is long memory 
when 02 6 (1,2) and is short memory when 02 > 2. For 02 < 1, the aggregated process does 
not have finite variance. 
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3 ESTIMATION 
In the introduction, we have described the possible difficulties for estimating long-memory 
processes, including nasty computation of the autocovariances, numerical imprecision of high-
dimensional matrix inversion, and the problem of high-dimensional integration for hierarchical 
models. In our study, Bayesian analysis is considered to unify both the estimation and predic­
tion problems. 
3.1 ARFIMA(0, </,0) and Related Models 
In this section, the idea of the estimation procedure is introduced in Section 3.1.1. and 
some diagnostics are provided in Section 3.1.2. Then an algorithm is described in Section 3.1.3 
focusing on AIIFIMA(0, rf, 0) processes and ARFIMA(0, d, 0) with additive noise because the 
methodology can be easily extended to other models. In addition, posterior inferences can 
be compared to analytical results in the simplest cases as well as to published simulation 
results for other estimation procedures, which are summarized in Section 3.1.4. The extensions 
for ARFIMA(p, </, 0), ARFIMA(0, d, 9), ARPIMA(p, rf, g) and .ARFIMA(0, rf, 0) with additive 
AR(p) noise can be derived in a straightforward way and are provided in the Appendix B. 
3.1.1 Overview 
We know that ARFIMA(0, d, 0) exhibits long memory and therefore its covariance structure 
is very different from the classical short memory ARMA(p, q) processes. Though all ARM.A. 
processes have geometrically decaying autocovariance functions, certain AltVIA processes have 
autocovariance functions which decay slowly enough to resemble long memory (O'Connell, 
1971). Therefore, our approach is to approximate an ARFIMA(0, d, 0) process by an ARM.A. 
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process with appropriate coefficients which are functions of d. We then use importance sam­
pling to re-weight posterior inferences from the approximate model into the correct posterior 
inferences. More specifically, for the parametric function g{0), the posterior mean is obtained 
as 
where 0 = {d, a"^)' is the parameter vector, olj = (01,02,..., qt)' are the observations from an 
ARFIMA(0, d, 0), po is the posterior under the true ARPIMA(0, d, 0) model, pi is the posterior 
under the approximate ARMA model and c(0 \ a.r) = >Co(0 | a.T)/Ci{01 otj) is the likelihood 
ratio. Assume that {Oj} are independent draws from pi. Then, a Monte Carlo estimate of 
where {c{Oj 10:7-)} are called the importance weights for {Oj}. 
By using the idea of importance sampling and the ARMA approximation, the problem of 
making inference for an ARFIMA(0, rf, 0) model is reduced to the problem of making infer­
ence for the corresponding ARMA model. A good approximation requires that the importance 
weights are as close as possible for all olt and d. Since the importance weight c{01 olt) is a ran­
dom quantity depending on ar, we select the approximating ARMA process by minimizing an 
approximation to the Kullback-Leibler discrepancy, subject to the constraint of equal variance 
for the ARFIMA(0, d, 0) model and the approximating ARMA model. The Kullback-Leibler 
discrepancy is defined by 
where Tt = {j : j = 0, ±1, ±2,..., ±[r/2]} and {ljj = l-KjjT : j £ 'S the set of Fourier 
frequencies. As T ^ 00, minimizing this criterion is equivalent to minimizing the corresponding 
Pi{O\aT)d0 
PO(0|OCT) 
Ei[g{0)c{9\ccT)] 
Fi[c(0|aT)] ' 
Eo[g{0) I otr] is 
E,\g{9)\ccT]= g{ei)c{^i\ocT), 
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integral expression: 
which does not depend on the sample size T.  
In this study, we use p  =  2  and q  =  2 .  Without loss of generality, let var(a/)=l; that is 
= r^{l — rf)/r(l — 2d). Therefore, the coefficients of the ARA'IA(2,2) model, which satisfies 
(1 + diB + a2B^)ot — (1 + are chosen by the optimization criterion: 
(01,02,61,62) = argminZ?(/o,/i), subject to var(Qf) = 1, (3.1) 
where 
_ rHi -d)  I,  
27rr(l-2d)l ^ 
ra2|i + 6ie'- + 62e2-|2 f l lu>)  =  —— : ^5" ,  
27r |l + aie"^-l-02e2"^| 
and r is the scale factor such that var(at)=L The minimization needs to be done only 
once to find the relation between d and the coefficients of the ARMA, which do not de­
pend on the random vector oct or the sample size T. The corresponding coefficients of the 
AR^'IA(2,2) are displayed in Figure 3.1. In Figure 3.1, the four coefficients were evaluated 
at rf = -0.48,—0.46,..., 0.46,0.48 and then interpolated using cubic splines. The case at 
d = 0 corresponds to the independent process for which the coefficients are not identified. The 
relationship between each of these four coefficients and d is quite smooth and linear. 
3.1.2 Quedity of the ARMA Approximation 
Since ARMA is not the only candidate model with a finite state-space representation which 
could be used to approximate ARFIMA, the performance of the ARMA approximation is 
evaluated by making a comparison with another candidate: the truncated AR approximation. 
The truncated AR approximation is obtained by truncating (2.2) at a fixed order p and rescaling 
the white noise variance to get the ARFI^/IA(0, d, 0) process variance. Again, we consider the 
Kullback-Leibler discrepancy as the measure of difference between the approximations and 
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Figure 3.1 The relation between d  in the ARFIMA(0,rf,0) model and the 
coefficients of the approximate .A.RMA(2,2) model satisfying 
(1 -1- a^B -I- a2B^)at = (1 -j- biB -|- b2B^)r}ii. The functions are evalu­
ated at (f = —0.48, —0.46,...,0.46, 0.48, and then interpolated using cubic 
splines. 
the ARFIMA(0,rf,0) processes. The corresponding order of the truncated AR approximations 
which achieves the same Kullback-Leibler discrepancy as our ARMA(2,2) process is displayed 
in Figure 3.2 for various d. The required order is greater than 2000 for d > 0.38 and increases 
extremely fast as d increases. From Figure 3.2, our four-coefficient approximation (depending 
on one parameter) has outstanding performance relative to the truncated AR approximations in 
which more than 35 coefficients are required even for very small nonzero |</|. The performance 
is even more dramatic when |d| increases. In Figure 3.3, the differences between the log spectral 
densities of the approximating process and the target ARFIMA(0, d, 0) are given for the case 
d = 0.4. 
We also evaluate the performance of the importance sampling in the estimation procedure 
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Figure 3.2 The minimal orders of the truncated AR process to achieve the same Kull-
back-Leibler discrepancy produced by our approximate ARMA(2,2) process 
fo r  va r ious  d .  
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Figure 3.3 The difference between the log spectral densities of the approximating processes 
and the target ARFIMA(0,0.4,0) process. 
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through examining the importance weights. The importance weight is the ratio of the likelihood 
Cq under ARPIMA(0, 0) versus the likelihood Ci under the .A.RMA(2,2). The likelihood 
function can be expressed as a product form using one-step predictions and the corresponding 
mean squared errors, that is 
for I = 0,1, where and are the one-step prediction mean squared errors of the best linear 
predictors and under the correctly specified ARFIMA model and the misspecified 
ARMA model, respectively. Therefore, in order to compare the two likelihoods it is equivalent 
to compare the one-step prediction mean squared errors and Bq - dj^'j where 
the expectation is taken under the ARFIMA model. The values of log which are 
nonrandom and independent of cxt, are plotted in Figure 3.4 for different values of d and T. 
The log exponential term in £o(01 O£r)/jCi(01 ar) is random with the expectation 
where the expectation is taken under the ARFIMA model. These values are plotted in Fig­
ure 3.5 for d = 0.05,0.10,...,0.45 and T = 1,2,..., 1000. The small variation in both plots 
indicate small differences between two likelihoods and thus the approximation is good. 
3.1.3 Algorithms 
3.1.3.1 ARFIMA(0, rf, 0) 
Assume {J/i, Y2I • • • i !/T} are observations from an ARFIMA(0, d, 0) process defined in (2.1). 
We model the ARFIMA as an .A.RMA(2,2), 
where {t/u} is iid N(0, r(d)<r^); the coefficients ai, 02, 61 and 62 are obtained from (3.1) 
(displayed in Figure 3.1); and the function r(d) is the scale factor to satisfy the constraint of 
1 
2 I )• 
!/t = Qt, 
{1  a iB-{ •  a2B '^ )oc t  = (1 + -t-62-6^)7/it, 
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Figure 3.4 The log differences between the one-step prediction mean squared errors of the 
ARFIMA(0, d, 0) model and the approximation ARA'IA(2,2) model for d equal 
to 0.05,0.10,..., 0.45 and T = 2,3,..., 1000. 
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0.60 0.85 o.eo O.OS 1.00 1.0S 
f  
(1 unll > 0.001) 
3.3 3.4 3.5 3.6 3.7 3.8 3.0 
(1 unit - 0.001) 
6.0 6.5 7.0 7.5 8.0 
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equal variance. The above AIl^IA(2,2) model {i/t} can be expressed in a state-space form 
Vt = 
where 
ott (62(d), 6i(rf),l)X„ 
Xt  = AXt-i 4- Rri i t ,  
( \ 
xt-2 fo 
\ 
1 0 f o \  
xt-i 
, -4 = 0 0 1 ,  R  =  0 
k ) .0 -a2{d)  -ai(d) J 
(3.2) 
(3.3) 
Let 0  = {d ,  and Xqt = , xt)'- By adding latent variables {x_ I ,  X Q )' to augment 
the data, the joint density of VV, (x_i, zq)' and 0 becomes 
/(yr,x_i,xo,^) = f {YT ,x^ i , xo \9 )Tr{e)  
= f i - ^oT ,x -uXo\d)Tr{e)  
=  |n I 0)| /(a:-i ,  xo I O)Tr(e ) ,  
where 
/(i.,,io|9) = (2.r)-'|Sii|-'/'exp io)'| 
and Ell is the covariance matrix of (z_i,xo)'. Because {xj} in (3.3) is an -A.R(2) process, Sn 
is well known. Assume that the prior has the product form Tr{0) = ir{d)Tr{a^) with 
7r(rf) = 1(_I/2,1/2)('^)I 
7r(£7-2) oc (0-2)-4(0,^,(^2). 
The posterior distribution for 0  can be found via a Metropolis-Hastings algorithm which 
constructs a Markov chain with invariant distribution equal to the target posterior distribution 
by iteratively sampling from the proposal distributions and moving from one state to another 
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state with a specified probability. In particular, it is called Gibbs sampling (Geman and Geman, 
1984) when the proposal distributions are identical to the full conditional distributions. Under 
our setup, the conditional distributions for and (x_i,xo)' satisfy 
+ aiXt - i  +  a2Xt_2 f \  
/Kl^r,x_i,Xo,rf) oc [al) ^ 4(o,oo)K)exp|-^^-5- 2r(d)o-2 
f { l -a l ) {x i i+x l - \ -2x^ iXoax l{ l  +  a2) )  
^ 
X exp • 
2r{d)a l  ] •  
/(i_i,xo| Vr,d,cr^) = f{x^i,x0\xux2,d,al). (3.4) 
The former is proportional to an inverse gamma distribution and the latter is a bivariate normal 
distribution. More precisely, the mean and covariance matrix for equation (.3.4) is 
^[(l_l,Zo) \  X i ,  X2i  — S12S11 
( \ 
Xi 
\ X 2 J  
var[(x_i,xo)'|xi,X2,«^,£^^ = Sii - SnSi/S'ij, 
where Su = var[(x_i,xq)'] and S12 = cov[(x_i, xq)', (xi,X2)']. 
The conditional distribution of d  is nonstandard; it is given by 
f{d\YT,x-i,xo,(T^) oc r{d)-'^^^exp °2art-2) | [ g).(3.o) 
In (3.5), d  is involved in the function r(£/), the coefficients ai(</), a2{d) ,  and also the {xj 
process since = (x_i,Xo, A'qj.)' = where 
/ 
yt _ Yj .  — 
( \ 
x_i 
XQ 
YT 
C = C{d)  =  
1 0 
0 1 
62 61 
\ 
V / 
(3.6) 
62 bi 1 
Because of the complexity of the conditional distribution of d, a Metropolis-Hastings al­
gorithm is used to generate draws of d. The following truncated Gaussian proposal density 
J[d  I  i s  used  fo r  genera t ing  d:  
f ULi i^ t  + or^r-i +a2^t"-2)M , 
J id \d  ) oc exp I 2r(rf('-i))a2 |l(-i/2,i/2)('^), 
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where dS* is the previous draw and 
flj and flj are linearizations of the functions ai(d) and a2{d) at d = and {a,j : i, j = 1,2} 
are the corresponding intercepts and slopes. The proposal J is a good approximation of the 
condi t iona l  d i s t r ibu t ion  o f  d  fo r  two  reasons .  F i r s t ,  the  e f fec t  o f  ignor ing  / ( a :_ i ,xo |^ )  in  J  
i s  neg l ig ib le  a s  T goes  to  oo  ( see  (3 .5 ) ) .  Second ,  f rom F igure  3 .1 ,  the  coef f ic ien t s  ai  and  02  
are almost linear functions of d. This relation makes the local linearizations al and good 
approx imat ions  o f  o i  and  02  fo r  the  en t i re  domain  o f  d .  
The transition rule for the Markov chain is defined as 
d ' ;  with probability S ,  
(f('-i); vvith probability 1 — 
where d '  is a random draw from J{d \  d^ '  ^^) and the acceptance probability is 
:rf-id(.-i))/' 
r pjd 'Ujd^ '  t 
I ' p(rf('-l))J( f-' 
where p{d)  = f {d \YT ,x - i , xo ,a^ ) .  Under this setup, the Markov chain is ergodic since the 
domain of d in J is (—1/2,1/2) and is reversible by the choice of 5. Therefore, the limiting 
distribution of the chain is the target conditional distribution in (3.5) (Hastings, 1970). The 
advantage of this particular choice of J is that this Metropolis-Hastings algorithm becomes 
very easy to implement because J[d\ is Gaussian and also 8 is just a ratio of Gaussian 
densities. In this algorithm, the matrix [C(d)]~^ has an explicit, simple form and there is no 
other high-dimensional matrix inversion involved. 
To sum up, our Markov chain Monte Carlo procedure has the following steps: 
1. Give initial values for d  and <t^. 
2. Generate (a:_i,xo)' from a multivariate normal distribution. 
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3. Generate from an inverse gamma distribution. 
4. Generate d from a Metropolis-Hastings algorithm with a Gaussian proposal (this step 
might be performed several times to reduce the dependence between draws). 
5. Repeat steps 2-4 until the Markov chain converges. 
6. Adjust to the correct inference by importance sampling. For example, the posterior dis­
tribution of g{$) is estimated by the Monte Carlo estimator 
3.1.3.2 ARFIMA(0, d, 0) with Additive White Noise 
Assume the process {yt} satisfies yt = at +£^f, where {aj is an ARFIMA(0, d, 0) process 
defined in (2.1) and {ej is a Gaussian white noise process with variance af, independent of 
{ot}. Using (3.2) and (3.3), {yt} can be modeled as an ARMA(2,2) plus noise process, which 
has the following state-space form: 
y t  = (62> ^1) 1)^Y« +-47 
At = + Rvu-
Let 6 = Because {ij} are unobservable, the likelihood function of the approximat­
ing process is a T-dimensional integral. Therefore, we augment the parameter vector 0 with 
the entire vector Xqj = (i_i, aroi ari,..., xt)'- The joint density of Yt, and 9 becomes 
where f{xt\xt-uXt-2,0) and /(x_i,xo|0) are defined in Section 3.1.3.1, and 
r, 1 f (yi-(62,6l, TO)2] 
•f'"' I 1 M J • 
]][/(x( |xt_i,xf_2,0)|/(x_i,xo|0)7r(0), (3.8) 
t=i  J  
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For the hierarchical case, the priors of the two variance components are chosen to be inverse 
gamma distributions satisfying 
, {c l )  a 
"•("S) « ("S) 
Then, the sampling algorithms for and cr^ in the Metropolis algorithm both follow inverse 
gamma distributions. For the process with noise, the parameter d is not only involved in the 
term f[Xlq-\0) but also /(Ft'| A'or, 0). Therefore, the corresponding Metropolis-Hastings 
algorithm should be modified as follows. First, the term f{x^i,xo\0) is ignored as before. 
Second, for the ith Metropolis step, not only ai(d) and a2{d) are linearized at but 
also bi{d)  and b2{d) .  Denote the corresponding linearizations for a,- and 6,- to be 
a- = + 
b '  =  
where {a,j : i , j  =  1,2} and {b i j  :  i , j  = 1,2} are the intercepts and slopes for the tangent lines 
of a,'s and 6,'s at rf = Thirdly, the value of r(rf) is replaced by The proposal 
distribution J is defined to be a truncated Gaussian distribution satisfying 
Ad I oc exp 'IT'" "'"'''I. (3-9) 
where d  £  (—1/2,1/2). The acceptance probability is defined in (3.7) with p{d)  replaced by 
the  cur ren t  condi t iona l  d i s t r ibu t ion  fo r  d .  
Unlike the ARFI^^IA(0, d ,  0) case, we have to generate the whole latent vector instead of 
(a:_i,Xo)'- The advantage of our ARMA approximation is its finite state-space representation, 
which allows us to draw the entire latent vector in one step via the Kalman smoothing algorithm 
(Koopman and Shephard, 1992). Drawing the entire latent vector at once produces better 
mixing in the Metropolis algorithm and hence faster convergence (Carter and Kohn, 1994). 
.^n extension of this algorithm, in which the noise process is replaced by a short memory 
AR(p) process, is described in Appendix B. 
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3.1.4 Simulation Study 
A simulation study was conducted to investigate the performance of the Bayesian analysis 
using our MCMC algorithm. Four models are considered: ARFIMA(0, rf, 0), ARFIMA(1, d, 0), 
ARFIMA(0, rf, 1), and ARFIMA(0, rf, 0) with additive white noise. Priors for d,(i> and 0 are 
uniform and priors for variance parameters are proportional to l/(variance) for pure ARFIMA 
case and follow inverse gamma distributions for hierarchical case (described in Section 3.1.3). 
We check the frequentist properties of the posterior means, including bias, mean squared error 
(MSB) and the actual coverage based on the 95% credible interval of the posterior distribution. 
The quantities of interest include the parameters rf, 9 and also the future outcome j/r+i-
Although MLE and some appro.ximate MLEs are asymptotically efficient, their small sam­
ple properties may be poor. Sowell (1992) investigated the exact MLE, the approximate MLE 
proposed by Fox and Taqqu (1986), and the estimator proposed by Geweke and Porter-Hudak 
(1983). Sowell's results show that the exact MLE generally performs better than others for 
ARPIMA(0,«/, 0), .A.RPIMA(1, d, 0) and ARPIMA(0, rf, 1) processes. We use the same three 
models as Sowell. Several different parameter values are e.xamined for each model. For each 
process, 500 realizations for ARPIMA(0,d,0) and 100 realizations for other models; each re­
alization has sample size T = 100. For each realization, a Metropolis algorithm with 500 
iterations is run in which the Metropolis step for generating d is repeated 50 times within each 
iteration to reduce the dependence between draws. These chain lengths will not be adequate 
for all problems, but were chosen here to make the simulation study feasible. The initial value 
of d is chosen using the Geweke and Porter-Hudak procedure and the initial values of other 
parameters are chosen by the method of moments. The final inference is made using the values 
only from the second half of the draws in the Metropolis algorithm. 
The first model considered is ARPIMA(0, </, 0). The results are presented in Table 3.1. 
Compared to the results by Sowell, our estimates of d have competitive performance both 
in bias and \/MSE. The posterior mean of d has negative bias for almost all cases which is 
similar to the results for other estimation procedures. The values in parentheses in the v/MSE 
columns are the ratio of the estimated \/MSE for the MLE of d (Sowell, 1992) to the estimated 
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vMSE for the posterior mean of d ,  the ratio of the asymptotic VMSE^ for the MLE of 
to the estimated \/MSE for the posterior mean of cr^, and the ratio of the theoretical v^MSE 
for the best predictor of yioi given yioo (computed with 0 known) to the estimated \/MSE 
for the posterior mean of j/ioi- In addition, the asymptotic \/MSE for the MLE of d is 0.078. 
These ratios indicate the relative efficiency of the posterior means compared with the MLEs. 
Most of the ratios in Table 1 are around one which means our procedure is comparable with 
the MLEs. In particular, the ratios for i/ioi are close to one which indicates our procedure 
has good predictive ability for ARFIMA(0, d, 0) processes. Besides, the actual coverages for all 
quantities are very close to the target coverage 0.95, suggesting that the Markov chains have 
reached equilibrium. 
The second model considered is the ARPIMA(1, d, 0) process. The results are presented in 
Table 3.2. Similarly, the relative efficiency for the parameters are reported in the parentheses. 
Compared to the results by Sowell, the biases in d and 0 in our procedure are competitive with 
those for MLE. However, the VMSE in d and <(> in our procedure are smaller than those for 
MLE for most of the cases, in particular for negative d. The attained coverages of the credible 
intervals are, for the most part, close to the nominal 0.95, though there is a slight tendency to 
undercover in some cases. 
The third model considered is the -A.RFIMA(0, rf, 1) process. The results are presented 
in Table 3.3. For this model, the estimated posterior means have relatively larger biases 
compared with the MLEs but none of the differences is significant. The magnitudes of \/MSE 
are competitive. The attained coverages are not as accurate as for the previous two models. 
This indicates slower convergence of the sampling procedure for ARFI^'LA(0, d, 1), possibly 
caused by the slow mixing of draws for 0. Of course, this can be improved by considering 
longer chains or a higher order ARMA approximation. 
For the fourth model, four cases with different signal-to-noise ratios { p  = 2,5,10 and oo) 
are considered, where p is defined to be the ratio of the variance of the ARFIMA(0, rf, 0) 
process to the variance of the additive noise process. The setup for the Metropolis algorithm 
'The estimated v'MSE for the MLE of was not reported in Sowell's paper, therefore the asymptotic 
\^MSE is used instead. 
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is the same as in the first simulation. The results for d are summarized in Table .3.4. The 
case with p = oo corresponds to pure ARFrMA(0,(/, 0) misspecified as ARFIMA plus noise. 
Generally speaking, for the cases with stronger dependence (|£/| = 0.3, 0.4), the performance 
of the posterior mean of d is improved as the signal-to-noise ratio increases. However, the 
performance among different ratios are similar for the cases with almost independent structure 
(|rf| = 0, 0.1). The tendency holds similarly for cr^ but the magnitudes in bias and \/MSE 
are substantially larger than those cases without noise. It is difficult to estimate cr^ and cr? 
accurately since the two variance components are hardly separated from each other, especially 
when the signal-to-noise ratio is small. The values of cr^ are always underestimated and the 
values of are always overestimated however the overall variance of the process is fairly 
accurately estimated. 
3.2 Semi-Msirkov Processes and Related Models 
The class of semi-Markov processes is useful for describing the phenomenon of regime 
switches because of its piecewise-constant structure. In this section, the semi-Markov process, 
defined in E,xample 2.3 of Section 2.2.2, is considered to model long-memory regime switches. 
The hierarchical version of such processes is also discussed briefly. 
3,2.1 AR(1) with Pareto Sojourns 
Let { t j  :  j  =  l,2...,r} be the index set of observed times, which are equally spaced. Let 
— iUt i  1 J/tj) • • • ? S/tt") Ofj"  = (®ti) 7 - • • i » 
be the observed data vector and 
(1 - ( ^B)w„ = TJn, 
where :  n  € Z} are iid N(0, a^)  and the sojourn times {r„ : ra = 2,3,...} are from a Pareto 
distribution satisfying (2.11). 
Table 3.1 The bias and the root mean squared error of the posterior mean and also the actual coverage 
of the 95% credible interval based on the posterior distribution for AllFIMA(0, (/, 0) process 
(T=100, 500 replications). The values in parentheses are the relative efficiencies of the posterior 
means compared to the MLEs. 
Parameter Bias v/MSE Coverage 
d  d  VT+i d  J/r+i d  yr+i 
-OA 1.690 0.015 0.035 -0.023 0.060 (1.69) 0.239 (1.00) 1.287 (1.00) 0.96 0.95 0.95 
-0.3 1.801 -0.010 0.020 -0.055 0.079 (1.13) 0.254 (1.00) 1.384 (0.98) 0.91 0.94 0.93 
-0.2 1.900 -0.006 0.025 -0.042 0.086 (0.89) 0.284 (0.95) 1.377 (1.00) 0.92 0.95 0.94 
-0.1 1.971 -0.017 0.050 0.044 0.086 (0.92) 0.297 (0.94) 1.354 (1.04) 0.93 0.94 0.96 
0,0 2.000 -0.049 -0.055 0.213 0.074 (1.07) 0.249 (1.14) 1.911 (0.74) 0.98 0.97 0.82 
0.1 1.962 -0.005 0.040 0.014 0.087 (0.77) 0.292 (0.95) 1.357 (1.04) 0.94 0.95 0.96 
0.2 1.820 0.035 0.167 0.462 0.053 (1.52) 0.224 (1.14) 1.305 (1.03) 0.97 0.98 0.98 
0.3 1.519 0.004 0.003 -0.382 0.050 (1.54) 0.178 (1.21) 1.341 (0.92) 0.96 0.97 0.89 
0.4 0.966 -0.029 0.066 0.035 0.058 (1.03) 0.192 (0.72) 1.008 (0.97) 0.98 0.91 0.97 
Table 3.2 The bias and the root mean squared error of the posterior mean and also the actual coverage of the 95% credible 
interval based on the posterior distribution for ARFlMA(l,f/,0) process (T=]00, 100 replications). The values in 
parentheses are the relative efficiencies of the posterior means compared to the MLEs. 
Parameter 
d  c  
-0.3 
-0.3 
-0.3 
-0.3 
0.0 
0.0 
0.0 
0.0 
0.3 
0.3 
0.3 
0.3 
-0.7 
-0.2 
0.3 
0.8 
-0.7 
-0.2 
0.3 
0.8 
-0.7 
-0.2 
0.3 
0.8 
1.801 
1.801 
1.801 
1.801 
2.000 
2.000 
2.000 
2.000 
1.519 
1.519 
1,519 
1.519 
Bias 
0.147 
0.008 
-0.022 
-0.018 
0.019 
-0.141 
-0.044 
-0.021 
-0.044 
-0.255 
-0.069 
-0.015 
0.086 
0.015 
0.000 
0.092 
0.016 
0.021 
0.097 
0.070 
0.067 
0.058 
0.049 
0.108 
0.162 
0.011 
-0.019 
-0.012 
0.051 
-0.142 
-0.055 
-0.020 
-0.005 
-0.257 
-0.081 
-0.020 
yr+i  
-0.083 
-0.147 
0.039 
0.087 
-0.331 
0.025 
0.071 
-0.172 
-0.121 
-0.081 
-0.071 
-0.163 
\/MSE Coverage 
0.191 (1.18) 
0.083 (2.92) 
0.083 (2.23) 
0.074 (1.28) 
0.146 (1.18) 
0.212 (1.11) 
0.137 (0.74) 
0.099 (0.89) 
0.101 (1.53) 
0.337 (0.58) 
0.174 (0.55) 
0.093 (0.96) 
0.333 (0, 
0.265 (0. 
0.258 (0. 
0.322 (0, 
0.294 (0, 
0.270 (1 
0.309 (0 
0.316 (0 
0.255 (0 
0.190 (1 
0.261 (0 
0.281 (0 
77) 0. 
96) 0, 
99) 0, 
79) 0 
96) 0 
,05) 0 
92) 0 
,90) 0 
,84) 0 
,13) 0 
.82) 0 
.77) 0 
211 (1.10) 
120 (2.20) 
119 (1.73) 
068 (0.91) 
130(1.21) 
251 (0.99) 
183 (0.62) 
070 (0.91) 
096 (1.29) 
.351 (0.66) 
.235 (0.53) 
.075 (0.89) 
yr+i 
1.573 (0.85 
1.311 (1.02 
1.294 (1.04 
1.439 (0.93 
1.434 (0.99 
1.779 (0.79 
1.360 (1.04 
1.669 (0.85 
1.359 (0.91 
1.229 (1.00 
1.202 (1.03 
1.344 (0.92 
<P irr+i 
0.97 
0.98 
0.95 
0.94 
0.93 
0.85 
0.92 
0.88 
0.97 
0.86 
0.89 
0.92 
0.85 
0.95 
0.92 
0.92 
0.92 
0.90 
0.95 
0.94 
0.91 
0.96 
0.88 
0.94 
0.96 
0.98 
0.92 
0.93 
0.94 
0.88 
0.84 
0.94 
0.97 
0.82 
0.84 
0.94 
0.89 
0.95 
0.93 
0.91 
0.91 
0.87 
0.97 
0.91 
0.90 
0.92 
0.92 
0.91 
Table 3.3 The bias and the root mean squared error of the posterior mean and also the actual coverage of the 95% credible 
interval based on the posterior distribution for ARF1MA(0, fZ, 1) process (T=100, 100 replications). The values in 
parentheses are the relative efliciencies of the posterior means compared to the MLEs. 
Parameter 
d  0  0  
-0.3 
-0.3 
-0.3 
-0.3 
0.0 
0.0 
0.0 
0.0 
0.3 
0.3 
0.3 
0.3 
-0.8 
-0.3 
0.5 
0.9 
-0.8 
-0.3 
0.5 
0.9 
-0.8 
-0.3 
0.5 
0.9 
1.801 
1.801 
1.801 
1.801 
2.000 
2.000 
2.000 
2.000 
1.519 
1.519 
1.519 
1.519 
Bias 
0.183 
0.454 
-0.036 
-0.057 
0.154 
0.109 
-0.060 
-0.070 
0.006 
-0.017 
-0.053 
-0.040 
- O 
0.165 
0.046 
0.069 
0.112 
0.117 
0.073 
0.123 
0.231 
0.030 
0.047 
0.157 
0.224 
0 
-0.046 
-0.413 
0.019 
0.003 
-0.075 
-0.115 
0.028 
0.007 
0.000 
0.025 
0.058 
-0.063 
yr+i  
0.128 
-0.147 
0.082 
-0.115 
0.087 
-0.364 
0.312 
-0.168 
-0.018 
-0.004 
-0.006 
-0.080 
\/MSE 
0.237 (0.91) 
0.502 (0.45) 
0.120 (0.80) 
0.102 (0.95) 
0.233 (0.96) 
0.218 (0.91) 
0.140 (0.71) 
0.130 (0.62) 
0.131 (1.87) 
0.119 (1.19) 
0.115 (0.77) 
0.105 (0.62) 
- 9 0 
0.388 (0, 
0.278 (0, 
0.337 (0, 
0.322 (0 
0.324 (0 
0.311 (0 
0.342 (0 
0.521 (0 
0.251 (0 
0.268 (0 
0.328 (0 
0.409 (0 
66) 0 
92) 0 
76) 0 
,79) 0 
87)  0 
,91) 0 
,83) 0 
,54) 0 
.86) 0 
.80) 0 
.66) 0 
53) 0 
161 (1.20) 
479 (0.52) 
123 (0.90) 
048 (1.00) 
135 (1.53) 
264 (0.90) 
135 (0.87) 
.050 (0.98) 
• 141 (1.82) 
164 (1.12) 
.126 (0.87) 
.198 (0.24) 
1.362 (0.99 
1.348 (1.00 
1.211 (1.11 
1.399 (0.96 
1.560 (0.91 
1.486 (0.95 
1.676 (0.84 
1.585 (0.89 
1.279 (0.96 
1.192 (1.03 
1,462 (0.84 
1.386 (0.89 
Coverage 
0 
0.73 
0.45 
0.82 
0.71 
0.69 
0.84 
0.85 
0.76 
0.88 
0.86 
0.81 
0.83 
0.84 
0.94 
0.85 
0.86 
0.93 
0.92 
0.91 
0.77 
0.85 
0.91 
0.81 
0.73 
0.71 
0.41 
0.88 
0.82 
0.57 
0.76 
0.84 
0.75 
0.76 
0.91 
0.70 
0.66 
yr+\ 
0.89 
0.92 
0.88 
0.87 
0.89 
0.88 
0.87 
0.84 
0.83 
0.90 
0.80 
0.83 
Table 3.4 The bias and the root mean squared error of the posterior mean of d  and also the actual coverage of 
the 95% credible interval based on the posterior distribution for the ARF1MA(0, f/, 0) plus noise model 
with the signal-to-noise ratio p (T=100, 100 replications). The case with p = 0 corresponds to pure 
ARFIMA(0, d, 0) misspecified as ARFIMA plus noise. 
Parameter Bias \/MSE Coverage 
d  p  =  2  p = 5 /3= 10 p  =  oo  p  =  2  p  =  5  
o
 
11 p  =  oo  p  =  2  p  =  b  /7= 10 p  =  oo  
-0.4 1.690 0.296 0.288 0.283 0.273 0.398 0.390 0.384 0.374 0.99 0.91 0.98 1.00 
-0.3 1.801 0.186 0.190 0.188 0.191 0.303 0.293 0.290 0.293 0.91 0.98 0.93 0.95 
-0.2 1.900 0.163 0.202 0.186 0.189 0.221 0.207 0.190 0.193 0.99 0.98 0.98 0.94 
-0.1 1.971 0.113 0.106 0.116 0.117 0.122 0.112 0.124 0.120 0.94 0.89 0.88 0.94 
0.0 2.000 0.028 0.048 0.045 0.063 0.069 0.083 0.080 0.091 0.93 0.90 0.86 0.95 
0.1 1.962 -0.019 0.058 0.016 0.052 0.062 0.123 0.116 0.112 0.98 0.93 0.95 0.96 
0.2 1.820 0.015 0.029 0.040 0.057 0.132 0.126 0.142 0.123 0.84 0.93 0.83 0.86 
0.3 1.519 0.014 0.026 0.016 0.043 0.121 0.125 0.121 0.120 0.84 0.76 0.72 0.78 
0.4 0.966 0.005 0.013 0.043 0.030 0,089 0.085 0.071 0.064 0.85 0.77 0.72 0.71 
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Set xq  = t2  — t i ,  the time interval between two adjacent observations, to allow no more 
than one transition in each interval. Define M to be the number of distinct values of yt^ in 
Yj. Then the maximal number of transitions given Yt is equal to M or (M— 1) depending on 
TI  <  Xo or TI  >  XQ.  
Define 
Uk = max{y : J/tj, j/jj, - • only have k distinct values}, 
m-i  = 
Uj  =  (Ui ,U2,  
Wj  =  {Wo,Wi ,W2, . . . ,Wjy ,  
= {n,T2,...,Tj+iy, and To = 0, 
where Uk is the lag such that is the last observed time before the A:-th observed transition 
occurs, Wm or W^-i is the ordered set of the distinct values of {yt^ • j = 1,2,..., T} depending 
on Ti < XQ or Ti > XQ. Let the parameter vector 9 = have prior given by 
7r(0) oc 
The joint density of Yt , tm  and 0  is 
f {YT ,rM,0)  = f { rM\YT,9) f {YT\e ) i7{e )  
= f { rM\UM,e) f {WM\0Me) ,  
where 
M 
k=2 
/3-1. 
0X0 ' - ^0, 
0-1 
f in ie )  =  ,  
;  n < x o ,  
f (wo\e )  =  X^=^exp | - i l - ^^M| .  
\/^ 
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Then the full conditional distributions can be derived as 
+ (' - '>')-°°} (3.10) 
•  i f - . 2 - 0 ,  
(n&i - 1)1(|<D); otherwise, 
/(7-Jk|Vr,r,v/(_fc),0) oc (T-fc--rfc_i)~''~Hrit+ifor 7^ 1, (3.12) 
{t2  - n)~^~^l{xo<ri<t„,+i}; if n > aro, 
f[l5\YT,TM,(J 4>) oc 
/(n|VT,'r,vf(_i),0) oc _ _ - (3.13) 
{T2-T1) ^ ^l{o<ri<ro}; Otherwise, 
where T^v/(-Jk) 'S the vector tm without its fcth element. 
Posterior distributions of all unknown quantities are approximated via Gibbs sampling. 
The procedures are described as follows. 
1. Give initial values for r„, 0 and 
2. Generate (p from a rejection algorithm with a Gaussian proposal (ignore \ / l  —  in 
(3.10)). 
3. Generate from an inverse gamma distribution. 
4. Generate f3  from a rejection algorithm. Since (3.11) is a log-concave function therefore a 
bounding function can be found. 
5. Generate from a rejection algorithm. Since both functions in (3.12) (3.13) are defined 
on bounded domains, the maximum can be found to form bounding functions. 
6. Repeat steps 2-5 until the corresponding Markov chain converges. 
3.2.2 Hierarchical Semi-Markov Processes 
Assume that the observed process satisfies 
y t j  =  + St j ,  
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where {at : t  G 2R} is the semi-Markov process defined in (2.3) and {s t ^  : j  € Z} are iid 
N(0,CTj), independent of Unlike the noiseless processes, the number of transitions in 
(0,^x1 is unknown in the hierarchical case. We still set xq  =• — h  and further set M = 
[fx/io] + 1 which is the maximal number of transitions which might happen in (0,^7-]. The 
value of M is fixed through the entire analysis. Let 9 = (o"|,cr^, <^,/3)' with prior t^{0) = 
Tr{cr^)Tr{a^)'ir{<f>, P), where 7r((?i, jS) is defined as before and 7r(o-^) and <r(o'^) are inverse gamma 
distributions satisfying 
T(o-r) oc (crfj 
oc (<7^) 
Since the states Wm and the sojourns are both unobservable, we consider the following 
joint density 
f { Y T , W M , T M , e )  =  f { Y T m f , T M , 9 ) f { W M , T M , e ) 7 r { 9 )  
= I n T-fcitufc-i, Tfc-i, 9) 
where 
/(ft,!--,.,,.®) = 1. 
f {wk ,Tk \wk- i ,Tk- i ,9 )  =  f{wk\wk- i ,9 ) f { rk \Tk^ i ,9 )  
- ^ f iwk-^ywk-if] /?Jo 
for k ^ I. The conditional distributions for (f>, and /? are essentially the same as before. 
Other conditional distributions are derived as follows. 
/ (cr^ I Y t ,  W^ f ,  TM, ^ (-^?)) « (^2)-r/2-2g^p 
f (wk\YT,WM(-k),TM,9) oc exp|-^5^(t/f^ - u;fc)2l{^(^^)=fc}| 
for Ml, 
f {rk\YT,WM,TM(-k),0) « |ny(yf,kN(.,))l{Af(0)=*:,A:-l}| (n--T-fc_i) ^ ^ 
X(77:+i — Tk)  ^{Tfc_i+io<Tjt<Tfc+i—xo}i 
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where Wivf(-fc) is the vectors Wji^ without its fcth element, ^(_(,|) is the vector of 0 without 
the element <j3, and so on. The conditional densities for Wi and n require modification. 
In the Gibbs sampling, can be generated from an inverse gamma distribution and Wk can 
be generated from a Gaussian distribution. The conditional density of rjt is a piecewise convex 
function defined on a finite interval. A bounding function can be constructed by connecting 
the two ends of each convex function for all pieces. Hence, a rejection algorithm can be used. 
A similar algorithm can be applied directly to other hierarchical semi-Markov processes 
with the form: gi{yt) = ff2(<*f)53(^t-i) e.g., stochastic volatility model associated 
with a long-memory semi-Markov process in volatilities (Hsu and Breidt, 1997) or the random 
coefficient model. 
One drawback for regime switching models is that, in the estimating procedure, it takes 
a long time to achieve convergence because {r„} mixes slowly in the Markov chain sampler. 
Therefore, as the number of observations increases the implementation becomes inefl[:cient due 
to the slow convergence. 
60 
4 MODEL CHECKING AND DL4GNOSTICS 
4.1 Long Memory Feature Checking 
As mentioned in the introduction, there are several heuristic methods for detecting the 
existence of long memory features. One is to calculate the sample autocovariances to see how 
s lowly  the  func t ion  decays .  The  o ther  too l  i s  to  ca lcu la te  the  resca led  range  s ta t i s t i c  R/S  
defined as Rt/sj with 
which is proved by Mandelbrot (1975). Therefore, if the slope is greater than 1/2 in the log-log 
plot of R/S versus T, the long memory feature might exist. The other useful graphical tool 
for long memory checking is the log-log plot of var(y'r) versus T. For long memory processes, 
var(yr)=0(r'^~^) for some S G (0,1) which is larger then 0{T~^) in short memory cases. 
Therefore, the slope greater than —1 in the log-log plot of var(yT) indicates long memory. 
In addition, the log-log plot of the periodogram ordinates versus the Fourier frequencies 
and the log-log plot of the sample autocovariances versus the time lags are also useful for 
detecting long memory. 
max i<t<r 
where yj — T  ^ 12j=i Vt is the sample mean and st is the sample standard deviation. For 
suf f ic ien t ly  l a rge  va lues  o f  T,  
log£'(/?x/sT) « a -t- ^logT, for some S  € (1/2,1), 
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4.2 Goodness of Fit 
Given a model, the goodness of fit can be examined by comparing the observed data to the 
posterior predictive distribution via simulation. Simply speaking, the idea is to simulate many 
replications (with the equal sample size as the observed data) from the assumed model with 
either known or estimated parameters. The characteristics of the observed data are compared 
to those of the simulated replications with respect to some chosen statistics in order to detect 
differences between the given model and the data set. The existence of discrepancies indicates 
model failure. 
In our application, we use several different statistics to check the goodness of fit, including 
the sample autocovariances, sample kurtosis and skewness and prediction mean squared errors. 
The autocovariances are useful for checking the consistency of dependence structures be­
tween the assumed model and the observed data. Hosking (1996) shows that the sample 
autocovariances and autocorrelations under ARFIMA have a negative asymptotic bias, the 
magni tude  of  which  depends  on  the  long  memory  paramete r ,  t ha t  i s  Ec[h)  - " ( {h)  ~  
and Er{h) — p{h) ~ as T —)• oo where d is the fractional differencing parameter. 
•y{h)  and p{h)  {c (h)  and r(/i)) are the (sample) autocovariance and the (sample) autocorrela­
tion at lag h, respectively. Attempts to adjust for this bias may be difficult due to parameter 
estimation uncertainty and finite-sample deviations from the asymptotic values. Posterior pre­
dictive checking provides another way of assessing the fit of the autocovariance structure, which 
handles parameter estimation uncertainty without appealing to asymptotic arguments. 
Besides the long memory feature, the kurtosis and skewness are useful in checking the 
normality assumption. Prediction mean squared errors are checked to look for important 
failures in modeling the short memory dependence structure. 
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5 APPLICATIONS 
We illustrate the methodology by fitting a long-memory model to the famous Nile River 
data, and long-memory stochastic volatility models to the Center for Research in Securities 
Prices value-weighted market index data, using both an ARFIMA and a semi-Markov process. 
5.1 Nile River Data 
The Nile River data are yearly minimum water levels as measured at the Roda Gauge near 
Cairo (Beran, 1994). The data set, which contains 663 observations for the years 622AD to 
r284AD, is displayed in Figure 5.1. In Figure 5.2, the log-log plot of the sample autocorre­
lations versus time lags shows the slow decay suggestive of long memory. In Figure 5.3 and 
Figure  5 .4 ,  the  es t imated  s lope  i s  0 .985  in  the  log- log  p lo t  o f  the  resca led  range  s ta t i s t i c  R/S  
and the decreasing tendency appears near zero frequency in the log-log plot of the periodogram 
ordinates versus frequencies. Both strongly suggests long memory. However, in Figure 5.5, the 
slope is estimated as —0.991 in the log-log plot of var(y7-) versus T shows no evidence of long 
memory. 
Table 5.1 The posterior mean and quantiles of parameters in ARFIMA(0,rf,0) model for 
the standardized Nile River minimum water levels. The values in parentheses 
are the posterior standard deviations. 
Parameter Posterior 
Mean 
Quantile 
2.5% 25% 50% 75% 97.5% 
d  0.394 (0.030) 
0.626 (0.036) 
0.334 0.373 0.393 0.416 0.457 
0.563 0.601 0.624 0.648 0.698 
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Figure 5.1 The yearly minimum water levels of the Nile River at the Roda Gauge for the 
years 622AD to r284AD. 
We considered an ARFIMA(0,(f,0) model for the standardized data (the data are centered 
about the sample mean and divided by the sample standard deviation). Five parallel Markov 
chains with widely spread initial values were run independently in which the Metropolis step 
for generating d is repeated 50 times to complete one iteration. The convergence was checked 
by monitoring the values of \/fl (Gelman and Rubin, 1991) based on the five independent 
chains. As shown in Figure 5.6, the values converge to one within 200 iterations to suggest the 
Markov chain converges extremely fast. Figure 5.7 shows that the draws within one chain are 
nearly uncorrelated, indicating good mixing in the Metropolis-Hastings algorithm. The final 
posterior inferences were made based on a total number of 2500 draws from the five Markov 
chains after the first 500 iterations. The posterior means, standard deviations and quantiles for 
d and <7^ are summarized in Table 5.1. These results are consistent with the results obtained 
by Beran (1994, §6.1), in which the estimate of d from Whittle's approximation is 0.40 with 
the 95% confidence interval (0.34,0.46). The estimated marginal posterior distributions are 
displayed in Figures 5.8 and 5.9. 
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Figure 5.2 The log-log plot of the sample autocorrelations versus time lags for the Nile 
River data. The solid line is the least squares fit with slope —0.533 which is 
smaller than —1 for the short-memory processes. 
CM-
log (T) 
Figure 5.3 The log-log plot of the rescaled range statistic R / S  versus T  for the Nile River 
data. The solid line is the least squares fit with slope 0.985 and the dotted line 
is the reference line with slope 0.5 for short-memory processes. 
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Figure 5.4 The log-log plot of the periodogram ordinates versus frequencies for the Nile 
River data. The decreasing tendency near zero frequency shows long memory. 
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Figure 5.5 The log-log plot of var(yT) versus T  for the Nile River data. The solid line is 
the least squares fit with slope -0.991 and the dotted line is the reference line 
with slope —1 for short-memory processes. 
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Figure .5.6 The values of for d  and ct^ based on five independent Markov chains with 
length 2n. 
Figure 5.7 The autocorrelations between draws in the Metropolis-Hastings algorithm for 
d (denoted by o) and (denoted by x). Horizontal reference lines are the 
Bartlett bounds ±1.967"^/^ for testing significance of estimated autocorrela­
tions. 
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Figure 5.8 The estimated marginal posterior density of the parameter d  (solid line) in the 
ARFIMA(0,rf,0) model for the Nile River data. The dotted line indicates the 
analytic result. 
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Figure 5.9 The estimated marginal posterior density of the parameter (t^ (solid line) in 
the ARPIMA(0,rf,0) model for the Nile River data. The dotted line indicates 
the analytic result. 
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Under the ARPIMA(0,d,0) model, the goodness of fit is checked by comparing the sample 
autocorrelations, the sample kurtosis and the prediction mean squared errors for the Nile 
River data to the corresponding statistics for simulated data. The results are summarized 
in Figure 5.10-5.12. In Figure 5.10, the 90% and 95% pointwise posterior prediction band 
for the sample autocorrelations is calculated based on 2500 simulated replications (each has 
sample size equal to 663) and superimposed on the sample autocorrelations of the real data. 
The sample autocorrelations are inside both bands. The same simulated datasets are used for 
other statistics. In Figure 5.11, the kurtosis based on the Nile River data is equal to 3.11. 
Comparing to the predictive distribution of the kurtosis based on the simulated replications, 
the probability that the simulated data could be more extreme than the observed data is 
p = 0.20. The predictions were checked for another hundred years (r285AD-1400.A.D). These 
data are actually recorded (Tousson, 1925) except six data points are missing. Combining 
these extra data, the total of prediction squared errors for the years r286AD to 1400.A.D based 
on the real data is equal to 113.03. Comparing to its posterior predictive distribution based 
on the simulated data under the model, displayed in Figure 5.12 (in which the probability for 
values greater than 500 is shown in one category), the probability that the simulated data 
could be more extreme than the observed data is p = 0.52. All three diagnostics show no 
evidence of model failure. 
The performance of the ARJMA approximation can be assessed in two ways. First, the 
importance weights {cj : j = l,...,/v} would be equal to one if the approximating process 
was exactly equal to the true process. Thus, the quantity Cj = log cj — log ^  cj + log K should 
be near zero for good approximation. In this example, the histogram of the relocated log 
importance weights {cJ}, displayed in Figure 5.13, is centered around zero (slightly to the left 
because of the log transformation) and has only few e.xtremes. 
Second, for this two-parameter model, we can actually calculate the joint posterior an­
alytically under the ARFIMA(0,<f,0) model and compare with the joint posterior under the 
approximating ARMA(2,2) model. We evaluate the joint density /{Yt, 0) on a grid of (d, cr^) 
under each model. After the appropriate normalization, the contour plots for the posterior 
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Figure 5.10 The sample autocorrelations of the Nile River minimum water levels. The 
dotted lines and the dashed lines are the 90% and 95% pointwise prediction 
bands based on 2500 simulated datasets under the estimated ARFIMA(0,c/,0) 
model. 
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Figure 5.11 The kurtosis based on the Nile River data compared to the predictive dis­
tribution of those based on 2500 simulated datasets under the estimated 
ARFIMA(0,(Z,0) model. 
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Figure 5.12 The total of prediction mean squared errors based on the Nile River data for 
the years r285AD to 1400AD compared to the predictive distribution of those 
based on 2500 simulated datasets under the estimated ARPIMA(0,d,0) model. 
densities under each model are displayed in Figure 5.14. From Figure 5.14, the two joint pos­
teriors have very similar shape. But the posterior based on the appro-ximating .ARMA(2,2) 
model is less flat and the parameter space supporting most of the probability is slightly shifted 
to the left with respect to the ARFIMA(0,</,0) model. However, the marginal posteriors after 
the application of importance sampling, displayed in Figure 5.8 and 5.9, are shifted back to 
the correct location. 
Similarly, the posterior distributions can be computed for the truncated -AR(p) approx­
imations. The contour plots of the corresponding posteriors under several choices of p for 
the Nile River data are also shown in Figure 5.14. Clearly, the shape of the posterior densi­
ties are destroyed. Although the truncated AR(p) model converges to the ARFIMA(0,<f,0) as 
p —)• GO for any fixed d, the convergence rates are substantially different for different values of 
d. That is why the corresponding contour plot is e.xtremely distorted for every choice of fixed 
p. Thus, the ARMA(2,2) approximation performs extremely well relative to the truncated AR 
approximations, even for very large p. 
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Figure 5.13 The histogram of the relocated log importance weights {cj} for the Nile River 
data. 
5.2 Long-Memory Stochastic Volatility in Stock Returns 
The data are the daily returns (first differences of log prices) for the Center for Research in 
Securities Prices (CRSP) value-weighted market index starting on the first trading day of July 
1962 and ending on the last trading day of December 1987. For illustration purposes, day of 
the week and month of the year effects and serial correlation in the mean, which account for 
a very small proportion of the overall variation in the data, have been removed by regressing 
on dummies and filtering with an AR(1). The resulting 6408 filtered observations, denoted 
{j/t}, are displayed in Figure 5.15. The sample autocorrelations of {log i/^^} in Figure 5.16 show 
evidence of slowly-decaying nonlinear dependence. 
One way to describe this dependence is with a long-memory stochastic volatility model 
(Breidt, Crato and de Lima, 1994): 
y t  = crexp(Q;(/2) St ,  
where {5(} are iid iY(0,1) and {ot} is a long-memory process. We consider two types of models 
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Figure 5.14 The contour plot of the joint posterior density for the Nile River data under 
the the ARFIMA(0,rf,0) model, the approximating ARMA(2,2) model and the 
truncated AR(p) models. 
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Figure 5.15 The daily returns data for the value-weighted CRSP market index from July 
1962 to December 1987. The smoothed volatilities from the SV model incor­
porating an ARFIMA are superimposed on the CRSP data. The observation 
1/6355 = —0.17, which corresponds to the October 1987 market crash, has been 
truncated. 
for {oj: one is an ARFIMA related model and the other is a regime switching model. 
5.2.1 ARFIMA and Related Models 
Assume 
(1-B)% = T)t, 
where { r j t }  are iid iV(0, independent of {ej. After the log squared transformation, the 
series has the linear representation 
z t  =  \ogyf  =  fx +  a t+St ,  
where n = logtr^ + E{log6^) and s '  = logSt  - E{ \ogSt ) .  The distribution of ej" is a centered 
logXi {ESf = 0) which can be accurately appro.Kimated by a given mixture Gaussian distri­
bution with seven components (Kim, Shephard and Chib, 1996) shown on Figure 5.17. By 
T" 
0 50 1^ 
Lag 
150 
Figure 5.16 The sample autocorrelations of the log squared value-weighted CRSP data. 
The fitted autocorrelations (solid line) under the SV model incorporated with 
an -A.RFIMA(0,rf,0) are superimposed. The dotted lines and dashed lines 
are the 90% and the 95% pointwise posterior prediction confidence bands, 
respectively. 
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Figure 5.17 The densities of logx? and the mixture Gaussian approximation. 
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treating the mixture Gaussian distribution as the exact distribution for e", the transformed 
process {zt} become an ARFIMA(0, rf, 0) with additive mixture Gaussian noise. Define the 
vector of indicators Wt = {wa, Wt2, • -wn)' where Wtk is one if the Ar-th component is selected 
in the mixture distribution and is zero otherwise. As a result, Wt follows a multinomial distri­
bution. To modify the algorithm for the mixture noise, the set of independent latent vectors 
{wi,w2,..., tcr} was introduced to indicate which Gaussian component in the mixture distri­
bution was selected. Given {tOt}, the algorithm in Section 3.1.3.1 can be applied directly and 
the extra vectors {ujj : t = l,2...,r} can be drawn independently from the corresponding 
f { w t \ Z t , a t , 9 )  w h i c h  i s  a  m u l t i n o m i a l  d i s t r i b u t i o n  f o r  e a c h  t  .  
In this application, we actually use 0 = (</,/zq)' where /xq = (1 + b i { d )  +  62(d))~V 
rather than other parameterizations because it produces a Markov chain with better mix­
ing in the Metropolis-Hastings algorithm. The importance weight c{6j) is proportional to 
Po{cxT\0j)/piioiT\9j) where at = (oi, Q!2> •••» <>()') Po pi are the sampling distributions 
under ARPIMA(0,«/,0) and the approximating ARMA(2,2) respectively. For these high dimen­
sional data, the values of po{a.T\Oj) can be approximated by truncating the AR(oo) represen­
tation of an ARFIMA(0,rf,0) process in Equation (2.2), thus avoiding the direct inversion of a 
6408-dimensional covariance matrix. That is, we approximate 
As in the first example, the convergence of the Markov chain was checked which was 
achieved much slower than the situation in the first example because of the high-dimensional 
parameter space. Finally, the inference was made based on a total number of 5000 draws from 
five independent chains after the first 1500 iterations. The results are shown in Table 5.2. The 
smoothed volatilities, which are the posterior means of {o"exp(Qj/2)}, are superimposed on 
the value-weighted CRSP data in Figure 5.15. 
6408 
P0(a6408|^) = Po(otioool^) n Po(af|Q:t_i,0), 
<=1001 
by 
6408 f t - l  
Po(otiooo|0) n -(2tr2)-M 
f = 1 0 0 1  \ j = o  
76 
Table 5.2 The posterior mean and quantiles of parameters in the SV model incorporated 
with an ARPIMA(0,</,0) for the value-weighted CRSP market index. The values 
in parentheses are the posterior standard deviations. 
Parameter Posterior 
Mean 
Quantile 
2.5% 25% 50% 75% 97.5% 
d  
a  X 10^ 
0.466 (0.010) 
0.267 (0.018) 
6.731 (0.786) 
0.447 0.460 0.462 0.480 0.480 
0.237 0.267 0.269 0.272 0.309 
5.319 6.076 6.448 7.663 7.968 
Similarly, the goodness of fit of the assumed model is checked by comparing the sample 
autocorrelations of {logi/^} based on the observed data and 5000 simulated replications from 
the assumed model. The 90% and 95% pointwise prediction bands and the posterior means 
for the sample autocorrelations based on the simulation is superimposed on the actual sample 
autocorrelations shown in Figure 5.16. Obviously, the sample autocorrelations based on the 
observed data are larger than those expected from the assumed model, in particular at small 
lags. This indicates that more short memory structure should be added. 
Therefore, we consider an ARPIMA(0,£Z,0) with additive .AR(1) model for {qj} to increase 
the short range dependence. The model is then 
oit = 
(1 - B)'^ocu = 
(1  -
where {T/t} ~ 7V(0,CT2), ^ Ar(0, is independent of The resulting inference is 
summarized in Table 5.3. The values of d are slightly smaller than the first assumed model, 
however 4> is very close to one providing another source of persistence for the short range 
dependence. 
Similar diagnostics for model checking based on the sample autocorrelations are done 
and displayed in Figure 5.18, which shows that this model has better fit than the pure 
ARFIMA(0,rf,0) model, in particular for the short range dependence. The kurtosis and the 
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Table 5.3 The posterior mean and quantiles of parameters in the SV model incorporated 
with an ARFIMA(0,rf,0) plus AR(1) for the value-weighted CRSP market index. 
The values in parentheses are the posterior standard deviations. 
Parameter Posterior 
Mean 
Quantile 
2.5% 25% 50% 75% 97.5% 
d 
4> 
''I 
a  X 10^ 
0.468 (0.010) 
0.905 (0.016) 
0.247 (0.006) 
0.056 (0.006) 
6.412 (0.437) 
0.456 0.4.59 0.462 0.478 0.479 
0.874 0.893 0.905 0.917 0.934 
0.227 0.243 0.243 0.250 0.256 
0.045 0.051 0.055 0.060 0.069 
5.465 6.120 6.397 6.687 7..300 
skewness of {log i/t} are checked and summarized in Figure 5.19 and Figure 5.20. Both observed 
values are reasonable under the assumed model. 
Clearly, the autocorrelations are underestimated under either model. One possible reason 
is that the variance tends to be underestimated (as we found in the simulation study). 
Another e,xplanation is that the process is not stationary, then non-stationary models (e.g., 
random walk) might provide better fit. 
5.2.2 Regime Switching Semi-Markov Models 
Assume 
a t  = W n ( C ) I  
which defined in (2.4) with AR(1) states and Pareto sojourns as described in E.\ample 2.3 in 
Section 2.2.2. Only the first 1000 observations of the CRSP data are used. 
The algorithm described in Section 3.2.2 was used consisting 3000 iterations in Gibbs 
sampler. By comparing several independent chains, we decided the convergence is achieved 
after 1000 iterations and used the rest of the chain to estimate the posteriors. Posterior 
means and quantiles are shown in Table 5.4 and the smoothed volatilities for this model are 
superimposed on the observed data shown in Figure 5.21. 
0 50 100 150 
Lag 
Figure 5.18 The sample autocorrelations of the log squared value-weighted CRSP data. 
The fitted autocorrelations (solid line) under the SV model incorporated with 
an ARFIMA plus AR(1) are superimposed. The dotted lines and the dashed 
lines are the 90% and the 95% pointwise posterior prediction confidence bands, 
respectively. 
5.2.3 Comparisons and Summary 
The posteriors for the long-memory characteristic, d  in Table 5.2 and Table 5.3, 1 — ( 3 / 2  
in Table 5.4 are all massed far away from zero, showing strong posterior evidence that the 
volatility of the CRSP index has long memory from both model specifications. The smoothed 
volatilities in Figure 5.15 for the ARFIMA model seem to track even small variance changes. 
In Figure 5.21, on the other hand, the volatilities are relatively smooth and some regimes can 
be clearly identified. 
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CO 
o 
p=0.73 
"L 
7 
Kurtosis 
Figure 5.19 The kurtosis based on the log squared value-weighted CRSP compared 
to the predictive distribution of those based on simulated datasets under 
ARPIMA(0,rf,0) plus AR(1) model. 
p=0.13 
<0 jzl 
o 
-1.4 -1.3 -1.2 -1.1 
Skewness 
Figure 5.20 The skewness based on the log squared value-weighted CRSP compared 
to the predictive distribution of those based on simulated datasets under 
ARFIMA(0,(f,0) plus AR(1) model. 
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Table 5.4 The posterior mean and quantiles of parameters in the SV model incorpo­
rated with a semi-Markov process for the value-weighted CRSP market index 
{T = 1000). The values in parentheses are the posterior standard deviations. 
Parameter Posterior 
Mean 
Quantile 
2.5% 25% 50% 75% 97.5% 
/? 
1 - /3/2 
a X 10^ 
1.046 (0.032) 
0.477 (0.016) 
0.131 (0.291) 
1.561 (0.501) 
4.366 (0.692) 
1.006 1.022 1.038 1.062 1.125 
0.438 0.469 0.481 0.489 0.497 
-0.469 -0.073 0.1.53 0.350 0.637 
0.813 1.198 1.476 1.848 2.7.35 
3.162 3.873 4.243 4.796 5.831 
200 400 600 
Time 
800 1000 
Figure 5.21 The smoothed volatilities from the stochastic volatility model incorporating 
a long-memory semi-Markov process, superimposed on the value-weighted 
CRSP data for T = 1000. 
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6 CONCLUSIONS 
6.1 Summary 
The long-memory feature of data has been well-known in many sciences, especially in the 
physical sciences and increasingly in economics and finance. Many useful models have been 
proposed over the years. For more complicated models (e.g., hierarchical long-memory models) 
however, most existing estimation procedures (e.g., MLE type estimations) involve intensive 
computations due to the comple.xity of the underlying covariance structure and also suffer 
from convergence problem. Therefore, searching for more feasible and time-efficient estimation 
procedures is necessary and important for practical applications. 
In this thesis, a new Bayesian approach is proposed to make inference for ARFIMA related 
long-memory processes. An ARFIMA(p, d, q) process is approximated by an ARMA(p4-2, q+'2) 
process in a Metropolis-Hastings algorithm, and importance sampling is used to correct for the 
approximation. Moreover, the approximation can always be improved by increasing che order 
of p and g for the ARMA process. Compared to the previous Bayesian approach (Pai and 
Ravishanker, 1996), this new algorithm is fast since most of the complicated computations are 
eliminated. In addition, the Markov chain in the Metropolis-Hastings algorithm achieves its 
equilibrium faster in our approach since the problem has been simplified to a short-memory 
ARMA process. 
The other advantage of our method is that the algorithm allows for a number of model 
extensions, such as the case of ARFIMA(0, d, 0) plus short-memory AR(p) noise. In particular, 
it handles the case of additive noise, which need not be Gaussian (e.g., mixture Gaussian in 
the second example of Chapter 5). This allows for the treatment of additive outlier models as 
well as the transformed stochastic volatility model. The same idea of the approximation can 
82 
also be applied to multivariate ARFIMA(0, rf, 0) processes. 
Since we are also interested in the performance of our estimation method under repeated 
samples, the methods of frequentist statistics are considered to justify the resulting Bayesian 
inference. Under the frequentist criteria of bias and MSE over repeated sampling, the posterior 
means are found via a simulation study to be competitive with e.xact MLEs for small samples 
of ARFIMA(0,</, 0), ARFIMA(1, rf, 0) and ARFEMA(0, d, 1) processes. The method also has 
good ability of prediction, producing point predictors with prediction MSEs close to the best 
possible with known parameters. 
Another contribution in this thesis is the study of the second order properties for the class 
of semi-Markov processes. The general forms of the autocovariance function and the spectral 
density associated with a stationary semi-Markov process are derived. The memory property of 
these processes, which only depends on the tail behavior of the distribution of sojourn times, is 
also investigated. In particular, a class of semi-Markov long-memory processes constructed by 
a discrete-time AR process for the states and a Pareto distribution for the sojourns is studied. 
A Markov chain Monte Carlo approach to Bayesian inference for this particular class and its 
related processes is also provided. 
Another class of short-memory semi-Markov processes constructed by an AR process for the 
states and an exponential distribution for the sojourns is also discussed. This class has a close 
relation to the continuous-time ARMA processes in terms of similar second order properties. 
In addition, the embedding issue is discussed for this class of semi-Markov processes relating 
to their underlying AR processes. 
6.2 Further Research 
The estimation methodology described here can be generalized to multivariate settings. 
The generalization for the multivariate ARFIMA(0, d, 0) with diagonal form is straightforward. 
The extension for the non-diagonal situation is still under investigation. 
Another interesting application of our method is to the common long-memory component 
models. In unpublished work, Ray and Tsay (1997) have proposed test procedures for identify­
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ing multiple time series with common long-memory components, but the question of estimating 
that component is open. 
Several modeling issues warrant further investigation. In particular, long-memory models 
with time-varying long-memory characteristics might be of interest. For example, the differ­
encing parameter itself could be modeled as a stochastic component in an ARFrMA(0, rf, 0). 
Since d should be inside the range (—1/2,1/2) for a causal invertible ARFIMA(0, rf, 0), there 
will be constraints on parameters which will need to be investigated to ensure the stationarity 
of the resulting process. It is also interesting to study what features can be produced under 
this model and its relation to the random coefficient models with long-memory coefficients. 
Another modeling issue is to compare the multiplicative long-memory models and the 
additive long-memory models which are explained as follows. A multiplicative model is con­
structed through composition of the short memory operators (i.e., AR filter and MA filter) 
and the fractional differencing operator, e.g., ARPIMA(p, d, 9) models. Under this multiplica­
tive construction, the log spectral density of the resulting process is a weighted sum of the 
log spectral densities of the AR component, MA component and the fractional differencing 
component. However, its autoco'/ariance function is quite complicated to derive due to the 
non-trivial operator compositions. In contrast, it might be more natural to consider additive 
models which consist of short-memory components and the fractionally integrated noise com­
ponent. Under this additive construction, the resulting autocovariance function is simply the 
sum of the autocovariance functions of the components. Therefore, the relation between the 
constructed process and its building blocks is established through the dependence structure in 
the time domain directly instead of through the spectral density in the frequency domain as in 
the multiplicative cases. Both constructions can produce a variety of dependence structures. 
Their common features and individual specialties are worthy of further investigation in order 
to provide more strategies for modeling long-memory processes. 
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APPENDIX A PROOFS 
Proof of Theorem 2.1: Under Assumption 2.1 (Al), 
Eckt = Ews{t) — 0, 
E { a s a s + t )  = £'£'[u7^(,)U;jv(, + t)|Ar(s),iV(s + f)] 
00 OO 
= 51 X] E {wkWkJrh) P  [iV(s) = k ,  N { s  + f) = ^' + /i] 
h=0 k=0 
OO f 1 
=  E  ^  E  ^  + t )  =  k + h ] \ ,  
h=0 U-=o J 
where 
^  P  [iV(s) = Ar, N { s  +  0 =  f c  +  /i] 
Jt=0 
OO 
= E ^  [iV(s + f) = fc + /i I iV(s) = A:] P [ N { s )  =  Ar] 
k=0 
k-\-h 
S ( s ) +  Y 1  T i < t < B { s ) +  Y i  
t=:jt+2 i=:k+2 
= 
A-=0 
OO 
P[iV(5) = k ]  
= X! ^  [^(«) + -^A-i <  t  <  B { s )  +  5,,] P [ N { s )  =  k ]  
k=0 
=  P  [ B i s )  +  S k - i  <  t  <  B { s )  +  5 / , ]  I E  P [ N { s )  =  A : ] }  
ljt=o J 
= P[fi(s) + Sh-i < t < B{s) + 5/i], 
and S h  is distributed as the /i-th convolution of F  and is independent of B { s ) .  Under Assump­
tion 2.1 (A2) and (A3), the distribution of B{s) is G which is independent of s (Lemma 2.1) 
and therefore E{asa3+t) Is also independent of s. Hence, the process {cvf} is weakly stationary 
with the autocovariance function 
j a i t )  =  E { a s a , + t )  
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OO 
=  n  lw{ h ) P [th. <  t  <  r/i+i] 
h=Q 
= ^ l ^ ( h ) P [ N [ t )  =  h ] .  
h=0 
Moreover, if the process is uncorrelated, then 
l a { t )  = 7u,(0)P[iV(0=0] 
= 7u/(0)P[7-i > i] 
= 740)(1-G(i)). 
• 
Proof of Theorem 2.2: Under Assumption 2.1 (.A.1'), Eat = Ew^^t) = 0. For any k e 7L^, 
the joint characteristic function of (orj,, ajj, • • •, is defined as 
= Eexp {/(Aiort, + A2at2 H h >^katk)} 
= E£'|exp{j(Aiu;,v( to  + A2w;Af,tj) H + Afcu;,v( r * ) ) }  i V ( f 2 ) ,  •  • i V ( f f c ) |  
OO OO 
=  L  E  - E S  { e x p { « ( A i t / ; A j  +  X 2 W i n ^ f i 2  " I  i -  ^ k ^ h i + h i - i — i - a * ) } }  
h/c^o hff—i—0 /ix=0 
xP[iV(fi) =  h i , N { t 2 )  =  h i  +  h 2 ,  •  •  • , N { t k )  =  h i  h 2  +  1- ^jk]. 
Since {wn} is strictly stationary from (Al'), the joint characteristic function ...h^+...+hk 
of {whi,win+h2r • •i'^hi+h2+—+hky is independent of hi. Then the previous equation can be 
simplified as 
OO OO 00 
= E E -E 
/ifc =0 />*_ I =0 Aa =0 
X < ^ P[A''(ii) = hi,N{t2) = hi + h2, • • - jNltk) = hi + h2 + h /it] 
Ui=o 
OO CO OO 
Afc=OAfc_i=0 ^2=0 
X P[B{ti-i) +Sh--i < ti — ti-i < 
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x| E = M 
Ui=o 
oo oo 
- ^ '^0,k2,h2+h3,-,h2+-+hki^l^ ^ 2, • • • Ak) 
Ajfc=0Afc_i=0 /i2=0 
X | n  ^ [ ^ ( 0 ) + ^  -  ^ ' - 1  <  ^ ( 0 ) + -^ ajI  ,  
where S/,, is distributed as the /i,-th convolution of F and is independent of The last 
equation holds because of Assumption 2.1 (.A3) which provides B(f, ) has the same distribution 
for all ti (Lemma 2.1). From the last expression, the joint distribution of (ctfj, 
only depends on {i,- — : i  = 2,3, •••,&} but not directly. Therefore, {aj} is strictly 
stationary. • 
Proof of Lemma 2.2: 
Jroo ' e''^"Fo(rfx) 0 
= €''^''-{1- F{x)}dx 
=  o  
Lemma A.l P[tVi > t]e~''*^dt = {l — where F*''^ is the cdf of r/t. 
Proof: Using integration by parts, 
- ' ) } 7 + r  
= ~  +  r  P [ T h > t ] e - ' " ^ d L  n 
tu j  Jo  "-I  
Proof of Theorem 2.3: Under Assumption 2.1 (Al), {oi} is weakly stationary. The spectral 
density of {aj is the Fourier transformation of Jq, which is 
f a H  =  ^  
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where 
rao TOO f ^ 
= Y1 f (^[^'>+1 > ^] - > t]\e~'^'^dt 
h=o •'° ^ J 
= Xj ~ > t]e~'^'^dt^ 
- £ [J^ nrh > 
= Y ,  - 1) - Iwih)} f  P[Tk > t]e-'*'^dt. (A.l) 
The second equality in (A.l) is justified by Fubini's theorem because 
1/2 r oo •» 1/2 OO (  ^  1 '  (  ^ 
5; |7.('l)P[iV(() = ''ll < E-'iC')? ^EpV(') = A1 
h=0 U=o ) U=o J 
{00 1 1/2 f 00 •• A=0 J U=0 ^ 
< 00. 
•Applying Lemma A.l in (A.l), we have 
Jyoo 1 ^ C foo -\ I ya{t)e-'"^dt = ^^{-y,(/i-i)-7^(/j)} 1- / e-''-rfF('')(f) 0 ^ I ./o J 
A=1 
1 
= ^E{7u,(/i-l)-7u,(/i)}{l-0y?'(-'^)}, 
luj h=l 
where 4)^p^ is the characteristic function of the cdf Since r/i = Ti + ^ '_2 Ti and {T,} are 
independent random variables, <^^^(0;) = (j)c{u;)<l>p{ijj)'^~^. Then, 
r fa{t)e-'"'dt = 1 y; {7„(/i - 1) - 7,(/i)} - ^ «ic(-w) y; - 1) - 7^(/>)} M-uj)"-' 
= ^ j f; T«;(A - l)fliF(-u;)''-' - y; 7«, (/»)?iF(-a;)''-4 
tUJ tUJ I I La=I A=I j 
= ^ - ^^G(-a;) I 7«;(0) + { 4 > F { - O J )  -  l } f ] ' r A h ) < f > F i - u j ) ' ' - '  \  
I  A=1 J  
= ^ I {1 - <iG(-u;)} 7a,(0) + {1 - <Af(-w)} E 7«-(/')0F(-'^)'' 1 • iw <3iF(-w) ^ J 
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Therefore, 
Proof of Corollary 2.1: Since the {t«n} are uncorrelated, that is jwW = 0 for all /i 7^ 0, 
the spectral density (see Theorem 2.3) becomes 
/.M = - (»c(-w)} 
= {'•' ~ (") ~ I (by Lemma 2.2). ^ 
Proof of CoroUziry 2.2: Since 7u/(/i) is a geometrically decaying sequence, the last two terms 
in the spectral density (see Theorem 2.3) can be simplified, and we have 
C f N 7UO) [/".,,) ^ ( A . f-' ^ f .^^^G(-w) 
^ (1 -67.(0) M ^ ^  (-;f(-^) - ni Lemma 2.2) 
2mu \ iu;fi\l — ^^F{Lj)J lojfi \1 — J) 
_ (1 - O7u;(0) r 1 - 0f(^) 1 - <(>Fi-'^) \ 
27r/za;2 ll —^<^F(a;) I — J • 
Before proving Theorem 2.4, we need the following three lemmas. 
Lemma A.2 Let L > 0 vary slowly. Let Zp{x) = Jq y^L{y)dy, Zp(x) = y^L{y)dy. If 
p>\, then Zp varies regularly with exponent (p+ 1). If p < —1, then Zp varies regularly with 
exponent {p+ 1) and this remains true for p = — 1 if Zp exists. 
Proof: See Feller (1971), page 280. • 
Lemma A.3 If Fi and F2 are two distribution functions such that 1 — Fi{x) = x~^Li{x) as 
x —> 00, where Li{-) is slowly varying, then the convolution G = Fi * F2 has a regularly varying 
tail such that 1 — G{x) ~ x~^ {L,{x) + L2{x)). 
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Proof: See Feller (1971), page 278. • 
Lemma A.4 Assume F is a heavy-tailed distribution function with index j3 where I < 0 < 2. 
Then, P[r/, < t < is regularly varying with index (1 — /?) where Vh+i = + Th^i, 
{Tn : n = 2,3,...} is an iid sequence from F and Ti is distributed as G. 
Proof: By Lemma A.3. • 
Proof of Theorem 2.4: For large t, 
7a{t) ~ ^  y~^L[y)dy = ^ 1^(0, 
where 1 < /? < 2. From Lemma A.2, 7a(f) is regularly varying with exponent (1 —/3) at oc, and 
can be written as 7a (f) ~ t^~^LQ{t) where Lq is slowly varying at cx3. Applying Lemma A.4, 
for large t, P[r/i < t < r/,+i] ~ t^~^Lh{t) where Lh is slowly varying at oo. Then jait) ~ 
t^~^12'f^=Qlwih)Lh(t) is regularly varying with e.xponent (1 - ,3) provided Yl'k=ofw{h)Lh{t) 
varies slowly. • 
Proof of Proposition 2.1: 
1 r°° 
/aM = Jait)  COs{uj t )dt  
1 f°° 
= — / Jait) COs{u)t)dt 
TT Jo 
1 rmc 
= — / 7a(i) cos(a;f)df 
" ^ S  -C-.) .  1))}  
= — 53 / {7a(m - l)(m - i)+7Q(m)(i - (m - l))}cos(cwf)''^ 
= — 52 / {7Q(m — 1)(1 — i)+ 7Q(m)f}cos[cu;i+(m — l)cu;]df 
c °° C 
= — / s 7o('n — 1)(1 — 0 cos[ca;(f - 1) + mcwlrff 
+jQ{m)t cos[cut + (m — l)cu;]rff| 
= -{B1 + B2), 
TT 
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where 
OO -1 
B i = y ^  7 Q ( m  —  1 ) ( 1  —  t )  { c o s [ c u ; ( f  —  l ) ] c o s ( m c u ; )  —  s i n [ c a ; ( f  —  l ) ] s i n ( m c u ; ) } d i  
•'O 
= < V] 7Q(m — 1) cos(cmu;) > f (1 — i) cos[ca;(l — 
U=i J -^0 
+ < 7a('" ~ 1) sin(c7na;) > / (1 — f) sin[cu;(l — t)]dt, 
1^1 J Jo 
OO .1 
B2 = / 'yai^)t {cos(cu;t) cos[(m — l)ci] - sin(ca;<) sin[(m — \)ctj\\dt 
f ~ ] fi 
= < ^ 70(01) cos[(m — l)cu;] > / tcos{cujt)dt 
lm=l J 
+ < ^ 7Q(m) sin[(m — Ijcu] > / tsm{cujt)dt. 
Since 
sin cu> 1 — cos Ojj [ {I — t) cos[ajj{I — t)]dt = f tcos{cu}t)dt = 
Jo Jo 
f {I —t)sin[cu!{I —t)]dt = f tsm{cut)dt=—+ 
Jo Jo CUJ 
oj 
— cos CLJ sin cu; 
(cu;)2 ' 
then 
Bi + B2 = If f cos(cu;f)rffl i ^2 la{m — 1) cos(mcu;) + ^ 70(02) cos[(m — l)cu;] I 
lm=l m=l J 
+ l [ fsin(cu;f)</fl < 7ai^ — l)sin(mcu;) — V] 70(771) cos[(m — l)cu;] 
J lm=l m=l 
= < / tCOs(CLiJt)dt> (cosccj) 7q(77i) cos(77icu;) 
J m^oo 
+ < / isin(cii;f)</f > (sin cu;) j a ( m )  c o s ( m a j )  
J m^oo 
= 1 7a(m)cos(77icw) ^ 
m=—00 J 
f /sinew 1 —coscwN . / —coscu; sincwN") 
(^J + I 
] H 7a(m)cos(r7icu;) I 
Km——00 J 
- f w i o J ) -
00 
E 
K —  
X 
1 — cos cu 
(cu;)2 
7rsin^(ca;/2) 
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Finally, we have 
, , , csin^(cu;/2) , , 
Proof of Lemma 2.3: Let 
C  =  ( C o , C i , - - - , C s ) ' ,  
y = ihh,h\- . - ,h '^y,  
and Ak. — (oo, oi, • • •, a^)' which is a (k + 1) x (k + 1) matrix defined by 
ao = (1,0,0, • • • ,  0)',  
a,- = - (z - l)a,_i, 
for i = 1,2, • • •, K, and is the forward shift operator which shifts the j-th element to the 
(i + l)-th element, e.g. B~^ao = (0,1,0, • •-, 0)'. Define c* = (cq,cj, •••, c)!!)'= (.4"')^c. The 
inverse matrix of is well defined since ^4^ is a lower triangular matrix with ones on the main 
diagonal, so det(AK) = 1^0. Therefore c^'A^y = c'y. Since 
A^y = 
/ ' ^ OoV 
f  '  1 
a'lV h 
o-iV — h { h  -  1) 
\ <y / ^  h \ / { h - K ) \  J 
the result follows. • 
Proof of Proposition 2.2: Using Lemma 2.3, the component far for real roots in (2.9) can 
be simplified; 
•  5{s«{s-")){ie)'--") 
pr 00 
j=l h=0 
= — 
jz=l h=0 
hi \k=0 
" " fS . hi 
92 
= e-'A 
k h ' ^ X t o  
A '^ '^ . xA: F (?ri/^)''{&jt/^)'^~'' 1 
Pr tr j  r  °° 
j=lk=0 <h=0 
— g-'/-^ „« /Jfc J " I i^rjt/^)^ 
j=l fc=0 V. / 
Fr trj f r _i.\ k 
j=l Ar=0 
Pr / '^rj \ 
= Ef;/ E<^;:'' 
i=l \fc=0 / 
where = exp{—(1—^pj)/A} and cjjj = c^ki^rj/^)''- Similarly, the component jac for complex 
roots in (2.10) can also be simplified in a similar manner. 
OO Pc fcj "1 1 / ^  \ <x y "CJ A 1 
lacit) = |S'^i'tcos(/i^y + ^ jfc)/i'-'| — 
= E £ ((cos/i0j) djkih' '  -  (sin h9j)  ^  djk2h'' \  ^  
/i=Oj=l L k=0 k=0 J 
~ ^ . r . ^ „ /i! , , ^ , /i! 1 1 /n'' 
= E E^t {(CO-., E..^} h (1) V-
--"•^ E {E •'i-.a''E(- • 
= e-'A E(E'5M''S„-2^M''BH|, (A.'2) j=l U=0 Jt=0 ) 
where 
djhi  — djk cos  Pjh,  djk2 — djk s in Pjk^ 
{ d j o i i  d j 2 l i  •  •  • )  ^ JKCJI) ~ i^jOli ^j2li •  •  • »  d'jKcjl)'^cj '  
{djQ2,  dj22i  ) d j^^^2) — {djQ2,  dj22i  ,  d jKc^2) 1 
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and Acj = is a [kcJ + 1) x (kcj  + 1) matrix defined in Lemma 2.3. In (A.2), Bki and 
can be further simplified as follows 
Let 
Bki = i /y" (rjVA)^ 
2 
~ d'= ~ (e rji/A) 
^ dt'' hi W~ h=0 h=0 hi 
= ^ |exp + iOjk^ + exp | 
= KA) {=''p(^cos«,){exp(i(«,<:+!^si„«,)) 
+ exp ^-i (^9jk + ^sin || 
= exp cos j cos ^6jk + ^  sin Oj^ , 
; f CO 
B. =  I  E ( ^  
c/i=0 
h-k. ihB, _ ^-ihdj'j i r j t / X ) "  " { r j / X )  
2 /i! dt'' 
{ h - k ) l  j  
dk (e-^^rji/A) h 
h=Q h=0 hi 
= — ®xp ^^cos0j^ sin ^0jA:+ ^sin0jj . 
exp {-(1 - T j  c o s 0 j ) / X } ,  
(rjsin0j)/A, 
d]; ^ {n/>^tyjd%+d%, 
^djk — tSifl -1 (dj^  
^ d j k i j  
^ j k  = + ^ djk-
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Plugging Bki and Bk2 into (A.2), we have 
lac{t) = ^ |exp —rjco&e,)^ I ^ I ^ gjjj 
_|;{exp(-il:L!pM)} g{d-,2(^) y ' s \ n [ e j k + ( ^ ' f s \ n 9 j ) t ]  
= i  n' |£ (5") }  ^ *cos(0jfc + 9'jt) -  |(i-i2 (y) I t''sia{ejk + ejt) 
p= "cj /r , 
= S (•;x) y/^'iki + 
,•_! L^n \ ^ / i=l jt=0 
,  =d^^^=COS{9;k + ff;t) y=d==s\Tl{$jk -{- ff;t) 
i=l k=o ° 
Proof of Proposition 2.6: Given <0, 02 < 0, 6i < 0 and ai 7^ 02 for a CARA'IA(2,1) 
process, its spectral density is also the spectral density of a semi-Markov process constructed 
by an AR(2) with distinct real roots (^1, ^2) and Exp(A) sojourns if 
^1 = 1+ 01 A, ^2 = 1 + (-'^•3) 
A = -6:^1-66(6+^2-1), (A.4) 
subject to the constraints A > 0 and |6| < 1» |6l < 1- From (A.3), A has to satisfy 
A < min{—2/ai, —2/02}. (A.5) 
Plugging (A.3) in (A.4), 
61A — ~\J^ ~ (l"t"®iA)(l + fl2A)(l + fliA-|-fl2A). 
Squaring both sides and dividing by A, we obtain 
0102(11 + 0.2))^ + '|(fli + 02)^ H" 0-10-2 + 6i|' A -{- 2(ai -f- 02) = 0, 
which has two solutions A+ and A_: 
— {(oi + 0,2)^ + flifl2 + ± \J{(fli -|- 02)^ + Oifl2 + ^ 1}^ — 80102(01 + 02)^ 
20102(01 + 02) 
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provided 
+ 0,2)^ + (I10.2 + 61^ — 80102(01 + 0,2)^ ^ 0- (-'^•6) 
The inequality (A.6) is equivalent to 
So = {(Ol "t" 02)^ "1" O1O2 "1" ^1 ~ 2v/20i02|Qlfl2| ^ 0}-
At the same time, the solution A^. has to satisfy (A.o). Since ci and 02 are symmetric in both 
A+ and (A.5), we only need to check the constraint A+ < —2/ai and the same condition can 
be applied for 02 by interchanging ai and 02- In order to satisfy A+ < it requires 
~ {(<'1 + ' '2)" + } "i" ^{(qi  + <12)" +  fli02 +  ^ 1}" ~ 8aia2(ai  + 02)" > —4a2(£ii  +  02),  
that is 
af - 3a| - aia2 + bf < y {(oi + 02)^ + 0102 + - 80102(01 + 02)^. (A.7) 
In (A.7), if the left hand side is negative then the inequality always holds, that is 
af — Za\ — ai02 + 6j < 0, (A.8) 
Otherwise, taking squares to both sides in (A.7), we have 
•^oj — Za\ — 0102 + 611- < •^(oi + 02)^ + 0102 + 61 — 80102(01 + 02)^, 
which can be simplified as 
0-2 < ^ii provided a\ — 3a| — 0102 + > 0. (A.9) 
Because of the symmetry, another pair of constraints can be obtained by interchanging Oi and 
02 in (A.8) and (A.9): 
a\ — Za\ — 0102 + 61 < 0, (A.10) 
of < 61, provided 02 — Za\ — 0102 + if > 0. (A.11) 
To sum up, the parameters (01,02,61)' € So should satisfy either (A.8) or (A.9) and satisfy 
either (A.IO) or (A.ll) at the same time such that A+ is the solution of (A.3)-(A.5). The 
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similar derivation can be done for finding constraints for A_. It turns out the results have been 
covered in the results for A^.. • 
Proof of Proposition 2,8: Given ci = 02 < 0, 6i < 0 for a CARMA(2,1) process, its 
spectral density is also the spectral density of a semi-Markov process constructed by an AR(2) 
with equal roots ^ and Exp(A) sojourns if 
? = l  +  a i A ,  ( A . 1 2 )  
A = -6ry(l-0(l + ? + 2^2), (A.13) 
subject to the constraints A > 0 and |^| < 1. Plugging (A.12) in (A.13), we have 
(6iA)^ = —aiA(2aiA^ 4- 5aiA -f- 4), 
which can be simplified as 
2ajA^ "t" (ottj + 6i)A -|- Acl\ = 0. 
Therefore, it has two solutions A+ and A_: 
— {oal + 61) ± \Jb\-\- lQa\b\ — Taj 
4^f ' 
provided 
b\ + lOalbl - 7af > 0. (A. 14) 
The condition in (A.14) is always required for the existence of a solution. This condition is 
equivalent to 
bf > (4\/2 - 5)al (A. 15) 
Under this condition, the constraint A+ < -2/ai is checked, which requires 
bf — Saj < ]/bi + lOafbj — Taf. 
It turns out this inequality always holds under (A.15). Then the result follows. 
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APPENDIX B EXTENSIONS OF THE ALGORITHMS 
In this Appendix, the extensions for ARPIMA(0,rf, g), ARPIMA(p, rf, 0), ARFIMA(p, rf, 9) 
and ARFIMA(0, d, 0) with additive AR(p) noise are derived. For convenience, we only describe 
the case with p = 1 and qr = 1. For higher order of p and q, the algorithm can be extended in 
a straightforward manner. 
ARFIMA(0,rf,g) 
Assume {t/f} is an ARFIMA(0,<f, 1) process satisfying (2.1). Let yt = (1 +dB)at, then {aj 
becomes an ARFIMA(0, d, 0) process. Applying our approximate AR^'IA(2,2) process defined 
in (3.2) and (3.3) for {aj}, the corresponding approximating process for {yt} Is an ARIVlA(2,3) 
satisfying the following equations: 
(/( = {6b2,0bi + b2,0 + bi,l)Xj, 
X} = + 
where 
— 
/ \ 
X t - Z  
Xt-2 
Xt- l  
Xt 
At = 
0 1 
0 0 
0 0 
0 
1 
0 
0 
0 
1 
i?t = 
0 
0 
v ^ /  0 0 -a2{d) -ai{d) 
Let 6 = (d, <7^, Oy and Yt = ( 2/1,1/2? • • • > yr)'- The data are augmented by three latent variables 
(i_2,x-i,so)'- The joint density of VV) (a:-2, a:_i, iq)' and 0 has the form 
/(yr,x_2,x-i,xo,^) = f i Y T , X - 2 , X - i , X o \ e ) K { 0 )  
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= /(A'or, 1-2,2^-1,2:0 I ^)7r(0) 
0 )  I /(x-2, x-i, a:o 10)T:{e). 
This joint density has exactly the same structure as ARFrMA(0,rf,0) models except /(x_i, xq IQ) 
is replaced by /(x_2:X-i, xo I ®)- Therefore, the same sampling techniques can be used for 
generating d, and (x_2,x_i,xo)'. For generating 0, the coefficient for the moving average 
component, assume that the prior for 9 is uniform on (—1,1). The conditional distribution of 
6 satisfies 
/(^ I yr,a:-2,a:_i ,xo,rf,c7^) oc i art- i ,x(_2,0)| ;r(0) 
f + aiarf-i+a2Xf_2)^] , 
" MdK 
where the {xj are polynomials in 9.  As in the Bayesian approach for ARMA process (Chib 
and Greenberg, 1994), a Metropolis-Hastings algorithm is conducted for generating 6. 
For g > 1, an ARPIMA(0, rf, ?) process is approximated by an ARA^IA(2,2 + </) model 
satisfying yt = (62,61,1)0(B).Y(. The only change in the algorithm is to augment with (2 + 9) 
latent variables (xq, x_i,.. .,x_,_i) ' .  
ARFIMA(p, d, 0) 
Assume {j/^} is an ARFIMA(1, d, 0) process satisfying (2.1). Let {l-'r4)B)yt = aj, so that {aj} 
becomes an ARFIMA(0, d, 0) process. We consider the approximating ARMA (3,2) model for 
{yt} which satisfies 
{l + <l>B)yt = (62,6i,l)Ai, 
in which is approximated by (3.2) and (3.3). Let 0 = {d,  a^,  (p) ' .  The data are augmented 
with two latent variables (xq, xi)'. The joint density of Vx, (a:o,2;i)' and 0 becomes 
f [yT , X o , X u 0 )  = f{YT, X Q , X i \0)TT{ 0 )  
=  f { o i 2 , o i z , . . . , a T , y u X Q , x i \ 0 ) T r { 0 )  
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= f { X o T , x o , y i \ 0 ) T r { e )  
= |n/(a^t|a:t-i,a:£-2,®)|/(ari,xo,yi|0)'r(0). (B.l) 
Since (B.l) also has the same structure as the joint density for ARFIMA(0,rf,0), the same 
sampling procedures for d and can be applied. The corresponding parameters for the inverse 
gamma distribution and the transition probability in the Metropolis-Hastings algorithm for d 
should be modified slightly according to their difference. The conditional distribution of <?> is 
proportional to (B.l) where (j> is involved in both terms: the product term where {x(} are 
linear functions of <j> and the remaining term /(xi, xq, j/i | 0) where the components of the 
covariance matrix of (xitxoij/i)' are polynomials of (f>. Since the linear relation makes the 
former term Gaussian and the remaining term is relatively negligible in (B.l), a Metropolis-
Hastings algorithm is conducted using only the product term to form the proposal distribution 
J. Specifically, in the fth Metropolis step, .7(0) is Gaussian and does not depend on the 
previous It satisfies 
t=2 
OC exp < — 
oc exp • 
+ aixt-i + a2Xt-2)' 
2r(rf)o-2 
{ D X l r Y i D X ^ n r ) ]  
2r(£/)o-2 J 
{DC-^al-y{DC-WT) 
oc exp < — 
-i^t 
2r(rf)o-2 
where the matrix C is defined in (3.6) and 
( 
xq 
Xi 
y2 + 4>yl 
yz + 4>y2 
yt _ A 07- — 
( \ 
Xq 
^  A 'o t  
oc^ — 
^ j/T + j 
£> = 
0,2 0,1 1 
0,2 fll 1 y 
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The acceptance probability is defined as 
. . f, f{.xi,xo,yi\d,(Tl,<t>') \ 0 = mm < 1, — ——- > , 
1 /(^i, a:o, yi I d, 0(«-i)) J 
where 0' is a draw from J{<t>). 
For p > 1, an ARFIMA(p, rf, 0) process is approximated by an ARMA(2-f-p, 2) model 
satisfying (f>{B)yt = {b2,bi, The only change in the algorithm is to augment with latent 
variables (ip, Xp_i)'. 
ARFIMA(p, d,q) 
The algorithm for ARFIMA(p, d, q) can be form by combining the previous two algorithms. 
Assume {yj is an ARPIMA(1, d, 1) process defined in (2.1). We consider an .A.RVIA(.3,3) model 
to approximate {j/t}, which satisfies the following state space form 
( 1  +  (i>B)yt = {Ob2,0bi + 62,0 + bi, l)Xj, 
where X} is defined in the ARFIMA(0,rf, 9) case. The algorithm follows the following steps: 
1. Given (p, the algorithm for ARFIMA(0, </, 1) can be applied to the transformed data 
{(1 + <i>B)yt} for generating 6. 
2. Given 6, the algorithm for ARFIMA(l,d, 0) can be applied by considering {A'/} instead 
of {.Yf} for generating (j>. 
3. Given and 0, (</, a^)' can be generated by the algorithm for ARFIMA(0, rf, 0). This 
step can also be combined into step 1 or step 2. 
For p > 1 and 9 > 1 , an ARFIMA(p, d, q) process is approximated by an .A.RMA(2 + p, 2 + 9) 
model satisfying 4>{B)yt = 0(B)(b2,bi, l}Xt. 
ARFIMA(0, 0) with Additive AR(p) Noise 
Assume the process {j/t} is the sum of an AR(1) and an ARFIMA(0, d, 0) which satisfies 
yt = ut + at, 
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(1-j-
(1 - B)'^at = T}t, 
where {ej and {t/j} are iid iV(0, <r|) and iV(0, <t^), respectively. We consider the approximation 
of {j/t} in which {aj is approximated by an ARMA(2,2) defined in (.3.2) and (.3.3). Then the 
approximating process satisfies 
{l + <(>B)yt = {1 + <f>B)ut + {b2,bi,l){l + 4>B)Xt 
=  £ t 4 > B ) X t  
= £t-{-{(j>b2,<i>bi + b2i<t> + bi,l)Xl, (B.2) 
where A't = {x t -2,  and X} = {x ts,  A'/)'. In fact, the transformed process {(l+0B)yf} 
is the sum of the white noise process {st} and an ARFIMA(0, cf, 1) process and therefore 
the approximating process {(1 + 4>B)yt} is the sum of the same white noise process and the 
approximating ARMA(2,3) process. Let 6 = {d,a^,(Tg, <!>)'. As in the additive white noise case 
in Section 3.1.3.2, the entire vector X^f augments the parameter vector. From (B.2), the joint 
density of Yt, and 0 is (compare (3.8)) 
/{YT, 9) = /(VTI e)nxlT\»M«) 
U=2 
xf{x^ u X o \e)n-{0) ,  
where 
m i y . - u X „ e )  =  1 .  
„ IV „  1  f  ( i - j f t ' X i i i - f e . t i . i W ) ' ]  
2<TJ /• 
The sampling scheme for is the same as before. For d, the Metropolis-Hastings algorithm is 
also the same, except {j/t —replaced by {yt+4>yt-i — 061+62, ^ +61,1)-^/} 
in (3.9). For the conditional distribution is still an inverse gamma distribution though an 
extra term /(t/i 1X1,0) is involved. In this case, the state space form still holds so that the 
entire latent vector A'qj' can be generated in one step as before. 
f { x t  I  x < _ i ,  x , _ 2 , 0 )  I  /(yi I A'l. 0 )  
!=1 
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Assume the prior for (j) is uniform on (—1,1). The conditional distribution of <p satisfies 
Except for the term (1-0^), the log of (B.3) is a quadratic function of 0.  Therefore, a rejection 
algorithm can be conducted using the corresponding Gaussian density in (B.3) (the term 1 — 
is ignored) with the acceptance probability l  — The acceptance probability is 1 when 4>= 0 
and decreases as \4>\ —)• 1. This step is simpler than that for ARFIMA(1,rf,0) since (t> is 
generated from its conditional distribution via simple rejection as opposed to being generated 
via the Metropolis algorithm. The generalization for p > 1 is straightforward. 
12j=i{yt + 4>yt-i — + b2,(^+b\, i)A/)^ 
2cr2 
XyJ{l — exp (B.3) 
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