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УДК 621.391
НОВЫЙ ПОДХОД К АВТОМАТИЗИРОВАННОМУ ВЫЯВЛЕНИЮ ШАБЛОНОВ 
В ТЕЛЕМЕТРИЧЕСКИХ СИГНАЛАХ НА ОСНОВЕ ДЕКОМПОЗИЦИИ 
НА ЭМПИРИЧЕСКИЕ МОДЫ
В статье представлен новый метод обработки нестационарных 
сигналов сложной внутренней структуры -  декомпозиция на эмпи­
рические моды. В силу наличия важнейших для практики свойств -  
локальности и адаптивности -  появляется возможность высокоточ­
ного решения многочисленных задач, которые можно условно раз­
делить на три группы: предварительная обработка, анализ внутрен­
ней структуры и интеллектуальный анализ сигналов. Рассматрива­
ется подход к анализу внутренней структуры сигналов с использова­
нием теории регрессии и методов дискриминантного анализа. Важ­
нейшим преимуществом является возможность автоматизации но­
вого подхода. Рассматриваемая задача включает в себя выделение 
шумовой компоненты, характерных сигнальных компонент (шабло­
нов) и тренда. Описан способ классификации извлекаемых из сигна­
лов эмпирических мод. Эффективность подхода проиллюстрирована 
на примере широко используемых в телеметрии мультигармониче- 
ских сигналов.
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Актуальность технологии обработки сигналов на основе ДЭМ
Больш инство реальны х сигналов, рассматриваемых в самых разны х областях 
знаний и в рамках различны х научных направлений (обработка речи, телеметрии, 
биомедицинских, акустических, метеорологических, сейсмических и др. типов сигна­
лов), чащ е всего являю тся нестационарными по своей природе, что проявляется в 
непостоянстве их отдельных характеристик во времени. У  многих из на сегодняш ний 
день сущ ествующ их подходов при практическом использовании наблюдается ряд 
сущ ественны х недостатков. Например, ш ироко распространенный классический 
анализ Фурье из-за своей относительной простоты вычислений (формулы Парсеваля, 
П ланш ереля, наличие быстрых вычислительных алгоритмов) практически сразу по­
сле своего появления стал доминировать над всеми другими методами анализа сиг­
налов и применяться ко всем типам сигналов. Несмотря на то, что преобразование 
Фурье [4] применяется пи условиях, обычно выполняемых на практике (условия Д и­
рихле, абсолютной интегрируемости), сущ ествует несколько сущ ественных ограни­
чений, наклады ваемы х на сигналы, для которых вычисляется это преобразование. 
Суть этих ограничений состоит в том, что сигналы долж ны  быть ст рого периодиче­
скими  функциями или содержать т.н. повт оряющ иеся пат т ерны  (фрагменты одной 
обш ей природы, при этом не обязательно являю щ иеся идентичными), т.к. в против­
ном случае анализ в частотной области даст неверную интерпретацию результатов. 
Также необходимо, чтобы  сигналы обладали свойством стационарности по отнош е­
нию к ряду характеристик (среднее значение и пр.).
Однако анализ Фурье неэффективен при исследовании сигналов с изменяю­
щимся частотным содержанием (например, Л ЧМ -сигнал, из Ф урье-спектра которого 
нельзя сделать вывода о линейном законе изменения частоты), т.к. тригонометриче­
ский базис содержит функции с не изменяющ ейся во времени частотой, в то время 
как сигналы могут включать в себя компоненты, занимаю щ ие разны е частотны е по­
лосы. Кроме того, возникают сложности при необходимости определения основных
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диапазонов концентрации энергии (на основе классической Ф урье-периодограммы  и 
ее модификаций), которая рассеивается по достаточно ш ирокому диапазону частот, 
создавая порой ложную картину распределения энергии по частотам. Функции три­
гонометрического базиса (и некоторых других часто используемых базисов) не обла­
даю т временной локализацией (не обеспечивают качественного временного разре­
шения), что весьма сущ ественно для нестационарных сигналов, т.к. требуется лока­
лизация особенностей, моментов резких изменений.
П олучивш ие в последнее время широкое распространение частотно­
временные методы (класс Коэна и пр.) [4] даю т заметны е преимущ ества по сравне­
нию с классическим анализом Фурье, однако с их помощ ью невозможно напрямую, 
без привлечения дополнительны х средств, получить мультимасш табное представле­
ние сигнала (в виде совокупности компонент с разным разреш ением), которое требу­
ется для понимания его внутренней структуры. Для повыш ения точности и достовер­
ности анализа нестационарных сигналов, включая реш ение важнейш ей и первичной 
задачи предварит ельной обработ ки, необходим специальный подход, обладающ ий 
свойством адапт ивност и  к каж дому  конкретному рассматриваемому сигналу. Из 
известны х на сегодняш ний день подходов дискретное вейвлет-преобразование на ос­
нове схемы диадического банка фильтров [4] частично удовлетворяет данном у тре­
бованию, а также многим другим, представляющ им исклю чительную практическую 
ценность, а именно: хорош о разработанный математический аппарат, наличие бы ст­
рых вы числительны х алгоритмов (для повыш ения оперативности вычислений), ш и­
рокий класс реш аемы х задач. В силу особенностей конструирования вейвлет-базиса 
(на основе масш табных растяж ений и сдвигов вдоль временной оси материнской 
ф ункции-вейвлета) появляется возмож ность адапт ивно  обрабатывать сигналы пу­
тем довольно точного учета локальны х временных особенностей. Но главная про­
блема, порой затрудняющ ая их эффективное практическое применение, -  наличие 
больш ого многообразия и неочевидност ь выбора  вейвлета для реш ения конкретной 
задачи. Как один из выходов можно предложить перебор вейвлет-функций (если нет 
других эвристических критериев выбора базиса), однако эта процедура может ока­
заться весьма затратной по времени и количеству вычислений. В целом следует при­
знать, что вейвлет-преобразование в настоящее время играет одну из ведущ их ролей 
в обработке сигналов в силу наличия большого многообразия специально разрабо­
танны х базисов и применимости к различным важным практическим задачам [4]. 
Подчеркнем еще раз, что основная трудность применения вейвлет-преобразования -  
необходимость наличия априорных сведений (о виде базиса, его особенностях и 
свойствах и пр.), что зачастую  вызывает трудности.
В настоящ ей статье будет подробно рассмотрена новая высоко адаптивная тех­
нология анализа и обработки сигналов -  декомпозиция на эмпирические моды 
(ДЭМ ) [1-3]. ДЭМ , обладая практически всеми известными достоинствами вейвлет- 
разлож ения (наиболее сущ ественный недостаток ДЭМ  -  отсутствие полной теорети­
ческой базы -  проблема, над которой сейчас ведется активная работа), при этом сво­
боден от данного недостатка. Другими словами, разлож ение по этой системе ф унк­
ций с целью последующ его анализа проводится с учетом локальны х особенност ей  
(таких как экстремумы  и нули сигнала) и внут ренней ст рукт уры  (наличия трех ос­
новны х типов компонент -  ш умовых, трендовых и сигнальных) каждого конкретного 
сигнала. Сами функции формируются, а правильнее сказать, извлекаются непо­
средственно из исходного сигнала, следовательно, такой базис всегда уникален, 
апостериорен и высоко адаптивен. Термин “базис” здесь использован не со­
всем корректно, поскольку, согласно определению, базис -  линейное независимое 
множество функций, линейная оболочка которого образует все линейное простран­
ство, в котором этот базис используется. Здесь, однако, линейная независимость не 
является строго доказанной, поэтому такой базис является эмпирическим, аппрок­
симативным и составляет своего рода “строительные блоки” для представления сиг­
налов. Далее под “базисом” применительно к ДЭМ  будет как раз пониматься именно
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такой аппроксимативный базис. Технология обработки сигналов на основе ДЭМ  в 
настоящ ее время получила ш ирокое распространение при реш ении многочисленных 
задач предварительной обработки сигналов, основные из которых следующие: очи­
стка сигналов от шума, выделение тренда, анализ степени хаотичности на основе 
оценивания показателей Херста, Гельдера и фрактальной размерности, проведение 
мультиразреш аю щ его анализа (исследование тонкой структуры сигналов и их гло­
бального поведения в целом; анализ свойств отдельных компонент) и мультиполос- 
ного анализа (исследование сигналов в различны х частотны х полосах), выделение 
ш аблонов в сигналах и их классификация.
П роцесс ф ормирования базисных функций на основе специальным образом 
разработанного алгоритма не исчерпывает всю технологию , а является лиш ь первым 
ее начальным этапом. Д алее по найденным базисным функциям формируется час­
тотно-временное представление сигналов -  т.н. спект р Гильберт а-Гуанга  [1-3]. Та­
кое представление на частотно-временной плоскости получается путем вычисления 
м гновенны х частот каждой базисной функции, их специальной нормировке и нане­
сения рассчитанны х значений на итоговую трехмерную диаграмму. Такое частотно­
временное распределение позволяет еще и получить информацию об амплитуде, ко­
торая отображается соответствующ им цветом (поэтому данное распределение, хотя и 
отображ ается как двумерное на плоскости, на самом деле является трехмерным: “вре- 
м я-амплитуда-частота” или “время-энергия-частота”). Спектр Гильберта-Гуанга, с 
одной стороны, аналогичен ш ироко известным в частотно-временном анализе рас­
пределениям, но он конструируется на основе адаптивно сформированного базиса, 
что позволяет рассчиты вать на более точные результаты  при дальнейш ем анализе. 
П риведем основные задачи, реш аемы е путем исследования построенного спектра 
Гильберта-Гуанга: выявление скрытых в ш умах модуляций сигнала, идентификация 
частотны х и временных диапазонов концентрации энергии, классификация сигналов 
по спектру Гильберта-Гуанга, расчет на основе спектра Гильберта-Гуанга м аргиналь­
ного спект ра , являю щ егося аналогом частотного спектра Фурье для нестационарных 
сигналов, расчет на основе спектра Гильберта-Гуанга м гновенной плот ност и энер­
гии , позволяющ ей наглядно выявлять изменения энергетических соотнош ений в 
сигналах.
П осле проведения предварительной обработки и анализа самой структуры 
сигнала следует третий, заверш ающ ий, этап интеллектуального анализа, который 
осущ ествляется на основе специальной технологии Data M ining [3]. И нтеллектуаль­
ный анализ ориентирован на добы чу из “сы ры х” исходных данны х (прошедших, од­
нако, этап предварительной обработки) новых, нетривиальных, практически полез­
ных и поддающ ихся интерпретации человеком-экспертом знаний. Кроме того, зада­
чи интеллектуального анализа долж ны  быть автоматизированы, чтобы, по возмож ­
ности, исключить эксперта из непосредственного процесса извлечения знаний, а 
привлечь его лиш ь на стадии интерпретации результатов. Data M ining использует 
представление сигналов в виде некоторых абстрактных структур -  м оделей  -  кото­
рые, вместе с тем, долж ны  обеспечивать необходимую точность и достоверность ре­
зультатов и отраж ать основные закономерности, свойственные некоторому явлению 
или процессу. Задач интеллектуального анализа довольно много, при этом основные 
из них, реш аемы е с помощ ью технологии ДЭМ , следующ ие: выявление участков в 
сигналах, обладаю щ их однородными свойствами (сегментов), упрощ ение описания 
исходного сигнала, заданного в виде набора пар “временной отсчет -  сигнальный от­
счет” и устранение избыточности путем объединения отсчетов в однородные сегмен­
ты, поиск и объединение в группы (кластеры) ранее вы деленных сегментов, построе­
ние временных ш аблонов с учетом их упорядоченности во времени.
Понятие эмпирической и характеристической моды. Алгоритм ДЭМ
Переходя к описанию  самой технологии ДЭМ  и ее практических прилож е­
ний, первое, что необходимо сделать -  дать строгое определение понятиям “эм пи­
рическая м ода” и “характеристическая м ода”. Эмпирическая мода (английское на­
звание IM F -  Intrinsic M ode Function) [1-3] -  функция, заданная непрерывно на ин­
тервале существования сигнала или дискретно в виде вектора отсчетов, имеющая в 
общем случае произвольную форму и аналитическую запись (если таковая существу­
ет), которая, однако, долж на непременно удовлетворять двум необходимым условиям:
1) Общ ее суммарное число максимумов и минимумов такой функции (т.е. об­
щее число экстремумов) долж но быть строго равно числу нулей функции (в дискрет­
ном варианте задания нули могут быть найдены с использованием различны х алго­
ритмов интерполяции) либо отличаться от числа нулей не больш е, чем на единицу:
N  + N  ■ = N  ± 1 или N  + N  ■ = N  , (1)max min -‘■'z e r o  max min z e r o  > v  J
где Nmax, Nmin, N zero -  соответственно, число максимумов, минимумов и нулей функ­
ции, не считая краевые отсчеты сигнала, которые в некоторых случаях могут оказать­
ся единственными экстремумами сигнала (случай монотонно возрастающ ей или убы ­
вающ ей функции на всей ее области определения).
2) Л окальное (мгновенное) среднее значение функции, определенное как по­
лусумма двух огибающ их, верхней, интерполирующ ей найденные локальны е макси­
мумы и нижней, интерполирую щ ей найденные локальны е минимумы, -  долж но 
быть меньш е или равно заранее определенного порогового значения г/ , зависящ его 
от маш инной точности s  и погреш ностей, связанны х с получением, преобразовани­
ем и передачей сигнальной информации. В качестве средства интерполяции чаще 
всего используются кубические сплайны , причина предпочтения которых приведена 
ниже. Добиться точного равенства нулю локального среднего значения в каждый 
момент времени невозможно по ряду объективных причин. К  их числу относятся вы ­
числительны е погреш ности (связанные с особенностями маш инной арифметики с 
плавающ ей запятой), плохая обусловленность систем уравнений, на основе которых 
осущ ествляется расчет коэффициентов сплайнов, а также особенности самого сигна­
ла (например, краевые эфф екты  -  сильные осцилляции интерполирующ ей функции 
на краях, из-за которых вблизи краев локальное среднее может отличаться от нуля). 
Аналитически данное условие записывается в виде:
0^5 • [U(k) + L(k)] <ч, к = 1 N , (2)
где U  (k) и L(k) -  значения верхней и нижней огибающ их сигнала в k -й момент вре­
мени ( к -номер отсчета сигнала), N  - общ ее количество сигнальных отсчетов, г/ -  не­
который порог, устанавливаемый обработчиком-экспертом и обычно принимающий 
близкие к нулю значения.
Равенство числа экстремумов и числа нулей с точностью  до 1 необходимо для 
того, чтобы ЭМ  была узкополосной функцией (это дает преимущ ества при частотной 
локализации), т.к. мера узкополосности связана с числом экстремумов и нулей [2].
Условие, касающееся равенства нулю полусуммы двух интерполированных 
огибающ их, имеет свою физическую интерпретацию. Из него следует, что ЭМ  явля­
ется стационарной функцией относительно своего локального среднего значения, ко­
торое неизменно и равно нулю (точнее, меньш е некоторого порога) в любой момент 
времени. Кроме того, для достиж ения этого условия ЭМ  долж на иметь полож итель­
ные значения в точках максимумов и отрицательные значения в точках минимумов, 
т.к. иначе для отдельных моментов времени условие может не выполниться. Н ако­
нец, важно отметить, что ЭМ  в общем случае обладает одновременно и амплитудной 
и частотной модуляциями. Закон амплитудной модуляции может быть установлен из 
огибающ их, полученны х интерполяцией экстремумов или на основе преобразования 
Гильберта, а закон частотной модуляции устанавливается на основании закона изме­
нения мгновенной частоты. В качестве информативного параметра на спектре Гиль­
берта выступает цвет (определяемый значением наносимой абсолютной величины), 
т.к. именно по его изменениям можно определить соответствую щ ие зависимости (из­
менение амплитудны х соотнош ений, частотные модуляции и пр.).
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П онятие огибающ ей, введенное для определения ЭМ , всегда рассматривается 
с учетом выбранного вида интерполяции. Как было сказано, используется в основном 
кубическая сплайн-интерполяция. У  сплайнов вообщ е и кубических в частности есть 
ряд преимущ еств по сравнению с другими функциями, обладающ ими, как и они, вы ­
сокой степенью гладкости. Во-первых, по сравнению с классом полиномиальных 
функций, у  сплайнов нет эффекта “раскачивания” -  сильны х осцилляций интерпо­
лирующ ей функции между узлами интерполяции в случае, если ф рагмент имеет за­
ведомо не полиномиальную природу. Но самым важным является то, что кубический 
сплайн минимизирует колебательное поведение функции -  т.е. из всех дваж ды  ди ф ­
ференцируемых, непрерывных на некотором интервале функций, интерполирующ их 
заданную  совокупность точек кубический сплайн меньш е всего осциллирует [6]. П о­
мимо интерполяционных сплайнов возможно также применение сглаживающ его 
сплайна, т.е. функции, которая не будет гарантированно проходить через все узлы 
интерполяции. Эта методика весьма эффективна в том случае, если данные заведомо 
содерж ат погреш ности и ошибки, а операция сглаживания позволяет уменьш ить их 
влияние.
ЭМ  долж на обладать некоторой симметрией относительно оси времени, кото­
рая подразумевает наличие чередую щ ихся локальны х максимумов и минимумов, а 
интенсивность чередования определяется конкретной функцией. М еж ду локальным 
максимумом и минимумом, как правило, располагается хотя бы один нуль функции, 
который в дискретном случае рассчитывается с помощ ью алгоритмов интерполяции. 
Примерами ЭМ  являются гармонический сигнал, Л ЧМ -сигнал, Гауссов радиоим ­
пульс, периодическая последовательность прямоугольных импульсов. Описание са­
мого алгоритма ДЭМ , позволяющ его получить набор компонент из исходного сигна­
ла, приведено в [1-3].
Классификация ЭМ на основе физической интерпретации ДЭМ
При реш ении любой задачи из числа указанных ранее, необходимо предвари­
тельное проведение классификации всех извлеченных из сигнала ЭМ  с целью вы яс­
нения их физического смысла -  задача, ранее не рассматривавш аяся отдельно в рам ­
ках данного метода либо реш аемая лиш ь для узкого класса сигналов без необходимо­
го математического обоснования. Далее сказанное будет проиллюстрировано соот­
ветствую щ ими примерами с участием м ульт игармонических сигналов  (представ­
ляю щ их собой сумму нескольких элементарных гармоник), ш ироко используемых в 
современной телеметрии. Для абсолютно произвольного сигнала все ЭМ  можно раз­
бить на две больш ие категории:
1) Основные  ЭМ (включая ш умовые  ЭМ  и ЭМ-шаблоны);
2) Трендовые  ЭМ  (включая компенсирую щ ие  ЭМ  и ист инные т рендовые  ЭМ).
Основные ЭМ  в разложении всегда имеют четкий физический смысл и отра­
ж аю т внутреннюю структуру и особенности, свойственные данном у конкретному сиг­
налу. К  их числу относятся ш умовые ЭМ  и ЭМ -ш аблоны. Появление в разложении 
первых объясняется наличием в исходном сигнале ш ума, а вторые связаны непосред­
ственно с самим полезным сигналом и входящ ими в него компонентами. В качестве 
примера, поясняющ его сказанное, можно привести следующий: при разложении 
мультигармонического сигнала с аддитивным ш умом получается несколько ш умо­
вых ЭМ  (они располагаются на начальных уровнях и их число определяется интен­
сивностью шума, его частотными свойствами и общим числом отсчетов) и ЭМ- 
ш аблоны (в разлож ении следуют за ш умовыми ЭМ ), к числу которых относятся соот­
ветствую щ ие элементарные гармоники, образующ ие незаш умленный мультигармо- 
нический сигнал. П онятие “ЭМ -ш аблон” подразумевает некоторую функцию, харак­
терную для данного типа сигналов, например, лю бую из элементарных гармоник для 
мультигармонического сигнала или, например, Л ЧМ -сигнал и элементарную гармо­
нику в случае наличия их аддитивной смеси с шумом.
Д.М. Клионский и др. Новый подход к автоматизированному 123
Трендовы е ЭМ  являю тся медленно меняющ имися функциями (обычно опи­
сываются полиномами невысокой степени или экспоненциальной функцией), харак­
теризую щ ими изменение во времени локального среднего значения сигнала. Среди 
них, согласно выш еприведенной классификации, выделяют ист инные т рендовые 
ЭМ  (всегда имеющ ие физический смысл), описываю щ ие истинную динам ику средне­
го значения и т.н. компенсирую щ ие  ЭМ , которые могут возникать в разложении в 
том случае, если тренд в сигнале отсутствует. И стинные трендовые ЭМ  появляются, 
например, при разлож ении суммы гармонического сигнала и полиномиального 
тренда. Компенсирую щ ие (ложные) ЭМ  -  результат несоверш енства самого алгорит­
ма ДЭМ , критериев остановки процесса отсеивания, неточностей при вычислениях 
(ош ибок округления и пр.). Их появление не связано с какими-либо физическими 
или математическими особенностями рассматриваемы х сигналов, а объясняется 
только лиш ь несоверш енством вычислительной процедуры. Компенсирую щ ие ЭМ 
обычно создают избыточность в разложении, а их название объясняется тем, что в 
сумме они даю т функцию, очень близкую к нулю, т.е., по сути, компенсируют друг 
друга. Одной из наиболее типичны х причин появления компенсирую щ их ЭМ  явля­
ются побочные эфф екты интерполяции огибающ их -  такие как появление “вспле­
сков” (overshoots), сильные осцилляции вблизи концов сигнала (краевые эффекты). 
Для частичного преодоления выш еперечисленных проблем сущ ествую т специальные 
методы [2]: подавление краевых эффектов с помощ ью зеркального отображения экс­
тремумов, наиболее близко располож енных к границам сигнала, тестирование раз­
личны х критериев остановки процесса отсеивания, уточнение местополож ения экс­
тремумов для построения огибаю щ их и пр.
На рис. 1 показан пример декомпозиции мультигармонического сигнала, со­
стоящ его из двух элементарных гармоник (сам исходный сигнал показан первым) в 
смеси с аддитивным гауссовским шумом.
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Рис. 1. Пример декомпозиции мультигармонического сигнала
Амплитуды  гармоник одинаковы и равны 1, а частоты  отличаются в 2 раза -  
такое соотнош ение взято для иллюстрации структуры диадического банка фильтров, 
которая присущ а ДЭМ . Из картины разложения видно, что гармоники извлекаются 
друг за другом в порядке уменьш ения их частоты (ЭМ №  7 и 8 соответственно). В об­
щей сложности извлечено 10 ЭМ  и результирующ ий остаток. Первые ш ест ь ЭМ  яв­
ляю тся основными, или, более точно, ш умовыми, их появление обусловлено наличи­
ем шума. Далее также идут основные ЭМ, относящ иеся к категории ЭМ -ш аблонов, -  
две элементарные гармоники. Наконец, две последние ЭМ  и результирую щ ий оста­
ток -  компенсирую щ ие  ЭМ  (в исходном сигнале отсутствует тренд). Такое название 
обусловлено еще и тем, что в сумме они даю т функцию, очень близкую к нулю во всех 
точках, т.е., по сути, компенсирую т друг друга. Компенсирую щ ие ЭМ  создают избы ­
точность разложения.
Новый подход к выявлению шаблонов в сигналах и идентификации 
компонент на основе теории регрессии
Рассмотрим новый подход к выявлению всех рассмотренны х типов ЭМ с це­
лью идентификации ш умовой составляющ ей, характерны х сигнальны х составляю ­
щих и тренда. Для этого модель исходного сигнала представим в следующ ем виде:
5 = xp  + e , (3)
где 5 -  исходный сигнал, x -  матрица регрессоров, p  -  вектор неизвестных коэффициен­
тов, определяющих удельный вес регрессоров при описании исходного сигнала и подлежа­
щих оцениванию, e -  белый гауссовский шум с параметрами N (0; и 2) .
Теперь, используя результат разложения с помощью ДЭМ, запишем связь между всеми 
извлеченными ЭМ и исходным сигналом на основании свойства полноты разложения:
M  -1
5(k) = X  С (k) + rM  (k) , (4 )
i  =1
где rM (k) - результирующ ий остаток в разложении. Из первого слагаемого правой 
части можно выделить отдельно самую первую ЭМ , которая будет являться аппрок­
симацией шума, присутствующ его в сигнале поскольку в силу наиболее сильно вы ­
раженного по сравнению со всеми остальными ЭМ  высокочастотного характера пер­
вую ЭМ  можно трактовать как приближение исходного шума:
M  -1  M  -1
s(k) = С1 (k) + X  c, (k) + rM  (k) = e(k) + X  c, (k) + rM  (k). (5)
i = 2  i  =2
Теперь сделаем еще одно уточнение. П оскольку точная сходимость суммы всех ЭМ и 
результирую щ его остатка к исходному сигналу математически строго не доказана 
(эта сходимость рассматривается в инж енерном смысле, т.е. абсолютная разность 
между исходным сигналом и суммой всех извлеченных ЭМ  есть малое число, обычно 
порядка 10-1б...10-1°), введем некоторые весовые коэффициенты для каждой ЭМ  (по 
умолчанию все веса единичные), которые будем определять в соответствии с М Н К  и 
которые долж ны улучш ить точность восстановления. Тем самым долж на улучш иться 
точность представления исходного сигнала полученными из него же компонентами:
M -1  M - '1
5(k) = С (k) + X  P C  (k) + Pm Cm (k) = e(k) + X  P tct (k) + Pm Cm (k) , (б)
i = 2  i = 2
где p  -  вектор весовы х коэффициентов. Выражение (6) можно переписать в более 
общем векторно-матричном виде:
5 = C p  + e , (7)
где C  -  матрица, в столбцах которой хранятся отсчеты ЭМ  (число столбцов на еди­
ницу меньш е общего числа функций в разложении, т.к. первая ЭМ  выступает как ап­
проксимация исходного ш ума и не включается в эту матрицу). М Н К-оценка вектора 
коэффициентов p  определяется формулой:
p  = (C TC )-1 CT5 . (8)
Введение данны х весовых коэффициентов и их дальнейш ее вычисление (например, 
по М НК) может использоваться не только для повыш ения точности при восстанов­
лении сигналов, но и для придания ДЭМ  смысла “базиса”. Ведь, как было сказано, 
базис из ЭМ  является апостериорным, следовательно, для каждого сигнала он инди­
видуален и, будучи полученным однажды, он не может использоваться для представ-
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ления другого сигнала. Однако при работе с однотипными сигналами (например, 
гармоники с разными амплитудами, но одинаковыми частотами) данные весовые ко­
эфф ициенты могут применяться для получения нового базиса из старого путем ум ­
ножения ранее извлеченных компонент на найденные веса. Для коэффициентов 
можно сформировать интервальную оценку, т.е. найти границы интервала, в кото­
рый конкретный коэффициент регрессионной модели попадает с заданной довери­
тельной вероятностью P . М ожно показать, что границы доверительного интервала 
(ДИ) определяются следующ им образом:
A  -  tr&{yj(CCT )-1 ; p  + ty& у (CCT )-1 } (9 )
где p t, Д  - истинное значение коэффициента и его оценка соответственно.
В классической задачи регрессии после нахождения соответствую щ их коэффициен­
тов модели иногда осущ ествляется их проверка на значимость, по результатам кото­
рой конкретный элемент модели с проверяемым коэффициентом либо сохраняется, 
либо исчезает. Аналогично эту задачу можно реш ить для всех найденных весовых 
коэффициентов. Для этого рассмотрим две альтернативные гипотезы, одна из кото­
рых предполагает незначимость данного коэффициента модели (нулевая гипотеза 
Н 0), а вторая, соответственно, его значимость (ненулевая гипотеза Н 1), т.е. его от- 
личность от нуля. В данной ситуации нулевая гипотеза отвергается, поскольку все ко­
эфф ициенты являю тся априорно значимыми, отличными от нуля, т.к. все ЭМ  с теми 
или иными весами участвую т при восстановлении исходного сигнала. Однако ниж е­
приведенную статистику, изначально предназначенную именно для проверки зна­
чимости коэффициентов модели, можно рассматривать как классификационную  (т.е. 
как некоторую функцию, связанную с исходными данными), а рассчиты ваемы е с ее 
помощ ью значения распределять по группам (каждая группа будет соответствовать 
одному из типов ЭМ ) на основе некоторой дискриминирую щ ей процедуры, напри­
мер, кластер-анализа. Сама статистика имеет вид:
T  =! А|/ (10)
где V  -  матрица ковариаций ЭМ , определяемая как V  = C C T (при вычислении стати­
стики используются диагональные элементы матрицы, обратной к ковариационной), 
cre -  среднеквадратическое отклонение (СКО) ш ума, которое можно определить по 
первой ЭМ  с использованием, например, робастной медианной оценки [1,4], устой­
чивой к наличию погреш ностей и аномальных ош ибок в данных. Ниже (табл. 1) про­
иллюстрирован пример расчетов для мультигармонического сигнала, показанного на 
рис. 2 (частоты гармоник образуют геометрическую прогрессию со знаменателем 2; 
При разлож ении сигнала было получено 12 компонент). М едианная оценка СКО ш у­
ма по первой ЭМ составляет 0.2876.
Исходя из полученных значений классификационной статистики можно сделать вы­
вод, что 6,7,8 ЭМ (соответствующие трем элементарным гармоникам, выделенным в порядке 
уменьшения их частоты) являются значимыми, т.е. относятся к ЭМ-шаблонам, в то время как 
остальные являются незначимыми и относятся либо к шумовым, либо к компенсирующим 
(это видно по сильно отличающимся значениям статистики).
Рис. 2. Мультигармонический сигнал, состоящий из трех элементарных гармоник (слева) 
и его копия с аддитивным гауссовским шумом N (0 ;0 .32) (справа)
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Таблица 1
З н ач ен и я  стати сти к и  Т1 для всех  вы д ел ен н ы х  из си гн ала ЭМ
Номер ЭМ
Коэффициенты @ , 
вычисленные 
по МНК
V 1 ,
Нижняя
граница
ДИ
Верхняя
граница
ДИ
Длина ДИ 4
1
0
2 0.9557 0.0067 0.9448 0.9667 0.0219 0.1658
3 0.9075 0.0126 0.8869 0.9282 0.0413 0.0792
4 0.8944 0.0205 0.8606 0.9282 0.0676 0.0471
5 0.9867 0.0046 0.9792 0.9943 0.0151 0.2564
6 0.9982 0.0002 0.9978 0.9986 0.0008 4.9331
7 1.0022 0.0003 1.0017 1.0026 0.0009 4.6289
8 0.9998 0.0003 0.9994 1.0003 0.0009 4.4683
9 1.0003 0.0206 0.9665 1.0341 0.0676 0.0588
10 1.0290 0.0332 0.9744 1.0836 0.1092 0.0385
11 1.0487 0.1121 0.8643 1.2331 0.3688 0.0119
12 1.0540 0.0618 0.9523 1.1556 0.2033 0.0217
Для а в т о м а т и ч е с к о г о  проведения данной классификации можно вос­
пользоваться одним из алгоритмов кластер-анализа, например, алгоритмом k- 
средних (k-means) с числом кластеров, равным 2. Число 2 выбрано для того, чтобы в 
итоге получить две независимы х группы компонент: ЭМ -ш аблоны, выделенные в 
табл. 1 жирным ш рифтом, и остальные компоненты (трендовые и шумовые). Также 
можно использовать специальные алгоритмы (например, основанные на критериях 
качества разбиения), позволяю щ ие определить число кластеров вместо того, чтобы 
задавать его самим. Такая процедура может быть необходима для более тщ ательного 
анализа компонент, например, если требуется более тонкое разделение внутри груп­
пы ЭМ -ш аблонов. Результаты кластеризации на основе значений статистики соответ­
ствуют высказанным предположениям: компоненты с 6-й по 8-ю относятся к одному 
кластеру, а все остальные -  к другому. В некоторых случаях, для более детальной 
классификации, можно задать число кластеров, равное 3 с целью выделить три типа 
ЭМ: ш умовые, ЭМ -ш аблоны и компенсирующ ие ЭМ.
Ниже, на рис. 3, показан результат восстановления незаш умленного мульти­
гармонического сигнала, полученного в результате суммирования 6-й, 7-й и 8-й ком­
понент разложения. На основании данного графика и его сравнения с графиком на 
рис. 2 можно сделать вывод о высокой точности восстановления полезного сигнала 
(прослеживается лиш ь незначительное влияние краевых эффектов).
Помимо значений статистики Т1, можно назвать еще один способ классиф и­
кации ЭМ , а именно длина ДИ для соответствую щ их регрессионны х коэффициентов, 
которая, как видно из табл. 1, наименьш ая именно для ЭМ -ш аблонов, что выделяет 
последние из общего набора компонент. Таким образом, длина ДИ может служить 
еще одним описательным признаком, использую щ имся при кластер-анализе.
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В случае необходимости различения ш умовых и трендовы х компонент (если 
значения классификационной статистики оказываются для них близкими и кластер- 
анализ не позволяет их различить), возможно использование показателя Х ерста H  
[1,5], характеризую щ его степень регулярности функции и ее склонность к хаотиче­
скому поведению. Данная величина заклю чена в пределах [о;1] и имеет два харак­
терных диапазона значений. При 0 < H  < 0.5 . компоненты являю тся ант иперси- 
ст ент ными  (с неуст ойчивым т рендом, с крат ковременной памят ью), т.е. наблю ­
дается т.н. тенденция возврата к среднему. Значения из данного диапазона имеют все 
ш умовые ЭМ. При 0.5 < H  < 1 компоненты является персист ент ными (с уст ойчивым  
т рендом, с долговременной памят ью), т.е. если имелась тенденцию к возрастанию 
(убыванию), то она будет сохранена и в дальнейш ем на некотором промежутке. Чем 
ближе значение H  к 1, тем сильнее выражена данная тенденция и тем дольш е она 
сохраняется. Трендовы е компоненты имеют показатель Херста, заклю ченный в этом 
диапазоне. Наконец, еще одним средством различения компонент является энтропия 
Ш еннона, которая для ш умовых компонент, как для более хаотичны х и близких к 
случайным, дает значения, больш ие, чем для трендовых.
Особенности современной телеметрии
Сущ ествует несколько основных способов классификации телеметрических 
(ТМ) сигналов [7], однако наиболее часто используемой является их классификация 
по скорости изменения во времени, в соответствие с которой они делятся на м едлен­
но и быст ро меняющ иеся сигналы (М М С и БМ С). Основное количественное отличие 
м еж ду ними состоит в разны х эффект ивной ш ирине спект ра. При этом качествен­
ного отличия может не наблюдаться, т.к. они могут описывать работу одного и того 
ж е слож ного динамического объект а  (СДО) [7].
М М С являю тся в телеметрии наиболее многочисленными и характеризую тся 
спектром частот, группирую щ имся в диапазоне от о до нескольких десятков Гц, т.е. 
спектр сосредоточен в области низких частот. Во временной области такие сигналы, 
как правило, представляю т собой набор фрагментов с определенным монотонным 
поведением, которое обычно достаточно точно описывается полиномом невысокой 
степени (3-5) без учета влияния присутствующ его в сигнале шума. Такие сигналы яв­
ляю тся персист ент ными  (с  уст ойчивы м  т рендом ), т.е. если сигнал имел тенден­
цию к возрастанию (или убыванию), то наверняка он ее сохранит и в дальнейш ем. 
П оказат ель Херст а  таких сигналов леж ит в пределах 0.5 < H  < 1 . Чем ближе значе­
ние H  к 1, тем сильнее выражена общ ая монотонная тенденция и тем дольш е она со­
храняется. К данной категории сигналов относятся температурные параметры, дав­
ления, скорости потоков ж идкостей и газов, линейные и угловы е перемещ ения час­
тей некоторого объекта со временем, скорости и ускорения объектов.
БМ С имеют частотный спектр, более ш ирокий, чем М МС. Верхние граничные 
частоты  могут достигать значений нескольких десятков и сотен кГц. Во временной 
области такие сигналы являю тся сильно осциллирующ ими и резко меняющ имися, 
часто имея ш умоподобный вид. С точки зрения анализа регулярности, данны е про­
цессы являются ант иперсист ент ными (с неуст ойчивым т рендом), т.е. наблю дает­
ся т.н. повсемест ная т енденция возврат а к среднему. Если, например, сигнал явля­
ется монотонно возрастающ им в течение некоторого промеж утка времени, то затем 
неизбежно наступит монотонное убы вание сигнала -  это как раз будет гарантировать 
примерное равенство среднего значения в любом сечении сигнала. Значения показа­
теля Херста для них леж ат в пределах 0 < H  < 0 .5 . БМ С составляют значительно 
меньш ую группу, чем М МС. Они отраж ают сложные осциллирую щ ие процессы, про­
текающ ие в различны х системах. В качестве примеров можно привести вибрации 
конструкций корпуса летательны х аппаратов, пульсации давления в камере сгорания 
двигателей, акустические и аэродинамические нагрузки и пр.
Регрессионный подход, направленный на автоматическое выделение ш абло­
нов в сигналах, а также на идентификацию  трех ранее представленны х типов компо­
нент, может применяться и к БМС, и к М М С для реш ения этих задач. Однако в каж ­
дом конкретном случае ш аблоны являются различными по своей природе и соответ­
ственно получаемые результаты долж ны  быть отдельно проанализированы.
Заключение
В данной статье представлен новый подход к анализу нестационарных сигна­
лов сложной внутренней структуры -  декомпозиция на эмпирические моды. Описа­
ны идеи, заложенны е в его основу, а также основные преимущ ества по сравнению с 
сущ ествую щ ими методами анализа нестационарных сигналов. Рассмотрена задача 
классификации компонент, получаемы х при применении и ДЭМ  к сигналу, которая, 
во-первых, позволяет понять внутреннюю структуру самих сигналов, а во-вторых, 
идентифицировать различные типы компонент. Идентификация проводится на ос­
нове теории регрессии и дискриминантного анализа, что позволяет добиться ее ав­
томатизации. Кроме того, значения специальной классификационной статистики, 
показателя Херста и энтропии Ш еннона могут использоваться в качестве вспомога­
тельны х признаков для различения компонент.
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NEW APPROACH TO AUTOMATIC PATTERN EXTRACTION IN TELEMETRIC SIGNALS 
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The present paper deals with the new method of non-stationary signal 
processing -  empirical mode decomposition (EMD), which is principally 
intended for signals with complex structure. Due to a number of important 
properties -  locality and adaptivity -  this method allows us to solve many 
practical tasks with high accuracy and reliability. The area of EMD applica­
tions can be divided into three main groups: preprocessing tasks, signal 
structure analysis and intellectual investigation of signals. A new approach 
to signal structure analysis with the help of the regression theory has been 
suggested and considered in the paper. This approach is capable of extract­
ing noise-like components, the most typical signal components (signal pat­
terns) and trend-like components (genuine and spurious ones). Also a new 
way of classifying all extracted IMFs on the basis of their physical interpreta­
tion is described. The procedure can be done automatically by using discrimi­
nation analysis (cluster-analysis). An example with a multiharmonic signal 
embedded in additive Gaussian noise is introduced and the numerical results 
are provided and explained. Finally, we outline some most widely used types 
of telemetric signals along with the way of applying the regression approach 
to them.
Key words: adaptivity, intrinsic mode function, empirical mode de­
composition, IMF-pattern, noise-like IMF, trend-like IMF, compensating 
IMF, classifying statistic, regression approach, discriminating procedure, 
multiharmonic signal.
