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We propose to use multi-photon interferences from statistically independent light sources in com-
bination with linear optical detection techniques to enhance the resolution in imaging. Experimental
results with up to five independent thermal light sources confirm this approach to improve the spa-
tial resolution. Since no involved quantum state preparation or detection is required the experiment
can be considered an extension of the Hanbury Brown and Twiss experiment for spatial intensity
correlations of order N > 2.
PACS numbers: 03.67.Mn, 32.80.Pj, 03.67.-a
Multi-photon interferences with indistinguishable pho-
tons from statistically independent light sources are at
the focus of current research owing to their potential
in quantum information processing [1, 2], creating re-
mote entanglement [3, 4], and metrology [5–7]. The
paradigmatic states for multi-photon interference are the
highly entangled noon states [8], which can be used to
achieve increased resolution in spectroscopy, lithography,
and interferometry [8–12]. However, multi-photon inter-
ferences from statistically independent emitters—either
non-classical or classical—can also lead to enhanced res-
olution in metrology and imaging [10, 13–15]. So far,
such interferences have been observed with maximally
two independent emitters [10, 16–25]. Here, we propose
to use multi-photon interferences from independent non-
classical or classical sources to obtain spatial interfer-
ence patterns equivalent to those of noon states. Ex-
perimental results with up to five independent thermal
light sources confirm this approach to enhance the spatial
resolution in imaging.
In case of noon states the N -photon interference pat-
tern can be written as [8]
IN (x) ∝
1
2
[1 + VN cos(N kx)] , (1)
where N is the number of photons participating in the
noon state, VN is the visibility, k is the difference vec-
tor between the wavevectors k1 and k2 of the interfering
light fields, and x is the position along the observation
screen. An N -photon spatial interference pattern as in
Eq. (1) can be used to enhance the resolution in interfer-
ometry and imaging. As known from Abbe, an image of
an object is formed if the rays contributing to adjacent
diffraction orders (e. g., 0,+1) in the diffraction plane
are captured by the aperture A of the imaging device
since then all information of the object is contained in
the diffraction pattern via Fourier transform [26]. For
a grating with N slits and slit spacing d this leads to a
minimal resolvable slit separation dmin = λ/(2A), with
an error ∆dmin = λ/(4A) [26]. This limit can be over-
come if the slowly oscillating terms in the diffraction pat-
tern of the grating I ∝ 1 + 2
N
∑N−1
α=1 (N − α) cos(αδ) are
suppressed such that only the modulation at the highest
frequency cos [(N − 1)δ] prevails, containing already all
relevant parameters of the grating (N and d). Based on
counting the number of peaks M across A in the noon-
like interference pattern 1 + VN cos [(N − 1)δ] we obtain
2piM = 2A(N − 1)kd. From this, assuming a signal to
noise ratio such that ∆M < 1/2, we derive the slit sepa-
ration d and its error ∆d as
d =
Mλ
2A(N − 1)
(2)
∆d = ∆M
∣∣∣∣∂M∂d
∣∣∣∣
−1
<
λ
4A(N − 1)
. (3)
According to Eq. (2), for N−1 > M the pattern conveys
information about source details that are smaller than
the Abbe limit; for N − 1 > M = 1 the interference
pattern is sensitive to source structures below λ/2.
A super-resolving N -photon interference pattern as in
Eq. (1) can be obtained with statistically independent
light sources using linear optical detection techniques.
Consider N independent emitters at Rα (α = A,B, . . .)
along a chain with equal spacing d, and place N − 1 de-
tectors in a semi-circle in the far field around the sources
at specific magic angles (see Fig. 1). The emitters are as-
sumed to have identical frequency and polarisation and
may be single photon emitters (SPE) or classical ther-
mal light sources (TLS). Moving another detector along
the semi-circle and post-selecting on simultaneous single
photon detection events in each of the N detectors will
produce an interference pattern IN−1 as in Eq. (1), where
A is defined with respect to the one detector which is
scanned. To see this, we recall that the N -photon inter-
ference pattern is proportional to the (normally ordered)
2FIG. 1: Left column: scheme for measuring g(N)(δ1, . . . , δN)
for N = 2, . . . , 5 equidistant independent emitters located at
Rα (α = A,B, . . .). N detectors Dj at rj (j = 1, . . . , N)
measure N emitted photons in the far field within a joint
detection time interval. Right column: Theoretical plots of
g(N)(δ1, . . . , δN ) for N = 2, . . . , 5 TLS for the indicated fixed
detector positions δj (j = 2, . . . , N) as a function of δ1 for
point-like emitters (blue curve) and extended sources (red
curve).
N -point intensity correlation function
g(N)(r1, . . . , rN ) ≡
〈:
∏
j Eˆ
(−)(rj)Eˆ
(+)(rj) :〉∏
j〈Eˆ
(−)(rj)Eˆ(+)(rj)〉
, (4)
where 〈·〉 denotes the quantum mechanical expectation
value, and Eˆ(+)(r) and Eˆ(−)(r) are the positive and neg-
ative frequency parts of the total electric field operator at
position r, respectively. Here, Eˆ(+)(rj) ∝
∑
α aˆα e
ikrαj ,
where aˆα is the annihilation operator of a photon emit-
ted by source α and rαj = |Rα − rj | is the distance
between the source α and the detector Dj . Since the
emitters are uncorrelated, the state of the field is given
by ρ = ⊗
α
ρα, where ρα =
∑
n Pα(n)|n〉〈n|, with Pα(n)
the photon number distribution for the modes originat-
ing from source α.
With the detectors at the magic positions, the second-
and third-order correlation functions for two and three
SPE in terms of phases δj = kd sin θj reduce to
g
(2)
SPE(δ1, δ2 = 0) =
1
2
[1 + cos(δ1)] , (5)
g
(3)
SPE
(
δ1, δ2 =
pi
4
, δ3 =
7pi
4
)
=
4
27
[1 + cos(2δ1)] . (6)
Here, the visibility in both cases is 100%; this remains
true in case of SPE for any order N . In the same way,
with the detectors at the magic positions the second- and
third-order correlation functions for two and three TLS
take the form
g
(2)
TLS(δ1, 0) =
3
2
[
1 +
1
3
cos(δ1)
]
, (7)
g
(3)
TLS(δ1, 0, pi) =
50
27
[
1 +
8
25
cos(2δ1)
]
, (8)
displaying a reduced visibility of V2 = 1/3 and V3 = 8/25,
respectively, due to the possibility of multiple photons
originating from the same TLS. In all cases the super-
resolving noon-like modulation of g(N)(δ1) as in Eq. (1)
is clearly visible.
Similar results are obtained for higher numbers of SPE
and TLS. In the case of TLS, the interference pattern
g
(N)
TLS always reduces to the form IN−1 in Eq. (1) if the
N − 1 fixed detectors are located at the magic posi-
tions δj = 2pi(j − 2)/(N − 1), j = 2, . . . , N . Note
that by changing for different N the angles θ2, . . . , θN
of detectors D2, . . . , DN such that the relative phase re-
lation for the magic positions δj − δj−1 = 2pi/(N − 1),
j = 3, . . . , N , is fulfilled, one can monitor the interference
pattern g
(N)
TLS(δ1) until the pure sinusoidal modulation as
in Eq. (1) appears. In this case the number of detec-
tors equals the number of slits, what determines N . The
sought-after slit separation d can then be derived from
the δj via d = λ/(N − 1)(sin θj − sin θj−1). With this
approach it is possible to determine N and d indepen-
dently. For N = 2, . . . , 5 independent TLS the calculated
interference signals g
(N)
TLS(δ1) at the magic positions are
displayed in Fig. 1, together with their exact analytical
expressions.
Note that the angular range AN = sin[(θN − θ2)/2]
required by all N detectors is larger than the aperture
A needed for detector D1 alone. For a slit separation of
d = λ/2 this is shown in Fig. 2. However, one can see
from the figure that AN always remains smaller than the
aperture associated with the classical Abbe limit. More-
over, there is some flexibility in placing the N − 1 fixed
detectors, for example besides or behind the investigated
object (assuming 4pi emission), since the required values
for δj (j = 2, . . . , N) are valid modulo 2pi. The red curve
representing AN = sin[(θN − θ2)/2] in Fig. 2b does not
take into account this flexibility.
3The experimental setup used to measure g
(N)
TLS(δ1) with
up to N = 5 is shown in Fig. 3. To realize the N in-
dependent TLS, opaque masks with N identical slits of
width a = 25 µm and separation d = 250 µm are illu-
minated by pseudo-thermal light originating from a lin-
early polarized Nd:YAG laser at λ = 532 nm scattered
by a rotating ground glass disk [27]. The large number
of time-dependent speckles, produced by the stochasti-
cally interfering waves scattered from the granular sur-
face of the disk, act within a given slit as many inde-
pendent point-like sub-sources equivalent to an ordinary
spatial incoherent thermal source. The coherence time
of the pseudo-thermal light sources depends on the rota-
tional speed of the disk and was chosen to τc ≈ 100 µs.
The light from the masks is split by 50/50 non-polarizing
beam splitters and collected at a distance z ≈ 1 m be-
hind the glass disk by N laterally displaceable fiber tips
of core diameter 50 µm, guiding the light toN single pho-
ton detectors. The output pulses of the photon detectors
FIG. 2: (a) g
(4)
TLS(δ1) for N = 4 independent TLS (blue
curve) with detectors D2, D3, and D4 at the magic angles
δ2 = −pi, δ3 = −pi/3, δ4 = +pi/3 (red arrows) and G
(1)(δ1+pi)
for a coherently illuminated grating with N = 4 slits (black
curve) in case of a source/slit separation d = λ/2. The angu-
lar range required by detector D1 to scan from one to the next
principal maximum is indicated for g
(4)
TLS(δ1) by a horizontal
blue arrow and for G(1)(δ1 + pi) by a horizontal black arrow.
The latter is the angular range required by the classical Abbe
limit. (b) Numerical apertures required by the classical Abbe
limit (black curve), and by the proposed scheme for detector
D1 alone (blue curve) and for all N detectors (red curve) to
obtain structural information about a grating with N slits
and slit separation d = λ/2.
FIG. 3: Experimental setup for measuring g
(N)
TLS(δ1). For de-
tails see text. GGD: ground glass disk, M: mirror, L: lens,
NDF: neutral density filter, TS: translation stage with fiber
mount, BS: beam splitter, F: multimode fiber,D1 . . . D5: pho-
tomultiplier modules.
are then fed into a coincidence detection circuit. In the
experiment the single photon counting rates for g
(2)
TLS,
g
(3)
TLS, g
(4)
TLS , and g
(5)
TLS correspond to 200 kHz which with
joint detection time windows of 50 ns, 410 ns, 410 ns,
and 850 ns lead to averaged N -fold coincidence rates of
1500 Hz, 1500 Hz, 400 Hz, and 300 Hz, respectively. Note
that the g
(N)
TLS(δ1) display the calculated interference sig-
nals only if the N photons are measured within their
coherence time [13].
The experimental results for g
(2)
TLS(δ1), . . . , g
(5)
TLS(δ1)
are shown in Fig. 4. The measured curves are in ex-
cellent agreement with the theoretical prediction if one
takes into account the finite width of the slits [see red
solid lines in Fig. 1 and Fig. 4 (b)-(e)]. The small de-
viations between the experimental results and the the-
oretical curves for g
(4)
TLS and g
(5)
TLS are mostly due to a
slight misalignment of the detector positions from the
required magic values. The deviations between V
(e)
N and
VN towards higher N are mainly due to increased dead
time effects arising from larger joint detection time win-
dows and higher single photon counting rates at the N
detectors. From the figure it can be seen that the mea-
sured curves for g
(3)
TLS(δ1), g
(4)
TLS(δ1), and g
(5)
TLS(δ1) dis-
play a doubled (2δ1), tripled (3δ1), and quadrupled (4δ1)
modulation frequency with respect to g
(2)
SPE(δ1, 0) and
g
(2)
TLS(δ1, 0) [see Eqs. (5) and (7)]. This means that for a
given aperture A (highlighted in blue in Fig. 4) g
(5)
TLS(δ1)
exhibits four times more oscillations than g
(2)
TLS(δ1). Ac-
cording to Eq. (2) this beats the classical Abbe limit for
d and ∆d by a factor of four.
In conclusion, we experimentally demonstrated spa-
tial multi-photon interference patterns displaying super-
resolution with up to five statistically independent light
sources using linear optical detection techniques. For
N > 2, these experiments achieve a higher resolution
than the classical Abbe limit for imaging the light source.
4FIG. 4: Experimental results: (a) Measurement of aver-
age intensities I1 and I2 at detectors D1 and D2 alone (with
D1 scanned and D2 kept constant), demonstrating that the
pseudo-thermal light used is spatially incoherent in first or-
der of the intensity. (b)-(e) Measurement of g
(N)
TLS(δ1) in case
of N = 2, . . . , 5 TLS for δ2, . . . , δN at the magic positions.
Red curves correspond to a theoretical fit taking into account
the finite width of the slits. The only fitting parameters are
the slit separation d, the slit width a, and the visibility V
(e)
N .
The experimentally obtained visibilities V
(e)
N can be compared
with the theoretical values VN in Fig. 1.
In the case of N SPE, we showed theoretically that the
interference pattern obtained is identical to the one gen-
erated by noon states with N − 1 photons. The same
is true for N TLS, except for a reduced visibility. Our
technique neither requires special quantum tailoring of
light nor N -photon absorbing media, as it relies on sin-
gle photon detection only. As intensity correlations of
order N > 2 are used to improve the spatial resolution in
imaging, it can be regarded a practical extension of the
Hanbury Brown and Twiss experiment, one of the funda-
mental measurement techniques in quantum optics. The
natural low light requirements suggest that the technique
has potential applications for improved imaging of faint
star clusters and in vivo biological samples.
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