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We present calculations of various properties of the ground and excited electronic states of coumarins 102,
152, 153, and 343. Using density functional theory (DFT) and time-dependent density functional theory
(TDDFT), we examine the excitation energies to the S1 and S2 states, the ground and excited-state dipole
moments, and the lowest ionization potentials of these coumarins. In the case of C153, we locate two distinct
S0 minima due to differing conformations of the julolidyl ring structure and compare properties for the syn
and anti conformers. For C343, we examine the possibility of proton transfers in the ground and S1 states of
the system. We find that (1) DFT tends to overestimate the ground-state dipole moments in these systems,
(2) excellent agreement is obtained between TDDFT and experimental vertical excitation energies, (3) TDDFT
and CIS yield similar estimates of the dipole moment change between the S0 and S1 states, both of which are
in the range of previous experimental estimates, (4) in each case, the S2 state is at least 0.5 eV above the S1
state for the ground-state geometry, and (5) proton transfer is not likely in the ground state of C343 but is
only 0.18 eV higher in energy in the S1 state. We also compare the DFT/TDDFT results with RHF/CIS,
MP2, and INDO S/CI results. We find good agreement between MP2 and experimental ground-state dipole
moments and good agreement between INDO S/CI and TDDFT gas-phase excitation energies.

I. Introduction

SCHEME 1

The 7-aminocoumarins (see Scheme 1) are robust chromophores that are used in a broad range of applications. The
excited-state properties of more than 10 different 7-aminocoumarins in solution have been well characterized for use as laser
dyes.1 The strong absorption cross sections and high fluorescence quantum yields, combined with low cross sections for
other photophysical processes, led to wide use of 7-aminocoumarins for laser action from the near-ultraviolet (350 nm) to
the middle of the visible light spectrum (500 nm).1
As dye lasers are increasingly replaced by solid-state laser
technologies, the coumarins have found an increasing number
of applications in probing the dynamics of condensed-phase
environments. The properties that cause the 7-aminocoumarins
to be effective laser dyes are the very same ones that make
them desirable for use as fluoroprobes: (1) they have strong
radiative rates, (2) they are fairly rigid, and (3) they possess
strong solvatochromism. The relative rigidity of the coumarin
framework, especially the closed-ring amine system (julolidyl
group) present for coumarins 102, 153, and 343, means that
the coumarins are good probes of local friction in solutions and
in more-complex environments when using time-resolved
fluorescence polarization anisotropies.2-11 For investigating
proteins and amphiphiles, coumarins can be used to probe both
hydrophilic environments (by using water-soluble C343 and
sparingly soluble C102) and hydrophobic regions (by using
water-insoluble C153).
* Corresponding author. E-mail: Robert_Cave@Hmc.edu. E-mail:
castner@rutchem.rutgers.edu.

The strong solvatochromism of the coumarins results from
the substantial increase in the permanent dipole moment on
going from the ground to the excited state. This causes a
bathochromic (red) shift in the fluorescence that depends linearly
on the empirically determined solvent polarity. This red shift
in the emission can exceed 5000 cm-1 for the most-polar
solvents (e.g., water), which is more than 20% of the total
excited-state energy. Using time-resolved emission methods such
as femtosecond fluorescence upconversion spectroscopy, this
emission red shift can be time-resolved and is called the timedependent fluorescence Stokes shift (TDFSS).12-19
The TDFSS method has been well characterized for use in
probing the dynamics of the liquid state.12-20 Many of the most
successful studies have used 7-aminocoumarins as probes of
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the TDFSS. More recently, the 7-aminocoumarins have been
used to probe dynamic fluctuations about a charge-transfer
excited state for a wide variety of condensed-phase systems.
These include polymers,11,21 reverse and normal micelles,3-5,22,23
semiconductor surfaces,24 zeolites,25 sol-gels,7 vesicles,6 proteins,26 cyclodextrins,9 and molten salts.27,28
The coumarins can be detected on a single-molecule level29
but will find only limited applications in this area because they
photoreact after prolonged cycles of excitation/emission. Though
a less than optimal choice for single-molecule spectroscopy,
7-aminocoumarins have proven to be ideal probes for certain
electron-transfer processes.30,31 In particular, these coumarins
have been widely used as excited-state electron acceptors to
study electron transfer from electron-donating solvents such as
aromatic amines.7,32-37 Another application of the 7-aminocoumarins, especially the 3-carboxylic acid derivatives, has been
as photosensitizing dyes for wide band gap semiconductors such
as TiO2 and ZnO.24,38-42 Excited-state proton-transfer reactions
have also been widely studied using 7-aminocoumarins.43-48
We have recently published a theoretical study of coumarins
151 and 120.49 These coumarins have been used in a variety of
applications but are small enough to admit treatment with a wide
range of electronic structure techniques. We compared the results
from time-dependent density functional theory (TDDFT),50-52
using pure GGAs and hybrid functionals, with complete active
space self-consistent field (CASSCF) results, CASPT2 (both
single- and multistate versions),53-55 configuration interaction
singles (CIS), and INDO S/CI.56,57 We found that (1) TDDFT
gave excellent agreement with experimental S1 r S0 excitation
energies for C151 and C120, (2) TICT formation is unlikely
upon photexcitation for gas-phase C151, (3) there is a greater
tendency toward a planar amine group for the S1 state than for
the ground state of C151, (4) DFT tended to overestimate the
ground-state dipole moments, and (5) TDDFT results for C151water complexes are in good agreement with the experimental
results of Topp and co-workers.58,59 On the basis of the success
of DFT and TDDFT for C120 and C151, we apply these
methods here to a series of coumarins that have been important
in probing solvent dynamics.
In the present contribution, we survey various ground- and
excited-state properties of C102, C152, C153, and C343 using
DFT and TDDFT on the basis of the PBE0 functional.60 For
comparison purposes, we also present results based on RHF,
MP2, and INDO/S for the ground-state dipole moments of each
species and CIS and INDO S/CI for excited-states properties.
In the case of C153, we treat several ground-state conformers
(syn and anti conformers of the julolidyl ring system) and
investigate how the ground- and excited-state properties vary
with conformation. For C343, we also examine the ground- and
excited-state energies of various placements of the ionizable
proton on the carbonyl group.
The remainder of the article is organized as follows. In the
following section, we outline the theoretical methods used to
treat the coumarins. In section III, we present our results, and
in section IV, the results are discussed. In the final section, we
offer concluding remarks.
II. Methods
All ab initio calculations use the 6-311G(d,p) basis set.61,62
In our previous work, this basis was shown to be adequate for
the calculation of properties associated with the ground and first
few excited states of C151 and C120.49
The ground-state geometries of C102, C152, C153, and C343
were obtained from optimizations using DFT with the B3LYP
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functional63 (geometries provided in Supporting Information).
For C152, the -N(CH3)2 group was nearly planar and coplanar
with the ring to which it was attached. For C102, C153, and
C343, the S0 ground states were syn with respect to the N of
the unsaturated rings. We separately located two anti structures
for C153 (see Scheme 2). However, the two anti structures are
essentially degenerate, and results are presented for only one
of the two. For C343, we also explored different placements of
the carboxyl proton (see Results).
Based on the S0 geometries for each coumarin, we performed
DFT calculations using the PBE0 functional60 to obtain groundstate dipole moments and relative energies of ground-state
conformers. In addition, TDDFT calculations were performed
using the PBE0 functional within the adiabatic approximation.
Dipole moments for TDDFT excited states were estimated using
a finite field calculation ((0.001 au) and TDDFT excitation
energies.49 For C343, we also report polarized continuum
model64-66 (PCM) calculations for the various ground-state
conformers, with the solvent dielectric chosen to model
chloroform.
For comparison purposes, we also performed RHF and MP2
calculations for the S0 states and CIS calculations for the S1
and S2 states. CIS dipole moments are calculated analytically.
All DFT, TDDFT, RHF, MP2, and CIS calculations and all
geometry optimizations were performed using Gaussian 98
(revisions A.9 and A.11).67
We also performed calculations using the INDO S/CI method
of Zerner and co-workers.56,57 The results presented below are
based on the Zerner group code (though similar results are
obtained when the INDO S/CI method is used within the G98
code).49
III. Results
The results for the four coumarins are grouped together
according to the molecular property of interest. In addition, we
present previous results for the given property and for coumarin
where available. For convenience, tables of the properties for
each of the coumarins are reported in the Supporting Information.
Ground-state dipole moments based on RHF, DFT (using the
PBE0 functional), and MP2 are reported in Table 1. We also
present values from previous semiempirical methods (AM1,68
PM369,70) and density functional theory results. Our PBE0 dipole
moments tend to be higher than those from experiment, with
the greatest differences occurring for C152 and C343. The syn
and anti conformers of C153 have similar dipole moments, with
the anti conformer values being about 0.4 D higher than those
of the syn conformer. RHF dipole moments are similar to the
PBE0 results, whereas MP2 represents an improvement relative
to RHF results in each case except for C102. The largest errors
relative to experiment for RHF once again occur for C152 and
C343.
In our previous study of C151 and C120, we noted significant
differences between the experimental and our theoretical groundstate dipole, with the experimental dipole moment significantly
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TABLE 1: Comparison of Ground-State Dipole Moment
Values (D)

TABLE 3: Comparison of Dipole Moment Differences
between the S0 and S1 States (D)

method

C152

C153

C102

C343

source

C152

C153

C102

expta 71
PM371
AM173
AM177
DFT72
INDO76
RHF76
INDO
RHF
PBE0
MP2

5.71
4.63
6.32
6.27

6.55
5.21
6.68
6.42
8.1/7.0
7.4
6.1
6.56/7.52b
6.94/7.24/7.61c
6.43/6.81c

6.98
5.73
6.43

9.86
9.33
10.41

microwave80
solvatachromism77
solvatachromism81
DC photocurrent82
electrooptic75
AM173
INDO S/CI76
CIS76
DFT72
CIS75
INDO S/CI
PBE0/TDDFT
CIS

5.1/6.1a
9.23a
2.16a

4.9/5.4a
7.20a
2.22a
9.0a
4.40-7.00a
6.96a
7.5
3.7
15.3/10.7a
4.88
3.94/7.91b
5.8
4.03

3.0/3.8a

6.48
6.97
7.18
6.46

a

6.98
7.16
6.81
5.99

10.10
12.04
11.76
10.66

b

Measured in CHCl3 solvent. The first entry uses the gas-phase O
beta value (-54.0), and the second uses the solution-phase value
(-34.0). c The first entry is for the syn structure, and the second is for
the anti structure.

TABLE 2: Comparison of S1 r S0 Transition Energies (eV)
C152

C153

C102

C343

AM173

source

3.21

3.32
3.62

3.39
3.56
3.15b
3.77
3.58
4.76

3.06
3.38
3.15
3.41
3.17/3.37a
3.21
3.37
2.93c
3.66/3.51e
3.41/3.41f
4.59

3.13

solvatochromic νvert78
optical ν0-072
optical/DFT νvert72
DFT72
optical ν0-079
optical νvert79
solution νvert
INDO S/CI
PBE0/TDDFT
CIS

3.18b
3.73
3.70
4.81

3.03d
3.77
3.45
4.45

a
The first entry is for S/CI, and the second is for MRSDCI. b Spectral
peak in methanol solvent. c Spectral peak in ethanol solvent. d Spectral
peak in basic methanol solvent. e The first entry uses the gas-phase O
beta value (-54.0), and the second uses the solution-phase value
(-34.0). f The first entry is for the syn structure, and the second is for
the anti structure.

smaller than the calculated value. We suggested that the
difference might arise from partial twisting about the 7-amino
bond in solution and demonstrated that twisting leads to an
overall dipole moment decrease for C151. A similar effect may
be operative for C152. C153 and C102 prohibit twisting by the
presence of the julolidyl rings, and we note better agreement
between our calculated dipole values and the experimental
values of Moylan.71 C343 similarly restricts twisting about the
7-amino bond, but our theoretical estimates for the dipole
moment are once again too high. It is possible that nonplanar
conformations are adopted by the carboxyl group in solution,
which could lead to smaller dipole moments.
As noted previously, the PM369,70 dipole moments are
uniformly lower than the experimental values. AM168 and INDO
methods do a remarkably good job of estimating the dipole
moment for these systems, which are similar to the MP2 results
and are in better agreement with experiment than either the RHF
or PBE0 results. The previous DFT results for C15372 are
comparable to our PBE0 results. Differences in the dipole
moment for the previous DFT results depend on whether the
S/CI or SDCI method of Grimme is used.
Excitation energies to the S1 state of the various coumarins
are presented in Table 2. Except for the entry “solution νvert”,
the experimental values are either gas-phase values or extrapolations to gas-phase values from solution-phase results for direct
comparison with our gas-phase results. Since our excitation
energies are computed at the S0 equilibrium geometry, they are
most directly comparable with vertical transition energies (νvert).
We find that the PBE0/TDDFT results are in excellent agree-

6.79a

4.27
5.9
3.82

C343

2.11a
3.66a

5.29a

2.07
5.2
2.78

4.36
4.1
3.00

a
Collinearity assumed. b The first entry uses the gas-phase O beta
value (-54.0), and the second uses the solution-phase value (-34.0).

ment with the experimental vertical transition energies and are
in substantially better agreement than are the CIS results. The
previous AM1 values73 reproduce the trends in relative excitation
energies but tend to be about 0.3 eV too low, where comparisons
are possible.
We were unable to locate a gas-phase value for the C343
vertical transition energy in the literature. To compare the results
for all four systems, we use the solution-phase excitation
energies from the Kodak dye-laser catalog (solution νvert results
in Table 2), where methanol or ethanol was used as a solvent.74
These results are not directly comparable to our gas-phase values
because of differential solvation of the excited state (a different
dipole moment from the ground state; see below). Furthermore,
the relative excitation energies for different coumarins will also
not be directly comparable to our gas-phase values since the
ground- and excited-state dipole moment differences vary
between coumarins. Nevertheless, the PBE0/TDDFT results do
a reasonable job of reproducing the relative excitation energies
for these systems. We considered whether the basic ethanol used
for the C343 spectra3,4,22 might deprotonate C343 and if the
experimental spectrum represented that anion of this system.
PBE0/TDDFT calculations place the gas-phase S1 vertical
transition for the C343 anion at 2.31 eV, which is much lower
than that observed experimentally. Thus, the calculated results
are consistent with the solution spectrum for neutral C343 unless
solvation imparts an unexpected blue shift greater than 1 eV
for the anion spectrum.
In Table 3, we present dipole moment differences between
the S0 and S1 states of the four coumarins. Since in most
experimental techniques one obtains the difference directly, we
tabulate it here. In the Supporting Information, we present S1
dipole moments, but the experimental values are often based
on the assumption of collinearity of the ground- and excitedstate dipole moments since in most experimental results the
relative angle is not obtained. Quoting the dipole moment
difference also minimizes the effects of incorrect ground-state
dipole moments on comparisons of S1 dipole moments.
We find the PBE0/TDDFT dipole moment differences to be
5 ( 1 D for each of the four molecules. C152 and C153 have
the largest dipole moment differences, whereas C102 and C343
have the smallest differences. The CIS values are clustered
around 3.4 D within 0.6 D of each other, with a similar grouping
of coumarins with the largest and smallest differences. The
previous AM1 results tend to be higher than our PBE0/TDDFT
values, with the exception of C102, which is considerably below
the PBE0/TDDFT result.
C153 has been treated previously using the widest array of
theoretical techniques, and several past values for the dipole
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TABLE 4: Vertical S1-S2 Energy Separation (eV) for the
Ground-State Equilibrium Geometry

TABLE 6: Comparisons of Various Properties for C153
Structuresa

method

C152

C153a

C102

C343

property

syn

anti

INDO S/CI
PBE0/TDDFT
CIS

0.35
0.69
0.85

0.32
0.57/0.62
0.78/0.83

0.37
0.53
0.62

0.31
0.59
0.86

∆Egs (eV)
µ (D)
IPvert (eV)
IPadiabatic (eV)
∆ES0-S1 (eV)
∆ES0-S2 (eV)
µS1 (D)

0.0
7.24
7.16
7.08
3.41
3.98
12.8

0.0113
7.61
7.08
6.99
3.41
4.03
13.1

a
The first entry is for the syn structure, and the second is for the
anti structure.

TABLE 5: Ionization Potential Data (eV)
a

source
UV-PES83
UV84
PBE0/vertical
PBE0/adiabatic

C152

C153

7.52
7.44

7.21/7.16
7.16/7.08a
7.02/6.99a

C102

C343

7.07
6.88
6.73

7.36
7.23

a
First entry is for the syn structure, and the second is for the anti
structure.

moment difference are presented in Table 3. The largest dipole
moment difference was obtained using Grimme’s DFT S/CI and
is near 15 D. Extension to the DFT/MRSDCI drops the
difference to 10.7 D, but this is still the next-largest estimate
of the dipole difference. The other methods give values for the
dipole moment that differ in the range of 3.7-7.5 D. Our PBE0/
TDDFT and CIS values fall within this range.
The first five entries in Table 3 comprise experimental
estimates of the S1 state dipole moment differences for each of
the four coumarins. Solvent-induced solute polarization, the
solvent model employed, the size of the solute cavity used in
analysis of the experimental data, and possible cavity-field
effects all complicate the direct comparison with any of the
theoretical dipole moments. The most complete experimental
treatment of these effects was done by Chowdhury et al.75 for
C153. Their results suggest that the CIS results of Matyushov
and Newton76 and our CIS results are closest to the experimental
value for C153. However, to the extent that the cavity and/or
reaction-field effects are overestimated, these are lower bounds
on the dipole difference. The similarity of the calculated dipole
moments for the various coumarins considered here suggests
that the experimental dipole moment differences for C152, C102,
and C343 should not be very different from the experimental
value for C153. Interestingly, this is borne out by comparisons
within any single experimental study, even though a comparison
of the results between experimental studies shows a wide
variation in the dipole moment differences for any one coumarin.
Energy differences between the S1 and S2 states are presented
in Table 4, computed at the S0 equilibrium geometry. The S2
state lies about 0.5 eV above the S1 state, independent of the
choice of coumarin or method. This is fully consistent with our
previous results for C151 and C120. This means that by carefully
selecting the laser excitation wavelength to be on the red edge
of the absorption band, one can preferentially excite the S1 state,
avoiding the S2 state.
A number of studies of the low-lying cation states of
coumarins have been made. In Table 5, we present vertical and
adiabatic ionization potentials (IPs) calculated using the PBE0
functional. Excellent agreement is obtained with the experimental results for C102 and C153. Furthermore, the PBE0
results for the two conformers of C153 (syn and anti) are
consistent with the relative energies obtained experimentally.
We expect that the relative IPs among the four coumarins should
be good estimates of actual relative IPs for these systems. The
adiabatic IPs indicate that there is little energy (about 0.1 eV)
associated with the change in geometry between the neutral and
ionic ground states in all four coumarins.

PBE0-based results at B3LYP/6-311G(d,p) minima.

We compare the full range of properties for the syn and anti
conformers of C153 in Table 6 (see Scheme 2). The relative
energies suggest that the syn conformer is the ground state of
the system but that the anti conformer will also be populated at
room temperature. (The two anti conformers are isoenergetic
given the local planar symmetry with respect to the CF3 group.)
As shown in Table 5, the syn conformer is somewhat more
difficult to ionize than the anti. The S0 and S1 dipole moments
are about 0.3 D larger for the anti conformer, but the vertical
excitation energy was identical for the two conformers. Given
these similarities, it is clear that the various conformers of C153
should behave similarly as solvatochromic probes.
Because of the presence of the carboxyl group on C343, there
are several ground-state protonation conformers that one must
consider. We examined the five possibilities shown in Scheme
3, with selected results given in Table 7. The global minimum
for the ground state of the system has hydrogen on the carboxyl
group, forming an intramolecular H bond with the nearby
carbonyl group (A. carboxyl-H: H-bond). This is the only C343
structure for which a frequency analysis was performed, and it
was found to be a true minimum. Breaking the H bond in
structure A by rotating the hydroxyl bond torsional angle 180°
yields structure B and raises the ground-state energy by 0.253
eV. Somewhat higher in energy is the structure with the carboxyl
group rotated (C. carboxyl-H: no H-bond2). The zwitterionic
structures with the hydrogen transferred to the carbonyl are both
significantly higher in energy (either in the gas phase or in PCM
chloroform), and we were unable to locate a minimum for the
carbonyl-H: H-bond structure (D). Optimizations begun near
this point collapsed to the global minimum. The structure used
in Table 7 for the carbonyl-H: H-bond (D) was obtained from
the optimized carbonyl-H: no H-bond structure (E) by rotating
180° about the C-C-O-H dihedral angle. Whereas the
carbonyl-H: no H-bond structure (E) is the global minimum
for the zwitterionic case, its energy is higher than the rotated
structure, as seen in Table 7. Solvation brings the three local
minima somewhat closer in energy but does not change their
relative ordering. The S1 state vertical excitation energies vary
significantly for these four structures. For ease of comparison
of the S1 state energies in the five geometries, we also present
excitation energies relative to the ground state at the carboxylH: H-bond structure (A). The largest energy difference among
the five geometries for the S1 state is only 0.33 eV, which is
significantly smaller than the 2.29-eV range for the ground state.
Energies for the S1 state carboxyl H: H-bond (A) and carbonyl
H: H-bond (D) structures are close enough that one might
imagine that solvation could reverse their order. However, the
S1 state dipole moment is considerably smaller in the carbonyl
structure than in the carboxyl structure. Thus, one expects that
solvation will lead to a greater energy separation of these two
conformers.

Ground and Excited States of Coumarins
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TABLE 7: Comparisons of Various Properties for C343 Structuresa

property

A.
carboxyl-H:
H-bond

B.
carboxyl-H:
no H-bond1

C.
carboxyl-H:
no H-bond2

D.
carbonyl-H:
H-bondb

E.
carbonyl-H:
no H-bond

∆Egs (eV)
µ (D)
∆Egssolv (eV)c
IPvert (eV)
IPadiabatic (eV)
∆ES0-S1 (eV)d
∆ES0-S2 (eV)d
∆ES0min-S1 (eV)e
µS1(D)

0.0
11.76
0.0
7.36
7.23
3.45
4.04
3.45
15.8

0.253
8.16

0.320
9.69
0.278

1.38
16.23

2.29
19.09
1.71

3.45
3.91
3.71

3.46
3.90
3.78

2.26
2.74
3.63
5.5

1.49
1.72
3.78

a

PBE0-based results at B3LYP/6-311G(d,p) minima. b Obtained by rotating about the C-C-O-H dihedral angle for the carbonyl-H: no H-bond
structuresno ground-state minimum was located for this structure. c Based the PCM solvation model, in chloroform. d Vertical excitation energy
at the given geometry. e Energy of the S1 state at the given geometry relative to that of the ground state at the carboxyl-H: H-bond ground-state
structure.

IV. Discussion
The above results support and reinforce many of the conclusions we drew in our previous study of coumarins 151 and 120.
In particular, we find that DFT tends to overestimate the groundstate dipole moment of the coumarins modestly (by <20%) and
that values for either INDO or MP2 dipole moments tend to be
closer to the experimental results for these systems. For the
excited states, TDDFT based on the PBE0 functional provides
exceptional accuracy for the vertical transition energy to the S1
state and yields excellent excitation energy trends for coumarins
in nonpolar solvent. INDO S/CI also does a good job of
reproducing the excitation energies and their variation among
the four coumarins treated here. TDDFT predicts that the S1S2 gap is on the order of 0.5 eV for the ground-state equilibrium
geometry. Our TDDFT S0-S1 dipole moment differences for
C152 and C153 fall in the middle of the various experimental
estimates and are generally about 1 D higher than the CIS
values. The CIS value for C153 is close to the value that yields
the best agreement with the experimental results of Chowdhury

et al.75 when corrected for reaction and cavity fields. However,
given the difficulty in accurately defining solvent cavities for
these systems and the restriction to dipolar fields, uncertainties
of (1 D may not be unreasonable. Certainly the TDDFT results
do not suggest that the extreme dipole moment differences are
likely. Finally, as was found previously, the DFT ionization
potentials are in excellent agreement with experiment and
support the experimental assignment of the different C153
conformers.
Because of the julolidyl ring structure in C102, C153, and
C343, we were also able to examine the sensitivity of the
electronic properties to the choice of syn or anti conformations
at the julolidyl nitrogen. The difference between the two
conformers was examined in detail for C153. We found that
the syn conformer was more stable than the anti conformer by
0.011 eV but that their excitation energies, dipole moments,
and dipole moment differences were similar enough that they
should be indistinguishable in solution. However, in the gas
phase, their IPs are distinct enough to allow for easy assignment
of the two species.
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C343 affords an additional level of complexity because of
the presence of the carboxylic acid group. Our investigation of
the five structures shown in Scheme 3 indicates that only one
is thermally accessible in the ground state but that all five are
within 0.33 eV of each other on the S1 surface. In addition, the
ground-state dipole moments are quite different in these various
structures and thus should yield different solvent stabilization
energies. Nevertheless, we find that the addition of a solvent
reaction-field model neither reorders nor dramatically alters the
energy difference between the two lowest-energy structures for
C343.
Taken together, our results suggest that TDDFT is an accurate
and powerful tool for the examination of the ground and excited
states of coumarins. In particular, the accuracy achieved for
excitation energies and ionization potentials is good enough to
aid in assigning experimental spectra for these systems.
Furthermore, dipole moment differences between ground and
excited states are comparable to those obtained by other methods
and are certainly found to be within the spread of experimental
values (where available). These results suggest that where
charge-transfer states (between localized diabatic states) are not
involved, TDDFT yields impressive results for molecular
properties.
V. Conclusions
Our results indicate that TDDFT is a powerful tool for treating
the spectroscopy and properties of the S1 state of the coumarins.
Excitation energies, dipole moment differences, and ionization
potentials are in good agreement with experiment where
comparisons can be made. We find no evidence for excitedstate proton transfer in C343 and see little spectroscopic
difference between the two possible julolidyl conformers of
C153, especially in room-temperature solutions. Finally, we
conclude the INDO S/CI is also a reliable tool for the treatment
of the spectra and properties of these systems.
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