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This thesis is the culmination of a numerical study of the error propagation in Monte 
Carlo depletion calculations.  In Monte Carlo reactor physics codes, the statistical uncertainty of 
one step is combined with errors propagating through the calculation from previous steps. Over 
time, these errors accumulate, though to which degree these errors are amplified and/or 
dampened has previously been unclear.  The objective of this work was to investigate this error 
propagation and identify some common regularities in the behavior of uncertainty in several key 
parameters of some common types of depletion calculations. 
All Monte Carlo test problems were done using SERPENT: a Continuous-Energy Monte 
Carlo Reactor Physics Burnup Calculation Code developed at VTT Technical Research Center of 
Finland.  Four test problems were developed for analysis, with three problems consisting of 
different arrangements of four 17 x 17 fuel assemblies, and the fourth problem being a full core 
model of the International Reactor Innovative and Secure (IRIS).  By changing the code’s initial 
random number seed, the data produced by a series of 19 identical “replica” runs was used to 
investigate the variance in k-eff, pin powers, and number densities of several isotopes.  The 
average uncertainty produced by the code for each parameter at each burnstep is compared to the 
observed uncertainty in the parameters produced by the 19 replica runs.  Results show how well 







 Since computers have made it possible for researchers to develop numerical solutions to 
the neutron transport equation, a number of solution methods have been developed to model the 
working of a nuclear reactor.  One of these techniques, the Monte Carlo (MC) method, has the 
ability to accurately model the extreme heterogeneity of the nuclear reactor environment. 
Another powerful advantage of the MC method is the ability to treat neutron energy dependence 
correctly with essentially no approximations, quite unlike deterministic codes that must create 
arbitrary “splits” in the energy range in order to create multigroup cross sections.[1]  The 
continued and dramatic improvement in processing speed of today’s computers, as well as the 
ability to parallelize many aspects of the MC calculation, make this technique increasingly more 
attractive.  
 In his paper “Challenges and Prospects for Whole Core Monte Carlo Analysis,” Martin 
discusses six challenges in the use of the MC method for full-core reactor analysis.  They are: 
1) Prohibitive computational time for acceptable statistics 
2) Excessive demand on computer memory 
3) Slow convergence of the fission source 
4) Apparent vs. true variance 
5) Accounting for multiphysics feedback 
6) Adapting to future computer architecture    
 This paper sets out to specifically investigate the fourth of these challenges, the 
relationship between the true and apparent variance in key reactor simulation parameters.  Along 
the way, several of the other issues will be discussed, and data collected during the course of this 
research effort will be presented that demonstrates the degree to which these other challenges 
were present in the test problems developed for this study. 
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 Any exercise to understand the behavior of uncertainty must begin by taking a closer look 
at how the uncertainty arises.  In any stochastic process, there will always be a legitimate 
statistical uncertainty.  In a MC depletion simulation, a random process simulates the transport of 
neutrons and based on those results, the nuclear fuel is depleted using a series of equations that 
model the creation and destruction of each isotope. In order to improve results, especially if the 
depletion is occurring over a large time span, the problem is divided into a series of depletion 
steps (“burnsteps”).  Even assuming that we know perfectly the starting conditions of the fuel 
and its cross section, a statistical error in step n introduces some error in the starting conditions 
of step n+1.  When the calculation is repeated for step n+1, the error from step n is combined 
with new errors that over time will propagate and/or combine with a varying degree of 
amplification and/or dampening. 
 But to understand how significant a challenge the measurement of uncertainty is in MC 
simulations, a method must be developed to compare the true and the apparent (or code reported) 
uncertainty estimates.  In order to estimate the true variance in MC parameters, a system was 
developed to run a test problem multiple times changing nothing except the seed number of the 
pseudo-random number generator that provides the foundation of the MC method (and will be 
discussed further in Chapter 2).  The multiple “replica” runs of each test problem will produce a 
set of numbers for each parameter that will have an observed uncertainty.  The observed 
uncertainty can be compared to the average estimate of the code’s uncertainty prediction to 
determine whether there is a difference in the true vs. apparent uncertainty.     
 The following chapters present the work performed.  Chapter 2 provides a literature 
review showing the state-of-the-art in Monte Carlo techniques and an understanding of error 
propagation.  Chapter 3 provides an overview of the SERPENT Monte Carlo depletion code and 
the code settings used for this study.  Chapter 4 describes the development of three fuel assembly 
domain, 2-dimensional test problems while Chapter 5 presents the assembly domain test results.  
Chapter 6 describes the development of a full core, 2-dimensional test problem based on the IRIS 
project and Chapter 7 presents the core domain results.  Chapter 8 describes the uncertainty 
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observed in the isotopic evolution of several nuclides of importance in the reactor environment.  









MONTE CARLO THEORY AND APPLICATION 
 
2.1 The Monte Carlo Method as a Numerical Solution Tool 
 The transport of neutrons, the particles that maintain the fission chain reaction in a 
nuclear reactor, are described by the transport equation.  The movement of neutrons is a function 
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Where       ̂    is the angular flux and the other terms include the time derivative of the flux, 
net streaming, scattering, and the neutron source term which could be a fixed source similar to a 
shielding calculation, or an eigenvalue problem where the source can change depending on a 
multitude of reactor conditions. [2]   
 In an effort to develop highly accurate and timely solutions to the transport equation, 
researchers have developed reactor codes that use deterministic and stochastic methods.  In 
deterministic codes, the defined geometry is divided into mesh spaces and algebraic equations 
are applied to each mesh for discretized values such as energy, angle, et.  The NEWT (New 
ESC-based Transport Code) functional module in SCALE (Standardized Computer Analysis for 
Licensing Evaluation) is one example of a deterministic numerical method which uses the 
discrete ordinates method. [3]  Another technique developed for solving fixed source and 
eigenvalue problems is the Monte Carlo method.  As Shreider discussed in “The Monte Carlo 
Method,” MC techniques can be used when a problem can be modeled by means of constructing 
a random process with the parameters of the process equal to the parameters of the initial 
problem.  Because the process being observed is random, the Law of Large Numbers (LLN) 
dictates that by observing the random process over a large number of cases, a computation of the 
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random processes’ statistics can be made, which will be an approximation of the answer to the 
problem.[4]   
 Instead of the discretization techniques of deterministic methods, Monte Carlo codes use 
a finite number of neutron histories to sample the processes within the region(s) being studied.  
As stated by Forrest Brown at Los Alamos National Laboratory (LANL), the key to MC methods 
is the notion of “random sampling,” which involves the use of a pseudo random number 
generator for sampling probabilities of neutrons from their birth until it is either absorbed or 
boundary conditions are applied.[5]  The outcomes of each neutron history are tracked and after 
a sufficient number of histories are completed, averages of the parameters in question are 
calculated.  This process is repeated for a defined (by the user) number of generations.  In 
eigenvalue calculations such as the ones presented in this study, the source (both in magnitude 
and spatial distribution) is unknown at the beginning of the simulation, so a guess is made.  After 
the first generation of neutron histories, the tallies are used to refine the initial guess of the 
source distribution for the second generation.  The first few generations will clearly have poor 
statistics because the code has not accumulated enough neutron historical data to develop a 
precise source distribution.  Therefore, in Eigenvalue calculations the first few generation are 
used for source convergence only.  The number of generations “skipped” is determined by the 
user and is based on their experience and the complexity of the problem.  The user also defines 
the number of “active” generations that will be used to develop the statistical bounds of the 
parameters of interest.  Obviously, the more skipped and active generations run would yield 
better results, but this comes at the cost of longer runtimes and larger memory requirements.  
Therefore, the user must balance the need to assuring source convergence and statistical accuracy 
with the time and computer system available to them. 
  At the end of all active generations, the average and the associated uncertainty are 
established by calculating the standard deviation of the parameter values from each sampled 
generation.[2] In a depletion calculation, the time period over which the simulation is conducted 
is divided into N burnsteps.  For each burnstep one through N, the Monte Carlo process of 
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producing neutron history samples, parameter and uncertainty calculations, and depletion is 
repeated until the Nth step is complete.  
 Forrest Brown noted that the steady increase in computing power has caused an evolution 
in the use of MC methods for reactor analysis problems over the years.  In the 1960’s, the 
principal use of MC methods was for keff calculations.  The 1970’s saw a move into more 
detailed assembly power calculations, while the 1980’s moved toward more detailed 2D whole-
core problems.  The 1990’s expanded their use to 3D whole-core applications, and today 3D 
whole-core problems can be tied into detailed depletion and reactor design examinations.[6] 
 There are many Monte Carlo codes currently in use in the nuclear industry, but several 
stand out for their capabilities and the strong record of validation when benchmark problems 
have been compared with the results from deterministic codes.  The Monte Carlo N-Particle 
(MCNP) code developed by Los Alamos National Laboratory commonly serves as the reference 
for validation of many other MC and deterministic codes.  KENO is a MC subroutine that as part 
of the SCALE package can operate as a stand-alone program or within a sequence of other 
SCALE subroutines such as TRITON6 (for depletion) or CSAS5 (for criticality).  MC21 is a 
relatively new MC transport code under joint development at Knolls Atomic Power Laboratory 
and the Bettis Atomic Power Laboratory.  MC21 has been validated against MCNP and has 
several features that its developers hope will push the MC method into a more dominant role in 
reactor analysis.[7]  The SERPENT code, developed in Finland and also well published and 
validated, was the principal code used in this research effort and will be more specifically 
covered in Chapter 3. 
2.2 The Normal Distribution: Established Bounds of Uncertainty 
 The random sampling at the heart of the MC method described previously typically 
involves a large number of repeated trials. When these trials are independent, the population of 
the calculated parameters will form a normal distribution, one of the most important continuous 
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probability distributions in mathematics.[8]  The mean value of the distribution will fall in the 
middle of the probability distribution, and is calculated by 





   
 
The variance of the sample, which is the measure of how much spread there is in a set of 
numbers, is found by 
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where N is the number of random tests and m is the mean average from N tests.[8]  The standard 
deviation (σ), which is always positive, is the square root of the variance and has several key 
applications.  One of the properties of the standard deviation is that 68.27% of the population in 
the normal distribution will fall within one standard deviation of the mean.  Therefore, it is 
common to represent a value derived from a normal distribution as a pair of numbers; the first 
being the mean and the second being the + standard deviation.  Typically, approximately 95% of 
the normal distribution population will fall within two standard deviations of the mean.  Finally, 
99.7% of the population will fall within three standard deviations of the mean.  This property of 
the normal distribution is critical in helping scientists and engineers establish a level of 
confidence in their results.[8] 
2.3 Is Monte Carlo’s Randomness Really Random? 
 Now equipped with an understanding of the perceived confidence level of MC 
calculations, it is important to understand the computational challenges that make an accurate 
solution either difficult or expensive (in terms of effort and computational resources).  Two of 
the six issues mentioned by Martin and also cited as concerns by Brown are the convergence of 
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the source distribution and the under-prediction bias in confidence intervals.  As Brown points 
out, conventional MC methods use power iteration to converge on a source distribution across 
the problem geometry.  During this process, the starting locations for the neutron histories for 
step n are determined by the fission sites from step n-1.  This problem creates an inter-cycle 
correlation, meaning that the random events discussed above that are used to form our normal 
distribution are no longer completely independent.  While this effect does not change the 
calculated parameter values, it does effect the variance of these values.  And due to the 
correlation being positive, the result will be an under-estimation of the variance, meaning the 
perceived variance will be smaller than the actual variance in the parameter.  The degree to 
which this effect has an impact on results depends on the geometry of the problem and on the 
steps that MC user takes to account for it. 
 2.3.1 Problem Geometry: Because Size Does Matter 
Dumonteil and Courau outline the issue facing the use of MC techniques for large scale 
simulations because of their unique difficulty in correct source convergence.[9]  A simplified 
version of the Boltzman transport equation described previously can be iterated using an 
eigenvalue such that: 
  
 
    
   
Where Ψ is again the angular flux, keff the eigenvalue to be iterated, and F the leakage, collision, 
scattering, and fission operators.  With power iteration an initial guess at the angular flux is made 
(Ψ
n
) and the eigenvalue is calculated.  This eigenvalue is then used to calculate the next value of 
angular flux and the next eigenvalue using: 
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Because the operator F has a series of solutions, the eigenvalues can be ordered by magnitude 
such that: 
                
The Dominance Ratio (DR) is defined as the ratio between this first and second eigenvalue and is 
given by: 
   
  
  
   
The DR is important in eigenvalue problems because it helps to determine the speed with which 
the fission source will converge.  In a problem with a small geometry, where the mean free path 
of a neutron is such that neutrons can stream from one side to another, the two sides of the 
geometry can “communicate” with one another and are thus the behavior in one area is closely 
coupled to the other.  Conversely, large geometries are typically more loosely coupled, and the 
convergence of keff and even more so the flux distribution may be very slow, which can have an 
adverse effect on the statistics of the MC calculation.   
Problems with a small DR may require only a few cycles to converge, but problems with 
DR’s approaching unity may require hundreds or thousands of cycles.  Determining the number 
of inactive cycles necessary for proper source convergence is critical to achieving an accurate 
solution, but will come at the cost of a more expensive computation.     
2.4 Understanding True Variance and Why it Matters 
 In a 2011 paper, Hoogenboom, Martin, and Petrovic proposed a 3D MC benchmark 
problem for detailed power density calculation in a full-size PWR reactor core.[10]  While the 
purpose of the benchmark was to track the progress of MC code developers in increasing the 
performance of their systems, the benchmark set the bar for the acceptable standard deviation in 
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each power region to be <1%.  The authors specifically note that this level of statistical 
uncertainty is important because it is the typical objective for current design calculations of a 
nuclear reactor core while also noting that in requiring the standard deviation in each region be 
<1%, the real standard deviation in the regions may be higher. Therefore, if MC were to be used 
as the primary means of design verification by approval authorities such as the Nuclear 
Regulatory Commission (NRC), gaining more insight into the magnitude of the difference 






















THE MONTE CARLO SERPENT CODE 
 
 This section describes the SERPENT code that was selected for use in this numerical 
study and describes several of the code settings that were used. 
3.1 SERPENT Code Description for Reactor Physics Calculations 
 SERPENT is a Continuous-Energy Monte Carlo reactor physics burnup calculation code 
developed by the VTT Technical Research Centre of Finland.  The code uses a universe based 
geometry model that allows for the highly accurate modeling of virtually any two or three 
dimensional environment including fuel lattices, microscopic TRISO (TRi-ISOtopic) fuel 
particles, and pebble bed fuel designs.[11]   
 Cross section data is reconstructed on a unionized energy grid used for all reaction modes 
and for all nuclides.  The advantage of the technique is a significant speed up of the calculation 
because it minimizes the amount of grid iteration required.  The drawback of the approach is that 
the grid size may become extremely large due to the significant number of actinide and fission 
products that are tracked, and the cross section data oftentimes requires gigabytes of computer 
memory.[12] In order to minimize the memory needed for the grid, a fractional reconstruction 
tolerance is used to combine data points with little relative difference.  The default value of 5E-5 
was used in all test problems, well under a tolerance of 1E-3 that has shown to be the cutoff 
where the accuracy of the results begin to be significantly affected. [13] 
 SERPENT reads neutron interaction data from ACE format cross section library files.  
While any ACE data may be downloaded and used in a calculation, default cross section libraries 
included with the code are ENDF/B-VI.8 and ENDF/B-VII.  All numerical studies conducted as 
part of this research effort used the ENDF/B-VII library. 
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 As discussed previously, all neutrons are tracked in a Monte Carlo simulation until the 
neutron is either absorbed or it leaves the defined environment, at which point the boundary 
condition (BC) is applied.  The three options are: 
1) Black- the neutron is killed 
2) Reflective- the neutron is reflected back into the geometry (mirror reflection) 
3) Periodic- the neutron is moved to the opposite side of the geometry 
Reflective and Periodic boundary conditions can be used to create an infinite and semi-infinite 
lattice arrangements, but they can only be applied to square or hexagonal lattices.  All test 
problems in this research study used reflective BC’s except the full core model, which used 
black. 
 In order to set the reaction rate for the burnup calculation, SERPENT provides seven 
options. The options are source, fission, loss, absorption rate, flux, power, and power density.  
Power density (kW/g of Heavy Metal (HM)) was the option used for all test problems in this 
study.    
 Like many deterministic and stochastic reactor physics codes, SERPENT offers  
symmetry settings to simplify problems and reduce statistical error.  Symmetry options were 
intentionally not used in any test problems in order to determine any statistical bias in the 
calculation. 
3.2 Burnup Calculations in SERPENT 
 At the start, the composition of fuel is known from user inputs of the isotopes and their 
atomic densities.  In the case of the Uranium Dioxide (UO2) fuel used in these simulations, the 






U with atom 






O at their 
natural abundance).  From this initial composition, the code will calculate and track the evolution 
of 100’s of isotopes produced from fission, neutron absorption, or radioactive decay.  The 
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isotopic evolution of fuel in nuclear reactors is modeled using the Bateman equations, which are 
a series of differential equations to model abundance at any time t based on the initial abundance, 
reactor flux, and isotope cross section. Using the two digit superscript convention, the Bateman 







    
  
           
         
       
    
  
    
         
         
         
       
    
  
    
              
        
In this example, the rate of change of the isotopic density of 
239
Pu is a function of the beta decay 
of 
239
Np, production from the neutron absorption of 
238
Pu, and the destruction of 
239
Pu due to 
neutron absorption (including fission). The rate of change in the isotopic density of 
240
Pu is a 
function of the neutron capture of 
239
Pu, the absorption and subsequent beta decay of 
239
Np, the 
absorption and subsequent beta decay (twice) of 
239
U, and the destruction of 
240
Pu due to neutron 
absorption (including fission). [14] 
 In the SERPENT code, Transmutation Trajectory Analysis (TTA) and the Chebyshev 
Rational Approximation Method (CRAM) are two techniques used to solve the coupled 
differential equations for each isotope.  The CRAM method is an advanced matrix exponential 
solution that has been shown to significantly speed up depletion calculations while producing 
results that have been validated against the popular CASMO-4E deterministic depletion code. 





3.3 SERPENT Code Uncertainty Estimation 
 SERPENT uses a consistent method to calculate the uncertainty of each output 
parameter.  During each neutron source cycle the code sums the collisions, fissions, and other 
events that occur in that cycle.  After all of the active cycles are complete, the code takes these 
cycle-specific values and determines the statistical mean and associated standard deviation.   
 Because the uncertainty estimate in SERPENT is based on the assumption of independent 
events, the code does not contain an algorithm that propagates the uncertainties from one burn-
step to the next; instead, the estimate is based only on each separate step by itself. The code’s 
estimate of the uncertainty typically increases with Burnup (BU) due to the increased diversity 
















ERROR PROPAGATION IN THE ASSEMBLY DOMAIN 
 
 This section describes the development of three test problems designed to investigate the 
propagation of errors at the fuel assembly (FA) level.  All three test problems are based on the 
2004 NEA Depletion Calculation Benchmark Devoted to Fuel Cycle Issues.[15] The geometric 
layout, material composition, and code settings for each test problem are described.   
4.1 NEA Phase I Benchmark Fuel Assembly Problem 
 The NEA Fuel Cycle Benchmark was developed to provide a basis for comparing 
depletion calculations obtained with various codes and data libraries in a variety of fuel cycle 
configurations.  The 17 x 17 fuel assembly described by the benchmark is a 2-D model that 
allows direct comparison of theoretical simulation results with experimental data obtained from 
TAKAHAMA-3, a Japanese Light Water Reactor (LWR). 
 The fuel assembly design, shown in Figure 4.1, features 264 fuel pins and 25 water filled 
Zircaloy-4 Guide Tubes (GT) that in practical applications would be used for the insertion of 
control rods or essential reactor instrumentation.    
 
Figure 4.1 Layout of NEA benchmark fuel assembly 
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 Each fuel pin is a Zircaloy tube filled with pellets of UO2 fuel.  The cross section of each 
fuel pin is shown in Figure 4.2 with the dimensions described in Table 4.1.  It should be noted 
that the fuel pin does not feature a gap that is typically present in pin designs to allow for thermal 






Figure 4.2: Cross Section of Fuel Pin 


















Material compositions for the fuel pins, cladding, and moderator are in Table 4.2.  It is 
important to note that each fuel pin was modeled and tracked as a separate fuel mixture.  While 
each pin had the same initial composition as that found in Table 4.1, the separation in tracking 
each pin eliminated the averaging of flux across an assembly that would occur if any symmetry 
was incorporated into the model.  Thus, each 17 x 17 fuel assembly had 264 individually 
modeled fuel pins and 25 guide tubes.   
Table 4.2: Material Composition 
 
4.2 Development of the 2 x 2 “Quad” 
 In order to develop a model that would provide insight into error propagation at the fuel 
assembly level, yet still provide a problem complex enough to “challenge” the code, the fuel 
assembly described previously was placed in a 2 x 2 arrangement called a “Quad.”  Again, in an 
effort to avoid any symmetry or flux averaging across the test space, the pins of each assembly 
were modeled separately from one another, thus yielding a test problem with 1056 individually 
tracked fuel mixtures.  A half water gap of 0.0538cm was modeled around each assembly to 
allow for the thermal expansion of the assembly that would occur at operating temperatures 
inside a reactor.  Figure 4.4, produced by the reaction rate plotter within the SERPENT code, 
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shows the geometry of the Quad assembly.  The half water gap surrounds the quad assembly and 
the full water gap bisects the model on the x and y axis and is visible upon close inspection. 
 
Figure 4.4: Geometry of the 2 x 2 “Quad” Fuel Assembly Model 
4.3 Integration of Burnable Absorber 
 Nuclear reactors, by design, exist because they can maintain a chain reaction from one 
generation to the next whereby the neutron population remains constant.  In order for this chain 
reaction to remain possible over long periods of time, excess reactivity is initially built into the 
system.  This excess reactivity must be suppressed initially to prevent the reactor from spiraling 
out of control.  While this can be done with the use of control rods or soluble boron, the most 
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economical method has been to use a burnable absorber that is integrated into the fuel pin at the 
time of its construction to control the majority of the excess reactivity, and use control rods and 
soluble boron only for minor adjustments.  The idea is to place a strong absorbing material that 
will control this excess reactivity at low BU but will be consumed at higher BU.  Traditionally, 
strong absorbers like Gadolinium or Europium were mixed with UO2, although the strong self- 
shielding characteristics of these materials meant that they had to be incorporated with fuel of 
lower enrichment and could shorten the cycle length if they were consumed too slowly. 
Westinghouse has developed an innovative technology called Integral Fuel Burnable Absorber 
(IFBA) whereby ZrB2 is sputtered onto the surface of the fuel pellets.  The strong absorption 
cross section of the Boron helps reduce the excess reactivity, but it is consumed quickly and does 
not require a lower fuel enrichment.[16] 
 In order to significantly change the shape of the keff curve a sputtered layer of 2.25 mg 
10
B/in. was modeled by subtracting the IFBA coating thickness from the thickness of the 
cladding.  The geometry of the IFBA pins is given in Table 4.3 
Table 4.3: Fuel Pin and GT Dimensions with IFBA 
 
 Pins equipped with an IFBA coating can be arranged in varying patterns depending on 
the amount of burnable absorber needed for adequate reactivity suppression.  For the fuel 
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assembly test problems a 156 pin loading pattern described by the Oak Ridge National 
Laboratory (ORNL) was selected.[17]  This pattern is shown in Figure 4.5 
 
Figure 4.5: 156 Pin IFBA Loading Pattern 
4.4 Quad Arrangement 
 In a nuclear reactor fuel assemblies are often shuffled so that fresh assemblies are 
interspersed with once, twice, or even thrice burned fuel depending on the fuel reloading pattern 
the reactor uses.  In addition to maximizing the burnup of the nuclear fuel, this shuffling system 
also flattens the flux and helps control power peaking.  In order to understand how this shuffling 
of high and low reactivity fuel could affect MC simulation results, three quads were designed 
with fresh fuel and IFBA equipped fuel in varying arrangements.  Test problem one was a quad 
consisting of entirely fresh fuel assemblies.  Test problem two was a quad consisting of entirely 
IFBA equipped fuel assemblies.  Test problem three, a pattern that would be most likely to be 
found within an operating nuclear reactor, was a quad with two fresh fuel assemblies and two 
IFBA assemblies, with the IFBA assemblies found on the anti-diagonal.  The arrangement of the 








Figure 4.6: Quad Layouts for Test Problems 1-3, Respectively 
4.5 Neutron Histories, Burnsteps, and Other Settings 
 If the statistical uncertainty of a simulation is large, the uncertainty bounds can mask 
effects that may be present.  Put another way, it is possible to hide a 747 under a camouflage net 
if the net is big enough.  But once the net is up, it is impossible to determine if there is a 747 
underneath, or just a jeep and two guys with lawn chairs.  In order for our tests to yield 
noteworthy results, it was determined that uncertainties should be kept low.  To this end, several 
steps were taken to reduce uncertainty including the use of the Predictor-Corrector method 
(which repeated the neutron histories at the end of each cycle to average the flux for the 
depletion step), and keeping the length of the burnsteps as small as was practical.  But the best 
way to insure good statistics was to run as many neutrons and generations as possible.  Running 
40,000 neutrons/generation with 500 active cycles 100 inactive or “skipped” cycles used for 
source convergence yielded a good blend of small statistical uncertainty and practical calculation 
runtime.  Thirty-seven total burnsteps were run, with shorter burnsteps in the beginning and 
longer ones (never exceeding fifty days in length) on the back end.  A complete listing of all 






ASSEMBLY DOMAIN ERROR PROPAGATION RESULTS 
 
 This section describes the results obtained from the simulation of the three test problems 
described in Chapter 4.  Each test problem was run 19 times by changing the initial seed number.  
The observed uncertainty obtained from the 19 identical simulations is compared to the 
uncertainty estimated by the code.  A detailed analysis of this comparison follows.   
5.1 Calculation Time and System Resources Required 
 All test problems were run on a Linux cluster, in serial mode, using one core of a Quad-
Core AMD Opteron processor (2.3GHz).  The required runtime and memory demands of each 
test problem can be found in Table 5.1. 
Table 5.1: Wall-clock Calculation Time and Memory Requirements 
 
 SERPENT is very memory intensive for several reasons.  As discussed in Chapter 3, the 
continuous energy grid speeds up calculation but is very memory intensive unless thinning 
techniques are used (which can introduce unwanted error into the system).  Additionally, the 
larger the neutron population used for the transport calculation, the more memory will be 
required.  According to the code’s developer, a calculation using ENDF/B-VII cross sections, the 
default settings on the energy grid, all available fission product cross sections, and a single 
burnable material required 4.4 GB RAM, with each additional depletion zone adding 0.03GB to 
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the required memory.[18]  Considering the large number of source neutrons and the 1056 fuel 
mixtures in the test problems, it is easy to see why the test problems required so much memory. 
5.2 Uncertainty in Keff 
 Each of the three test problems consisted of 37 burnsteps, which can be found in 
Appendix A,  At each of these 37 burnsteps, the SERPENT code produces a keff and uncertainty 
value in the form 
         
The 19 values of keff  and their uncertainty at each burnstep were averaged.  The average value of 
the uncertainty is referred to as σ(reported). 
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The set of 19 keff values also produced a standard deviation.  The standard deviation of the set is 
referred to as σ(observed).  Thus a ratio of the two values takes the form 
   
           





5.2.1 Behavior of Keff 
 The mean average values of keff derived from the 19 runs were plotted with burnup and 
can be found in Figure 5.1.  Test problem one, consisting of the four fresh fuel assemblies, 
obviously has the highest initial keff, while test problem two, which features four IFBA 
assemblies, had the lowest initial keff.  It is also interesting to note that of the three test problems, 
test problem two had the highest final keff (0.93145+0.00029) while test problem one had the 
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lowest final keff (0.92719+0.00029).  The final keff for test problem three fell in between the 
others (0.92941+0.00029). 
 
Figure 5.1: Keff vs. BU for Test Problems 1-3 
5.2.2 Behavior of Observed and Reported Uncertainties TP One 
 The plots of the observed and reported uncertainties in test problem one, found in Figure 
5.2 and Figure 5.3, show that for BU less than 20GWd, the code’s reported uncertainty in keff  is 
less than the true uncertainty of the parameter.  At BU greater than 20GWd, the observed 
uncertainty of keff tends to oscillate between exceeding and being less than the reported 
uncertainty.  While there is obvious statistical noise in the data, it is interesting to note that the 




Figure 5.2: Observed and Reported Uncertainty vs. BU, TP 1 
 
 
Figure 5.3: Observed and Reported Uncertainty at BOC vs. BU, TP 1 
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trendline and the observed uncertainty shows little variance.  Across all 37 depletion steps, the 
mean observed uncertainty in test problem one was 26 percent mille (pcm).  The mean reported 
uncertainty was 22pcm. 
5.2.3 Behavior of Observed and Reported Uncertainties TP Two  
The plots of the observed and reported uncertainties in test problem two, found in Figure 
5.4 and Figure 5.5, show that for BU less than 20GWd, the observed uncertainty tends to 
oscillate above and below the reported uncertainty.  At BU greater than 20GWd, the observed 
uncertainty is either very close to the reported uncertainty or falls below the reported uncertainty.  
While a trendline again shows that the true uncertainty is nearly constant, the variance in the 
observed uncertainty was 26% lower in test problem one than in test problem two.  Across all 37 
depletion steps, the mean observed uncertainty in test problem two was 25pcm, while the mean 
reported uncertainty in test problem two was 24pcm. 
 




Figure 5.5: Observed and Reported Uncertainty at BOC vs. BU, TP 2 
5.2.4 Behavior of Observed and Reported Uncertainties TP Three 
The plots of the observed and reported uncertainties in test problem three, found in 
Figure 5.6 and Figure 5.7, show that for BU less than 30GWd, the observed uncertainty was 
nearly always higher than the reported uncertainty.  At higher BU, the observed uncertainty still 
tended to be higher than the reported, but the difference between reported and observed 
uncertainties was much less than at lower BU.  While a trendline again shows that the true 
uncertainty is generally constant, the variance in the observed uncertainty was an incredible 65% 
lower in test problem one than in test problem three.  Across all 37 depletion steps, the mean 
observed uncertainty in test problem two was 27pcm, while the mean reported uncertainty in test 
problem three is 23pcm.  Table 5.2 summarizes the average reported and observed uncertainties 




Table 5.2: Average Reported and Observed Uncertainty in keff, TP1-3 
 
 





Figure 5.7: Observed and Reported Uncertainty at BOC vs. BU, TP 3 
5.3 Uncertainty in Pin Powers 
 At each of the 37 burnsteps in each test problem, the SERPENT code produces a pin 
power edit with the pin power and its relative uncertainty for each lattice in the domain.  This 
parameter takes the form 




The 19 pin powers and their relative uncertainty at each burnstep were averaged.  The average 
value of the relative uncertainty is referred to as σ(reported). 
























The set of 19 pin powers produced a standard deviation, σ, which was divided by the average pin 
power and is referred to as σ(observed).  Thus a ratio of the two values takes the form 
   
           









When the R value for each pin location is calculated, a measure of the accuracy (or rather, 
deviation from accuracy) with which the code predicts uncertainty, as well as the spatial 
distribution of these values, was easily observable.  
 At this point, it is also useful to introduce a numbering convention for each of the four 
assemblies in the Quad for easier reference.  Figure 5.8 illustrates the reference numbers 1-4 and 
how they shall be applied to the geometric orientation of each assembly in the three test 
problems. 
 
Figure 5.8: Numbering Convention of Fuel Assemblies within the Quad 
 5.3.1 Pin Power Observed and Reported Uncertainties TP One 
 A plot of the R values for each pin was made for each burnstep.  In order to pictorially 
demonstrate the magnitude of the differences in observed and reported uncertainty for each pin, a  
color coding was applied to the R value for each pin location.  Figure 5.8, a ratio map at startup, 




Figure 5.9: Observed-to-Reported Uncertainty Ratio, Startup, TP 1 
 The ratio map above clearly shows that the highest ratios of observed-to-reported 
uncertainty occur in the corners and around the cluster of guide tubes of each FA. At startup, the 
peak uncertainty in assemblies 1-4 was 4.11, 4.04, 3.99, and 4.10 respectively.  Applying the 
Normal Distribution to the pins would suggest that 68.3% of pins in each assembly should fall 
within 1σ, 95.5% within 2σ, and 99.7% within 3σ.  However, at startup we find that in FA 1, 
only 9.8% of all pins are within 1σ, 44.7% within 2σ, and only 79.9% within 3σ.  Table 5.3 
shows the percentage of pins in each assembly that fall within the sigma bounds for all 37 
burnsteps.  All the pins fell within 4σ except for a small number of burnsteps, when 2-4 pins 
exceeded the 4σ range.  Clearly the true uncertainty of the pin powers is much higher than the 
uncertainty values estimated by the code.   
 As BU increased, the relative locations of the highest magnitude of uncertainty remained 
consistent, although the magnitude of the uncertainty ratios decreased.  In contrast to the peak 
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uncertainty ratios at startup, the peak uncertainty ratios for FA’s 1-4 at 900 days core residence 
time was 2.51, 2.67, 2.73, and 2.59 respectively.  From Table 5.3, we can see that 14.4% of all 
pins are within 1σ, 93.9% are within 2σ, and 100% are within 3σ.  These results indicate that the 
code still underestimates the true uncertainty of the vast majority of the pin powers, but that the 
magnitude of the underestimation largely diminishes over time. The ratio map at 900 days can be 
seen in Figure 5.9.  
 It is also important to note that there appears to be a bias in the reporting, which is clearly 
born out in Table 5.3.  While the statistics do improve as residence time increases, it is 
interesting to note that FA 1 has much better statistics than any of the other three.  In fact, from 
750 days onward, over 90% of the pins in FA1 fall within 2σ, while FA’s 2-4 rarely ever exceed 




















Figure 5.10: Observed-to-Reported Uncertainty Ratio, 900 Days, TP 1 
 
Figure 5.11: High and Low Uncertainty Ratio Pins, 200 Days, TP 1 
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 Figure 5.11 is the pin power ratio map at 200 days.  The highlighted pins in assemblies 1, 
2, and 4 correspond to uncertainty ratios of 3.54, 0.98, and 3.88 respectively.  A plot of the pin 
powers in these three FA’s for each of the 19 runs was made with the uncertainty shown as error 
bars, and is shown in Figure 5.12 and 5.13.  Figure 5.12, the pin with an uncertainty ratio less 
than 1, shows little variance in the pin powers.  Figure 5.13, a plot of the pins in FA’s 1 and 4 
with high uncertainty ratios, shows a much higher variance in the pin powers.  Also of note is the 
behavior of the pin powers in relation to each other.  When the pin in FA1 is burning higher than 
its mean average, the pin in FA4 is burning lower than its mean.  Conversely, a below average 
burn power in FA1 relates to an above average burn power in FA4.  Since the distribution of 
power in a reactor must exhibit a zero-sum property (unless the power of the entire reactor is 
changes), this relationship is not unexpected, but it is worth noting.   
 
 




Figure 5.13: Pin Powers with Absolute Uncertainty Ratio, FA 1 & 4, 200 Days, TP 1 
5.3.2 Pin Power Observed and Reported Uncertainties TP Two 
 The same process of uncertainty ratio comparison was applied to test problem two.  
Figure 5.14 shows the uncertainty ratio map at startup (please note the change in the color coding 
scale).  The ratio map clearly shows that the distribution of ratios above and below unity are 
scattered randomly across the FA’s. At startup, the peak uncertainty in assemblies 1-4 was 1.78, 
1.59, 1.55, and 1.39 respectively.  At startup we find that in FA 1, 51.1% of all pins are within 
1σ, 99.2% within 1.5σ, and 100% within 2σ.  Table 5.4 shows the percentage of pins in each 
assembly that fall within the sigma bounds for all 37 burnsteps.  The true uncertainty for the 
majority of pins is clearly higher than the code’s estimation, although the significance of the 
difference in the true and reported uncertainties is much less than in test problem one.   




Figure 5.14: Observed-to-Reported Uncertainty Ratio, Startup, Test Problem 2 
 
Figure 5.15: Observed-to-Reported Uncertainty Ratio, 900 Days, Test Problem 2 
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Table 5.4: Percentage of pins in each FA within given Standard Deviations, TP 2 
 
The behavior of the uncertainty ratios over time was significantly different in test 
problem 2 than in test problem one.  In test problem one, peak ratios were extremely high at 
startup and significantly decreased over time.  In test problem two, the magnitude of peak 
uncertainties at 900 days in FA’s 1-4 was 1.58, 1.83, 1.55, and 1.49 respectively.  At 900 days 
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we find that in FA 1, 51.5% of all pins are within 1σ, 99.2% within 1.5σ, and 100% within 2σ.  
Clearly the uncertainty ratios did not fall within the bounds of the normal distribution.  The 
correlation introduced from generation to generation by refining the source distribution likely 
leads to the under-estimation of the true uncertainty in the pin power.  Another interesting 
observation is that unlike test problem one, which showed obvious areas where high uncertainty 
ratios were consistently present, test problem two did not demonstrate a similar tendency.   Pins 
tend to oscillate between ratios above and below unity as BU increases.    
 
Figure 5.16: High and Low Uncertainty Ratio Pins, 200 Days, TP 2 
 Figure 5.16 is the pin power ratio map at 200 days.  The highlighted pins (from left to 
right) in assemblies 1 and 2 correspond to uncertainty ratios of 1.67, 0.63, and 1.53 respectively.  
A plot of the pin powers in these three FA’s for each of the 19 runs was made with the 




Figure 5.17: Pin Power with .63 Absolute Uncertainty Ratio, FA 1, 200 Days, TP 2 
 




an uncertainty ratio of 0.63, shows little variance in the pin powers.  Figure 5.18, a plot of the 
pins in FA’s 1 and 2 with high uncertainty ratios, shows a larger variance in the pin powers.  
Again, the behavior of the pin powers in relation to each other appears to be tied, but not for all 
runs.  When a pin burns at a power lower than its average, other pins must burn at a higher rate 
in relation to their mean to make up the difference.     The zero-sum property is still in effect, but 
the smaller differences in the pin powers is likely spread across any of the remaining pins in the 
test problem, not just two pins being compared in this plot.   
5.3.3 Pin Power Observed and Reported Uncertainties TP Three 
 Figure 5.19 shows the uncertainty ratio map of test problem three at startup.  The ratio 
map clearly shows that the distribution of ratios above and below unity are scattered randomly 
across the FA’s. At startup, the peak uncertainty in assemblies 1-4 was 1.55, 1.48, 1.56, and 1.58 
respectively.   
 




At startup we find that in FA 1, 50.8% of all pins are within 1σ, 99.6% within 1.5σ, and 100% 
within 2σ.   
Table 5.5 shows the percentage of pins in each assembly that fall within the sigma 
bounds for all 37 burnsteps.  Once again, the true uncertainty is underestimated for the majority 
of the pins, but nearly all of the pins fall within 2σ.  




The behavior of the uncertainty ratios over time in test problem three was similar to the 
behavior of test problem 2.  In test problem 3, the magnitude of peak uncertainties at 900 days in 
FA’s 1-4 was 1.48, 1.46, 1.50, and 1.59 respectively.  At 900 days we find that in FA 1, 47.0% of 
all pins are within 1σ and 100% within 1.5σ.  Figure 5.20 shows the ratio map at 900 days. 
 
Figure 5.20: Observed-to-Reported Uncertainty Ratio, 900 Days, Test Problem 3 
Figure 5.21 is the pin power ratio map at 200 days.  The highlighted pins in assemblies 1 
and 2 correspond to uncertainty ratios of 0.47 and 1.67 respectively.  A plot of the pin powers in 
these three FA’s for each of the 19 runs was made with the uncertainty shown as error bars, and 
is shown in Figure 5.22 and 5.23.  Figure 5.22, the pin with an uncertainty ratio of 0.47, shows 
little variance in the pin powers.  Figure 5.23, a plot of the pin in FA 2 with a high uncertainty 




Figure 5.21: High and Low Uncertainty Ratio Pins, 200 Days, TP 3 
 













ERROR PROPAGATION IN THE CORE DOMAIN 
 
 After thoroughly studying the error propagation in the assembly domain, this chapter 
presents a similar analysis at the core level, noting that SERPENT has already been validated in 
full-core calculations.[19]  The 2-D core domain model was designed with a reflective boundary 
condition on the top and bottom.  The geometric layout, material composition, and code settings 
for the core domain test problem are described.  
6.1 The IRIS Reactor 
 The IRIS project had the objective of developing a novel type of water cooled reactor 
with integral primary circuit to address the Generation IV design goals of 1) fuel cycle 
sustainability 2) enhanced reliability and safety and 3) improved economics.[20, 21]  The 1000 
MegaWatt thermal (MWt) core design was intentionally selected to be smaller than most other 
reactors in development so that it can be manufactured in a modular fashion and more easily 
built and financed by smaller utilities and less developed nation-states.   
6.1.1 The IRIS Fuel Assembly 
 Similarly to the NEA Benchmark fuel assembly, the IRIS design uses a 17 x 17 assembly 
with integrated Zirc-4 guide tubes for control rod and instrumentation insertion.  Figure 6.1 
shows the assembly layout.   
  Also similarly to the previous problems, each fuel pin uses the same UO2 fuel enclosed in 
the same Zircaloy cladding material, although the fuel is enriched to different levels in the IRIS 
design.  However, there are some important differences in the two designs.  For starters, each 
fuel pin in the IRIS design makes use of a gas gap that is filled with inert helium gas under 
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pressure.  This gas gap prevents thermal and radiation induced expansion of the fuel pellet from 
cracking or swelling the cladding in addition to preventing the high pressure of the moderator 
from collapsing the cladding material.  Figure 6.2 shows the cross sectional view of the fuel pin.   
 
Figure 6.1: Layout of IRIS Fuel Assembly 
 
Figure 6.2: Cross Section of Fuel Pin 
The dimensions of the fuel pins and its assembly are also different.  Table 6.1 describes 
the dimensions of assembly components.   Some pins were coated with the IFBA coating as 
discussed previously, with the ZrB2 layer sputtered onto the outside of the fuel pellet in the 
amount of 2.25mg 
10
B/in.  A discussion of how many and where these IFBA pins were located 







Material compositions for the fuel pins, cladding, and moderator are in Table 6.2.  It is 
important to note the two different enrichments of UO2 listed.  Commonly, reactor operators will 
employ a multiple batch reloading scheme that increases the amount of energy that can be 
extracted from each fuel assembly before discharge.  While the reactor is shut down more often 
for a partial reloading, the effect of extending the time a fuel assembly spends in the reactor is to 
increase its discharge BU.  In order to run the reactor most economically and to get the core in an 
equilibrium as quickly as possible, the core at startup is loaded with a mixture of assemblies at 
the maximum 4.95% enrichment and assemblies at 2.6%, which would be similar to the 
remaining enrichment if fresh assemblies were burned for one fuel cycle. 
Table 6.1: IRIS Fuel Pin and GT Dimensions 
 




The most significant difference in the assembly and core domain calculations was the 
way the fuel pins were modeled and tracked.  The previous problems tracked each pin separately, 
which worked well enough when only four assemblies were used.  But if that same technique 
were used in the IRIS core, 23,496 separate fuel pins would have to be modeled, tracked, and 
reported, requiring far too much time and computer system resources.  Instead of tracking each 
pin, each fuel assembly was divided into four fuel mixtures.  To do this, a 9 x 9 lattice was built 
and then the pins in the 9
th
 row and the 9
th
 column were severed in half.  This process was 
repeated thrice more and the four partially severed lattices were placed together to form one 17 x 
17 fuel assembly containing four separate fuel mixtures.   
6.1.2 The IRIS Core 
 Because IRIS is specifically designed to be smaller and more modular than most reactor 
designs, the core layout is very compact.  The IRIS core consists of 89 fuel assemblies arrayed in 
the pattern shown in Figure 6.3.  At four fuel mixtures in each assembly, the entire core has 356 
fuel mixtures separately tracked and reported.   The core is surrounded by a stainless steel 
reflector, which is in turn surrounded by a large downcomer region of water.  The downcomer is 
the region through which cold water is pumped to the bottom of the reactor vessel, and then 
forced to pass up through the core and carry heat from the fuel pins to the heat exchanger.   
 Another important design feature of the IRIS core is the use of IFBA pin coatings to 
provide an economical control of excess reactivity.  Since the fuel assemblies with the highest 
initial fuel enrichment will have the highest excess reactivity, using IFBA coatings on those 
same fuel assemblies will flatten the flux profile across the reactor core and reduce peaking 
factors that could exceed thermal margins.  Figure 6.4 shows the arrangement of the 44 4.95% 




Figure 6.3: IRIS Core Layout 
 
 







Unlike previous test problems which used only one IFBA pattern, the IRIS core makes use of 
four separate patterns of varying number of IFBA pins, with assemblies containing more IFBA 
pins located in more central core positions with fewer IFBA pins located at the periphery.  The 
four IFBA patterns used in test problem 4 have IFBA pin concentrations of 32, 80, 128, and 156.  
The patterns employed can be found in Figure 6.5.[17, 23] 
 
Figure 6.5: IFBA Arrangements in FA’s with 32, 80, 128, and 156 IFBA Pins 
6.1.3 The IRIS Reflector and Downcomer Region 
 The IRIS Reactor is surrounded by a 316 Stainless Steel (316SS) reflector that helps to 
scatter neutrons that leave the core back into the core and prevent their loss.  The radius of the 
reflector is 140.5cm but because the outside edge of the fuel assemblies is not a consistent 
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distance from the center of the core, the reflector varies in thickness.  The reflector was modeled 
as a solid region of material.  The material composition of the 316SS was taken from the SCALE 
Standard Composition Library and is shown if Table 6.3.[24] 
Table 6.3: Material Composition of the 316SS Reflector 
 
 Outside of the reflector is a downcomer region of water.  In order to save modeling and 
computational effort on tracking neutrons that enter the downcomer region but are unlikely to 
reenter the core (due to their distance from the core space, a test case was undertaken to 
determine the size of downcomer that could adequately be modeled without affecting the results.   
Table 6.4: Downcomer Region Thickness Test Results 
 
A full-core criticality test was conducted with 90,000,000 neutron histories using three 
downcomer sizes (40, 70, and 100cm thicknesses).  The results, shown in Table 6.4, show that 
the 40cm thickness was adequate for effectively modeling the reactor core because the keff  from 
the 40cm test is within the uncertainty bounds of the 100cm test.  Therefore, a 40cm thick 
downcomer region was modeled. 
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6.2 Neutron Histories, Burnsteps, and Other Settings 
          As with the previous test problems, it was of critical importance to run simulations that 
kept uncertainty estimates as small as was reasonable possible.  To this end, 200,000 
neutrons/generation with 750 total cycles (300 skipped for source convergence) yielded a good 
blend of small statistical uncertainty and acceptable calculation runtime. Forty-three total 
burnsteps were run, going out to a total of 1400 burn days (28.8GWd/mtHM), and once again the 
longest burnstep not being longer than 50 days.  Also as before, the Predictor-Corrector method 









CORE DOMAIN ERROR PROPAGATION RESULTS 
 
 This section describes the results obtained from the simulation of the core domain test 
problem described in Chapter 6.  The test problem modeling the IRIS reactor was run 19 times 
by changing the initial seed number.  The observed uncertainty obtained from the 19 identical 
simulations is compared to the uncertainty estimated by the code.  A detailed analysis of this 
comparison follows.   
7.1 Calculation Time and System Resources Required 
 All test problems were run on a Linux cluster, on a Quad-Core AMD Opteron processor 
(2.3GHz).  Eight runs were run in serial mode while eleven runs were performed in parallel 
across five CPU’s using one core per CPU.  The runtime and memory demands of the serial and 
parallel runs can be found in Table 7.1. 
Table 7.1: Wall-clock Calculation Time and Memory Requirements 
 
 Because the core domain problem had only 356 depletion zones (in comparison to the 
1056 depletion zones in TP 1-3, the core domain required far less memory in spite of the fact that 
the core domain required nearly 4x as many neutron histories.  Nodes of 16GB, 32GB, and 
64GB were available on the cluster, but the memory requirements meant that the 16GB nodes 
were unusable and runs on the 32GB nodes had to be executed such that only one core could be 
used on each node.  Only the large 64GB nodes allowed for multiple cores to be used on one 
node.  These large nodes also had the fastest average wall-clock time of all the runs executed. 
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 It is also notable that running in parallel sped up the overall calculation time on average 
by 3.92x or roughly 80% parallel efficiency.   Running in parallel speeds up the transport 
calculation of the simulation because neutron histories are easily parallelizable, but there is no 
speedup in the depletion step and some gains are lost due to the need for the multiple CPU’s and 
nodes to constantly communicate with one another.    
7.2 Uncertainty in Keff 
 The core domain problem consisted of 43 burnsteps, which can be found in Appendix A,  
The same process outlined in Chapter 5 was applied to the keff data produced by the core domain 
test and a comparison of the observed and reported uncertainty in keff was made. 
7.2.1 Behavior of Keff 
 Using the data produced from the 19 replica runs, the mean keff for each of the 43 
burnsteps was calculated and plotted in Figure 7.1.  The plot shows the customary sharp drop in 
keff upon startup due to the buildup of 
135
Xe.  Upon reaching its equilibrium value, the keff 
remains relatively steady due to the simultaneous depletion of 
235
U and the 
10
B in the IFBA 
coated fuel pins. Eventually, the IFBA coating is sufficiently consumed and keff begins to 
decrease again.  At 1400 days, when the calculation was terminated, keff was 1.01540 + 0.00014.  
Using this and the keff average at 1350 days (1.02455 + 0.00013), the k-values are converted 
into reactivity values using the equation 
  
        
    
 
The two reactivity, daystep pairs are used to linearly interpolate the point when the core’s 
reactivity would reach 0 and the chain reaction would cease. 
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Figure 7.1: Keff vs. BU, TP 4 
7.2.2 Behavior of Observed and Reported Uncertainties 
 The plots of the observed and reported keff uncertainties in test problem four, found in 
Figure 7.2 and Figure 7.3, show that for the vast majority of burnsteps, the observed uncertainty 
in keff is slightly higher than the code’s reported uncertainty.  Just as in the previous test 
problems, there is some statistical noise in the data.  But it is also important to note that the 
addition of a trendline shows that the true uncertainty in nearly constant, a finding also identical 
to the previous test problems.  Across all 43 depletion steps, the mean observed uncertainty in 




Figure 7.2: Observed and Reported Uncertainty vs. BU, TP 4 
 




7.3 Uncertainty in Pin Powers 
 For each of the 43 burnsteps in test problem four, the same process outlined in Chapter 5 
was applied to the pin power and uncertainty maps produced by SERPENT.  The ratio of 
observed-to-reported uncertainty for each pin location was calculated.  A plot of these values 
provides a measure of the accuracy (or rather, deviation from accuracy) with which the code 
predicts uncertainty, as well as the spatial distribution of these values. 
 7.3.1 Pin Power Observed and Reported Uncertainties  
 A plot of the R values for each pin was made for each burnstep.  In order to pictorially 
demonstrate the magnitude of the differences in observed and reported uncertainty for each pin, a  
 




color code was applied to the R value for each pin location.  Figure 7.4, a ratio map at startup, 
shows the distribution of uncertainty by the code. The figure clearly shows that the highest ratios 
of observed to reported uncertainty occur on the edges of the core. The Normal Distibution 
would suggest that 68.3% of pins in each assembly should fall within 1σ, 95.5% within 2σ, and 
99.7% within 3σ.  However, at startup we find that across the core, only 39.8% of all pins are 
within 1σ, but 94.8% were within 2σ, and 99.4% within 3σ.  Table 7.2 shows the percentage of 
pins in the core that fall within the sigma bounds for all 43 burnsteps.   
Table 7.2: Percentage of Pins in Core within given Standard Deviations, TP 4 
 
 As BU increased, the relative locations of the highest magnitude of uncertainty remained 
consistent, although the magnitude of the uncertainty ratios decreased, a pattern of behavior that 
was also seen in test problem one.  Figure 7.5 shows the observed-to-reported uncertainty ratio 
map at 1000 days.  The ratio map and the data in Table 7.2 show that while the areas of highest 
uncertainty ratios remain on the core edges, a greater percentage of pins fall within 1σ and 2σ 
than did at startup.  Clearly the true uncertainty of the majority of the pin powers is higher than 




Figure 7.5: Observed-to-Reported Uncertainty Ratio, 1000 Days, TP 4 
Figure 7.4 and 7.5, as well as the remaining uncertainty ratio maps found in Appendix E, 
indicate that the core can be divided into three regions based on the behavior of the uncertainty 
ratios of the fuel pins.  It is obvious that the fuel assemblies on the edge of the core have the 
highest uncertainty ratios, and that these ratios remain elevated throughout the simulation.  Just 
as obvious is the behavior of the uncertainty in the assemblies in the central region of the core, 
which show a behavior in their uncertainty very similar to the behavior of test problems two and 
three.  It was also noticed that just inside of the edge assemblies is a ring of 12 assemblies that 
appear to be transitional; the diagonal half of the assembly closest to the center behaves like that 
of assemblies in the interior of the core, while the diagonal half closest to the core’s edge tends 
to have a higher concentration of pins that show an uncertainty underestimation.  Therefore, the 




Figure 7.6: Core Region Designation 




 Table 7.3 shows the percentage of pins that fall within the given standard deviations for 
pins in each of the three regions described above.  The inside assemblies are remarkably 
consistent; the number of pins within the code’s 1σ estimation of uncertainty never dropped 
below 48.9% and never exceeded 51.7%.  Additionally, the code never had a single pin with an 
uncertainty exceeding 2σ.  Within the transition assemblies, the number of pins within the code’s 
1σ estimation of uncertainty increased slightly with BU, although the percentage of pins with 
uncertainty estimated less than 1σ was never higher than 46.6%.  Much like the inside 
assemblies, the code never had a single pin with an uncertainty exceeding 2σ.  The edge 
assemblies clearly had the worst statistics of the three regions.   Inside the edge region, the 
number of pins within the code’s 1σ estimation of uncertainty fell between 8.2% and 18.9%.  
Similarly, the number of pins within the code’s 2σ estimation of uncertainty fell between 74.0% 
and 93.6%.  While the percentage of pins within 2σ is very low at low BU, it is obvious that the 
statistics improve dramatically as BU increases, eventually approaching the values expected 












UNCERTAINTY IN FUEL COMPOSITION (NUCLIDE                   
NUMBER DENSITY) 
 
8.1 Sources of Error 
 The current depletion algorithm in SERPENT takes the tallies from the MC neutron 
histories and using the source profile at the end of the transport calculations, solves the Bateman 
equations for the evolution of isotopic number densities.  At startup, the nuclear fuel consists of 
only a select number of isotopes (Uranium and Oxygen), but as the calculation progresses, the 
isotopic composition at the start of each cycle may consist of hundreds of fission products, minor 
actinides, and isotopes that have evolved during previous steps. 
 Estimating the uncertainty in the atomic density of a nuclide in a burnup calculation is 
extremely difficult because the uncertainty of the factors used to calculate the atomic number 
density arises from many sources.  There are statistical and propagated uncertainties in the 
evaluation of source distribution as well as uncertainties in the microscopic cross section 
data.[25]   
In previous chapters, the methodology of using a normal distribution of random and 
independent events to establish bounds for uncertainty was discussed.  This method was used by 
SERPENT to determine the uncertainty bounds for parameters such as keff and pin power.  
Because depletion calculations do not use a series of random tests but instead solve a system of 
linear Ordinary Differential Equations (ODE’s) using starting conditions from the user or the 
previous burnstep along with the source distribution from the transport calculation,  SERPENT 
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does not give an estimate of the uncertainty in the Nuclide Number Density (NND).  Therefore, 
in order to gain some insight into the uncertainties in NND, the uncertainty in observed NND 
from the 19 replica runs was examined in selected fuel mixtures.  No attempt to separate the 
statistical, propagated or cross section errors observed in the NND was made, but the goal was 











Am was examined. 
 
Figure 8.1: Location of Pins for NND Uncertainty Evaluation, TP 1 
8.2 Uncertainty in Nuclide Number Density, Test Problem 1 
Because 1056 individual fuel mixtures were modeled and tracked in the Quad developed 
for the three assembly domain test problems, fuel pins from each assembly were selected based 
on the uncertainty ratios of their pin powers with a total of four fuel pins being analyzed.   Figure 
8.1 shows the location of the four pins analyzed.  Pins 1, 2, and 3 were selected because of the 37 
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total burnsteps, these pins were the location of the highest uncertainty ratio in their assembly 27, 
12, and 5 times respectively.  Pin 4, which was in a location that often had an uncertainty ratio 
less than unity, was selected for comparison.   The mean NND of the isotopes of interest in each  



















Figure 8.2: Mean Nuclide Number Densities, TP1 
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pin are shown in Figure 8.2.  It should be noted that the plot of pin 2 is oftentimes not visible 
because it tracks nearly identically the NND of pin 3 and thus is masked by the line of pin 3. 




Pu, both of which have large thermal neutron cross 
sections, is lower in pin 1 (particularly at higher BU) than in the other pins indicates that it is in a 
region of higher flux and burns at a higher power, a conclusion that is validated by the pin power 
edits that show pin 1 burns hotter on average than the other three pins.  This conclusion also 




Am is higher in pin 1, since these isotopes, which 
are referred to as minor actinides because of their location on the periodic table, are caused by 
neutron capture in 
238
U and transitions into a series of precursor isotopes.  Additionally, the fact 
that the mass densities of all of the tracked isotopes are nearly identical in pins 2 and 3 
throughout the calculation indicate that the flux in these regions is also nearly identical.    
The observed standard deviation of the NND of the isotopes of interest in each pin is 
shown in Figure 8.3.  The first item of note is that the standard deviation of the NND in 
235
U 
increases from zero more quickly than any other isotope because at startup, 
235
U is the only 
isotope present in the fuel.  Because 
239
Pu is formed rather quickly, its uncertainty increases 
rapidly as well.  The uncertainty of 
243
Am, on the other hand, never reaches an appreciable 
amount until the BU of the fuel nears 20GWd.  This is because the creation pathways for 
243
Am 
involve multiple neutron captures and nuclide decays.   
While the absolute uncertainty in the NND  is useful as one measure of understanding the 
differences in nuclide evolution between replica runs, another metric is the relative uncertainty, 
which relates the uncertainty of the measurement and the average concentration of the nuclide.  
Table 8.1 gives an accounting of the mean concentration of each nuclide and its relative 
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uncertainty in pin 1 for each of the 43 burnsteps.  The relative uncertainty of 
235
U increases with 
BU because it is being depleted, settling around 0.20% at discharge.  The uncertainty of 
239
























Table 8.1: Mean and Relative Standard Deviations of NND, Pin 1, TP1 
 
between 0.25%-0.35% once the 
239
Pu concentration approaches its equilibrium and between 
0.40%-0.50% for 
241
Pu.   The relative uncertainty of 
237




Am at discharge.  A similar table for all four of the pins analyzed in TP1 can be found in 
Appendix F.   
8.3 Uncertainty in Nuclide Number Density, Test Problem 2 
 Figure 8.4 shows the location of the four pins analyzed.  Pins 1, 2, and 4 were selected 
because they were IFBA pins.  Pin 3, which did not have an IFBA coating, was selected for 
comparison.   The mean NND of the isotopes of interest in each pin are shown in Figure 8.5.   
 
Figure 8.4: Location of Pins for NND Uncertainty Evaluation, TP 2 




Pu indicate that the flux spectrum for the 
IFBA pins are fairly consistent with one another, while the non IFBA pin is depleted slightly 
slower in a region of lower flux.  A check of the mean pin powers of pin 3 in the first couple 
burnsteps shows that pin 3 does initially burn hotter than the others, but the speed with which the 






















Figure 8.5: Mean Nuclide Number Densities, TP2 
 The plots of the absolute uncertainty of the pins can be found in Figure 8.6.  Overall, both 
the magnitude and the behavior of the uncertainties for each isotope in TP2 are similar to the 





was ~6.0E-07 in TP1, but was ~5.0E-07 in TP2.  This is notable because the concentration of 
237
























Table 8.2: Mean and Relative Standard Deviations of NND, Pin 1, TP2 
 
an accounting of the mean concentration of each nuclide and its relative uncertainty in pin 1, and 




8.4 Uncertainty in Nuclide Number Density, Test Problem 3 
 Figure 8.7 shows the location of the four pins analyzed.  Pins 2 and3 were selected 
because they were IFBA pins.  Pins 1 and 4, which did not have an IFBA coating, was selected 
for comparison.   The mean NND of the isotopes of interest in each pin are shown in Figure 8.8.   
 
Figure 8.7: Location of Pins for NND Uncertainty Evaluation, TP 3 
 From Figure 8.8, the fact that pins 2 and 3 are IFBA pins can be clearly seen due to the 
slower depletion of 
235






Am.  It is also interesting 
to note that the rate of consumption of 
235
U in the IFBA pins is higher toward the end of cycle, 
since their isotopic composition contains a slightly larger amount of the fissile Uranium material.   
 The plots of the absolute uncertainty of the pins can be found in Figure 8.9.  Overall, both 
the magnitude and the behavior of the uncertainties for each isotope in TP3 are similar to the 
uncertainties in TP2.  No clear distinction can be made in the uncertainties seen in IFBA and 
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non-IFBA pins, but this may be simply due to the small sample size .  Table 8.3 gives an 
accounting of the mean concentration of each nuclide and its relative uncertainty in pin 1 for all 























































8.5 Uncertainty in Nuclide Number Density, Test Problem 4 
 Figure 8.10 shows the location of the four fuel regions analyzed.  Fuel region 1 is an edge 
assembly, enriched to 2.6% and has no IFBA pins.  Fuel region 2 is a middle assembly, enriched 
to 4.95%, and has 156 IFBA pins.  Fuel region 3 is also enriched to 4.95% but has only 32 IFBA 
pins.  Fuel region 4 is enriched to 2.6% and does not have any IFBA pins.  Regions 3 and 4 are 
both transition assemblies.   The mean NND of the isotopes of interest in each fuel region are 
shown in Figure 8.11.   
 
Figure 8.10: Location of Fuel Regions for NND Uncertainty Evaluation, TP 4 
 Figure 8.11 clearly shows a large difference in the power produced by each fuel region.  
Region 2 in the center of the core is depleted rapidly, as evidenced by the steep depletion slope 
of 
235
U and the speed with which 
239
Pu inventories are built up.  It is also interesting to note the 
extreme differences in the power of regions 3 and 4 despite their very close proximity.  This 
demonstrates that the enrichment of the fuel makes a large difference in flux that region will see 
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unless a local strong absorber is added to suppress the reactivity.  The higher flux in region 4 




























































































Table 8.4 clearly shows that the relative uncertainties in TP4 are much lower than the 
uncertainties at discharge in the previous test problems.  However, it should be noted that the 
discharge BU of the fuel in TP1-3 was ~46GWd, while the discharge BU in TP4 was 28.8GWd.  
Because of the drastically lower BU, the inventory or remaining 
235
U was higher in TP4 and the 
inventories of minor actinides was 1-3 orders of magnitude lower in TP4.  This would indicate 
that BU and isotope inventory are key components to determining uncertainty in NND.   
Another factor impacting the difference between the higher observed variance in NND in 
TP1-3 and the lower variance in TP4 is the fact that the variance in early test problems was taken 
from a single pin, while TP4 is the average of the quarter fuel assembly. The averaging of flux 


















CONCLUSIONS AND FUTURE WORK 
 
9.1 Conclusions 
 A numerical study of the error propagation in Monte Carlo depletion simulations was 
undertaken in order to gain insight into the magnitude and behavior or statistical errors and 
uncertainties in several common depletion problems.  Four test problems were developed, three 
incorporated a fuel assembly “Quad” of varying enrichments and material compositions and the 
fourth was a full-core test problem modeled on the IRIS reactor.  Using the SERPENT 
Continuous Energy MC Code developed by the VTT Technical Research Centre of Finland, each 
test problem was simulated 19 times by changing the code’s initial seed number.  The observed 
variance of several key parameters produced by the 19 replica runs was compared with the 
average reported variance.  
9.1.1 Calculation Time and System Resources Required 
 The three assembly domain problems required on average 7-8 days to complete 37 
burnsteps on a 2.3GHz Opteron processor.  These runs required just over 30GB RAM.  The core 
domain simulation required on average 46 days when run in serial and 12 days when run in 
parallel on 5 processors, each run requiring over 17.7GB RAM in either mode.  The extreme 
time and memory demands of these simulations support the assertion discussed in Chapter 1 that 






9.1.2 Uncertainty in Keff 
 The study of error propagation in the calculation of keff yielded very similar results in all 
four test problems.  The observed uncertainty in keff tends to be slightly higher than the reported 
uncertainty, sometimes by up to 50%.  The ratio of the observed-to-reported uncertainty is 
usually above 1, but will oscillate about unity especially at higher BU.  The trendline of observed 
uncertainty is relatively constant, with only a slight increase in conjunction with BU. 
9.1.3 Uncertainty in Pin Powers 
 Uncertainty is generally underestimated in the pin power estimated produced by the code.  
Errors are particularly egregious when there is no heavy absorber present in the defined 
geometry (like fresh fuel assemblies at BOC) or when the pins are close to boundaries.   
Observed uncertainty does appear to diminish slightly with BU, likely the result of the decreased 
reactivity and increasing absorption cross section of fission products and Minor Actinide 
accumulation.  In most cases, the true uncertainty is higher for a majority of pins than the 
uncertainty reported by the code, although true uncertainty tends to be within 2σ more often than 
a normal distribution would predict.   
 9.1.4 Uncertainty in Nuclide Number Density 










Am showed that 
variance is tied to the amount of fuel and the size of the region across which flux is averaged.  
The BU of the fuel is also critical to determining the variance in NND, especially in isotopes like 
243Am that are only formed in meaningful amounts at higher BU because of the complexity of 
their creation chains.  While the work presented here does provide a snapshot of uncertainty 




9.2 Future Work 
 One important observation of this research effort has been the importance of source 
convergence on accurate uncertainty prediction.  Source convergence may be particularly 
difficult in cases like the full-core simulations because few neutron histories will be recorded in 
the edge regions, since the neutron history population is determined from the source distribution 
of previous cycles.  Understanding how to insure source convergence is an ongoing research 
effort, and could be looked at further in conjunction with this research study. 
 One other area of interest is in gaining a greater insight into the errors, both statistical and 
propagated, in the nuclide number densities in MC BU.  A method of predicting the variance in 
MC depletion was proposed by Tojjoh et al. in a 2006 paper.[26]  Using only 10 replicas, they 
saw favorable results with their methodology.  It may be possible to use the data from the 19 





ASSEMBLY, CORE, AND SIMULATION PARAMETERS 
   



























PIN POWER EDITS FOR TEST PROBLEM ONE 
 
 









Figure B.3: Uncertainty Ratio 100 Days      



























































































PIN POWER EDITS FOR TEST PROBLEM TWO 
             
 
























































































PIN POWER EDITS FOR TEST PROBLEM THREE 
 
 
Figure C.1: Uncertainty Ratio Startup 
 
 


































































































PIN POWER EDITS FOR TEST PROBLEM FOUR 
             



































































Figure E.13: Uncertainty Ratio 1200 Days 
 
 




RELATIVE UNCERTAINTIES OF NUCLIDE DENSITIES 
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