The Alber equation has been proposed as a model for stochastic ocean waves, and it is associated with a nonlinear "eigenvalue relation" which controls the possible linear instability of given wave spectra. We call this condition the "Penrose condition" after a similar one appearing in plasma physics, and we show that it can be easily understood by adapting tools developed in plasma physics. Our main result is linear Landau damping: we prove that if a spectrum is stable in the sense of the Penrose condition, then any perturbations of it vanish in time. This is stronger than what the well-known formal linear stability analysis indicates, which would only be slow growth of perturbations, and not decay of perturbations. This is the first quantification of a mechanism that can explain the observed robustness of stationary and homogeneous spectra in the ocean. Finally, numerical investigation indicates that typical real-life spectra are stable, while if they become appreciably more narrow they would become unstable, further supporting the plausibility of Landau damping as a real-life phenomenon taking place in the ocean.
Introduction
Since the sixties it has been known that a large class of weakly nonlinear dispersive waves can be approximately described in terms of the Nonlinear Schrödinger equation (NLS) [8, 44] iB t u`p 2 ∆u`q 2 |u| 2 u " 0, upt " 0q " u 0 .
In particular, ocean waves are approximately modelled by the focusing NLS, and considerations based on this approximation and its ramifications are to date widely used in ocean engineering, see e.g. [10, 11, 12, 13, 25, 38, 41] and the references therein. Eq. (1) is focusing if pq ą 0; in this paper for simplicity we will assume p ą 0, q ą 0. Moreover, ocean waves are random and in many practical applications statistical models have to be used [25, 30] . It has been established that the sea surface elevation ηpx, tq can typically be approximated by a random process which is stationary in t and homogeneous in x, at least in mesoscales of Op1 hour -3 daysq and Op30-100 kmq in the open sea [26, 37] . In this context the sea-state, i.e. the stationary and homogeneous random process which generates the sea surface elevation, is characterized primarily by its spectrum Spωq, which measures the distribution of the wave action over different frequencies 1 . It is important to note that, in most practical cases, what is measured and used in the field is just the spectrum. This is a highly averaged measurement, typically extracted from hundreds (or more) of individual waves.
The effective stationarity and homogeneity of the sea-state (at least in the mesoscales) has been well documented and widely used. It is so well-known that it is just taken for granted. But one may ask: do we have an explanation for it? do the fundamental physics predict the existence of robust stationary and homogeneous sea-states? There is no reason to expect that, generically, a random solution of a focusing nonlinear equation with very large energy (over a spatially extended wavefield) will lead to stationary and homogeneous statistics when evolved in time. On the contrary, the Benjamin-Feir instability [7, 43, 44] guarantees that too narrow spectra cannot possibly stay unchanged in time under nonlinear effects. How does one pass from instability of very narrow spectra to the robust preservation of somewhat broader spectra? In this work we establish a rigorous stability criterion for unidirectional wave spectra, discovering a mechanism that can explain the observed robustness of ocean wave spectra. What is more, realistic spectra are found to be typically stable, however if they are made appreciably more narrow, they become unstable; cf. Section 7 and [5] . Qualitatively, it seems that the instability discussed here does control how narrow a spectrum can actually be in the ocean.
Our methodology is based on the Alber equation [2, 3, 17, 31, 34, 35, 42] , which was introduced as a way to start from a homogeneous and stationary background spectrum, and perform a linear stability analysis on it assuming NLS dynamics. Our main result is the rigorous proof of decay of non-homogeneities for stable spectra, Theorem 3.5. This can be best described as a Landau damping result: a stable spectrum means that non-homogeneities disperse as if in free-space, while an unstable spectrum continually feeds energy into the non-homogeneity.
Already in [2], a nonlinear "eigenvalue relation" involving the background spectrum P pkq (resolved over wavenumbers) appears as the instability criterion. The main idea is that the "eigenvalues" are in fact poles of a transfer function, and therefore their location on the complex plane can determine instability (i.e. growth of solutions in time if the pole is on the right half-plane). Since 0 is a singular point, it is not obvious that one can expect decay in time for the non-homogeneity.
We will call this stability condition the Penrose condition, as it turns out [5] that it is analogous to the Penrose condition for the Vlasov-Poisson equation in plasma studies [32] . Indeed, adapting ideas from plasma physics we manage for the first time to come up a simple and reliable way to check whether a given spectrum is stable or unstable. This is reported in Section 4, and used on concrete examples in Section 7. The main difficulty compared to plasma physics is that here the condition is wavenumber-dependent.
Before we can work out the linear stability analysis of the Alber equation however, the existence of solutions (along with necessary regularity properties) is required. This task has several difficulties and, to the best of our knowledge, the first rigorous solvability and regularity results for the Alber equation is the one appearing in this paper. The results are reported in Section 3, and the proofs can be found in Section 5.
It is also worth noting that variants of the Alber equation are being independently rederived in different branches of physics, including optics [18] and many-particle systems [15] . This is not surprising, given the broad range of phenomena that involve weakly nonlinear dispersive waves over quasi-stationary backgrounds. It further highlights the need for a generic, rigorous mathematical framework, which will then be adapted to the particularities of different physical contexts. We also note that Landau damping for the Alber equation has been discussed with physical arguments and observed numerically in [31] .
Equivalent formulations of the Alber equation
The Alber equation governs the second stochastic moments of the envelope upx, tq, understood as a random process of a certain type. The derivation is well-known [2] , and it rests crucially on a Gaussian moment closure argument (Eq. (64), a complex Isserlis-type result). However to the best of our knowledge no precise reference exists in the Alber equation literature, and no detailed assumptions (beyond Gaussianity) are stated. This issue is discussed in Appendix A, where an additional assumption of circular-symmetry [33, 39] is found to be required of the process upx, tq. It turns out that this requirement is also consistent with the random phase model [30] ; in other words the assumptions on the stochastic structure of upx, tq are consistent with the standard linear theory. In that sense the Alber equation can be thought of as a linearisation of the stochastic structure of the envelope upx, tq.
In order to study the Alber equation, we have to introduce the phase-space density
This is the average Wigner transform of the stochastic envelope upx, tq and, intuitively, W px, k, tq reflects how much wave action is present in a neighborhood of a space position x, in wavenumbers around k, and at time t on average [21, 29, 40] . This reflects closely the interpretation of the deterministic Wigner transform of a wave-like signal [4, 6, 5, 16, 20, 27] . Notice that the position density 2 V px, tq " ş ξ W px, ξ, tqdξ " Er|upx, tq| 2 s is the local average amplitude-square of the wave envelope in the location x at time t.
As described in [2] and Lemma A.2, by making a Gaussian moment-closure argument, the equation
can be derived for W px, k, tq. One readily checks that a function W b px, k, tq " P pkq is automatically a solution of Eq. (3), which is stationary, homogeneous and the distribution of wave action over wavenumbers is consistent with the spectrum P pkq. This solution represents the background spectrum, and one can now examine its stability under small, non-homogeneous, in general, perturbations W px, k, tq " P pkq` wpx, k, tq. This leads to the Alber equation centered around the spectrum P pkq, namely the Cauchy problem
It is Eq. (4) that is called the Alber equation. To avoid confusion one can call the equivalent Eq. (3) the Wigner-Alber equation, since it is the result of direct application of the Wigner transform on Eq. (1).
Observe that
ş k wpx, k, tqdk, hence the "new position density" npx, tq is now the (scaled) non-homogeneous perturbation of the amplitude-square of the envelope.
One should keep in mind that the solution of the Alber equation (or any of its equivalent formulations that will be introduced below) represents non-homogeneous perturbations of the background spectrum. Thus growth of solutions corresponds to instability of the spectrum, while decay of solutions to stability.
There are several formulations of the Alber equation which are formally equivalent. As will become clear in the proofs, using several of these formulations will be needed in building a well-posedness theory. In fact, we need to introduce the different formulations before we can state the main results.
Taking the inverse Fourier transform 3 in the k variable of eq. (4), we obtain the Alber-Fourier-II equation for q w 2 px, K, tq " F´1 kÑK rwpx, k, tqs,
Considering the rotation of the x, K plane through the change of variables pα, βq " px`K{2, x´K{2q we pass to the function ρpα, β, tq :" q w 2 p α`β 2 , α´β, tq,
which satisfies the Heisenberg-von Neumann equation
In this formulation npx, tq " ρpx, x, tq.
Finally, we will also use the inverse Fourier transform in x of the original Alber equation (4) namely if q w 1 pX, k, tq " F´1 xÑX rwpx, k, tqs, we get the Alber-Fourier-I equation
Remark 2.1. The original Alber equation (4) looks like a kinetic equation, and points towards the classical works [28, 32] for its treatment. Here the nonlocal effect is an integral, npx, tq " ş k wpx, k, tqdk. The conservation laws that will be stated in Appendix E are easiest to prove for the Alber-Fourier-II equation (5), and justification of the Laplace transform is possible through that version as well. The Heisenberg-von Neumann equation (7) is a hyperbolic Schrödinger equation, and points towards the use of appropriate techniques of dispersive equations. A substantial complication is that now the position density is a restriction (trace) of the unknown function on a lower dimensional subspace, npx, tq " ρpx, x, tq. This makes the use of standard L 2 -based spaces very complicated, although some recent results exist for the defocusing case [9] . Observe that this equation is nonlocal as well, since B t ρpα, β, tq is also informed by ρpα, α, tq, ρpβ, β, tq. Finally, the Alber-Fourier-I equation (8) is the only one which points towards a simple norm that controls both the nonlinearity and the background term, } q w 1 ptq} L 1 pR 2d q . The reason why we present all these formulations is that we will use several of them here and, more broadly, it is not clear which ones will be most useful in further study, especially numerical analysis (e.g. discretization in the x, k variables is not equivalent to discretization in the x, K variables) and global-intime existence.
Main results
First of all we need to establish that the Alber equation has solutions, and that they are regular enough: The proof can be found in in Section 5.2, and it gives as a by-product a stability result as well, cf. eq. (29) . Essentially the same arguments lead to Theorem 3.2, stated below, for the proof see Section 5.2.
Theorem 3.2 (Global well-posedness in L 1 for the linearised Alber-Fourier-I equation). Let q w 0 1 P L 1 pR 2d q, then the linearised Alber-Fourier-I equation
has a unique global-in-time solution satisfying
Theorem 3.3 (Higher regularity for solutions of the nonlinear problem). Denote q w 1 ptq the solution of Eq. (24) with initial data q w 0 1 , and
Assume that P pkq is a Schwarz test-function, P P SpR d q, and
where the spaces Σ s,p are as in Definition 5.1. Then
Moreover,
Theorem 3.3 is proved in Section 5.3.
Remark 3.4. Observe that SpR 2d q is closed under Fourier transforms and linear changes of variables. This automatically implies that each of the equivalent formulations (4), (5), (7) and (8) has highly regular solutions, and passage between these formulations is justified. Observe also that, by virtue of Theorem 3.2, if " 0 then T "`8. Finally, a version of the above result with q w 0 1 P Σ s,1 only for one s P N also holds, cf. Theorem 5.5.
Once we know that our equation has solutions, we are interested in whether the solutions grow or decay in time. The idea is to study the linearized equation using the Laplace transform. Denoting r mpX, ωq :" L tÑω rq npX, tqs, one easily sees that, formally,
The roots ω˚of 1`qi ş k P pk´X 2 q´P pk`X 2 q ω´4π 2 ipk¨X dk immediately stand out as poles of a transfer function, the location of which controls the growth (if Re ω˚ą 0) or decay (if Re ω˚ă 0) of the solution. However, a more careful look reveals that qi ş k P pk´X 2 q´P pk`X 2 q ω´4π 2 ipk¨X dk has a jump as ω passes from the right complex half-plane to the left, therefore the contour for the inversion of the Laplace transform will, at best, be the line tη`is, s P Ru for some small η ą 0. This would readily imply slow growth of the solution, but not quite decay of the solution. Our main result is stated below; it makes rigorous the above computation and further shows algebraic decay in time.
Theorem 3.5 (Linear Landau damping for the Alber equation in one dimension). Let P P SpRq be a background spectrum of compact support which is Penrose-stable in the sense of Definition 4.2. Consider the linearized Alber equation
with initial data w 0 px, kq P SpR 2 q. Then there exists a constant C " Cpp, q, P, w 0 q so that the force B x npx, tq decays in time according to
If in addition the initial data is of the form
then the position density npx, tq converges rapidly to the free-space position density
in the sense that there exists a constant C " Cpp, q, P, w 0 q so that
Furthermore, if eq. (15) holds, denoting Eptq : f px, kq Þ Ñ f px´2πpkt, kq the free-space propagator, there exists a wave operator W`so that
The proof is given in Section 6.2.
Remark 3.6. 1. Observe that eq. (8) in one spatial dimension can equivalently be recast as
assuming that P pkq and q w 1 are smooth functions (in which case the divided differences become derivatives when the denominators become zero). Now it is clear that, if the quantity X q npX, tq " i 2π F´1 xÑX rB x npx, tqs is zero, then the nonlinearity as well as the background spectrum have no way to interact with the solution q w 1 , which is left to satisfy a free-space problem on zero background. As in the classical Landau damping problem in plasma physics, the quantity B x npx, tq (and not npx, tq) is driving the nontrivial dynamics. It is for that reason that we use the term force for it.
2. Assumption (15) is a sufficient condition for certain integrals to exist. Since waves with wavenumbers X Ñ 0 would eventually have wavelengths larger than the earth's radius, it is appropriate to assume that they carry no energy. Indeed, all parametric ocean wave spectra do have a high-order root at 0, and this particularity of ocean waves may be responsible for an ever more pronounced and rapid relaxation to free-space dynamics.
3. Equation (17) is stated and proved with an C 1`t 3 rhs. However, upon generalizing Lemma 6.4 to derivatives of any order r, the proof would carry over to higher powers of t with an appropriate adjustment in the assumption (15) . It would pass on a rhs of the form C t r´1 to Eq. (18).
4. The assumptions in Theorem 3.5 are not sharp in terms of required regularity on w 0 and P , however they allow simplicity in the formulation of statement and presentation of proofs.
On the Penrose condition for the Alber equation
To prove that all the solutions of the linearised Eq. (13) decay in time, it is natural to require that the transfer function appearing in Eq. (12) has no poles on the open right half plane. Some care will be required in checking that endpoint behaviour (namely ω P iR or X " 0) does not create problems.
To proceed we will need the following Definition 4.1 (The curve Γ X .). Let P pkq P SpRq, and denote by D X P D X P pkq :"
Moreover, denote by S the operator Srf spxq " Hrf spxq´if pxq where H is the Hilbert transform, cf. Definition B.1. The closed curve Γ X P C is defined as
Moreover, the closed domain circumscribed by Γ X will be denoted as Γ X Definition 4.2 (Penrose stability and condition). Given a background spectrum P P SpRq, the Penrose condition is the complex-valued equation
with unknowns ω˚P C, X˚P R. If for a fixed X˚" X P R no ω˚P CziR exists for which Eq. (21) holds, then we say that the wavenumber X is Penrose-stable for P pkq. If X is not Penrose-stable, we will say it is Penrose-unstable.
If
then we will say that the background spectrum P pkq is Penrose-stable. The quantity MpP q will be called the margin of stability of the spectrum P.
Remark 4.3.
1. The distance dpΓ X , 4πp{qq is very closely related with the existence of roots of (21) for X˚" X; the relation is elaborated in Lemma 4.4 below. In particular, for a Penrose-stable spectrum all wavenumbers are Penrose-stable.
2. As was discussed earlier, originally we require that no solutions of Eq. (21) with Re ω˚ą 0, X˚" X exist. However, one easily checks that if ω˚" a˚`ib˚is a solution of (21) for some X˚, then so is´a˚`ib˚. Therefore, requiring that no solution with Re ω˚ą 0 exists is equivalent to requiring that no solution ω˚P CziR exists.
3. If we set X˚" 0 in Eq. (21), it becomes 1 " 0, which is impossible. So it would seem that X˚" 0 is a Penrose-stable wavenumber for all P pkq P SpRq. However, Eq. (22) could still be violated, and this would correspond to solutions of a renormalised version of Eq. (21) for X˚" 0.
Lemma 4.4 (On the Penrose condition for the Alber equation). The following statements hold:
(i). Eq. (21) for X˚‰ 0 can be equivalently formulated as
(ii). Let X˚" X ‰ 0. Then the two following statements are equivalent:
a. there exists an ω˚with Re ω˚‰ 0 so that Eq. (iii). Let X˚" X ‰ 0. Then there exists an ω˚with Re ω˚" 0 if and only if the projection of the curve Γ X on the real axis contains the real number 4πp{q.
(iv.) There exists a constant C so that for any spectrum P P SpRq every wavenumber with |X| ą
Remark 4.5. In light of (ii) above, condition (22) is slightly stronger than requiring that each wavenumber X ‰ 0 is Penrose-stable, as it appropriately controls for X " 0 as well; and furthermore it does not allow 4πp{q to be on Γ X . The latter requirement shows up in the proof, cf. Observation 6.2.
In any case observe that condition (22) guarantees that there are no poles of 1{`1`qi ş P pk´X2 q´P pk`X2 q Fpit`ηq, t P R * Y t0u, which, using Theorem B.5, is seen to be Γ X as defined in Eq. (20) . Conversely, if 4πp{q is in the interior of Γ η X for some η, then its pre-image under F is ω˚{p4π 2 ipX˚q. Proof of (iii): By virtue of (i), the existence of an ω˚with Re ω˚" 0 so that Eq. (21) holds is equivalent to Ds P R HrD X P spsq " 4πp q .
But th P R | Ds P R : HrD X P spsq " hu is exactly the projection of the curve Γ X on the real axis. Proof of (iv): One observes that, for X ‰ 0,
2 with the Sobolev embedding in 1 dimension, Theorem C.2, we have
Hence for |X| large enough }HrD X P s} L 8 ă 4πp{q, and it is not possible for Γ X to have 4πp{q in its interior.
5 Strong solutions for the Alber equation
Notation
Definition 5.1 (Spaces of bounded derivatives and moments). Consider a function on phase-space f px, kq P SpR 2d q, s P N, p P r1, 8s. The Σ s norm will be defined as
We will also use the standard Sobolev spaces
In the definition above we used standard multi-index notations and SpR 2d q " Ş 2 ipk¨Xf`iqLrP P ; ms` iqN rm; f f s " 0,
where LrP 1 P 2 ; ms :"
The brackets will help us work efficiently on certain estimates through the following Lemma 5.2 (Properties of the brackets).
The definition of the bracket L implies
For bracket N we obtain
To work out higher regularity of our solutions, we will need some more algebra with the brackets:
Lemma 5.3. For any multi-indices α, β, γ, δ P pN Y t0uq d we have the following relations
and
The proof follows from direct computations using the definition of LrP 1 P 2 ; ms and N rm; f 1 f 2 s.
Existence of solutions
Proof of Theorem 3.1: We prove the existence of a local-in-time solution of (24) using the Banach fixed point theorem. Denote
the propagator of the free-space problem for Eq. (24) and notice that }U ptqf } L 1 pR 2d q " }f } L 1 pR 2d q . Then the mild form of Eq. (24) reads
In the sequel we will suppress the explicit dependence on the variables, and we will use the observation that
for some M, T (to be determined below), which is a complete metric space with the
To apply the fixed point argument, we first show that GE Ď E. Direct application of Lemma 5.2 implies
To prove that G is a contraction we consider the difference Gg´Gh for g, h P E and obtain
For T satisfying (28) the Lipschitz constant L ď T |q|p}P } L 1`2 M q of the mapping is strictly smaller than 1. Therefore, by virtue of the Banach Fixed Point Theorem, there exists a unique fixed point f P E, f " Gf, i.e. a unique mild solution of (24) for t P p0, T s. It is clear from calculations above that if }f ptq} L 1 pR 2d q ă M 1 for all t one can repeat the above process and extend the solution for all times. Thus the blowup alternative follows.
To show continuous dependence of solutions of (24) on initial data we consider f pX, k, tq as above and gpX, k, tq being a solution of (24) with initial data g 0 pX, kq, and denote h :" f´g.
Then one readily sees that
as long as both solutions f and g exist.
Proof of Theorem 3.2: The result stated in the theorem follows directly from considering the L 1 -norm of Eq. (27) with " 0 and applying the Gronwall inequality, see Lemma C.1 in Appendix.
Propagation of regularity
It is desirable to obtain existence of more regular solutions as well. Let us first work out a special case, to clearly illustrate the steps involved, before we proceed to the more general result.
Lemma 5.4. Assume }p1`|X| a 0 qf 0 } L 1 pR 2d q ă 8 for some a 0 P N, and denote
Proof: Without loss of generality assume |a| " a 0 . One readily checks that, for any multi-index a, multiplying (24) with X a leads to
where we used the fact that X a " pX´s`sq a " ř 0ďa 1 ďa`a a 1˘s a´a 1 pX´sq a 1 . Upon rearrangement of terms, Eq. (30) can be rewritten as
Notice that the lower order moments and their marginals
can be determined recursively (see Eq. (35) below for details) and hence can be considered as known. Thus problem (31) can be thought of as a linear problem for f a :" X a f pX, k, tq with data m, f a 1 for |a 1 | ă a 0 . To analyse the problem (31) for f a , first consider the auxiliary "unforced" problem
which has mild form
the propagator for Eq. (32) and using the Gronwall inequality (cf. Lemma C.1) we have
Now a solution of the linear problem (31) can be written as
which depends only on lower order moments f a 1 , a 1 ă a. For example, in a 1-dimensional example with a " 1, taking the L 1 -norm of Eq. (34) leads to
Theorem 5.5 (Local well-posedness for the nonlinear Alber-Fourier-I equation on Σ s,1 ). Denote f ptq the solution of Eq. (24) with initial data f 0 , and T " T p}f 0 } L 1 , q, , }P } L 1 q as in Theorem 3.1. Assume moreover that P pkq P SpR d q. Then, for any s P N,
where Σ s,1 is as in Definition 5.1.
By applying the operator X α k β B γ X B δ k to Eq. (24) and commuting according to Lemma 5.3 one obtains the equation
with right hand side R pα,β,γ,δq "´ÿ
We will use the fact that
for (38) in mild form and taking L 1 norms one obtains an estimate of the form
Summing up these inequalities for all |α`β`γ`δ| ď s yields
Using Lemma 5.4, which guarantees boundedness of }p1`|X| s qf pτ q} L 8 pr0,ts,L 1 q for all t P r0, T q, and applying the Gronwall inequality imply the result stated in the theorem. Notice that the continuity in time follows from the mild form and the continuity of the integral. For the proof of the regularity with respect to tome variable stated in (11), first notice that Theorem 5.5 implies that }Eptq} Σ s,1 ÑΣ s,1 ă 8 for all t P r0, T q. Moreover, upon applying the operator B l t to Eq. (24), one obtains the problem
By recasting this in mild form working recursively in l, in complete analogy to the proof of Lemma 5.4, the result follows.
6 Linear Landau damping for d " 1
Rigorous considerations on the Laplace transform
Now consider again the linearised Alber-Fourier-II equation (5) and denote J pX,kqÑpx,Kq :" F´1 kÑK F XÑx . The operator J is essentially a Fourier transform, and in particular J´1 " J˚, J`SpR 2d q˘" SpR 2d q. Since q w 2 " J r q w 1 s, Theorem 3.2 implies that, for all t ě 0, q w 2 ptq P CpR 2d q, | q w 2 px, K, tq| ď C 1 p1`tC 2 e tC 2 q, for some C 1 , C 2 ą 0,
i.e. q w 2 ptq it is an exponentially-bounded-in-time continuous function in x, K. Thus the usual Laplace transform of q w 2 is well defined. Moreover observe that, for any test function φ P SpR 2d q,
Thus the Laplace transform of q w 1 can now be defined as the distributional Fourier-Laplace transform of
Observe that the same arguments apply to the position density npx, tq, which is a continuous, pointwise exponentially bounded function. This discussion can be summarised in the following Lemma 6.1 (space-Fourier, time-Laplace transform). Let q w 1 pX, k, tq be as in Eq. (9), mpX, tq " ş ξ q w 1 pX, ξ, tqdξ. Then, for each ω with Re ω sufficiently large, r wpX, k, ωq :" L tÑω q w 1 is well defined as a tempered distribution in S 1 pR 2d q, and r mpX, ωq :" L tÑω m is well defined as a tempered distribution in S 1 pR d q.
Proof of Theorem 3.5
We will work on the level of the linearized Alber-Fourier-I formulation, and transfer our results to the original Alber equation in the end.
Step 1: Computing the Laplace transform of mpX, tq " F´1 xÑX rnpx, tqs. Since q w 1 satisfies
its Laplace transform r w :" L tÑω q w 1 , which is well-defined by virtue of Lemma 6.1, is equal to ω r w´q w 1 pX, k, 0q´4π 2 ipk¨X r w`qi " P´k´X 2¯´P´k`X 2¯ı ż ξPR r wpX, ξ, ωqdξ " 0, and hence r w can be defined as r wpX, k, ωq " q w 1 pX, k, 0q´qi " P pk´X 2 q´P pk`X 2 q ‰ ş ξ r wpX, ξ, ωqdξ
where q w 1 pX, k, 0q " F´1 xÑX rw 0 px, kqs. In order to obtain a closed problem for r mpX, ωq :"
we integrate Eq. (42) in k and rearrange terms, leading to Eq. (12) for d " 1. It is here that we use for the first time the fact that d " 1, i.e. we treat the scalar product k¨X as a usual product of two real numbers. While generalisations to higher dimensions can be considered, the additional difficulties are non-trivial; this follows from the standard Hilbert transform (with all its powerful properties) being essentially a 1´dimensional object. Eq. (12) consists of the following "building blocks": r m f pX, ωq :"
r hpX, ωq :" qi ż k P pk´X 2 q´P pk`X 2 q ω´4π 2 ipk¨X dk "´q 4πp
where D X P is defined in Eq. (19) . In particular, r m f pX, ωq is the Fourier-Laplace transform of the freespace position density. Equation (43) 
(15).
Step 2: Inverting the Laplace transform. At this point it will be helpful to rearrange (12) as r mpX, ωq´r m f pX, ωq "´r hpX, ωq 1`r hpX, ωq r m f pX, ωq.
Now the lhs is the deviation of r mpX, ωq from r m f pX, ωq, i.e. the effect of the background spectrum P pkq compared to "free space". It is given by the "input" r m f pX, ωq, acted upon by the "transfer function"
r hpX,ωq 1`r hpX,ωq
. Thus the location of transfer function's poles on the complex plane controls whether the lhs is growing or decaying in time. Of course this is the origin of the Penrose stability condition as introduced in Definition 4.2, as 1`r hpX, ωq " 0 is exactly equivalent to the Penrose condition (21 (44) for X " 0 we havé
By an abuse of notation we will ignore the case X " 0 from now on. Moreover, the use of Corollary B.7 above (specifically because of the assumption that
since for a Penrose-stable spectrum, i.e. when 4πp{q R Ť
There is one more subtle point; }HrD X P s} L 1 is finite because D X P is a regular function of compact support with zero integral, cf. Theorem B.3. It is only there that the compact support requirement for P pkq comes up as a technical condition, and it seems that eventually it could be removed. 
where by T λ we denote the dilation operator T λ : f ptq Þ Ñ f pλtq. Now combining equations (46) 
To proceed we will use the following trick: for any r P N,
Step 3: Decay of the force (Landau damping); proof of Eq. (14) . Observe that for T λ : f ptq Þ Ñ f pλtq one computes
Thus, for any l P N and any function f psq we have
Considering r " 1 in Eq. (50) and using the Cauchy-Schwarz inequality in τ, we have
By virtue of Lemma 6.4 and Eq. (47), for l P t0, 1u
where in the last step we used Theorem B.2. In particular this last bound is uniform in X, since sup
Moreover, by virtue of Theorem B.2, for l P t0, 1u
Collecting all of the above, there is a constant depending on the parameters of the problem (including the initial condition) C " Cpp, q, P, w 0 q so that
and hence, for all t ą 0,
Moreover, by a direct computation for n f px, tq we have
Combining (55) and (56) implies Eq. (14).
Remark 6.3 (Timescales and MpP q)
. At this point it should be clear that the margin of stability controls the timescales of relaxation to free-space dynamics, cf. Eq. (53). The same effect is also seen in Eq. (58) below. In particular, if MpP q is positive but very small, the relaxation to free-space should be expected to be very slow.
Step 4: Rapid convergence to the free-space position density under additional assumptions, proof of Eq. (17). Now we will work again with Eq. (50), but for higher r. By applying the CauchySchwarz inequality in τ and working like before, we obtain
and upon integrating in X and utilizing Theorem B.2 we obtain
Now we will also use Lemma 6.4 again to check that for l P t1, 2, 3u we have
where in the last step we used again Theorem B.2. Using again the observation that sup
for any s ą 0, all this can be summarized as saying that there is a constant C " Cpp, q, P q such that max lPt1,2,3u
ď Cpp, q, P q, so that finally eq. (57) implies that for r ď 3,
which is finite by virtue of the assumption of eq. (15) . So finally there exists a constant C " Cpp, q, P, w 0 q so that
Equation (17) follows by taking the Fourier transform in X.
Step 5: Construction of the wave operator, proof of Eq. (18). First we need to establish some decay of m f pX, tq in time. To that end, observe that, for each X and any r P N, by virtue of the Cauchy-Schwarz inequality in time
so now combining this with the idea of eq. (52) it follows that
Now let us go to the mild form of the linearized Alber equation (41) (the propagator U ptq was introduced in eq. (26), and obviously Eptq " F XÑx U ptqF´1 xÑX ),
Now using eqs. (60), (61) we can estimate
where the constants now depend on the initial data q w 1 pX, k, 0q. Hence the long-time limit exists, Tr q w 1 pX, k, 0qs :" lim
The rate of convergence follows essentially the calculation in (62),
and hence we obtain
for t ą 0 and k P R.
The conclusion follows by taking the Fourier transform in X.
Lemma 6.4 (Derivatives of h 1`h ). Let h : R Ñ C be a smooth function. Then
1`hpxq ă 8, it follows that there exists a constant C ą 0 so that, for l P t1, 2u
Proof: One uses the Hölder inequality and the observation that
So now by using the bound M it follows that
The proof is complete by virtue of the Sobolev embedding (Theorem C.2).
Discussion and Conclusions
The Penrose condition (21) (what Alber called the "stability eigenvalue relation" [2]) has been known for a long time, and it was known that it does predict instability of spectra. Here we proved for the first time that it actually predicts stability as well, i.e. that for Penrose-stable spectra (in the sense of Definition 4.2) any non-homogeneities disperse away to zero (in the sense of Theorem 3.5). This is a concrete mechanism that may explain the observed robustness of stationary sea-states, at least in mesoscales. Indeed numerical investigation (Figures 1-5 and also [17, 31, 35] ) seems to indicate that most measured spectra are in fact Penrose-stable. Since most spectra are extracted from time-series spanning several wave-periods, processed under stationarity and homogeneity assumptions, it seems that only stable spectra could be reliably measured at all. In that sense, the close correspondence of Penrose-stable and physically realistic spectra reinforces the idea that Landau damping does take place in the ocean. In that context, our analysis quantifies the physical argument that was put forth in [31] . As was reported in [5], narrow enough spectra and spectra with high enough power will become unstable, and vice versa. This is consistent with the Benjamin-Feir instability, and congruent with the findings of related studies of the Alber equation [17, 31, 35] , and of fully nonlinear numerical studies [1, 36] .
More broadly, our analysis provides new insights on the physics of the Alber equation by quantifying intersting time-and length-scales. For example, the Penrose condition has often been thought of as predicting a bifurcation between stable and unstable spectra. This has often been taken to mean that a violent change in behavior should be expected once a borderline stable spectrum became unstable (e.g. if amplified). Such a change in behavior is the object of numerical experiments in [23, 22] , where it is noted that instead only a gradual transition is found. However, the careful linear stability analysis of the Alber equation, results in the identification of time and space scales for the stable behaviour (in terms of the margin of stability) and the unstable behaviour (in terms of the Penrose bandwidth [4]). For example, in [5] it was shown that a marginally unstable spectrum would produce instabilities over very long timescales and very large lengthscales (compared to typical wave-periods and wavelengths). Thus most marginally unstable spectra would not necessarily produce spectacular extreme waves (i.e. events spatially localised over a few wavelengths) in relevant timescales. On the other side, the margin of stability qualifies "how stable a stable spectrum is" in the sense of Remark 6.3. Thus the Alber equation indeed predicts a gradual transition from "quite unstable" to "marginally unstable" to "marginally stable" and finally to "quite stable" behaviour as an unstable spectrum becomes broader (or has less power). Thus the results of [23, 22] are in fact validating the asymptotics of the Alber equation.
Another difficulty with the Alber equation, is that the Penrose condition is a system of two nonlinear equations (the real and imaginary parts of Eq. (21)) in three unknowns (X, Re ω˚, Im ω˚) which may or may not have solutions, making it very hard to study. The geometric condition (22) (which is based on the insights of Lemma 4.4) provides a straightforward and robust way to check whether a given spectrum is stable or unstable, allowing for the extensive and precise investigation of realistic spectra. We demonstrate such a study of JONSWAP spectra in Figures 1, 2 and 3 . Details on the normalisation, computation and comparison with existing results can be found in Appendix D.
On the more mathematical side, our analysis provides many tools for the further investigation of the Alber equation and its variants. It is believed that Penrose-unstable spectra lead to Fermi-PastaUlam recurrence, and this process could hold clues for the generation of Rogue Waves [35] . The rigorous numerical analysis and development of schemes for the fully nonlinear problem can help shed light to this process. Another direction could be to modify the Alber equation to include more detailed modeling of ocean waves (e.g. as in mNLS [38] ), and/or 2 spatial dimensions, and then perform a similar analysis. This is in principle possible, but opens up new analysis questions, as a 2´dimensional variant of the Hilbert transform will have to be studied and the appropriate Sokhotsky-Plemelj formulas constructed. ? g [10] , hence the target scales like 4πp{q " k´4 0 . The margin of stability MpP q is the infimum over X P R of the distance of the closed curve Γ X from the target 4πp{q. Right: The span of the real parts of Γ X for different values of X. In this case it closely highlights the margin of stability. A Background on the derivation of the Alber equation
Observation A.1 (A complex Isserlis theorem). In [33] a moment closure result is proved; a special case of it (appearing also explicitly on the last page of [33] ) is the following: Let zpx; βq be a Gaussian, zero-mean, stationary process with the additional property that
Then Erzpx 1 qzpx 2 qzpx 3 qzpx 4 qs " Erzpx 1 qzpx 3 qsErzpx 2 qzpx 4 qs`Erzpx 2 qzpx 3 qsErzpx 1 qzpx 4 qs.
This result directly implies the closure relation
Erupα, tqupβ, tqupα, tqupα, tqs " 2Erupα, tqupα, tqsErupβ, tqupα, tqs,
which is the one used by Alber [2] in the derivation of Eq. (3). Moreover, the condition (63) is equivalent to circular symmetry, i.e. to the condition that te iθ upxqu θPr0,2πq are identically distributed for all θ P r0, 2πq
by virtue of a result by Grettenberg [39] . Proof: Denote r ρpα, β, tq " upα, tqupβ, tq, ρpα, β, tq " E " upα, tqupβ, tq ‰ ; r ρ can be called an "algebraic second moment of u", while its expectation, ρ, a stochastic second moment of u. One readily computes that iB t r ρ`p 2 p∆ α´∆β q r ρ`q 2 r ρpα, βq rr ρpα, αq´r ρpβ, βqs " 0.
The fact that Eq. (65) is closed in r ρ, despite being a moment of a nonlinear equation, is due to an exact algebraic moment closure, i.e. the fact that the effective nonlinear potential V px, tq " |upxq| 2 " ρpx, x, tq is expressible in terms of the second algebraic moment. (This would not be the case if the nonlinearity had e.g. the form V px, tq " upx, tq.) Observe also that the original coupling constant q{2 still appears here. Now if we take the expectation of Eq. (65), we arrive at iB t ρ`p 2 p∆ α´∆β q ρ`q 2 E " r ρpα, βq rr ρpα, αq´r ρpβ, βqs
which is not closed in ρ. It is here that Eq. (64) is used to the effect that, for each fixed t, E " r ρpα, β, tqr ρpα, α, tq
and similarly for the pβ, βq term. This is also where the doubling of the coupling constant, q in Eqs. (3), (4) instead of q{2 in Eq. (1), takes place. So finally the equation for ρ is the Heisenberg-von Neumann equation (7) . To pass to Eq. (3) one simply reverses the steps discussed in Section 2.
Remark A.3. A deterministic interpretation of the Alber equation is also possible [5] and it leads to the same equation, except for the doubling of the coupling constant. In that case W px, k, tq " P pkq` wpx, k, tq is the deterministic Wigner transform of an envelope upx, tq that is close to a quasi-periodic function in both space and time.
B Background results on Laplace and Hilbert transforms
Definition B.1 (Hilbert transform and analytic signal operator). The Hilbert transform for real arguments is defined as [24] Hrf spxq " Hrf p¨qspxq "
see Theorem B.2 for some regularity results that we will use. Moreover, for any f P L p pRq, p P r1, 8q, the function 
The operator S will be called analytic signal operator. Standard properties of the Hilbert transform imply that, for any p P p1, 8q, a P N, there exist constants C " Cpa, pq ą 0 such that
Theorem B.2 (Regularity of the Hilbert transform and the operator S). For the Hilbert transform on real arguments and any p P p1, 8q there exist constants C " Cppq such that
Moreover, Cp2q " 1 and for any s P N, 
f pt´τ qypτ qdτ.
C Background results from Analysis
Lemma C.1 (Gronwall inequality; integral form). Let T P p0,`8q, and denote I " r0, T s, f, g, h P CpIq, hptq ě 0 @t P I, and, for all t P I, f ptq ď gptq`t ż 0 hpsqf psqds. embeddings in d " 1 ). There exists a constant C " Cpqq ą 0 so that }f } L q pRq ď C}f } H 1 pRq for all q P r2, 8s.
Then there exists a constant C " Cpm, k, p, dq such that
In particular, for p " 1,
Corollary C.4. Recall the function spaces Σ s,p introduced in Definition 5.1. Then
D Investigation of the stability of spectra: computation and comparison to the literature Before we can apply Lemma 4.4 to investigate numerically the stability of a given spectrum, we need to pay some attention to normalisation issues. In most of the ocean waves literature radians per second, as opposed to Hertz, are used when creating the frequency spectrum. In other words, the Fourier transform is normalised as F rps rRspωq " ş e´i ωt Rptqdt. When the spectrum is converted from being frequency-resolved, Spωq, to being wavenumber-resolved, P pkq [30] , this normalisation carries over. In this work, in keeping with a lot of the Wigner transform literature we use Hertz, i.e. we normalise the Fourier transform as FrRspωq " ş e´2 πiωt Rptqdt. In this section we will explain how this normalisation affects computations. Conceptually, a radians per meter (rpm) wavenumber-resolved spectrum is
where R XX pyq " Erupx`y 2 , tqupx´y 2 , tqs (and does not depend on x, t due to the homogeneity and stationarity assumptions). At the same time, the cycles per meter wavenumber-resolved spectrum is
The spectrum is related to H s through the standard rule 5 , we compute H s " 17.1973m and β p " 0.0717. Observe that, while a and γ are the same for the two spectra, both peakiness and H s differ substantially due to the difference in k 0 , while the rms slope remains practically unchanged. While the spectrum with k 0 " 2π{170 appears more peaked, it turns out to be Penrose stable. This is because the target 4πp{q " k´4 0 , i.e. the curve Γ X would have to reach much further out in order for instability to take place; see Figures 1, 2. and the RMS slope is related to the spectrum through [19, 30] 
RMS slopes over 0.0505 are very rare on the record [19] . In [17] , a systematic investigation of the region of stability of a JONSWAP spectrum is carried out. The rpm JONSWAP spectrum used therein is
with peak rpm-wavenumber k 0 corresponding to peak wavelength λ 0 "
. The peakiness parameter γ is taken to range between 1 ď γ ď 7, which roughly corresponds to the values one may plausibly observe in measurements. The power parameter a controls H s -although in a way that depends on γ and k 0 as well. The approximation H s « 4 k 0 b a 5p1´0.287¨lnpγqq is used in [17] , however one can simply carry out the quadrature in Eq. (71). Now converting this spectrum to the cycles per meter (cpm) spectrum we use here according to Eq. (70) would lead to
with peak cpm-wavenumber k "
, corresponding of course to the same peak wavelength λ 0 " 2π k 0 . Our computations take place fully in the cpm scaling, in order to be compatible with our analysis. In Figures 1, 2 , the curves Γ X are plotted for different values of X. (Both graphs in each picture can be thought of as different views of the surface pa, b, Xq " pRe Γ X , Im Γ X , Xq P R 3 .) One readily observes the even symmetry in X, evident from the analysis. The curve Γ X is efficiently approximated by Γ X ptq " lim ηÑ0 HrD X P p¨qs´i t`η 4π 2 piX¯« HrD X P p¨qs´i t`tol 4π 2 piX¯, tol=1e-3, on a quadratically spaced grid in t, centred around t 0 " 2π{k 0 . The Hilbert transform is implemented through a composite Simpson's rule on a large interval, taking full advantage of the regularising effect of Figure 5 : The separatrices of Fig. 3 were produced by fitting a model of the form y " A˚x B`C to the lowest (in a) stable point for each γ in the γ´a plane. This is illustrated by plotting the margin of stability (which is identically zero in the unstable region) against the fitted line.
tol. The built-in MATLAB function inpolygon is used to determine if the target 4πp{q is contained in Γ X Y t0u.
The most systematic study of the Penrose stability of JONSWAP spectra in the literature is [17] . Due to the difficulty of attacking a systems of nonlinear equations in several unknowns, which may or may not have a solution, the linearised Eq. (13) is solved numerically, and it is observed whether the solution grows rapidly or not. Comparisons with the results of [31] and [35] , which approximate the spectrum from simpler ones in order to investigate stability, are also given. All three works have broadly compatible, although not identical, results. Our results are also in broad agreement.
One thing that stands out, and seems not to be well understood, is that whether a spectrum is stable or not strongly depends on the peak wavenumber k 0 . Indeed, the dependence on wavenumber seems to explain most of the apparent difference between [17] and [31] .
This dependence is highlighted when we recast the Penrose condition as a question about Γ X containing 4πp{q for some X in Lemma 4.4. Generically for unimodal spectra, one can say the following: the larger the maximum value of D X P, the further out will the curve Γ X reach; hence more sharply localised spectra tend to be more unstable. However, the target scales like 4πp{q " k´4 0 . Thus, while for JONSWAP spectra a smaller k 0 makes the spectrum more peaked, it also moves the target further away. Altogether, the total effect is that JONSWAP spectra with smaller k 0 are somewhat more stable than JONSWAP spectra with the same a, γ but larger k 0 . This dynamic is highlighted in Figures 1, 2, 3 .
E Further properties of the Alber equation
Observation E.1 (Isometries). Let R bè Rf˘pα, βq :" f p α`β 2 , α´βq,
i.e. the rotation operator introduced in eq. (6). Then, by construction R´1ρ " q w 2 " F q w 1 ñ p ρ " FRF q w 1 , q w 1 " F´1R´1F´1 p ρ.
In particular, it follows that } q w 2 } W m,p " }ρ} W m,p , } q w 2 } Σ m,p " }ρ} Σ m,p .
Evaluating the last equation at K " 0 yields B t B 2 K q w 2 px, 0, tq´ipB x¨BK B 2 K q w 2 px, 0, tq´2iq Lemma E.4 (Rate of L 2 growth). Assume that ρpα, β, tq is a smooth enough solution of the Heisenbergvon Neumann equation (7) with symmetric initial data in the sense that ρpα, β, 0q " ρpβ, α, 0q. 
Remark E.5. The first line of Eq. (79) clearly indicates that broader spectra, which would lead to narrower q P pαq, will lead to solutions that grow more slowly, since | q P pα´βq| 2 will be large only when α « β and therefore rρpα, αq´ρpβ, βqs 2 will be small. This is in agreement with the Penrose condition; the latter of course yields more precise information.
Proof: By direct computation we get
L 2 " xρ t , ρy`xρ, ρ t y " x´i p 2 p∆ α´∆β q ρ´iqr q P pα´βq` ps rρpα, αq´ρpβ, βqs, ρỳ xρ,´i p 2 p∆ α´∆β q ρ´iqr q P pα´βq` ps rρpα, αq´ρpβ, βqsy "´iqx q P pα´βqrρpα, αq´ρpβ, βqs, ρy`iqxρ, q P pα´βqrρpα, αq´ρpβ, βqsy " iq ż α,βPR d " q P pα´βqrρpα, αq´ρpβ, βqsρpα, βq´ρpα, βP pβ´αqrρpα, αq´ρpβ, βqs ı dαdβ.
Here we used the fact that P pkq is real valued and therefore q P pα´βq " q P pβ´αq. 
