This paper describes the intelligent Automated Guided Vehicle (AGV) control system using Fuzzy Rule Interpolation (FRI) method. The AGV used in this paper is a virtual vehicle simulated using computer. The purpose of the control system is to control the simulated AGV by moving along the given path towards a goal. Some obstacles can be placed on or near the path to increase the difficulties of the control system. The intelligent AGV should follow the path by avoiding these obstacles. This system consists of two fuzzy controllers. One is the original FRI controller that mainly controls the forward movement of the AGV. Another one is the proposed reverse movement controller that deals with the critical situation. When the original FRI controller faces the critical situation, our proposed reverse controller will control the AGV to reverse and move forward towards the goal. Our proposed reverse controller utilizes the advantage of FRI method. In our system, we also develop a novel switching system to switch from original to the developed reverse controller.
Introduction
Fuzzy logic is an intelligent method that can handle complex problem with uncertainties [1] . In some control systems, the controller sometimes faces with unexpected situations due to the complexity of the problem. Under some unexpected situations, the modification of the controller is necessary to handle those situations. However adding new fuzzy rules may increase the complexity of the rule base and thus increase the computational time.
In order to address the issue of the complexity, there is an attempt to use techniques that use small number of significant rules. One of them is the use of sparse rule base. In ordinal fuzzy controller [2] , if the rule base is sparse (not complete), there could be an observation, which does not find any fuzzy rule to fire. In this case, Fuzzy Rule Interpolation (FRI) is necessary to be used [3] [4] [5] . When using FRI, it is not necessary to cover the entire universe of discourse of the antecedent parts of the fuzzy rules. FRI can provide reasonable conclusions even though none of the existing fuzzy rule fires for the current observation. However, depending on the neighbourhood fuzzy memberships, FRI method may face unexpected situation in which large rule modification may be required. In view of this problem, other control module that can complement FRI can be used to solve the new problem. In this paper, we presented a hybrid system which consists of FRI controller and the classical fuzzy controller used to deal with the unexpected situations.
To illustrate the method proposed in this paper, the controller designed is used to control an Automated Guided Vehicle (AGV) [6] . The AGV used in this paper is a virtual vehicle, for example a car that is simulated using computer. The purpose of the control system is to control the simulated AGV moving along a given guided path towards the goal known as docking station. Some obstacles can be placed on or near the path to increase the difficulties of the control system.
The intelligent AGV should trace the guided path by avoiding these obstacles. In order to control the AGV, fuzzy reasoning and automata with FRI technique have been used [7] . Although the original fuzzy controller is sufficient to control AGV in most foreseeable situations, sometime the AGV will collide with the obstacles and get stuck in some unexpected situations. To handle such unexpected situations, it is essential to introduce the reverse strategy to the control system.
For comparison purposes, we used three different intelligent AGV controllers. For the first controller (i.e., Controller A), it is the original implementation of the AGV using FRI (Fuzzy Rule Interpolation) method [7] . However in the original AGV control system, they only use forward controlled strategy to avoid the obstacles. In the second controller (i.e., Controller B), we connect the reverse strategy module to Controller A. However Controller B is not sufficient to arrive at the docking station (goal). In the third controller (i.e., Controller C), we call the hybrid intelligent controller in which the reverse strategy module can adjust the original FRI rules to arrive at the docking station. The paper is organized as follows. Section 2 takes a look at the automated guided vehicle. Section 3 gives the concepts behind the obstacles avoidance of the simulated AGV. In Section 4, the details of original implementation of obstacle avoidance by forward movement are discussed. Section 5 describes reverse strategy to solve critical situation. Section 6 presents the test results of the propose obstacle avoidance. Finally, Section 7 provides some discussions and conclusions.
Automated Guided Vehicle

Overview of Automated Guided Vehicle
An AGV as shown in Fig. 1 is an intelligent driver-less machine which is capable of determining its motion status according to the environmental condition. It is equipped with an on-board controller which enables it to process information obtained from the sensors that are attached on the vehicle. In this paper, the AGV has two fixed directional wheels and four free directional wheels as shown in Fig. 1 . The AGV can move and turn by controlling the contour speed V L and V R of two fixed directional wheels. In the cases V L = V R , V L > V R and V L < V R , the AGV goes straight, turns right and turns left, respectively [8] .
Guide Path Tracking Sensor
The guide path is usually a painted marking or a passive or active wire (guide wire) glued onto or built into the floor. The main goal of the AGV is to follow the marking of the guide path. The guiding system senses the position of the guide path by special sensors (guide zone) tuned for the given guide path. The guide zone is a section of the AGV as shown in Fig. 1 . The distance e V between the guide path and the guide point is calculated. The distance δ between the guide path and the driving centre (called path tracking error) is calculated from the previous e V 0 and the current value e V and from the move of the AGV [6] .
Obstacle Sensor
There are three ultrasonic distance sensors on the front of the AGV, one in the middle (U M ) and one-one on both sides (U L ,U R ) as shown in Fig. 2 . The distances between each sensor and obstacle are given as R M , R L and R R , respectively [9] .
Information for Path Tracking and Collision Avoidance
The main goal of the steering control is path tracking (to follow a guide path). To make the example task more complex, we added a second goal as restricted (limited) collision avoidance. The restricted collision avoidance means "avoiding obstacles without risking the chance of losing the guide path."
Information for Path Tracking
The base idea of the path tracking is very simple: keep the driving centre K of the AGV as close as possible to the guide path, and then if the driving centre is close enough to the guide path, simply turn the AGV into the direction of docking station.
The above simple strategy needs only two observations: δ path tracking error, and e V the distance between the guide path and the guide point. Using the guide zone we can determine e V , but we have no information on the path
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Information for Collision Avoidance
In order to define the collision avoidance, we have to study the different types of possible collision situations. There are two different collision situations, the frontal and the side collision. It is sufficient to have three ultrasonic distance sensors on the front of the AGV as shown in Fig. 2 . The three distances (R L ,R M ,R R ) are measured by the three obstacle sensors. (R L ,R M ,R R ) give sufficient information in finding a strategy to be able to avoid the frontal collision situations. However the observations to avoid the side collision are not so simple. Having the preconditions of motionless and avoidable obstacles, we have a chance to use the obstacle distance measurements of the near past for scanning the boundaries of the obstacles. Collecting the previous measurements of the left and right obstacle sensors and the corresponding positions of the AGV (measured by the motion sensors on the wheels), we can approximate the boundaries of the obstacles by discrete points. We call these points unsafe, or risky points. The distance measured by an obstacle sensor means the existence of a potential obstacle outside the circle defined by the position of the sensor and the measured value (see Fig. 3 ). Having more measurements and more positions, we can approximate the boundaries of the obstacles by the pair point of intersection of these circles (see Fig. 3 ). The main idea of the side collision avoidance strategy is to avoid unsafe points. In order to have observations easier to be handled, we calculate the actual maximal left and right turning angle without side collision (α ML ,α MR ) (see Figure 5 shows the system structure to control AGV. The controller consists of the forward control part (i.e., original fuzzy controller [7] ) handling forward movement, and the proposed reverse controller dealing with reverse movement. These parts output V a and V d which are input of the AGV. V a is the required speed of the AGV and V d is the required steering degree. V L and V R are determined from the required V a and V d [8] . When V a is positive value, AGV runs forward. When V a is negative value, AGV runs backward. The bigger V a is inputted to the AGV, the faster the AGV runs. When V d is positive value, AGV turns right. When V d is negative value, AGV turns left. The higher degree of V d is given to the AGV, the bigger the angle of turn.
Forward Control Part
The input to the two parts is sensed information by AGV sensor and calculated once after it moved, such as e V , δ , R L , R M , R R , α ML and α MR . Only one input to the AGV is selected from the outputs of controllers depending on the situation. Forward control part (i.e., original fuzzy controller [7] ) has four Fuzzy Logic Controllers (FLCs) and each controller outputs each conclusion of (V a ,V d ) as shown in Fig. 5 . The FLC has each partially valid strategy to control the AGV in a particular situation. These four strategies are "The path tracking and restricted collision avoidance strategy (FLC P )," "The collision avoidance strategy (FLC C )," "The collision avoidance with left tendency strategy (FLC CL )" and "The collision avoidance with right tendency strategy (FLC RC )" [7] .
Finally, one conclusion of (V a ,V d ) is obtained by considering the output of fuzzy automaton. S P , S C , S CR and S CL express the similarities between the AGV state and the prerequisite of each strategy, respectively [7] .
The Path Tracking and Restricted Collision Avoidance Strategy
The FLC P has the path tracking and restricted collision avoidance strategy. The main goal of this strategy is following guide path. And sub-goal is avoiding obstacles without risking the chance of losing the guide path. The rules for this strategy for V d and V a are shown in Table 1 . It may seem that the number of rules is smaller than ordinal. As Fuzzy Rule Interpolation (FRI) technique [3] [4] [5] is used, reasonable conclusions can be obtained from small number of significant rules for this part of the control. Although the rules 1 and 2 in Table 1 do not correspond to previous work [7] , the rules in Table 1 has been tested and the AGV can be controlled by these rules adequately. Table 2 . The collision avoidance strategy. gy Table 4 . The collision avoidance with right tendency strategy. 
Reverse Controller
This controller deals with particular situation when forward control part encountered some unexpected situations. For example Fig. 6 shows the control result by using only the forward control part, i.e., the original AGV controller [7] . In this case, the forward control part cannot handle this situation appropriately (accordingly the AGV collides with the obstacle) without the modification of the existing fuzzy rules. To avoid such collision, we know that the AGV should simply go backward (reverse) before collision. However the reverse behavior is not taken into account when designing the original fuzzy control. The rule base only considers forward movement. In order to take such behavior into account, we propose by simply adding another module for controlling AGV to reverse [10] [11] [12] . Fig. 7 shows the example of the reverse behavior where dotted line is trajectory of AGV and the bold lined square shows the AGV while reversing.
When the AGV falls into crucial situation where the AGV cannot go forward any more, the reverse controller commands the AGV to reverse backward from the path. The crucial situation is defined as R L < 0.05 ∧ α MR < 0.1 or R R < 0.05 ∧ α ML < 0.1 as shown in Fig. 8 , respectively.
For example, in Fig. 8(a) the AGV cannot turn left because R L is very small. On the other hand α MR (the max- imal right angle without collision) is very small therefore the AGV cannot turn right. Finally the AGV has no choice except to reverse and then stir forward to the other direction.
When the AGV finds the crucial situation, the AGV reverses until R L , R R and R M become higher than 0.6, which is the safe situation without collision risk.
After reversing, the AGV should head towards to the docking station (goal). Therefore this part needs to have the essential rule to determine next behavior of the AGV. After various reversing situations are considered, we then applied fuzzy inference in which reasonable conclusion would be obtained from the linguistic rules [2] .
Forward Movement Path After Reverse
After reversing, the AGV can choose the two paths. One is the left path along the obstacles, and another is the right path. As shown in Fig. 9 , when R L < R R , the AGV would be better to choose the left path because the AGV is away from guide path for shorter period than by choosing right path.
Therefore when R L ≤ R R , the controller performs the left path movement, otherwise the right path movement.
When the left path movement is selected, the following simple fuzzy rules are used to determine
When the right path movement is selected, the following 
V a is determined by the following fuzzy rules regardless of the path direction.
R L or R R are substituted for R in the rule depending on the selected path movement. V a and V d are derived by Mamdani calculation [2] . The rules are shown in Table 5 .
The fuzzy sets are shown in Fig. 10 . When V a and V d is determined by fuzzy inference, these values are outputted to the AGV for 1.5 sec to control the AGV going forward as avoiding obstacles. The control time is determined by tuning through some trials.
Adjustment of FRI Rule Basis
Although the AGV can get out of critical situation, it may not necessarily arrive at the docking point. Fig. 11 shows the control result where the AGV collides with the obstacle. The AGV is controlled by the original FRI system in [7] without reverse strategy. Figure 12 shows the example by original FRI system with the reverse strategy in the same condition as in Fig. 11 . However the left side of AGV collides with the obstacle after going beyond the obstacles. This is because the AGV turns left tightly along the left obstacle, consequently the AGV approaches the left obstacle and then the AGV collides by the collision avoidance with left tendency strategy (i.e., FLC CL ). In the same situation, the AGV sometimes not only collides with the obstacle but also loses the guide path. Such problem would also oc-
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cur by the collision avoidance with right tendency strategy (i.e., FLC CR ). Therefore after moving forward, the FLC CL and FLC CR in the original FRI system should be switched over to the reverse FLC (see Fig. 5 ) as shown in Tables 6 and 7 .
Only the consequent parts of the 6th rule are switched from NL (Negative Large) to NM (Negative Middle) and from PL (Positive Large) to PM (Positive Middle), respectively.
Such modification is not easy in ordinal fuzzy controller with complicated fuzzy rule base [2] , because we have to take care of covering the entire input universe of discourse by the fuzzy sets, i.e., have to know all the details of the controller. The FLC constructed by FRI (Fuzzy Rule Interpolation) method deals with the complex problem by using small number of significant rules. In this technique it is not necessary to cover the entire input universe of discourse [3] [4] [5] . Based on this principle, sparse fuzzy rule base can be created. Therefore we can modify the significant FLCs depending on the situations without considering the full fuzzy rule base construction. The original forward movement AGV controller using FRI method is comprehensible and is easy to add new function modules. Figure 13 shows the simulation result with the propose controller in the same condition as in Fig. 12 . It is found that the AGV turns left loosely therefore it can arrive at the docking point.
Simulation Experiments
In order to show the usefulness of the propose controller, simulation results are generated.
Simulation Experiment 1
The simulation experiment is performed in the condition where there are one guide path having one curve of 3.0 m radius and two obstacles around the path. The maximum speed, width and length of AGV are 1.5 m/s, 1.1 m and 2.2 m, respectively. Fig. 15 shows the result by the proposed system without the reverse FLC switching (i.e., Controller B). The condition is the same as the one in Fig. 14 before colliding and the AGV turns left after reversing. However the right side of the AGV collides to the obstacle and does not arrive at the goal. The Fig. 16 shows the result of the proposed system with the reverse FLC switching (i.e., Controller C). It is found that the AGV turns right loosely after reverse and arrives at the docking point.
Simulation Experiment 2
By comparing the control result of Controller A, B and C, Controller C performed the best. The condition is as shown in Fig. 17 . There are two circlet obstacles around the path. The centers of the left and the right obstacles are placed within the each bold lined rectangle randomly. The Controller A, B and C are tested against 300 conditions. The result is shown in Table 8 . The percentage is calculated by dividing the number of arrival times with the total number of trials, which is 300. It is found that the success rate of Controller C is 75 %, which is obviously higher than Controller A (52%). On the other hand, the difference between the arrival percentage of Controller A and B is not big. This result shows the modification of original FRI rule base could be essential.
The number of reverse is 106 out of 300 trials by Controllers B and C. After reverse, the success rate of arriving docking station is 77% by Controller C, and 29% by Controller B. It is found that the switching of FLC is very important to make sure that the AGV can lead to a goal after reversing.
Discussion
This paper proposes a method to implement the reverse behavior of an intelligent vehicle. To construct intelligent obstacle avoidance, we employed existing Fuzzy Rule Interpolation (FRI) controller, which has proven to be flex- ible, to enhance the FLC. However, it only considers forward movement. In order not to complicate the design, we implemented a complimentary processing module (another FLC) outside the original controller to handle the reverse behavior. AGV can go beyond the obstacles by reverse behavior [10] [11] [12] . However in many situations AGV could not arrive at the docking point. In this paper, we presented an enhanced algorithm to improve the obstacle avoidance tasks. We implemented the intelligent behavior by switching original FRI controller to a reverse FLC. Since FLC (Fuzzy Logic Controller) is constructed by FRI (Fuzzy Rule Interpolation) method dealing with the complex problem by using small number of significant rules, we can design the additional function module (reverse controller) so that the significant FLCs can be adapted to the situation.
The reverse behavior of the car-like vehicle is natural and intelligent. If the autonomous agent can execute such an intelligent behavior, the variety of the movement Vol. 15 No. 3, 2011 Journal of Advanced Computational Intelligence 311 and Intelligent Informatics is broadened and the agent will be authentic and look smarter. However the former approaches [13] [14] [15] in the obstacle avoidance do not focus on the realization of such natural behavior. Therefore the reverse behavior is suitable to be implemented for most autonomous agents in computer games and entertainment robots.
Our controller can guide the AGV to the goal at a higher accuracy when compared to earlier controllers by using reverse behavior for unexpected situations.
