Abstract-Interference Channels with Generalized Feedback (IFC-GF) are a model for wireless communication systems with source cooperation. GF enables to enlarge the achievable rate region with respect to the non-cooperative IFC without requiring an increase in system resources. This paper develops an outer bound region on the capacity of general IFC-GF and then tighten it further for a class of semi-deterministic IFC-GF that include the "high SNR approximation" of the Gaussian channel and the Gaussian channel as special cases.
I. INTRODUCTION
A two-user memoryless IFC-GF, as depicted in Fig. 1 , consists of two input alphabets (X 1 , X 2 ), four output alphabets (Y 1 , Y 2 , Y 3 , Y 4 ), and a channel transition probability P Y1 Y2 Y3 Y4|X1 X2 . Each encoder/transmitter u ∈ {1, 2} has a message W u for decoder/receiver u. The messages are independent and uniformly distributed over the set {1, · · · , e N Ru }, where N denotes the codeword length, and R u denotes the transmission rate in nats per channel use. At time t ∈ {1, · · · , N}, encoder u ∈ {1, 2} maps its message and its past channel observations into a channel input symbol X u,t = f u,t (W u , Y t−1 u ), for some functions f u,t . At time N , decoder u ∈ {1, 2} outputs the estimate W u = g u (Y N u+2 ) of its intended message W u , for some function g u . We assume standard definitions for achievable rates, and for capacity inner and outer bound regions [2] .
In this work we first derive an outer bound region for the general IFC-GF and then we tighten it for the class of semideterministic IFC-GFs for which there exist a memoryless noise process (Z 1 , Z 2 , Z 3 , Z 4 ) and deterministic functions (v 12 , v 21 , v 32 , v 41 ) and (f 1 , f 2 , f 3 , f 4 ) such that:
This class of channels includes the unfaded Gaussian IFC-GF in standard form, whose outputs are:
Y c = h c1 X 1 + h c2 X 2 + Z c ∈ C, c ∈ {1, .., 4},
where the noises (Z 1 , Z 2 , Z 3 , Z 4 ) are jointly Gaussian, and the deterministic high-SNR approximation of the channel in (2), whose outputs are: where the inputs and outputs are binary vectors of dimension m, S is the shift matrix of dimension m × m for m = max c=1,..4,u=1,2 {n cu }, and the gains n cu in (3) are related to the gains h cu in (2) through [3] n cu
For a general IFC-GF, the largest known achievable region presented in [4] (but see also the earlier works [5] - [7] and the recent work [8] ) is a generalization of the Han and Kobayashi region [1] and involves rate-splitting, superposition blockMarkov codingwith Gelphand-Pinker binningand backward decoding.
A general outer bound to the capacity region of a multiterminal network without common messages is the cut-set bound [2] , which however is not tight in general because it allows arbitrary correlation among the input signals. The cutset bound has been tighten in several ways: Host-Madsen in [5] used the worst noise correlation argument [9] to tighten the sum-rate obtained by the plain cut-set bound for the GIFC-GF. Gastpar and Kramer in [10] proposed a bound based on the dependance-balance idea from [11] for the case of degraded feedback (i.e., Y u ∝ Y u+2 +noise, u ∈ {1, 2}), which has been generalized to Gaussian IFC-GF with independent noises by Tandon and Ulukus [12] . In [12] it is shown that the dependance-balance bound strictly improves upon the plain cut-set bound for all values of GF noise variances in GIFC-GFs. Host-Madsen in [5] also used the idea channel enhancement and the entropy power inequality [2] to show that in the limit for high-SNR, a K = 2 user SISO IFC-GF with fixed channel gains h ij 's does not behave like a 2×2 MIMO channel, i.e, the sum-rate multiplexing gain is 1 instead of 2. Cadambe and Jafar [13] , by using the powerful idea of interference alignment, showed that the multiplexing gain of K user IFC with fully connected network is K/2, with or without user cooperation and/or feedback, when the channel gains do not scale with the transmit power. Recently, Prabhakaran and Viswanath [8] derived the sum-rate multiplexing gain of the Gaussian IFC-GF with independent noises for any possible scaling of the network parameters; they used insights gained from the high-SNR deterministic model to propose an achievable scheme that is within 18 bits/s/Hz of the proposed outer bound. Suh and Tse [14] , again inspired by the high-SNR deterministic model, proposed an outer bound for the sum-rate of symmetric Gaussian IFCs with full-feedaback (i.e., Y u = Y u+2 , u ∈ {1, 2}) and showed that a simple Alamutitype strategy is within 1.7075 bits/s/Hz from the outer bound.
Our contribution lies in deriving a new general outer bound for the GIFC-GF in Section II that applies to any channel, i.e., with correlated noises. We use the idea that, since the receiver cannot cooperate, the correlation among the receivers' output does not affect capacity. As in [9] , a bound can be developed by giving a receiver the signal of the other receiver as side information in such a way that the marginal distributions of the actual received signal and the side information are preserved. The bound can be tighten by choosing the worst correlation. We also discuss relationship between this bound and existing bounds, as well as extensions to other channel models. We then specialize our result to the high SNR deterministic channel in (3) and compare it with other form of (non-causal) cooperation in Section III. Section IV concludes the paper.
II. OUTER BOUND
Theorem II.1. For any P X1,X2 , the following region is an outer bound for a general IFC-GF: (1), then we can add to the region in (4) the following rate constraint: are independent given the inputs (X 1 , X 2 ).
Theorem II.2. If the channel is semi-deterministic as in
Proof: By Fano's inequality
where N → 0 as N → ∞. The bounds in (4a) and (4b) are the standard cut-set bound where one transmitter acts as a relay for the other source-destination pair. The sum-rate bound in (4c) is also from the standard cut-set bound where both transmitters cooperate and both receivers cooperate. However, since the receivers are not allowed to cooperate in the actual channel model, one can take (Y 3 , Y 4 ) to have the same marginal distribution of (Y 3 , Y 4 ) but arbitrary joint distribution, i.e., this is Sato's "worst joint distribution that preserves the marginals" argument [9] that was used in [5] . For (4d) (and similarly for (4e) but with the role of the users swapped) we have:
For (5a) we have:
where in (a) we used that fact that V 41,t conditioned on X 1,t depends on Z 4,t only and that Z 4,t is independent of all random variables up to and including time t, and that the following is a Markov chain
i.e., conditioned on (V as "side information" in the mutual information term; where (c) follows from the same Markov chain in (6) and that, conditioned on the inputs X 1 and X 2 , the outputs do not depend on the messages anymore; where (d) follows since "conditioning reduces entropy".
Finally, by introducing a random variable Q uniformly distributed on {1, ..., N } and independent of everything else, and by defining X 1 = X 1Q , Y 1 = Y 1Q -and similarly for all other inputs and output-and by letting N → ∞, we obtain that the claimed region is an outer bound to the capacity of an IFC-GF. suffices to reconstruct X 2,t . Indeed, X 2,1 = X 2,1 (W 2 ) hence the statement holds for t = 1. Next assume X t−1 2 known, we have
because f 2 is assumed to be invertible given X 2 .
2) When optimizing to find the "worst correlation" among Y 4 and Y 3 in (4d) we notice that
It turns out that this lower bound can be achieved for the Gaussian channel.
3) The bounds in (4d) and (4e) are a generalization for the GF case of [15, Th.1], which however was derived for the Gaussian channels only. Those bounds where recently generalized by Telatar and Tse in [16] for a certain class of semi-deterministic IFCs without GF, by Suh and Tse in [14] for the case of Gaussian channels with full feedback and deterministic DMC IFC with full feedback, and in [8] to semi-deterministic IFC-GFs with independent noises. Our derivation here shows they hold for any IFC-GF. 4) Another generalization of [15, Th.1] for Gaussian channels in strong interference can be found in [17] , where we showed that the capacity region of a Gaussian IFC-GF cannot depend on the channel coefficients h 11 and h 22 . For the Gaussian case with strong interference, we gave a receiver the GF signal of its transmitter as side information so that both messages could be decoded. Then we tightened the bound by choosing the least favorable h 11 and h 22 . The same idea can be easily seen ti hold when the interference is not strong. In this case, we give as side information not only the GF signal but also a function of the received signal at the other receiver. Comparison of these two approaches is subject of current investigation. 5) The bounds in (4a) to (4e) were extended to the case of cognitive channels [19] , where we showed that the "worst noise correlation" argument for Gaussian cognitive channels unifies the derivation of a couple of outer bounds previously known in the literature. Moreover, we also extended the same ideas to the case of IFC with a cognitive (broadcast) relay [20] . 6) It is not clear a-priori how these new bounds compare in general with the dependance-balance bound in [12] , which was evaluated for the cases of Gaussian channels with independent noise and Gaussian channels with degraded feedback. 7) Under the assumption that all noise are independent, the mutual information term in (5a) becomes I(V 12,t , V 21,t ; V 41,t , X 1,t |V 32,t , X 2,t ) = I(V 21,t ; X 1,t )
as in [8] . 8) Without feedback the bound reduces to
where (7f) is as in [16] and only holds for semideterministic channels. Clearly, the cut-set bound in (7c) is redundant. Notice that without feedback the bound in (7) can be tighten by introducing a time sharing random variable Q (everywhere in the conditioning) such that P QX1X2 = P Q P X1|Q P X2|Q as in [10] (instead of considering all P X1X2 ). 9) In case of full feedback, the bounds reduce to
where again (8c) is redundant and where (8f) only holds for semi-deterministic channels. Notice that (8f) can be derived without having to add V 21 and V 12 as side information because V 21 = V 41 and V 12 = V 31 . The capacity of the deterministic IFC-GF, i.e., as in (1) but without noises, with full feedback was determined in [14] . The outer bound in [14] depends on an auxiliary random variable U such that P UX1X2 = P U P X1|U P X2|U . It can be seen easily (essentially dropping the conditioning on U and considering the following Markov chain U → X → V → Y ) that the region in (8) includes the capacity reported in [14, pag.22 ]. 10) The proposed bound is not tight in general. For example, for the class of semi-deterministic channel without feedback, the bound does not reduce to the region in [16] , i.e., the rate bounds for 2R 1 + R 2 and R 1 + 2R 2 are missing. We are currently working on generalizing the approach of [16] to the GF channel.
III. EXAMPLES
We now evaluate the outer bounds for the Gaussian channel in (2) and the deterministic high-SNR channel in (3).
A. Gaussian channels
The Gaussian channel in (2) can be written without loss of generality as:
where the matrix entries indicated with can have any value since the capacity region does not depend on those values. The noises are zero-mean unit variance Gaussian random variables with covariance matrix
where Σ 12 0 is the covariance matrix of (Z 1 , Z 2 ), and
, c ∈ {3, 4}, is the crosscovarince of Z c and (Z 1 , Z 2 ) such that v H c v c ≤ 1. The correlation coefficient between Z 3 and Z 4 is ρ : |ρ| ≤ 1 that can be chosen so as to tighten the outer bound. The "worst correlation with the same marginal" condition is equivalent to
All the rate constraints in Th. II.1 involve some of the outputs and all the inputs, hence all the terms are maximized by jointly Gaussian inputs. Let α = E[X 1 X * 2 ] : |α| ≤ 1 (recall that the powers are normalized to one). For jointly Gaussian inputs and independent noises we have: for c ∈ {1, 2, 3, 4}
and for u ∈ {1, 2},ū = u, c ∈ {1, 2, 3, 4}
Evaluating the outer bound in Th. II.1 gives: [8] .
(11f)
We are currently investigating whether there exists an assignment of the auxiliary random variables in the achievable region of [4] that gives a gap smaller than 18 bits/s/Hz [8] to the bound in (11) . The difficulty is to come up with choice for the random variables in [4] that leads to a simple expression for the achievable region.
Notice that the bound in (11) need not be the tightest possible in all range of the parameters.
B. Deterministic high-SNR channels
For deterministic high-SNR channel in (3). 
In Fig. 2 we show the outer bound region in (12) (which is not the actual capacity for all possible values of the parameters, but it is sum-rate optimal [8] ) for the case of unilateral cooperation with n 12 = 13, n 21 = 0, n 31 = 5, n 32 = 10, n 41 = 1, n 42 = 10.
We compare it with the capacity of the cognitive channel [18] , that is a channel where transmitter 1 is given the message of user 2 prior to transmission. The capacity of the cognitive channel is an outer bound for the case of IFC-GF with unilateral cooperation. We also plot for comparison the capacity of the broadcast channel where the two transmitters have knowledge of both messages. and the capacity of the IFC without cooperation [16] . It is interesting to observe that for the specific choice of parameters the sum rate for causal cooperation is close to the sum rate for non-causal/cognitive cooperation. 
IV. CONCLUSION
This paper developed an outer bound for general Interference Channels with Generalized Feedback (with correlated noises) and then tightened it further for a class of semideterministic IFC-GF that include the "high SNR approximation" of the Gaussian channel and the Gaussian channel as special cases. A discussion on the relationship between the proposed bound and existing bounds is also provided.
