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We study the statistics of the work distribution P (w) in a d−dimensional closed quantum sys-
tem with linear dimension L subjected to a periodic drive with frequency ω0. We show that the
corresponding rate function I(w) = − ln[P (w)]/Ld after a drive period satisfies an universal lower
bound I(0) ≥ nd and has a zero at w/N = Q, where nd and Q are the defect density and the
residual energy generated during the drive and N denotes the total number of sites. We supplement
our results by calculating I(w) for a class of d-dimensional integrable models and show that I(w)
has oscillatory dependence on ω0 originating from Stuckelberg interference generated due to double
passage through critical point/region during the drive. We suggest experiments to test our theory.
PACS numbers: 05.70.Ln, 05.30.Rt, 71.10.Pm
The study of non-equilibrium dynamics of closed quan-
tum systems has gained tremendous momentum in recent
years due to available experimental test beds in the form
of ultracold atom systems [1–3]. Such cold atoms serve
as near perfect emulators of model Hamiltonians such
as the Ising or the Bose-Hubbard models [4, 5]; in ad-
dition, they offer real time tunability of the parameters
of the emulated Hamiltonians [6–8]. Consequently, they
form perfect experimental platforms for studying non-
equilibrium dynamics of these Hamiltonians near their
quantum critical points. The initial focus of theoretical
studies in this direction has been on sudden quench [9, 10]
and ramp protocols [11–14]. However, later studies have
also focussed on periodic protocols which involve multi-
ple passage through these critical points [15–17] leading
to dynamic freezing [15, 16] and novel steady states [17].
One of the quantities of interest in a many-body system
driven out of equilibrium is its statistics of work distribu-
tion [18–23]. For thermodynamic systems in equilibrium,
such a distribution follows the large deviation principle
(LDP), namely P (w) ∼ exp[−LdI(w)], where I(w) is the
rate function characterizing the decay rate of P (w) from
its peak value which occurs at w = 〈w〉, where 〈w〉 is the
average work done, and L is the linear dimension of the
system. LDP is also shown to be valid for a large class of
classical (quantum) non-equilibrium systems where the
dynamics can be described by Markov processes (quench
or ramp protocols)[19–21]. The latter works on quan-
tum systems made general arguments about features of
I(w) for quench/ramp protocols and computed it explic-
itly for a class of one-dimensional (1D) integrable mod-
els [20, 21]. Such studies, however, were never extended
for periodic protocols beyond two-level systems [23]; in
particular, the effect of multiple passage through critical
points due to the drive on P (w) has not been studied.
In this work, we study the statistics of the work dis-
tribution P (w) in a d−dimensional closed quantum sys-
tem with linear dimension L subjected to a periodic
drive with frequency ω0. We provide formally exact
expression of the moment generating function, G(u) =
∫
dwP (w) exp[−uw], for such a system after a drive pe-
riod. Using the expression of G(u) and basic elements of
large deviation theory, we show that the corresponding
rate function I(w) = − ln[P (w)]/Ld satisfies an universal
lower bound I(0) ≥ nd, where nd is the excitation (de-
fect) density generated during the drive. We also show
that for any periodic protocol I(Q) = 0 where Q is the
residual energy. We supplement our results by explicit
calculation of I(w) for a class of integrable models in d-
dimensions. Specific examples of these models include
the Ising and XY models in d = 1 and the Kitaev model
in d = 2. We show that I(w) has an non-monotonic
dependence on the drive frequency ω0 which originates
from the Stuckelberg interference generated during mul-
tiple passage of these systems through quantum critical
points or lines during the drive. We suggest concrete ex-
periments to test our theory. To the best of our knowl-
edge, the existence of a universal lower bound for I(0)
linking it to an experimentally measurable quantity nd
has never been shown for a generic periodically driven
quantum system; also, the relevance of quantum interfer-
ence for statistics of work distribution of a closed quan-
tum system has not been pointed out. Our work aims to
fill up these major gaps in the existing literature.
Consider a time-dependent Hamiltonian H[λ(t)] ≡ H
where the parameter λ(t) has periodic time dependence
with a characteristics frequency ω0. At t = 0, λ(0) = λ0
and λ(t) returns to its starting value λ0 after a drive
cycle at tf = T0 = 2pi/ω0. We denote the eigenstates
and eigenenergies of H at t = 0, tf by |α〉 and Eα; they
obey H[λ0]|α〉 = Eα|α〉. For such a quantum system in
the ground state (|0〉) of H at t = 0, w can take a set of
values Eα −E0; thus P (w) is obtained by summing over
probabilities of w being equal to Eα − E0 for all α:
P (w) =
∑
α
Pα(w) =
∑
α
P|0〉→|α〉δ(w − Eα + E0),(1)
where P|0〉→|α〉 denotes the probability that the system
reaches the state |α〉 at the end of a drive cycle; it can
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2be expressed in terms of the evolution operator S as
P|0〉→|α〉 = |〈α|S|0〉|2, S = Tte− i~
∫ tf
0 H[λ(t
′)]dt′ , (2)
where Tt denotes time ordering. We note that one can
write S|0〉 = |ψ(tf )〉 =
∑
α cα|α〉, where cα denotes
the wavefunction overlap between |ψ(tf )〉 with the eigen-
state |α〉; they satisfy ∑α |cα|2 = 1. The probability
of finding the system in the ground (starting) state af-
ter a drive cycle is |c0|2. The total energy absorbed
during such a drive (residual energy) is thus given by
Q = L−d
∑
α(Eα − E0)|cα|2.
The moment generating function of P (w), given by its
Laplace transform, can be written as [20]
G(u) =
∫
dw exp[−wu]P (w) =
∑
α
P|0〉→|α〉e−(Eα−E0)u.
Using Eq. 2 and the relations H(tf ) = H(0) ≡ H(λ0)
and S|0〉 = ∑α cα|α〉, one can express G(u) as
G(u) = |c0|2 +
∑
α 6=0
|cα|2e−(Eα−E0)u. (3)
Next we show that G(u) obtained in Eq. 3 satisfies
LDP, i.e., G(u) = exp[−Ldf(u)], where f(u) is a concave
function [18]. To do this, we express f(u) as (Eq. 3)
f(u) = −L−d ln
[
|c0|2 +
∑
α6=0
|cα|2e−(Eα−E0)u
]
. (4)
To show that f(u) is a concave function, we observe that
f(0) = 0 and f(∞) = L−d ln[1/|c0|2] ≥ 0 [24]. Moreover,
∂uf(u) = L
−d
∑
α 6=0(Eα − E0)|cα|2e−(Eα−E0)u
|c0|2 +
∑
α6=0 |cα|2e−(Eα−E0)u
(5)
vanishes only at u =∞ since Eα−E0 are positive definite
for all α. Further ∂2uf(u) < 0; so for any generic closed
periodically driven quantum system, f(u), computed af-
ter a drive cycle, is a concave function in u ∈ (0,∞).
Thus G(u) (and hence P (w)) obeys LDP.
Since G(u) obeys LDP, one can relate rate function
I(w) = −L−d ln[P (w)] to f(u) using the Gartner-Ellis
theorem [18, 19, 25]:
I(w¯) = f(u[w¯])− w¯u[w¯], ∂uf(u)|u=u[w¯] = w¯, (6)
where w¯ = w/N and N is the number of sites. First,
we use Eq. 6 to relate the zero of I(w) to Q. To this
end, we use Eq. 5 to obtain Q = ∂uf(u)|u=0. Using
this observation, we note that Eq. 6 admits a solution
u[w¯] = 0 for w¯ = Q leading to I(Q) = f(0) = 0.
Next, we obtain the universal lower bound for I(0).
To this end, we observe from Eq. 6 that I(0) = f(u[0]),
where ∂uf(u)|u=u[0] = 0. From Eq. 5, we find that
u[0] = ∞ which leads to I(0) = f(∞) = −L−d ln(|c0|2)
[26]. To relate |c0|2 to nd, we first consider a class of inte-
grable systems for which |c0|2 =
∏
j=1,N (1− pj)[27, 28].
Here pj denotes the probability of deviation of the system
from the ground state configuration corresponding to the
index j. The physical interpretation of index j depends
on the system; for example, it may represent either a spa-
tial site or a momentum mode. Using this, one sees that
I(0) = −L−d∑j ln(1−pj) ≥ Np/Ld, whereNp = ∑j pj .
Next, we note that a finite p indicates non-zero weight
of the system in the excited state; in an integrable sys-
tem this amounts to formation of quasiparticle excita-
tions whose number is Np and density nd = Np/L
d.
Thus for integrable systems I(0) ≥ nd. This result can
be generalized for systems at finite temperature [28].
To relate I0 to nd for non-integrable systems, we di-
vide T0 into M intervals ∆t = T0/M with small enough
∆t so that for any interval j, H[λ(t)] ' (H[λ(tj)] +
H[λ(tj+1)])/2. This leads to a time independent Hamil-
tonian, H ' H[λ[tj ]] + ∆t∂tH(t)|t=tj/2 = Hj + ∆tVj ,
which describes the evolution of the system wavefunc-
tion at the jth step. In what follows, we denote |nj〉 and
Enj to be instantaneous eigenstates and eigenenrgies of
Hj . For small enough ∆t, ∆tVj  Hj ; thus one can es-
timate the wavefunction evolution within any step using
time-independent perturbation theory. Such a division
of T0 also allows one to write S =
∏
j=1,M exp[−i(Hj +
∆tVj)∆t/~]. The system wavefunction, after j−1 evolu-
tion steps, can be written as |ψj〉 =
∑
nj
ajnj |nj〉, where
ajnj = 〈nj |ψj〉. Since |ψj+1〉 =
∑
nj+1
aj+1nj+1 |nj+1〉 and
|nj+1〉 can be related to |nj〉 using time-independent per-
turbation theory, ajnj obeys a recursion relation [30]
aj+1nj+1 = (1− pjnj/2)ajnj +
∑
mj 6=nj
αjmjnja
j
mj , (7)
where αjmjnj = 〈mj |∆tVj |nj〉/[Enj −Emj ] + O(∆t2) and
pjnj =
∑
mj 6=nj |αjmjnj |2 with p
j
0j
≡ pj . Since |0M〉 = |0〉
at the end of a drive period, |c0|2 = |〈ψM|0〉|2 =
|aM0M |2. Using Eq. 7, one then obtains after some algebra
|c0|2 =
∏M−1
j=0 (1−p′j), where p′j = Re(p1j)−|p1j |2/4 and
p1j ' pj − 2
∑
n=1,M−j
∑
mj 6=0j α
j
mj0j
αj−nmj−n0j−n [30].
This leads to
I(0) = −L−d
∑
j=0,M−1
ln(1− p′j) ≥
∑
j=0,M−1
p′j/L
d, (8)
Next, we note that p′j represents the change in the wave-
function overlap with the instantaneous ground state
during the jth evolution step: |aj+10j+1/aj0j |2 = (1 − p′j)
[30]. Thus p =
∑
j p
′
j/M represents the probability of
deviation of |ψM〉 from |0〉 at the end of the drive cycle.
The number of resultant excitations is N0 =Mp leading
to nd = N0/L
d [31]. This yields I(0) ≥ nd (Eq. 8).
The relations I(0) ≥ nd and I(Q) = 0 constitute the
central results of this work. They relate I(w) of a pe-
riodically driven quantum system to physically measur-
able quantities nd and Q. These relations are universal;
3FIG. 1: (Color online) Schematic representation of the phase
diagram of the Ising (left) and the Kitaev (right) model show-
ing multiple passage through the critical point/region during
a drive cycle.
they hold irrespective of the system dimension, specific
parameters of its Hamiltonian, and details of the peri-
odic drive protocol. These details, encoded in H and
ω0, determine nd and Q; however they do not alter the
above-mentioned relations. We point out that for any
drive protocol (not necessarily periodic), the rate func-
tion vanishes at w¯ = 〈w〉/N [20, 21]; however, 〈w〉/N
can not be related to Q for such protocols. This equality
of these two quantities stems from the drive periodicity
leading to Hf = Hi after a drive cycle.
Next, we compute I(w) for d-dimensional integrable
models described by Hint(t) =
∑
k ψ
†
kHk(t)ψk, where
ψ†k = (c
†
1k, c
†
2k) are fermionic creation operators and
Hk(t) = τ3(λ1(t)− bk) + τ1gk. (9)
Here τ3 and τ1 denote usual Pauli matrices while bk and
gk are general functions of momenta. In what follows, we
consider a periodic protocol λ(t) = λ0[1 + cos(ω0t)] and
compute I(w) for the model at end of one drive cycle.
In this context, we note that the Hamiltonian of Ising
model is given by HIsing = −J
∑
〈ij〉 S
z
i S
z
j − h
∑
i S
x
i ,
where J is the nearest-neighbor coupling between the
spins and h is the transverse field. It turns out that
HIsing reduces to Hint via Jordan-Wigner transformation
[32, 33] with λ0 = g = h/J , bk = cos(k) and gk = sin(k).
Further, the Kitaev model, describing half integer spins
on a 2D honeycomb lattice, has the Hamiltonian [33, 34]
H ′ =
∑
j+`=even
J1S
x
j,`S
x
j+1,` + J2S
y
j,`S
y
j−1,` + J3S
z
j,`S
z
j,`+1,
where J1,2,3 denote nearest neighbor coupling between
the spins and the (j, `) describe 2D lattice coordinates.
It is well-known that H ′ can also be mapped to Hint via
a 2D Jordan Wigner transformation [34] with λ0 = J3,
bk = (J1 cos(k·M1)+J2 cos(k·M2)), and gk = (J1 sin(k·
M1) − J2 sin(k ·M2)). Here M1,2 = (
√
3/2,+(−)3/2)
denote the spanning vectors of the reciprocal lattice of
the model and we have set the lattice spacing to unity.
To obtain I(w) for Hint(t), we first note that the in-
stantaneous eigenvalues of Hk(t) is given by Ek[λ(t)] =
±√(λ(t)− bk)2 + g2k. Using this, we find that the model
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FIG. 2: (Color online) Left: Plot of I(w) as a function of w
and ω0 for the Ising model with λ0 = 1.5. Right: Similar plot
for the Kitaev model with J1 = J2 = 1 and λ0 = 2.
passes through a critical point (line) in d = 1 (d = 2)
where gk = 0 as shown schematically in Fig. 1. For
d = 1, the critical point is reached twice for each cy-
cle at t1 = ω
−1
0 arccos(bk0/λ0 − 1) and t2 = 2pi/ω0 − t1,
where gk0 = 0. For d = 2, the critical region is traversed
during time windows ti = ω
−1
0 arccos(bki/λ0 − 1) and
t′i = 2pi/ω0 − ti, where ki satisfies gki = 0.
Let us consider the system described by Hint in its
ground state |ψgnd〉 = ∏k |ψgndk (0)〉 at t = 0 with
|ψgndk (0)〉 = u0k|0〉+ v0k|1〉, where
u0k[v
0
k] = (1 + [−](2λ0 − bk)/2Ek(λ0))1/2/
√
2, (10)
and |0〉 and |1〉 denote the states (1, 0) ≡ c†1k|vac〉 and
(0, 1) ≡ c†2k|vac〉 respectively for a given k, with |vac〉
being the vacuum state for fermions. The corresponding
excited state is given by |ψexk (0)〉 = −v0k|0〉+ u0k|1〉. The
state of the system at t = tf is given by |ψk(tf )〉 =
uk|0〉 + vk|1〉, where the expressions for uk and vk
can be obtained by solving the Schrodinger equation
i~∂t|ψk(t)〉 = Hk(t)|ψk(t)〉. Thus the wavefunction over-
laps αk = 〈ψgndk (0)|ψk〉 and γk = 〈ψexk (0)|ψk〉 are given
by
αk = (u
∗0
k uk + v
∗0
k vk), γk = (u
∗0
k vk − v∗0k uk).(11)
We note that one can express nd and Q in terms of γk
as nd[Q](ω0) =
∫
ddk
(2pi)d
1[2Ek]|γk|2. Further, using Eqs. 3
and 4, one obtains, in terms of the wavefunction overlaps,
f(u, ω0) = −
∫
ddk
(2pi)d
ln
[
|αk|2 + |γk|2e−2Ek(λ0)u
]
, (12)
where the integral is to be taken over the d-dimensional
Brillouin zone. The corresponding rate function, I(w,ω0)
can be computed from Eq. 12 using Eq. 6; in particular,
I(0, ω0) is given by
I(0, ω0) =
∫
ddk
(2pi)d
ln(1− |γk|2) ≥ nd(ω0), (13)
where we have used the expression of nd(ω0).
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FIG. 3: (Color online) Top Left: Plot of I(0) (red dashed line)
and nd (blue solid line) for d = 1 Ising model as a function
of ω0. Top right: Plot of Q as calculated directly (red solid
line) and from I(Q) = 0 (black dots) as a function of ω0.
Bottom panels: Similar plots for the d = 2 Kitaev model. All
parameters are same as in Fig. 2.
Eq. 12 and 13, along with Eq. 6 reduces the task of
computing task of computing I(w) to computing γk.
This can be done exactly, albeit numerically, for both
the Kitaev and the Ising models as shown in Figs. 2 and
3. In Fig. 2, we find that for both the models, I(w) is a
non-monotonic function of ω0. Further in the left panels
of Fig. 3, we confirm the validity of the bound I(0) ≥ nd
for both the models via explicit computation of I(0, ω0)
(Eq. 13) and nd(ω0). We also compute the position of
zeros of I(w,ω0) for several representative values of ω0;
a comparison of these values with the plot of Q(ω0) con-
firms the result I(Q) = 0 (Fig. 3 right panels).
Finally, we relate the non-monotonic behavior of
I(w,ω0) to the Stuckelberg interference phenomenon. To
this end, we focus on Ising model for which one can derive
an analytical expression of γk using the adiabatic-impulse
approximation [35, 36]. Within this approximation, exci-
tation production for any k occurs in the impulse region
near avoided level crossings; for the rest of the evolu-
tion, the system gathers an adiabatic phase factor. The
calculation of these phase factors and excitation proba-
bilities during passages through the critical point for any
k is identical to that for a two-level system [35]. The fi-
nal result can be expressed as follows. Consider, for any
given k, pk to be the defect formation probability during
a single passage through the critical point [35, 36]
pk = exp(−2piδk), δk = g2k/|dλ/dt|t=t1 . (14)
The expression for total defect formation probability,
|γk|2, at t = tf is given in terms of these quantities as
|γk|2 = 4pk(1− pk) sin2(φstk ) (15)
where φstk = ξ2k + φk is the Stuckelbeg phase originating
from the interference of parts of the system wavefunction
0 0.2 0.4 0.6
0
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k
ÈΓ
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FIG. 4: (Color online) Left: Plot of |γk|2 as a function of
k for two representative values of ω0 = 0.1 [blue solid line
(numerical) and brown dash-dotted line (analytical)] and 0.12
[red dashed line (numerical) black dashed line (analytical)].
Right: Similar plot for d = 2 Kitaev model with kx = 2 for
ω0 = 0.65 (red dashed line) and 0.25 (blue solid line).
at ground and excited states during the second passage
through the critical point, ξ2k =
∫ t2
t1
2Ek(t
′)dt′/~ is the
phase acquired during passage between the critical point
crossings at t = t1 and t2, and φk = −pi/4 + δk[ln(δk) −
1] + ArgΓ(1− iδk) is the Stoke’s phase [35–37].
From Eq. 15, we note that |γk|2 ∼ 1 provided pk ' 1/2
and φstk ' pi/2 for the same k; otherwise it stays small.
Since pk depends on ω0 through δk and sin
2(φstk ) is an
oscillatory function of ω0, we expect periodic pattern of
maxima and minima for |γk|2 as a function of ω0. A
plot of |γk|2 vs k in the left (right) panel of Fig. 4 for
ω0 = 0.1 and 0.12 demonstrates the above-mentioned
effect for the Ising (Kitaev) model. The left panel of
Fig. 4 plot also shows a qualitative match between the
analytical (Eq. 15) and numerical (Eq. 11) expressions of
|γk|2. It is then obvious from Eqs. 12 and 13 that such a
pattern of alternate maxima and minima will also show
up in I(w,ω0) since it depends on momentum integral
of |γk|2. Thus we find that the peaks (dips) of I(w,ω0)
arises from constructive(destructive) interference of the
ground and excited state wavefunctions; it constitutes
a manifestation of quantum interference phenomenon in
shaping the statistics of work distribution.
The experimental verification of our work would in-
volve measuring characteristics function G(iu) leading to
construction of P (w) by using single qubit interferome-
try [38–40]. Such experiments involve spin 1/2 systems
which are implemented using ion traps [38] or single two-
level system [39] or array of nuclear spins [40, 41]. We
suggest driving such a system a periodic protocol with
frequency ω0 for a time T0 = 2pi/ω0. Our theory predicts
that the corresponding I(w) shall vanish at w¯ = Q and
shall satisfy I(0) ≥ nd. We note that Q and nd can be
separately measured in these systems [42]. For large Ising
arrays which harbors a critical point, we also predict that
I(w) would be an oscillatory function of ω0.
In conclusion, we have established that for a generic
closed quantum system subjected to a periodic drive, the
rate function at the end of a drive cycle satisfies I(0) ≥ nd
and I(Q) = 0. These relations are universal and do not
5depend on system or protocol details as long the drive is
periodic. We have also computed I(w) for a class of inte-
grable models where the drive takes such systems through
intermediate critical points (regions). We have shown
that I(w) is an oscillatory function of ω0, linked this be-
havior to the Stuckelberg interference phenomenon, and
suggested experiments to test our theory.
SUPPLEMENTARY MATERIAL: WORK
DISTRIBUTION FOR GENERIC QUANTUM
SYSTEMS
In this section of the supplementary material, we pro-
vide the details of the proof of the relation I(0) ≥ nd for
both integrable and generic non-integrable Hamiltonians
subjected to a periodic drive.
We begin with a large class of integrable Hamiltonians
for which the many-body wavefunction can be written in
product form in some appropriate basis. This allows one
to write
|ψ〉 =
∏
j=1,N
∑
i=1,M
cji |nji 〉 (16)
Here the index i runs over all possible configurations of
single particle states |ni〉 while the index j denotes the
many-body label which could either be spatial location
of a system site or its momentum. For example, for the
class of integrable models studied in the main text, j
indicates the momentum index k while i takes value 1, 2
corresponding to the number of single particle states for
each k; for instance, one may have ck1 = uk and c
k
2 = vk.
The coefficients cji satisfy
∑
i=1,M |cji |2 = 1 for each j. In
what follows, we are going to choose a basis so that the
ground state of the system corresponds to cji = δi1 for
all j: |ψgnd〉 =
∏
j=1,N |nj1〉. Note that this choice do not
lead to loss of generality.
The wavefunction after a drive cycle is given |ψf 〉 =∏
j=1,N
∑
i=1,M d
j
i |nji 〉. The overlap of |ψf 〉 with the ini-
tial ground state wavefunction is given by
|〈ψf |ψgnd〉|2 = |c0|2 =
∏
j=1,N
|dj1|2 =
∏
j=1,N
(1− pj),(17)
where pj =
∑
i=2,M |dji |2 denotes the probability of devi-
ation from the ground state configuration for the index j.
This result is used in the main text. The interpretation
of pj depends on the system at hand. For example, if j
represents coordinates of a site of the system, it would in-
dicate the probability of deviation from the ground state
configuration at that site. Alternatively, if j represented
momentum k, pj ≡ pk would be the probability of devi-
ation corresponding to the momentum mode k. The ex-
istence of non-zero pj therefore indicates excitation pro-
duction since it corresponds a finite probability of the sys-
tem to be in a excited state. For integrable Hamiltonians,
these excitations correspond to quasiparticles; their total
number is given by N0 =
∑
j pj = Np, where p is the
average probability of excitation production. Thus the
defect or excitation density of such systems are given by
nd = Np/L
d,where d is the dimensionality of the system
and L is its linear dimension. From these considerations,
using Eq. 17 and noting that I(0) = −L−d ln |c0|2, one
finds
I(0) = −L−d
∑
j
ln(1− pj) ≥ NL−dp = nd (18)
which yields the bound I(0) ≥ nd. Note that the equality
holds if the system comes back perfectly to the ground
state after the drive leading to I(0) = nd = 0; this corre-
sponds to perfect dynamic freezing.
We now generalize this result to generic non-integrable
Hamiltonians where the many-body wavefunction can
not be written as the product of single particle wave-
functions as in Eq. 16. To do this, we first consider
the evolution operator S = Tt(exp[−i
∫ tf
0
H(t′)dt′/~])
as defined in the main text which controls the change
of the many-body wavefunction during the drive. To
compute this change, we first divide the evolution time
tf = T0 = 2pi/ω0 into M slices of width ∆t: T0 =M∆t.
A choice of small enough ∆t allows one to write
S =
∏
j=1,M
e
−i ∫ tjtj−1 H(t′)dt′/~
'
∏
j=1,M
e−i(H[λ(tj)]+H[λ(tj−1)])∆t/2~. (19)
where we have used the fact that for small enough ∆t
and a generic smooth protocol, H[λ(t)], between inter-
vals tj−1 and tj , can be replaced by the average of its
values at t = tj and tj−1. This approximation is valid if
∂tH∆t/2 H at all times leading to
2piVj MHjω0 (20)
where Vj = ∂tH[λ(t)]|t=tj/2 and we have used ∆t =
2pi/(Mω0). In this context, we note a couple of points.
First the condition given in Eq. 20 can be satisfied for
any smooth protocol by choosing a large enough M and
second, the adiabatic limit for the drive can be obtained
in this formalism by choosing Vj → 0 for all j. In what
follows we denote the eigenstates and eigenenergies of Hj
by |nj〉 and Enj respectively with the convention that the
ground state is given by |0j〉.
Let us now consider that the wavefunction |ψj〉 at
t = tj can be expressed in the eigenbasis of Hj as
|ψj〉 =
∑
nj
ajnj |nj〉, where ajnj denotes the overlap of
|ψj〉 with |nj〉. Within each interval ∆t, the evolution of
|ψ〉 is determined by the time-independent Schrodinger
equation with effective Hamiltonian Hj + ∆tVj and can
be estimated by time-independent perturbation theory
6since ∆tVj  Hj (Eq. 20). Consequently, one has
|nj+1〉 = (1− pjnj/2)|nj〉+
∑
mj 6=nj
αjmjnj |mj〉 (21)
αjmjnj =
〈mj |∆tVj |nj〉
Emj − Enj
+ O(∆t2), pjnj =
∑
mj 6=nj
|αmjnj |2
We note that the formal requirement for the conver-
gence of the second order perturbation theory used here
is |αjmjnj |  1. This leads to an estimate of minimum
value ofM. To see this, we first consider a typical many-
body system where the minimum energy spacing between
two states in the Hilbert space goes as exp[−N ] where N
denotes the number of sites in the system. So one needs
M ≥ exp[N ] for a generic protocol for such a pertur-
bation theory to converge. In this context, we note two
points. First, for slow dynamics, the system may only
traverse low-lying excited states where the energy gap, in
the presence of a critical point, goes as ∆E ∼ N−z, where
z is the dynamical critical exponent. For such protocols,
it suffices to useM∼ Nz. Second, our formal argument
leading to the final result is completely independent of
the precise choice of M as long as it is large enough for
the perturbation theory to converge and, consequently,
for αjmjnj and p
j
nj to remain small.
Since the wavefunction at t = tj+1, |ψj+1〉, can be
expressed as |ψj+1〉 =
∑
nj+1
aj+1nj+1 |nj+1〉, one can obtain,
using Eq. 21, a recursion relation for ajnj :
aj+1nj+1 = (1− pjnj/2)ajnj +
∑
mj 6=nj
αjmjnja
j
mj . (22)
Using the fact that the system starts in the ground state
at t = 0 so that a000 = 1 and a
0
m0 = 0 for m0 6= 0 , we
can expand Eq. 22 to obtain
a101 = (1− p0/2), a1m1 = α0m000
a202 = (1− p0/2)(1− p1/2) +
∑
m1
α0m000α
1
m101
a2m2 = (1− p1m1/2)α0m000 + (1− p0/2)α1m101
+
∑
n2 6=m2 6=0
α1n1m1α
0
n0m0 (23)
where we have used pj0j ≡ pj . One can similarly ob-
tain expressions for aj0j for j > 2 which gets increasingly
cumbersome with increasing j.
The wavefunction overlap after M such step is given
by c0 = 〈ψM|0〉 = aM0M . This is a consequence of the
periodicity of the drive which leads to |0M〉 = |00〉 ≡ |0〉.
Using Eq. 22 and 23, we obtain, after some algebra,
c0 =
M−1∏
j=0
(1− pj/2) +
M−1∑
j=1
M−j∑
n=1
αj−nmj−n0j−nα
j
mj0j
,(24)
where we have ignored terms O(∆t3) or higher. We note
that c0 is a complex valued polynomial function of O(M)
withM zeroes; consequently, it can always be written in
the form c0 =
∏
j=0,M−1(1− p1j/2).
To find an expression for p1j , we first note that each
term in the second sum in the right side of Eq. 24 is
bounded. To see this we note that from Eq. 21, we have∑
mj 6=0j |α
j
mj0j
|2 = pj . Thus one can write∑
mj 6=0j
αjmj0jα
j−n
mj−n0j−n = b
n
j e
iφnj Max[pj , pj−n] (25)
where 0 ≤ bnj ≤ 1. The precise value of bnj , φnj etc de-
pends on system parameters as well as the details of the
drive protocol. However, since pj ∼ O(∆t2) for any j,
one can see that
∑
n
∑
mj 6=0j α
j
mj0j
αj+nmj−n0j−n is at most
O(∆t). Thus to O(∆t2), one obtains
p1j ' pj − 2
M−j∑
n=1
∑
mj 6=0j
αjmj0jα
j−n
mj−n0j−n
|c0|2 '
∏
j=0,M−1
(1− p′j), p′j = Re[p1j ]−
|p1j |2
4
(26)
which is the result used in the main text.
Next, we relate p′j to the excitation density. To do this,
we note that for any evolution step j, one can use Eqs.
22 and 23 to show that aj+10j+1 − aj0j = −p1j to O(∆t2).
This leads to
|aj+10j+1/aj0j |2 = (1− p′j) (27)
Since aj0j denote the probability amplitude of the system
to be in the ground state |0j〉, we find that p′j denotes the
change in the system wavefunction overlap with the in-
stantaneous ground state during the jth evolution step.
Since we start from the ground state configuration at
t = 0, the average probability of such deviation during
the drive cycle is p =
∑
j=0,M−1 p
′
j/M; thus the total
number of excitations in the system at the end of the
drive is given by N0 = Mp. In this context, we note a
few points. First, since |c0| ≤ 1 for any unitary evolu-
tion,
∑
j p
′
j ≥ 0; however an individual p′j can either be
positive or negative since the system wavefunction over-
lap with the instantaneous ground state may increase or
decrease during the drive at the jth step. Second, in a
generic non-integrable system, the nature of these exci-
tations need not be quasiparticles-like; they could be, for
example, non-local objects such as vortices or extended
defects. Third, although p′j depends on the choice ofM,∑
j p
′
j and consequently N0 is independent of such choice
as long as M satisfies the criteria of convergence of per-
turbation theory discussed earlier. As M is increased
beyond its minimum allowed value,
∑
j p
′
j is expected to
converge to a fixed value independent of M. Thus we
find nd = N0/L
d. Using these results we finally get
I(0) = −L−d
M∑
j=1
ln(1− p′j) ≥ L−dN0 = nd (28)
7which is used in the main text. Note that for slow dy-
namics in a critical system with z = 1, one may choose
M = N as discussed earlier leading to ln |c0| ∼ N which
is known in the standard literature [27].
Finally, we consider generalization of our arguments for
system in a thermal/non-equilibrium diagonal ensemble
at t = 0 such that the probability of occupation of the
state |α〉 is ρ0α. Such a quantum system in an ensemble
characterized by ρ0α, in contrast to the zero temperature
case where one starts the time evolution starts from the
initial ground state |0〉 at t = 0, has a finite weight in all
states |α〉. Thus the value of w can take both positive
and negative values Eα − Eβ which leads to
P (w) =
∑
αβ
Pα→βδ(w − Eβ + Eα)
Pα→β = P 0αPβ‖α = ρ0α|Λαβ |2, (29)
where P 0α = ρ0α is the probability that the system starts
out in the state |α〉 and Pβ‖α is the conditional proba-
bility that it ends up in the state |β〉 after a drive cycle
having started from the state |α〉. For a thermal ensem-
ble, for example, ρ0α = exp(−βEα)/Z, where Eα are the
eigenenergies of the system satisfying H[λ0]|α〉 = Eα|α〉,
β = (kBT )
−1 is the inverse temperature, kB is the Boltz-
man constant, and Z =
∑
α exp(−βEα) is the partition
function. The precise form of the occupation probability
ρ0α shall be irrelevant in our derivation. We shall, how-
ever, use the relation
∑
α ρ0α = 1 which is generically
true for any ensemble. Also, in what follows, we are go-
ing to concentrate on integrable systems for which Eα =∑
j E
jnjα, where E
j are the single particle excitation en-
ergies corresponding to the mode j and njα are the occu-
pation number of the states with energy Ej ; consequently
ρ0α =
∏
j=1,N ρ
j
0α, where ρ
j
0α = exp(−βEjnjα)/Z.
Now let us imagine driving this system with periodic
protocol for a time T0. At the end of this drive cycle, one
can write S|α〉 = ∑β Λαβ |β〉, where Λαβ are the wave-
function overlap between the states S|α〉 and |β〉. In this
notation, Λ1β = cβ which is used in the main text and for
any |α〉, ∑β |Λαβ |2 = 1. After the drive, the conditional
probability of the system to be in a state |β〉, provided it
started from a state |α〉 is given by 〈β|S|α〉|2 = |Λαβ |2.
For integrable models, such a wavefunction overlap can
be written as Λαβ =
∏
j=1,N Λ
j
αβ , where Λ
j
αβ correspond
to the overlap of the jth mode. Thus, starting from en-
semble characterized by ρ0α, the probability of the sys-
tem to return to the same configuration after a drive
cycle, |c0|2, is given by
|c0|2 =
∑
α
ρ0α|Λαα|2 =
∏
j=1,N
[
1−
∑
β 6=α
ρj0α|Λjαβ |2
]
.
This leads to pj =
∑
β 6=α ρ
j
0α|Λjαβ |2. Note that if the sys-
tem started from a quantum ground state |0〉 at T = 0
(as in the main text), ρ0α = δα1 and |Λj11|2 = |d1j |2, so
that one obtains |c0|2 =
∏
j=1,N (1−
∑
i 6=1 |dij |2) in this
limit. Next, we note that any deviation from the start-
ing configuration of the system indicates change in quasi-
particle number due to the drive; this is understood by
appealing to the fact that such deviation represents en-
ergy absorption/emission by the system during the drive
which occurs via quasiparticle production in integrable
systems. In contrast to the system at T = 0, the change
in quasiparticle number can be negative in this case; how-
ever, the absolute value of this change is still given by
Np0 =
∑
j pj . Thus one can define a defect density
nd = Np0/L
d, where N is the total number of degrees
of freedom in the system and L is its linear dimension
as defined in the main text. This leads to the bound
I(0) 6= nd for integrable systems in a thermal or diagonal
non-equilibrium ensemble. We note that our definition
of nd here matches with that in standard literature [1]
SUPPLEMENTARY MATERIAL: EQUILIBRIUM
PHASE DIAGRAM OF THE ISING AND THE
KITAEV MODEL
In this section, we provide a brief introduction to the
equilibrium phase diagram of the Ising and the Kitaev
models. These are already discussed at length in stan-
dard literature [32, 34]. Here we briefly outline the main
points which would be useful in our discussion of the pe-
riodic dynamics of these models in the main text.
The 1D Ising model in the presence of a transverse field
has a Hamiltonian given in Eq. 11 of the main text
HIsing = −J
∑
〈ij〉
Szi S
z
j − h
∑
i
Sxi , (30)
where J is the nearest-neighbor coupling between the
spins and h is the transverse field and Sα denotes half-
integer spins. The exact solution of this model leading
to its ground state for any value of dimensionless trans-
verse field g = h/J can be obtained mapping the spins
to fermions via a Jordan-Wigner transformation [32]
σxi = (1− 2c†i ci), σzi =
∏
j<i
σxj
 (ci + c†i ) (31)
Substituting Eq. 31 in Eq. 30, one obtain the Ising Hamil-
tonian in terms of the free fermions: H =
∑
k>0 ψ
†
kHkψk,
where ψk ≡ (c1k, c2k)T = (ck, c†−k)T , ck =
∑
j exp[ikj]cj ,
Hk is given by
Hk = [g − cos(k)]τz + sin(k)τx, (32)
and we have set the lattice spacing to unity. Since Eq.
32 represents a free fermion Hamiltonian, its eigenval-
ues can be readily found out by diagonalizing Hk and
are given by E±k = ±
√
1 + g2 − 2g cos(k). The phases of
8the model can be understood in this language as follows.
For g  1, the ground state corresponds to the Fermion
vacuum which corresponds to (Eq. 31) Six = ~/2 on ev-
ery lattice site; this is the paramagnetic phase of the
model. For g  1, the ground state is an eigenstate of
σz which in the fermionic language is linear superposi-
tion of ck and c
†
−k; this corresponds to the ferromagnetic
state [32]. In between at g = 1, there is a quantum phase
transition between these two states which can be seen, in
the fermionic language, by noticing that the energy gap
∆k = (E
+
k − E−k ) vanishes at g = 1 and k = 0 signifying
a gapless spectrum at this point.
The Kitaev model, describing half integer spins on a
2D honeycomb lattice, has the Hamiltonian [34]
H ′ =
∑
j+`=even
J1S
x
j,`S
x
j+1,` + J2S
y
j,`S
y
j−1,`
+J3S
z
j,`S
z
j,`+1, (33)
where J1,2,3 denote nearest neighbor coupling between
the spins, (j, `) describe 2D lattice coordinates, and Sαj,`
for α = x, y, z denotes half-integer spins. Note that
the basic difference of this model with, for example, the
anisotropic Heisenberg model, is that the coupling be-
tween a pair of spins on the neighboring sites of the lattice
in the αth direction involves only Sαj`. This feature makes
the model solvable; in fact, the Kitaev model constitutes
one of the very few examples of a solvable interacting
quantum model in d > 1.
The steps to solving of H ′ proceeds in the same man-
ner as those of the 1D Ising chain. First, one designs a
Jordan Wigner transformation relating the spins Sαj,` to
Majorana fermion operators [34]
aj`[a
′
j`] =
(
j−1∏
i=−∞
σzi`
)
σyj`[σ
x
j`] for even j + `
bj`[b
′
j`] =
(
j−1∏
i=−∞
σzi`
)
σxj`[σ
y
j`] for odd j + ` (34)
Substituting Eq. 34 in Eq. 33, one obtains a fermionic
Hamiltonian given by
H0 = i
∑
~n
J1a~nb~n+ ~M1 + J2a~nb~n+ ~M2 + J3D~na~nb~n(35)
where ~n =
√
3n1iˆ + n2
√
3ˆi + jˆ)/2 denotes midpoints
of the vertical bonds, n1 and n2 run over all integers,
iˆ and jˆ denote unit vectors along x and y directions,
M1,2 = (
√
3/2,+(−)3/2) denote the spanning vectors
of the reciprocal lattice of the model and we have set
the lattice spacing to unity. Here D~n = a
′
~nb
′
~n and can
take value ±1 for each n. The key point that makes the
Kitaev model exactly solvable is that D~n commutes with
H0; thus one can find the energy spectrum corresponding
to a set of given values of D~n. As shown in Ref. 34, the
ground state corresponds to D~n = 1 on all links. Further,
since D~n commutes with H0 its values does not change on
making H time dependent via J3 → J3(t). Thus, for our
purpose, it would be sufficient to set D~n = 1. A Fourier
transform of H0 then leads to H0 =
∑
~k ψ
†
~k
H~kψ~k, where
ψ~k ≡ (c1~k, c2~k)T = (a~k, b~k)T , a~k and b~k denote complex
fermions so that the sum over ~k is to be taken over half
of the 2D Brillouin zone, and H~k is given by
H~k = (λ0 − b~k)τ3 + g~kτ1 (36)
where λ0 = J3, b~k = (J1 cos(
~k · ~M1)+J2 cos(~k · ~M2)), and
g~k = (J1 sin(
~k · ~M1)− J2 sin(~k · ~M2)).
The energy spectrum of the model can be obtained
by diagonalization of H~k and is given by E
±
~k
=
±
√
(λ0 − b~k)2 + g2~k. The phases of the model consists
of a gapless phase where ∆~k = (E
+
~k
− E−~k ) = 0; this
occurs at ~k = ~k0 satisfying λ3 = b~k0 and g~k0 = 0. The
gapless phase occurs when (J1 + J2) ≥ J3 ≥ |J1 − J2|.
For all other values of the coupling, the model exhibits
gapped ground states as shown in Fig. 1 of the main text.
The properties of these phases are discussed in details in
Ref. 34. The main notable point for us about them is
that they do not correspond to any local spin order and
constitute examples of gapped and gapless Z2 spin liq-
uids.
SUPPLEMENTARY MATERIAL: STUCKELBERG
INTERFERENCE PHENOMENON
The Stuckelberg interference phenomenon usually
refers to quantum mechanical interference between am-
plitudes of occupation of energy levels of a two-level sys-
tem upon multiple passages through its avoided level
crossing [35]. Such passages usually occur for periodic
drive protocols; in what follows we are going to con-
sider a protocol which leads to two passages of the sys-
tem through such an avoided level crossing. Under such
a protocol, the system, starting from the ground state
(lower level) at t = t0 when the drive commences, trans-
fer part of its amplitude to the upper level upon first
passage through the avoided level crossing. The inter-
ference between these two amplitudes (probability am-
plitudes of occupation of the upper and lower levels) on
the second passage leads to an oscillatory behavior of the
probability of defect formation: P1 = 4P (1− P ) sin2 φst,
where P denotes the probability of the system to be in
the excited state after the first passage, and φst is the
Stuckelbreg phase which depends on the drive frequency
and amplitude. Usually, this phase has two parts; the
first, ξ originates from the relative phase picked up by
the system in between its passages through the avoided
level crossing, while the second, φ, known as the Stokes’s
phase, is picked up during the second passage through
9the avoided level crossing: φst = φ + ξ [35]. An an-
alytical description of this phenomenon leading to the
expression of P1 presented above is not exact; it requires
the so called adiabatic-impulse approximation and has
been detailed in Ref. [35]. Within this approximation,
the transition between the two levels occur only near
the avoided level crossing; the rest of the evolution of
the system is assumed to be near-adiabatic. This ap-
proximation captures the essential qualitative aspects of
this phenomenon and is also quantitatively accurate for
large amplitudes and/or low frequency drive protocols.
Also, for a class of drives which corresponds to a series of
rectangular periodic pulses, this approximation becomes
exact.
Next, we briefly outline the derivation of pk and φ
st
k
which is used in Eqs. 17 and 18 of the main text. To
this end, we note that the Ising model, discussed in the
main text, reduces to a series of two-level systems with
each k and thus the results of Ref. 35 can be directly
adapted. We begin by assuming that the Ising model is
in its ground state which, in the fermionic representation,
corresponds to |ψ0k〉 = u0k|0〉 + v0k|1〉 for each k, where
|0〉 ≡ (1, 0) ≡ c†1k|vac〉, |1〉 ≡ (0, 1) ≡ c†2k|vac〉, and |vac〉
denotes fermionic vacuum. The corresponding excited
state is given by |ψ1k〉 = −v0k|0〉+u0k|1〉. The Hamiltonian
of the system is given by Eq. 10 of the main text. We
now consider evolution of the system under a oscillatory
drive protocol given by λ(t) = λ0[1 + cos(ω0t)]. We note
that under this protocol the system passes through the
critical points at ω0t1 = arccos(bk0/λ0 − 1) and t2 =
2pi/ω0 − t1, where k0 is the critical wave-vector at which
the gap closes. For the d = 1 Ising model in a transverse
field, k0 = 0.
The wavefunction of the system at a time t can be
written as
|ψ(t)〉 = b1k(t)|ψ0k〉+ b2k(t)|ψ1k〉 (37)
where bk = (b1k(t), b2k(t)) can be found out by solv-
ing the Schrodinger equation with the initial condition
bk(t = t0) = (1, 0) [35]. The exact analytical solution
for bk(t) does not exist for the protocol studied here;
however, an approximate solution within the adiabatic-
impulse approximation can be found out following the
method outlined in Ref. 35. Within this approximation,
the evolution of bk gets contribution from two parts. The
first is a phase gathered during adiabatic evolution away
from the avoided level crossing. This is described by Uk
given by
Uk(t, t
′) = Ieiτ3ξk(t,t
′), ξk(t, t
′) =
1
2
∫ t
t′
E(t′′)dt′′,
(38)
where Ek(t) denotes the instantaneous eigenenergy cor-
responding to the wavevector k and τi, for i = 1, 2, 3, are
the Pauli matrices with the convention that (1, 0)T is the
eigenfunction of τ3. The second contribution to bk comes
during passage of the system through the critical point
where the dynamics is no longer adiabatic and defect
formation occurs. Around this point, it is possible to lin-
earize the drive term: λ(t) ' (t− ta)dλ(t)/dt|t=ta , where
ta denotes the time when the system passes through the
critical point; consequently, the dynamics reduces to an
effective LZ problem for each k and can be exactly solved.
The contribution to bk(t) due to passage through such
avoided level crossing is described by the matrix Nk given
by [35]
Nk =
√
1− pkeiτ3φk − iτ2√pk,
pk = exp(−2piδk), δk = g2k/|dλ/dt|t=t1
φk = −pi/4 + δk[ln(δk)− 1] + ArgΓ(1− iδk), (39)
where pk is the probability of excitation production upon
a single passage through a critical point and φk is the
Stoke’s phase for a given k. In terms of these matrices,
one can write [35]
bk(tf ) = Uk(tf , t2)N2kUk(t2, t1)N1kUk(t1, ti)bk(ti)
(40)
A few lines of straightforward algebra then yields
b1k(tf ) = [(1− pk)e−iξ+k − pke−iξ−k ]e−iξk(t1,ti)
b2k(tf ) =
√
pk(1− pk)eiφk(e−iξ+k + e−iξ−k)
ξ+k = ξk(t2, t1) + ξ(t1 + 2pi/ω0, t2) + 2φk
ξ−k = ξk(t2, t1)− ξ(t1 + 2pi/ω0, t2) (41)
where we have assumed that the system starts its evolu-
tion at t = ti, ends it at t = tf , and crosses the critical
point at t = t1 and t2. Within the adiabatic-impulse ap-
proximation, uk ≡ uk(tf ) and vk ≡ vk(tf ) is therefore
given by
uk(tf ) = u
0
kb1k(tf )− v0kb2k(tf )
vk(tf ) = u
0
kb2k(tf ) + v
0
kb1k(tf ) (42)
The total defect formation probability can now be ob-
tained using Eqs. 42 and 41
pk = |γk|2 = |b2k(tf )|2 = 4pk(1− pk) sin2(φstk )
φstk = φk + ξk(t2, t1), (43)
which is Eq. 18 of the main text. Here we have used
Eq. 14 of the main text for definition of γk. We note
that the frequency dependence of the Stuckelberg phase
arises out of the dependence of φstk on δk and ξk, both
of which depend on ω0 through λ(t). The details of this
dependence is discussed in details in the main text.
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