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Abstract
Attention-based methods have played an important role in model interpretations,
where the calculated attention weights are expected to highlight the critical parts
of inputs (e.g., keywords in sentences). However, some recent research points
out that attention-as-importance interpretations often do not work as well as we
expect. For example, learned attention weights are frequently uncorrelated with
other feature importance indicators like gradient-based measures, and a debate on
the effectiveness of attention-based interpretations has also raised. In this paper, we
reveal that one root cause of this phenomenon can be ascribed to the combinatorial
shortcuts, which stand for that the models may not only obtain information from
the highlighted parts by attention mechanisms but from the attention weights
themselves. We design one intuitive experiment to demonstrate the existence of
combinatorial shortcuts and propose two methods to mitigate this issue. Empirical
studies on attention-based instance-wise feature selection interpretation models are
conducted, and the results show that the proposed methods can effectively improve
the interpretability of attention mechanisms on a variety of datasets.
1 Introduction
Interpretation for machine learning models has increasingly gained interest and becomes a necessity
as the industry rapidly embraces machine learning technologies. Model interpretation explains
how models make decisions, which is particularly essential in mission-critical domains where the
accountability and transparency of the decision-making process are crucial, such as medicine [35],
security [5], and criminal justice [18].
Attention mechanisms have played an important role in model interpretations, and have been widely
adopted for interpreting neural networks [33] and other black-box models [4, 6]. Similar with Vaswani
et al. [33], for the attention mechanisms, we assume that we have the query Q, and a set of key-value
pairs 〈K,V 〉. In this paper, the attention weights denoted as masks are calculated with Q and K, and
then filter the information of V as follows,
Attention(Q,K, V ) = Mask(Q,K) V .1
Intuitively, the masks are expected to represent the importance of different parts of V (e.g., words of
a sentence, pixels of an image) and highlight those the models should focus on to make decisions,
and many researchers directly use the masks to provide interpretability of models [7, 33, 36].
However, recent research suggests that the highlighted parts from attention mechanisms do not
necessarily correlate with greater impacts on models’ predictions [12]. Many researchers provide
∗ Equal contributions from both authors. Dr. Liang participated in this work when he was at Tencent.
1Oftentimes a sum pooling operator is applied after the Hadamard product operator to obtain a single
fixed-length representation. However, sometimes models other than simple pooling are applied [4, 6, 46]. We
use the most general form here.
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evidence to support or refute the interpretability of the attention mechanisms, and a debate on the
effectiveness of attention-based interpretations has raised [12, 27, 37].
In this paper, we discover a root cause that hinders the interpretability of attention mechanisms,
which we refer to as combinatorial shortcuts. As mentioned earlier, we expect that the results of
attention mechanisms mainly contain information from the highlighted parts of V , which is the
critical assumption for the effectiveness of attention-based interpretations. However, as the results are
products of the masks and V , we find that the Masks themselves can carry extra information other
than the highlighted parts of V , which could be utilized by the down-stream parts of models. As a
result, the calculated masks may work as another kind of “encoding layers” rather than providing
pure importance weights. For example, in a (binary) text classification task, the attention mechanisms
could choose to highlight the first word for positive cases and highlight the second word for negative
cases, regardless of what the words are, and then the downstream models could predict the label by
checking whether the first or the second word is highlighted. It may result in good accuracy scores,
while completely fail at providing interpretability2.
We further study the effectiveness of attention-based interpretations and dive into the combinatorial
shortcut problem. We firstly analyze the gap between attention mechanisms and ideal interpretations
theoretically and show the existence of combinatorial shortcuts through a representative experiment.
We further propose two practical methods to mitigate this issue, i.e., random attention pretraining,
and instance weighting for mask-neutral learning. Without loss of generality, we examine the
effectiveness of proposed methods based on an end-to-end attention-based model-interpretation
method, i.e., L2X [6], which can select a given number of input components to explain arbitrary
black-box models. Experimental results on both text and image classification tasks show that the
proposed methods can successfully mitigate the adverse impact of combinatorial shortcuts, and
improve the explanation performance.
2 Related Work
Model interpretations Existing methods for model interpretations can be categorized into model-
specific methods and model-agnostic methods. Model-specific methods take advantage of specific
types of models, such as gradient-based methods for neural networks. On the other hand, model-
agnostic methods are capable of explaining any given models, as long as the input and output are
accessible. Instance-wise feature selection (IFS), which produces importance scores of each feature
on influencing the model’s decision, is a well known model-agnostic interpretation method [8].
Recent research towards IFS model explanation can be divided into (local/global) feature attribution
methods [1, 40] and direct model-interpretation methods. Local feature attribution methods provide
some sensitivity scores of the model output concerning the changes of the features in the neighborhood.
In contrast, global feature attribution methods directly produce the amount of change of the model
output given changes of the features.3 Other than providing the change of the model output, direct
model interpretation (DMI) is a more straightforward approach to select features and use a model to
approximate the output of the original black-box model [6, 30]. In addition to the above research
work, there is also research about the benchmark for interpretability methods [11].
Attention mechanisms for model interpretations Attention mechanisms have been widely
adopted in natural language processing [2, 34], computer vision [10, 17], recommendations [3, 31, 44]
and so on. Despite many variants, attention mechanisms usually calculate non-negative weights
for each input component, multiply those weights by their corresponding representations, and then
encode the resulting vectors into a single fixed-length representation [27]. Attention mechanisms
are believed to explain how models make decisions by exhibiting the importance distribution over
inputs [7, 20, 36], which we can also regard as a kind of model-specific interpretation. Besides, there
are also attention-based methods for model-agnostic interpretations. For example, L2X [6] is a hard
attention model [39] that employs Gumbel-softmax [13] for instancewise feature selection. VIBI [4]
2One may argue that for the most ordinary practice where sum pooling is applied, we lose the positional
information. Thus, the intuitive case described above may not hold. However, since (1) the distributions of
different positions are not the same, (2) positional encodings [33] have been used widely, it’s still possible for
attention mechanisms to utilize the positional information with sum pooling.
3The definitions of global and local explanations in this paper follow the description of Ancona et al. [1] and
Yeh et al. [40], and distinct from that of Plumb et al. [22].
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improves L2X to encourage the briefness of the learned explanation by adding a constraint for the
feature scores to a global prior.
However, there has been a debate on the effectiveness of the interpretability of attention mechanisms
recently. Jain and Wallace [12] suggests that “attention is not explanation” by finding that the attention
weights are frequently uncorrelated with gradient-based measures of feature importance, and one can
identify very different attention distributions that yield equivalent predictions. On the other hand,
however, Wiegreffe and Pinter [37] argues that “attention is not not-explanation” by challenging
many assumptions underlying [12] and suggests that Jain and Wallace [12] does not disprove the
usefulness of attention mechanisms for explainability. Serrano and Smith [27] applies a different
analysis based on intermediate representation erasure and finds that while attention noisily predicts
input components’ overall importance to a model, it is by no means a fail-safe indicator. In this work,
we take another perspective on this problem called combinatorial shortcuts, and show that it can
provide one root cause of the phenomenon.
3 Combinatorial Shortcuts
In this section, we show the gap between attention mechanisms and ideal explanations from a
perspective of causal effects estimation, and conduct an experiment to demonstrate the existence of
combinatorial shortcuts.
3.1 The gap between attention mechanisms and ideal explanations
Assume that we have samples drawn independently and identically distributed (i.i.d.) from a distribu-
tion with domain X × Y , where X is the feature domain, and Y is the label domain4. Additionally,
we assume that the mask is drawn from a distribution with domainM. For m1 ∼M and m2 ∼M,
given any sample 〈x, y〉, if L(E(Y |xm1), y) < L(E(Y |xm2), y) where L(·) is the loss function
and E(·) calculates the expectation, we say that for sample 〈x, y〉, m1 is superior to m2 in term
of interpretability. Usually, m is under some constraints, for example, only being able to select a
fixed number of features, or being non-negative and summing to 1. If an unbiased estimation of
E(Y |X M) is available, the best mask for sample 〈x, y〉 that can select the most informative
features can be obtained by solving argminm L
(
E(Y |xm), y). While in practice, we often need to
train models to estimate E(Y |X M) since both X and M are vectors, which has been extensively
investigated as causal effect estimations for observational studies [24, 25].
Ideally, if the data (combinations of X and M , as well as the label Y ) is exhaustive and the model
is consistent, we can train a model to obtain an unbiased estimation of E(Y |X M) following the
empirical risk minimization principle [9, 32]. Nevertheless, in reality, it is not possible to exhaust
all combinations of X and M , and randomized combinations for X and M can still give unbiased
estimations [24]. However, attention mechanisms do not work in this way. The combination for X
and M is highly selective in the training procedure of attention mechanisms since the used mask
M is a function of query Q and key K, which is highly related to the features of samples, if not
directly extracted from the features. In conclusion, from the perspective of causal effect estimations,
the training procedure of attention mechanism produce nonrandomized experiments [28], thus the
model cannot learn unbiased estimations of E(Y |X M) and fail to capture the real causal effects
between highlighted features and the labels, and finally fail to find the best masks to provide the best
interpretability. In this paper, we denote the effects of nonrandomized combination for X and M as
combinatorial shortcuts, as they provide lanes for models to predict the labels without analyzing what
information is highlighted by attention mechanisms, but rather by the masks themselves to guess the
labels.
3.2 Experimental design for the demonstration of combinatorial shortcuts
To intuitively demonstrate the existence of combinatorial shortcuts, we design an experiment on the
real-world IMDB movie review dataset [19], which is a text classification task. As Figure 1 shows,
4Note that here we use X to represent the features for the convention. X is the same with value V introduced
in the Introduction. Besides, the labels could be either from the real world for explaining the real world, or from
some specific models for explaining given black-box models.
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(A) Baseline model
I am a big fan of Arnold Vosloo . Finally seeing 
him… the sound effects of the shoot-out were 
pretty bad .
I am a big fan A B C D
RCNN
QK(V)
…
Mask
Encoder
Label
K(V)
Encoder
I am a big fan A B C D
(B) Attention model
Label
Figure 1: The structure of the models used in this demo experiment.
the experiment works as follows. Firstly, we train baseline models using only the first five tokens
of the sentences along with four default tokens (A B C D). Then we train attention models, where
the query Q of attention is generated with the whole sentences. However, we only allow attention to
highlight keywords among the first five tokens and the four default tokens. Because the default tokens
do not carry any useful information at all, if the attention mechanism can indeed highlight the key
parts of the inputs, little attention should be paid to them. Correspondingly, if attention mechanism
is putting much attention weights to the default tokens, we can say that it is the masks themselves
serving as features for the downstream models, i.e., combinatorial shortcuts are taking effects. In
conclusion, we can check whether attention mechanisms can highlight the right parts of the input by
monitoring how much attention the mechanism has paid to the default tokens.
3.3 Experimental results and discussions
We examine different settings regarding the encoder in Figure 1, i.e., whether the encoder is a simple
pooling5 or a trainable neural network model, i.e., recurrent convolutional neural network (RCNN)
proposed in [15]. When we apply pooling encoders, the experiment becomes the most ordinary
setting for attention mechanisms. The results are reported in Table 1. Note that we report the results
on the training set to demonstrate how the models fit the data. We use pretrained GloVe word
embeddings [21] and keep them fixed to prevent shortcuts through word embeddings. We train the
models for 25 epochs with RMSprop optimizers using default parameters and report the averaged
results of 10 runs with different initialization.
Table 1: Experimental demonstration of combinatorial shortcuts. Note that we report the results on
the training set here.
No. Model Encoder Accuracy Attention to default tokens
(1) Baseline Pooling 71.7% – –(2) RCNN 96.1% – –
(3) Attention Pooling 99.5% 66.4%(4) RCNN 99.6% 48.9%
Interestingly, as we can see in Table 1, the attention models place a large share of attention to
the default tokens. 66.4% and 48.9% of total attention weights are assigned to the default tokens
by models with pooling and RCNN encoders, respectively. Consequently, the accuracy scores of
attention models can quickly grow over 99.5%. The results suggest that the attention mechanism may
not work as expected to highlight the key parts of the inputs and provide interpretability. Instead, it
leans to work as another kind of “encoding layers” and fit the data through combinatorial shortcuts.
5We use average pooling for baseline models, and sum pooling for attention models as attention weights sum
to 1.
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4 Methods for Mitigating Combinatorial Shortcuts
In this section, we introduce two practical methods, random attention pretraining and mask-neutral
learning with instance weighting, to mitigate combinatorial shortcuts.
4.1 Random attention pretraining
We first propose a simple and straightforward method to address the issue. As analyzed in Section 3.1,
the fundamental reason for combinatorial shortcuts of attention mechanisms is the biased estimation
of E(Y |XM). Besides, random combinations of X and M can still give unbiased results. Inspired
by this idea, we can first generate the masks completely at random and train the neural networks. And
then, we fix the other parts, replace the random attention with trainable attention layers, and train the
attention layers only. As the other parts of neural networks are trained unbiasedly and fixed, training
the attention layers solely is solving argminm L
(
E(Y |x m), y) with an unbiased estimation of
E(Y |X M). Thus the interpretability is guaranteed.
In theory, this method is complete. However, it may be practically incompetent because there are
countless possible cases of the combinations ofX andM . It may be difficult to estimate E(Y |XM)
well especially when the dimension of input features is high, or when there are strong co-adapting
patterns of features for models to make accurate predictions (e.g., XOR of features). Under such
cases, the pretraining procedure may be less efficient as it needs to explore all possible masks fairly,
even if most of the masks are worthless. As a conclusion, the model may fail to estimate E(Y |XM)
well in some cases, and thus limiting the interpretability.
4.2 Mask-neutral learning with instance weighting
The second method is designed as a supplementary solution to address the shortcomings of random
attention pretraining. This method is based on instance weighting, which has been successfully
applied for mitigating sample selection bias [41, 42], social prejudices bias [43], position bias [14],
and so on. In this paper, we consider the selective combination of features and masks in the training
procedure of attention mechanisms as a kind of sample selection bias. We prove that under certain
assumptions and with instance weighting, we can recover a mask-neutral distribution where the
masks are unrelated to the labels. Thus the combinatorial shortcuts can be partially mitigated.
Generation of biased distributions of attention mechanisms from mask-neutral distributions
Assuming that there is a mask-neutral distribution E with domain X × Y ×M× S, where X is
the feature space, Y is the (binary) label space6,M is the feature mask space and S is the (binary)
sampling indicator space.
During the training of attention mechanisms, the selective combination of masks and features results
in the combinatorial shortcuts. We assume for any given sample (x, y,m, s) drawn independently
from E , it will be chosen to appear in the training of attention mechanisms if and only if s = 1, which
results in the biased distribution D . We use P (·) to represent probabilities of the biased distribution
D , and Q(·) for the mask-neutral distribution E , then we have
P (·) = Q(·|S = 1) , (1)
and ideally, we should have M ⊥ (X,Y ) on E to obtain unbiased E(Y |X M) as discussed in
Section 3.1. However, when both sides are vectors it will be intractable. Therefore, we take a step
back and only assume Y ⊥M in E , i.e.,
Q(Y |M) = Q(Y ) . (2)
If S is completely at random, D will be consistent with E . However, the attention layers are highly
selective, which results in the combinatorial shortcut problem. To further simplify the problem, we
assume that M and Y control S. And for any given Y and M , the probability of selection is greater
than 0, defined as
Q(S = 1|X,Y,M) = Q(S = 1|Y,M) > 0 . (3)
6We focus on binary classification problems in this paper, but the proposed methodology can be easily
extended to multi-class classifications.
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Additionally, we assume that the selection does not change the probability of M and Y , i.e.,
P (M) = Q(M) , P (Y ) = Q(Y ) . (4)
In other words, we assume that although S is dependent on the combination of M and Y in E , it is
independent on either M or Y only, i.e., Q(S|M) = Q(S) and Q(S|Y ) = Q(S).
Unbiased expectation of loss with instance weighting We show that, by adding proper instance
weights, we can obtain an unbiased estimation of the loss on the mask-neutral distribution E , with
only the data from the biased distribution D .
Theorem 1 (Unbiased Loss Expectation). For any function f = f(x  m), and for any loss
L = L(f(xm), y), if we use w = P (y)P (y|m) as the instance weights, then
Ex,y,m∼D
[
wL(f(xm), y)] = Ex,y,m∼E [L(f(xm), y)] .
Theorem 1 shows that, by a proper instance-weighting method, the classifier can learn on the mask-
neutral distribution E , where Q(Y |M) = Q(Y ). Therefore, the independence between M and Y is
encouraged, then it will be hard for the classifier to approximate Y solely by M . Thus, the classifier
will have to use useful information from X , and have the combinatorial shortcuts problem mitigated.
Then we present the proof for Theorem 1.
Proof. We first present an equation with the weight w,
w =
P (y)
P (y|m) =
Q(y)
Q(y|m,S = 1) =
Q(y)
Q(S = 1|y,m)Q(y|m)/Q(S = 1|m)
=
Q(S = 1)
Q(S = 1|y,m) =
Q(S = 1)
Q(x, y,m|S = 1)Q(S = 1)/Q(x, y,m) =
Q(x, y,m)
P (x, y,m)
.
Then we have
Ex,y,m∼D
[
wL(f(xm), y)] = ∫ Q(x, y,m)
P (x, y,m)
L(f(xm), y)dP (x, y,m)
=
∫
L(f(xm), y)dQ(x, y,m) = Ex,y,m∼E [L(f(xm), y)] .
Mask-neutral learning With Theorem 1, we now propose mask-neutral learning for better inter-
pretability of attention mechanisms. As shown, by adding instance weightw = P (y)P (y|m) , we can obtain
unbiased loss of the mask-neutral distribution. As distribution D is directly observable, estimating
P (·) is possible. In practice, we could train a classifier to estimate P (Y |M) along with the training
of the attention layer, and optimize it and the attention layers, as well as the other parts of models
alternatively.
Compared with the random attention pretraining method, the instance weighting-based approach
concentrates more on the useful masks. Thus it may suffer less from the efficiency problem. Never-
theless, the effectiveness of the instance weighting method relies on the assumptions as shown in
Equation (1)–(4). However, in some cases, the assumptions may not hold. For example, in Equa-
tion (3), we assume that given Y and M , S is independent on X . In other words, X controls S only
through Y . This assumption is necessary for simplifying the problem, while may not hold sometimes
when given Y and M , X can still influence S in the training procedure of attention mechanisms.
Besides, the effectiveness of the method also relies on an accurate estimation of P (Y |M), which
may require careful tuning as the probability P (Y |M) is dynamically changing along the training
process of attention mechanisms.
5 Experiments
In this section, we present the experimental results of the proposed methods. For simplicity, we denote
random attention pretraining as Pretraining and mask-neutral learning with instance weighting as
Weighting. Firstly, we analyze the effectiveness of mitigating combinatorial shortcuts. And then, we
examine the effectiveness of improving interpretability.
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5.1 Experiments for mitigating combinatorial shortcuts
We apply the proposed methods to the experiments introduced in Section 3.2 to check whether we
can mitigate the combinatorial shortcuts. We summarize the results in Table 2.
Table 2: Effectiveness of the proposed methods for mitigating the combinatorial shortcuts.
No. Method Encoder Accuracy Attention to default tokens
(1) Pretraining Pooling 91.8% 8.4%(2) RCNN 78.7% 7.1%
(3) Weighting Pooling 97.8% 5.8%(4) RCNN 92.8% 17.0%
As presented, after applying Pretraining and Weighting, the percentage of attention weights assigned
to the default tokens are significantly reduced. We know that the default tokens do not provide useful
information but only serve as carriers for combinatorial shortcuts. The results reveal that our methods
have mitigated the combinatorial shortcuts successfully.
5.2 Experiments for improving interpretability
In this section, using L2X [6] as an example that is an end-to-end attention based model-interpretation
method, we present the effectiveness of mitigating combinatorial shortcuts for better interpretability.
We first introduce the evaluation scheme, then show the experimental results and discussions.
5.2.1 Evaluation scheme
Here we present the evaluation scheme.
Evaluation protocol Our evaluation scheme is the same as L2X [6]. L2X is an instancewise feature
selection model using hard attention that employs the Gumbel-softmax trick. It tries to select a certain
number of input components to approximate the output of the model to be explained with attention
mechanisms. As discussed before, such a setting may suffer from combinatorial shortcuts. Thus
the interpretability may be limited. Additionally, to further enrich the information for the model
explanation, we propose to incorporate the outputs of the original model to be explained, i.e., yˆ, as
part of the query Q for the feature selection. This trick can make it easier for the explanation model
to select the best features. At the same time, it will also make the problem of combinatorial shortcut
more prominent, and thus can better demonstrate the effectiveness of our proposed methods. As
obtaining the outputs require no further information apart from the features of samples and the model
to be explained, it does not hurt the model-agnostic property of explanation methods nor require
additional information. We adopt binary feature-attribution mask to select features, i.e., top k values
of the mask are set to 1, others are set to 0, then we treat X M as the selected features [6].
Evaluation metrics The same as Chen et al. [6], we perform a predictive evaluation that evaluates
how accurate the original given model can approximate the original model-outputs using the selected
features, and we report the post-hoc accuracy. For each method on each dataset, we repeat ten times
with different initialization and report the averaged results.
Datasets We report evaluations on four datasets: IMDB [19], Yelp P. [45], MNIST [16], and
Fashion-MNIST (F-MNIST) [38]. IMDB and Yelp P. are two text classification datasets. IMDB
is with 25,000 train examples and 25,000 test examples. Yelp P. contains 560,000 train examples
and 38,000 test examples. MNIST and F-MNIST are two image classification datasets. For MNIST,
following Chen et al. [6], we collect a binary classification subset by choosing images of digits 3 and
8, with 11,982 train examples and 1,984 test examples. For F-MNIST, we select the data of Pullover
and Shirt with 12,000 train examples and 2,000 test examples.
Models to be explained The same as Chen et al. [6], for IMDB and Yelp P., we implement CNN-
based models and select 10 and 5 words respectively for explanations. For MNIST and F-MNIST, we
use the same CNN model as [6] and select 25 and 64 pixels respectively.
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Baselines We consider state-of-the-art model-agnostic baselines: LIME [23], CXPlain [26],
L2X [6], and VIBI [4]. We also compare with model-specific baselines, i.e., Gradient [29]. Among
the methods, Gradient takes advantage of the property of neural networks and selects the input
features which have the most significant absolute values of gradients. LIME explains a model by
quantifying the model’s sensitivity to changes in the input. CXPlain involves the real labels y to
compute the loss-function values by erasing each feature to zero and normalizes the loss-function
values as the surrogate for ideal explanations for a neural-network to learn. Our methods follow the
same paradigm as L2X and VIBI, which use hard attention to select a fixed number of features to
approximate the output of the original models to be explained. VIBI improves L2X to encourage the
briefness of the learned explanation by adding a constraint for the feature scores to a global prior.
5.2.2 Experimental results
Following the aforementioned evaluation scheme, we report the results in Table 3.
Table 3: Effectiveness of the proposed methods for improving interpretability. We report the post-hoc
accuracy scores with different methods.
No. Method IMBD Yelp P. MNIST F-MNIST
(1) Gradient [29] 85.6% 82.3% 98.2% 58.6%
(2) LIME [23] 89.8% 87.4% 80.4% 75.6%
(3) CXPlain [26]† 90.6% 97.7% 99.4% 59.7%
(4) L2X [6] 89.2% 88.2% 91.4% 77.3%
(5) VIBI [4]∗ 90.8% 94.4% 98.3% 84.1%
(6)
L2X with yˆ
– – 48.8% 77.8% 94.9% 85.3%
(7) Pretraining 97.1% 99.0% 66.3% 89.4%
(8) Weighting 94.3% 87.7% 99.8% 95.4%
† CXPlain uses additional information, i.e., the real label y of samples.
∗ The contribution of VIBI is orthogonal to ours.
From the table, we find that directly adding yˆ to the query Q does not always improve the performance
by comparing Row (4) and (6). Interestingly, for the text classification datasets, adding yˆ leads
to decreased performance, and meanwhile, Pretraining outperforms Weighting. For the image
classification datasets, we have the exact opposite conclusion. We ascribe this phenomenon to
the inherent differences between the two tasks. Firstly, a single word in a sentence is much more
informative than a single pixel in an image. Secondly, the importance of words is more “continuous”,
and in contrast, the importance of pixels is more “discrete” and co-adapting. Intuitively, the function of
E(Y |X M) is smoother and easier to learn for text classification tasks than for image classification
tasks. As a result, as discussed in Section 4.1, it may be hard for Pretraining to learn reasonable
estimations of E(Y |XM) efficiently for images. Thus the performance of interpretability is limited,
especially for MNIST, where the digital numbers are placed randomly compared with F-MNIST,
where the items are aligned better.
By comparing with other baselines (especially L2X with yˆ), we find that Pretraining and Weighting
can outperform most of the benchmarks. We conclude that mitigating the combinatorial shortcuts can
effectively improve the interpretability.
6 Conclusion
Attention-based model interpretations have been popular for their convenience to integrate with
neural networks. However, there has been a debate on the interpretability of the attention mechanisms.
In this paper, we propose that the combinatorial shortcuts are one of the root causes hindering the
interpretability of attention mechanisms. We analyze the combinatorial shortcuts theoretically, and
design experiments to show the existence. Furthermore, we propose two practical methods to mitigate
combinatorial shortcuts for better interpretability. Experiments on real-world datasets show that the
proposed methods are effective. The proposed methods can be applied to any attention-based model
interpretation tasks. To the best of our knowledge, this is the first work to highlight the combinatorial
shortcuts in attention mechanisms.
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Broader Impact Statement
This paper investigates an essential problem of model interpretability, which is crucial for a variety
of real-world (especially high-stake) applications that need transparent decision making such as
medicine, security, criminal justice, education, etc. Deriving more precise model interpretations and
explanations can better reveal how the model works exactly during the decision-making process
and thus alleviate potential errors and biases. Better model interpretability can also enhance model
trustworthiness and generalization ability. One potential risk for improving model interpretability is
that it may make the model more vulnerable to adversarial attacks. However, better interpretability
can also guide the researchers to resign better model defense mechanism. Moreover, as adversarial
attack typically needs 1) knowledge on the model mechanism and 2) data manipulation, the users
should have better access control of their model and data.
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