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Equivalence-Set Genes Partitioning Using an
Evolutionary-DP Approach
Terrence S. T. Mak* and K. P. Lam
Abstract—Computation of transitive-closure equivalence sets
has recently emerged as an important step for building static
and dynamic models of gene network from DNA sequences.
We present an evolutionary-DP approach in which dynamic
programming (DP) is embedded into a genetic algorithm (GA)
for fitness function evaluation of small equivalence sets (with
genes) within a large-scale genetic network of genes, where
. This approach reduces a computation-intensive optimal
problem of high dimension into a heuristic search problem on
candidates. The DP computation of transitive closure forms
the basic fitness evaluation for selecting candidate chromosomes
generated by GA operators. By introducing bounded mutation and
conditioned crossover operators to constrain the feasible solution
domain, small transitive-closure equivalence sets for large genetic
networks can be found with much reduced computational effort.
Empirical results have successfully demonstrated the feasibility of
our GA-DP approach for offering highly efficient solutions to large
scale equivalence gene-set partitioning problem. We also describe
dedicated GA-DP hardware using field programmable gate arrays
(FPGAs), in which significant speedup could be obtained over
software implementation.
Index Terms—Dynamic programming, equivalence set, genetic
algorithm, genetic network, transitive closure.
I. INTRODUCTION
THE RAPID advance in technology such as DNA microar-rays makes voluminous experimental data available [1],
[5] for the analysis and development of models for large-scale
genetic networks comprising several thousands of genes.
Information extraction and reduction to meaningful patterns
from the data has become an urgent but rather computationally
demanding task. In [2]–[4] the idea of partitioning genes into
equivalence sets from a large network was proposed, with
reference to a Boolean model matrix obtained from the
gene expression patterns resulting from disruption or forced
expression. The static Boolean network model based on a
multilevel graph can treat a large number of expression data
and eventually used to develop a dynamic network model, such
as S-system, which can infer the genetic network including a
group of interdependent genes. As one of the most critical steps,
the equivalence sets computation allow effective grouping of
“closed-loop” genes (where the effects of gene “ ” on gene “ ”
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Fig. 1. 30-node genetic network, in which node represents gene and solid
edges represents the causality relations between genes, while the dotted edges
represented the transitive-closure relationships. An equivalence set {1, 5, 6, 9,
14} is shown, where within this set every gene is affecting the others directly or
by transitive closure.
and gene “ ” on gene “ ” coexist in the set), and can be derived
from transitive-closure computation (see Fig. 1). Subsequently,
dynamic models are estimated from the identified equivalence
sets for capturing network behavior [2], [3].
While the transitive-closure computation for an -node
genetic network can be readily obtained by sequential dy-
namic programming techniques such as the Floyd–Warshall or
Bellman–Ford algorithm [6], the procedure is computationally
intensive for practical network size where the network size
is large. A subsequent search to obtain all possible nodes
(where is much smaller than )1 equivalence sets is needed
based on the result of transitive-closure computation. Since the
transitive closure computation is a computationally intensive
task with , it is not efficient and wastes computation
effort to find -node equivalence sets from a large -node
genetic network that requires the computation of
transitive closure for the whole genetic network as an initial
step.
Instead of locating the equivalence set by applying dynamic
programming on the network, we introduce a searching strategy
based on an equivalence set criterion. It is only required to com-
pute the transitive closure for a candidate solution , which is
a small subnetwork from . The high-dimension computation-
ally intensive task is broken down into smaller pieces, such that
1From the example given in [3], the size of the equivalence sets is from two
to five and the network size is 30.
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only a small subnetwork transitive-closure inference is required
instead of a large network.
However, an exhaustive brute-force search for testing all the
possible -node sets of candidates solutions on the equivalence
criterion from an -node genetic network is not viable, simply
because the number of combinations increases drastically.
However, Genetic Algorithm (GA) has long been known to
be a highly efficient global search procedure, more so than
brute-force, provided that a meaningful fitness evaluation for
candidate solutions (or so-called chromosome in a population)
is known [7]–[9]. In this paper, we introduce a hybrid genetic
algorithm dynamic programming (GA-DP) approach, which
provides a more efficient alternative solution such that the
fitness function becomes the equivalence set criterion. The
specific problem in this paper is to maximize the equivalence
set criterion objective function for an -node subnetwork,
which is selected by GA from the whole -node network. The
equivalence set is found when GA converges to the optimal
solution. Instead of locating the equivalence set in a network
by an exhaustive search, the GA-DP approach can reduce the
computation effort in transitive-closure computation and offers
a fast searching strategy.
In Section II, we give an introduction of the equivalence-set
problem. In the Section III, the GA-DP algorithm is presented.
The overview of the GA-DP architecture, with further details
of implementations is presented in Section IV. The simulation
results and discussion are in Section V. Limitations and future
works are presented in Section VI, and the conclusion is in Sec-
tion VII.
II. EQUIVALENCE SET CRITERION
In line with the work in [3], the accessibility relationships of
genes can be represented as a Boolean matrix
where 1 when gene “ ” and gene “ ” affect each other,
otherwise 0. Let the nodes from network be
, and consider a subset
of vertices for some . An equivalence-set is introduced, in
which a set of genes are affecting each other in a group and the
group is assumed to be one gene. To evaluate the equivalence
relationships, it can be based on the transitive-closure matrix
of the original matrix where there is a path from vertex
to vertex in denoted as 1; otherwise 0.
Transitive-closure relationship can then be used to evaluate
a set of genes in the genetic network, whether they belong to
the same equivalence set or not. Suppose we have two genes,
gene “ ” and gene “ ,” if the two genes are forming an equiv-
alence-set , that their corresponding transitive-closure
will be 1 and 1. This can be extended to an equiv-
alence set with genes, such that all pairs of elements in
are fulfilled the condition of an equivalence set which is given
as follows:
if
otherwise
and (1)
Fig. 2. A subnetwork which consists of node {1, 5, 6, 9, 14} is extracted
from the genetic network N . Transitive-closure computation is applied to the
subnetwork; then the total number of edges is 20, as this subnetwork forms an
equivalence set.
Making partition genes into an equivalence set, all genes are
included in only one group. In other words, there are no re-
peating genes in an equivalence set, and no one gene belongs
to more than one equivalence set. The partitioning of a set of
equivalence genes is represented as , such that the
sets are pairwise disjoint, that is , and implying
.
To determine whether a set of genes from the genetic net-
work is an equivalence set, (1) is readily applied. First, a sub-
matrix is constructed from , where is the Boolean relation
matrix for elements in . Then , which is the transitive clo-
sure of , is computed by using dynamic programming. Then,
we can use to evaluate whether the set is an equivalence
set. If two genes are in the same equivalence set, the sum of
their corresponding entries in the transitive-closure matrix will
be two.2 As there are 1 2 pairs of the elements in ,
and if is an equivalence set, the sums of all entries in the
transitive-closure matrix will be 1 . In other words,
the optimal condition is that all the entries in , excluding the
diagonal, are one (see Fig. 2).
III. GENETIC ALGORITHM AND DYNAMIC PROGRAMMING
In [1], the procedure based on dynamic programming to infer
an equivalence set from a network has been outlined that the
transitive closure of the whole network has to be derived as
the first step. After that equivalence sets are extracted from the
transitive-closure network subsequently by identifying groups
of genes affecting each others. Equivalence-set searching is a
time-consuming process due to the computationally intensive
transitive-closure computation. As an alternative, the equiva-
lence-set problem can be formulated as a search problem. The
algorithm intends to search a set of nodes from the genetic net-
work and the equivalence criterion is maximized.
The computation of transitive closure from the candidate set
is only based on the connectivity of vertexes in . There-
fore, we can construct a Boolean matrix represents
the accessibility between genes in . Also an indexing func-
tion is introduced that reindexes the vertex in where
. Therefore, the relationship between matrix and is
given as
(2)
We also denote the transitive closure of as . Based on
the definition of equivalence set given in (1), the objective of the
2If the set fa; bg is an equivalence set, then the transitive-closure R (a; b) =
1 and R (a; b) = 1, thus R (a; b) + R (b; a) = 2.
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optimization is to maximize the number of edges in the transitive
closure of the subgraph that is given as
where and
1 2 (3)
Under this objective function, the evaluation of the candidate
solution, only the transitive closure of the candidate of the equiv-
alence subnetwork is necessary to compute while the subnet-
work is much smaller than the network . However, the
number of possible solutions is increasing exponentially3 with
the network size, though the dimension of the transitive-clo-
sure matrix is reduced. It will also be time-consuming to use
the brute-force approach to enumerate all possible solutions.
A. GA Formulation
GA, which is a well-known efficient heuristic search algo-
rithm, is adopted to search the equivalence set from the network.
The idea is that we let the fitness function to be the objective
function in (2) and using genetic operators to search equivalence
sets from the network. The candidate with a higher fitness score
indicates that the transitive closure of the chromosome has a
larger number of edges. Thus, GA tends to leave more offspring
who have large numbers of edges in the next generation, and
natural selection increases the average density of the chromo-
somes in the population. At the same time, the mutation and the
crossover operators in GA will explore the search space looking
for alternative solution.
There is an interesting class of partitioning problems, which
requires one to partition objects into categories. One of
the categories of evolution programs was based on representing
all objects as a permutation list; special operators can be ap-
plied, and a decoder makes the decisions on the assignments.
However, there are thousands of objects to be partitioned if we
formulate the equivalence-set search problem as a permutation
list optimization. This may lead to a slow convergence, as the
chromosome string is very long. A straightforward approach is
to encode the equivalence set as a chromosome, such that the
size of the equivalence set would be much smaller. The par-
titioning can be represented as a string of integer numbers
, where the th integer is a
gene in the genetic network. The chromosome is a candidate
equivalence set of the network. Therefore, the size of the chro-
mosome only is only the size of the equivalence set, which is
much smaller than the network.
B. Bounded Mutation
Integer chromosome representation is commonly used in
many evolutionary algorithms. However, most of the oper-
ators are dedicatedly designed for meeting the constraint of
the problem or objective formulation. From the equivalence
criterion in (2), the most important constraint for the candidate
solution is that there are no repeating genes in an equivalence
sets. There is no existing general genetic operator to guarantee
3The possible solution space equals the combination of selecting m genes
from n genes; therefore, the solution space equals C .
the chromosome which is always a feasible solution throughout
the evolution. Therefore, we develop the bounded mutation and
conditioned crossover operator, which provide genetic opera-
tion on the chromosomes while the offspring chromosome is
within the feasible domain.
A bounded mutation operator is developed that makes the
new offspring not violate the equivalence-set constraint. As in
an equivalence set, there is no repeating gene within one equiv-
alence set. If we replace the gene randomly in the mutation
process, there is a chance for a gene to appear within one chro-
mosome more than once. It is an infeasible solution for the fit-
ness function. The idea is to randomly replace a node in the
chromosome by a new node which is different from all existing
nodes in the chromosome.
It is defined as follows. For a parent , if the ele-
ment was selected for this mutation, the result is
where
where (4)
where is the complete set of nodes in network and be-
longs to the set of nodes that the nodes in the parent chromo-
some are removed. The bounded mutation generates offspring
with no repeating genes as the new gene belongs to the set
that offspring genes are removed.
C. Conditioned Crossover
The crossover operation has a similar problem that is
faced in the mutation, as random genes exchanging be-
tween two chromosomes will probably result in gene
duplication in the offspring. For two parents are de-
fined as follows: if and
are crossed after the th position, the re-
sulting offspring are
and . However, if
and
, the offspring and will become
an infeasible solution. Therefore, comparison is applied be-
tween every elements of the two parents. If there is a gene
in equal to in , crossover will be prohibited in the
th position of chromosome . Thus, we denote the single
offspring from the two parent chromosome and as
, such that is given as
if
if (5)
The offspring from the two parents generates offspring in a do-
main of the feasible solution that can be evaluated by the equiv-
alence criterion given the parents are feasible set. The following
example is used to illustrate the idea of conditioned crossover.
Example: Suppose we have two parent chromosomes
and . A condition
crossover is applied directly on these two chromosomes and
. Suppose the crossover is at the first position, which means
starting from the second gene in can be exchanged to . As
the gene 19 and 3 in the third and fifth position of that are ap-
pearing in . Then the offspring became .
There was no crossover on the third and fifth position.
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Fig. 3. Pseudocode of bounded mutation. In all pseudocode, we use rand to
represent random generated number in (0,1).
IV. IMPLEMENTATION
Implementation for bounded mutation would start with
preparing a list, which contains indexes of all nodes. Then
remove the node, which can be found in the chromosome,
from the list. Finally, a node is randomly drawn from the list
to replace one of the genes in the chromosome. However,
this approach could be slow and memory consuming, as the
length of the list could be lengthy once the network is large.
An alternative approach is to apply a sorting operation on the
chromosome as first step. After that a new gene can be gener-
ated based on any interval between two genes, so that the new
gene is not repeating with the existing genes. The alternative
approach does not require one to prepare a lengthy list.
The chromosome is sorted as the first step. Then there will
be 1 intervals between the sorted genes,4 as each
gene in chromosome is represented by an integer
value from one to . Then two random numbers are gener-
ated; rand_pos is for deciding which interval to use and the
rand_node is used for generating new integers between the
chosen intervals. Finally, one of the nodes from the chromo-
some is chosen randomly to be replaced by this new node.
The process is repeated for all the chromosomes, which are
subject to mutation. The pseudocode of the bounded mutation
is presented in Fig. 3.
Fig. 4 presents the algorithm for conditional crossover. Con-
ditioned crossover is performed with probability c_rate. After a
first parent has been chosen and has given rise to an off-
spring chromosome in the next generation, a decision is made
whether or not to allow a second parent to recombine with this
new offspring individual. With the probability c_rate for each
chromosome, a second chromosome 1 is selected
from the parental population. A preprocessing task is performed
before the crossover operation is applied on these two chro-
mosomes that it is to ensure that the offspring will not violate
the equivalence-set constraint. A temporary array , which
records whether the elements in the first chromosome has ele-
ments appearing in the second chromosome. The array can
4We represent each gene as a positive integer from one to n. Oncem genes in
the chromosome are sorted, we can havem+1 interval, which is the difference
between two genes (integers).
Fig. 4. Pseudocode of the conditional crossover.
Fig. 5. Software simulation result of the GADP on searching the five-node
equivalence genes from a 30-node network. The dotted line is the best fitness
value while the solid curve is average fitness value among the population in
every iteration.
be accomplished by comparing the two parent chromosomes
and if the element in the th position of the first chromosome
appearing in the second chromosome, 1; otherwise,
0.
V. DISCUSSION
We investigate the potential of the GA-DP algorithm in
searching a small equivalence set from a large genetic network.
Consider a typical network of 30 nodes with one five-node
equivalence set. In this case, the size of the chromosome equals
five, and hence the genes are labeled from 1 to 30. Hence, the
optimal criterion for this problem becomes 20.
As observed from a typical run (Fig. 5) under 100 GA gener-
ations, the GA-DP converges to the optimal solution at the 40th
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Fig. 6. Number of generations versus population size on the GA-DP
algorithm. Two experimental setups were tested; the network sizes are 30 and
50, respectively.
Fig. 7. The comparison on the computation time between the GA-DP and the
transitive-closure (TC) approach from [3] for searching the equivalence set from
network of different size.
iteration.5 In this example, GA-DP is able to locate the equiva-
lence set from the network, which is much larger than the equiv-
alence set. The result is encouraging, as GA-DP is very effective
in searching the equivalence set from a 30-node network.
In another experiment, we investigate the relationship
between the number of GA generations required to find the
equivalence set and the population size of GA. Consider two
experimental setups with networks of size 30 and 50. We
change the population size from 10 to 100. The generations in
which the GA-DP locates the equivalence set are measured.
We randomly generate a network of different topology, and the
equivalence set is placed randomly in the network. For each
population size, we test on 50 different networks. Fig. 6 shows
the averaged results of 50 runs. It can be observed that the
generation number decreases with the population size for both
setups. The curve decreases rapidly when the population size
is ranged from 10 to 30. After that, the generation number de-
creases slightly. In most cases, it appears that if the population
5The population size is 50, the mutation rate is 0.05, and the crossover rate is
0.2.
size of GA-DP is greater than 30, the GA-DP is able to locate
the solution within 100 generations for a network size of 30
and 50. This is attributed to the fact that the large population
size can largely diversify the search space of equivalence set
from a network, and GA-DP can be more effective to locate the
optimal solution with larger population size.
Furthermore, experiments have confirmed that GA-DP scales
well with respect to the size of the network. Fig. 7 presents the
results of the computation time for GA-DP to find the equiv-
alence set from a network of size varied from 30 to 500. The
GA-DP algorithm shows little increase in time for handling a
larger network. On the other hand, we found that the computa-
tion time for original approach,6 which evaluates the transitive
vclosure of the whole network before extracting the equivalence
set, increases rapidly with the network size. From Fig. 7, it is in-
teresting to find that when the network size smaller than 150, TC
spends less time than GA-DP. Since the fitness evaluation and
the genetic operations of GA-DP are approximately a constant
time, the TC spends less time than this constant when network
size is smaller than 150.
VI. HARDWARE IMPLEMENTATION AND LIMITATION
We have implemented the hybrid GA-DP algorithm using
field programmable gates arrays (FPGAs), a real-time custom
computing platform that has seen growing usage for GA [12],
[13]. Intrinsic fine-grained parallelism for the genetic operators,
such as mutation and crossover, in GA-DP are exploited in
digital hardware. Also parallelism is applied in the mutation
and crossover operators. A simple test problem demonstrates
that GA-DP running on an FPGA can outperform a soft-
ware version of the same algorithm [14]. In addition, further
speedup can be obtained by parallelizing the transitive-closure
computation in the fitness evaluation routine so that a Boolean
relation inference network (BRIN) is realized for the parallel
transitive-closure computation. This design can effectively
reduce the computation complexity of transitive closure to
1 from [15].
So far the GA-DP approach has been shown to be effective
to find the equivalence set of small size from a large network.
Currently, we only investigate the case of a single equivalence
set existing in the network. In a more practical manner, mul-
tiple equivalence sets can be identified, which seems to be a
more difficult problem than single equivalence-set searching.
This is because the existing design of GA-DP will converge to
one equivalence solution only. Also, multiple equivalence sets
may create a more complicated landscape of search space, such
that GA-DP may not always reach the optimal solution. It has
been considered as future work.
VII. CONCLUSION
The search of equivalence sets in a large-scale genetic net-
work emerges as an important step in gene expression data
analysis. Our proposed GA-DP algorithm has been shown to
give an efficient solution to this rather demanding computa-
tion problem. A bounded mutation and conditional crossover
6TC approach stands for transitive-closure computation.
Authorized licensed use limited to: Newcastle University. Downloaded on July 07,2010 at 15:29:34 UTC from IEEE Xplore.  Restrictions apply. 
300 IEEE TRANSACTIONS ON NANOBIOSCIENCE, VOL. 4, NO. 4, DECEMBER 2005
operator are introduced for constraint the offspring within the
feasible solution domain. We found that the GA-DP algorithm
can effectively locate the small equivalence set from a large
genetic network in a few generations. Also, the GA-DP is
more efficient than the dynamic programming approach, which
requires to derive the transitive closure of the whole genetic
network when the network size is large ( 150 nodes).
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