Abstract-Power control is important in maintaining the communication link quality under fading and interference situations. In recent years, research on power control has been conducted toward reducing power consumption while maintaining reliable link quality. These previous works, however, did not try to optimize power control algorithms under practical constraints. In this paper, we first observe and provide some insights into the previous works on different aspects of power control schemes. These observations motivate us to propose a new power control scheme which has several novel features: it uses an adaptive optimal quantizer at the receiver for transmitting discrete feedback information and an adaptive quantization scaler/restorer followed by a loop filter at the transmitter. Optimal quantization minimizes the feedback information loss and the additional power control error caused by it, while the loop filter can be designed to achieve the lowest power control error. Optimization of the loop filter requires some computational power. Fortunately, filter self-design capability can be implemented. In that case, closed-loop power control can be seen as an instance of a general channel identification problem. Intuitive explanation, together with analysis and simulation results of the proposed scheme will be given.
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I. INTRODUCTION

P
OWER control is vital in wireless communications. On the one hand, it mitigates the effects of fading channel and multiple access interference (MAI) and/or cochannel interference (CCI) 1 ; on the other hand, it lowers the power consumption and hence the interference to other users. The system capacity is thus increased.
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here. Among them, some focused mainly on alleviating fading effects and assumed smooth MAI (e.g., CDMA uplink) [4] , [5] ; while others focused on the convergence of power levels among cochannel noncooperative transmitters (e.g., TDMA or FDMA) in a static fading environment [2] , [3] , [6] . In all of the literature, two kinds of power control mechanisms, namely, open-loop and closed-loop, are considered either separately or jointly [5] , [7] .
To summarize, open-loop power control is used only against fading, which means that the environment should be interference free, or the MAI is white-noise-like with constant power. The performance of this mechanism depends on the degree of symmetry between the forward and reverse link channels [7] . Closed-loop power control, on the other hand, uses the measured channel and interference information of the link under consideration to control the transmission power [2] , [3] , [7] . Therefore, it is more efficient and suitable for any kind of environment. There are, however, two drawbacks of this mechanism: the feedback delay and the error-prone feedback channel which often degrade the performance. In designing a better closed-loop power control algorithm, our goal in this paper is to minimize the effects of these two drawbacks.
As we surveyed the previous works on closed-loop power control, we found that, amazingly, the same conclusion on the power updating command has been drawn in the two categories of works mentioned above, namely, fading with constant MAI and cochannel noncooperative transmitters with static fading. This power updating command is multiplicative [3] , [4] . In the case where closed-loop power control is used to compensate fading, this is justified by the log-normal distribution of the fading [4] , [7] . In the cochannel interference case, the explanation owes to the exponential convergence of the contractive power vector [6] .
Since the power updating command is multiplicative and the fading channel gain is log-normally distributed, it can be shown that the received signal-to-interference-plus-noise ratio (SINR) is approximately log-normally distributed with the target SINR as its mean (in decibels) [4] , [8] . The fact that the received SINR cannot be perfectly controlled degrades the average bit-error rate (BER) performance. To overcome this situation, a certain power margin proportional to the degree of SINR variation, or power control error, has to be added in order to meet the BER requirement. For this reason minimizing power control error is considered necessary in achieving power efficiency.
One practical constraint imposed on closed-loop power control schemes is the limited amount of feedback information. In the previous works, the discrete power updating command and its meaning seen at the transmitter were determined empirically without proper problem formulation and optimization [4], [7] . Analytically, they should be determined subject to the criterion of achieving the required BER performance with the lowest power consumption given the available feedback bandwidth. This is, in fact, a classical quantization (of the feedback information) problem with the cost function defined according to the power efficiency [9] . Given that the power control error is approximately log-normally distributed, the cost function can be deduced to the variance of this distribution. A minimum mean-squared-error (MMSE) quantization is, therefore, our best choice. To combat the mismatching problem between the quantizer and the time-varying error statistics (due to time-varying fading), power control error measurement can be used to render the quantizer adaptive.
In addition to the optimal quantization which minimizes the quantization-induced portion of power control error, we consider utilizing a loop filter at the transmitter. For one reason, the feedback information is distorted by the quantization and the noisy feedback channel, filtering thus helps in smoothing the feedback and reducing the fluctuation of the received SINR. For the other, we have already addressed that power control is never perfect. The power control error gets fed back to the transmitter and affects the next power update. It then can be shown inductively that the feedback (power control error) process will not be memoryless. When we consider quantization of the feedback information, the overload and granularity [10] effects make the time correlation even more evident. We thus conclude that inclusion of feedback history in the control loop will enhance the power control performance. In other words, the "one-tap" implementation in [2] - [4] and [6] can be improved with higher order filtering. On the other hand, even in the one-tap scenario, the notion of loop filtering can help in analyzing and optimizing the system performance, as we will show in Sections III and IV. Note that loop filtering is in fact a generalization of the variable power control step size concept in, e.g., [11] . This paper is organized as follows. In Section II, detailed system description of the proposed design will be given. We then apply this design to two practical examples: CDMA uplink and cochannel noncooperative transmission in Section III. For each example, performance analysis, together with simulation results will be provided. Section IV deals with the self optimization issue of the loop filter. Finally, some concluding remarks are given in Section V.
II. SYSTEM DESCRIPTION
The system block diagram is depicted in Fig. 1 . Before getting into the details, let us adopt the notations from [4] and consider the simplified power control loop equation dB (1) where is the average received SINR (in decibels) of the th power updating period; is the total number of updating periods needed for the round trip propagation and the processing.
is the power multiplier function depending on the previous SINR error feedbacks which are derived by comparing the received SINR estimates with a predefined target. These feedbacks are quantized and subject to the feedback channel distortion.
is the fading loss averaged over the th updating period, and is typically log-normally distributed.
Equation (1) differs from [4] in a correction term . This correction term is due to the change in the overall noise plus interference power. In the CDMA uplink environment where all users apply power control toward the (same) base station, this correction term is very small because of the near-constant interference power spectrum. Simulation results in [12] showed that this correction term is indeed small compared to the fading variation, and it is log-normally distributed. In the noncooperative cochannel transmission scenario, the cochannel transmitters are power controlled only toward their corresponding base stations. This correction term can be very large. According to [13] , CCI can be approximated as log-normally distributed in the typical range of fading (shadowing standard deviation between 6 and 12 dB), therefore, this correction term is again log-normal.
The equivalent loop model of (1) is shown in Fig. 2 . Under normal operation where the loop is stable (details in Section III), the transmission power is log-normally distributed because of the integration in the transmitter. The slow (shadowing) fading is log-normally distributed; and the MAI/CCI can be approximated as log-normal. Given that the overall interference is MAI/CCI dominant, we can conclude that the received SINR is approximately log-normally distributed in both CDMA uplink and cochannel interference cases.
The components of the entire loop design are shown in Fig. 1 . At the receiver, there are four major blocks pertaining to the power control loop: SINR measurement, SINR comparator, quantizer, and SINR error statistics producer.
• The SINR measurement block can be any SINR estimation circuitry. The accuracy of the measurements depends on the estimation algorithm. Usually higher accuracy can be obtained with higher computational complexity. The length (in terms of transmission symbols) of the measurement period and the rate of the fast (Rayleigh or Rician) fading also affect the accuracy. In practical situations, locally varying random processes such as the additive white Gaussian noise (AWGN) and the fast fading process will be taken care of by forward error control coding (FEC). The information which is important to the power control loop is the average SINR. Therefore, longer measurement period and higher mobile speed (hence higher fading rate) are advantageous for the measurement. However, if the measurement period is too long such that the slow fading process changes too much during this period, the feedback information will become outdated. A tradeoff between the measurement accuracy and the feedback effectiveness thus emerges.
• The second block at the receiver is the SINR comparator.
This block compares the measured SINR with the target SINR defined jointly by the frame error rate (FER) statistics and the SINR error statistics. As mentioned before, the SINR error statistics is approximately log-normally distributed. Given the standard deviation of the SINR error statistics, one will be able to estimate how much the target SINR should be shifted so the BER requirement can be met. The target SINR adjustment is done once for a number of power updating periods.
• The SINR error is computed with high precision and fed into the quantizer and the SINR error statistics producer.
• At the quantizer, an MMSE quantization law (in decibels) is used and the quantized SINR error information is sent to the transmitter in bits. The reason why we use an MMSE quantizer is due to the log-normal approximation of the SINR error distribution. Since Gaussian process is a second-order statistics, we try to minimize the second moment of the SINR error. In this way, the target SINR can be set at the minimum, and the power consumption is reduced. We note that if the feedback channel is noisy, the quantization levels must be optimized with the feedback BER considered [10] . The resulting quantizer will still be MMSE in a quantization/reconstruction sense.
• In order to avoid mismatch between the SINR error distribution and the quantizer, the standard deviation of the SINR error is provided to the quantizer by the SINR error statistics producer. The SINR error statistics producer averages a number of SINR error measurements and produces the standard deviation of the corresponding Gaussian process. This information is used in the target SINR adjustment as well as the quantization. Furthermore, it is sent to the transmitter to adjust the corresponding reconstruction scale. The periodic adjustment of the quantization scale is similar to the adaptive quantization with forward estimation (AQF) [10] . Any AQF algorithm found in [10] can be used. In the simulation, we used, as an example (2) to adapt the quantization, where is the quantization/reconstruction scaler used in the th interval, is the learning coefficient, and is the SINR error variance estimated via averaging in the th interval. Since we only need to convey the second-order statistics and the quantization adaptation is done less frequently as compared to the power updates, the standard deviation is assumed to be stored with high precision and encoded with FEC. The feedback error probability and the inaccuracy of this information will be ignored. When the fading statistics are slowly varying, this standard deviation can be further differentially encoded to save the feedback bandwidth.
At the transmitter, there are three main components: quantization scaler, loop filter, and power multiplier.
• The quantization scaler reconstructs the SINR error from the received feedback bits. There is a normalized reconstruction table built in the quantization scaler which is optimized with respect to the SINR error distribution (lognormal) and the feedback channel BER. Since the SINR error statistics is Gaussian in decibels, the scale of the reconstruction levels depends only on the standard deviation passed from the receiver.
• The reconstructed SINR error is directed into the loop filter. This is where the history of the feedback gets exploited. The loop filter should be designed so as to maintain the stability of the loop. On the other hand, careful design of this filter can give minimum power control error. The loop filter design issues will be addressed later. Although the feedback is quantized and has only a few levels, the output of the loop filter does not have this restriction. Computation inside the loop filter is done with higher precision, so is the power multiplier. In practice, finer output power levels can be achieved with voltage controlled amplifiers. However, if the power level quantization is not fine enough, an additional quantization error should be considered. In this paper, the output of the loop filter as well as the power multiplier will be treated as continuous. To conclude the system description, we provide some intuitive justifications for our design. The entire design is based on the fact that the received SINR is approximately log-normally distributed. With such a Gaussian distribution in decibels, the power consumption and the feedback quantization can be optimized with MMSE. The only parameter needed to be passed around the system for reconfiguration is the second-order statistics, therefore, adaptation can be achieved with low additional overhead. Target SINR adjustment can also be estimated through this information. Lower power consumption and higher system capacity are thus obtained.
At the transmitter, a loop filter is applied to smooth the distorted feedback, enhance the system performance and stability, and exploit the memory of the feedback. The way the quantization levels are set also helps in minimizing the steady-state SINR variance given fixed feedback bandwidth. The rationale stems from the property of MMSE quantization that there are finer levels in the lower range of SINR error. In the scenario of noncooperative cochannel transmission, once the power vector is close to convergence, resolution of the quantization becomes better and the power vector fluctuation becomes less severe. Application examples of the proposed power control algorithm are provided in Section III.
III. APPLICATION EXAMPLES
A. CDMA Uplink
In the CDMA uplink scenario, assuming that the user population is large and all users are power controlled, the MAI plus AWGN power is approximately constant with its strength depending on the number of users. Given a fixed SINR target, the resulting steady-state loop model can be simplified from Fig. 2 to Fig. 3 . In this model, , is the power control error, and , , are the measurement error, quantization error, and feedback error, respectively. They are all randomly distributed. Among the latter three error terms, the measurement error depends on the channel estimation algorithm and the received SINR. The quantization error depends on and its standard deviation . The feedback error is a function of both and the feedback channel BER . The round trip loop delay is assumed to be power updating steps with depending on the application. For example, can be on the order of tens to hundreds in satellite communication; while it is usually one in terrestrial systems. In the loop filter block, we consider a filtering function which needs to be designed to achieve the smallest while maintaining the loop stability. It is obvious that the mean of is zero since all inputs have zero means. To get the steady-state standard deviation of , let us first consider the three error terms. In the steadystate, the received SINR is distributed around the (fixed) target SINR, so can be treated as a stationary process with its variance depending only on the channel estimation algorithm. For simplicity, we assume that a simple averaging algorithm is used. Since in this case the measurement error is dominated by AWGN, it is reasonable to assume that is independent identically distributed (i.i.d.) with constant variance . We further assume that the feedback BER is fixed, and denote the normalized variances of the quantization error and the feedback error by and . These two errors are uncorrelated when a Max-Quantizer (i.e., MMSE Quantizer) is used [10] , which is the case we are considering. The variances of and are then and , respectively. According to [10] , the net result caused by these two errors can be further minimized if the feedback BER is known. The advantage of this kind of re-optimization, however, is not significant when is small . Thus it will not be considered in this paper.
The value of can be easily found in a Max-Quantization table. , however, is correlated with . The feedback error depends on the feedback bit mapping, and is given by (3) where denotes the reconstruction level and is the quantization input decision interval, both can be found in a Max-Quantization table.
is the conditional probability that will be received when was sent. For memoryless feedback channels, we have (4) where is the number of bits per feedback, and is the Hamming distance between the -bit codewords representing and . In this circumstances, is i.i.d. The steady-state power control error variance can be upper bounded by assuming i.i.d. and independent and (5) where is the normalized spectrum of and (6) is the loop gain. This inequality can be rearranged to approximate the steady-state power control error variance in (7), shown at the bottom of the page, and find the optimal minimizing when a certain filter form is given. To this end, the choice of MMSE quantization which minimizes is justified. Loop stability is also a major concern. The characteristic function of this loop can be derived from (6) (8) which can be checked by using the Jury Stability Test [14] .
Similar stability analysis was also derived in [15] and [16] . It is worth mentioning that the stability constraint only applies to the systems without transmission power constraint. When the transmission power is limited, the growing power control error resulting from the instability will finally render the equivalent loop gain small enough to keep the system operating on the boundary of the stability region. This kind of "saturated" operation is not welcome for its large power control error, as we will demonstrate later for the long feedback delay scenario.
To verify the analysis and illustrate the loop filter design issues, we consider a simple example where a first-order loop filter is used. Other parameters are: 2-bit power control error quantization, feedback BER 10 , and the round trip delay . The slow fading model is the same as in [4] . That is, the fading process in decibels is Gaussian independent-increment , with the standard deviation of the increment equal to 1 dB. We assume that the SINR measurement is perfect so . For this particular case, we have from (7) (9) where (10) The condition of stability for this case is , therefore, we plot the standard deviation of the power control error with respect to in this region in Fig. 4 . From Fig. 4 , it can be seen that is convex with respect to and there is a point with minimum . This result is not surprising since is infinite on the boundary of the stability region, while it is affected by at most the second-order of within that region. The lowest power control error happens around .
In the same figure, we also depict the simulation result of the proposed design with its quantizer adaptation period equal to 20 power control iterations. The quantizer adaptation follows (2), with the learning coefficient set to 0.9 to reduce the adaptation excess error. The two curves in the plot basically follow the same trend except for a small discrepancy. This is due to our assumption of independence between and in the analysis. When is small, the weight of the quantization error in (9) is small. So the two curves are very close to each other, with the simulation result being higher due to the adaptation excess error. As increases, the quantization error affects the performance more. The analytical result, as mentioned before, becomes an upper bound. It is also seen from the figure that the adaptive scheme somehow manages to maintain much lower power control error than the upper bound when is very close to one. The stability range of the adaptive scheme is, therefore, expected to be wider.
Simulation Results: The simulation results regarding different fading conditions with constant MAI are shown in Fig. 5 . The parameters for this simulation are: feedback BER , round trip delay (terrestrial). The quantization/reconstruction scale updates once per 20 power control iterations with its learning coefficient . The fading process is Gaussian independent-increment. The standard deviation of the increment ranges from 0.5 dB to 2.0 dB. Throughout the simulation, we focused on the effects of feedback quantization and loop filtering and assumed perfect SINR measurement. In practice, there will be a nonzero measurement error process depending on the SINR estimation algorithm used. In any event, the adaptive quantizer will optimize the system by adapting to the overall power control error. If the SINR measurement error is not i.i.d., it will have to be considered in determining the loop stability condition. In order to have a common ground for performance comparison, the target SINR is fixed at 8 dB for every simulation. 50 000 power control iterations were simulated for each instance.
We tested with five schemes. For the conventional case with one power control bit (PCB) and fixed quantization, the quantization/reconstruction scaler was one while the loop filter gain was set so that each time the transmission power was adjusted dB. The scheme with two PCBs and fixed quantization took the same quantization/reconstruction scaler and loop filter gain as its one-PCB counterpart. For the adaptive schemes with constant loop filter (i.e., one tap), the loop filter gain , as was determined in the previous optimization. An adaptive scheme with two PCBs and a two-tap filter was also simulated. Its loop filter was obtained through two-dimensional optimization. In the simulations of the adaptive schemes, the quantization/reconstruction scaler was initialized to one.
In Fig. 5(a) , we first show the received SINR histograms of the proposed schemes. As shown in this figure, the log-normal approximation is quite accurate, therefore, the use of the MMSE criterion is justified. Through simulation we noticed that the lognormal approximation does not fit well for the fixed schemes when the mismatch between the quantization and the fading parameters is large. For this reason, the performance will be com- pared in terms of the 1% received SINR . This 1% SINR indicates the amount one needs to shift the target SINR in order to meet the 1% outage probability requirement. In our example, if the demodulator/decoder imposes an SINR requirement for maintaining a certain BER, the target SINR will have to be raised by dB, which reflects an increase in the average transmission power (not necessarily dB since the averaging is done in the linear domain).
From Fig. 5(b) , it is shown that the adaptive schemes outperform the fixed schemes except when the fading is mild and the mismatch between the fixed quantization and the fading is small. The performance improvements of the adaptive schemes become larger as the fading gets severer. As expected, the cases with two PCBs have higher than those with one PCB. It is however important to note that the gain by using more PCBs decreases as the number of PCBs increases [17] .
In the simulation, we assumed that the quantization scaler at the transmitter was updated perfectly. In reality, this long term update requires additional feedback bandwidth. When we compare the fixed scheme with two PCBs and the adaptive scheme with one PCB, it is immediately seen that the adaptive scheme is allowed 20 bits per quantization scaler feedback, because there are 20 power control iterations per quantization scale adjustment. This guarantees high precision even when a rate 1/2 FEC is applied. The use of the adaptive scheme (with one PCB) subject to limited feedback bandwidth, however, is preferred only when the fading increment standard deviation is larger than 1.5 dB.
Finally, the performance when using a two-tap loop filter is also compared. Due to the assumption of independent-increment fading, the power control error process is almost i.i.d., so the improvement by using a two-tap loop filter is very limited. When the fading increment is correlated, the benefit of two-tap filtering is expected to be more visible [see Fig. 11(b) ]. Fig. 6 shows the impact of the MAI intensity on the CDMA uplink scenario. Same independent-increment fading model and power control parameters as in Fig. 5 were used for every user. The fading increment processes for different users were assumed independent but with the same statistics (standard deviation dB). In addition, the CDMA processing gain was 64, and the modulation was BPSK. From this figure, it can be seen that the 1% SINR decreases very slowly with the number of users in the range we simulated. Indeed, with the processing gain and the BPSK modulation which decreases the MAI by another factor of two, the change in the MAI intensity is very small compared to the fading variation. Similar results were also shown in [12 Fig. 1 and 2] . When the number of users was increased beyond this range, the CDMA network failed to support the same 8-dB target SINR for every user. The relation between the performances of different power control schemes, in the meanwhile, remains similar as before.
The effect of long propagation delay was examined by applying the proposed design to a geostationary (GEO) satellite communication system. For this example, the satellite was used as a bend pipe, so the round trip propagation delay for power control was about 0.5 s. The power control updates happened every 50 ms. Hence, including the time required for measurement and processing, the total delay was power updates. Due to such a long delay, the stability condition becomes very restrictive. For a first-order loop filter, the stability condition is . Evaluations similar to Fig. 4 were proceeded to obtain the optimal loop filters. The resulting firstand second-order loop filters were and , respectively. The simulation results of the GEO satellite application are shown in Fig. 7 . In this figure, except the long delay 11 and different loop filters for the adaptive schemes, other parameters are the same as in Fig. 5 . Note that the independent-increment fading process (with time unit equal to 50 ms) was chosen to simplify the model and consist with the previous examples. This assumption may be pessimistic. Fig. 7(a) , again, shows that the log-normal approximation is pretty accurate. As shown in Fig. 7(b) , the adaptive schemes basically follow the same trend as in Fig. 5 . The fixed schemes, however, behave very differently. To explain the behaviors of the fixed schemes, we first note that their loop filter is , which is not in the stability region. These schemes, as we have mentioned previously, are always stable for their transmission power adjustments are limited. In other words, fixing the dynamic range of the transmission power adjustment is equivalent to decreasing the effective loop filter gain as the power control error increases. Once the effective loop filter gain touches the boundary of the stability region, the power control error will stop growing; and the steady-state power control performance depends on the dynamic range of the power adjustment. The scheme with one PCB outperforms the scheme with two PCBs because it has smaller dynamic range when the two schemes have the same quantization/reconstruction scaler. Similar results were also shown in [17] when the loop delay was larger than a certain value. For completeness, the performances of the fixed quantization schemes with various loop delays are depicted in Fig. 8 . The crossover between the two curves at a certain loop delay is shown clearly in this figure. As the fading increment (hence the power control error) increases, the aforementioned effective loop filter gain may fall inside the stability region from the beginning, and the performance is again dominated by how well the transmission power adjustment can track the fading process. In this situation, the fixed two-PCB performance becomes better than the one-PCB one. Fig. 7 (b) also shows that there is a region where the fixed one-PCB quantization is close to the optimum. In this region, the adaptive one-PCB scheme is slightly worse than the fixed one due to the adaptation excess error. The utilization of a two-tap loop filter is, again, not necessary under such a fading model. Finally, it is worth noting that, unlike Fig. 7(a) , the log-normal approximation does not fit well for the fixed quantization schemes. 
B. Cochannel Noncooperative Transmitters
For the cochannel interference case with distributed power control algorithm applied to all cochannel transmitters, the CCI plus AWGN power level is changing dynamically. If we assume that the system is CCI dominant and the AWGN can be ignored, the equivalent loop model is shown in Fig. 9 . In this figure, is the change of the average CCI power (in decibels) between two consecutive steps, that is, . The dashed loop depicts the relation between the cochannel transmitters. It is assumed that the round trip plus processing delays from the transmitter-receiver pair under consideration to any other cochannel pairs are approximately the same as the delay in the considered loop itself. The coefficients of the CCI path gain are random processes depending on all of the interpair fading processes and the power updating algorithm. Network stability can be checked by transmitting a power impulse in any link, and see if the response becomes zero eventually.
For simplicity, we consider the constant fading case and assume that the error processes , , and are all zero. We further assume that the entire network has already attained an equilibrium and we are going to send an impulse from one of the cochannel transmitters and check at the corresponding receiver whether the impulse response is finite length. The transfer function of this link ( in Fig. 9 ) is (11) with the characteristic function being (12) The network is stable if all zeros of this characteristic function are within the unit circle.
In the case of the traditional cochannel power control problem [1] - [3] , [6] , there is zero processing delay ; and the transmitter updates its power exactly following the feedback . is now a constant depending on the channel gains. We have the characteristic function for this case (13) which has both zeros inside the unit circle if . As the channel gains are all positive, we know that must be greater than zero. Therefore, the network stability condition becomes , which is similar to the condition on the spectral radius of the channel gain matrix derived in [1] - [3] , [6] .
As to the power control performance, the previous analysis (5) still applies.
in (5) is now replaced by (14) and the characteristic function is (12). As we have said, the CCI gain is a complicated composite random process depending on the cell size, user positions, fading, power updating algorithm, target SINR, etc. Deriving an exact analytical expression for such a function is not possible. We will, therefore, rely on simulation to obtain numerical results.
Simulation Results: We start this section by establishing the cochannel network model. In the simulation, a hexagonal cellular system with frequency reuse four was considered. Around a central cell, we considered six cochannel cells in the second tier. In other words, a total of seven cochannel cells were simulated. In each hexagonal cell, a base station was situated at the center, a cochannel mobile was then generated as uniformly distributed in that cell and fixed throughout the simulation. Path distance loss obeyed a decay law with exponent four, and its gain was normalized to unity at (1/100)th the distance from the base station to a cell corner. We avoided in the simulation to have mobiles situated closer than this 1/100 reference distance.
Since there is a channel induced stability problem in the cochannel power control scenario, independent-increment fading is not suitable. It always drives the network unstable after some iterations. We considered instead a stationary fading process with log-normal distribution and 8-dB standard deviation. Temporal correlation of the fading was modeled as first-order Markov, and it was characterized by an autocorrelation factor . Finally, fadings on different transmitter-receiver pairs were assumed independent. The power control parameters were the same as the terrestrial application in the CDMA uplink section, and the fading autocorrelation considered was between 0.91 and 0.99. The cochannel cells executed the same power control algorithm in a synchronous fashion. To determine the loop filters of the adaptive schemes, we simulated with different loop filter tap-weights and fading autocorrelations. For the one-tap filter case, the resulting stability region is , which is shrunken by the CCI gain and the correlated fading increment. The optimal filters for minimum power control error are also different from those in the CDMA uplink case, and they drift slowly with the fading autocorrelation. In the range we simulated, and gave roughly the lowest mean squared power control errors, respectively. Therefore, they were used in the comparison. Fig. 10(a) shows the SINR histograms of the adaptive schemes in the cochannel interference environment. When the fading temporal correlation is high that the SINR fluctuation is mainly due to the quantization induced cochannel user interaction, the log-normal approximation is no longer accurate. From Fig. 10(b) , we however can see that the MMSE guideline still produces performance enhancements. In this figure, the configurations of the fixed schemes are the same as before. This figure, again, shows that the two-PCB fixed quantization scheme suffices under mild fading , when the feedback bandwidth is constrained. With correlated fading (or fading increment), the use of the two-tap loop filter is also justified.
IV. SELF DESIGN OF THE LOOP FILTER
In the previous examples, the selection of loop filter relies on either numerical analysis or simulation. These approaches impose extra computation on the system design, and may not give exact optimization as it is very difficult to consider all the error processes, not to mention that the fading statistics are timevarying. Fortunately, as Fig. 4 shows, the power control error is a convex function of the loop filter gain within the stability region. This suggests that the loop filter may also be adjusted adaptively. In that case, the loop filter works like a channel identifier. As we can observe from Fig. 2 , the construction we have now differs from an ordinary system identification model in that our prediction of the channel is an accumulated version of the filter output. The feedback is distorted and delayed, and the driving process to the filter is the feedback itself. Despite these, the system identification principle remains the same.
To see how the loop filter adaptation can be implemented, we adopt the constant MAI analysis for simplicity, and drop the error processes. The steady-state power control error variance of (7) can be written as (15) and the characteristic function is still (8) .
Now if we consider a transversal loop filter with its tap-weights denoted by , , where is the order of the filter, a characteristic polynomial can be obtained. The system stability is maintained if all zeros of the characteristic polynomial are within the unit circle. Let us denote by and , , the zeros and the coefficients of the polynomial. The characteristic polynomial can be seen as a continuous mapping between the domain of zeros and the domain of coefficients excluding . The stability condition is , , which is a connected region in . This means that the stability region of the coefficients is also connected. In other words, there is only one stability region of the filter tap-weights. Within this region, if we fix all tap-weights except for one which is left variable, (15) can be used to compute the power control error variance as a function of this coefficient. The shape of this function, as intuition suggests, is convex, at least for the low-order filters we have evaluated. This result guarantees the validity of gradient search for the global minimum when the loop filter is first order. For higher order filters we have no proof at this moment whether this result implies a single minimum. The simulation results, however, strongly suggest so.
To implement the gradient method, standard adaptive filtering techniques can be applied. We use in the following the LeastMean-Square (LMS) [18] algorithm as an example. For this setup, the loop filter tap-weights are adapted with (16) where is the step-size parameter. Fig. 11 shows the simulation results regarding the filter order and adaptation. In this figure, only the cases with two PCBs are shown. Except for now there is only single user (cell), the power control and fading parameters are the same as in Fig. 10 . The systems utilized, in addition to adaptive quantization, the above LMS algorithm (16) with step size 2.5 10 . The step size can be chosen to increase the convergence speed of the filter tap-weights or reduce the steady-state error. More importantly, it must not destroy the system stability. The stability condition of the step size depends on the fading model, the quantization, the filter order, etc., and is difficult to determine analytically. We used simulation to search for the stability region. The step size used here is more on the fast convergence side. For every simulation, the loop filter was initialized with all zero taps, then 50 000 power control iterations were simulated.
In Fig. 11(a) , the log-normal approximation is verified for even the mildest fading condition. Fig. 11(b) shows that, with such an exponentially decorrelating fading, using more than second-order filtering does not improve further the performance.
V. CONCLUSION
In this paper, we first identified the bandwidth-constrained closed-loop power control problem as an instance of the classical quantization problem with minimization of the feedback information loss as its objective. Based on this objective and the statistical characteristics of the fading channel and the MAI/CCI process, we proposed a simple adaptive closed-loop power control design. It was shown that the log-normal approximation of these processes renders the power control error process lognormal, which reduces a great deal of the system complexity and the feedback overhead. In order to smooth the quantized feedback information, exploit its memory and optimize the power control performance, a loop filter was further introduced. Resembling to a general system identification problem, the optimization of the loop filter can be achieved on-line in a self design fashion. The extra computation for system optimization is, therefore, held at minimum. To summarize, the proposed design is able to minimize the power control error adaptively and improve the performance over the conventional fixed power control algorithm.
