The LHC's Run3 will push the envelope on data-intensive workflows and, since at the lowest level this data is managed using the ROOT software framework, preparations for managing this data are starting already. At the beginning of LHC Run 1, all ROOT data was compressed with the ZLIB algorithm; since then, ROOT has added support for additional algorithms such as LZMA and LZ4, each with unique strengths. This work must continue as industry introduces new techniques -ROOT can benefit saving disk space or reducing the I/O and bandwidth for online and offline needs of experiments by introducing better compression algorithms. In addition to alternate algorithms, we have been exploring alternate techniques to improve parallelism and apply pre-conditioners to the serialized data.
Introduction
The need for lossless data compression within the HEP community has grown significantly as the amount of data collected, transmitted, and stored has increased throughout the LHC era. Over the next two years, the community is preparing for Run 3 (2020 Run 3 ( -2022 . During these years, the LHC will increase both energy levels and instantaneous luminosity, increasing the size of each event and putting further pressure on the storage systems.
As the community needs to push boundaries, we observe more interest in specializing the lossless compression algorithms used by ROOT. Historically, ZLIB has been used for all HEP data as it is a general-purpose algorithm. However, the problem faced by production (high compression ratio needed, significant CPU per event available) is very different from most analysis (less constrainted by total volume but little per-event CPU available); we have found these cases may match alternative, specialized algorithms better than the general-purpose ZLIB. This paper is organized as followed: Section 2 gives overview of ROOT compression algorithms.
It introduce, explains and compares performance of four different compression libraries: ZLIB, ZLIB-CF, LZ4 and ZSTD. Section 3 describes results of ROOT compression algorithm's benchmarking. Figure 1 : ROOT I/O schema. Data laid out logically into "branches" and "entries" (corresponding to columns and rows in a table) are serialized, column-wise, into buffers. These buffers are then compressed and written into disk as part of a ROOT file. The structure containing the buffers are referred to as 'baskets'.
ROOT compression algorithms
Reading input in ROOT RIO subsystem consists primarily of decompression and deserialization operations. Compression and decompression are significant for ROOT I/O (see the Figure 1 ) and are a ROOT core functionality. The compressed baskets entries (green entries on the Figure 1 and a part of the logical structure of a ROOT file) present a number of advanced compression or decompression possibilities such as simultaneous read and decompression for the multiple physics events.
The available set of compression algorithms in ROOT are:
(i) ZLIB -a LZ77 comprocessor with Huffman coding [6] .
(ii) LZMA -one of LZ77 compressors, with significantly larger dictionary sizes compared to ZLIB and additional support for the repeatedly used match distances. Its output is encoded with a range encoder, using a complex model for probability prediction [8] .
(iii) Custom ROOT compression algorithm. This ZLIB-like compression algorithm, dating back to the 1990's, is used only for ROOT backward compatibility.
For data compression, we have previously expanded the available set of compression algorithms in ROOT to cover a wider part of the performance phase space, specifically oriented to improving read speeds for analysis), shown on a Figure 2 .
(i) LZ4 -a LZ77 compressor with a fixed, byte-oriented encoding and without Huffman coding pass [7] [9].
(ii) ZSTD -a LZ77 algorithm supporting dictionaries, specialised by a large search window and entropy coding stage, using fast Finite State Entropy (tANS) or Huffman coding. [4] In this article we would like to focus on comparison of compression algorithms, resulting in a new, analysis-oriented, default algorithm for ROOT in the latest development release, such as LZ4, significant improvements of the compression speed of the prior default algorithm, such as ZLIB-CF, and initial work on integrating a best-ofbreed algorithm into ROOT, such as a ZSTD compression algorithm. 
Cloudflare Zlib
This section describes a high performance modifications of Zlib compression algorithm for Intel/ARMv8 processors and adopted in ROOT.
Classical deflate compressed data format consists of a series of blocks, corresponding to successive blocks of input data. To be short, each block is compressed using a combination of the LZ77 algorithm and Huffman coding. Performance hotspots for Zlib were identified as a adler32 checksum calculation and crc32 hash generation.
For systems supporting Intel SSE4.2 and AVX2, as well as NEON vector extentions in case of ARMv8, crc32 instructions are improving both hash performance and hash calculation quality. Both factors results in a the speed improvements of the hashing operations, and also improves the string-matching time for zlib. The same idea was used behind adler32 checksum generation widely used in zlib. Here SSE4.2 mm sad epu8() can be used for byte sums and for accumulation of the byte sums could be used SSE-style shuffle-adds. Zlib uses a hash table for look up of the location of previous occurrences of a given string in the sliding history window. For the fast compression levels (1-5), improved Zlib hashes all elements as quadruplets, having hash entry map to a match of four. This is a reason of reduction of a hash chain and better the quality factor for each match, while Zlib provides only the opportunity to match to length of three (triplets). In addition, on the systems supporting Intel SSE4.2, AVX2 for Intel & Neon for ARMv8, it was used crc32 instruction to provide a faster hash function.
Zlib code base has a long history starting from 1995 and has previously been optimized for a set of old platforms and compilers. Excessive loop unrolling was one the efficient pattern in past, but not anymore needed for the modern processors, which are capable better scheduling of resources and executing instructions simultaneously. In Zlib it is widely used in the adler32 and crc32 computations. In zlib-cf, for the adler32 computation, it was reduced the unrolling factor from 16 to 8, and for crc32 computation, it was reduced from 8 to 4.
Finally for ROOT 6.18.00, we have contributed a set of patches for improving Zlib performance as shown in Figure 4 and 5. The performance results provided on these figures were measured on an Intel R Core TM i7 Haswell laptop equipped with SSD and supporting Intel R SSE 4.2 and AVX2 instruction-set ( Figure 4 ) and Intel Haswell Intel R Xeon R E5 v3 server.
For the aarch64 platform was used ARCH64+CRC32 HiSilicon's Hi1612 processor (Taishan 2180) supporting Neon and hardware implementation of crc32 instructions ( Figure 5 ) kindly provided by CERN Techlab.
As a basis for developments was used sources of Cloudflare ZLIB [2] and its extended version CMS-ZLIB-CF [3] from CMS software stack. Both performance and compatibility with multiple platforms were further improved by DIANA-HEP. The new version is referred here and below as a "CF-ZLIB". CF-ZLIB will be available in ROOT 6.18.00.
Figure 4:
Compression speed improvements from the CF-ZLIB patch set on a laptop and server platform. Note that, on the laptop platform, the speed of a high level of compression (CF-ZLIB-6) is now similar to the previous speed for the lowest compression level (ZLIB-1).
LZ4
LZ4 is lossless compression algorithm, providing high competitive compression and decompression speed. One of the key features for it is an extremely fast decoder. It is a high speed compressor shipped together with LZ4 and called LZ4 HC, is available now in ROOT starting from ROOT version 6.14.00, trading customizable CPU time for compression ratio. The main difference with regular LZ4 is that the HC version makes a full search, in contrast with the fast and not precise scan of the "regular" version LZ4. It results in a compression ratio typically improved by 20%.
Significant improvements in LZ4 compression ratio inspired us to use LZ4 HC in ROOT. One of the disadvantages is an extra overhead that makes the compression speed impacted: the HC version is actually slower than the LZ4-1, a fastest setting for LZ4, but still giving an advantage comparing to ZLIB-1 (see the comparison on Figure 2 ). During tests of LZ4 as a default compression algorithm in ROOT was discovered a "corner case" for LZ4. One of the weak sides of LZ4 is a compression of small chunks of data, reported by user in case of TTree generated with variable-sized branches embed an "entry offset" array in their on-disk representation. Simplest solutions are usage of the compression pre-conditioners or dictionary compression (you can read more about it in the ZSTD section).
Pre-conditioners help to arrange bits of the values to compress sequences for primitive branches in ROOT TTree more efficiently. In case of pre-conditioners, the best algorithms that rearranges typed, binary data for improving compression ratio are:
(i) Shuffle -integrated byte shuffle pre-conditioner (available in Blosc [10] )
(ii) BitShuffle -integrated bit shuffle pre-conditioner (available in Blosc [10] ) Preliminary results is showing the promising results( Figure 6 ). It is a promising result that shows that LZ4 can outperform ZLIB by better compression ratio, while compression time should be still optimized. 
ZSTD
The initial promise of Zstandard [4] [5] was that it would allow users or software frameworks to replace their existing data compression implementation (e.g., for example for the ROOT, it is Zlib or LZ4 depending on ROOT version) with improved compression ratio, compression speed, and decompression speed. A new interesting features offered by ZSTD and considered to be competitive comparing to other algorithms, are bigger block size, compression dictionary support and many others.
The block size for ZSTD is now 256 KB, which it is eight times larger than the size of the Zlib window. Additional effort by ZSTD developers was put into an optimisation of the data transformations that were designed to outperform the Zlib compression. With search history limited to 32 KB, profiling of Zlib showed a lot of redundant operations that could be better optimized. Meanwhile ZSTD is able to analyze larger history and achieved reduction for the number of transformation stages allows to save in CPU capacity, memory, and latency. This improvements could be very interesting for the data and storage management for the software frameworks, in terms of Run 3 requirements provided by LHC experiments [5] .
The top level feature of ZSTD is a dictionary generation. A dictionary makes it possible for the compression algorithm's compressor to start from a meaningful state instead of an empty one. It makes compression much more effective, even when compressing a small amount of data, such as a few hundred bytes. The dictionary is generated by analyzing sample data, presuming that the rest of the data to compress will be a similar. As a part of distribution process, dictionary could be provided along as a part of ROOT file.
All together, these and many others features make ZSTD a powerful and flexible compressor engine that was developed and widely used by top industry companies as Facebook. ZSTD can outperform Zlib and provides the benefits that could be useful in multiple HEP scenarios that were traditionally difficult for "classical" compressors.
Preliminary investigation results for ZSTD is shown at the Figure 2 and Figure 3 .
