Abstract-Former research on automatic exploration of ASIP architectures mostly focused on either the internal memory hierarchy, or the addition of complex custom operations to RISC based architectures. This paper focuses on VLIW architectures and, more specifically, on automating the selection of an application specific VLIW issue-width. An accurate and efficient issue-width estimation strongly influences all the important processor properties (e.g. processing speed, silicon area, and power consumption). We first compare different methods for estimating the required issue-width, and subsequently introduce a new forcebased parallelism measure which is capable of estimating the required issue-width within 3% on average. Moreover, we show that we can quickly estimate the latency-parallelism Pareto-front of an example ECG application with less than 10% error using our issue-width estimations.
Highly customized application specific instruction-set processors (ASIPs) are increasingly used in products requiring programmability, high-performance, and/or a limited energy consumption. Several industrial strength tool-flows, e.g. [2] [3] [4] [5] [6] , are available to specify such processors, however, the exploration of design-space trade-offs is generally left to the user. Only a few approaches have been presented to automate the design space exploration, but they all assume that an existing architecture is used as a starting point. After selecting this starting point, two strategies are generally considered, growing [4] [5] [6] [7] [8] [9] , i.e. extending the initial architecture until no further performance is gained, or shrinking [4] [5] [6] [7] , [10] , [11] , i.e. removing the (almost) unused components from the architecture until performance is lost. Both approaches show substantial area, energy, and temporal performance improvements over the starting-point designs. Shrinking and growing can be time-consuming processes, depending on the method used to evaluate the different architectural solutions. Selecting a good search strategy is therefore an important step towards reducing the required design-time.
Through analysis of different kinds of hand crafted designs utilizing the target VLIW technology [12] [13] [14] [15] , we found that the processor area is distributed on average as follows: 30-40% is occupied by the VLIW data-path, 25% by program memory, 25% by data memories, and 10-20% by the register files. Moreover, the data memory and register file sizes (35-45%) are largely determined by the application mapping, while the program memory size (25%) is largely determined by the VLIW issue-width, and specifically the number of operations that can be executed in parallel by the VLIW. The data-path size is substantially influenced by the issue-width, but also by some other design choices such as instruction-set selection and custom operations. Moreover, the issue-width influences not only the memory and data-path sizes, but also their speed and power consumption. This makes selecting the correct issuewidth a critical part of the VLIW ASIP design.
This paper focuses on estimating the minimal VLIW issuewidth that guarantees the required performance of the target application. In the past, several methods have been presented for estimating the issue-width of a VLIW ASIP [16] [17] [18] [19] [20] [21] . They estimate the issue-width required for obtaining a specific maximum latency when executing a specific part of the application. Similarly to most of the previously proposed algorithms, we also work on basic blocks, i.e. application parts with single entry and exit points. The control-flow of the application is not considered. In our method, we can account for both basic blocks and larger application parts (e.g. superblocks or hyperblocks). This is possible because our method is independent on the precise scheduling algorithm and will work at any granularity, as long as the scheduler is deterministic.
This paper addresses two very important issues not addressed in the previous works. Firstly, we investigate various methods, including new one, for estimating the required issuewidth without having to completely schedule the application, and provide a quantitative comparison of these methods. Secondly, we assess the advantage of the newly proposed method over the existing when the ASIP development environment is a black-box. The previously presented methods of growing and shrinking can require many runs of a timeconsuming scheduling or synthesis process. Scheduler runs are especially costly in our framework, because we can only use the compiler for our ASIP development environment as a black-box. Compiling the a relatively small target application for a given processor configuration and simulating the resulting application mapping can already take 1-2 minutes. This makes the exploration time strongly dependent on the selection of an appropriate exploration strategy and its startingpoint. This paper compares several existing, as well as, newly proposed strategies for finding the required issue-width, and we investigate the required number of scheduler runs for each of them. This paper is organized as follows. Section II briefly intro-duces the existing methods for VLIW issue-width estimation and discusses the related research. Section III provides more detail on the considered parallelism estimation methods and presents a quantitative comparison. Section IV presents different exploration strategies to find the required issue-width. Section V discusses the extensions of the method to account for the control-flow. Section VI concludes the paper.
II. ISSUE-WIDTH ESTIMATION
Traditionally, the issue-width decision for a VLIW processor has been based on an analysis of the available instructionlevel parallelism in the target application. Previous research [16] [17] [18] , [22] focused mostly on computing the average parallelism that can be obtained for a specific application on an unconstrained platform, only considering the true dependencies imposed by the target application. Wall [17] being a notable exception, focussing on the upper-bound of parallelism over traces of a complete applications. More recently, Cabezas and Stanley-Marbell [20] published a method for computing the distribution of parallelism across a program's execution. They showed that, in some cases, over 80% of the programs execution stream provides a parallelism that is an order of magnitude smaller than the mean value. Our goal is to provide real-time performance, it is therefore important that enough parallelism is provided for the high-performance parts of the application, even when these parts are only a small portion of the application. In order to better quantify the high variation in parallelism Theobald et. al [19] defined their smoothability metric. This metric provides a score from 0-100%, a program which exhibits short bursts of high parallelism separated by long sequential sections will get a low score while a program that has a more evenly distributed parallelism will obtain a higher score.
While both the parallelism distribution and the smoothability metric do provide insight in the parallelism variability of a whole program, they only provide a lower-bound on the parallelism required for obtaining a specific performance. Our method attempts to compute the exact parallelism required for obtaining a specific performance for a given program part with real-time constraints. The computed parallelism can be translated directly in an issue-width requirement for a VLIW ASIP, or can be explored as part of a high-level design space exploration such as the data-memory organization exploration.
In this paper, we will compare several methods to compute instruction-level parallelism based on their appropriateness for issue-width estimation and their computational complexity. The considered methods are as follows: 1) Average parallelism (AP) [16] [17] [18] , [21] , [22] , computed by dividing the number of operations by the expected latency of the program (part). 2) Force based parallelism (FBP) a contribution of this paper introduced in section III-A2. 3) Maximum parallelism (MP) [20] , [21] , computed by finding the maximal number of operations which can be scheduled in parallel.
4)
Required parallelism (RP) [17] , [21] , computing the minimal upper-bound on the parallelism as required for scheduling an application part within a given latency bound.
In order to ensure practical relevance of our solutions and provide more control on the issue-width estimation by the end-user, we have added the option of explicitly constraining specific types of hardware resources in the exploration. Common uses of this are constraining the number of ports on the data memories and/or constraining the number of instances of specific (costly) resources (e.g. a maximum number of dividers).
III. PARALLELISM ESTIMATION
This section introduces three different methods for providing a quick estimate of the parallelism of an application, including our novel force based parallelism, and presents the results of our experimental research with these methods.
A. Methods 1) Average parallelism: Perhaps the most commonly used measure to estimate the parallelism of an application is the average parallelism. It is computed by dividing the number of operations by the required latency and provides a lower bound on the required issue-width.
2) Force based parallelism: Another estimate of the required issue-width can be computed using a concept found in Force Directed Scheduling [23] .
During force directed scheduling, a distribution graph is computed from ASAP-ALAP schedule intervals as the sum of the probabilities of all operations executed which may be executed for each given cycle. An example is shown in figure 1 . Both operations v 1 and v 3 can be scheduled at 3 different moments as shown by their ASAP-ALAP schedule interval in figure 1b. Their scheduling probability is therefore 1 /3 for each cycle. The distribution of the summed scheduling probabilities is shown in figure 1c . The maximum of the distribution graph can be used to estimate the parallelism. For example, from figure 1c one will find the value of 1 2 /3, which could lead to the conclusion that a parallelism of 2 is an appropriate solution. Computing the force based parallelism for the 8 point IDCT algorithm results in a value of 7.85, closely corresponding to the required parallelism of 8.
It should be noted that the force based parallelism does not provide an upper nor lower bound on the parallelism. Figure 1 shows an under-estimation while 2 shows a graph that results in an over-estimation. In this example, the operation v x can be scheduled in parallel to operations v 1 and v 2 . This results in a FBP of 2.5 whereas the required parallelism for this graph is only 2. More extreme cases, resulting in larger overestimations, can be constructed in a similar fashion. 3) Maximum parallelism: The maximum parallelism [21] can be computed in a way that is similar to the computation of the force based parallelism. The only difference being that all nodes are counted with the same weight and that the length of the schedule interval is not taken into account as shown in figure 3 . Computing the maximum parallelism for the example DFG shown in figure 1 results in a parallelism of 3, a parallelism which cannot be obtained in any valid schedule of the DFG, but which, when provided, does guarantee the required latency. Potential parallelism graph used in computing the maximum parallelism for the example DFG given in figure 1a.
Care should be taken though when computing the maximum parallelism under resource constraints, as the minimal schedule latency will increase due to the added constraints.
B. Experimental results
All three methods for estimating VLIW issue-width have been implemented at the IR level of the LLVM compiler framework [24] and used to compare their respective quality as an approximation of the required issue-width. The experimental results have been analyzed using R [25] .
The experiments reported in this paper have been performed on a set of 3667 basic blocks taken from an MPEG4-SP encoder application. This application contains a representative set of basic blocks showing different kinds of processing. Each of these basic blocks was taken as a separate experiment and the parallelism was estimated for it's ASAP schedule. Almost all these basic blocks fall within the range of 1-150 operations but there are several larger blocks with sizes up to 1279 operations (e.g. fdct). In the experiments, all three parallelism estimation methods have been applied to each of the basic blocks with and without adding a constraint on the number of parallel memory accesses. The memory constraint was selected as a common example of an explicit resource constraint and other resource constraints (e.g. constraining costly function units) can be added in a similar fashion.
The experiments have been grouped as unconstrained and constrained cases, referring respectively to the experiments without and those with the added resource constraint. Figure 4 shows a box-plot of the results obtained from our experiments normalized to the required parallelism (RP) of each basic block found through a full search.
• From our experiments we found, as expected, that the AP provides a lower-bound on the VLIW issue-width required for executing the application, while the MP provides an upperbound. The AP underestimates the RP, on average by 7% independent of the presence of extra resource constraints. However, this under-estimation of issue-width can be up to a factor of 8.9x as shown in our experiments. The MP provides an overestimation of up to two orders of magnitude and, on average, 31% for the unconstrained and 72% for the constrained experiments. The FBP delivers the most accurate estimation, on average resulting in a 3% overestimation for the unconstrained and a 6% overestimation for the constrained experiments. The worst-case result for FBP is an underestimation of the required parallelism by 5.2x.
C. Conclusion
From our experiments, it follows that the average parallelism usually provides a quite accurate view of the issuewidth requirement of an application. However, in the worst case, it underestimated the required issue-width by a factor of 8.9x.
We also conclude that, the maximum parallelism provides an upper bound with a large error margin. We therefore consider the maximum parallelism to be less useful for a direct issue-width estimation. However, as it will be shown in the next section, the maximum parallelism can be used to create an improved search strategy for finding the required parallelism.
Finally, we have shown that the force-based parallelism estimation is more precise than the average parallelism estimation and has a much smaller worst-case deviation. Our force-based parallelism measure should therefore be the preferred method for making initial estimates of the required parallelism.
IV. VLIW ISSUE-WIDTH EXPLORATION
The required issue-width can be computed both using growing and shrinking strategies, where growing is the most common [4] , [7] [8] [9] strategy for exploring parallelism. However, applying a linear search for finding the optimal issuewidth that guarantees a given latency may not be the best choice since this requires Φ RP iterations of the scheduling algorithm, with Φ RP equal to the required parallelism.
Another possibility, when an upper-bound to the parallelism is known, for example through computing the maximum parallelism, is to perform a binary search, which requires a number of scheduler iterations logarithmic to the size of the considered parallelism range.
Both the previous work (e.g. [17] ) and our initial experiments have shown that the required issue-width Φ RP usually has a relatively small value in comparison to the maximum parallelism Φ M P , often even smaller than log Φ M P . For example (cf. figure 5) , a naive growing technique would find the Φ RP in 8 scheduling steps. A binary search strategy starting on the range 1-Φ M P would also require 8 scheduling steps. Starting the growing technique at the average parallelism Φ AP improves the performance of the growing strategy by reducing the number of required scheduling steps to 4. Similarly, changing the range partitioning within the binary search algorithm can help in improving the average performance of the binary search strategy. For example, dividing the solution range into the lower-third and upper-two-thirds partitions results in 5 scheduling steps. Furthermore, it is also possible to select the first pivot independent of the division strategy of the remaining ranges. Using the force-based parallelism Φ F BP as first pivot, and to continue from there with a balanced binary search, results in 4 scheduling steps. Finding the best startingpoint and search strategy are therefore critical to an optimal performance of the required parallelism estimation.
A. Possible search strategies
As stated above, two main search strategies are possible, linear search and binary search. Several starting points are possible for both of them. This section will further explain the different possibilities for both strategies.
1) Linear search: Both growing and shrinking strategies can be combined with linear search depending on the selected starting point. The simplest approach is to start at a parallelism of 1 and increase the parallelism until a satisfactory latency is obtained.
A faster way to obtain a single design point satisfying the latency requirements is to start from a measure which is closer to the final result. Both the average parallelism and the force based parallelism are good candidates for this. However, both Φ AP and Φ F BP are fractional numbers which makes the selection of the rounding strategy important. The average parallelism can be rounded up to the next integer since it provides a lower-bound. However, deciding upon the rounding for the force based parallelism estimation is not so straightforward as it can both over-and under-estimate the required parallelism. In our experiments we therefore provide the results for separate experiments using either rounded up (ceil Φ F BP ) or rounded down (floor Φ F BP ) values as starting points.
A downside of starting at Φ F BP is that, if the initial estimate provides us with a satisfying result, it is required to verify that this is the optimal result, which requires an extra run of the scheduler with a parallelism of one less. This extra scheduler run can be avoided if Φ AP and Φ F BP are equal since this implicitly verifies optimality by proving that Φ F BP is in fact the minimal value in such cases.
2) Binary search: This method requires a starting range and a rule for selecting the pivot. Only one reasonable starting range is available from our parallelism estimation methods which can provide both upper-and lower-bounds for the required parallelism. However, the balance of the search and selection of an initial pivot are critical to the performance of the binary search, as shown in the example accompanying figure 5 . Both the balance of the search and the selection of the initial pivot have therefore been explored in our experiments. The first set of experiments with the binary search strategy varies the search balance, through a parameter α of the algorithm. The second set of experiments with the binary search strategy used Φ F BP as initial pivot and was performed for the same values of α. Algorithm 1 shows how such an unbalanced binary search can be implemented using a balancing parameter α while using Φ F BP as first pivot.
B. Experimental results
For our experiments we used the same framework and benchmark set as was used for the comparison presented in the previous section. We have again grouped the experiments as unconstrained and constrained cases, referring respectively to the experiments without and those with the added resource constraint. This time we focused on the number of scheduler runs required for finding the required parallelism for obtaining an ASAP schedule. We did not count the extra scheduler run required for determining the ASAP latency of the blocks. The results of our experiments are presented in table I. The results of the binary search strategy with Φ F BP as initial pivot are only shown for an α of 2 as variations in α had negligible influence on the number of scheduler runs.
It should be noted that the quality of our results is strongly dependent on the quality of the internal scheduler. Our im- Φmin ← Φpivot + 1 8:
Φmax ← Φpivot Φpivot ← Φmin + ⌊(Φmax − Φmin)/α⌋ 12: end while 13: return ΦRP ← Φmin plementation uses a list scheduler but other schedulers can be used as long as they provide a deterministic result. From the many available list-scheduler heuristics [26] , we selected the dependency height as main criterion and we prioritize loadoperations in order to increase the scheduler's freedom for scheduling shorter sequences. We found that using this combination of instruction selection criteria we can obtain a high quality result 2 without sacrificing computational complexity. 2 On average within 3% of the actual required parallelism as computed using an optimal scheduler based on constraint programming [27] Observe that it is possible to achieve higher quality results using more effective scheduling algorithms, but at the cost of their higher computational complexity. Our RP method only requires that the scheduler is deterministic, but is otherwise independent of the specific scheduling algorithm used.
C. Conclusion
Using a binary search strategy with the FBP estimate as the first search point to find a single design point for a parallelism-latency trade-off optimization results in the fewest required search steps. In our experiments this resulted in a 11% reduction from the currently used method of linear search from the average parallelism for the unconstrained experiments and a 6% reduction for the constrained experiments. We therefore recommend using a combination of our FBP metric with binary search when looking for a single design point, but recognize that the full Pareto-front is more interesting in many cases. Computing the Pareto-front requires a full linear search.
V. APPLICATION LEVEL ANALYSIS
The methods presented above for VLIW issue-width estimation effectively provide useful results, but they only provide information based on analysis of specific basic blocks within the application. However, constructing a VLIW ASIP capable of running a complete target application requires predicting the issue-width for larger parts of the application code. Two solutions are possible for this issue.
Firstly, it is possible to compute the required parallelism for larger application parts [17] by extending the currently used scheduling algorithms to work with super-blocks or traces. Such an extension of our current method is straight forward, as our approach is independent of the scheduling algorithms used internally. This approach can also be used when integrating more complex scheduling techniques such as software pipelining.
Secondly, the information provided by the analysis of the basic blocks can be combined with a high-level information on the control-flow of the application. This can be achieved in many ways, especially if further information on the issuewidth versus latency trade-off is known for each basic block. In particular, combining the Pareto-fronts of several basic blocks allows us to extend our issue-width estimation to account for larger application parts.
The total execution latency of the application's control-flowgraph can be computed for a specific issue-width by adding the execution latencies of its various blocks (basic blocks or superblocks), weighted by their execution counts. The execution counts of blocks can either be obtained through static analysis or by profiling of the application. Initial experiments on a small ECG application [15] have shown that this method is capable of predicting all three points of the latency-parallelism Pareto-front, shown in table II, with less than 10% error in less than one second. Our initial analysis of this example case has shown that main source of inaccuracy can be found in a) the abstractions of the LLVM IR (e.g. static-single-assignment form) at which the estimation is performed, and b) the lack of intra-block optimizations (e.g. speculation). VI. CONCLUSION
In this paper, we presented and compared three methods for estimating the required VLIW issue-width of an ASIP for a target application. We have found that our force based parallelism estimation proposed in this paper provides a 3% over-estimation on average, outperforming the commonly used average parallelism estimation regarding both the average and maximum error. Moreover, our algorithms can be controlled by the ASIP designer to account for resource constraints such as the maximum number of instances for a specific type of function unit (e.g. a divider), etc. We have also presented several different strategies for obtaining the required VLIW issue-width for a specific latency and were able to reduce the number of required scheduler runs by 11% on average. We also found that the parallelism-latency tradeoff is often more important. Using the parallelism-latency tradeoff information, we were able to predict the execution time of an ECG application with less than 10% error within a fraction of the time required when exploring the issue-width using the ASIP development framework. This way, we substantially improved the effectiveness and efficiency of automatic design space exploration for VLIW based ASIP architectures.
