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ABSTRACT

Author: Zhou, Tian. PhD
Institution: Purdue University
Degree Received: August 2018
Title: Early Turn-taking Prediction for Human Robot Collaboration
Major Professor: Juan P. Wachs
To enable natural and fluent human robot collaboration, it is critical for a robot to comprehend
their human partners’ on-going actions, predict their behaviors in the near future, and plan its
actions accordingly. Specifically, the capability of making early predictions can allow robots to
determine the precise timing of turn-taking events and start planning and executing preparative
tasks to take the turn. Such proactive behavior would save waiting time and increase efficiency
and naturalness in collaborative tasks.
To that end, this dissertation presents the design and implementation of an early turn-taking
prediction framework, centered around physical human robot collaboration tasks. The prediction
framework leverages multimodal communication cues (both explicit and implicit cues) to reason
about human’s incoming turn-taking intentions. After such intent is recognized, the robot would
proactively engage interaction with the human to accelerate the turn switch process, aiming to
increase collaboration fluency.
The developed framework was evaluated in two important scenarios, the first one is healthcare
where a robotic scrub nurse delivers surgical instruments to surgeons in the operating room. The
second one is manufacturing where a robotic assembly assistant delivers assembly parts and tools
to the human worker on the manufacturing floor. Throughout the comprehensive evaluation, it was
found that the proposed turn-taking prediction framework outperformed the state-of-the-art
computational alternatives in its accuracy and earliness of spotting out the correct human turntaking intention. When compared to homogeneous human teams’ performance, the proposed
algorithm is found to yield better prediction accuracies when partial temporal information is
available. Such behavior indicates the proposed algorithm’s advantage in recognizing an
underlying human intention that is not fully revealed yet, thus featuring its “early” capability. The
robotic assistants equipped with turn-taking intelligence has been found to generate higher

xxi
collaboration fluencies, shorter task completion times, more proactive behavior, and higher level
of trust with robot partner, compared to the alternatives without such capability.

1

1. INTRODUCTION

Turn-taking is a key component in interpersonal collaboration. In its most fundamental
configuration, the turn-taking process is defined by two agents and a task, where each agent takes
turns to work on the collaborative task. Turn-taking determines the timing, the roles and the basic
structure in scenarios such as conversations [1], group problem-solving [2] and shared control [3].
In the course of a collaboration, each participating agent needs to analyze the task in progress and
the ongoing communication cues of their peers, in order to determine whether, when and how to
take the incoming turn. Uncoordinated turn-takings will result in transitions with long gaps,
overlaps and conflicts, breaking the collaboration flow. On the other hand, a fluent, natural and
coupled turn-taking process can enhance collaboration efficiency [4], improve task performance
[2], [5] and strength communication grounding among team members [6].
There has been work on turn-taking modelling and analysis, most of that research focused on JustIn-Time (JIT) [7]–[9] or Right-Before (RB) turn-taking [10]–[12]. The problem with these
approaches is that they don’t grant enough time for the turn-taking agent to plan its action, thus
causing delays and affecting collaboration fluency [13]. This problem is exacerbated in highly
dynamic environments such as surgery and high-speed assembly lines. The capability of predicting
turn-taking intentions early on is referred as Early Turn-Taking Prediction (ETTP). Additionally,
existing turn-taking algorithms are not scalable to multiple time-resolution [14], [15], multiple
modalities [16] and multiple scenarios [17].
These challenges will be addressed through a new computational framework, where turn-taking
process is modelled continuously and simultaneously among modalities. Natural and fluent turntaking involves continuously detecting and analyzing small and ambiguous communication cues,
aggregating confidences, and performing general actions concurrently within the other agent’s turn,
and before one’s own turn starts. As evidence is reinforced from the events leading to the turntaking, the general actions are combined in a meaningful way; or alternatives are modified and
adapted to the new reality. Such continuous modelling would allow a turn to be predicted early on,
and consequently re-planning.
The methodology proposed has not been attempted before due to the many challenges associated
with the turn-taking problem. Human turn-taking involves detecting small pieces of multimodal
information and combining them in the right temporal and spatial scale, so they point at a unique
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intention. How to model these vague dependencies and how to resolve the synchronicities among
multiple modalities is an open research question [18]. To address this question, a computational
framework which combines cognitive-based reasoning, automatic pattern mining and robust
multimodal fusion will be developed. The knowledge gained from the presented approach will
bridge research gaps and innovate proactive systems in manufacturing, military and healthcare
areas.

Significance
Robots have been successfully integrated to peoples’ work environments in a variety of settings in
the form of collaborative robots (co-robots). For example, robotic assistants have been deployed
in manufacturing [19], education [20], therapy [21] and healthcare areas [22], [23] to improve
productivity, well-being and safety of human beings. In the near future, robots are expected to
interact with humans in closer proximity and in more challenging areas, such as the Operating
Room (OR). However, the main gap with the current robotic systems is their inability to infer
human’s social cues and behave in a corresponding manner. This has a number of ramifications,
and one being the lack of proactive behavior during a collaborative task [24]–[26]. Since robots’
physical motion execution cannot catch-up with the speed of computation, robots need a
significant amount of time to plan and execute actions [27]. If robots would be able to predict the
co-workers’ intentions and start motion planning early on, human’s waiting time can be reduced
and the overall team performance can be increased [28]. Moreover, since the robot can take the
initiative to engage interaction autonomously, it is one step towards full autonomy. When robots
become fully autonomous, human presence will be more meaningful in terms of collaboration,
rather than supervision or intervention as of now.
The proposed early turn-taking prediction framework can be applied to a number of scenarios
relevant to human-robot teamwork. The first scenario is manufacturing, where robots assist human
workers by delivering assembly parts and tools. While the procedure and the sequence of assembly
parts are known, predicting the operators’ needs beforehand (e.g. drills, screwdrivers,
measurement tools) and adapting robot actions to changes (e.g. a faulty part is found and needs
replacement) is key for operational effectiveness [29]. Another area that would benefit from this
work is serious gaming. As games move gradually from the seat-monitor paradigm to an
interconnected, AI-type, multi-user, physically active and immersive setting, it becomes crucial
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for artificial agents to predict human peers’ intentions and take initiatives accordingly to the
collective behavior [30]. Understanding how to infer human partners’ intention from voice, gesture,
and physiological signals can enhance team cooperation and overall gaming experience. Finally,
contributions of this work would be reflected in performance arts. For example, in heterogynous
music ensembles, it is critical for robots and musicians to understand subtle communication cues
in order to coordinate when turn-taking starts by playing a saxophone or a piano [31].
In this thesis, the two testbeds adopted for system implementation and validation are healthcare
and manufacturing. In the healthcare scenario, a robotic scrub nurse that can perform fluent turntaking actions with surgeons will be developed. The robotic nurse should be able to understand
surgeon’s implicit and explicit communication cues, infer turn-taking intentions and collaborate
proactively by delivering and retrieving surgical instruments before the explicit request is evoked.
Similar capabilities go to the robotic assembly assistants, which can predict human worker’s turntaking intentions and provide assembly parts and tools correspondingly. The proposed turn-taking
prediction algorithm serves as a core module in the envisioned systems and enables intelligent
human robot collaboration.

Research Questions
This dissertation tries to address research questions about the prediction of human partner's turntaking intentions in an early stage. More specifically, the research questions are introduced below.
1.2.1 Research Question 1 (RQ1)
How to identify meaningful patterns for turn-taking behavior in manual tasks?
This question is about developing algorithms which can automatically mine relevant turn-taking
patterns among multimodal signals and context cues. Those salient patterns can be leveraged to
infer human’s turn-taking intentions in the domain of physical human robot collaboration. In this
domain humans and robots take turns to work on manual tasks such as surgery and assembly.
1.2.2 Research Question 2 (RQ2)
How to integrate multimodal behavioral signals to predict turn-taking intentions early on?
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A critical requirement for fluent turn-taking is to predict intentions early on and adapt actions
accordingly. The purpose of this question is to design a computational framework for early turntaking prediction.
1.2.3 Research Question 3 (RQ3)
How does turn-taking awareness influence human robot collaboration fluency?
The purpose of this question is to use a set of metrics to evaluate the human robot collaboration
fluency between humans and robots with and without turn-taking mechanisms.

Contributions
This dissertation makes the following contributions:
1) Primary contributions:
a. Developed an automatic process to identify salient turn-taking patterns for human
robot collaboration in manual tasks.
b. Proposed a new framework: The Early Turn-taking Prediction Framework (ETPF)
which can reason about human’s turn-taking intentions early on.
c. Validated the turn-taking scheme proposed in terms of collaboration fluency
metrics.
2) Secondary contributions:
a. Conducted experiments to collect a turn-taking dataset in the surgical and assembly
scenarios.
b. Evaluated the performance of the proposed ETPF framework against various
algorithmic benchmarks and human baseline.
c. Presented a formal definition of collaborative task and related turn-events as
foundation to characterize the turn-taking dynamics between humans and robots.
d. Designed a multimodal human robot interaction system in the surgical and
manufacturing scenario.
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Summary
This chapter introduced the motivation of the research in the context of turn-taking problem in
human-robot collaboration. Then, the significance and the key research questions of this
dissertation were presented. The reminder of this dissertation is organized as the following. In
Chapter 2, a review of the relevant literature on turn-taking analysis is presented. Chapter 3
presents the proposed methodology for turn-taking analysis. Chapter 4 includes the experimental
design and result discussion. Finally, Chapter 5 concludes this work and presents future work.
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2. LITERATURE REVIEW

This chapter presents literature analysis relevant to the turn-taking theme. Turn-taking in
collaborative work is reviewed in section 2.1. Then modelling and synthesis of communication
cues in turn-taking are discussed in section 2.2. Common evaluation metrics for HRI and HRC
systems are presented in section 2.3. In section 2.4, handover tasks are discussed in detail. Finally,
section 2.5 summarizes the scope of the literature.

Turn-taking in collaborative tasks
Understanding human-human turn-taking is necessary for designing human-robot turn-taking
protocols. Experienced human teams have shown the best turn-taking skills and strategies so far.
Therefore, human-human turn-taking is discussed first, followed by human-robot turn-taking.
2.1.1 Human-human turn-taking
Turn-taking is a fundamental way that humans organize interactions with each other. Humans have
developed delicate turn-taking skills, which have been investigated by cognitive scientists and
linguistic communities to determine what it takes to be successful in this. Whether it is a natural
or an acquired skill is one of the main subjects of research among those communities.
Cognitive science perspective
From the cognitive science perspective, human-human turn-taking routines are essential in motherinfant gaze interactions and it was found that deviations from the expected turn-taking process lead
to an increased anxiety in infants [32]. In the context of problem solving among children, different
turn-taking strategies were compared and it was found that the level of achievement was highly
dependent on turn-taking strategies adopted [2]. A comprehensive overview of turn-taking studies
from the psychological perspective can be found in [33]. All these and recent work [34] reinforces
the concept that turn-taking is a natural and fundamental behavior among humans, and has a great
impact on emotional and individual rapport [35].
(Para) linguistic perspective
Turn-taking has been studied extensively by the linguistic and communications communities.
Linguistic structures, semantics and syntax were observed to understand the flow of turns in

7
conversations. Change-of-speaker recognition was studied in dyads [10], multiparty settings [36]
and under uncertainties [8], [37]. Additionally, paralinguistic cues have also been studied in turntaking setting. It has been shown that human communication is a multimodal process [38]–[44].
When people play interactive games (e.g., card games) or work together (e.g., sequential assembly),
they rely on non-verbal and implicit communications cues to coordinate turn-taking [45]. Such
non-verbal communication cues include gestures [46], haptic [3], gaze shift [47], [48] and eye
blinks [47], [49].
2.1.2 Human-robot turn-taking
The principles guiding turn-taking behavior learned from humans have been used to guide the
study of human-robot interaction in teamwork. When robotic assistants are designed to work
alongside human workers, they are expected to both understand and express natural turn-taking
behaviors [50]–[52]. Thus, human-robot turn-taking problem focuses on two themes: 1) enabling
robots to understand human’s communication cues and predict their turn-taking intentions and 2)
enabling robots to exhibit natural turn-taking actions to be better perceived by humans.
Human turn-taking understanding
This part is concerned about how to enable robots to infer and understand human’s turn-taking
intentions [53], [54]. In a study conducted by Strabala et al. [55], 89% of subjects expressed the
turn-taking intention clearly through indicators, which can be spotted out. If indications directly
associated with intentions are clearly manifested, then turn-taking intentions can be predicted from
those indicators. In this context, certain human communication cues have been investigated to
study turn-taking intentions, such as gaze [48], gesture [16] and speech [10].
Task context was also used to predict turn-taking. For example, in human-robot collaboration in
cellular manufacturing [56], the task was decomposed by hierarchical task analysis into
independent operation, synchronized cooperation, simultaneous cooperation, and assisted
cooperation. The type of collaboration task was then used to coordinate the turn-taking between a
human worker and the robot based on this task decomposition. Additionally, context of
conversation was used to predict listener back-channels. Listener back-channels are the feedback
shown by the listener such as head nods or utterance like “ok” and “uh-huh” [57].
Robot turn-taking action
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Enabling robots to exhibit natural turn-taking actions is challenging because there might be several
ways (e.g., variant in time and location) that a robot can hand back the turn to a human, but only a
few of them would appear natural and fluent as of human-human turn-taking [58]. Inspired by
human turn-taking patterns, non-verbal communication cues were implemented on the robot to
express turn-taking intentions. Gaze has been investigated due to its high correlation with turntaking switch action [59]–[61]. The usage of facial expression for turn-taking was studied on a
robot whose eyebrows and mouth can be controlled independently via servo motors to generate
expressions like smiling or frowning [62]. Robot body movements were used to convey its
intention and emotion to the human partner in dancing [63]. Musical tunes have also been studied
to allow robots express intention and emotion [64]. Hesitation arm motions were studied for the
purpose of conflict resolution in collaborative tasks [65]. Last, the effects of robot’s non-verbal
social cues and behaviors were analyzed [66] and it was found that implicit non-verbal
communication positively impact human-robot task performance. The metrics used involved
understandability of the robot, efficiency of task performance and robustness to communication
errors.
2.1.3 Timing in turn-taking
A critical requirement for fluent turn-taking coordination is for agents to predict turn-takings
beforehand [1] and plan their behavior accordingly. Specifically, robots which perform physical
interactions with humans need enough time to plan and execute their motions [27] as part of the
interplay between the robot and the humans. Therefore, being able to make predictions and start
motion planning as early as possible would save human partners waiting time [52], [67]. During
collaboration, such early-prediction behaviors would minimize mutual silence (both parties
relinquish the turn) and mutual conflict (both parties attempt to seize the turn simultaneously),
leading to a more synchronized turn-taking interaction [68].
Timing of multimodal turn-taking interaction was studied using Timed Petri Nets (TPNs) for
collaborative game solving with a humanoid robot [12], [60]. Wu et al. [14] studied how to
combine short-term and long-term temporal cues to resolve varying time resolutions among
features. Gaze patterns and respiration levels have been investigated to estimate the timing of turntaking in multi-party conversation settings [56, 57].
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Timing of turn-taking has also been investigated in heterogynous music ensembles, where robots
and musicians understand subtle cues from each other in order to coordinate when turn-taking
starts [31]. In such a scenario, timing becomes critical to achieve harmonic and synchronized
music playing.
2.1.4 Anticipatory robot control in turn-taking
Once the robot understands turn-taking intentions, it needs to incorporate such knowledge in its
motion planning in order to yield proactive behaviors. The first step in anticipatory robot control
is to understand human activities, which were accomplished by analyzing human’s gaze patterns
[67] or motion structure [69], [70]. Anticipation under task ambiguity [71] and uncertain time
delays [72] were also investigated. All such anticipation results were used to trigger the motion
planning algorithm to achieve proactive behaviors. Robots which can anticipate human activities
and adapt their actions accordingly were developed and shown to yield better interaction than
reactive baseline systems [28]. However, none of such anticipatory behaviors was conducted in
the context of turn-taking scenario in the works reviewed.
2.1.5 Turn-taking models and frameworks
An illustration of a turn-switch process is given in Figure 2.1. This figure characterizes the process
where a human hands over a turn to the robot collaborator. Human focuses on the main task first,
then starts exhibiting implicit communication cues (i.e., the information conveyed as unintentional
behavior and is not deliberately communicated [66]), then explicit communication cues (i.e., a
person has the goal of sharing specific information with the peer [66]). After all the cues are
expressed and human relinquishes his turn to robot, there is typically a gap in which neither part
holds the turn (i.e., the waiting region). After that, robot takes the turn to continue working on the
task.

10

Figure 2.1 Illustration of a turn-switch process.
Different models have been proposed for turn-taking analysis. Based on how early a turn-taking
event is analyzed (measured in percentage of full event), the models can be broadly categorized
into right-before [10]–[12], just-in-time [7]–[9] and early turn-taking algorithms. Previous work
focuses on just-in-time and right-before turn-taking, where decisions regarding turn-taking
coordination is only made when the explicit turn-taking cues are nearly completed. As such,
communication channels like speech [10], gesture [16], and gaze movements [48] are explicitly
manifested. Such explicit communication cues are indeed highly correlated with turn-taking
actions, but only within a short window of time (a few seconds). To understand human’s turntaking intentions early in the process, it is necessary to study the implicit communication cues
and/or task context. In this regard, it was known that turn-taking intention is expressed
continuously from the beginning of an interaction through implicit communication cues such as
proxemics, emotions, pose and common understanding of task objective and progress [73]. Such
forms of implicit communication cues are often ignored, which constrains the prediction time and
therefore the available time to plan effectively. That is, most models can predict a turn-taking event
right before the event occurs [11]. This is where this dissertation fills a gap.
A comprehensive overview of the state-of-the-art turn-taking models is presented in Table 2.1.
The main scope of this table is to compare how early a turn-taking event is detected, the modalities
involved, and the collaboration agents, as factors existing or missing in turn-taking models, to
guide the design of the proposed turn-taking framework. As illustrated, this dissertation focuses
on early turn-taking, and also has a multimodal approach.
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Modeling and synthesis of turn-taking communication cues
Robots need to understand the natural turn-taking cues that humans exhibit during regular
interpersonal communications [74]–[79]. Such cues are expressed through a number of modalities,
including gestures, speech, and gaze. These multimodal turn-taking cues are discussed in section
2.2.1. Extraction of relevant turn-taking patterns from the multimodal signals is presented in
section 2.2.2. Synchronization and integration of multimodal patterns is discussed in section 2.2.3.
And last, machine learning frameworks for early prediction are discussed in section 2.2.4.
2.2.1 Communication modalities
Humans use multiple modalities simultaneously in communication [38], [40], [80]. Consequently,
turn-taking cues are expressed through multimodal signals. Different modalities have been studied
within the context of turn-taking, including speech [10], [81]–[83], prosody [7], [11], [84], gaze
patterns [7], [9], [83], [83]–[85], gestures [9], [84], [85], mouth motions [86], head motions [7],
[83], [87], haptics [85] and respiration [86].
2.2.2 Patterns in human to human communication
Turn-taking understanding requires determining relevant patterns from multimodal signals. Such
patterns can be extracted through domain experts or automatic data mining algorithms. Some of
the common techniques are presented below.
Via domain experts
Domain experts have crafted characteristic features of turn-taking. Those features are specifically
designed for each communication modality. In Table 2.2, multimodal features for turn-taking
understanding are presented.
Table 2.2 Illustration of turn-taking features proposed via domain experts
Modality
Gaze

Features
Gaze is recognized as one of the most important modalities in turn-taking
communication because people engaged in conversation often look at one
another for approval and understanding [48], [88], [89]. Gaze Transition
Patterns contains a set of gaze features extracted from mutual gaze patterns
among the participants (i.e., current speaker, next speaker and the listeners) [86]
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Body

Motions like stepping back, leaning the body and body inclination changes have
been identified to be important for turn-taking indicators [9]

Head

Amplitude and frequency of head motions (i.e., XYZ) and rotations (i.e., roll,
pitch and yaw) have been used for turn-taking analysis [87]

Respiration Respiration patterns indicating turn-taking events are common during
conversation participants. Respiration features are constructed by calculating
inhalation-phase parameters such as min, max, amplitude, duration and slope of
respiration levels [86]
Hand

Hand gestures such as hands together, hands on table and dropping hands [9]
have been identified as key features in physical turn-taking

Acoustic

Acoustic features such as pitch trends, duration, intensity, spectral constancy,
speaking rate and periodicity were used to predict pause types for spoken dialog
systems [82]

Speech

Utterance, speaker identity, and change of speakers were used for
conversational turn-taking [10]

Via data mining
Adjusting domain-specific features as turn-taking indicators is a time-consuming process and
cannot generalize well to other domains. To address that problem, algorithms were adopted to
automatically construct features from behavioral data [90]. Such techniques have been applied to
gesture recognition [91], natural language processing [92] and object recognition [93]. More
recently, deep learning techniques have been applied to automatically extract cross-modality
features between video and audio signals [94], [95]. Such automatic feature extraction techniques
have not been applied in turn-taking scenarios yet.
2.2.3 Multimodal integration
Humans tend to use more than one modality at the same time to convey turn-taking intentions [38],
[40]–[44], [80]. Therefore, different frameworks have been proposed to integrate multimodal
information [96]–[99]. There are three levels where this integration can take place: low-level (raw
data), middle-level (feature composition), and high-level (decision) layers [100]. Low-level fusion
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directly concatenates raw sensor readings and can be used for models of high expressiveness [15].
Middle-level fusion consists of classifying an integrated feature set from each modality, such as
deep neural network [14], Conditional Random Field (CRF) [101], [102] , multilayer perception
[103] and decision trees [104], [105]. Finally, in high-level fusion, the classification is done based
on the confidence in each individual classification. Such combination relies on a weighted average
approach, where the weights can be calculated through grid search [106] or random search [107].
Each fusion method has its own advantages and the optimal choice is often application dependent.
A review of different concepts, techniques and implementations associated with different fusion
engines was given [100].
2.2.4 Early prediction
Fluent human robot interaction involves anticipating the partners' intentions and plan the robot's
actions accordingly. This is similar to human-human communication where each party predicts
others’ intentions in order to be ready on time to complete their own assigned task [34]. There
have been some attempts of early prediction in other areas such as human gesture recognition. In
Mori et al. [108], early gesture recognition was achieved using dynamic programming in a human
robot mirroring task. In a simulated manufacturing setting, early human motion recognition was
conducted by comparing on-going gesture with a pre-constructed human motion library,
represented by Gaussian Mixture Models (GMM) [109]. In Jain et al. [110], the driver’s intentions
of vehicle maneuver were predicted through Recurrent Neural Networks (RNN). However, none
of the above work focuses on predicting human’s turn-taking intentions, which is the focus of this
thesis.

Evaluation metrics
Several metrics have been used to evaluate effectiveness in HRI. A review of some of the metrics
proposed for HRI evaluation is discussed below.
2.3.1 Common metrics in HRI
A comprehensive overview of common metrics for HRI was presented [111]. These metrics
include objective and subjective ones (i.e., human-centered). Common objective metrics include
task efficiency [112], task completion time [113], modality processing time [114] and predictive
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accuracy [115], [116]. Common subjective metrics include engagement [117], cognitive workload
[118], [119], trust [120] and situation awareness [121], [122].
2.3.2 Collaboration fluency metrics
Collaboration fluency reflects the convergence of joint activities among participants of a wellsynchronized team [123]. Human-robot collaborative fluency has been evaluated using both
subjective metrics like situation awareness [124], and objective metrics such as robot, and human
idle time, concurrent activity and functional delay [125].

Handovers as part of HRI collaboration
This research focuses on handover actions during collaboration as part of the turn-taking process.
Object handover task, which is the transfer of an object from a giver to a receiver, is a fundamental
turn-taking action. In the following, general object handover is discussed in section 2.4.1, and
surgical instrument handover is discussed in section 2.4.2.
2.4.1 Object handover
Object handover involves information about how two people approach each other, reach out using
their hands and transfer objects. During the handover process, the participants need to coordinate
what (i.e., the handover object), when (i.e., the timing of the event) and where (i.e., at which place)
the handover takes place. Previous research has investigated different aspects of human-human
handover, including characteristic trajectories [126], [127], velocity profiles [128], [129], forces
[130], duration [131] and styles [132]. Handover coordination involves both physical and social
aspects of the interaction [55]. Previous work focused on dyads where both individuals concentrate
on the handover task instead of other secondary tasks. It remains unclear how to coordinate
handovers when the receiver is focusing on a secondary task which may have higher importance
and priority [133].
Such handover process is commonly seen in HRI scenarios. For example, household service robots
need to deliver daily objects (e.g., a phone, a hat, a drink, etc) to their human operators [134], [135].
In a manufacturing scenario, a robot needs to deliver assembly parts to its human co-worker [136],
[137]. Delivery of high-consequence objects such as radioactive and hazardous materials has also
been studied [138]–[140]. In all the above scenarios, a coordinated object handover is necessary
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to allow natural HRI and without dropping the object transferred. Human-robot handover research
follows similar patterns as human-human handover research. The different ways of presenting the
objects have an effect on handover effectiveness. This includes robot’s use of contrast motions
(i.e., distinct hand-over poses and unambiguous transitions to the hand-over pose) [58], object
affordances [141], approach angle [137], gaze cues [61] and non-anthropomorphism (i.e., robotic
systems which do not look like humans, such as moving tables, vacuum cleaners and teleconferencing robots) [142]. Additionally, robots were designed to change their handover behavior
adaptively according to user information, such as preferences [143], comfort [144] and mobility
constraints [135].
2.4.2 Surgical instrument handover
An example of turn-taking in teamwork is found in the Operating Room (OR), where a scrub nurse
and a surgeon perform fast, accurate and highly coordinated actions when exchanging surgical
instruments during surgery [145]. These actions involve mostly requests, exchange, arrangement
and use of surgical instruments [145]. Experienced scrub nurses are known as “mind readers” due
to their ability to predict when, which and how surgical instruments will be needed, even in the
absence of surgeons’ explicit requests [146], [147]. This allows the surgeon to concentrate on the
main task – surgery - without changing focus of attention. Also, it allows the nurse to arrange the
surgical instruments closer to the surgical area, organize them by usage priority, and put away
those no longer needed [148]. It seems that these preparatory movements facilitate the turn-taking
actions, leading to more effective procedures [149]. Such complex and coordinated behaviors are
learned, acquired and executed precisely in the OR through experience and team practice.
The main test bed used in this dissertation is human-robot collaboration in the OR, where a robotic
scrub nurse takes turns with the surgeon during surgery. While the surgeon operates, the robot
delivers surgical instruments at the right time. The robot would be able to predict surgeons turntaking intentions and deliver the expected surgical instrument before the explicit request is evoked.
Therefore, the task of surgical instrument handover is stressed throughout this thesis.
Timing in surgical instrument delivery was studied and it was found that surgeons use implicit and
explicit requests as frequent [145]. Nurses can often predict and deliver the required instrument
based on observing the surgery and familiarity with the specific procedure and surgical team [145].
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Verbal and non-verbal communication cues in the OR were studied, and non-verbal cues (i.e.,
body posture and orientation) were found to play a critical role in cuing collaborative actions [150].

Summary
This chapter begins with a literature review on turn-taking analysis in collaborative work. It then
discusses how to model communication cues associated with turn-taking. Then, common metrics
to evaluate the turn-taking in HRI systems are presented. Finally, a discussion of object handover
as the major turn-taking task of this work is presented.
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3. METHODOLOGY

This chapter first presents a formal problem definition of the turn-taking prediction problem, then
it introduces the proposed framework.

Problem formulation
The turn-taking prediction problem is formulated as an optimization problem, with the objective
of predicting human’s turn-giving intention as early and accurate as possible. To that end, the
collaborative task, agents’ representation and turn-taking definitions are presented first.
3.1.1 Collaborative task and turn-event definition
Consider human agent 𝐻 working with robot agent 𝑅 on a collaborative task 𝒲𝒦 . 𝐻 and 𝑅
conduct (and alternate) through a sequence of subtasks 𝑤𝑘𝑎 , where superscript 𝑘 indicates subtask
indexes (𝑘 = 1,2,3, … , 𝒦) and subscript 𝑎 indicates the agent who is responsible for this subtask
(i.e., 𝑎 ∈ {𝐻, 𝑅}). For example, 𝑤1𝐻 is the first subtask which is taken care of by 𝐻 and could
represents the subtask of human operating on the assembly line. Similarly, 𝑤2𝑅 is the second
subtask which is taken by 𝑅, and could represent the subtask of robot delivering an assembly part.
The collaborative task 𝒲𝒦 is then defined as a sequence of subtasks 𝑤𝑘𝑎 , i.e., 𝒲𝒦 ≜
𝑓
{𝑤𝑘𝑎 | 𝑎 ∈ {𝐻, 𝑅}, 𝑘 = 1,2,3, … , 𝒦}. The subtask 𝑤𝑘𝑎 is defined as 𝑤𝑘𝑎 ≜ (𝑔𝑘 , 𝑢
⃗ 𝑘 , 𝑧𝑘𝑏 , 𝑧𝑘 ), where

𝑔𝑘 ∈ 𝒢 is the action label , 𝑢
⃗ 𝑘 ≜ {𝑢𝑘𝑗 | 𝑗 = 1, … , |𝒰|} ∈ ℝ|𝒰|×1 is the probability distribution of
𝑓

tools used in this subtask, 𝑧𝑘𝑏 is the beginning time and 𝑧𝑘 is the finishing time of the subtask. 𝒢 is
the set containing all the action labels, such as delivering, retrieving and exchanging tools between
participants. 𝑢𝑘𝑗 is the probability that instrument 𝑗 (𝑗 = 1, … , |𝒰|) will be used in subtask 𝑤𝑘𝑎 ,
|𝒰|

𝑢𝑘𝑗 ∈ [0,1] and ∑𝑗=1 𝑢𝑘𝑗 = 1. 𝒰 is the set containing all the used tools in the task (e.g. a surgical
task will include scalpels, retractors and scissors). |𝒰| returns the number of elements in the set,
which is the number of all the tools available in this collaborative task.
𝑓

As time goes on from 𝑧𝑘𝑏 to 𝑧𝑘 , the agent gets closer in finishing the subtask 𝑤𝑘𝑎 and expresses an
increased intention to give out the turn. Since the focus of this dissertation is on developing robotic
𝑅
assistants which take turns from humans, only the transitions from 𝑤𝑘𝐻 to 𝑤𝑘+1
are considered,
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where the turn of the collaborative task switches from 𝐻 to 𝑅. The opposite cases (from 𝑤𝑘𝑅 to
𝐻
𝑤𝑘+1
) are not considered.
𝑅
Each turn transition from 𝑤𝑘𝐻 to 𝑤𝑘+1
defines a turn-event 𝐸𝑘 ∈ ℰ 𝑔𝑖𝑣𝑒 , in which human is showing

an unambiguous intention to give out the turn (denoted as ℰ 𝑔𝑖𝑣𝑒 ). On the other hand, for most
part of subtask 𝑤𝑘𝐻 , the human is focusing on the current action and shows no intention to
relinquish the turn. This period implicitly defines a turn-event 𝐸𝑘 ∈ ℰ 𝑘𝑒𝑒𝑝 , in which human intends
to keep the turn (denoted as ℰ 𝑘𝑒𝑒𝑝 ). Each turn-event 𝐸𝑘 ∈ {ℰ 𝑔𝑖𝑣𝑒 , ℰ 𝑘𝑒𝑒𝑝 } (𝑘 = 1, … , 𝐾) spans a
time window [𝑡𝑘𝑠 , 𝑡𝑘𝑒 ], where 𝑡𝑘𝑠 indicates the starting time and 𝑡𝑘𝑒 indicates the ending time for turnevent 𝐸𝑘 .
When human finishes subtask 𝑤𝑘𝐻 and intends to relinquish the turn, the robot recognizes that
intention and starts acting correspondingly. The robot needs to finish the motion planning within
𝑓

a maximum allowed idle time Δ𝑡𝑤𝑎𝑖𝑡 after subtask 𝑤𝑘𝐻 ends (i.e., at time 𝑧𝑘 ). This defines the
𝑓

𝑅
ending time for turn-giving event 𝐸𝑘 , i.e. 𝑡𝑘𝑒 = 𝑧𝑘 + Δ𝑡𝑤𝑎𝑖𝑡 . The robot starts subtask 𝑤𝑘+1
at time
𝑏
𝑧𝑘+1
∈ [𝑡𝑘𝑠 , 𝑡𝑘𝑒 ], after recognizing human’s turn-transfer intention confidently. The ratio of the

elapsed time since start of event 𝐸𝑘 over the complete event duration is denoted as 𝜏 and further
referred as “percentage of the completed event”:
𝑏
𝑧𝑘+1
− 𝑡𝑘𝑠
𝜏≜ 𝑒
, 𝜏 ∈ [0,1]
𝑡𝑘 − 𝑡𝑘𝑠

(3.1)

The smaller 𝜏 is, the earlier human’s turn-giving intention is recognized and the sooner the robot
can start motion planning and acting.
3.1.2 Stereotypical turn transition patterns
Using the notation of turn-event and collaboration task, two stereotypical turn-transition patterns
are described, i.e., turn transition with gaps and turn transition with overlaps [151].
First, turn transition with gaps is the most common scenario when the turn goes from one agent
to another, as illustrated in Figure 3.1. Critical time points are labeled and the color transition from
orange to red indicates an increased human intent to give out the turn. The segmented turn-events
and their types (𝐸𝑘−1 ∈ ℰ 𝑘𝑒𝑒𝑝 , 𝐸𝑘 ∈ ℰ 𝑔𝑖𝑣𝑒 ), together with starting time (𝑡𝑘𝑠 ) and ending times (𝑡𝑘𝑒 )
are labeled. The maximum allowed robot motion planning time is denoted by the shaded area. In
this case, 𝐻 finishes the current subtask 𝑤𝑘𝐻 and the floor becomes free, then 𝑅 responds to this
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situation and grabs the turn. Human’s turn-giving intention is not recognized until he completely
finishes subtask 𝑔𝑘 . This situation is not preferred in human robot collaboration, since the
collaborative task is in idle state often and thus the overall task completion time is increased.

Figure 3.1 Illustration of turn transition with gaps
On the contrary, turn transition with overlaps happens during concurrent activities, and is
illustrated in Figure 3.2 (labels are the same with Figure 3.1). In this case, H is still performing
subtask 𝑤𝑘𝐻 , but has already showed intent to pass the turn to R. Those intents are expressed
through implicit signals such as physiological, neurological and emotional signals, as well as
explicit verbal requests or gestures. These intentions are recognized by R, which then starts
performing preparatory movements to facilitate the turn switch. After H finishes his turn, R
continues working to conclude a smooth turn transfer. The robot finishes motion planning and
starts acting before the maximum allowed waiting time Δ𝑡𝑤𝑎𝑖𝑡 is reached. Such situation is
preferred in human robot collaboration, since concurrent activities near turn switches prove to be
the key factor in collaboration fluency [52]. This is similar to the preparatory running during baton
transfers in relay races [152]. Additionally, if the robot starts moving before human deviates his
attention to make explicit requests, the human can just focus on the main operation without the
need to change focal point [153].
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Figure 3.2 Illustration of turn transition with overlaps
𝑏
In both cases above, the moment when robot starts moving and taking over the turn (i.e. 𝑧𝑘+1
) is

determined by the robot’s estimation of human’s turn-transfer intention. Sensor and context data
within each turn-event 𝐸𝑘 can be used to classify whether 𝐸𝑘 ∈ ℰ 𝑘𝑒𝑒𝑝 or 𝐸𝑘 ∈ ℰ 𝑔𝑖𝑣𝑒 . This is
known as the End-of-Turn (EoT) detection problem [154], which aims to differentiate ℰ 𝑔𝑖𝑣𝑒 from
ℰ 𝑘𝑒𝑒𝑝 . The binary EoT detection formulation is a common practice in turn-taking analysis [7], [10],
[81]–[83], [155].
3.1.3 Human turn-giving intention estimation
To perform 𝐸𝑜𝑇 detection on the human operator, the human 𝐻 is monitored through a collection
of sensor readings 𝑠(𝑡) and context knowledge 𝑐 (𝑡). While collaborating, 𝐻 is monitored through
𝑃 communication channels, namely:
𝑠(𝑡) = [𝑠1 (𝑡), 𝑠2 (𝑡), … , 𝑠𝑃 (𝑡)] ∈ ℝ1×𝑃

(3.2)

The specific information in 𝑠(𝑡) includes human’s physiological, physical and neurological
signals, and is measured by various sensors (e.g., Kinect optical sensor, EEG sensor and EMG
sensor). For example, 𝑠1 (𝑡) could be the orientation of the head. Relevant context information is
represented as:
𝑐 (𝑡) = [𝑐1 (𝑡), 𝑐2 (𝑡), … , 𝑐𝑄 (𝑡)] ∈ ℝ1×𝑄

(3.3)

Context information will be useful in predicting humans’ intentions. For example,𝑐1 (𝑡) represents
task progress which goes from 0% to 100% as the task continues, and 𝑐2 (𝑡) represents the
individual turn-taking preference profile.
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Figure 3.3 Illustration of the multimodal sensing process for turn-taking analysis.
The signals 𝑠(𝑡) and 𝑐 (𝑡) are obtained all the time since 𝐻 is either intending to keep the turn
(ℰ 𝑘𝑒𝑒𝑝 ) or give the turn (ℰ 𝑔𝑖𝑣𝑒 ), as illustrated in Figure 3.3. Given turn-events 𝐸𝑘 which spans
[𝑡𝑘𝑠 , 𝑡𝑘𝑒 ], the behavior signal 𝑠(𝑡) and context cues 𝑐 (𝑡) within this time window are used to classify
its types (ℰ 𝑘𝑒𝑒𝑝 or ℰ 𝑔𝑖𝑣𝑒 ). Given a turn-event 𝐸𝑘 , the vectors corresponding to 𝑠(𝑡) and 𝑐 (𝑡)
within this given time window is stacked row by row to form a matrix representation, as illustrated
in Figure 3.4. The resultant formatted data is:
𝑋𝑘 ≜ [𝑠(𝑡𝑘𝑠 : 𝑡𝑘𝑒 ), 𝑐 (𝑡𝑘𝑠 : 𝑡𝑘𝑒 )] ∈ ℝ𝐿𝑘×(𝑃+𝑄)

(3.4)

where 𝐿𝑘 is the length of event 𝐸𝑘 (i.e., 𝐿𝑘 = 𝑡𝑘𝑒 − 𝑡𝑘𝑠 ), 𝑃 is the dimension of sensor reading and
𝑄 is the dimension of context cues. For simplification, the sum of dimensions of sensor reading
and context cues is defined as 𝑀 ≜ 𝑃 + 𝑄. For each stacked segment 𝑋𝑘 , a label 𝑦𝑘 ∈ {0,1} is
assigned to it to indicate whether the agent plans to gives his turn (i.e., 𝑦𝑘 = 1 to represent ℰ 𝑔𝑖𝑣𝑒 )
or keep the turn (i.e., 𝑦𝑘 = 0 to represent ℰ 𝑘𝑒𝑒𝑝 ). The combination 𝒟 ≜ {(𝑋𝑘 , 𝑦𝑘 ) | 𝑋𝑘 ∈
ℝ𝐿𝑘 ×𝑀 , 𝑦𝑘 ∈ {0,1}} forms the initial dataset for turn-taking analysis. Then, the turn-taking
intention estimation algorithm 𝜙𝛽 (∙) returns an estimate of turn-taking type for 𝑋𝑘 , i.e. 𝛽𝑦̂𝑘 ≜
𝜙𝛽 (𝑋𝑘 ) ∈ {0,1} . The algorithm 𝜙() is parametrized by 𝛽 , hence denoted 𝜙𝛽 (∙). 𝛽𝑦̂𝑘 has left
superscript 𝛽 since it is dependent on the intention estimation algorithm 𝜙𝛽 (∙). The set of turntaking estimation result based on 𝜙𝛽 (∙) is denoted as 𝛽ℛ ≜ { 𝛽𝑦̂𝑘 | 𝛽𝑦̂𝑘 = 𝜙𝛽 (𝑋𝑘 ) ∈ {0,1}}.
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Figure 3.4 Illustration of data formatting process for turn-event 𝐸𝑘 .
3.1.4 Early prediction
To test the early turn-taking prediction algorithm 𝜙𝛽 (∙) , only the beginning fraction of the
unknown human action segment 𝑋𝑘 ∈ ℝ𝐿𝑘 ×𝑀 is used to infer its class
𝛽

𝛽

𝑦̂𝑘 ( 𝛽𝑦̂𝑘 = 1 for ℰ 𝑔𝑖𝑣𝑒 and

𝑦̂𝑘 = 0 for ℰ 𝑘𝑒𝑒𝑝 ). This approach allows evaluating the algorithm’s prediction performance for

the action type before the action is completely finished. As defined in equation 3.1, 𝜏 is the
percentage of the complete action/event. Given an unknown segment 𝑋𝑘 ∈ ℝ𝐿𝑘 ×𝑚 of an event with
window length 𝐿𝑘 , it spans from the beginning of this turn-event (first row of 𝑋𝑘 ) to the end (last
row of 𝑋𝑘 ). This is based on a known fact that humans show intention to pass the turn before the
actual turn transfer event takes place [155]. The class 𝛽𝑦̂𝑘𝜏 (ℰ 𝑔𝑖𝑣𝑒 or ℰ 𝑘𝑒𝑒𝑝 ) for 𝑋𝑘 is calculated for
each fraction value 𝜏 ∈ 𝒯 where 𝒯 = {0.1, 0.2, … , 1.0}. At fraction 𝜏, only the data during [0, 𝑙𝑘𝜏 ]
𝜏

in 𝑋𝑘 was used for testing, denoted as 𝑋𝑘𝜏 ∈ ℝ𝑙𝑘×𝑀 . 𝑙𝑘𝜏 ≜ 𝜏𝐿𝑘 is the length of the beginning 𝜏
𝜏

fraction of 𝑋𝑘 . The resultant dataset is 𝒟 𝜏 = {(𝑋𝑘𝜏 , 𝑦𝑘 ) | 𝑋𝑘𝜏 ∈ ℝ𝑙𝑘×𝑀 , 𝑦𝑘 ∈ {0,1}} and the resultant
early prediction result is 𝛽ℛ 𝜏 = { 𝛽𝑦̂𝑘𝜏 | 𝛽𝑦̂𝑘𝜏 = 𝜙𝛽 (𝑋𝑘𝜏 ) ∈ {0,1}}. This process is depicted in Figure
3.5. Each color bar indicates a different feature channel, the lighter the color is (i.e., the higher the
location), the earlier the signal is in the turn-event. Given only partial observation 𝑋𝑘𝜏 , the early
prediction algorithm 𝜙𝛽 calculates an estimate of turn-event type 𝛽𝑦̂𝑘𝜏 .
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Figure 3.5 Illustration of the early prediction scheme.
3.1.5 Optimization formulation
Optimizing turn-taking prediction algorithm 𝜙𝛽 is equivalent to finding the parameter 𝛽 ∗ that
maximizes an objective function associated with time performance. Specifically, the goal is to
minimize the turn-taking time. In the formulation discussed, the optimization variable is the
parameter 𝛽 of the turn-taking prediction algorithm 𝜙𝛽 . The feasible set which includes all the
possible values of 𝛽 is denoted as ℬ, i.e., 𝛽 ∈ ℬ.
At a given fraction point 𝜏 with the estimation algorithm 𝜙𝛽 , and all the 𝐾 early prediction results
{ 𝛽𝑦̂𝑘𝜏 | 𝛽𝑦̂𝑘𝜏 = 𝜙𝛽 (𝑋𝑘𝜏 ) ∈ {0,1}} and ground-truth labels {𝑦𝑘 | 𝑦𝑘 ∈ {0,1}}, the True Positive (𝑇𝑃),
False Positive (𝐹𝑃), True Negative (𝑇𝑁), False Negative (𝐹𝑁), Precision (𝑃), Recall (𝑅) and F1
scores (𝐹1 ) are calculated as:
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𝐾

1
𝑇𝑃 = ∑ 𝛽𝑦̂𝑘𝜏 ∗ 𝑦𝑘
𝐾
𝑘=1
𝐾

𝐹𝑃 =

1
∑ 𝛽𝑦̂𝑘𝜏 ∗ (1 − 𝑦𝑘 )
𝐾
𝑘=1
𝐾

𝑇𝑁 =

1
∑(1 − 𝛽𝑦̂k𝜏 ) ∗ (1 − 𝑦𝑘 )
𝐾
𝑘=1
𝐾

(3.5)

1
𝐹𝑁 = ∑(1 − 𝛽𝑦̂𝑘𝜏 ) ∗ 𝑦𝑘
𝐾
𝑘=1

𝑇𝑃
𝑇𝑃 + 𝐹𝑃
𝑇𝑃
𝑅=
𝑇𝑃 + 𝐹𝑁
2𝑃𝑅
𝐹1 =
𝑃+𝑅
𝑃=

}

𝐹1 score is calculated based on early prediction result at fraction point 𝜏 with turn-taking
estimation algorithm 𝜙𝛽 , and it is denoted as 𝐹1 (𝛽, 𝜏). The performance of 𝜙𝛽 (∙) can be computed
using a curve corresponding to 𝐹1 (𝛽, 𝜏) against 𝜏 at a fixed 𝛽 value. The Area Under the Curve
(AUC) summarizes the performance of the curve at different 𝜏 points for a given 𝛽, leading to
𝐴𝑈𝐶(𝛽):
𝐴𝑈𝐶(𝛽) = ∑ Δ𝜏 ∗ 𝐹1 (𝛽, 𝜏)

(3.6)

𝜏∈𝒯

where 𝒯 = {0.1, 0.2, … , 1.0} is the fraction range set and Δ𝜏 is the step length of 𝜏 ∈ 𝒯 (i.e., Δ𝜏 =
0.1). A sample figure of 𝐹1 (𝛽1 , 𝜏) and 𝐹1 (𝛽2 , 𝜏) for two turn-taking prediction algorithms 𝜙𝛽1 , 𝜙𝛽2
is given in Figure 3.6, together with the illustration of 𝐴𝑈𝐶 calculation. The blue shaded area
indicates 𝐴𝑈𝐶(𝛽1 ) while green shaded area indicates 𝐴𝑈𝐶(𝛽2 ) . In this given example, 𝜙𝛽2
outperforms 𝜙𝛽1 by yielding a larger 𝐴𝑈𝐶(𝛽) value (i.e., 𝐴𝑈𝐶(𝛽2 ) > 𝐴𝑈𝐶(𝛽1 ) ). The best
performance appears when 𝐴𝑈𝐶(𝛽) = 1, since the 𝐹1 (𝛽, 𝜏) is 1 for all 𝜏 given this turn-taking
prediction algorithm 𝜙𝛽 . The worst performance appears when 𝐴𝑈𝐶(𝛽) = 0, since the 𝐹1 (𝛽, 𝜏) is
0 for all 𝜏. Therefore, the optimization objective is to maximize the Area Under the Curve 𝐴𝑈𝐶(𝛽).
The earlier the turn is predicted, the earlier the robot can start preparing seizing the turn (i.e.,
fetching objects needed for its task, start motion planning and get into start configuration, etc).
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Such early prediction, followed by proactive behavior, can help to smooth the turn-switching event
and improve collaboration the fluency [156].

Figure 3.6 Plot for two 𝐹1 (𝛽, 𝜏) curves with illustration of the calculation of 𝐴𝑈𝐶(𝛽).
𝑏
The robot will start motion planning after making a confident turn-event detection at time 𝑧𝑘+1
,
𝑏
since the determination of 𝑧𝑘+1
is dependent on the turn-taking prediction algorithm 𝜙𝛽 , it is
𝑏
further denoted as 𝛽𝑧𝑘+1
, i.e.:
𝛽

𝜏̃𝑘 = min 𝜏 ∗ 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝛽𝑦̂𝑘𝜏 = 𝑦𝑘 𝑓𝑜𝑟 ∀𝜏 ≥ 𝜏 ∗

𝛽 𝑏
𝑧𝑘+1

= 𝑡𝑘𝑠 + 𝛽𝜏̃𝑘 (𝑡𝑘𝑒 − 𝑡𝑘𝑠 )

(3.7)
(3.8)

Therefore, the amount of time available for motion planning at turn-event 𝑘 is denoted as
𝑃𝑙𝑎𝑛𝑇𝑖𝑚𝑒𝑘 (𝛽):
𝑓

𝑓

𝑏
𝑃𝑙𝑎𝑛𝑇𝑖𝑚𝑒𝑘 (𝛽) = 𝑧𝑘 + Δ𝑡𝑤𝑎𝑖𝑡 − 𝛽𝑧𝑘+1
= 𝑧𝑘 + Δ𝑡𝑤𝑎𝑖𝑡 − 𝑡𝑘𝑠 − 𝛽𝜏̃ 𝑘 (𝑡𝑘𝑒 − 𝑡𝑘𝑠 )

(3.9)

This duration is illustrated by the shaded area in Figure 3.1 and Figure 3.2. The earlier human’s
turn intention can be recognized confidently by turn-taking prediction framework 𝜙𝛽 (i.e., a
smaller 𝛽𝜏̃𝑘 ), the larger 𝑃𝑙𝑎𝑛𝑇𝑖𝑚𝑒𝑘 (𝛽) is, and the more time robot has for motion planning. It is
known that the quality of motions are decreased when less time is given for planning and decision
making [157], [158], therefore, the earlier a turn-taking intent is predicted correctly and
confidently, the more optimized the planned actions are. In actual system, the 𝑃𝑙𝑎𝑛𝑇𝑖𝑚𝑒𝑘 (𝛽)
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needs to surpass a pre-defined threshold 𝜌𝑝𝑙𝑎𝑛 ∈ ℝ to grant robots enough time for basic motion
planning, i.e., 𝑃𝑙𝑎𝑛𝑇𝑖𝑚𝑒𝑘 (𝛽) > 𝜌𝑝𝑙𝑎𝑛 .
Therefore, to combine the objective and the constraints described above, the following
optimization formulation is derived:
max 𝐴𝑈𝐶(𝛽)
𝛽∈ℬ

(3.10)

𝑠. 𝑡. 𝑃𝑙𝑎𝑛𝑇𝑖𝑚𝑒𝑘 (𝛽) > 𝜌𝑝𝑙𝑎𝑛 , ∀ 𝑘 = 1, … , 𝐾
where ℬ is the set of all feasible optimization values. This optimization formulation serves as a
guidance for designing the early turn-taking prediction algorithm 𝜙𝛽 .

Early turn-taking prediction framework
This section introduces the Early Turn-taking Prediction Framework (ETPF), which predicts
human’s turn-taking intentions before the human’s intent is fully expressed. The proposed ETPF
architecture is shown in Figure 3.7. Human worker is monitored through multiple sensing devices
(e.g. Epoc headset, Myo armband and Kinect sensor) which capture both implicit and explicit
communication cues. The raw sensor readings are sampled and encoded to represent various
spatio-temporal patterns within the data. Then the most salient turn-taking patterns are found
through an automatic feature selection process. Then, these selected salient patterns are modelled
by neural-network based algorithms for turn-event classification. The classification results are
combined with context knowledge using Dempster-Shafer theory for robust sensor fusion. The
final fused result guides the action of robots, including object grasping, manipulation, and object
handover, all as part of the turn-taking action. The turn-taking object prediction network works in
parallel to support decision-making on what objects to deliver for the incoming turn. The
collaboration fluency metric is used to calculate the hybrid human-robot team’s work fluency. This
section focuses on the signal processing and turn-taking prediction part. Sensor fusion will be
addressed in section 3.3, and turn-taking object prediction will be addressed in section 3.4.
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Figure 3.7 Early Turn-taking Prediction Framework (ETPF)
3.2.1 Assumptions
Several assumptions were made in this dissertation to facilitate the development of the framework.
First, it is assumed that the human can either exhibit a turn-giving intent (i.e., ℰ 𝑔𝑖𝑣𝑒 ) or a turnkeeping intent (i.e., ℰ 𝑘𝑒𝑒𝑝 ). In reality, humans may show indications of negotiating a turntransition, confusion about next step, distraction by external factors. However, the two assumed
turn behaviors are the most frequent scenarios. Due to this reason, the same assumption has been
commonly made in the literature [36], [37], [82], [155], [159]–[161]. Under such assumption, it is
reasonable to classify in two classes, to differentiate the turn-giving intents from the turn-keeping
intents, and the following machine learning framework is developed based on this understanding.
Second, it is assumed that human’s turn-taking intention would become more evident as he/she is
approaching the end of turn. Such evidence would be reflected by the collective multimodal
behaviors. Following this assumption, the turn-taking prediction accuracy should increase
gradually as more temporal multimodal signals were available.
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The last assumption is related to collaboration fluency measurement. We assumed that a hybrid
human robot team would achieve a shorter task completion time if the collaboration is fluent. Also,
a higher utilization of both workers should appear, as the collaboration is well synchronized and
thus the waiting time can be diminished. This assumption was made to facilitate the evaluation of
human robot collaboration fluency.
3.2.2 Multimodal signal processing
Signal processing techniques are required to clean the noise introduced by the sensors and normalize
the dataset 𝒟 = {(𝑋𝑘 , 𝑦𝑘 ) | 𝑋𝑘 ∈ ℝ𝐿𝑘×𝑀 , 𝑦𝑘 ∈ {0,1}}. The Exponentially Weighted Moving
Average (EWMA) method, which is a common noise reduction technique for time-series data [162],
is used for noise cancelling. This filter was applied to each channel/column of 𝑋𝑘 ∈ ℝ𝐿𝑘×𝑀 to
smooth the raw signal. The component at 𝑖𝑡ℎ row, 𝑗𝑡ℎ column of 𝑋𝑘 is denoted as 𝑋𝑘 (𝑖, 𝑗), and
the smoothing process follows:
(1 − 𝛼)𝑋̇𝑘 (𝑖 − 1, 𝑗) + 𝛼𝑋𝑘 (𝑖, 𝑗),
𝑋̇𝑘 (𝑖, 𝑗) = {
𝑋𝑘 (𝑖, 𝑗),

𝑖>1
𝑖=1

(3.11)

for 𝑖 = 1, … , 𝐿𝑘 ; 𝑗 = 1, … , 𝑀; 𝑘 = 1, … , 𝐾. 𝑋𝑘 (𝑖, 𝑗) and 𝑋̇𝑘 (𝑖, 𝑗) are the raw sensor measurement
and filtered measurement at time 𝑖 of channel 𝑗 of event 𝑘, respectively. The weighting parameter
𝛼 controls the relative importance of raw measurement, which was empirically determined to be
0.2 for best performance in the environment used.
Each channel is normalized to have zero mean and unit variance, based on the Grand mean and
Pooled variance calculated from the collected samples. For column 𝑗 (𝑗 = 1, … , 𝑀), its Grand
mean 𝜇𝑗 and Pooled variance 𝜎𝑗 are calculated from data distribution of all the 𝐾 samples, hence
is Grant and Pooled. The normalization then follows:
𝑋̃𝑘 (𝑖, 𝑗) =

𝑋̇𝑘 (𝑖, 𝑗) − 𝜇𝑗
𝜎𝑗

(3.12)

for 𝑖 = 1, … , 𝐿𝑘 ; 𝑗 = 1, … , 𝑀; 𝑘 = 1, … , 𝐾. 𝑋̇𝑘 (𝑖, 𝑗) and 𝑋̃𝑘 (𝑖, 𝑗) are the filtered and normalized
measurement at time 𝑖 of channel 𝑗 of event 𝑘, respectively. Such approach preserves any offset
between data of different states (turn-giving ℰ 𝑔𝑖𝑣𝑒 and turn-keeping ℰ 𝑘𝑒𝑒𝑝 ), while at the same time
̃ = {(𝑋̃𝑘 , 𝑦𝑘 ) | 𝑋̃𝑘 ∈
normalizing multimodal signals. This process leads to the dataset 𝒟
ℝ𝐿𝑘 ×𝑀 , 𝑦𝑘 ∈ {0,1}}.
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3.2.3 Salient turn-taking pattern identification
This section focuses on constructing and identifying salient turn-taking patterns from the processed
multimodal signals 𝑋̃𝑘 . First, the signals were encoded as features by temporally convolving with
various filters, resulting in a set of encoded spatio-temporal patterns. Then, an automatic feature
selection process was conducted to identify those that are most salient in inferring turn-taking
states. These two processes are detailed in the following.
̃ = {(𝑋̃𝑘 , 𝑦𝑘 ) | 𝑋̃𝑘 ∈
The signal processing step (section 3.2.1) results in a turn-taking dataset 𝐷
ℝ𝐿𝑘 ×𝑀 , 𝑦𝑘 ∈ {0,1}}. Each 𝑋̃𝑘 consists of 𝑀 columns, representing 𝑀 channels of information.
First, signals from each of the 𝑀 channels are temporally encoded by convolving with a set of
filter banks. The set of filter banks ℱ = {𝐹𝑖 }, 𝑖 = 1, … , |ℱ| includes |ℱ| one-dimensional filters to
encode different temporal characteristics of the original signal. The filter bank definitions (i.e.,
|ℱ| = 6) are shown in Table 3.1 and their digital approximations are shown in Figure 3.8.
Table 3.1 Definition of the filter bank ℱ
ID

Filter bank

Output equation given input 𝒇(𝒙)

𝐹1

Identity transformation which preserves original
data.

𝑓(𝑥)

𝐹2

Sobel operator which approximates first order
derivative 𝑓 ′ (𝑥) [163].

𝑓(𝑥 + 1) − 𝑓(𝑥 − 1)
2

𝐹3

Laplacian of Gaussian (LoG), which is second
order derivative 𝑓 ′′ (𝑥) and looks for rapid
intensity changes such as edges. The Laplacian
operator ( ∇2 ) is applied on Gaussian-smoothed
signals 𝐺𝜎 (𝑓(𝑥)) , as a second order derivative
approximation.

∇2 (𝐺𝜎 (𝑓(𝑥)))

𝐹4

Canny edge detector looks for edges in the signal,
it is approximated by first order derivative of
Gaussian [164].

𝑑𝐺𝜎 (𝑓(𝑥))
𝑑𝑥

𝐹5

Gabor filter is an edge detection filter developed
based on human visual system. 1D Gabor filter is
a Gaussian modularized sinusoid function [165].
Gabor function is a complex-valued function and
only the real part is used as the filter, as a common
practice in signal processing [166].

𝐺𝑎𝑏𝑜𝑟(𝑥|𝑓, 𝜃, 𝜎) =

Gabor filter with a different phase.

Same as 𝐵5, but with phase 2

𝐹6

1
√2𝜋𝜎

𝑥2

exp (− 2𝜎2 ) exp(𝑗(2𝜋𝑓𝑥 +

𝜃)) where 𝑓 is spatial frequency
(100𝐻𝑧 ), 𝜃 is phase ( 0) and 𝜎 is
Gaussian standard deviation (0.8)
𝜋
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Figure 3.8 Digital approximation of the filter banks ℱ, as defined in Table 3.1.
For each segment 𝑋̃𝑘 ∈ ℝ𝐿𝑘×𝑀 , each of its 𝑀 channels was convolved with all 𝑄 filters from the
filter bank, resulting in 𝑋̅𝑘 ∈ ℝ𝐿𝑘×𝑀|ℱ| . This convolution process is shown in Figure 3.9, and is
defined in the following:
𝑋̅𝑘 (𝑖, 𝑗) = 𝑋̃𝑘 (𝑖, 𝑓𝑙𝑜𝑜𝑟(

𝑗
)) ∗ 𝐵𝑗%|ℱ|
|ℱ|

(3.13)

𝑗
for 𝑖 = 1, … , 𝐿𝑘 , 𝑗 = 1, … , 𝑀 ∗ |ℱ|, 𝑘 = 1, … , 𝐾. 𝑋̃𝑘 (𝑖, 𝑓𝑙𝑜𝑜𝑟(|ℱ|)) is the normalized signal at time
𝑗
𝑖 of channel 𝑓𝑙𝑜𝑜𝑟(|ℱ|), 𝑋̅𝑘 (𝑖, 𝑗) is the encoded signal at time 𝑖 of channel 𝑗 and 𝐵𝑗%|ℱ| is the

(𝑗%|ℱ|)th filter bank, where % represents the modulo operator.
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Figure 3.9 Illustration of the feature encoding process with filter bank.
As shown in Figure 3.9, the filter bank ℱ generates multiple encoded versions of the original signal.
There is high redundancy in the 𝑀 ∗ |ℱ| encoded channels, since they form different linear
combinations of the original signal. A feature selection process is carried out then to identify those
salient patterns which are more correlated with the turn-events. This process can not only reduce
the multicollinearity problem but also can increase the compactness in feature representation [167].
The 𝑚 most salient features/channels were selected from the 𝑀 ∗ |ℱ| columns of 𝑋̅𝑘 ∈ ℝ𝐿𝑘 ×𝑀|ℱ| ,
following this process: (a) each of the 𝑀 ∗ |ℱ| continuous signals was converted into binary
representations using clustering (K-means with 2 clusters, each cluster representing a binary level);
(b) then, a 𝜒 2 test was carried out between each binarized signal and the ground truth turn-taking
label; (c) the 𝑀 ∗ |ℱ| features were then sorted based on the significance value of the
corresponding 𝜒 2 test, and (d) the 𝑚 most significant features were retained as the optimal feature
set, represented as 𝑋̂𝑘 ∈ ℝ𝐿𝑘×𝑚 . This representation consists of the optimal feature set after
temporal encoding and feature selection. This automatic feature selection process leverages the
correlation between feature levels and ground truth labels for precise selection, unlike
unsupervised approach such as Principle Component Analysis (PCA). The feature selection
process is detailed in Algorithm 1.
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Algorithm 1: Feature selection process
̅ = {(𝑋̅𝑘 , 𝑦𝑘 ) | 𝑋̅𝑘 ∈ ℝ𝐿𝑘×𝑀|ℱ| , 𝑦𝑘 ∈ {0,1}}
Input: dataset with encoded features 𝒟
̂ = {(𝑋̂𝑘 , 𝑦𝑘 ) | 𝑋̂𝑘 ∈ ℝ𝐿𝑘×𝑚 , 𝑦𝑘 ∈ {0,1}}
Output: dataset with selected features 𝒟
// get statistics for each channel
for each feature channel 𝑗 from 1 to M|ℱ| do
init 𝑏𝑢𝑓, 𝑙𝑎𝑏𝑒𝑙
for each example 𝑘 from 1 to 𝐾𝑑𝑖𝑐𝑡 do
𝑏𝑢𝑓 ← 𝑎𝑝𝑝𝑒𝑛𝑑 𝑗𝑡ℎ 𝑐𝑜𝑙𝑢𝑚𝑛 𝑜𝑓 𝑋̅𝑘
𝑙𝑎𝑏𝑒𝑙 ← 𝑎𝑝𝑝𝑒𝑛𝑑 𝑦𝑘
end for
𝑏𝑢𝑓_𝑏𝑖𝑛𝑎𝑟𝑦 ← 𝐾𝑀𝑒𝑎𝑛𝑠(𝑏𝑢𝑓, 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 = 2)
𝑝𝑗 , 𝜒𝑗2 ← 𝐶ℎ𝑖𝑆𝑞𝑢𝑎𝑟𝑒𝑇𝑒𝑠𝑡(𝑏𝑢𝑓_𝑏𝑖𝑛𝑎𝑟𝑦, 𝑙𝑎𝑏𝑒𝑙)
end for
// rank 𝑀|ℱ| channels based on 𝜒𝑗2
𝑖𝑑𝑥 ← 𝐹𝑖𝑛𝑑𝑆𝑜𝑟𝑡𝑖𝑛𝑔𝐼𝑛𝑑𝑒𝑥({𝜒𝑗2 }) // 𝑖𝑑𝑥[𝑛] is the 𝑛𝑡ℎ largest value
// construct new dataset with selected features only
for each example 𝑘 from 𝐾𝑑𝑖𝑐𝑡 to 𝐾 do
for each feature channel 𝑗 from 1 to m do
𝑗𝑡ℎ 𝑐𝑜𝑙𝑢𝑚𝑛 𝑜𝑓 𝑋̂𝑘 ← 𝑐𝑜𝑝𝑦 𝑖𝑑𝑥[𝑗]𝑡ℎ 𝑐𝑜𝑙𝑢𝑚𝑛 𝑜𝑓 𝑋̅𝑘
end for
end for
The feature selection process is inspired by the work by Morency et al. [101]. The major difference
is that previous work only uses binary-valued inputs, while in this case the input data is a real
number (𝑥 ∈ ℝ). This extension from binary to real number inputs can increase the applicability
̂ = {(𝑋̂𝑘 , 𝑦𝑘 ) | 𝑋̂𝑘 ∈ ℝ𝐿𝑘×𝑚 , 𝑦𝑘 ∈
of the feature selection algorithm. The reduced dataset 𝐷
{0,1}} is then used for developing early prediction algorithms.
3.2.4 Early prediction with Recurrent Neural Networks (RNN)
This section focuses on developing an RNN-based algorithm for turn-taking estimation 𝜙𝛽 . Given
𝜏

partial observation 𝑋𝑘𝜏 ∈ ℝ𝑙𝑘 ×𝑚 , the event type

𝛽 𝜏
𝑦̂𝑘

= 𝜙𝛽 (𝑋𝑘𝜏 ) can be predicted. Conventional

RNN structures suffer from the “vanishing gradient” problem and cannot learn long-term
dependencies between input signal and output class. Once the RNN is “unfolded” along the
temporal axis, the multiple timestamps resemble the many layers in CNN, and the effect of a
gradient update reduces exponentially as time goes back to previous timestamps. To solve this
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problem, we applied the Long Short-Term Memory (LSTM) network in this thesis. LSTM is a
RNN architecture that has been successfully applied to handwriting recognition [168] and emotion
recognition [169] among other applications. It uses a gating scheme to selectively store and forget
previous information. This way, the product of gradients could be avoided and the “vanishing
gradient” problem can be solved. The LSTM structure learns the parameters for its gates, so that
it knows how its cells and memories should behave to capture corresponding long-term
dependencies from the input data. Even though there are many different recurrent neural network
structures which can be explored (e.g. Gated Recurrent Unit [170]), a recent comparison finds out
that most popular variants perform similarly [171]. Thus, it was decided to use the LSTM as the
sequence modelling network for turn-taking prediction. The basic structure of a cell of LSTM is
shown in Figure 3.10.

Figure 3.10 Basic cell structure of LSTM
The LSTM structure can be described by a set of formulas:
𝑓𝑡 = 𝜎(𝑊𝑓 [𝑥𝑡 , ℎ𝑡−1 ] + 𝑏𝑓 )
𝑖𝑡 = 𝜎(𝑊𝑖 [𝑥𝑡 , ℎ𝑡−1 ] + 𝑏𝑖 )
𝑔𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑔 [𝑥𝑡 , ℎ𝑡−1 ] + 𝑏𝑔 )
𝑜𝑡 = 𝜎(𝑊𝑜 [𝑥𝑡 , ℎ𝑡−1 ] + 𝑏𝑜 )
𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 + 𝑖𝑡 ∗ 𝑔𝑡
ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝑐𝑡 )
𝑦𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑦 ℎ𝑡 )

(3.14)

}

where 𝑥𝑡 is the input temporal sequence at time 𝑡, which corresponds to a row in 𝑋̂𝑘 ∈ ℝ𝐿𝑘 ×𝑚 as
defined above). 𝑦𝑡 is the output of the network at time 𝑡 and is a vector of length |𝐶| (i.e., 𝑦𝑡 ∈
ℝ|𝐶|×1 ). 𝐶 contains the labels of the categories this network is classifying. In this scenario, 𝐶 =
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{𝐶0 = ℰ 𝑘𝑒𝑒𝑝 , 𝐶1 = ℰ 𝑔𝑖𝑣𝑒 } and |𝐶| = 2, since there are only two turn-events being recognized (i.e.,
ℰ 𝑘𝑒𝑒𝑝 and ℰ 𝑔𝑖𝑣𝑒 ). The 𝑖𝑡ℎ element of 𝑦𝑡 (namely, 𝑦𝑡 [𝑖]) contains the probability that input 𝑥𝑡
belongs to category 𝐶𝑖 , and the category of the largest probability will be assigned to 𝑦̂𝑘 . That is
to say,
𝑦̂𝑘 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑦𝑡 [𝑖]
0≤𝑖<|𝐶|,𝑖∈ℤ

(3.15)

Inside the network, ℎ𝑡 is the memory cell at time 𝑡. The memory cell is a real-valued vector which
encapsulates information from previous inputs (𝑥𝑡−1 , 𝑥𝑡−2 , …) and controls the input, output and
forget gates. Its role is similar to the hidden state in Hidden Markov Models (HMM) or the latent
variable in Latent-Dynamic Conditional Random Field [172]. 𝑓𝑡 , 𝑖𝑡 , 𝑔𝑡 , 𝑜𝑡 , 𝑐𝑡 are forget gate, input
gate, candidate gate, output gate and cell unit respectively. 𝑊𝑓 , 𝑊𝑖 , 𝑊𝑔 , 𝑊𝑜 are weight matrices and
𝑏𝑓 , 𝑏𝑖 , 𝑏𝑔 , 𝑏0 are bias terms respectively, for different connections within the network. 𝜎 denotes a
𝑠𝑖𝑔𝑚𝑜𝑖𝑑 function and ∗ denotes an element-wise multiplication. [𝑥𝑡 , ℎ𝑡−1 ] denotes the
concatenation of vector 𝑥𝑡 and ℎ𝑡−1. LSTM can model long-term temporal dependencies between
the input 𝑥𝑡 and output 𝑦𝑡 because the memory cell ℎ𝑡 can selectively “remember” or “forget” past
information from 𝑥𝑡 . The strategy to open or close gates is embedded in the learned weights and
biases (𝑊′𝑠 and 𝑏′s).
̂ = {(𝑋̂𝑘 , 𝑦𝑘 ) | 𝑋̂𝑘 ∈ ℝ𝐿𝑘×𝑚 , 𝑦𝑘 ∈ {0,1}} from
During the training stage, segment-label pairs 𝒟
both turn-giving (ℰ 𝑔𝑖𝑣𝑒 , 𝑦𝑘 = 1) and turn-keeping (ℰ 𝑘𝑒𝑒𝑝 , 𝑦𝑘 = 0) states were introduced into
the network. The learning algorithm then calculates the weights and biases for each gate, by
minimizing the softmax cross entropy between the ground truth and the predicted labels. The Adam
optimizer [173] was used to iteratively estimate the parameters of the network, based on Stochastic
Gradient Descent algorithm (SGD) [174].
During the testing stage, a given unknown sequence 𝑋𝑢 ∈ ℝ𝐿𝑘×𝑚 is presented to the network. The
memory cell output of the last time step ℎ𝐿𝑢 is multiplied by 𝑊𝑦 and then applied the softmax
function, following 𝑦𝐿𝑢 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑦 ℎ𝐿𝑢 ) . Last, the label 𝑦̂𝑢 ∈ {0,1} for segment 𝑋𝑢 is
determined via Eq. (1), where 𝑦̂𝑢 = 0 indicates that the operator tends to keep the current turn
(ℰ 𝑘𝑒𝑒𝑝 ) while 𝑦̂𝑢 = 1 indicates willing to give out the current turn (ℰ 𝑔𝑖𝑣𝑒 ).
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3.2.5 Early prediction with Spiking Neural Networks (SNN)
This section focuses on implementing the turn-taking estimation algorithm 𝜙𝛽 with Spiking
Neural Networks (SNN). 𝜙𝛽 can predict the event type 𝑦̂𝑘 given processed signals 𝑋̂𝑘 ∈ ℝ𝐿𝑘×𝑚 as
defined in section 3.2.3. In the following, more details are given to cover the fundamentals, the
network structure, and the training paradigm of SNN. The overall framework is denoted as TurnTaking Spiking neural Network (TTSNet).
3.2.5.1 SNN basics
Conventional neural network models enforce synchronous firing of neurons of the same layer, as
depicted in Figure 3.11. They have fix layers (i.e., input, hidden and output layers). The
connections between consecutive layers are forced to have the same conduction delay, thus all the
neurons of the same layer can fire at the same time. This rigid structure poses difficulties when
modeling multimodal temporal sequences, since the delays between layers are fixed and cannot
adapt to different temporal resolutions associated with multimodal signals [175].
SNN, however, can model the variability of axonal conduction delays between neurons. Because
of the uninform conduction delays, the times for the firings to traverse the network will be different.
This way, the asynchronous effect of multimodal signals can be modeled. Moreover, SNN is
biologically plausible since real neurons communicate via discrete spikes of voltage. In SNN,
spikes can be routed like data packages to emulate the connectivity found in the brain.
Compared to RNN, SNN is a heterogeneous multi-layer feed-forward network. It is commonly
trained using Spike Timing Dependent Plasticity (STDP) rules, which locally strengths
connections based on correlated neuron activity. RNN, on the other hand, is commonly trained
with gradient descent back-propagation which adjusts weights based on global feedback. RNN
cannot work with non-differentiable activation functions such as discrete spikes. Also, when
building hardware, SNN has advantages in power consumptions compared to its RNN counterparts
[176].
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Figure 3.11 Illustration of conventional neural networks.
An illustration of a SNN is given in Figure 3.12. In Figure 3.12 (left) an example of a minimum
spiking neural network with variable conduction delays is given. Different synaptic connections
have different conduction delays as indicated by the black numbers on the arrows. Red numbers
indicate the fired time, the number at the end of the arrows indicates the spike arrival time at the
post-synaptic neuron. In Figure 3.12 (left), neurons b,c,d fire at the same time (0 ms). Their
responses arrive at neuron a and e at different times, resulting in insufficient potential to elicit the
neuron. In Figure 3.12 (right), neuron b,c,d fires at {2,0,1} ms, respectively. They arrive at neuron
a at the same time, resulting in enough potential to elicit a potent post-synaptic response. Such
behavior results in a time-locked pattern among neurons {c,d,b,a}, forming a polychronous
neuronal groups (PNG) group which responds to this type of spatial-temporal pattern (i.e. neuron
b,c,d fires at {2,0,1} ms, respectively).
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Figure 3.12 Illustration of a minimal SNN.
Turn-taking prediction using SNN requires a training process with two stages. The first stage trains
the SNN network weights by inputting training data repeatedly into the network. Each training
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observation (i.e., feature vector) activates corresponding neurons in sequence, and the network
weights are updated accordingly following a plasticity rule. The second stage of training consists
of constructing salient patterns from training inputs for different classes. Those patterns form the
signatures/templates for each class and are used for classification purposes. The testing phase
includes inputting the unknown sequence into the trained SNN and getting the corresponding
patterns, then comparing the similarity between the unknown data’s pattern and the signature
patterns of different classes. More details will be given in the following for each step.
3.2.5.2 Spiking neural kernels and network structure
The underlying computational model for TTSNet is introduced in this section. Also, the network
structure which connects multiple spiking neurons together into TTSNet is presented.
The basic model for the spiking neural model was originally introduced by Izhikevich [177]. The
network has 250 neurons (𝑁 = 250), with 200 excitatory neurons (i.e., can be stimulated, 𝑁𝑒 =
200) and 50 inhibitory neurons (i.e., cannot be stimulated, 𝑁𝑖 = 50). Each excitatory neuron has
25 post synapses, connecting it to 25 other neurons (i.e., 10% of all neurons), following a uniform
distribution. Each inhibitory neuron also has 25 post synapses, connecting it to 25 excitatory
neurons following a uniform distribution. Each synapse has a conduction delay in the range of [1,
20] ms, following a uniform distribution. The conduction delay is the required amount of time for
a signal to traverse through the synaptic connection. The weights of the synaptic connections are
initialized to be +6 for all post synapses after excitatory neurons, and −5 for all post synapses
after inhibitory neurons. Those weights represent how strong the synaptic connection is between
two neurons, and are updated based on the Spike Timing-Dependent Plasticity (STDP) rule during
the first stage of training phase. The maximum weight for each synaptic connection is set to 10.
The computational model which governs the firing/spiking behavior for each neuron is depicted
by a two-dimensional system of ordinary differential equations [178], as given in (3.21) and (3.22):
𝑣′ = 0.04𝑣 2 + 5𝑣 + 140 − 𝑢 + 𝐼
𝑢′ = 𝑎(𝑏𝑣 − 𝑢)

(3.16)

where 𝑣′ and 𝑢′ represents first-order time derivative. The auxiliary after-spike resetting follows:
𝑣←𝑐
if 𝑣 ≥ +30 mV, then {
(3.17)
𝑢 ←𝑢+𝑑
Here the variable 𝑣 represents membrane potential of the neuron and 𝑢 represents a membrane
recovery variable which provides negative feedback to 𝑣. The variable 𝐼 is the input DC current to
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this neuron, which is set to +20mA when this neuron is stimulated based on input multimodal
data. As illustrated by Figure 3.13, 𝑎 represents the time scale of the recovery variable 𝑢, b
represents sensitivity of the recovery variable 𝑢 to the subthreshold fluctuations of the membrane
potential 𝑣. Also, c represents the after-spike reset value of the membrane potential 𝑣, and 𝑑
represents after-spike reset increment of the recovery variable 𝑢. Depending on the four parameters
(𝑎, 𝑏, 𝑐, 𝑑), this spiking neural model is able to reproduce spiking and bursting behavior of known
types of cortical neurons [178]. There are several different types of neuron kernels which can be
used as the building block for excitatory neurons and inhibitory neurons [179]–[181]. Regular
spiking (RS) firing patterns and fast spiking (FS) firing patterns have been commonly used for
excitatory and inhibitory neurons [178]. However, there are other options which might suit the
context of this problem better, such as Intrinsically Bursting (IB), Chattering (CH) and Lowthreshold Spiking (LTS). The commonly observed neuron dynamics/types [179]–[181] and their
corresponding parameters are shown in Table 3.4. Each neuron type belongs to either excitatory
cortical cells (EX) or inhibitory cortical cells (IN), depending on their spiking pattern. The
stereotypical firing patterns for these five neurons types are shown in Figure 3.13. RS, IB and CH
are excitatory neurons, FS and LTS are inhabitory neurons. Each subfigure shows voltage response
of different neurons to a step of DC-current 𝐼 = 10 mA. Time resolution is 0.1ms. Electronic
version of the figure and reproduction permissions are freely available at www.izhikevich.com.
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Figure 3.13 Known types of common neuron types and their simulation results.
Table 3.2 Different neuron dynamics and corresponding parameters
Neuron type

type

𝒂

𝒃

𝒄

𝒅

Regular Spiking (RS)

EX

0.02

0.2

-65

8

Intrinsically Bursting (IB)

EX

0.02

0.2

-55

4

Chattering (CH)

EX

0.02

0.2

-50

2

Fast Spiking (FS)

IN

0.1

0.2

-65

2

Low-threshold Spiking (LTS)

IN

0.02

0.25

-65

2

3.2.5.3 Neuron mapping for multimodal input
TTSNet is used to predict turn-taking behaviors. For this, input multimodal data needs to be
mapped to the spiking neurons in the network. In previous research, discrete input data was
mapped to neurons on a one-to-one basis. For example, for hand-written digits’ recognition, each
pixel in the image (16×16) was mapped to one neuron in the network, resulting in a networks with
256 neurons [182]. The orientation of the written digits was mapped as nine orientations, which
was assigned to fire five randomly chosen neurons in the network [183]. However, mapping
multimodal continuous-valued signals into SNN neurons requires a different approach. Since the
size of the network grows exponentially as more features are introduced, the computation will
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become intractable. Assume that the multimodal signal have 𝑀 channels, and each channel is
quantized to have 𝑉 discrete levels and each level corresponds to five random neurons in the
network [183]. Then the resultant SNN will have (5𝑉)𝑀 neurons to encode all the possible
combination of inputs in the multimodal signal. In a small example of only five discrete levels (i.e.,
𝑉 = 5) and ten multimodal channels (i.e. 𝑀 = 5), this would lead to 255 ≈ 108 neurons, which is
intractable. This problem is solved by resorting to automatic channel quantization and decisionlevel fusion methods [184].
The quantization process is applied to each of the 𝑚 channels of 𝑋̂𝑘 ∈ ℝ𝐿𝑘×𝑚 . Each channel was
quantized into 𝑉 levels. Data below 1-percentile and above 99-percentile is excluded to remove
potential outliers. Then the 𝑉 bins are evenly distributed in the 1% ~ 99% range to encode the
continuous sensor signals. Given 1% percentile value of 𝑟1 and 99% percentile value of 𝑟99 , a
given sensor reading value 𝑥 ∈ 𝑋̂𝑘 will be quantized to level 𝑞 (0 ≤ 𝑞 ≤ 𝑉 − 1, 𝑞 ∈ ℤ), following:
0,
𝑥 − 𝑟1
𝑉,
𝑞={
𝑟99 − 𝑟1
𝑉 − 1,

𝑥 ≤ 𝑟1
𝑟1 < 𝑥 < 𝑟99

(3.18)

𝑥 ≥ 𝑟99

The quantization process is applied to each of the 𝑚 channels of 𝑋̂𝑘 ∈ ℝ𝐿𝑘×𝑚 and the quantized
𝐿 ×𝑚
signal is denoted as 𝑋̆𝑘 ∈ ℚ𝑉𝑘 , where ℚ𝑉 represents the quantized space with 𝑉 levels. Denote
(𝜏𝐿 )×𝑚
the partial observation as 𝑋̆𝑘𝜏 ∈ ℚ𝑉 𝑘
. For each quantized level of 𝑞, five excitatory neurons

in SNN will be randomly allocated (mapped) following a uniform distribution. When level 𝑞 is
active, all its five corresponding neurons will be stimulated one by one at 1 ms intervals, by
providing a DC current of 20mA to variable 𝐼 in (1). The value of 𝑉 was set to be 40, to reach a
total of 40 ∗ 5 = 200 excitatory neurons.
To deal with multimodal challenges, one SNN is constructed for each of the 𝑚 channels, and their
final decisions are fused in the end. This approach mimics the human brain mechanism for decision
making (i.e., vision is not fused with hearing at a low-level, but is fused only after each modality
is processed individually).
3.2.5.4 TTSNet training – synapse weights
Once the mappings between input data 𝑋̆𝑘𝜏 and SNN neurons are established, the network can be
trained. The training process consists of feeding relevant spatio-temporal patterns into the network
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and updating the synaptic weights based on STDP rules [185]. Under STDP, the synaptic weights
are updated based on the timings of the neural firings [186]. The synaptic weights between those
neurons which always fire together are strengthened. More specifically, the weight of synaptic
connection from pre- to postsynaptic neuron is increased if the post-neuron fires after the
presynaptic spike, i.e., the interspike interval 𝑡 > 0 . The magnitude of change decreases as
+

−

𝐴+ 𝑒 −𝑡/𝜏 . Reverse order results in a decrease of synaptic weight with magnitude 𝐴− 𝑒 𝑡/𝜏 .
Parameters are set to 𝐴+ = 0.1, 𝐴− = 0.12, 𝜏 + = 𝜏 − = 20ms, based on [177]. During this training
stage, all the input patterns are mapped to their corresponding neurons in the SNN, and the synaptic
weights are updated in each 1ms interval based on the STDP rules. Each quantized training data
𝐿 ×𝑚
𝑋̆𝑘 ∈ ℚ𝑉𝑘
is provided to the SNN for training and updating synaptic weights, following STDP

rules. The time allocated to simulating each 𝑋̆𝑘 is 250ms (𝑇 = 250). Since the input data length
𝐿𝑘 < 40 and each quantized level corresponds to five neurons, which are stimulated one at a time,
the training pattern 𝑋̆𝑘 takes less than 200ms to stimulate the network. Then the network continues
propagating the input without any active input, to allow the spike trains to propagate the network
under STDP rules. Notice that patterns 𝑋̆𝑘 for both classes (𝑦𝑘 ∈ {0,1}) are presented to the SNN
network during this training phase, following a random repeated order. The network is simulated
for a total of 900s, which includes in total 3600 training inputs (some training inputs are fed into
the model more than once), each of which takes 250ms to simulate. After the 250s simulation, the
synaptic weights in the network do not change much. The difference between the synaptic weights
of two consecutive frames has a 2-norm of 0.75, under a weight range of 10, so approximately 7.5%
variation exists. Therefore, the simulation converges into a steady state.
3.2.5.5 TTSNet training - signature firing maps
Once the SNN synapse weights are trained, the network would generate different responses for
different classes of inputs. Such responses, denoted as signature firing maps, are used for
classification purposes and are described in this section. One SNN network is constructed for each
𝐿 ×𝑚
information channel (i.e., one column of 𝑋̆𝑘 ∈ ℚ𝑉𝑘 , denoted as 𝑋̆𝑘𝑖 for column 𝑖). Therefore,

there will be in total 𝑚 SNN networks constructed, forming a SNN group. This is denoted as 𝒮 =
{𝑆𝑖 }, 𝑖 = 1, … , 𝑚. Given input 𝑋̆𝑘 , its response to this group of SNN is denoted as 𝒢𝑘 = 𝒮(𝑋̆𝑘 ). 𝒢𝑘
consists of 𝑚 individual responses (𝐺𝑘𝑖 ) for each one of the SNN networks, i.e., 𝒢𝑘 ≜ {𝐺𝑘𝑖 }, 𝑖 =
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1, … , 𝑚 where response 𝐺𝑘𝑖 ≜ 𝑆𝑖 (𝑋̆𝑘𝑖 ). 𝐺𝑘𝑖 represents the Firing Maps (FM) when input 𝑋̆𝑘𝑖 is fed
into the model 𝑆𝑖 , i.e., 𝐺𝑘𝑖 encodes the index and timing of neuron firings. When shown an input
𝑋̆𝑘𝑖 to the network, a simulation is created for 𝑇 milliseconds and each millisecond is the basic
operation unit. There are in total 𝑁 neurons in the network which can be potentially fired.
Therefore, 𝐺𝑘𝑖 is formed as a 𝑁 by 𝑇 Boolean matrix (i.e., 𝐺𝑘𝑖 ∈ 𝔹𝑁×𝑇 ), where a value of 1 at cell
(𝑛, 𝑡) indicates that neuron 𝑛 (1 ≤ 𝑛 ≤ 𝑁) fired at time 𝑡 (1 ≤ 𝑡 ≤ 𝑇), and a value of 0 indicates
no-firing, i.e.:
1
𝐺𝑘𝑖 (𝑛, 𝑡) = {
0

neuron n fired at time t
neuron n did not fire at time t

(3.19)

Features are constructed from 𝐺𝑘𝑖 for turn-taking classification purposes. Because 𝐺𝑘𝑖 is a large
sparse matrix where most cells are zero, a more compact and effective feature representation is
required. The Normalized Histogram of Neuron Firings (NHNF) descriptors was proposed to
compactly represent 𝐺𝑘𝑖 . Briefly speaking, NHNF is a histogram which summarizes the firing
patterns in 𝐺𝑘𝑖 over the temporal dimension. More specifically, the total number of neurons (i.e.
𝑁) are evenly divided into 𝐵 bins, where bin 𝑏 (𝑏 = 0, … , 𝐵 − 1) covers neurons whose indexes
are within the range [𝑏𝑁⁄𝐵 , (𝑏 + 1)𝑁⁄𝐵]. During a simulation of time 𝑇 ms, the number of total
neuron firings corresponding to bin 𝑏 is counted and then divided by the simulation duration 𝑇 to
generate the descriptor ℎ𝑘𝑖 (𝑏) for sample 𝑋̆𝑘 and feature 𝑖:
𝑇 (𝑏+1)𝑁/𝐵

1
ℎ𝑘𝑖 (𝑏) = ∑
𝑇

∑

𝐺𝑘𝑖 (𝑛, 𝑡)

(3.20)

𝑡=1 𝑛=𝑏𝑁/𝐵

for 𝑘 = 1, … 𝐾; 𝑖 = 1, … , 𝑚; 𝑏 = 0, … , 𝐵 − 1. Dividing the histogram by the simulation period 𝑇
makes this descriptor time-invariant, and thus is suitable for variable simulation lengths. This also
allows the descriptor to be applicable to the early prediction problem, where a partial time window
is used instead of the entire duration 𝑇.
Since there are 𝑚 channels of information in total, 𝑚 sets of histograms ℎ𝑘𝑖 (𝑏) are generated for
a given sample 𝑋̆𝑘 . The histograms ℎ𝑘𝑖 (𝑏) for each bin (𝑏) and each channel (𝑖) are concatenated
together to form the final feature descriptor for input 𝑋̆𝑘 , denoted as 𝐻𝑘 and illustrated in Equation
(3.21). Then 𝐻𝑘 is used to train a classifier to recognize the turn-event type 𝑦̂𝑘 ∈ {0,1}. When
given partial observation 𝑋𝑘𝜏 , its discretized version 𝑋̆𝑘𝜏 is fed into the SNN group 𝒮, generating a
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partial response 𝒢𝑘𝜏 = 𝒮(𝑋̆𝑘𝜏 ). The NHNF descriptors are then extracted from it (denoted as 𝐻𝑘𝜏 )
and used to predict the turn-event type, i.e., 𝑦̂𝑘𝜏 ∈ {0,1}.

𝐻𝑘 ∈ ℝ𝑚𝐵×1

ℎ𝑘1 (0)
ℎ (1)
( 𝑘1
)
⋮
ℎ𝑘1 (𝐵 − 1)
ℎ𝑘2 (0)
ℎ𝑘2 (1)
(
)
≜
⋮
ℎ𝑘2 (𝐵 − 1)
⋮
ℎ𝑘𝑚 (0)
ℎ (1)
( 𝑘𝑚
)
⋮
( ℎ𝑘𝑚 (𝐵 − 1) )

(3.21)

Decision fusion with Dempster-Shafer Theory
Intent is expressed through several modality channels, and there are different ways to integrate the
information from these modalities together. Dempster-Shafer Theory (DST) provides a framework
to combine degree of beliefs derived from independent evidence channels, thus is used in this
dissertation. The DST framework is easily extendable to allow incremental modality additions and
subtractions. Also, it provides a measurement of uncertainty and modality disagreement. DST has
been used for decision fusion in visual tracking [187] and human activity recognition [188], to
mention a few examples. In this scenario, the DST is used to accumulate confidences from both
spatial domain (across different modalities and context knowledge) and temporal domain (across
consecutive time frames) similar to the spatial-temporal weighted Dempster-Shafer scheme [187].
The proposed DST approach in addition considers contextual knowledge about task models.
3.3.1 Dempster-Shafer Theory (DST) formulation
Let 𝜖 = {𝜖0 , 𝜖1 , … , 𝜖𝑛−1 } represents the 𝑛 possible states of the system under consideration. Under
this context, the states 𝜖 would include all possible states of human operator (i.e., 𝜖0 represents
turn-keeping event ℰ 𝑘𝑒𝑒𝑝 and 𝜖1 represents turn-giving event ℰ 𝑔𝑖𝑣𝑒 ). The power set 2𝜖 contains all
subsets of 𝜖 and thus represents all possible propositions about the actual state of the system.
Assume that there are only two states in the system, 2𝜖 = {∅, {𝜖0 }, {𝜖1 }, {𝜖0 , 𝜖1 }} represents all
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possible propositions of the system state. The DST theory then assigns a Basic Belief Assignment
(BBA) function 𝑏 to each element of the power set 2𝜖 , i.e., 𝑏: 2𝜖 ↦ [0,1] such that 𝑏(∅) = 0 and
∑𝐴∈2𝜖 𝑏(𝐴) = 1. For a given state 𝐴 ∈ 2𝜖 , its BBA value 𝑏(𝐴) expresses the evidence to support
the claim that the actual system state belongs to 𝐴 (but to no subset of 𝐴, who by definition have
their own BBA values). DST allows the probability of a given state 𝑃(𝐴) to be represented by
intervals [𝑏𝑒𝑙(𝐴), 𝑝𝑙(𝐴)] where 𝑏𝑒𝑙(𝐴) is the belief and 𝑝𝑙(𝐴) is the plausibility as defined:
𝑏𝑒𝑙(𝐴) = ∑

𝑏(𝐵)
𝐵|𝐵⊆𝐴

𝑝𝑙(𝐴) = ∑

(3.22)
𝑏(𝐵)

}

𝐵|𝐵∩𝐴≠∅

DST is considered a generalization of Bayesian methods, with the difference that Bayesian method
only assigns nonnegative weights (i.e., probabilities) to each individual state (e.g.
𝑃(𝜖0 ), 𝑃(𝜖1 ), 𝑃(𝜖2 ), …), while DST assigns nonnegative weights (i.e., belief) to each combinatory
proposition (e.g. 𝑏({∅}), 𝑏({𝜖0 }), 𝑏({𝜖1 }), 𝑏({𝜖0 , 𝜖1 }). Such a generalization grants DST more
flexibility to model uncertainty [189]. For example, if there is confidence to support that the system
state is in either 𝜖0 or 𝜖1 (but with no information to distinguish between the two), the DST
approach can just alter the BBA of {𝜖0 or 𝜖1 } (i.e., 𝑏({𝜖0 , 𝜖1 })) without altering the individual BBA
of 𝜖0 and 𝜖1 (i.e., 𝑏({𝜖0 }) and 𝑏({𝜖1 }) ), while Bayesian approach would have to alter the
probabilities of 𝜖0 and 𝜖1 (i.e. 𝑃(𝜖0 ) and 𝑃(𝜖1 )).
Table 3.3 presents an example with 2 possible system states {ℰ 𝑔𝑖𝑣𝑒 , ℰ 𝑘𝑒𝑒𝑝 } to illustrate the DST
formulation, with Basic Belief Assignment 𝑏(∙), belief 𝑏𝑒𝑙(∙) and plausibility 𝑝𝑙(∙).
Table 3.3 Illustration of the DST formulation
Hypothesis

Basic Belief Assignment 𝒃(𝑨)

Belief 𝒃𝒆𝒍(𝑨)

Plausibility 𝒑𝒍(𝑨)

∅

0

0

0

ℰ 𝑔𝑖𝑣𝑒

0.5

0.5

0.8

ℰ 𝑘𝑒𝑒𝑝

0.2

0.2

0.5

ℰ 𝑔𝑖𝑣𝑒 or ℰ 𝑘𝑒𝑒𝑝

0.3

1.0

1.0

The DST theory also provides a framework to combine multiple BBA from different sources. The
Dempster’s Rule of Combination (DRC) calculates a joint BBA 𝑏1,2 (∙) from two independent BBAs
𝑏1 (∙) and 𝑏2 (∙), according to:
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1
∑
𝑏1 (𝐵)𝑏2 (𝐶)
1−𝜁
𝐵∩𝐶=𝐴

𝑏1,2 (𝐴) =

(3.23)

where 𝜁 = ∑𝐵∩𝐶=∅ 𝑏1 (𝐵)𝑏2 (𝐶) is measure of the degree of disagreement between the two BBA
𝑏1 (∙) and 𝑏2 (∙). A large 𝜁 value implies strong disagreement between the two BBAs regarding the
actual state of the system. Table 3.4 and Table 3.5 present two examples to illustrate the
combination process with different levels of disagreements. In the tables, the system has two states
{𝜖0 , 𝜖1 } where 𝜖0 represents turn-keeping states ( ℰ 𝑘𝑒𝑒𝑝 ) and 𝜖1 represents turn-giving states
(ℰ 𝑔𝑖𝑣𝑒 ). 𝑏1 (𝜖𝑖 ) and 𝑏2 (𝜖𝑖 ) express the evidence that the actual system state belongs to 𝜖𝑖 , based
on the information provided by Kinect (𝑏1 ) and Myo (𝑏2 ), respectively. This value is determined
by the softmax layer output (equation 3.20), when given only input 𝑠(𝑡) corresponding to Kinect
or Myo sensor. 𝑏1,2 (𝜖𝑖 ), as the outcome to the DRC fusion step, integrates the decisions from
Kinect and Myo. The degree of disagreement in Table 3.4 is 𝜁 = 𝑏1 (𝜖0 )𝑏2 (𝜖1 ) + 𝑏1 (𝜖1 )𝑏2 (𝜖0 ) =
0.3 ∗ 0.7 + 0.6 ∗ 0.2 = 0.33, which indicates light disagreement. The degree of disagreement in
Table 3.5 is 𝜁 = 𝑏1 (𝜖0 )𝑏2 (𝜖1 ) + 𝑏1 (𝜖1 )𝑏2 (𝜖0 ) = 0.8 ∗ 0.9 + 0.1 ∗ 0.1 = 0.73, indicating strong
disagreement.
Table 3.4 Illustration of the DRC with a slight disagreement.
Hypothesis 𝒃𝟏 (𝑨) 𝒃𝟐 (𝑨)
∅

0

0

𝜖0

0.3

0.2

Joint BBA 𝒃𝟏,𝟐 (𝑨)
0
1
1−𝜁

(𝑏1 (𝜖0 ) ∗ 𝑏2 (𝜖0 ) + 𝑏1 (𝜖0 ) ∗ 𝑏2 (𝜖0 or 𝜖1 ) +
1

𝑏1 (𝜖0 or 𝜖1 ) ∗ 𝑏2 (𝜖0 )) = 1−0.33 (0.3 ∗ 0.2 + 0.3 ∗
0.1 + 0.1 ∗ 0.2) = 0.164
𝜖1

0.6

0.7

1
1−𝜁

(𝑏1 (𝜖1 ) ∗ 𝑏2 (𝜖1 ) + 𝑏1 (𝜖1 ) ∗ 𝑏2 (𝜖0 or 𝜖1 ) +
1

𝑏1 (𝜖0 or 𝜖1 ) ∗ 𝑏2 (𝜖1 )) = 1−0.33 (0.6 ∗ 0.7 + 0.6 ∗
0.1 + 0.1 ∗ 0.7) = 0.821
𝜖0 or 𝜖1

0.1

0.1

1
1−𝜁

1

(𝑏1 (𝜖0 or 𝜖1 ) ∗ 𝑏2 (𝜖0 or 𝜖1 )) = 1−0.33 (0.1 ∗
0.1) = 0.015

Table 3.5 Illustration of the DRC with a strong disagreement.
Hypothesis 𝒃𝟏 (𝑨) 𝒃𝟐 (𝑨)
∅

0

0

Joint BBA 𝒃𝟏,𝟐 (𝑨)
0
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𝜖0

0.8

1

0.1

1−𝜁

(𝑏1 (𝜖0 ) ∗ 𝑏2 (𝜖0 ) + 𝑏1 (𝜖0 ) ∗ 𝑏2 (𝜖0 or 𝜖1 ) +
1

𝑏1 (𝜖0 or 𝜖1 ) ∗ 𝑏2 (𝜖0 )) = 1−0.73 (0.8 ∗ 0.1 + 0.8 ∗ 0 +
0.1 ∗ 0.1) = 0.333
𝜖1

0.1

1

0.9

1−𝜁

(𝑏1 (𝜖1 ) ∗ 𝑏2 (𝜖1 ) + 𝑏1 (𝜖1 ) ∗ 𝑏2 (𝜖0 or 𝜖1 ) +
1

𝑏1 (𝜖0 or 𝜖1 ) ∗ 𝑏2 (𝜖1 )) = 1−0.73 (0.1 ∗ 0.9 + 0.1 ∗ 0 +
0.1 ∗ 0.9) = 0.666
𝜖0 or 𝜖1

0.1

0

1
1−𝜁

1

(𝑏1 (𝜖0 or 𝜖1 ) ∗ 𝑏2 (𝜖0 or 𝜖1 )) = 1−0.73 (0.1 ∗ 0) =
0

The DRC fusion rule provides a robust and flexible framework for sensor fusion. For example, in
situations where one of the sensors is not available due to potential hardware failures, the DRC
rules can still accumulate confidences from the working sensors and allow for a definitive fused
decision.
3.3.2 DST in turn-taking prediction
DST is used to combine information from various resources (i.e. communication modalities and
context) to achieve sensor fusion. It was only applied to the LSTM output since there is a clear
match between the LSTM network output and the BBA functions. The TTSNet instead relies on
feature level fusion. In this scenario, at time instance 𝑡, a 𝐵𝐵𝐴 function 𝑏 𝑡 is created for each
source of information, and then DRC (equation 3.25) is used to combine the evidences from all
the BBAs to reach a final joint BBA 𝑏𝐽𝑡 . In this scenario, the joint BBA 𝑏𝐽𝑡 consists of:
The individual BBA constructed based on the LSTM network output for each modality. For
example, in the experiments section, it is shown that three sensors are used to capture human
𝑡
communication cues, namely Epoc headset (𝑏𝑒𝑡 ), Kinect (𝑏𝑘𝑡 ) and Myo armband (𝑏𝑚
). A LSTM

network is trained individually on features corresponding to each sensor. During testing, the
individual network output from each sensor is used to construct each BBA function (i.e., 𝑏𝑒𝑡 , 𝑏𝑘𝑡
𝑡
and 𝑏𝑚
). For LSTM, the softmax layer generates an output 𝑦𝑡 ∈ ℝ|𝐶|×1 at time 𝑡, whose values are

in the range [0,1] and add up to 1. The 𝑖𝑡ℎ element of 𝑦𝑡 (namely, 𝑦𝑡 [𝑖], 𝑖 = 0,1, … |𝐶| − 1 )
contains the probability that the input belongs to category 𝐶𝑖 , and is used to initialize the 𝐵𝐵𝐴
value of system state 𝜖𝑖 , i.e., 𝑏 𝑡 (𝜖𝑖 ) = 𝑦𝑡 [𝑖] . In the turn-taking scenario, 𝜖0 represents turnkeeping (ℰ 𝑘𝑒𝑒𝑝 ) and 𝜖1 represents turn-giving (ℰ 𝑔𝑖𝑣𝑒 ).
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The context BBA 𝑏𝑐𝑡 , which characterizes the current context cues at time 𝑡. For now, the context
cue 𝑏𝑐𝑡 describes the task progress since the beginning of current operation. The operator’s intent
of turn giving (ℰ 𝑔𝑖𝑣𝑒 ) is assumed to grow linearly as time goes on, until the turn is seized. More
specifically,
𝑏𝑐𝑡 (𝜖1 ) ≜ 𝑎 + 𝑠𝑡𝑒𝑝 ∗
𝑏𝑐𝑡 (𝜖0 )

≜1−

𝑡
𝐿𝑘 }

(3.24)

𝑏𝑐𝑡 (𝜖1 )

where 𝑡 (0 ≤ 𝑡 ≤ 𝐿𝑘 , 𝑡 ∈ ℤ) is current discrete time within the operation, 𝐿𝑘 is the window length
of the given segment 𝑋𝑘 ∈ ℝ𝐿𝑘 ×𝑚 , 𝑎 and 𝑠𝑡𝑒𝑝 are offset and normalization constants set to 0.4
and 0.2, respectively.
The joint BBA from the previous time frame 𝑏𝐽𝑡−1 . Once the human has already expressed intention
to give out the turn in the beginning of an event, such intention is going to hold in the remainder
of this event. Therefore, the final joint BBA from the previous time frame 𝑏𝐽𝑡−1 is also included in
calculating the current joint BBA value 𝑏𝐽𝑡 .
𝑡
The joint BBA is then calculated following 𝑏𝐽𝑡 = 𝐷𝑅𝐶(𝑏𝑒𝑡 , 𝑏𝑘𝑡 , 𝑏𝑚
, 𝑏𝑐𝑡 , 𝑏𝐽𝑡−1 ). The ultimate decision

at time 𝑡 is then made solely based on the joint BBA 𝑏𝐽𝑡 .

Predicting turn-taking objects
The early turn-taking prediction methodology has focused on when a turn-taking is going to take
place, and not which objects are going to be required in this incoming turn, and precisely this is
the focus on this section.
There are solutions that have been developed for cases when the requests are explicitly given [190].
Alternatively, when the need is expressed implicitly (often the case in early turn taking), a different
solution is needed. In this scenario, the next most likely instrument required is predicted. As
defined in section 3.1.1, a collaborative task 𝒲𝒦 consists of 𝒦 alternated human and robot
𝑅
subtasks 𝒲𝒦 = {𝑤1𝐻 , 𝑤2𝑅 , 𝑤3𝐻 , 𝑤4𝑅 , … , 𝑤𝒦
} . Each subtask 𝑤𝑘𝑎 consists of the probability

distribution of tools used in this subtask, denoted as 𝑢
⃗ 𝑘 ≜ {𝑢𝑘𝑗 | 𝑗 = 1, … , |𝒰|} ∈ ℝ|𝒰|×1 where
𝑢𝑘𝑗 ∈ [0,1] is the probability that instrument 𝑗 (𝑗 = 1, … , |𝒰|) is used in subtask 𝑤𝑘𝑎 , and 𝒰 is the
set containing all the tools. The function mapping 𝑤𝑘𝑎 to its element 𝑢
⃗ 𝑘 is denoted as 𝐹(∙),
i.e., 𝑢
⃗ 𝑘 = 𝐹(𝑤𝑘𝑎 ). Therefore, given collaborative task 𝒲𝒦 , its instrument probability distribution
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profile 𝑈𝒦 was constructed by stacking 𝑢
⃗ 𝑘 column by column together from subtask 1 to subtask
𝑅
}) = [𝑢
𝒦 , i.e., 𝑈𝒦 ≜ 𝐹(𝒲𝒦 ) = 𝐹({𝑤1𝐻 , 𝑤2𝑅 , … , 𝑤𝒦
⃗ 1, 𝑢
⃗ 2, … , 𝑢
⃗ 𝒦 ] ∈ ℝ|𝒰|×𝒦 . A sample 𝑈𝒦 is

illustrated in Figure 3.14, given 10 subtasks (i.e., 𝒦 = 10) and a sample tool set of five surgical
instruments.
𝒰 = {scalpel, scissors, retractor, hemostat, foceps}

Figure 3.14 Illustration of a sample instrument probability distribution profile 𝑈𝒦
An instrument prediction model 𝑇(∙) is then constructed to predict the probability (𝑢
⃗ 𝑘+1) of each
object expected to be used in the next subtask, based on an observation of past object sequences
𝑈𝑘 = [𝑢
⃗ 1, 𝑢
⃗ 2, … , 𝑢
⃗ 𝑘 ], i.e. 𝑢
⃗ 𝑘+1 = 𝑇(𝑈𝑘 ). After the probability 𝑢
⃗ 𝑘+1 is estimated, the most likely
object to be used is given by argmax of all the probabilities, i.e.,
∗
𝑗𝑘+1
= 𝑎𝑟𝑔𝑚𝑎𝑥 𝑢
⃗ 𝑘+1 (𝑗)
𝑗=1,…,|𝒰|

(3.25)

𝑎
∗
where 𝑢
⃗ 𝑘+1 (𝑗) represents the probability that object 𝑗 will be used in subtask 𝑤𝑘+1
, and 𝑗𝑘+1
∈
𝑎
{1, … , |𝒰|} indicates the most likely object to be used in subtask 𝑤𝑘+1
.

A Hidden Markov Model (HMM) algorithm [191] was used to determine 𝑇(∙). A HMM model
(𝜆𝑗 ) is characterized by three elements, the state transition probability 𝐴𝑗 , the emission probability
𝐵𝑗 and the initial state probability 𝜋𝑗 , i.e., 𝜆𝑗 = (𝐴𝑗 , 𝐵𝑗 , 𝜋𝑗 ). In total, |𝒰| HMM models were
constructed, one for each task objects, i.e., 𝜆1 , … , 𝜆|𝒰| . After the |𝒰| HMM models were trained,
they were used to estimate 𝑢
⃗ 𝑘+1 , the probability of objects required next. More specifically,
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𝑢
⃗ 𝑘+1 (𝑗) is calculated by applying the softmax function on the fitting scores of the given
observation sequences with each HMM model, i.e.:
̃

𝑢
⃗ 𝑘+1 (𝑗) =

𝑒 ℒ(𝜆𝑗; 𝑈𝑘)
̃𝑘 )
ℒ(𝜆𝑙 ; 𝑈
∑|𝒰|
𝑙=1 𝑒

, 𝑗 = 1, … , |𝒰|

(3.26)

̃𝑘 ) describes how well a trained HMM model 𝜆𝑗 fits a given observation
The likelihood ℒ(𝜆𝑗 ; 𝑈
̃𝑘 , and is calculated through the Forward-Backward algorithm [192]. The observation
sequence 𝑈
̃𝑘 is generated by stacking the indices of the previously requested objects, one after the
sequence 𝑈
other (i.e., performing an argmax operation column-wise on 𝑈𝑘 ). With 𝑢
⃗ 𝑘+1, the most likely object
∗
(𝑗𝑘+1
) can be estimated, and the robot is then able to prepare for the incoming turn-taking transition.

In anticipation of a particular request, the robot will move the expected tool to a designated “tool
waiting region”. As the operator’s intention has become clearer, the robot will initiate a series of
motion primitives (i.e., reaching over the instrument, bring the tool closer to the operator, hover
the gripper above the tool or directly pick and deliver the tool). If the tool delivered is not the one
required, the operator would correct the robot by explicit requests (e.g. using verbal instructions
or gestures).

Summary
This chapter first presents the problem formulation of early turn-taking prediction. Then it presents
the ETPF, which is a computational framework which reasons about the when and the what of a
turn-taking intention. The described architecture features automatic salient pattern mining, RNNbased and SNN-based early prediction modelling, and DST theory for sensor fusion. In the end,
the turn-taking object prediction network is discussed.
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4. EXPERIMENTS AND RESULTS

This chapter presents several experiments constituting evaluation of the theories and algorithms
proposed in the previous chapter. The first half of this chapter focuses on the Robotic Scrub Nurse
testbed and evaluates the accuracy of the proposed early turn-taking prediction algorithm. The
second half focuses on the Robotic Assembly Assistance testcase and evaluates the human robot
collaboration fluency under different interaction paradigms.

Testbed A: Robotic Scrub Nurse
This testbed is developed to evaluate the prediction performance of the proposed Early Turn-taking
Prediction Framework (ETPF). In this scenario, a robotic scrub nurse assists the surgeon by
providing support similar to a surgical technician [193]. The major collaboration task of focus in
this case is the surgical instrument exchange between the surgeon and the nurse. Previous work
had dealt with recognizing explicit requests for surgical tools [194]. Conversely, the focus of this
dissertation is on the prediction of turn-taking intentions ahead of time. Such intention, once
recognized, would trigger the RSN system to pick up the expected surgical instrument and deliver
to surgeon.
4.1.1 System overview and simulated surgery environment setup
Figure 4.1 gives a conceptual overview of the different components in the RSN system to help
understand its capability and functionality in the OR.
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Figure 4.1 Conceptual representation of the RSN system
The system setup is given in Figure 4.2. The surgeon is conducting a surgery (black) when RSN
(orange) picks up the instrument from mayo stand (brown) and delivers to surgeon after
recognizing his turn-taking intentions. The surgeon is monitored by Myo armband (green), Epoc
headset (red) and Kinect (purple) for turn-taking analysis. The turn-taking intention prediction
involves two aspects: (a) what instrument is needed; (b) when is the instrument needed, both will
be covered in the reminder of this chapter.
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Figure 4.2 System setup for the RSN system.
A simulation platform for surgical operations was used to record turn-events (both turn-keeping
event ℰ 𝑘𝑒𝑒𝑝 and turn-giving event ℰ 𝑔𝑖𝑣𝑒 ) between users and robots acting as surgeons and nurses,
as shown in Figure 4.2. The simulation platform includes a patient simulator and a set of
instruments required to complete a mock surgical task of abdominal incision and closure [195].
Similar simulation setups have been successfully applied to evaluating gesture interactions
between surgeons and robotic nurses [196]. Figure 4.3 shows the detailed steps of this mock
surgical procedure. In this task, the surgeon and the nurse collaborate by delivering and retrieving
surgical instruments to complete the operation successfully, thus forming turn-taking actions.
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(1) Incise skin

(2) Open skin

(3) Incise linea alba

(4) Hold linea alba

(5) Cut linea alba

(6) Suture linea alba

Figure 4.3 Mock Abdominal Incision and Closure Procedure
This study was conducted at Purdue University, Industrial Engineering’s ISAT Lab (MGL 1332).
The study was approved by IRB (protocol number 1305013664), and the participants were
recruited through emails and personal inquiries. In total 12 participants were recruited, with ages
in range 20-31 (mean = 25.7, std = 2.93). The participants were first instructed by video about how
to use the simulator for the mock abdominal incision and closure task [197]. Once the subjects
observed the videos, they had a “warm-up” trial performing the surgical task on the surgical
simulator, before they start the actual trial. During the course of the surgical operations, the surgeon
requested surgical instruments from the nurse, and used instruments were handed back to the nurse.
The surgeon needs around 14 surgical instruments to finish one trial of the task (resulting in 14
turn-taking instances). The instruments used are scalpel, hemostat, forceps, retractor, scissors and
needle. Each participant repeated the surgical task five times in order to reach the expertise level
required. The surgeons were explicitly required to use verbal commands to request each instrument.
The surgeon’s body, gaze and arm motions were observed as potential cues to convey intent. This
is referred as implicit communication cues and are not explicitly instructed to surgeons. In the
simulated setting, the subjects acting as nurses observed these implicit and explicit cues and
reacted accordingly by delivering surgical instruments.
4.1.2 Multimodal turn-taking cue collection
During the interaction between surgeons and nurses, the surgeon’s multimodal communication
cues were recorded for the following turn-taking analysis. More specifically, the surgeon’s
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communication cues 𝑠(𝑡) and context knowledge 𝑐 (𝑡) are recorded in order to train the turntaking intention estimation algorithm. The recorded signals are segmented and formatted into the
initial turn-taking dataset 𝒟 = {(𝑋𝑘 , 𝑦𝑘 ) | 𝑋𝑘 ∈ ℝ𝐿𝑘×𝑀 , 𝑦𝑘 ∈ {0,1}}, which will be used to evaluate
the proposed ETPF.
The communication cues expressed by the surgeon during the surgical task were recorded in order
to detect intent signals. Recent literatures have studied multiple human communication channels
for turn-taking, including motion cues (i.e., gaze, body, head, and hand movements), conversationrelated cues (i.e., respiration, acoustic, and speech), and task context cues (i.e., conversation
semantics and task models). The relevant literatures are detailed in section 2.2.2 and summarized
in Table 2.1. As shown by Table 2.1, the body gesture, gaze, speech, EEG, and EMG signals are
the most relevant turn-taking modalities, as they were studied by more than half of the relevant
literatures cited. Therefore, we also use this set of modalities to study turn-taking behavior. Three
sensors (i.e., Myo armband, Epoc headset and Kinect) were used to capture these modalities. An
illustration of the recorded multimodal signals is presented in Figure 4.4. The details of the
recorded data for each sensor is given below.

1
MYO armband

Orientation, acceleration
and gyroscope

8 EMG channels

2
EPOC headband

•
•
•
•
•
14 EEG channels

2D Head gyro

Engagement
Frustration
Meditation
Excitement
Valence
5 emotions

3
Kinect

Body joint positions

Acoustic

Figure 4.4 Captured multimodal signal
Myo armband sensor

Face orientation

Body lean
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The Myo armband is a gesture capturing device worn on the forearm, capturing the motion and
electromyographic (EMG) signals on the surgeon’s dominant arm. The following information
were recorded:
•

Arm orientation, 3D

•

Arm acceleration, 3D

•

Arm gyroscope, 3D

•

Arm muscle EMG signals, 8D

Epoc headset sensor
The Emotive Epoc headset is a brain-computer interface based on electroencephalography (EEG)
technology. It is used to capture surgeon’s head motions and EEG signals. The following data was
recorded:
•

Head EEG signals (AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4), 14D

•

Head gyro (pitch and yaw motion), 2D

•

Emotion classification (engagement, frustration, meditation, excitement and valence), 5D

Kinect sensor
Kinect is a motion sensing and acoustic recording device. Joint, body and face tracking algorithms
were used to extract participants’ head poses, body postures and utterances. The following
information was recorded:
•

Face orientation (roll, pitch and yaw motion), 3D

•

Body postures (left-right leaning and forward-backward leaning), 2D

•

Left hand extension (vector from joint Spine Mid to joint left Hand), 3D

•

Right hand extension (vector from joint Spine Mid to joint right Hand), 3D

•

Acoustic amplitude, 1D

Synchronization
The real-time data from all three modalities were synchronized at a frame rate of 20 Hz and then
concatenated together, forming a basic data level fusion. This sensor synchronization servers for
data pre-processing purposes. After preprocessing, for each time frame 𝑡, the integrated sensor
measurement 𝑋𝑘 ∈ ℝ𝐿𝑘×𝑀 consists of 50 values for each time instance (i.e., 𝑀 = 50 ). Color
images from Kinect were also recorded for annotation purposes.
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4.1.3 Turn-taking event annotation
While collaborating, surgeon’s behavior is recorded through sensors’ signals 𝑠(𝑡) and contextual
knowledge 𝑐 (𝑡). The signals 𝑠(𝑡) and 𝑐 (𝑡) are obtained during periods when surgeon is either
intending to keep the turn (ℰ 𝑘𝑒𝑒𝑝 ) or give the turn (ℰ 𝑔𝑖𝑣𝑒 ). The purpose of the turn-event annotation
is to segment the collected data in the form of a dataset {𝑋𝑘 , 𝑦𝑘 }. The definition of 𝑡𝑘𝑠 and 𝑡𝑘𝑒 for
each turn-event 𝐸𝑘 is based on: (1) human starts expressing intentions to give a turn (i.e., 𝑡𝑘𝑠 , start
time of event ℰ 𝑔𝑖𝑣𝑒 ), and (2) intention is fully conveyed (i.e., 𝑡𝑘𝑒 , end time of event ℰ 𝑔𝑖𝑣𝑒 ). The
determination of 𝑡𝑘𝑠 and 𝑡𝑘𝑒 are based on the multi-modal communication cues expressed
simultaneously by human, as it is known that humans use a combination of communication
modalities to express turn-taking intention [7].
The annotation process requires an annotator to determine from the recorded video the time when
human starts expressing intentions to give a turn, and the time when such intent is fully revealed.
The modalities examined by the annotators include:
•

torso movement: body stance was identified as one of the key communication cues [150].
In collaborative surgeries in OR, surgeons change body stance to communicate who will
continue to perform the next operation.

•

gaze shift: gaze patterns were found to have high correlation with object handovers [198].
In OR, the surgeon looks at the instrument or region that he will be interested in the next
step of the surgery.

•

arm movement: human-human handovers were observed and a preparatory arm movement
was found to trigger the timing of turn-taking [55]. In OR, the surgeon would extend his
arm to the exchange area to indicate intention to receive the next instrument.

•

speech command: verbal commands are one of the most common channels of
communication [199]. Surgeons would say “scalpel, please” when requesting a specific
instrument.

•

utterances: sounds preceding commands are an early indication of speech [200]. Surgeon
would utter sounds like “hum”, “well” before giving full speech commands.

•

hand gestures: hand gestures are often used to express certain turn taking intentions [201].
Surgeons would show a scissor “shape” iconic gesture to convey the need for scissors.

58
𝓂 ̃𝓂
Human exhibits active response in each modality for a period of time, denoted as [𝑡̃𝑘,𝑠
, 𝑡𝑘,𝑠 ] and

𝓂 ∈ {𝑡𝑜𝑟𝑠𝑒, 𝑔𝑎𝑧𝑒, 𝑎𝑟𝑚, 𝑠𝑝𝑒𝑒𝑐ℎ, 𝑢𝑡𝑡𝑒𝑟, ℎ𝑎𝑛𝑑}

indicates

modality.

For

example,

𝑠𝑝𝑒𝑒𝑐ℎ 𝑠𝑝𝑒𝑒𝑐ℎ
[𝑡̃𝑘,𝑠
, 𝑡̃𝑘,𝑒
] represents the time window when the human is giving out an explicit speech

command. In this multimodal communication process, some modalities start early (e.g. changes in
body stance) while others start late (e.g. verbal requests). Humans can recognize the intention as
early as the earliest cue starts, or as late as the latest clue ends (for redundancy and cross-checking
purposes). Therefore, the event ℰ 𝑔𝑖𝑣𝑒 is defined to begin with the earliest cue and finish with the
latest cue, as shown by Figure 4.5 and the following equation:
𝑡𝑜𝑟𝑠𝑜 ̃ 𝑔𝑎𝑧𝑒 ̃ 𝑎𝑟𝑚 ̃ 𝑠𝑝𝑒𝑒𝑐ℎ ̃ 𝑢𝑡𝑡𝑒𝑟 ̃ ℎ𝑎𝑛𝑑
𝑡𝑘𝑠 = min {𝑡̃𝑘,𝑠
, 𝑡𝑘,𝑠 , 𝑡𝑘,𝑠 , 𝑡𝑘,𝑠
, 𝑡𝑘,𝑠 , 𝑡𝑘,𝑠 }
𝑡𝑜𝑟𝑠𝑜 ̃ 𝑔𝑎𝑧𝑒 ̃ 𝑎𝑟𝑚 ̃ 𝑠𝑝𝑒𝑒𝑐ℎ ̃ 𝑢𝑡𝑡𝑒𝑟 ̃ ℎ𝑎𝑛𝑑
𝑡𝑘𝑒 = max {𝑡̃𝑘,𝑒
, 𝑡𝑘,𝑒 , 𝑡𝑘,𝑒 , 𝑡𝑘,𝑒
, 𝑡𝑘,𝑒 , 𝑡𝑘,𝑒 }

}

(4.1)

The annotators only identify 𝑡𝑘𝑠 and 𝑡𝑘𝑒 for turn-giving events ℰ 𝑔𝑖𝑣𝑒 , since those events involve turn
transitions and can be easily and accurately spotted. The turn-keeping events ℰ 𝑘𝑒𝑒𝑝 are randomly
sampled segments between two consecutive turn-giving events ℰ 𝑔𝑖𝑣𝑒 , as shown in Figure 3.3. In
this example, the ending time of 𝐸2 follows a uniform distribution from ending time of 𝐸1 to start
of 𝐸3 , and the window length 𝐿2 is selected to be the average segment length of all ℰ 𝑔𝑖𝑣𝑒 events
(𝑦𝑘 = 1), i.e., 𝑡2𝑒 ~ 𝒰(𝑡1𝑒 , 𝑡3𝑒 ) and
𝐿2 =

∑𝐾
𝑘=1 𝐿𝑘 ∗ 𝑦𝑘
∑𝐾
𝑘=1 𝑦𝑘

(4.2)

Figure 4.5 Illustration of the process to identify the start and end time for 𝐸𝑘 .
A team member segmented all the videos and labeled the turn-giving and turn-keeping phases.
Then, ten percent of randomly selected segments were labeled again by a secondary team member.
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Inter-rater reliability showed almost perfect agreement between the two sets of annotations with
regard to the segmented states (Cohen’s κ = 0.95) [202]. Overall, 846 turn-giving events (𝑦𝑘 = 1)
and 1305 turn-keeping events (𝑦𝑘 = 0) were annotated and served as the basic data set for further
experiments.

Experiment setup and evaluation metrics
The computational experiments assess the accuracy of ETPF output 𝑦̂𝑘 . The training-testing setup
and the evaluation schemes and metrics are discussed.
The training-testing split follows a leave-one-subject-out cross validation (cv) scheme, where in
each of the 𝑅 folds (here 𝑅 = 12 due to 12 participants), the data from a single subject was used
as testing while the other 11 subjects were used for training. Under such scheme, the training and
testing split never contains data from the same subject, so that the generalization capability of the
proposed algorithm can be tested. There were a total of 846 turn-giving events (𝑦𝑘 = 1) and 1305
turn-keeping events (𝑦𝑘 = 0). The turn-keeping events were randomly segmented and had a
duration equal to the median length of all turn-giving events (which is 40 frames, or 2 seconds).
To test ETPF’s early prediction capability, only the beginning fraction of the unknown turn-taking
event 𝑋𝑘 ∈ ℝ𝐿𝑘×𝑀 is used to infer its class 𝑦̂𝑘 (𝑦̂𝑘 = 1 for turn-giving and 𝑦̂𝑘 = 0 for turnkeepnig). This approach allows evaluating the algorithm’s prediction performance for the action
type before the action is completely finished temporally. The valuation formulation is given in
section 3.1.3, but refreshed here. The fraction percentage is characterized by parameter 𝜏, which
is referred as “percentage of the complete action/event” in the following content. Given an
unknown segment 𝑋𝑘 ∈ ℝ𝐿𝑘×𝑚 of an event with window length 𝐿𝑘 , its class 𝑦̂𝑘𝜏 (turn-giving or
turn-keeping) is calculated for each fraction value 𝜏 ∈ 𝒯 where 𝒯 = {0.1, 0.2, … , 1.0}. At fraction
𝜏, the data during [0, 𝑙𝑘𝜏 ] was used for testing, where 𝑙𝑘𝜏 = 𝜏𝐿𝑘 . The resultant dataset is 𝒟 𝜏 =
𝜏

{(𝑋𝑘𝜏 , 𝑦𝑘 ) | 𝑋𝑘𝜏 ∈ ℝ𝑙𝑘 ×𝑀 , 𝑦𝑘 ∈ {0,1}} and the resultant early prediction result is

𝛽

ℛ𝜏 =

{ 𝛽𝑦̂𝑘𝜏 | 𝛽𝑦̂𝑘𝜏 = 𝜙𝛽 (𝑋𝑘𝜏 ) ∈ {0,1}}. This process is visualized in Figure 3.5.
Given a turn-taking prediction function 𝜙𝛽 , its performance was evaluated using the following
metrics: Area Under the F1 Curve 𝐴𝑈𝐶(𝛽) as defined in section 3.1.5, Point of First detection
𝑃𝑜𝐹(𝛽) and Point of Confident detection 𝑃𝑜𝐶(𝛽) [203]. These metrics were used together to
evaluate the performance of turn-taking prediction function 𝜙𝛽 , by comparing the similarity
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between 𝛽𝑦̂𝑘𝜏 and ground-truth 𝑦𝑘 . The optimal performance would appear when AUC approaches
1, and PoF and PoC approaches 0.

ETPF configuration optimization
This section focuses on evaluating different components in ETPF in order to assemble the best
model configuration. There are some design choices and hyper-parameters for each component of
ETPF, and experiments were conducted to assess them.
4.3.1 Salient turn-taking pattern identification
This experiment determines the effect of automatic feature selection on prediction performances.
Prediction accuracies and confidences with and without feature selection were compared. The
considered feature sets are:
•

Raw: using all 𝑀 channels of raw values obtained from the sensors (i.e. using 𝑋̃𝑘 ∈ ℝ𝐿𝑘×𝑀 ,
𝑀 = 50)

•

TE_m: using the 𝑚 most significant Temporally-Encoded (TE) features selected based on
Algorithm 1 as defined in section 3.2.3, i.e., using 𝑋𝑘 ∈ ℝ𝐿𝑘×𝑚 selected from 𝑋̅𝑘 ∈
ℝ𝐿𝑘 ×𝑀𝑄 . Several values for 𝑚 were sampled, including 5, 10, 30, 50.

•

BTE_m: same as 𝑇𝐸_𝑚 but using the binary-leveled signals (0 or 1) as features, i.e., the
values in 𝑋𝑘 can only be 0 or 1. The binary value is determined by the output of the 2
cluster K-Means in Algorithm 1 as defined in section 3.2.3.

Ten percent of action segments were randomly selected from the dataset for evaluating feature
selection. The remaining 90% action segments were left for training and testing purposes. The
setup of this experiment is presented in Table 4.1. The Independent Variable (IV) represents
different configurations/inputs/causes to be evaluated. The Dependent Variable (DV) represents
the output/outcome whose variations are studied. The Constant Variable (CV) represents factors
which can change in the experiment setup, but is determined to be fixed so that the effect of IV
can be studied alone in a more controlled manner [204]. In this case, CV includes variables such
as prediction classifier and DST fusion scheme, so that the effect of different feature sets (i.e., IV)
can be isolated out and studied on its own. The principle of this experiment setup is to evaluate the
effect of IV on DV, under fixed CV conditions.
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Table 4.1 Setup for the experiment on feature construction and selection
Aim
•

Determine the effect of automatic feature selection

Independent Variable (IV)
•

Different sets of input features to the classifier, namely:
{Raw, TE_5, BTE_5, TE_10, BTE_10, TE_30, BTE_30,
TE_50, BTE_50}

Dependent Variable (DV)
•
•
•

Area Under the Curve (AUC)
Point of First detection (PoF)
Point of Confident detection (PoC)

Constant Variable (CV)
•
•

LSTM is used as the only temporal prediction algorithm
DST fusion is not enabled, data from all the modalities was
concatenated together and a single network was trained

The cv-averaged F1 score curve is shown in Figure 4.6, with the AUC value for each curve shown
in the legend. The different feature sets are represented by different curves in the figure. All the
feature sets using the feature selection process (all the 𝑇𝐸_𝑚 and 𝐵𝑇𝐸_𝑚 curves) have higher
AUC values than the Raw feature group, illustrating the advantage of the proposed feature selection
methods.
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Figure 4.6 F1 score curves and AUC using different feature sets.
The PoF and PoC for each feature set was presented in Table 4.2. All the 𝑇𝐸_𝑚 and 𝐵𝑇𝐸_𝑚
groups showed better performances in all three metrics than group 𝑅𝑎𝑤, indicating a better early
prediction performance. The TE_10 group achieves the best AUC, PoF and PoC scores among all
the groups. It will be selected as the base feature set in the following experiments.
Table 4.2 Comparison of different feature sets on all three metrics
Feature sets \ Metrics

AUC

PoF

PoC

Raw

0.659

24.89

40.50

TE_5

0.799

19.05

29.17

BTE_5

0.734

22.00

32.30

TE_10

0.806

18.84

28.03

BTE_10

0.760

22.22

30.61

TE_30

0.772

19.96

32.41

BTE_30

0.755

21.25

32.63

TE_50

0.751

20.43

35.15

BTE_50

0.751

21.53

32.29
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Discussion
Adding more features lead to better classification scores when observing at the complete event
(corresponding to the right-most points at 𝜏 = 100% in Figure 4.6). But it does not guarantee the
optimal performance in early prediction (low 𝜏). Such behavior of achieving optimal performance
when the complete action is finished, but inferior performance when little action is observed can
be explained by the following fact: adding extra features to the model generates a more complex
model, which is more easily to over-fit and does not generalize well to partial inputs. On the
contrary, the TE_10 feature set is very accurate in early prediction, and can achieve comparable
performance with the whole feature set in later stages. Table 4.3 shows the top 10 constructed
features in the TE_10 feature set along with their 𝜒 2 statistics. The 𝜒 2 statistics is the Pearson’s
cumulative test statistics, which is calculated based on expected frequency and observed frequency.
The larger the 𝜒 2 statistics is (for a fixed degree of freedom), the more correlated the feature is
with the action labels [205]. For this fixed degree of freedom (df=1), the upper-tail critical values
of 𝜒 2 distribution to achieve 99.9% significance level (p=0.001) is 10.828, and all the 𝜒 2 statistics
shown below greatly surpass that number, indicating a high correlation of constructed features
with ground truth labels. The constructed features of higher 𝜒 2 statistics values have higher
correlation with ground truth labels, thus are ranked higher (e.g. Epoc.gyro_y + identity has the
highest 𝜒 2 statistics value, thus is ranked first). Yate’s correction was applied to correct continuity
problem in 𝜒 2 statistics calculation, as a common practice for one degree of freedom cases [206].
Table 4.3 Selected Top Features
Rank

Feature name + Filter name

𝝌𝟐 statistics

1

Epoc.gyro_y + gabor1

1476.8

2

Epoc.gyro_y + identity

1454.2

3

Epoc.gyro_y + gabor2

1425.4

4

kinect.audioConfidence + gabor1

1422.9

5

kinect.audioConfidence + identity

1406.7

6

kinect.audioConfidence + gabor2

1386.2

7

myo.orientation_x + gabor1

985.6

8

myo.orientation_x + gabor2

978.0

9

myo.acceleration_y + gabor1

971.3
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10

myo.acceleration_y + gabor2

963.3

There are several insights about choosing the optimal encoding methods (TE_m vs BTE_m) and
feature dimensions (value of m). For the encoding method, it has been found out that the binary
encoded version (𝐵𝑇𝐸_𝑚, dotted lines) performed slightly worse than its analogous continuous
version ( 𝑇𝐸_𝑚 , solid lines) for all different 𝑚 values. This is due to the potential loss of
information during binarization. Regarding the effect of feature dimension (value of m), the
prediction accuracy was found to increase as feature dimension increased, only when the complete
action is utilized for the analysis (the rightmost points on the curves in Figure 4.6, corresponding
to 𝜏 = 1.0). This is an expected outcome since the smaller feature set (e.g. 𝑚 = 10) is a subset of
the larger feature set (e.g. 𝑚 = 50). Given a larger feature set, the LSTM network can “pick up”
those key features to achieve an equally good performance as if it would be using a feature subset.
However, this is only valid when using complete actions for analysis. For the early prediction case,
using few features outperformed the other (left half of Figure 4.6). This is because adding extra
features would generate a more complex model (more interconnected nodes in the network), which
is likely to over-fit on the limited training data and does not generalize well to partial observations.
Therefore, poor predictions are obtained when little information is given. On the contrary, if the
feature dimension is too small, it is not expressive enough to capture the necessary information to
characterize a turn-taking event. Therefore, a tradeoff exists here between achieving high
accuracies (a large 𝑚) and good generalization capability (a small 𝑚). The best performance is
achieved by balancing between these two factors. In this scenario tested, the optimal 𝑚 value was
10.
Careful analysis of Table 4.3 can shed some light on selection the most relevant features to
determine the timing of the turn-taking. According to that table, the most significant features are
mainly motion-based (encoding head, face and arm movement) and audio cues. Similar findings
have been reported in [7], [83], [207], [208].
Notice that there are tradeoffs between the number of sensors used and the accuracy/earliness of
prediction results. The more sensors used, the better the overall prediction accuracy would be. But
at the same time, the longer it would take for signal sampling, feature construction and
preprocessing, and classification, leading to poorer real-time performances. To investigate that,
we conducted an experiment to check the performance when using only one or two out of the three
sensors (i.e., Myo armband, Epoc headset, and Kinect). Both the prediction accuracy metric (i.e.,
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AUC) and the real-time performance metric (i.e., computational time) were used. The
computational time was calculated as the total time it took to sample the raw signals, perform noise
removal and signal normalization, then feature construction and selection, and finally LSTM
classification. The prediction performance metric (AUC) and the real-time performance metric
(computational time) of different sensor combinations are shows in Error! Reference source not f
ound.. As found, regarding prediction accuracy performance (i.e., AUC), the optimal performance
was found when all three sensors were used, with AUC of 0.806. But at the same time, it has the
worst real-time performances (0.108 sec). When using only two sensors, Epoc + Kinect has the
highest AUC score of 0.751, with a better real-time performances (0.079 sec). When using only
one sensor, Epoc has the highest AUC score of 0.785. The best real-time performance is achieved
with Myo armband alone (0.026 sec). As revealed, there is a tradeoff between prediction accuracies
(AUC) and computational time (sec), higher accuracy can be achieved at the cost of slower
predictions. The optimal modality combination should be determined by the target scenario by
weighing the relative importance of accuracy and speed.
Table 4.4 Performance of modality combinations (X indicates the presence of sensor)
Myo

Epoc

Kinect

AUC

Computational time (sec)

0.650

0.026

0.785

0.039

0.629

0.044

0.746

0.064

X

0.751

0.070

X

0.680

0.083

X

0.806

0.108

X
X
X
X

X
X

X
X

X

4.3.2 Multimodal sensor fusion
This experiment evaluates DRC fusion for multimodal belief fusion, context fusion, and previous
decision fusion. The baseline condition only uses multimodal signals without any contextual cues
or previous decisions. As comparison, the contextual cues and previous decisions are added to the
multimodal signals using the DRC fusion technique, and their performances are evaluated. The
evaluated fusion configurations are presented in Table 4.5. For all four fusion configurations, all
the DRC participating channels have the same weight to indicate their equal importance in fusion.
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This is a common practice when no prior knowledge about sensor importance/performance is
available [209], as is the case in this scenario. The experiment setup is summarized in Table 4.6.
Table 4.5 Different fusion configurations with DRC participating channels
Configuration
(A) TE_10

Description

DRC participating
channels

𝑡
integrates decisions from current 𝑏𝑒𝑡 , 𝑏𝑘𝑡 and 𝑏𝑚
multimodal signals (Kinect 𝑏𝑘𝑡 , Epoc 𝑏𝑒𝑡
𝑡
and Myo 𝑏𝑚
)

𝑡
(B) TE_10 + adds the contextual information 𝑏𝑐𝑡 to 𝑏𝑒𝑡 , 𝑏𝑘𝑡 , 𝑏𝑚
and 𝑏𝑐𝑡
context
(A)

(C) TE_10 + adds the previous decision 𝑏𝐽𝑡−1 to (A)
prev

𝑡
𝑏𝑒𝑡 , 𝑏𝑘𝑡 , 𝑏𝑚
and 𝑏𝐽𝑡−1

(D) TE_10 + adds the previous decision 𝑏𝐽𝑡−1 to (B)
prev + context

𝑡
𝑏𝑒𝑡 , 𝑏𝑘𝑡 , 𝑏𝑚
, 𝑏𝑐𝑡 and 𝑏𝐽𝑡−1

Table 4.6 Setup for experiment on DRC fusion
Aim
•

Determine the effect of different DRC fusion configurations

Independent Variable (IV)
•

Four different DRC fusion configurations as defined in Table 4.5

Dependent Variable (DV)
•
•
•

Area Under the Curve (AUC)
Point of First detection (PoF)
Point of Confident detection (PoC)

Constant Variable (CV)
•
•

TE_10 is used as the base feature set
LSTM is used as the only temporal prediction algorithm

Figure 4.7 shows the cv-averaged F1 score curve and AUC for all 4 different configurations. It can
be seen that the complete fusion set (TE_10 + prev + context) achieves the best AUC performances.
It is slightly outperformed by (TE_10 + context) with a small margin in 𝜏 ∈ [0.4, 0.7] ranges, but
it still shows the best F1 score performance due to its superior overall detection performance. The
complete fusion set (D) also shows the best PoF and PoC performances, as shown in Table 4.7.
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It was found that adding more information channels and combining them in a rational manner (e.g.
DRC) helps increasing prediction performances. Currently task progress was used as the only
context cue, including additional context information have the potential to further improve
prediction performances.

Figure 4.7 F1 score curve and AUC using different DRC configurations.
Table 4.7 Comparison of different DRC configurations on all three metrics
DRC configuration \ Metrics

AUC

PoF

PoC

(A) TE_10

0.806

18.84

28.03

(B) TE_10 + context

0.818

18.67

28.37

(C) TE_10 + prev

0.803

19.29

29.28

(D) TE_10 + prev + context

0.823

17.95

27.94

4.3.3 TTSNet design choices
This section focuses on evaluating the SNN-based architecture – Turn-taking Spiking Neural
Network (TTSNet). There are several design choices in this architecture, and the experiments
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conducted in this section discuss those design choices in order to find the optimal configuration
for TTSNet.
4.3.3.1 Firing pattern base classifier choice
The purpose of this experiment is to compare the performances of different base classifiers when
predicting the turn-event type 𝑦̂𝑘𝜏 from a given unknown input 𝑋𝑘𝜏 . The unknown partial input 𝑋𝑘𝜏
was first discretized into 𝑋̆𝑘𝜏 . Then 𝑋̆𝑘𝜏 was fed into the trained SNN groups 𝒮, generating the firing
map 𝒢𝑘𝜏 . Afterwards, the firing map 𝒢𝑘𝜏 was used to calculate the NHNF descriptor, 𝐻𝑘𝜏 . Lastly, 𝐻𝑘𝜏
was fed into a classifier to estimate 𝑦̂𝑘𝜏 . To control the experiment procedure, common spiking
neural kernels were fixed so that the focus was on the effect of base classifier only. The RS
configuration is used for excitatory neurons and FS configuration is used for inhibitory neurons.
The final feature descriptor 𝐻𝑘𝜏 was first normalized so that each channel has zero mean and unit
standard deviation. Then, different classifiers were tested to compare their performances, namely
Naïve Bayes (NB), Support Vector Machines (SVM), Decision Trees (DT), Random Forest (RF),
Extra Trees (ET) and Adaboost (AB). The implementation was based on scikit-learn library [210].
The hyper-parameters for each classifier were chosen based on a local five-fold grid search
approach. The training data was separated into five splits randomly, and the classifier was trained
on four splits and validated on the fifth split. This process is repeated for each of the five splits,
and the hyper-parameters generating the highest average validation scores were selected for usage.
The trained classifier was then tested on the held-out test split. Following this process, the 𝐹1
curves and the calculated AUC values are shown together in Figure 4.8. The SVM classifier
generated the highest 𝐹1 (𝜏) scores for all 𝜏 points, and therefore leading to the highest AUC values.
Therefore, it was the optimal classifier for this scenario and was used in the remaining analysis.
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Figure 4.8 Effect of different base classifiers for SNN performances
SVM was found to yield the best performance, with a 5% higher average 𝐹1 score than the second
place (AB) and a total of 79.5%. SVM has been widely used as the underlying classifier in several
other turn-taking recognition frameworks [211]–[213], and a similar finding is observed in this
experiment.
4.3.3.2 Spiking neuron kernel choice
The purpose of this experiment was to compare the performances of different base neuron kernels
for SNN. The detailed description of parameter configurations for each neuron type is given in
Table 3.2. There are in total three types of excitatory neurons (RS, IB, CH) and two types of
inhibitory neurons (FS, LTS), resulting in a total of six combinations for excitatory-inhibitory
neuron pairs. To control the experiment focus, the SVM classifier, as the optimal classifier found
by the previous experiment, is used as the base classifier for all six neuron pairs.
Experiment was conducted with all six neuron kernel configurations and the performances are
shown in Figure 4.9. As revealed, the RS-LTS pair shows the best performances due to the highest
AUC scores. The RS-FS pair is also comparable to RS-LTS with a slightly lower AUC score. The
other four neuron configurations are worse than these two with a noticeable performance margin.
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Therefore, the RS-LTS neuron configuration was used in the following studies, as the best
performing neuron-pair configuration.

Figure 4.9 Effect of different neuron kernel types for SNN performance
Discussion
With respect to the different neuron kernels for SNN, it was found that RS-FS and RS-LTS pairs
showed the best performances. The selection of exhibitory neuron kernel dominates the final
performance over the other combinations. As long as the excitatory neuron type is RS, the selection
of different inhibitory neuron types does not make a big difference. The IB neuron group (IB-FS
and IB-LTS) achieved the second-best performance, while the CH neuron group (CH-FS and CHLTS) showed the worst performance. In the CH neuron group, the performances even decrease as
longer observations are given. This indicates that the selection of neuron kernel types is important
in achieving the optimal performances when using the TTSNet framework. In this scenario, the
RS kernel is found to be the most suited neural kernel to model the underlying spatio-temporal
patterns for turn-taking. This is not a surprising, as RS is the most common excitatory neuron in
mammalian neocortex [214] and therefore is able to model a wide range of human behaviors,
including turn-taking.
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4.3.3.3 Firing neuron visualizations
To better understand how SNN learns the structure of turn-taking, a visual representation of SNN
responses to inputs of different classes is given here. Such visualization can give an intuition of
what the neural network has learned to achieve effective turn-taking prediction. Figure 4.10 shows
6 neurons firing maps for each class of input. The SNN corresponding to the first feature was
selected here for visualization. The responses to turn-keeping inputs (ℰ 𝑘𝑒𝑒𝑝 ) are on the top two
rows, and the responses to turn-giving inputs (ℰ 𝑔𝑖𝑣𝑒 ) are at the bottom two rows. Each response is
represented by a neuron firing maps of the SNN, where a dot at location (𝑥, 𝑦) indicates that
neuron 𝑦 fired at time 𝑥, X-axis is time (ms) and Y-axis is fired neuron index. The simulation lasts
250ms for each input, thus the x-axis ranges from 1 to 250. There are in total 250 neurons, thus
the y-axis ranges from 1 to 250, indexing all the neurons (the first 200 neurons being excitatory
and the last 50 neurons being inhibitory).

72

Figure 4.10 Comparison of SNN responses to different classes of input.
It can be seen from the figure that different turn-taking events have different stereotypical SNN
responses. The ℰ 𝑔𝑖𝑣𝑒 inputs in general can fire more neurons in the trained SNN network compared
to ℰ 𝑘𝑒𝑒𝑝 inputs, due to the larger firing intensities (reflected by the amount of points in ℰ 𝑔𝑖𝑣𝑒
compared to ℰ 𝑘𝑒𝑒𝑝 ). This could mean that humans exhibit a coherent pattern when relinquishing
their turn. The neurons in the TTSNet framework fire in the presence of such pattern. This is not
necessarily true for the turn-keeping stages where humans focus on the task, since the types and
dynamics of task operations can be so variable. Another observation is that responses in ℰ 𝑔𝑖𝑣𝑒
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generally have a column-wise structure (either one column or two columns). This structure is
generated when a group of neurons fire together in a time-locked pattern, forming a PNG as a
signature of early turn-taking intent.

ETPF against state-of-the-art
The goal of this experiment was to compare the performance of the proposed ETPF framework
with the state-of-the-art turn-taking prediction algorithms. For that purpose, the following seven
frameworks were compared: A) Multi-Dimensional Dynamic Time Wrapping (MD-DTW)
method; B) Hidden Markov Models (HMM); C) Ishii’s framework; D) SNN-PNG; E) human
baseline; F) LSTM (as a RNN structure); G) TTSNet (as a SNN structure). There is a particular
reason why these algorithms were selected. A) MD-DTW and B) HMM are generic algorithms
that have been commonly used for general-purpose gesture recognition tasks. C) Ishii’s framework
is developed specifically for the purpose of turn-taking prediction. D) SNN-PNG is a SNN-based
algorithm that is closest to the proposed SNN-based turn-taking prediction algorithm. E) Human
baseline provides a way to benchmark the proposed algorithm with respect to human performance.
Lastly, F) LSTM and G) TTSNet are the proposed algorithms. The selected five benchmark
algorithms cover a wide range of perspectives and domains, ensuring that the proposed algorithms
can be evaluated comprehensively. The details for each framework is described in the following.
The setup of this experiment is given in Table 4.8.
Table 4.8 Setup for experiment on comparing with state-of-the-art
Aim
•

Compare the performance of different turn-taking prediction frameworks

Independent Variable (IV)
•

Different turn-taking prediction frameworks

Dependent Variable (DV)
•

Area Under the Curve (AUC)

Constant Variable (CV)
•
•

TE_10 is used as the base feature set for all but Ishii's framework, which
has its own feature extraction methods
DST fusion is not enabled, data from all the modalities was concatenated
together and a single network was trained
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A) Multi-Dimensional Dynamic Time Warping (MD-DTW)
Dynamic Time Warping is one of the most traditional and successful temporal modelling
algorithms used in speech recognition [215], gesture recognition [108] and robot trajectory
navigation [216]. Ten Holt et. al extended 1D-DTW to a multi-dimensional case (MD-DTW) and
showed the superiority of MD-DTW over any 1D-DTW systems [217]. In the scenario of early
prediction, the MD-DTW algorithm is adopted.
̂ = {(𝑋̂𝑘 , 𝑦𝑘 ) | 𝑋̂𝑘 ∈ ℝ𝐿𝑘×𝑚 , 𝑦𝑘 ∈ {0,1}}, the MD-DTW algorithm is used as the
Given dataset 𝒟
turn-taking estimation function 𝜙𝛽 , which gives an estimate of the likelihood of event type 𝑦̂𝑘 =
𝜙𝛽 (𝑋̂𝑘 ). For simplicity, in the following, the input 𝑋̂𝑘 will be denoted as 𝑋𝑘 directly. The MDDTW algorithm has a training stage and a testing stage. In the training stage, the most
representative instance (known as the template) for each input category (ℰ 𝑘𝑒𝑒𝑝 or ℰ 𝑔𝑖𝑣𝑒 ) is found.
The template for turn-giving class (𝑦𝑘 = 1) is denoted as 𝑋∗1 and the template for turn-keeping
class (𝑦𝑘 = 0) is denoted as 𝑋∗0 . The selection of the templates (i.e., 𝑋∗1 and 𝑋∗0 ) for each category
is based on within-group majority vote, which means the instance with the least cumulative DTW
distances with the rest of group is chosen, i.e:
𝐾

𝑋∗1

=

𝑋∗0 =

𝑎𝑟𝑔min
𝑘∈[1,𝐾], 𝑦𝑘 =1

∑
𝑗=1,𝑗≠𝑘,𝑦𝑗 =1
𝐾

𝑎𝑟𝑔𝑚𝑖𝑛
𝑘∈[1,𝐾], 𝑦𝑘 =0

𝐷𝑇𝑊(𝑋𝑘 , 𝑋𝑗 )

∑

(4.3)
𝐷𝑇𝑊(𝑋𝑘 , 𝑋𝑗 )
}

𝑗=1,𝑗≠𝑘,𝑦𝑗 =0

where 𝐷𝑇𝑊(𝑋𝑘 , 𝑋𝑗 ) returns the 1-norm DTW distance between multimodal signal 𝑋𝑘 ∈ ℝ𝐿𝑘×𝑚
and 𝑋𝑗 ∈ ℝ𝐿𝑗×𝑚 . The 1-norm DTW distance uses the sum of the absolute differences in all 𝑚
dimensions [217].
The testing stage of MD-DTW relies on a nearest-neighbor classification scheme, which compares
the distance of unknown input to the two templates 𝑋∗1 and 𝑋∗0 to determine the output. More
specifically, for a given unknown sequence 𝑋𝑘 , its DTW distances with the templates 𝑋∗1 and 𝑋∗0
are calculated. Then, the label associated with the smallest distance is chosen as the prediction 𝑦̂𝑘
for unknown input 𝑋𝑘 , i.e.:
𝑦

𝑦̂𝑘 = 𝑎𝑟𝑔𝑚𝑖𝑛 𝐷𝑇𝑊(𝑋𝑘 , 𝑋∗ )
𝑦∈{0,1}

(4.4)
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To use MD-DTW for early prediction purposes, given dataset of partial fraction 𝒟 𝜏 =
{(𝑋𝑘𝜏 , 𝑦𝑘 ) | 𝑋𝑘𝜏 ∈ ℝ𝑙𝑘 ×𝑚 , 𝑦𝑘 ∈ {0,1}}, a decision is made by calculating the DTW distances from
only the beginning 𝜏 fraction of the unknown segment 𝑋𝑘𝜏 ∈ ℝ𝑙𝑘×𝑚 and the templates 𝑋∗1 and 𝑋∗0 ,
assigning the decision based on:
𝑦

𝑦̂𝑘𝜏 = 𝑎𝑟𝑔𝑚𝑖𝑛 𝐷𝑇𝑊(𝑋𝑘𝜏 , 𝑋∗ )
𝑦∈{0,1}

(4.5)

B) Hidden Markov Models (HMM)
This baseline consists of a conventional temporal modeling algorithm, HMM, to predict turntaking. HMM has been successfully used in several time-series modelling tasks such as turn-taking
modelling [218], gesture recognition [219] and speech recognition [220]. In this scenario, one
HMM model was trained for each of the two turn cases (𝜆0 for turn-keeping and 𝜆1 for turn-giving).
The training was based on the Baum-Welch algorithm [221] and the weights in transition and
emission matrices were acquired. During testing, the unknown input was presented to both HMM
models, and the fitting score was used for classification. The label of the HMM model which has
a higher fitting score was used as the unknown input’s label. In the early prediction scenario, only
the beginning 𝜏 partial observation was used to calculate the fitting score (log-likelihood) for each
trained HMM model, following:
𝑦̂𝑢𝜏 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑙𝑜𝑔(ℒ(𝜆𝑞 ; 𝑋𝑢𝜏 ))
𝑞∈{0,1}

(4.6)

where ℒ(𝜆𝑞 ; 𝑋𝑢𝜏 ) represents the log-likelihood of observation 𝑋𝑢𝜏 for HMM model 𝜆𝑞 , and was
calculated through forward-backward procedure [192]. The hyper-parameters for HMM were
selected empirically: five states, fully connected transitions and Gaussian emission models. The
network was randomly initialized five times and the one generating the highest fitting score on a
held-out validation split was selected in the end. The HMM implementation was based on the
hmmlearn libraray [222].
C) Ishii’s framework
Ryo Ishii from NTT Communication Science Lab has proposed a set of turn-taking prediction
frameworks to address the problem of turn-taking prediction in conversational settings [86], [87],
[223], [224]. Even though the application area is different from ours, his framework can still be
adapted to work in this scenario. In the following, details were given about how Ishii’s framework
was adapted to work in this scenario.
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Given dataset 𝒟 = {(𝑋𝑘 , 𝑦𝑘 ) | 𝑋𝑘 ∈ ℝ𝐿𝑘×𝑀 , 𝑦𝑘 ∈ {0,1}} as defined in section 3.2.2, the Ishii’s
framework is used as the turn-taking intention estimation function 𝜙𝛽 , which gives a forecast about
the likelihood of event type 𝑦̂𝑘 = 𝜙𝛽 (𝑋𝑘 ) . The framework consists of three steps, signal
normalization, feature extraction and classification, which will be described in detail in the
following.
Signal normalization:
The input signal 𝑋𝑘 ∈ ℝ𝐿𝑘 ×𝑀 consists of 𝑀 channels of different signals. These signals are
extracted from different sensors and have different scales. As such, the first step is to normalize
each of the channels so that they are on similar scales. In [224], the following normalization
procedure was suggested:
𝑋̃𝑘 (𝑖, 𝑗) =

𝑋𝑘 (𝑖, 𝑗) − (𝜇𝑗 − 𝜎𝑗 )
2𝜎𝑗

(4.7)

for 𝑖 = 1, … , 𝐿𝑘 ; 𝑗 = 1, … , 𝑀; 𝑘 = 1, … , 𝐾. 𝜇𝑗 and 𝜎𝑗 are the grand mean and pooled variance of
the 𝑗𝑡ℎ column, calculated from data distribution of all the 𝐾 samples (including both ℰ 𝑘𝑒𝑒𝑝 and
ℰ 𝑔𝑖𝑣𝑒 ). 𝑋̃𝑘 (𝑖, 𝑗) is the normalized measurement at time 𝑖 of channel 𝑗 of event 𝑘 . After the
normalization, each channel of 𝑋̃𝑘 would have an expected mean of 0.5 and standard deviation of
̃ = {(𝑋̃𝑘 , 𝑦𝑘 ) | 𝑋̃𝑘 ∈ ℝ𝐿𝑘×𝑀 , 𝑦𝑘 ∈ {0,1}}
0.5. This process leads to the dataset 𝒟
Feature extraction:
Each channel in 𝑋̃𝑘 represents a varying time sequence, for which features will be extracted. The
methods suggested by [224] and [87] are combined for usage here. In [87], three features were
suggested by the paper, namely 𝑀𝑂, 𝐴𝑀 and 𝐹𝑄. 𝑀𝑂 describes the average amount of movement
per second, and for feature 𝑗 of sample 𝑘 it is calculated as:
𝑗
𝑀𝑂𝑘

𝑘
∑𝐿𝑖=2
|𝑋̃𝑘 (𝑖, 𝑗) − 𝑋̃𝑘 (𝑖 − 1, 𝑗)|
=
(𝐿𝑘 − 1)/𝑓𝑠

(4.8)

where 𝑓𝑠 is the sampling frequency for signals, whose value is 20 Hz in this scenario. AM describes
the average amplitude of movement per second, and is calculated as:
𝑗
𝐴𝑀𝑘

𝑘 ̃
∑𝐿𝑖=1
𝑋𝑘 (𝑖, 𝑗)
=
(𝐿𝑘 − 1)/𝑓𝑠

(4.9)

FQ represents the frequency of movement per second, and is calculated through Fast Fourier
Transform (FFT) [225]. The original signal was first converted to the frequency domain using FFT,
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then the highest spectrum amplitude was identified and its corresponding discrete frequency was
found. This discrete frequency was converted into real-frequency based on the sampling frequency
(𝑓𝑠 ) and the size of the FFT (𝐿𝑘 ). This process is described as:
𝐿𝑘 −1

𝑗
𝐹𝑄𝑘

𝑖2𝜋𝑚𝑛
𝑓𝑠
−
=
∗ argmax | ∑ 𝑋̃𝑘 (𝑛, 𝑗) 𝑒 𝐿𝑘 |
𝐿𝑘 𝑚=1,…,𝐿𝑘−1

(4.10)

𝑛=0

In [224], it is suggested to use several descriptive statistics to describe the shape of the input signal
for feature representation purposes. Specifically, the min value (𝑀𝐼𝑁), the max value (𝑀𝐴𝑋), the
amplitude of ranges (𝐴𝑀𝑃 ≜ 𝑀𝐴𝑋 − 𝑀𝐼𝑁), the duration of signal (𝐷𝑈𝑅) and the slope of changes
(𝑆𝐿𝑂 ≜ 𝐴𝑀𝑃/𝐷𝑈𝑅). There were three other features which were not applicable in this scenario
(𝐼𝑁𝑇1 , 𝐼𝑁𝑇2 , 𝐼𝑁𝑇3 ).
Therefore, for each column/channel of 𝑋̃𝑘 , a total of 8 features were constructed, namely
𝑀𝑂, 𝐴𝑀, 𝐹𝑄, 𝑀𝐼𝑁, 𝑀𝐴𝑋, 𝐴𝑀𝑃, 𝐷𝑈𝑅 and 𝑆𝐿𝑂. Notice that all these 8 features summarize the
signal variations in the time window of 𝐿𝑘 . Therefore, the resultant feature set has just 8𝑀 values,
denoted as 𝑋̅𝑘 ∈ ℝ1×8𝑀 , compared to the original dataset 𝑋̃𝑘 ∈ ℝ𝐿𝑘 ×𝑀 . The resultant feature
̅ = {(𝑋̅𝑘 , 𝑦𝑘 ) | 𝑋̅𝑘 ∈ ℝ1×8𝑀 , 𝑦𝑘 ∈ {0,1}}.
dataset was denoted as 𝒟
Classification and evaluation metrics:
As suggested in [224], Support Vector Machines (SVM) with RBF kernel was used. The hyperparameters for the classifier were set based on a grid-search over logarithmic grids. The error term
penalty 𝐶 was searched over {100 , 101 , 102 } and the kernel coefficient 𝛾 was searched over
{10−1 , 10−2 , 10−3 }. A 5-fold cross-validation grid search was conducted on the training spit only,
and the hyper-parameters with the highest cv-averaged F1 scores were selected as optimal. The
same metrics as defined in section 3.1.5 were used to evaluate the performance of the algorithm,
namely 𝑃𝑜𝐹, 𝑃𝑜𝐶 and 𝐴𝑈𝐶.
Training and early classification:
̅ = {(𝑋̅𝑘 , 𝑦𝑘 ) | 𝑋̅𝑘 ∈ ℝ1×8𝑀 , 𝑦𝑘 ∈ {0,1}} . The
The training was based on the feature dataset 𝒟
extracted features 𝑋̅𝑘 was used as the input to the SVM classifier, and the type of the event (𝑦𝑘 ∈
{0,1}) was the class label that is to be recognized. During training, the full (𝑋̅𝑘 , 𝑦𝑘 ) pairs were used
as training data. The testing stage focuses on evaluating the algorithm’s performance on partial
temporal inputs.
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Given an unknown input 𝑋𝑘 ∈ ℝ𝐿𝑘×𝑀 , its beginning 𝜏 (0 < 𝜏 ≤ 1) fraction 𝑋𝑘𝜏 ∈ ℝ𝜏𝐿𝑘×𝑀 was
used to predict its class. The same normalization, feature extraction and classification processes
were carried out based on 𝑋𝑘𝜏 instead of the full input 𝑋𝑘 , and the resultant prediction result based
on partial input is denoted as 𝑦̂𝑘𝜏 .
D) SNN-PNG
This baseline is the SNN-based framework proposed in [226]. The SNN-PNG framework was
previously used for recognition tasks, such as hand-written digit recognition and gesture
recognition. That framework is the most similar one to the proposed framework, with the major
difference that they used PNG as features to encode the network output, and the k-nearest-neighbor
(KNN) approach for classification. While in this framework, the NHNF descriptors were directly
extracted from the neuron firing map. Also, instead of using the simple KNN classifier, the SVM
classifier was used in this case.
The SNN-PNG framework is described in the following. As described in section 3.2.5.5, the output
of the SNN group to input 𝑋̃𝑘 is denoted as 𝒢𝑘 , which consists of 𝑀 individual responses (𝐺𝑘𝑖 ) for
each channel. 𝐺𝑘𝑖 consists of the firing map of input 𝑋̃𝑘 to network 𝑆𝑖 . Within 𝐺𝑘𝑖 , the group of
𝑖
neurons fired together in a time-locked pattern forms a PNG 𝒫𝑘𝑖 = {𝑃𝑘𝑡
}. When the map 𝐺𝑘𝑖 fires,
𝑖
it shows the following sequence: neuron 4 and 7 fired together at 1ms (i.e., 𝑃𝑘1
= {4, 7}), then
𝑖
neuron 9 and 12 fired together at 7ms (i.e., 𝑃𝑘2
= {9, 12}), followed by neuron 11, 12, 47 at 9ms
𝑖
𝑖
𝑖
𝑖
𝑖
(i.e., 𝑃𝑘3
= {11, 12, 47}), then the resultant PNG model for 𝑋̃𝑘𝑖 is 𝒫𝑘𝑖 = {𝑃𝑘𝑡
} = {𝑃𝑘1
, 𝑃𝑘2
, 𝑃𝑘3
}=

{{4,7}, {9,12}, {11,12,47}}. The collection of 𝑀 PNG groups 𝒫𝑘 = {𝒫𝑘𝑖 }, 𝑖 = 1, … , 𝑀 encodes the
spatial-temporal information embedded in 𝑋̃𝑘 , and serves as the template for nearest-neighbor
classification algorithms [227]. The PNGs from the turn-giving events (i.e., {𝒫𝑘 |𝑦𝑘 = 1} and turnkeeping events {𝒫𝑘 |𝑦𝑘 = 0} lead to a majority of patterns that uniquely represent each class, and
are used as the templates for each class.
For classification purposes, the K-Nearest-Neighbor (KNN) scheme was followed. An unknown
𝐿 ×𝑀

input data 𝑋𝑢 was given and further discretized into 𝑋̃𝑘 ∈ ℚ𝑉𝑢

, then its PNG responses 𝒫𝑢 were

found. The classification task was then to find 𝑦̂𝑢 ∈ {0,1} based on the similarity of 𝒫𝑢 with
{𝒫𝑘 |𝑦𝑘 = 1} and {𝒫𝑘 |𝑦𝑘 = 0} from the training examples. For distance measurement, the Jaccard
index followed by Longest Common Subsequence (LCS) approach as proposed in [182] was used.
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The Jaccard index measures the similarity between two PNG sets. For example, given two PNGs
𝑖
𝑖
𝑃𝑘1
and 𝑃𝑘2
, the Jaccard index is defined as:
𝑖
𝑖
𝐽(𝑃𝑘1
, 𝑃𝑘2
)

=

𝑖
𝑖
|𝑃𝑘1
∩ 𝑃𝑘2
|
𝑖
𝑖
|𝑃𝑘1
∪ 𝑃𝑘2
|

(4.11)

𝑖
𝑖
𝑖
𝑖
and 𝐽(𝑃𝑘1
, 𝑃𝑘2
) is in the range of [0,1] where 0 indicates no similarity between set 𝑃𝑘1
and 𝑃𝑘2
,
𝑖
𝑖
𝑖
𝑖
𝑖
𝑖
𝑖
𝑖
and 1 indicates 𝑃𝑘1
= 𝑃𝑘2
, 𝑃𝑘1
⊆ 𝑃𝑘2
or 𝑃𝑘2
⊆ 𝑃𝑘1
. 𝐽(𝑃𝑘1
, 𝑃𝑘2
) is then compared to a pre-defined

threshold 𝐽𝜖 to be binarized into a value of 0 or 1. Then, the LCS algorithm was used to calculate
the similarity 𝜎 between two PNG groups 𝒫𝑚𝑖 and 𝒫𝑛𝑖 , following:
𝜎 (𝒫𝑚𝑖 , 𝒫𝑛𝑖 ) =

𝐿𝐶𝑆(𝒫𝑚𝑖 , 𝒫𝑛𝑖 )
min(|𝒫𝑚𝑖 |, |𝒫𝑛𝑖 |)

(4.12)

where |𝒫𝑚𝑖 | represents the length of the signature patterns 𝒫𝑚𝑖 . The 𝐿𝐶𝑆(𝒫𝑚𝑖 , 𝒫𝑛𝑖 ) calculation is
based on the binarized Jaccard index between 𝒫𝑚𝑖 and 𝒫𝑛𝑖 . In order to classify an unknown input
𝑋𝑢 , its PNG group response 𝒫𝑢 was found and then compared with the training templates based on
the 𝜎 measurement. The average distance of 𝒫𝑢 with 𝐾1 turn-giving patterns was compared with
the average distance with 𝐾0 turn-keeping patterns. The closer cluster’s label was then used as the
label of the unknown pattern. The similarity measurement across the 𝑀 SNN channels were
averaged to integrate the information together, following:
𝑀

𝐾𝑞

1
1
𝑦̂𝑢 = argmin ∑ ∑ 𝜎(𝒫𝑢𝑖 , 𝒫𝑘𝑖 )
𝐾𝑞
𝑞∈{0,1} 𝑀
𝑖=1

(4.13)

𝑘=1

20 random training examples were selected from each class as the templates, i.e., 𝐾0 = 𝐾1 = 20.
Three different values for Jaccard index threshold 𝐽𝜖 were iterated, namely {0.1, 0.5,0.9}, and 0.9
was used due to its best performance. In the early prediction case, only the PNGs induced from
the beginning 𝜏 fraction of input (i.e., 𝑋𝑘𝜏 ) was used for the classification.
E) Human baseline
The human’s turn-taking prediction performances were collected. The same participants that took
part in the data collection process were recruited for this experiment too. Their responses were
collected following a “button-press” paradigm [228], which was illustrated in Figure 4.11. In this
paradigm, the participants observed recorded surgery videos. The video was paused at random
times and the participant had to answer whether they think that the surgeon wanted an instrument
at that moment or not, based on the observations (i.e., pressing buttons/keyboards corresponding
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to either option). These responses constituted the baseline for human’s turn-taking prediction.
Later, those were used to compare against machine prediction.
Time

…

…

…

…

Does the surgeon wants an instrument in the immediate next moment?

Figure 4.11 Illustration of the human baseline acquisition process.
Recorded videos of surgery were played to each participant under a cross-participant setting, i.e.
every participant watched other’s videos, no self-annotation. The videos were paused at random
times, and participants were asked to mark whether the surgeons intended to request an instrument
or not. Those answers were recorded and then compared with the ground truth. The evaluation
metrics (accuracy and F1 score) were then calculated as human baseline performance. To
determine how the video should be paused for user’s query, the following procedure was followed.
The video was paused within each turn-giving and turn-keeping state. Assuming that a video clip
contains a turn-event starting at 𝑡0 and ending at 𝑡1 , this video would be paused at times 𝑡∗ (𝑡0 <
𝑡∗ ≤ 𝑡1 ), according to a discrete uniform distribution 𝑡∗ ~ 𝒰{𝑡0 , 𝑡1 }.
F) LSTM
The hyper-parameters for the LSTM algorithm consisted of training iterations (100,000), learning
rate (0.001), batch size (128) and number of hidden units (32). The LSTM training and testing was
obtained through the Tensorflow library [229].
G) TTSNet
The implementation of the SNN network is based in MATLAB. Part of the open-source code at
http://www.izhikevich.org/publications/spikes.htm was used for SNN simulation. The following
training/testing of SNN outputs is implemented in python. The MATLAB implementation makes
it difficult to run TTSNet in real-time.
Comparison results
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The final plot for all the curves is presented in Figure 4.12. As shown, the proposed algorithms
(i.e., LSTM and TTSNet) outperform all other state-of-the-art computational algorithms by a large
margin, at every 𝜏 point. When comparing AUC values, the highest is TTSNet with 0.835,
followed by human baseline with 0.833, and the third is LSTM with 0.824. The rest of the order
is HMM, Ishii, SNN-PNG, and lastly DTW. This result indicates the superiority of the proposed
frameworks.
When compared to human baseline, the LSTM and TTSNet algorithms outperform the human
baseline for 𝜏 ∈ [0,0.35], and are worse than human baseline afterwards with an average margin
of around 6%. The median length of the entire action is about 2 seconds. Therefore, the proposed
algorithm can deliver better prediction performance in early stages of the action (about 0.7 seconds
after the action starts, and 1.3 seconds before the action is completed), and then achieve
comparable performance to the human baseline. Due to such behavior, this type of predictor is
referred with the adverb “early”.

Figure 4.12 Comparison with the state-of-the-art
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ETPF for turn-taking object prediction
In this section the proposed turn-taking object prediction algorithm is evaluated. The purpose of
the task-object prediction algorithm 𝑇(∙) is to predict the most likely instrument to be requested
∗
̃𝓀 . The design of 𝑇(∙) is data-driven and relies on the
next (𝑗𝓀+1
), from an observation sequence 𝑈

HMM architecture. For that purpose, the instrument dataset collected through the same abdominal
incision and closure task was used, as described in section 4.1.1. This task requires the usage of
six different types of surgical instruments, namely scalpel, forceps, retractor, scissors, hemostat
and needle. These six instruments were mapped to integers {1, … ,6}, respectively, in the object set
𝒰. A concrete example is given to illustrate this. If the surgeon has just used scalpel, forceps and
̃𝓀 would be (1,2,6)
needle, and needs a hemostat in the next step, then the observation sequence 𝑈
∗
to represent the past instrument IDs, and 𝑗𝓀+1
= 5 to represent the hemostat to be used.

About 14 instruments were used in each trial of the abdominal incision and closure task. Even
though this surgical task has a clear goal and a relatively predefined procedure, there were some
sequence variations due to subjective preferences. Each subject performed the task five times, and
in total twelve participants were recruited. That resulted in a total of 846 instrument requests,
which served as the basic dataset for the turn-taking object prediction algorithm development.
The instrument sequences were segmented into smaller chunks for training. A trigram approach
̃𝓀 consists of the three surgical instruments
was used [230] to represent the sequence, i.e., 𝑈
∗
̃𝓀 = (1,2,6) and 𝑗𝓀+1
requested prior to the current (e.g., 𝑈
= 5). Different values of n-grams were

tested (including 1,2,3,4,5) and 3 was found to be optimal. For those instrument requests happening
̃𝓀 , indicating an unknown previous
in the beginning, zero-padding was used to construct 𝑈
instrument request. For example, to predict the third requested instrument when only two
̃𝓀 would be (0,2,1) to indicate a
instruments were requested previous to it, the observation 𝑈
missing value in the beginning.
The |𝒰| HMM models ( 𝜆1 , … , 𝜆|𝒰| ) were trained separately. For each HMM model 𝜆𝑗 , the
observation sequences corresponding to this model were used to train its parameters (𝐴𝑗 , 𝐵𝑗 , 𝜋𝑗 ) ,
using the Baum-Welch algorithm (or known as EM algorithm) [221]. Since the Baum-Welch
algorithm can only find local maximum, the HMM model was randomly initialized 10 times, and
the one generating the highest fitting score on a separated validation set was selected as the final
model. This local validation set, which is different from the final testing split, was also generated
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following the loso principle [231]. The number of HMM states was selected based on a grid search
over {1, 3, 5, 7, 9}, and it was found that the performances reached a plateau after five states. A
fully-connected 5-state HMM structure was used, where a state can transit to any other state. This
structure outperformed the left-right model in this case.
In total, six HMM models were trained, one for each instrument class. Since the six instruments
have different usage frequencies in this surgical task, the number of training examples for each
class is different. To compensate for the unbalanced class ratio in performance evaluation, random
over-sampling technique was used [232] so that all the classes have the same number of training
examples. The experiment follows the same loso cross validation setup, where a single subject’s
data was left out for testing. The performance of the proposed object prediction algorithm was
compared with that of other classification algorithms as benchmarks, namely Naïve Bayes (NB),
Support Vector Machines (SVM) with both linear kernels and Gaussian kernels, Decision Trees
̃𝓀 . The hyper-parameters for each
(DT) and Random Forests (RF) on the same observations 𝑈
classifier were chosen based on a grid search over log-linear spaces. The classifier yielding the
best cross-validation performances was chosen to be tested on the held-out test split.
The weighted 𝐹1 score was used to evaluate the performance of the task object prediction
algorithm. To calculate this metric, first the 𝐹1 score was calculated individually for each class,
then all the six 𝐹1 scores were averaged together using the number of examples as weight. Due to
the large variation of 𝐹1 scores from all twelve-folds, the median of the twelve 𝐹1 values was used
to summarize the overall performance. The Median Absolute Deviation (MAD) was used as a
robust measurement of variability in the 𝐹1 scores, and is calculated as the median of the absolute
deviations from the data’s median, i.e.:
𝑀𝐴𝐷 = 𝑚𝑒𝑑𝑖𝑎𝑛(|𝐹1 − 𝑚𝑒𝑑𝑖𝑎𝑛(𝐹1 )|)

(4.14)

The median and MAD metric for different benchmark algorithms and the proposed one are shown
in Table 4.9.
Table 4.9 Performance of object prediction
Algorithm

Performance (median ± MAD)

Naïve Bayes

0.766 ± 0.017

Linear SVM

0.877 ± 0.010

RBF SVM

0.888 ± 0.037
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Algorithm

Performance (median ± MAD)

Decision Trees

0.900 ± 0.015

Random Forest

0.899 ± 0.018

Proposed (HMM)

0.932 ± 0.010

As shown by the table, the proposed HMM-based turn-taking object prediction algorithm can
achieve the best performance, compared to the benchmarks; a performance of 0.932 indicates that
the proposed algorithm can predict the next turn-taking object with high accuracy.

Discussion on Robotic Scrub Nurse dataset
4.6.1 Compared to the state-of-the-art
When comparing the performance of LSTM and TTSNet against the state-of-the-art turn-taking
algorithms, it was found that the proposed algorithms achieved better performances than other
algorithms. HMM, as one of the strongest baselines used as the core sequence modelling algorithm
in other turn-taking frameworks [218], achieved the second-best performance. The Ishii’s
framework, designed for conversational turn-takings, achieved the third-best performance. Then
it follows the SNN-PNG approach, which is the most similar algorithm to the proposed SNN-based
algorithm. The difference between SNN-PNG and TTSNet is that SNN-PNG uses PNG as features
and relies on nearest-neighbor classification, while the proposed approach relies on the proposed
NHNF features and SVM for classification. This result indicates that the careful design and
adaptation of SNN is important in achieving the best performance in turn-taking modelling, and
simply using a previously proposed SNN framework cannot deliver optimal performance. The
traditional temporal modelling algorithm, DTW, is the worst-performing one.
4.6.2 Compared to human experts
When comparing performances of the proposed algorithm vs human experts, it was found that the
proposed algorithms (i.e., LSTM and TTSNet) achieve higher F1 scores (12% in average) than
human in the beginning stage of prediction (𝜏 ∈ [0,0.35]). In later stages of prediction (𝜏 ∈
[0.35, 1]), it was observed a higher F1 score (an increment of 6% in average) in humans than the
proposed algorithm. Thus, the algorithm’s relative strength when compared with humans occurs
when only partial observation is given and early prediction results are preferred. This behavior is
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partially due to the suitability of SNN for early prediction, since it can ignite the entire network
from only a few anchor neurons in the beginning [183]. When an anchor neuron fires in SNN, it
generates a sequence of signals to traverse through a network, causes a spike train and continues
to activate a group of neurons. This cognitive behavior enables the proposed SNN-based
framework to be capable of predicting human’s turn-taking intentions at an early stage. Similar
early prediction behavior of SNN have been noticed in hand digit recognition tasks [182], [183]
and gesture recognition [233].
4.6.3 Precision and recall breakdown
Even though F1 score can summarize the overall performance of Precision and Recall, it is still
important to investigate the breakdown of precision scores and recall scores to understand where
error occurs in the proposed models. Therefore, we presented the Area Under Precision curve
(AUP) and the Area Under Recall curve (AUR) to study the tradeoffs of false positives and false
negatives. The two metrics are defined as: 𝐴𝑈𝑃(𝛽) = ∑𝜏∈𝒯 Δ𝜏 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝛽, 𝜏) and 𝐴𝑈𝑅(𝛽) =
∑𝜏∈𝒯 Δ𝜏 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙(𝛽, 𝜏), and their values for the proposed LSTM algorithm are shown in Table
4.10. As shown, the Recall is lower than the Precision in all the partial points, meaning that most
of the errors occur due to misses of positive class (turn-giving event). This indicates that the false
negative errors are more severe than false positive errors. Such behavior would allow the robot to
make fewer false alarms so that the human partner is interrupted less frequently during the
operation, at the cost of missing potential turn-taking requests.
Table 4.10 Precision-Recall-F1 breakdown of the LSTM algorithm
𝜏

Precision

Recall

F1-score

0.1

0.750

0.703

0.713

0.2

0.831

0.705

0.750

0.3

0.863

0.740

0.786

0.4

0.885

0.757

0.805

0.5

0.897

0.786

0.829

0.6

0.897

0.815

0.847

0.7

0.904

0.829

0.858
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0.8

0.897

0.856

0.871

0.9

0.901

0.871

0.882

1.0

0.896

0.893

0.892

AUP = 0.872 AUR = 0.796

AUC = 0.824

4.6.4 Turn-taking task object prediction
The turn-taking object prediction experiment revealed that the proposed HMM-based algorithm
can accurately predict the next turn-relevant object. One potential explanation of this observation
is that HMM is designed to model temporal sequences, while other classifiers are commonly used
for general classification tasks. A more detailed examination of the confusion matrix indicated that
most errors came from a confusion between hemostat and needle. This is due to an intrinsic
confusion in the surgical procedure. Towards the end of the abdominal incision and closure task,
the surgeon would request multiple hemostats to open and maintain the opened cavity fixed,
followed by requesting a needle for suture. Depending on the situation of the tissue and the size of
the opening, the surgeon would request two, three, four or even more hemostats. Therefore, after
requesting three hemostats, the surgeon might request another hemostat or a needle. In order to
solve this problem, other features need to be included to resolve the confusion between the two
cases.

Testbed B: Robotic Assembly Assistant
A Robotic Assembly Assistant was developed to assist human workers to assemble a chair.
Evaluation of the human robot collaboration fluency is the focus of this study. The fluency
achieved with the turn-taking assistant was compared against a speech-based reactive robotic
assistant to validate the hypothesis that turn-taking mechanism can indeed improve collaboration
fluency.
4.7.1 Background and overview
The manufacturing floor was chosen as the domain for evaluation. Robots have been integrated
into the manufacturing production lines for decades, but mainly working independently and are
isolated from humans. With the advent of collaborative robots (also referred as co-Robots 2.0), a
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new setting is foreseen where robots work with humans side by side and safety cells would not be
required. A necessary step to reach that goal is to endow robots with the necessary intelligence and
mechanisms to foresee turn-taking intentions of the human workers, so that they can work
collaboratively. In this scenario, the robotic assistant would deliver both product parts and
hardware tools to the human worker, as an example. Some of the early attempts include robot
assistants that can work on painting jobs concurrently with human workers [40], gesture-based
robot assistants in automotive assembly lines, [23], [41]–[43], and collaborative robots which can
be in direct physical contact with humans and their environment safely [238].
The focus of this experiment is to evaluate human-robot collaboration fluency using the turn-taking
aware robotic assistants. Human subjects were recruited to conduct an assembly task (IRB#
1305013664). They were assisted by a robot to deliver and retrieve tools/parts to complete the
assembly task. The robot used the proposed turn-taking prediction algorithm to determine the right
time to engage in interaction. The collaboration fluency of this scenario was compared to a reactive
robotic assistant which requires explicit communication cues (i.e., speech) for collaboration.
Details of different components of this study are given in the following.
4.7.2 Assembly task setup
A simulation environment and an assembly and inspection task was developed to study human
robot collaboration. The assembly-inspection task is a commonly found procedure in modern
assembly lines [84], [85], and failure of conducting proper inspection could lead to increased
rejection cost, lowered product quality, and higher customer dissatisfaction [86]. A simulation
platform for assembly operations was developed. The simulation platform includes the required
parts and the necessary tools (e.g., screw-drivers) to assemble the product (e.g., a chair). The chair
was 3D printed using the public model of “One Day Chair” by oomlout at Thingiverse website
[242], scaled down 25 times for better robot manipulation. The parts and the tools needed for this
task are shown in Figure 4.13.
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Figure 4.13 Parts and tools of the chair assembly task
A sample guideline of the assembly task is shown in Figure 4.14. During this process, the assistant
delivers and retrieves parts/tools to the worker upon request, and the worker finishes the assembly
task. While working on the assembly, the worker is monitored by the three sensors mentioned in
section 4.1.2, which are Myo armband, Epoc headset, and Kinect. In the meantime, the worker’s
speech is recorded by a wireless Bluetooth microphone, and the entire scene is captured by a
surveillance camera (Logitech PTZ Pro camera).

Figure 4.14 Sample guidelines of the assembly and inspection task
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4.7.3 Turn-taking robot assistant implementation
The proposed ETPF was implemented on the robotic assistant to enable its collaboration with
human partners. The LSTM algorithm was implemented in the robot due to its superior real-time
computation performance compared to TTSNet. The real-time system architecture is shown in
Figure 4.15. After a turn-giving intention is recognized, the robot starts the engagement by picking
up and delivering the tool/part. The turn-taking object prediction algorithm works in parallel to
reason about the next tool to be used. In the case where the robot predicts the wrong object, the
human worker can correct that mistake by using explicit speech commands. Then the robot would
leave the wrong tool to an exchange area predefined and then pick and deliver the one explicitly
requested by human partner.
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Figure 4.15 Software architecture of the real-time turn-taking prediction.
4.7.4 Speech-based robot assistant implementation
In this scenario, the robotic assistant works reactively based solely on explicit speech commands
given by the human worker. This is a typical scenario in current collaborative robots, where human
takes the supervised role and commands the robot to perform desired actions. This scheme requires
the human worker to spare cognitive attention to not only his/her own tasks, but also on guiding
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the action of the robot. This is a baseline that the proposed proactive turn-taking aware robotic
assistant is compared against.
In order to facilitate speech recognition, the CMU Sphinx library [243] was used, which can
accurately recognize human commands in real-time. Prior to the beginning of the experiment, the
participant was required to articulate the names of all the tools and parts used in the assembly task
(as displayed in Figure 4.13) until the speech recognition software would reliably recognize them
(specifically, it was necessary to recognize correctly three commands, one after the other). During
the task, the robotic assistant picked up the requested tool/part based on the recognized speech
command and then deliver it to the human worker.
4.7.5 ETPF against state-of-the-art in manufacturing dataset
The same analysis as section 4.4 was performed to the manufacturing dataset to compare the
ETPF’s performance with the state-of-the-art. This dataset was collected when human participants
conducted the assembly task with a human assistant. In total 8 subjects participated in this study
(age 26.0 ± 3.4). Each participant repeated the same chair assembly task 5 times, and each time
requested about 18 tool/part, resulting in a total of 707 turn-giving events and 644 turn-keeping
events. The feature construction and selection process were repeated on this manufacturing dataset
to find the most salient turn-taking patterns, which were used by the following prediction algorithm
to classify turn-event type. The performance of the proposed algorithm, together with the state-ofthe-art algorithms, is then evaluated on this generated dataset.
The detailed description of the state-of-the-art algorithms can be found in section 4.4. The final
plot for all the curves is presented in Figure 4.16. As shown, the proposed TTSNet algorithm
performed the best in the algorithmic benchmarks, with an AUC value of 0.738. The second-best
algorithm is the proposed LSTM algorithm with AUC of 0.648. The rest of the order is Ishii, SNNPNG, and HMM and DTW (tied). This result indicates the superiority of the proposed frameworks
in the manufacturing scenario.
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Figure 4.16 Comparison with the state-of-the-art in manufacturing dataset
Discussion:
The performance above was achieved with features selected based on the manufacturing dataset.
We also applied the selected features derived from the surgery dataset to this scenario directly, but
the performance was lower than the performance shown in Figure 4.16, which used the selected
features from the manufacturing dataset. This finding indicates that even though the proposed
framework can be applied to various domains in physical human robot collaboration, the trained
turn-taking model cannot generalize directly to a new scenario. Training data from the new
scenario was required to fine-tune the derived model. In such cross-domain situations, techniques
such as transfer learning [244] and domain adaptation [89] would be needed to tune the developed
model for the new domain. Depending on the availability of training data for the new domain,
certain techniques such as one-shot learning [68]–[72] or zero-shot learning [73], [74] could be
applied.
Notice that the proposed model would not generalize well to significantly different scenarios, such
as speech-based human robot interaction and conversational turn-taking. In those scenarios, the
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acoustic, semantic, and respiration features would become more salient, while the non-verbal
motion-based cues would become less important.

Collaboration fluency evaluation
In this experiment, the developed robotic assembly assistant was used to evaluate human robot
collaboration fluency. The robotic assistant has two modes: Turn-Taking assistance (TT) and
Speech-based assistance (SP). The hypothesis is that TT would lead to a measurable increase in
collaboration fluencies compared to SP. In the following, the details of the experiment, the
evaluation metrics, and the results are discussed.
4.8.1 Protocols
A total of 8 subjects participated in this study (IRB # 1305013664). The experiment design follows
a within-subject principle to better control individual differences. In such a design, each participant
performed both treatment groups (i.e., TT and SP). The order of the treatment groups was
counterbalanced in order to eliminate the learning effect. Half of the participants performed with
the TT system first, followed by SP system. The other half performed with SP first, then TT.
Upon completion of a consent form, the participants were instructed of the procedures to assemble
a chair. During this process, the name of each tool and part was introduced to participants, and
illustrations were shown to the participants to indicate the use of the tools and how the parts were
assembled together to form the chair. After they were briefed, the participants would practice the
names of each tool/part by uttering each tool name. After a short calibration of the speech
recognition software, the participants practiced assembling the chair once, with human assistants,
to get familiar with the chair assembly process and the names of the tools/parts.
After the warm-up trial was finished, the participants completed the remaining four assembly trials.
The participants assembled the chair twice with the first treatment group (either TT or SP), filled
a survey to rate their experience with the robot assistant, and then assembled the chair twice again
with the second treatment group (the other robot mode), and then completed another subjective
survey. In total, there are equal number of participants who started with TT first and started with
SP first. After the participants finished all four trials of both controlled groups, they completed a
demographic survey to report age/gender/experiences with robots etc. No compensation was given
to the subjects.
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4.8.2 Task Completion Time (TCT)
Task-related metrics are often used as approximations for team fluency. In this scenario, the TCT
was used as a metric. If the human and the robot partner collaborate fluently, the task is expected
to be completed faster. The boxplot of the TCT (in seconds) with two scenarios (TT and SP) is
shown in Figure 4.17. The TCT with TT condition is shorter (340.86 ± 17.82) than that with the
SP condition (364.69 ± 30.51). A statistical test was further conducted to compare the two group
means. First, the Anderson Darling Normality Test [253] revealed that both TCT groups follow a
normal distribution (𝑝 > 0.5) and thus a parametric test would be appropriate to use. Then, the
Levene’s test [254] was performed and the two TCT groups were found to have significantly
different variances (𝑝 < 0.05). Therefore, the Welch’s t-test was performed, as it does not require
equal variance assumption [255]. In this test, the null hypothesis is that the average TCT is the
same for both conditions (i.e., 𝐻0 : 𝜇 𝑇𝑇 = 𝜇𝑆𝑃 ), and the alternative hypothesis is that they are
different (i.e., 𝐻𝑎 : 𝜇 𝑇𝑇 ≠ 𝜇𝑆𝑃 ). The Welch’s t-test statistics has a p-value of 0.024, indicating that
the difference is statistically significant. Therefore, we can conclude that the turn-taking based
robotic assistant can yield a shorter task completion time than speech based robotic assistants.

task completion time (seconds)

420

400

380

360

340

320

300
SP

TT

robot assistant type

Figure 4.17 Boxplot of task completion time for the two conditions.
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4.8.3 Objective Fluency Measures (OFM)
Fluency is the coordinated meshing of joint activities between participants of a well-synchronized
hybrid team. An objective fluency set of metrics commonly used in the robotics community was
adopted for this purpose [90]. This set of metrics includes four measures which are illustrated in
Figure 4.18 and are explained in detail below:
1. Robot Idle Time (RIT) is the percentage of the total task duration that the robot was not
active. RIT happens when the robot is waiting for additional commands or sensor signals
from the human, or is waiting for the human to complete an action, or is computing and
processing signals. A lower RIT value indicates that the robot’s capability is fully utilized,
thus is considered better in the perspective of collaboration fluency.
2. Human Idle Time (HIT) is the percentage of the total task duration that the human was not
active. This is the analogous part of RIT on the human side. HIT happens mostly when the
human is waiting for the robot to complete an action in order for him/her to conduct the
next step of the task. Even though humans also need time to process signals and make
decisions, this time is often small enough to be negligible in the human robot collaboration
scenario. A large HIT value corresponds to human boredom, time wasted, and break of
fluent operations, thus is not preferred. A lower HIT value is considered better in the
perspective of collaboration fluency.
3. Concurrent Activity (CCA) is the percentage of the total task duration that the human and
the robot are both active at the same time. CCA happens during overlap actions and
indicates highly synchronized collaborations, thus a higher CCA value is preferred in the
collaboration fluency perspective.
4. Functional Delay (FTD) is the percentage of total task duration between the end of one
agent’s action till the start of the other agent’s action. In reality, most of the FTD happens
between the end of human’s action and the onset of the robot’s action. The vice versa (from
end of robot action to the onset of human action) is usually small enough to be negligible.
A smaller FTD value is preferred, as it indicates a well-coordinated turn transition without
wasting switch time.
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Figure 4.18 Objective fluency metrics for human robot collaboration
The four objective metrics mentioned above are interrelated, as they are all determined by the
amount and timing of each agent’s action. However, they are not interchangeable, and one metric
can increase while another can decrease. In an ideal situation, the RIT, HIT, and FTD should be
reduced, while CCA should be increased. Under such scenario, human and the robot are not only
working independently, but also can collaborate and provide necessary support in order to reach a
common goal. The task can then be completed more efficiently, promptly and fluently. These four
metrics were calculated for each of the human robot collaboration trials, and the values between
the TT and SP groups were compared. The descriptive values and the statistical test results for
both conditions are show in Table 4.11. As shown, the TT group leads to significantly shorter RIT,
HIT, and higher CCA values compared to the SP group (𝑝 < 0.05). For FTD, even though the TT
condition has a better score, there is no statistical significance found (𝑝 > 0.05). For each OFM
metric, the regular two-sample t-test was used if the variances of the two conditions are the same
(using result of Levene’s test of equal variance), and the Welch’s t-test was used if the variances
differ from each other.
Table 4.11 OFM descriptive statistics and statistical results
Metrics

𝝁𝑻𝑻 ± 𝝈𝑻𝑻

𝝁𝑺𝑷 ± 𝝈𝑺𝑷

Equal variance

T-test p-value

RIT

0.144 ± 0.047

0.201 ± 0.076

No

𝑝 = 0.026

HIT

0.249 ± 0.070

0.308 ± 0.070

Yes

𝑝 = 0.034

CCA

0.620 ± 0.069

0.510 ± 0.096

Yes

𝑝 = 0.002
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FTD

0.004 ± 0.005

0.011 ± 0.013

No

𝑝 > 0.050

4.8.4 Subjective Fluency Measures (SFM)
The participant was required to fill-in a survey after finishing both the SP and TT condition to
evaluate their experiences with the collaborative robot. The questionnaire consisted of 20 questions
covering different perspectives, covering collaboration fluency, trust in robots, robot traits,
working alliance, interaction, and turn-taking. The statements were adopted from [90] and adapted
to this specific scenario. The users were required to determine to what extent they agree with each
statement, based on a Likert from 1 (strongly disagree) to 7 (strongly agree). All the statements
are praise-based in favor of the robotic system, thus a higher response (stronger agreement)
indicates higher satisfaction with the robotic system. The specific 20 claims are:
1. The human-robot team worked fluently together
2. The robot contributed to the fluency of the interaction
3. The robot contributed equally to the team performance.
4. The task is finished successfully
5. I feel engaged in the interaction with the robot
6. The robot is intelligent
7. The robot works proactively
8. The robot always starts moving before my explicit verbal requests
9. I am aware of the robot's intentions and movements
10. The robot can perform natural turn-taking actions
11. The robot can understand my turn-taking intentions
12. The robot responds quickly to my requests
13. The robot and I are working towards mutually agreed upon goals
14. I don’t need to give explicit instructions to the robot (i.e., gesture, verbal)
15. The robot is aware of my movement to collaborate
16. The robot is safe to interact with
17. I trusted the robot to do the right thing at the right time
18. The robot perceives accurately what my goals are
19. I am confident in the robot’s ability to help me
20. It felt like the robot was committed to the success of the team
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Each participant gave a score to each question for both the TT and SP conditions: {(𝛾𝑖𝑗𝑇𝑇 , 𝛾𝑖𝑗𝑆𝑃 ), 𝑖 =
1, … , 20 for the 20 questions, and 𝑗 = 1, … , 10 for the 10 subjects}. Since there is a one-to-one
correspondence between each response for TT and for SP, the paired test was performed as it can
better compensate subjective differences in survey responses. A statistic test was calculated based
on the difference of the two responses, i.e., 𝜃𝑖𝑗 = 𝛾𝑖𝑗𝑇𝑇 − 𝛾𝑖𝑗𝑆𝑃 , for 𝑖 = 1, … , 20 and 𝑗 = 1, … , 10.
The Likert response uses a discrete scale and does not follow a normal distribution, thus the nonparametric test was performed. Therefore, the Wilcoxon’s signed-rank test was performed
independently for each of the 20 survey responses 𝜃𝑖𝑗 [257]. In this test, the null hypothesis is that
the median of 𝜃𝑖𝑗 is zero, while the alternative hypothesis is that the median of 𝜃𝑖𝑗 is greater than
zero, i.e., 𝐻0 : 𝑚𝑒𝑑𝑖𝑎𝑛(𝜃𝑖𝑗 ) = 0, 𝐻𝑎 : 𝑚𝑒𝑑𝑖𝑎𝑛(𝜃𝑖𝑗 ) > 0 for each of the survey question 𝑖. Only
𝑗

𝑗

one tail was chosen in the alternative test, as 𝜃𝑖𝑗 > 0 would indicate 𝛾𝑖𝑗𝑇𝑇 > 𝛾𝑖𝑗𝑆𝑃 , which is a desired
outcome. The survey questions which have statistically significant differences between the two
conditions were summarized in Table 4.12. As shown, the TT robot assistant was considered to
work more proactively and can anticipate human’s turn-taking intentions in order to collaborate
more efficiently, which leads to the overall feeling that the human robot team was more successful.
Table 4.12 SFM results which are statistically significant (cutoff 𝑝 = 0.05)
ID Question

p-value

Est.
median

7

The robot works proactively

𝑝 < 0.01

3.75

8

The robot always starts moving before my explicit verbal requests

𝑝 < 0.01

5.25

11 The robot can understand my turn-taking intentions

𝑝 < 0.05

2.50

14 I don’t need to give explicit instructions to the robot

𝑝 < 0.01

4.00

15 The robot is aware of my movement to collaborate

𝑝 < 0.01

5.00

20 It felt like the robot was committed to the success of the team

𝑝 < 0.05

0.50

4.8.5 Discussions
Regarding the task-related measures, the TT-based robotic assistants lead to a shorter task
completion time than SP-based robotic assistant. This is an overall evaluation of the collaboration
fluency, as we hypothesize that higher level of collaboration fluencies would lead to shorter
completion time. There are multiple potential reasons why a shorter task completion time can be
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achieved, and these reasons were further exploited in the following discussion on the break-down
fluency measures covered by OFM and SFM.
Three out of the four OFM measures reveal that the collaboration with TT-based robots is more
fluent than that with the SP-based robots. Robot idle time is shorter for TT, since the robot can
understand human’s turn-taking intentions and start action early on, thus reducing its waiting time.
As a consequence, the concurrent activity is increased since during this proactive robot action
period, the human and the robot are operating at the same time, thus increasing concurrency.
Additionally, the human idle time is decreased, since the human waits less time for the robot to
deliver the next part to continue the operation. The functional delay is also in favor of the TTbased robot with a p-value between 0.05 and 0.1, but there is no statistical significance found.
More sample points might be able to reveal significance for this metric.
Six out of the twenty SFM survey questions were in favor of the TT-based robotic assistants. These
six questions praise the robot’s capability to understand human’s turn-taking intentions and start
action early on, without the need to wait for human’s explicit commands. Therefore, overall the
human feels that the robot commits better to the success of the team. For the remaining fourteen
survey questions, three are in favor of the TT-based robot but without statistical significance (Q3,
Q9, Q10), two are against the TT-based robot but without significance (Q5, Q6), and the rest nine
questions showed indifference between the two conditions.
Overall, when compared with the SP-based robotic assistant, the TT-based robotic assistant was
found to deliver shorter task completion time, higher collaboration fluency, more proactive
behavior, better understanding of turn-taking intentions, and higher level of commitment into the
task. Such findings support the hypothesis that the TT-based robotic assistant can positively
contribute to the fluency of the human robot collaboration.

Summary
This chapter presents two testbeds to evaluate the proposed turn-taking prediction framework:
Robotic Scrub Nurse and Robotic Assembly Assistant. Then, the evaluation scheme and
experimental results for different aspects of the framework are presented. In the end, discussion
was presented for the results of each experiment.
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5. CONCLUSION AND FUTURE WORK

Early turn-taking prediction is critical for natural and efficient human-robot collaboration. It allows
accurate planning and execution by providing a time “buffer”, and also supports proactive behavior
to reduce exchange waiting time. Such prediction capability would induce a more fluent and
smooth turn-taking transition. This dissertation discusses an approach consisting of early turntaking predictions for human robot collaboration using multimodal signals. Specifically, the design
and implementation of an early turn-taking prediction algorithm for a robotic assistant is presented.
The proposed algorithm was implemented first on a robotic scrub nurse to help in the operating
room by delivering surgical instruments. By evaluating the algorithm’s performance on the
collected scrub nurse dataset, it was found that the proposed algorithm outperformed other
algorithmic approaches in terms of its ability to predict turn-taking intentions. Additionally, it was
found that the algorithm surpassed human performance when partial temporal information was
given (up to 35% of the full action). After that, the proposed algorithm can achieve slightly worse
performance when compared to humans as full actions are revealed. From this result we can learn
that if the priority is to make available time for preparation, and concurrent task, using our turntaking algorithm is a meaningful decision. However, if the top criteria is to predict with an accuracy
above 95%, the human assistant would be a better choice if there is no need for an immediate
response.
The developed turn-taking prediction algorithm was then implemented on a robotic assembly
assistant for the manufactory setting, in order to evaluate the human robot collaboration fluency.
In this scenario, the robotic assistant would predict human partner’s turn-taking intentions and
proactively delivers assembly parts and tools. The turn-taking robotic assistant was compared to a
traditional reactive robotic assistant controlled via human’s explicit speech commands. The turntaking aware robot was found to lead to better collaboration fluency, faster task completion time,
and higher trust, compared to the speech-based alternative. Such findings validate the effectiveness
of the early turn-taking prediction algorithm and showcase the importance of turn-taking
awareness in human robot collaboration.
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Contributions
The various contributions of this dissertation are summarized in the following.
5.1.1 Identifying salient turn-taking patterns
We proposed the automatic feature construction and selection process to identify salient turntaking patterns for physical human robot collaboration tasks. Previous literature has focused on
using domain knowledge and conducting human observations to extract salient turn-taking patterns.
Such approach is not easy to generalize to innovative scenarios where domain knowledge is
lacking, and/or human observations are time consuming. To solve this problem, this dissertation
proposed an automatic process to encode potential turn-taking relationships (i.e., feature
construction) and identify the salient turn-taking patterns (i.e., feature selection). The procedure
described uses a set of filter banks to encode potential relationship between multimodal cues and
turn-taking intent and leverages statistical measures for automatic pattern mining. This
contribution can help to identify the most critical patterns which were used for the following
temporal modelling algorithm to reason about turn-taking intentions. Moreover, it was used to find
critical turn-taking patterns which can help to understand the dynamics of turn-taking actions in
homogeneous teams. The automatic turn-taking pattern identification process is applicationagnostic, therefore can be applied to different scenarios regardless of the task, communication
modalities, and team member constitutes.
5.1.2 Predicting turn-taking intentions early on
We proposed the Early Turn-taking Prediction Framework (ETPF). This framework can analyze
salient turn-taking patterns and predict human’s turn-taking intentions early on, answering the
“when” aspect of the turn-taking. The framework also includes a component to fuse beliefs from
different resources for robust sensor fusion. This contribution addresses the limitation of current
turn-taking frameworks which follow just-it-time and/or right-before approaches and cannot
provide early prediction capability. Due to such working mechanism, existing robotic assistants
mainly work reactively and cannot initiate collaborations, thus affecting the work fluency. This
contribution addresses this issue. More specifically, in ETPF, two types of algorithms were
discussed for temporal modelling, based on Spiking Neural Networks and Recurrent Neural
Networks. Robust sensor fusion based on Dempster-Shafter Theory was also developed. In

102
addition to timing prediction, ETPF framework also addressed turn-taking object prediction to
support proactive behavior. The comprehensive framework covers the major components of the
turn-taking prediction task. Under the control of ETPF, the collaborative robot would be able to
recognize human’s early turn-taking intent, and proactively engage with the user in order to reduce
exchange time and improve collaboration efficiency. The effectiveness of the proposed ETPF
framework was evaluated by comparing against several state-of-the-art turn-taking frameworks
and also human baseline, and it was found to outperform the state-of-the-art algorithms, and
surpass human baseline when little partial input is available. The proposed ETPF framework can
be applied to different scenarios to enable intelligent human robot collaboration, such as cargocarrying robotic mules in military [258], collaborative robot-mediated gaming partners in stroke
rehabilitation [259], and telepresence-based robotic teaching agents in education [260].
5.1.3 Validating the effect of turn-taking on collaboration fluency
We conducted a comprehensive experiment to validate the effect of turn-taking on human robot
collaboration fluency. Even though turn-taking has been widely perceived as a key factor in
influencing collaboration fluency, there lacks a comprehensive study to validate such hypothesis.
An experiment was conducted to comprehensively evaluate the effect of turn-taking intelligence
on collaboration fluency between a human and a robot partner. The developed ETPF framework
was implemented on a robotic assembly assistant to help human workers perform a mock assembly
task, and such system was compared to a reactive robotic assistant which operates under explicit
speech commands. The collaboration fluency of the two scenarios was compared using three sets
of different metrics and it was found that the turn-taking framework positively contributed to
collaboration fluency from various perspectives (i.e., shorter task completion time, less human/idle
time, more concurrent activity, and overall better human perception of the robot partner), therefore
validating the initial hypothesis. Such a validation can provide support and evidence for any further
studies on turn-taking and human robot collaboration.
5.1.4 Secondary contributions
First, this dissertation proposed a formal definition of the collaborative task and related turn-events
as foundations to characterize turn-taking dynamics between humans and robotic partners. This
definition covers the major components in a collaborative task and can provide the basic building
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blocks to better describe the turn-taking process for any future research. Second, we conducted
experiments to collect turn-taking datasets in the surgical and manufacturing scenario. Those
datasets included both the multimodal communication cues and also the ground-truth annotations
and could be used as repositories to develop new turn-taking frameworks by the community. Third,
a real-time multimodal human robot interaction system was developed for the surgical and
manufacturing scenario.

Research Questions
Three research questions were mentioned in the beginning of this dissertation and were tackled
throughout this dissertation. Here is a summary of the research findings.
5.2.1 Research Question 1 (RQ1)
RQ1 is about how to identify meaningful patterns for turn-taking behavior in physical human robot
collaboration scenarios. To answer this question, an automatic turn-taking feature construction and
selection process was proposed. This pipeline automates the process of automatic turn-taking
pattern mining and discovers critical cues for physical human robot turn-taking in physical
collaborations. More specifically, a set of filter dictionaries was applied to the raw multimodal
cues to capture different spatio-temporal relationships between these cues and the turn-taking
intent. The statistics-based feature selection process can spot-out the most critical ones as the
salient turn-taking patterns. In this scenario, it was found that head motions, audio strength, and
forearm motions are the most critical cues to induce turn-taking action. Notice that this process
does not require any domain knowledge from the target task, therefore can be applied to a wide
range of applications.
5.2.2 Research Question 2 (RQ2)
RQ2 is concerned about how to integrate multimodal behavioral signals to predict turn-taking
intentions early. To answer this question, the ETPF framework was proposed. The framework
covers the major components of turn-taking prediction, including both the timing prediction and
task object prediction. The framework includes multimodal sensing and signal processing, as well
as early intent prediction based on neural network algorithms. The networks were able to simulate
the neuron firing actions in order to achieve early prediction. Additionally, multimodal beliefs and
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contextual cues were integrated together using Dempster-Shafter Theory. The proposed ETPF
framework was found to outperform state-of-the-art algorithms and human baseline, indicating its
efficiency.
5.2.3 Research Question 3 (RQ3)
RQ3 is concerned about the effect of turn-taking awareness on human robot collaboration fluency.
To answer this question, a within-subject human study was conducted in the area of manufacturing.
In this experiment, the human was assisted by a robotic assistant to assemble a chair. The robotic
assistant has turn-taking intelligence turned on and off in different control groups, and the
collaboration fluency of the two groups was compared. The fluency was evaluated from three
different perspectives, ranging from task-related metrics to both subject and objective fluency
metrics. It was found that turn-taking intelligence can help to increase collaboration fluency, thus
answering this question.

Limitations and future work
This study has a number of limitations and potentials for future work, which are discussed in the
following.
1) This study only investigated turn-taking with two team members, not more than that. Even
though a dyad turn-taking scenario is the most common one, there still exists scenarios where more
than two participants are involved in the dynamics. For example, a conversation setting with
multiple people, or a group open surgery with a surgeon, one or two residents, and some trainees
and nurses. The proposed framework would not be able to capture, monitor, and predict the turntaking intentions in those complicated scenarios. In future work, the current framework can be
extended to not only recognize the turn-giving intent, but also predict to whom the turn is to be
transferred to.
2) The proposed framework focuses mainly on one direction of the turn-taking dynamics, which
is to enable robotic assistants to understand human’s turn-taking intentions in order to engage
proactively. It didn’t discuss the other side of the problem, which is exhibiting proper turn-taking
actions so that humans can easily understand the status and the intent of the robot. This is also
called robot legibility. This problem, associated with robot transparency, legibility, and trust, is
also a critical problem in human robot collaboration. In future work, the framework should be
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extended so that the robot can actively present its cognitive status and future moves through
tentative motions, speech, and visual/audio feedback. Such functionality would greatly improve
the human’s perception of the robotic partner.
3) In its current configuration, the timing prediction and the task object prediction are working
independently, even though there are potential correlations between them. In future work, the
potential correlation between the two tasks can be exploited to increase each task’s prediction
accuracy.
4) The human experiments conducted in this dissertation use engineering students from a large
research institute, instead of professional staff (such as surgeons, nurses and workers on the
assembly line). Even though proper instructions and screening processes were placed to ensure
that participants can perform the given task in a level close to expertise, there are still some
differences between the student group and the professions group. Therefore, the extracted turntaking behaviors don’t have a super high face validity. Future work would involve more
professional staff for the development and evaluation of turn-taking patterns.
5) The human robot collaboration fluency was only evaluated in one application scenario (i.e.,
manufacturing), thus the conclusions drawn about collaboration fluency was not agnostic to the
domain. To address this limitation, further experiments need to be conducted with other turn-taking
scenarios such as conversational turn-taking, social robotic companions, and robotic teachers in
class. The validation with a wider range of applications can more broadly evaluate the performance
of the proposed framework, and also shed light on discovering turn-taking patterns in new domains.

Summary
This section summarizes the findings and contributions of this dissertation. The three research
questions were reinstated, and a summary of the answers to those questions were given. Some
limitations and potentials for further research are presented in the end.
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