Software process dynamics challenge the capabilities of process-centered software engineering environments. Dynamic task nets represent evolving software processes by hierarchically organized nets of tasks which are connected by control, data, and feedback ows. Project managers operate on dynamic task nets in order to assess the current status of a project, trace its history, perform impact analysis, handle feedback, adapt the project plan to changed product structures, etc. Developers are supported through task agendas and provision of tools and documents. Chained tasks may be executed in parallel (simultaneous engineering), and cooperation is controlled through releases of document versions.
Introduction
Software processes are highly dynamic; only rarely can they be planned completely in advance. While a software process is being executed, it has to react to many changes. For example, the product structure evolves, errors occur which result in feedback to earlier steps in the lifecycle, requirements change, etc.. These changes challenge the capabilities of a process-centered software engineering environment: its model of the real-world process must be modi ed on the y 26]. Accordingly, in DYNAMITE 15] task nets, which consist of tasks connected by relations of various types (e.g., control ow and data ow). Each task represents a logical unit of work to be performed by some actor (e.g., implementation of some module foo by developer fred). Since the tasks are usually unknown beforehand, the structure of a task net evolves during process enactment.
Di erent kinds of operations are performed on task nets in the course of enactment. Edit operations such as creation and deletion of tasks and relations result in structural changes and are used for project planning. Analysis operations are used to browse the task net and to query the current state of enactment. Execution operations comprise state transitions (e.g., starting a task) and operations on data ows (producing or reading tokens which refer to software artifacts). Finally, monitoring operations are used to trace the enactment, to detect certain events (e.g., passed deadlines), etc..
All of these operations can be interleaved seamlessly; i.e., edit, analysis, execution, and monitoring operations may be applied in (almost) any order. Note the analogy to programing environments which provide seamlessly integrated tools to get rid of the awkward edit-compile-debug cycle 29] . Task nets may be edited without suspending execution. Of course, the implications on the current state of enactment need to be considered, and not all changes can be accommodated (e.g., an active task should not be deleted).
Dynamic task nets are complex data structures with sophisticated operations. A task net is represented internally as a task graph (Fig. 1a) . Structure and behavior are speci ed by a graph rewriting system. In this way, all operations on task nets can be described by graph rewrite rules in a uniform formal framework.
Since the speci cation is operational, executable code may be generated from the speci cation. In this way, a rapid prototype of a process-centered software engineering environment may be constructed 16], avoiding manual coding in a conventional programming language. For this purpose, we are using the PROGRES development environment 35] .
The users of the DYNAMITE environment are shielded from the internal data structures and the underlying graph rewriting system (Fig. 1b) . DYNAMITE offers external views which satisfy the users' needs and abstract from the formalism employed internally. For example, a project manager is supplied with a graphical view of a task net resembling a PERT chart, and the tasks to be performed by a developer are displayed in a tabular agenda as in 1, 31] .
In previous papers, we have introduced DYNAMITE in an informal way 15] and have described the process support tools provided by the DYNAMITE environment 16]. In contrast, this paper mainly focuses on the underlying formal speci cation. In fact, DYNAMITE is a sophisticated practical application of graph rewriting. Thus, we describe our speci cation approach in some detail and discuss its advantages and shortcomings.
In Sec. 2, we introduce dynamic task nets informally. Sec. 3, which constitutes the main part of this paper, presents and discusses the formal speci cation. Related work is compared in Sec. 4 , and a short conclusion is given in Sec. 5.
Informal Description

Elements of dynamic task nets
A task is an entity which describes work to be done. The interface of a task speci es what to do. In particular, it describes inputs, outputs, preconditions, postconditions, start dates, due dates, etc.. The interface serves as an abstraction which hides the realization.
The realization of a task describes how to do the work. In general, a given interface may be realized in multiple ways. For example, development of a software system may follow di erent life cycle models (e.g., waterfall, spiral, or prototyping model). We distinguish between atomic and complex realizations. In case of an atomic realization, a task is not re ned into subtasks; a complex realization consists of a net of subtasks. A parent task is connected with its subtasks by decomposition relations.
Control ows impose an order on the tasks to be executed; they resemble precedence relations in PERT charts. Execution of chained tasks may overlap (simultaneous engineering). For example, implementation may start before the design is nished. Control ows span an acyclic connected graph which acts as the skeleton of the task net. In order to represent feedback, feedback ows are introduced which are oriented in the opposite direction.
Handling of feedback depends on the state of the target task t. If t is still active, it may process the feedback, e.g., by producing a new version of an output document. If t has already terminated, it has to be reactivated. To keep the process traceable, a new task version t 0 is created which is derived from t. Execution of t 0 may imply that new versions of dependent tasks have to be created as well.
Data ows are used to transmit data between tasks connected by decomposition relations, control ows, or feedback ows. Data may be passed downwards (parent task input ! subtask input), upwards (subtask output ! parent task output), or horizontally (task output ! task input).
During its execution, an active task may produce multiple versions of its outputs and read multiple versions of its inputs. For example, errors may be xed in a module body, and the module body may be adapted to a changed interface. The net keeps track of the sequence of versions produced and read (traceability). Versions provide the basis for properly controlled workspace management (note the link to software con guration management).
To summarize, a task net consists of a set of tasks which are connected by control ows, data ows, feedback ows, and decomposition relations, the latter of which de ne a task hierarchy (tree). A subnet consists of all subtasks of a common parent task and their mutual relations. Task decomposition ends at a fairly coarse-grained level. We do not intend to support the personal software process; rather, we intend to focus on the coordination of multiple users through management.
Levels of modeling
In 7], a conceptual framework is introduced which distinguishes between process de nition, process enactment, and process performance. Below, we relate the DY-NAMITE approach to this conceptual framework. At the process de nition level, both structure and behavior of processes are de ned by introducing types of tasks and relations and by specifying operations referring to these types, respectively. Here, the process modeler relies on a generic kernel (the DYNAMITE base model) which is extended with process-speci c information (see Sec. 3). The resulting process de nition constrains the task nets which may be built up during enactment (i.e., at run time). Currently, the process de nition is essentially static during enactment (see Sec. 5).
At the process enactment level, task nets are manipulated by the operations introduced at the de nition level. Inconsistencies with respect to the process denition are not allowed. The process de nition can be set up as exibly as desired, ranging from \type-less" task nets in the case of chaotic or unfamiliar processes to tightly constrained task nets for well-known and well-structured application domains. Typically, task instances are created on demand only, and task nets evolve structurally during enactment.
At the process performance level, the actual software process is carried out according to the process model (task net) maintained at the enactment level. Unlike 5], we do not support deviations of performance from enactment. However, feedback from performance is taken into account. For example, a task net is updated when the product structure is changed (see below).
Example
To illustrate the concepts introduced above, let us consider the development of a simple software system. In contrast to the ISPW6/7 example 22], which has been designed as a benchmark for comparing process-centered environments, our example goes beyond the development of a single module. It is designed to demonstrate the need for maintaining an evolving task net which shows all activities to be performed and their mutual relationships. Using this method, managers may assess the consequences of feedback, replan a project after changes to the product structure, etc..
Process enactment level
Initially, it is only known that the development starts with the design and ends with the system test. Thus, the task net of Fig. 2a is still incomplete (note that active tasks are visualized in inverted color). The gure only shows control ows, which are used here to determine the start node and the end node of the task net.
The missing tasks are lled in after the coarse design has been determined (product dependent task net). In the following, we assume a simple software system consisting of four modules A,. . . ,D (Fig. 2b) . The resulting task net is displayed in Fig. 2c . All implementation tasks may be carried out in parallel. Module tests are arranged in bottom-up order.
In order to accelerate development and to detect design errors as early as possible, implementation tasks may be started before the design is completed (simultaneous engineering). In Fig. 2c , the implementation tasks for A and B are already active while implementation of C and D has not started yet.
Later on, the programmer of module B detects an error in the interface imported from A (e.g., a missing procedure). Thus, a feedback ow to the design is inserted into the task net. The corresponding data ow is used to pass an error report to the design task. Figure 2d shows a small cutout of the whole task net. The gure shows the design task and the implementation tasks for A and B, as well as their inputs, outputs, and connecting data ows.
The design task has already produced the second version of the interface for A (denoted as A.int 2 ). So far, this version has only been released to the implementation task for A. After the required change has proven implementable, the release may also be granted to Implement B. Thus, selective releases allow for ne-grained control over task execution.
If the target task of a feedback ow is no longer active, the error situation is more severe. Figure 2e shows the detection of an implementation error during the system test. In this case we want to enable the project manager to later trace what has happened. Sometimes, the person who executed the implementation task for the rst time is no longer available, and someone else has to be assigned. We therefore create a new version of the task instead of reactivating the old one. level). Figure 3 shows a schema for the system development task nets described above (note the analogy to ER diagrams). According to this schema, a correct net must contain exactly one Design and one SystemTest task instance and at least one Implement and one Test task each. The schema also de nes names and document types for required and optional input and output ports of tasks, and it regulates the structure of control ows, feedback ows, and data ows. While a task of type Implement, for example, has to deliver a module Body to a Test task, all feedback ows and their accompanying data ows are optional. The schematic task net of Fig. 3 introduces domain-speci c structural information. In addition, the behavior of task (and relation) types needs to be de ned according to the requirements of a speci c application domain. This includes the de nition of states, state transitions, conditions, events, and triggers (see Sec. 3).
Graph-Based Speci cation
Motivation and overview
A dynamic task net consists of many entities which are mutually interrelated. Based on our experience in building structure-oriented environments, the data model of attributed graphs has proven suitable for the internal representation of complex data structures 29]. An attributed graph consists of attributed nodes which are interconnected by labeled, directed edges. Figure 4 shows the internal graph structure representing a dynamic task net as shown in Fig. 2d . Tasks, parameters, tokens, and documents are modeled as graph nodes which are interconnected by various edges. N-ary relations, attributed relations, and relations participating themselves in relations are modeled by nodes and adjacent edges (e.g., control ows, feedback ows, data ows). The structure of task graphs will be explained in Sec. 3.2., thus the reader is encouraged to return to Fig. 4 later.
During editing, analyzing, and execution of a task net, complex transformations and queries have to be performed on the internal data structure. We have chosen programmed graph rewriting in order to specify these complex operations on a high level of abstraction. In particular, we have chosen the speci cation language PRO-GRES, which is based on programmed graph rewriting 34]. It combines concepts from database systems, knowledge-based systems, graph rewriting, and imperative programming languages into a coherent language: a graph schema de nes the graph elements and the graph structure declaratively. It de nes types of nodes, edges, and attributes. Derived attributes and relations can be de ned in a schema as well. Graph transformations are speci ed by high-level graph rewrite rules which replace a graph pattern within the current graph by another one. Rewrite rules can be combined to form more complex transformations. Thus, the operational programming style is supported. Graph rewrite rules are inherently non-deterministic since usually more than one match of a graph pattern can be found when applying a graph rewrite rule. By means of backtracking non-determinism is taken into account, thus supporting the rule-based programming style.
Before delving into the details, let us survey the steps in which the PROGRES speci cation of dynamic task nets is going to be presented. The structure of this section mirrors the structure of the speci cation:
The base model (Sec. 3.2) de nes the elements of task nets such as tasks, inputs, outputs, control and data ows, etc.. Furthermore, it provides primitive operations which maintain structural integrity (e.g., when a control ow is created, it is checked that no cycle is introduced).
Standard behavior (Sec. 3.3) is de ned by cooperating state machines. Each task possesses an own state machine for which a set of state transition conditions is xed; for each operation of the base model, legal states of its application are determined; and the interplay of state machines of neighboring tasks is described.
Structural parameterization (Sec. 3.4) addresses the de nition of domain-speci c types and structural constraints, such as illustrated e.g. in Fig. 3 . The primitive operations of the base model are adapted such that domain-speci c structural constraints are taken into account.
Behavioral parameterization (Sec. 3.5) specializes the behavior of dynamic task nets. For each task type and for each primitive operation, speci c conditions on state transitions and operation applications are introduced, respectively. Trigger de nitions are added to the speci cation which de ne appropriate reactions on state transitions and operation applications. Figure 5 illustrates the PROGRES graph schema of the base model for dynamic task nets in a graphical way, hiding details such as attribute declarations. Node class ITEM serves as the root class. New versions can be derived from all elements found in a task net (Succ edge). On the next level of the hierarchy, we mainly distinguish between entities and relations. The node classes TOKEN, DOCUMENT, and GRAPH describe nodes representing tokens, nodes representing software artifacts, and nodes aggregating all entities of a task net by means of ToEntity edges, respectively. TASK nodes have PARAMETER nodes which are either INPUT or OUTPUT parameters. Relations between entities are modeled as edge-node-edge constructs because edge types cannot carry attributes in PROGRES. Data ow relations are established between parameters and re ne task relations connecting two tasks.
Base model 3.2.1. Net elements
The graph schema already xes structural constraints on dynamic task nets. Data ow relations, for instance, can only be established between parameters and not between tasks. A task graph conforming to the schema has already been presented in Fig. 4 . The nodes are of di erent classes (indicated by di erent symbols). For example, there are three nodes of node class TASK, which are connected to some CONTROL FLOW and FEEDBACK nodes by ToTargetT and FromSourceT edges.
The PROGRES type system distinguishes between node classes, node types, and node instances. Node types are instances of node classes and cannot be redened. Node instances can only be established as instances of node types. Due to the strati ed type system, types are rst order objects which may be supplied as parameters, and may be stored as values of node attributes. While the presented graph schema and the following graph productions of the base model are independent of any application domain of dynamic task nets (level of node classes), speci c details are introduced with node types and re ning graph productions.
Edit operations
In many net-based process modeling approaches, the structure of task nets is implicitly de ned by their syntax. In the DYNAMITE approach, we have used graph rewriting to de ne how valid task graphs can be constructed. A sample graph production is shown in Fig. 6 . It describes the operation for introducing a new subtask w.r.t. a parent task into the net. The rule is supplied with a node representing the parent task, a character string for the task name, a node type for the new node, and a type for the new decomposition relation. While the left-hand side is already xed by the input parameter Parent, the condition part must still be evaluated. We skip the presentation of the condition part and refer to a later discussion in this paper. In case of successful evaluation, the Parent node is replaced identically, and two new nodes and edges are created. The types of the new nodes are xed by the parameters TaskType and DecompType. In addition, the intrinsic Name attribute of node 2' is set to the value of the TaskName parameter, and the node 2' is returned as output parameter. Another rule not shown in this paper describes deletion of a task. Together they are essential for structural changes of a task net. Complex structural constraints can be checked by graph rewrite rules. Figure 7 shows a graph production for introducing a feedback ow into the net. The double arrow between the target and source nodes represents a path expression ensuring that a feedback ow can only be created between tasks which are transitively related by a control ow path (Dependent +). A path expression (not shown in the gure) describes how to navigate through a graph by traversing nodes and edges of certain types. Dangling double arrows denote restrictions, i.e., unary relations on nodes. The restrictions for source and target nodes ensure that the rule is applied to the 12 Graph-Based Software Process Management most recent task versions (no outgoing Succ edges). Moreover, the negative nodè 4 ensures that a feedback ow of type FBType does not exist yet. In the condition part, structural constraints are checked whose detailed explanation is given later.
When introducing a relationship into the task net, two cases have to be distinguished concerning the hierarchical structure of the task net. Firstly, the introduction of a feedback ow between two tasks within a subnet is not further restricted. In this case, the path ToParent yields for the source and target node the same father node in the graph. The folding clause allows di erent nodes of the left-hand side (here nodes`3 and`5) to be mapped onto the same node in the current graph. The path expression ToFeedbackTarget collapses in this case (indicated by curly brackets). Secondly, if the feedback ow crosses subnet borders, the father nodes of source and target nodes are mapped onto two di erent nodes of the current graph. In this case, a feedback ow can only be introduced if a feedback ow was already established between the corresponding father nodes.
This rule supports the concept of abstraction. While the task interface essentially hides the realization, it cannot be avoided that subtasks have to be connected with elements outside the subnet. But because of this rule, dependencies between subnets can be still seen at the interface level. The details become clear when zooming into the subnet.
Execution operations
Execution operations describe the token game within a net. In a Petri net, ring rules are axiomatically de ned on top of well-formed nets. In the DYNAMITE approach, these rules are also de ned by graph productions. Figure 8 shows the rule for reading a token. Read does not destroy tokens; rather, they are preserved for traceability. Furthermore, multiple dependent tasks do not compete for tokens. Finally, propagation of tokens can be controlled through selective releases.
The left-hand side consists of a complex graph pattern which checks various conditions to be explained. If these conditions hold, the graph manipulation is very simple: a Read edge from the In node denoting the input parameter of some task to the node representing the read token is created (bold-faced edge).
On the left-hand side, several application conditions are checked for this graph transformation. The restrictions for nodes`3 and`4 ensure that the rule is applied to the most recent version of the output parameter and the task receiving the input. The path between nodes`1 and`4 ensures that these nodes are connected by a data ow. Crossed double arrows indicate that two nodes must not be connected by some path. Firstly, there must be no more recent token referring to the same document (negative path from`5 to`2); secondly, there must be no more recent token released to the reading task (negative path from`5 to`3). Finally, the crossed edge from`1 to`5 excludes that the token has already been read. The condition part of the graph production ensures that the document to be read is type compatible with the formal type of the input parameter. xing a set of enactment rules is that behavioral parameterization can be done much more easily if a core of enactment semantics is already provided by the process model. Note that the base model of Sec. 3.2 still leaves the de nition of behavior completely open. Thus, if the standard behavior proposed below does not meet domain-speci c requirements, it can be modi ed or replaced without a ecting the base model. Figure 9 presents the state transition diagram which is common to all tasks in a dynamic task net. Each task has an initial state InDefinition and two nal states Done and Failed which indicate the successful and faulty completion of a task, respectively. After de nition time when all required parameters and incoming and outgoing dependencies have been de ned, a task waits for its activation (i.e., Start transition) or waits for further re nement activities (i.e., Plan transition). An active task may be suspended and subsequently resumed any time. The enactment state is used to restrict the application of graph operations. In Table 1 operations a ecting the interface of a task (e.g., creation and deletion of input and output parameters), operations concerning the realization of a task (e.g., introduction of new sub-tasks and relations), operations for the token game, and versioning operations (e.g., introduction of a new task version) are related to enactment states. An operation can only be applied to a task if its enactment state permits this. Although operations can in principle be applied in any order, some consistency rules have to be obeyed. These rules coordinate concurrent net manipulations. For instance, as long as a task is in state Planning, child tasks cannot perform any state transition or execution operation.
Rules and conditions de ne the interplay of state machines of neighboring tasks: they force and restrict transitions of tasks. The following three rules are examples of execution rules for tasks regardless of whether they are complex or atomic, or performed automatically or manually: (1) A task can only be committed if all predecessors have been committed as well. (2) Suspension and abortion of a task is transitively done for all subtasks. (3) A task can only be activated if at least one of its predecessors has left the initial state.
Formal Speci cation
After the brief informal presentation we can now proceed with the formal specication of task net enactment. Nodes representing tasks carry an intrinsic attribute State which describes the current enactment state of the task. In PROGRES a transition is de ned by a graph transaction. A graph transaction composes graph productions whose application is determined by some control ow constructs. A graph transaction for a state transition checks the model inherent transition conditions; assigns the new state; eventually forces other operation applications on child tasks; and sends an event to all nodes in the context. Sample transactions are presented for the Commit and Abort transition (cf. Fig. 10 ). While the former transaction checks enactment rule 1 from above, the latter implements rule 2. Events are sent by calling an event-handler to be explained in Sec. 3.5.
Operations of the base model are combined with state information by means of transactions which call the operations after evaluating state conditions. When applying the Read operation, for instance, the task must be in state Active or Planning (cf. Fig. 11 ). Furthermore, a Read event is sent to tasks in the context. 
Structural parameterization
The base model merely de nes general notions such as task, input and output, control and data ow, etc.. When a speci c application domain is considered, the base model has to be augmented with domain-speci c structural knowledge. In Sec. 2, we have sketched how this may be done with the help of a task schema (cf. Fig. 3 ). Below, we will sketch how a task schema can be encoded in PROGRES.
The strati ed type system supports a clear separation between the base model and a speci c model. While the base model is de ned in terms of node classes, node types are introduced in order to represent the concepts of a speci c application domain. For example, a task Implement A is represented as an instance of the node type Implement which is in turn instantiated from the node class TASK.
Graph transformations have to be adapted such that domain-speci c constraints are taken into account. The procedure to be followed is illustrated by a simple example, namely the mapping of a feedback type from implementation to design. The left-hand side of Fig. 12 shows the declaration of the node class TASK RELATION in which attributes are introduced to express domain, range, and cardinality of a certain relation type. The values of these attributes are type-rather than instancespeci c; they are called meta attributes in PROGRES. The right-hand side of Fig. 12 shows a corresponding node type declaration where appropriate values are lled into the slots introduced in the node class declaration (note that FEEDBACK is a subclass of TASK RELATION).
Our example reads as follows: a feedback ow of type ImplementToDesign goes from a task of type Implement to a task of type Design, it is optional at both ends, only one Design task is reachable from a given Implement task, but multiple feedback ows may arrive at a given Design task.
The graph rewrite rule for creating a feedback ow has already been discussed in Sec. 3.2 (Fig. 7) . Its condition part is used to check the meta attributes and therefore provides for the required domain-speci c adaptation. The rst and the second condition check the types of the source and the target task, respectively. The third and the fourth condition ensure that no cardinality over ow will occur (either many outgoing or incoming relations are allowed, or the current set of relations is empty).
Behavioral parameterization
So far, we have introduced domain-independent standard behavior. In cases where more knowledge about the software process is available, the behavior of task net enactment can be adapted. By means of the SystemTest task, we present the re ning mechanism for state transitions. The same mechanism applies for operations. Figure 13 shows the Start transition for a SystemTest task. The start behavior is adapted by requiring that all predecessor tasks have been successfully completed, and by performing read operations for all input parameters. It is important to note that the original transition operation (Start) is still invoked. This ensures conformance to the inherent enactment rules.
Since PROGRES does not support re nement of operations, we have to simulate the late-binding mechanism found in object-oriented programming languages. For each operation of the base model, we have to specify a graph transaction which evaluates the type of its argument and calls the re ning operation accordingly (not shown in this paper).
As the last topic of behavioral adaptations we present the event-trigger mechanism. Changes to parts of a task net are propagated to other parts of the net by sending events. Every state transition and every operation is followed by calling a transaction (cf. Sec. 3.3). This transaction is called the event handler for the operation. The event handler operation comprises trigger de nitions for di erent task types. For example, assume that a process modeler wants to abort the task for the system-test each time a predecessor task starts again (due to feedback, for instance). To this end, he de nes a trigger for a SystemTest task type (cf. Fig. 14) . For the task originating the Start event, all successor tasks are considered. If an active SystemTest is found, it gets aborted. No reactions are performed for tasks for which no trigger has been speci ed (skip call as the last trigger alternative). 
Summary and Experience
We have presented a small cutout of the formal speci cation of dynamic task nets. Graph rewriting has proven suitable to de ne a data model for software process modeling. The graph schema declaratively describes the structure of task graphs. Graph rewrite rules are not only used to specify the edit operations of dynamic task nets, but also to specify execution and versioning operations. Application conditions enforce complex structural constraints. Analysis operations (not presented in this paper) are speci ed by graph tests which query the data structure. The speci cation of all net operations by means of the same graph rewriting mechanism allows seamless interleaving of editing, analysis, and execution. The entire base model consists of 30 productions, 10 transactions, and 8 tests.
The behavior of a dynamic task net is conceptually de ned by cooperating state machines. Formally, enactment states and transitions are mapped onto node attributes and graph transactions manipulating those attribute values, respectively. The interplay of neighboring state machines is controlled by attribute conditions and transition rules, which are formally de ned by attribute evaluation and imperative control structures within the graph transaction performing a state transition.
Structural and behavioral adaptations are de ned on top of the base model. Structural adaptations are realized by the use of meta-attributes which comprise the structural constraints on type level. They are checked in the condition part of a generic graph rewrite rule (i.e., a graph production with type-level parameters). Behavioral adaptations are performed by rede ning graph operations. Since special constructs for object-oriented re nement of graph operations and for event-handling are missing in PROGRES, they are arti cially simulated. This part of the formal speci cation is di cult to understand. Current work regarding the speci cation language PROGRES especially addresses this problem.
We have applied our approach to several sample processes, including the ISPW6/7 example 22] which, however, does not demonstrate the dynamics for which DYNA-MITE has been designed. The sample process presented in this paper has also been encoded in PROGRES and covers 120 pages (including the domain-independent part of the speci cation). While the rst 60 pages comprise the speci cation of the base model, the other half is needed for adaptation purposes. Performing adaptations above the PROGRES level (e.g., by schema diagrams as shown in Fig. 3 ) would reduce the e orts of process modelers signi cantly.
Related Work
Although software process modeling is still a young discipline, researchers have already transferred, adapted, and extended virtually any paradigm deemed appro- 12] for a representative sample). In the following, we discuss a subset of these paradigms which we consider most relevant and in uential. During this discussion, the reader should keep in mind that a speci c approach may combine multiple paradigms. The section is concluded with some remarks on graph rewriting.
Net-based approaches
Systems such as PROCESS WEAVER 11], MELMAC 6], and SPADE 1] are based on di erent variants of Petri nets. A software process is modeled as a hierarchical collection of Petri nets. To prepare enaction, a template is copied and populated with tokens. Enactment is modeled by the well-known token game.
While Petri nets provide a formal foundation for analysis (e.g., deadlock and liveness) and execution ( ring of transitions), editing (e.g., insertion/deletion of transitions/places) has to be described outside the Petri net formalism. In contrast, we de ne editing, analysis, and execution in a uniform formal framework.
Petri nets have been criticized for their in exibility. Therefore, several mechanisms have been devised to support modi cation of Petri nets during enactment. Due to late binding (PROCESS WEAVER and SPADE), the de nition of a subnet must be available only when it is called during enactment. MELMAC o ers special transitions called modi cation points. When a modi cation point is red, enactment of a speci c subnet is suspended, the subnet is modi ed, and enactment is resumed. SPADE models the de nition, enactment, and modi cation of process models as a higher order Petri net (re exion). In any case, modi cation of an enacted process model is considered a serious disruption, while DYNAMITE supports seamless interleaving of editing, analysis, and execution.
Another di erence concerns the way instantiation is handled. In MELMAC, SPADE, and PROCESS WEAVER, enacted nets are populated copies of net templates. Thus, the nets at the de nition level and the enactment level have the same shape. Essentially, this also applies to Teamware 39] and Endeavors 3] .
In contrast, DYNAMITE distinguishes between type-level nets and instancelevel nets ( Fig. 3 and 2 , respectively). Populated copies resemble type-level rather than instance-level nets (e.g., only one transition per task type). In MELMAC, SPADE, and PROCESS WEAVER there are no instance-level nets, which provide the basis for tracing, analysis, execution, and planning of software processes.
With respect to its ER-like instantiation mechanism, DYNAMITE resembles some approaches developed in the eld of distributed systems (e.g., SDL 33], Estelle 4], and Darwin 27]). However, these approaches do not address the speci c problems occurring in software process management (e.g., feedback, simultaneous engineering, human intervention, etc.).
Rule-based approaches
In rule-based approaches, a software process is modeled as a collection of activities whose execution order is controlled by rules. For example, in Marvel 17] each rule consists of a precondition, an activity, and a set of alternative postconditions that depend on the outcome of the activity. When the user attempts to execute an activity whose precondition is not ful lled, Marvel's process engine constructs a plan through backward chaining and then tries to execute the plan such that the requested activity can eventually be performed. Forward chaining is also supported, i.e., rules can be red automatically when their preconditions hold. In particular, Marvel has been applied successfully to automatic tool chaining, e.g., compiling and linking of programs. As noted in 2], forward and backward chaining are less useful in human-intensive processes, where the execution of activities needs to be controlled by the user.
The plans maintained by Marvel di er from dynamic task nets in two ways.
Firstly, plans are internal data structures belonging to the runtime stack of the process engine. They are presented to the user only for explanations and cannot be manipulated manually. Secondly, plans are made for a short term to schedule tool invocations such that an issued command can eventually be executed. In contrast, dynamic task nets are plans for rather long-lasting activities (e.g., several months for developing a non-trivial subsystem). With respect to these issues, EPOS 19, 25] is much closer to DYNAMITE. A software process is modeled as a hierarchy of task nets. Execution and planning are interleaved: when the interpreter reaches a placeholder for a complex task, the planner is called in order to re ne it. The planner can construct a plan from the product structure and incrementally adjust it after the product structure has been changed. A plan is considered a proposal which can still be rejected and modi ed by the user. Furthermore, task nets are more long-term than in Marvel.
DYNAMITE o ers several improvements over EPOS. Firstly, DYNAMITE provides a richer set of modeling constructs. In particular, EPOS does not distinguish between control and data ows, feedback is not represented explicitly through relations (feedback is handled by asserting error conditions which trigger re-execution of tasks), and task versions are not supported at all. Secondly, DYNAMITE o ers more sophisticated semantics of enactment and speci cally supports simultaneous engineering. Finally, traceability is not addressed in EPOS; changes to task nets are performed by overriding.
State-based approaches
In state-based approaches, a software process is modeled as a collection of cooperating state machines. For example, entity process models 18] attach to each entity (document) produced in the software process a state machine which is coupled to the state machines of its neighbors by sending and receiving events. Entity process models are formalized by statecharts, based on the semantics implemented in STATEMATE 13] .
STATEMATE assumes a static hierarchy of processes, i.e., the cooperating state machines are known in advance. ESCAPE 20] combines the EER data model with state charts and can handle dynamic instantiation of processes. In particular, the state chart speci cations may abstract from the instances which are actually present at runtime (e.g., through universal quanti ers in conditions on state transitions). ESCAPE is compiled down into a rule-based language which serves as the foundation of the process-centered software engineering environment MERLIN 31] .
In DYNAMITE, we content ourselves with using simple transition diagrams; so far, we did not need the increased modeling power o ered by statecharts. Moreover, we strive for using a uniform state transition diagram for all types of tasks (with customizable conditions and event handlers), avoiding the complexities involved in the de nition of the cooperation between heterogeneous state machines. As mentioned earlier, the de nition of cooperating state machines is rather awkward at the PROGRES level. Therefore, we are developing a process modeling language to be Peter Heimann, Carl-Arndt Krapp, Bernhard Westfechtel and Gregor Joeris 21 compiled into PROGRES code (in the spirit of the ESCAPE/MERLIN approach).
Event-based approaches
Many process modeling languages o er events and triggers as a mechanism for de ning process models. For example, in APPL/A 37] triggers can be de ned in order to react on operations on relations. In Adele/TEMPO 9], trigger de nitions may be attached to entity and relationship types. A software process is modeled as a graph of workspaces, and triggers are used to de ne cooperation policies.
Triggers are useful for reactive programming, but they are rather low-level constructs and have to be employed with care. In DYNAMITE, we have tried to make disciplined use of triggers, mainly in order to de ne reactions on state transitions.
Graph rewriting
Since the rst publications on graph grammars at the end of the 60's, a rich variety of theoretical approaches have been developed, including, e.g., NLC grammars, algebraic approaches, hyperedge replacement, and logic-based approaches. An excellent survey of the current state-of-the-art is given in a recent handbook 32].
However, there is wide discrepancy between theory and practice of graph rewriting. Rather than operating in \paper and pencil mode", we are using a full-edged development environment which is based on a sophisticated language and supports rapid prototyping. The family of development environments based on graph rewriting is still small, and we believe that PROGRES is one of its leading members (see 36] for a comparison and survey).
To conclude this section, we brie y discuss two approaches which apply graph rewriting to software process modeling. GRIDS 40] integrates di erent perspectives of software engineering into a coherent model and mainly focuses on understanding and construction of process models. In contrast, DYNAMITE focuses on enactment and takes care of all the details to be taken into account at that level. Project ow graphs 14] follow a product-centered approach to software process management. They mainly deal with the consistency of product con gurations | which we have also addressed in our own previous work 38] | and may be seen as generalization of and improvement over classical build tools such as Make 10].
Conclusion
We have presented the DYNAMITE approach to managing evolving software processes. The model has been formally de ned by a graph rewriting system. The major advantages of this approach are: speci cation of editing, analysis, and execution in a uniform formal framework; speci cation at a high level of abstraction; executability and rapid prototyping.
Based on the DYNAMITE model, we are developing a process-centered software engineering environment with the help of rapid prototyping 16]. The PROGRES development environment 35] is used to generate an end-user prototype directly from the speci cation. User-friendly views are o ered which hide the complexity of the internal data structures; i.e., they bridge the gap between the external representations of Sec. 2 and the internal representations of Sec. 3. A graphical, global view of the overall process is o ered to process managers. In this PERT-like view, a development process can be easily modeled, enacted, monitored, and analyzed. Appropriate views for developers are currently being designed.
PROGRES is a fairly general speci cation language which has not been designed speci cally for process modeling. In particular, our experience has shown that parameterization (Sec. 3.4 and 3.5) is cumbersome and error prone. Therefore, we are designing an environment for process modelers 24] which provides high-level support above the PROGRES level (de nition of task schemas, state transition diagrams, conditions for state transitions, event handlers, etc.). These de nitions will be compiled into PROGRES where further adaptations can be performed, if required.
So far, enactment rules are essentially static, i.e., they cannot be modi ed during enactment. However, as long as only the operational part of the speci cation is a ected, rules can be modi ed and added. After re-generation and re-compilation of the process management system, the prototype | now governed by the new rule set | can still access dynamic task nets that have been built up and executed before. Manipulations of the graph schema, however, are currently prohibited by the underlying database system GRAS 23] . Future work will address this problem.
