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Abstract—Interference during the uplink training phase signifi-
cantly deteriorates the performance of a massive MIMO system.
The impact of the interference can be reduced by exploiting
second order statistics of the channel vectors, e.g., to obtain
minimum mean squared error estimates of the channel. In
practice, the channel covariance matrices have to be estimated.
The estimation of the covariance matrices is also impeded by the
interference during the training phase. However, the coherence
interval of the covariance matrices is larger than that of the
channel vectors. This allows us to derive methods for accurate
covariance matrix estimation by appropriate assignment of pilot
sequences to users in consecutive channel coherence intervals.
I. INTRODUCTION
Massive MIMO is currently drawing a lot of interest from
both, academia and industry, due to the promise of full
multiplexing gains with simple linear signal processing meth-
ods [1]. This gain, it seems, is limited by the dimensionality
bottleneck imposed by the fixed coherence interval of the
channel [2]. However, the well-known results on the degrees of
freedom achievable in a fixed coherence interval only consider
identically distributed channel coefficients. In fact, structure of
the channel vectors in form of second-order information can
be exploited to break out of the dimensionality bottleneck [3]–
[5].
Due to the large dimensionality of the channels, the covari-
ance matrix estimation might be difficult to realize in practice.
Furthermore, to estimate the covariance matrix of a single
channel vector to one user, we also need to deal with the
contamination in the observations. For specific channel models
and communication scenarios, such as wide-band scenario
with sparse channels [6] it might be possible to deal with
the interference as long as certain separability conditions hold.
Approaches which rely on additional pilot transmission offer a
way to estimate the covariance matrices which does not depend
on the properties of the channel [7]–[9].
We propose a method for covariance matrix estimation
that is able to deal with contaminated observations without
additional pilot overhead and without strong assumptions on
the channel model. The estimation method is based on a
systematic allocation of pilot sequences to users in consecutive
coherence intervals. We first show that a two-step estimation
procedure, where we first estimate the covariance matrices of
the contaminated observations and then the covariance matri-
ces of the channel vectors, allows us to accurately identify the
channel covariance matrices. Then we derive the optimality
conditions of the maximum-likelihood estimator and propose
a fixed-point approach to solve the resulting non-linear system
of equations. We also introduce an adaptive algorithm for
practical application.
The effectiveness of the proposed estimation methods is
demonstrated with numerical simulations. We show that, with
our approach to covariance matrix estimation, we can achieve
performance close to that of perfect knowledge of the second
order statistics.
II. SYSTEM MODEL
A base station with M antennas wants to estimate the
covariance matrices (and channel vectors) of K single an-
tenna users. Those K users can include strong interferers in
neighboring cells, which are not served by the base station,
but have significant influence on the achievable performance.
The system operates in time-division duplex mode which
allows to exploit the reciprocity of the channel. In each
coherence interval, the users transmit pilot sequences during an
uplink training phase. We have Ttr orthonormal pilot sequences
available and assume that Ttr < K . Consequently, at least two
users share the same pilot sequence. In a multi-cell scenario,
the allocation of pilot sequences in neighboring cells has to be
known. This can be achieved by a deterministic network-wide
schedule or by exchange of information over a backhaul link.
Let Π [t] ∈ {0, 1}K×Ttr denote the allocation of pilot
sequences to users in coherence interval t. That is, [Π [t]]kp =
1 indicates that user k transmits the pilot sequence p in
coherence interval t. Since each user transmits one of the pilot
sequences in each channel coherence interval, each row of
Π [t] has exactly one non-zero entry.
In coherence interval t, we correlate the received training
signals with the pilot sequences to obtain the observations
Φ[t] =
[
ϕ1[t], . . . ,ϕTtr [t]
]
=H [t]Π [t] + V [t] ∈ CM×Ttr .
(1)
The compound channel matrix H [t] =
[
h1[t], . . . ,hK [t]
] ∈
CM×K is composed of the channel vectors of all K users
in coherence interval t and V [t] is additive white Gaussian
noise with i.i.d. zero-mean entries with variance σ2v . The
channel vectors of different users and different coherence
intervals are assumed to be independently distributed with
hk[t] ∼ NC(0,Chk).
III. PROBLEM FORMULATION
Since Ttr < K , i.e., the Π [t] are tall matrices, we suffer
from interference in the observations Φ[t]. It is thus desirable
to use second-order statistics to estimate the channel vectors
and design the transmit and receive filters. The channel co-
variance matrices can be used to calculate the minimum mean
squared error (MMSE) estimate of the channel vector hk[t] of
user k based on the observations Φ[t], namely,
hˆk[t] = ChkC
−1
ϕp[t]
ϕp[t] ∈ CM . (2)
2where p is the index of the pilot sequence transmitted by user
k, i.e., [Π [t]]kp = 1, and Cϕp[t] = E[ϕp[t]ϕp[t]
H]. However,
in practice, the covariance matrices are unknown.
Estimating the covariance matrices is a challenging prob-
lem due to the large number of parameters that have to
be estimated and due to the interference during the training
phase. We reduce the number of parameters by assuming
diagonal covariance matrices. This assumption is reasonable
for certain array geometries that allow to jointly diagonalize
the covariance matrices of all users for large numbers of
antennas. For example, for a uniform linear array under the
far-field assumption, all channel covariance matrices have
Toeplitz structure and are approximately diagonalized by the
discrete Fourier transform [9]. Thus, if we perform all signal
processing in the frequency domain of the array, we can
approximate the covariance matrices by diagonal matrices
with reasonable accuracy. Also, for distributed antennas, we
typically have diagonal covariance matrices [10].
In the following, all covariance matrices are of the form
Cx = diag(cx) ∈ CM×M with cx ∈ CM . Note that in
principle, the proposed methods also work for full covariance
matrices, but just working with the diagonals simplifies all as-
pects of estimation and transeiver design significantly. Recent
work [11] demonstrates that ignoring off-diagonal elemnts still
leads to asymptotically optimal achievable rates.
In the massive MIMO literature, it is typically assumed that
a fixed allocation Π [t] = Π is reused in every coherence
interval. This is reasonable for constant and known channel
covariance matrices, since in this case, an optimal assignment
with respect to the considered network utility function can be
found.
If the same assignment is reused in every time slot, the
columns ϕp[t] of Φ[t] are identically distributed for each t.
Thus, we can estimate the corresponding covariance matrices
Cϕp = diag(cϕp) by straightforward maximum-likelihood
(ML) estimation.
Let us collect the diagonals of all channel covariance
matrices into the matrix
C = [ch1 , . . . , chK ] ∈ CM×K . (3)
For known noise variance σ2v , we have the relation [cf. (1)]
[cϕ1 , . . . , cϕTtr ]− σ2v1 = CΠ (4)
where 1 is the M × Ttr all-ones matrix. Due to Π being a
tall matrix, we fail to reconstruct unique channel covariance
matrix estimates from the estimated covariance matrices of
the observations. This indicates that using the same allocation
Π in each time-slot leads to an ill-posed problem for the
covariance matrix estimation.
IV. TWO-STEP COVARIANCE MATRIX RECONSTRUCTION
Now suppose we iterate through a set of different allocations
Πi, with i = 1, . . . , N . This results in blocks of NTtr obser-
vations ϕτ , τ = 1, . . . , NTtr, each with a different covariance
matrix. The relation between the covariance matrices expands
to [cf. (4)]
[cϕ1 , . . . , cϕNTtr ]− σ2v1 = C[Π1, . . . ,ΠN ].
As long as the joint allocation matrix [Π1, . . . ,ΠN ] has full
row rank, we can apply a right inverse to reconstruct the
channel covariance matrices
C =
(
[cϕ1 , . . . , cϕNTtr ]− σ2v1
)
[Π1, . . . ,ΠN ]
+. (5)
In other words, with a proper choice of the pilot allocations,
the reconstruction of the channel covariance matrices can be
turned into a well-conditioned problem.
Example. Suppose we have Ttr = 2 training sequences and
K = 4 users. This setup allows N = 3 distinct allocations of
pilots to users
Π1 =

1 0
1 0
0 1
0 1
 , Π2 =

1 0
0 1
1 0
0 1
 , Π3 =

1 0
0 1
0 1
1 0

The compound matrix [Π1,Π2,Π3] is well-conditioned with
a condition number of
√
3.
V. ML PROBLEM
In this section, we consider the general maximum-likelihood
estimation of the channel covariance matrices for time-varying
pilot assignments Π [t]. We assume a minimum coherence
interval of the covariance matrices of T channel coherence
intervals, i.e., we use the observations of the last T channel
coherence intervals to estimate the covariance matrices and
assume that the covariance matrices are constant for this time
interval. In the general case, we have different allocationsΠ [t]
and resulting observationsΦ[t] for t = 1, . . . , T . For notational
convenience, we collect the allocations and observations in the
matrices
Π = [Π [1], . . . ,Π [T ]] = [pi1, . . . ,piTtrT ] ∈ CK×TTtr (6)
Φ = [Φ[1], . . . ,Φ[T ]] = [ϕ1, . . . ,ϕTtrT ] ∈ CM×TTtr (7)
respectively. Note that the observations ϕi are mutually inde-
pendent, due to the block fading model for the channel vectors
and the fact that within one channel coherence interval each
user only transmits one pilot sequence. Additionally, since
we assume diagonal covariance matrices, the rows of Φ are
mutually independent.
As a consequence, the maximum likelihood problem to
estimate the diagonal covariance matrices C [see (4)] can be
separately solved for each row of C . With C = [c1, . . . , cM ]
T
and Φ = [ϕ¯1, . . . , ϕ¯M ]
T, we get
min
C
L(C;Φ) = min
C
∑
m
Lm(cm; ϕ¯m) =
∑
m
min
cm
Lm(cm; ϕ¯m).
(8)
With the vector of element-wise absolute squared observations
bm = |ϕ¯m|2, the m-th negative log-likelihood function (LLF)
is
Lm(cm; bm) =
TTtr∑
i=1
(
[bm]i
cTmpii + σ
2
v
+ log(cTmpii + σ
2
v)
)
. (9)
Setting the derivative of the LLF to zero yields
∂L(cm; bm)
∂cm
=
∑
i
cTmpii + σ
2
v − [bm]i
(cTmpii + σ
2
v)
2
pii = 0 (10)
3which we reformulate to
1
T
(∑
i
piidm,ipi
T
i
)
cm =
1
T
∑
i
piidm,i([bm]i − σ2v) (11)
or in matrix-vector notation
1
T
ΠDmΠ
Tcm =
1
T
ΠDm(bm − σ2v1) (12)
with Dm = diag(dm,1, . . . , dm,TTtr) and
dm,i =
1
(piTi cm + σ
2
v)
2
.
The apparent issue is that the desired variances cm appear in
the denominator of the dm,i. Thus, finding a solution to the
non-linear system of equations in (11) seems difficult. In fact,
the cost function in (9) is neither convex nor quasi-convex.
Therefore, we have no guarantee of a unique global optimum.
However, since the [bm]i are independent and have bounded
variance, the strong law of large numbers applies for T →∞,
i.e.,
1
T
ΠDmbm − 1
T
E[ΠDmbm]
a.s.−−→ 0.
With
1
T
E[ΠDmbm] =
1
T
ΠDm(Π
Tcm + σ
2
v1)
we get
cˆm = (
1
T
ΠDmΠ
T)−1
1
T
ΠDm(bm − σ2v1) a.s.−−→ cm
as long as |dm,i|2 < ∞, ∀i and 1TΠDmΠT is invertible in
the limit. In other words, given a large number of observations,
the estimate cˆm converges to the true variances cm irrespective
of the scaling matrixDm. However, if only a few observations
are available, we might get better estimates by choosing
a scaling matrix similar to the Dm suggested by the ML
optimality condition.
In practice, the estimate cˆm is updated in each channel
coherence interval. This suggests an adaptive algorithm, that
updates the averages on the left and right-hand-side of (11)
in each channel coherence interval and which always uses
the estimate from the last coherence interval to determine the
scaling coefficients dm,i. The algorithm is described in detail
in Alg. 1. Note that in a practical implementation, we would
not update the matrix Ξ = ΠDΠT but instead directly up-
date its Cholesky decomposition. This reduces computational
complexity and increases numerical stability.
By choosing a different scaling matrix for each dimension,
we might get better results, but suffer in terms of memory
overhead and computational complexity. Thus, for practical
purposes, we might choose the same scaling matrix Dm = D
for each dimension. The estimation of all desired parameters
then simplifies to
Cˆ = (B − σ2v1)DΠT(ΠDΠT)−1 (13)
where B = [b1, . . . , bM ]
T.
If the same sequence Π˜ = [Π1, . . . ,ΠN ] of allocations
[cf. Section IV] is repeated in S blocks, such that SN =
Algorithm 1 Adaptive Variance Estimation
1: Similarly to many adaptive algorithms we use a constant
forgetting factor 0 < λ < 1.
2: Initialize the estimate of the matrix Ξ =ΠDΠT
Ξ ← I
3: Initialize the variance estimates and accumulated observa-
tions
cˆm ← 1 ψ ← 0
4: for t = 1, . . . do
5: Acquire the current allocation Π [t] and resulting ob-
servations bm[t] at antenna m
6: Calculate the approximate scaling matrix using the
current variance estimates
[d]p ← 1/(pip[t]Tcˆm + σ2v)2, ∀p = 1, . . . , Ttr
7: Update the accumulated observations
ψ ← λψ +Π [t] diag(d)(bm[t]− σ2v1)
8: Update the matrix Ξ
Ξ ← λΞ +Π [t] diag(d)Π [t]T
9: Calculate the new variance estimates
cˆm ← Ξ−1ψ
10: end for
T , we group the observations into equally sized blocks B =
[B1, . . . ,BS ] to get
Cˆ =
(∑S
s=1Bs
S
− σ2v1
)
D˜Π˜T(Π˜D˜Π˜T)−1.
Since ∑S
s=1Bs
S
= [cˆϕ1 , . . . , cˆϕNTtr ]
is exactly the ML estimate of the covariance matrices of the
observations, the suboptimal estimation in (13) has the two-
step reconstruction method from Section IV as special case,
namely when we chose D˜ = I [see (5)].
VI. PILOT ALLOCATION
If we implement the covariance matrix estimation with a
repeated schedule Π˜ = [Π1, . . . ,ΠN ] of pilot allocations
[cf. Section IV], Π˜ must have full row-rank for unique
identifiability of the channel covariance matrices. If we want
to serve all K users within one coherence interval, each
user has to be assigned a pilot sequence, i.e., Πt1 = 1 for
all t. Consequently, by adding one coherence interval to the
schedule Π˜ , the rank increases at most by Ttr − 1. We have
rank(Π˜) ≤ Ttr + (N − 1)(Ttr − 1) (14)
and we need rank(Π˜) = K , leading to the necessary
condition
N ≥ K − 1
Ttr − 1 . (15)
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Fig. 1. Achievable sum-rate with respect to the number of channel coherence
intervals used to estimate the covariance matrices. We use the given multi-cell
scenario with Ttr = 11 pilot sequences per training phase.
Thus, when we serve all users in each time-slot, we need at
least two training sequences to ensure full row-rank of Π˜ .
Since the schedules can be calculated off-line for given K ,
Ttr, and the resulting schedule interval N , we could theoret-
ically do an exhaustive search over all feasible schedules to
find the schedule with best condition number of Π˜ . However,
the design of the allocation is not actually an issue in practice.
Typically the coherence interval of the covariance matrices is
much larger than the bound in (15). Thus, if we use a slightly
larger N and random allocations, we get a full-rank matrix Π˜
with high probability.
VII. RESULTS
To compare with the previously introduced approach in [8]
we perform simulations in the same multi-cell setup with seven
hexagonal cells. We use the same setup of KC = 10 users per
cell in a ring around the base station which employs a uniform
linear array with M = 100 antennas. We have thus K = 70
users in the local neighborhood of the network of which we
want to estimate the covariance matrices.
As performance metric we calculate the achievable sum-
rate in the uplink (cf. [8]) in the center cell for a regularized
zero-forcing (RZF) receive filter. The filter is calculated based
on the available channel estimates. As one base-line, we use
the simple least-square (LS) estimation that does not require
covariance matrix information. For all other methods, the
(approximate) MMSE estimates of the channel vectors are
used, where the channel estimates are calculated using the
available covariance matrix estimates. We also include a genie-
aided approach, which uses the actual covariance matrices.
Our simulations show that a relatively small coherence
interval for the covariance matrices is sufficient to get accurate
covariance matrix estimates. In Fig. 1, we illustrate the perfor-
mance with respect to the covariance matrix coherence interval
T . That is, we show the results with respect to the number
of training phases which are used to estimate the covariance
matrices. In each training phase, we use Ttr = KC + 1
orthogonal pilot sequences for training. For the methods
from [8], the extra pilot sequence is used to estimate the
covariance matrices. Thus, if the covariance matrices are quasi-
constant for T = Kn channel coherence intervals, we get
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Fig. 2. Achievable sum-rate with respect to the number of orthogonal training
sequences Ttr per channel coherence interval. The covariance matrix coherence
interval is fixed to T = 70 channel coherence intervals.
n observations per user to facilitate the covariance matrix
estimation. For T < K , the methods from [11] cannot produce
covariance estimates for all users. In our approach there is
no distinction between pilots used for channel estimation and
pilots used for covariance matrix estimation. For each training
phase, we simply allocate pilots randomly to users such that
users in the same cell use different pilots.
The performance of all covariance matrix estimation meth-
ods is significantly higher than that in [8] because we use
the circulant approximation for all methods instead of the
regularization proposed in [8]. While the method from [8]
only yields results for T ≥ K = 70, the approximate ML
approach already achieves peak performance for much smaller
coherence intervals. There is a small constant gap to the genie-
aided approach due to the circulant approximation. This is a
small price to pay for improved estimation accuracy for a small
number of observations and significantly lower computational
complexity.
In Fig. 2, we show the performance with respect to the
number of orthogonal pilot sequences Ttr per training phase
for a fixed coherence interval of T = 70. We start with
Ttr = KC , for which the approach from [8] does not give
a satisfactory result, since there are no extra pilots that
can be used for covariance matrix estimation. Our approach,
however, is able to find reasonably accurate estimates of the
covariance matrices even when the number of available pilot
sequences is exactly the number of users per cell. For the
genie aided approach, the achievable rate decreases with Ttr,
due to the reduced number of channel accesses available for
data transmission.
VIII. CONCLUSION
We demonstrated that the newly introduced methods for
covariance estimation allow to accurately estimate channel
covariance matrices from a small number of observations, even
with interference during the training phase. As a consequence,
the proposed methods enable approaches that need accurate
second order statistics to deal with pilot-contamination in
massive MIMO systems.
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