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Abstract
Stacking the γ-ray Sky to Search for Faint Astrophysical Populations
by
Yuzhe Song

Adviser: Professor Timothy A. D. Paglione

Gamma-ray emission can be generated from a wide variety of high-energy astrophysical
phenomena, from stellar flares to pulsating neutron stars, and from interstellar clouds to
the center of the Milky Way Galaxy. Entering the 13th year of its orbit around Earth, the
Fermi Space Gamma-ray Telescope has been continually surveying the γ-ray sky with its
Large Area Telescope (LAT) on board. The latest Fermi source catalog contains over 6000
sources. Yet, a lot of sources that are expected to emit γ-rays are not detected, and only
small percentages of some populations are detected. For example, solar flares are detected in
γ-rays. Do other stellar flares also produce γ-ray photons? Only 10% of pulsars discovered
to date are detected in γ-rays. Do the remaining 90% emit γ-rays too?
This work aims to provide a novel technique to analyze Fermi-LAT data as we approach
the point source sensitivity limit of the instrument. Detecting and characterizing γ-ray
emission from these underlying populations is important for understanding the physical
processes associated with these sources. Stacking methods are used to uncover as much
information as possible about populations of sources hidden in the noise, and to study the
origins of the high-energy emission. In this thesis, the proposed methods are applied to
varied sources such as flare stars, pulsars, globular clusters, and low-mass X-ray binaries. I
will discuss general properties of the overall population and their emission mechanisms, such
as stellar auroral phenomena, inverse Compton scattering, particle acceleration, etc.
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Chapter 1
Introduction
Gamma-rays are the most energetic type of emission in the electromagnetic spectrum. They
were first discovered in 1900 by Paul Villard’s (Villard, 1900) studying of the radiation from
the decay of radium (Curie et al., 1898). The name γ-ray was given by Ernest Rutherford in
1903 based on the ability of the radiation to penetrate matter after the discoveries of alpha
rays (helium nuclei) and beta rays (electrons), in the ascending order of the penetrating
power. Several terrestrial sources are able to generate γ-rays such as decaying radiative
isotopes, nuclear reactions, high energy physics experiments, and terrestrial γ-ray flashes,
which are thought to be caused by lightning.
Production of γ-ray photons also necessarily occurs under extreme physical conditions.
Strong magnetic fields in solar flares and pulsar magnetospheres, energetic shocks around
supernova explosions, and interactions between relativistic particles and ambient material
are all examples of these conditions. None of the processes listed here are easy to achieve in
Earth laboratories. This means that unlike many other physics problems, it can be impossible
to design and conduct experiments to learn about these high energy phenomena. Studying
γ-ray emission from astrophysical sources is therefore practically our sole window to help
us understand some of the most energetic processes in the Universe, whether it is near the
1
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Earth, in the Milky Way, or in a distant galaxy.
What is required, then, is to design and build detectors to passively receive γ-ray signals
from astrophysical sources. In most cases, sophisticated γ-ray detectors and the ability to
send them beyond Earth’s atmosphere are both required to be able to conduct these observations in the MeV energy ranges, as the Earth’s atmosphere is opaque to these gamma-ray
photons. For this reason, while theoretical foundations were being built to lay out the expected γ-ray photons from space, observational γ-ray astrophysics did not take hold until
the second half of the 20th century. Since the 1960s, γ-ray detectors were built and launched
into space (where no atmospheric interference exists) and started making breakthrough discoveries one after another, confirming the models that predict the γ-ray emission from some
sources, and revealing completely new types of sources and physics. Processes such as supernova explosions, cosmic rays propagating through the interstellar medium, and electrons
moving through strong magnetic fields that were theorized to generate γ-rays were all detected during the early years of γ-ray observations. In addition, emission in GeV energy
range from the plane of the Milky Way was detected by Cos-B (Swanenburg et al., 1981)
and characterized with the GeV “bump” by EGRET (Fichtel et al., 1993), confirming that
protons are also accelerated, while the acceleration of electrons at the time was already
known to produce γ-rays . Gamma-ray bursts were also a surprising discovery made along
the way. Pulsars that emit exclusively in high energy ranges but not in radio wavelengths
were also detected, which contradicted previous understanding of such objects. Ultra high
energy photons (> 30 GeV), with the ability to penetrate the Earth’s atmosphere to generate Cherenkov radiation that can be observed from the ground, have also been detected and
contributing to TeV - PeV range observations. The point is, along with the advancement of
physics theories, detector technology, computational power, accompanying observations from
other wavelengths, as well as other messengers such as neutrinos and gravitational waves,
it makes it even more important to detect more γ-ray sources and characterize them. Is
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there any other type of source that could emit γ-rays ? Are they emitting γ-rays by some
mechanisms that we already know, or is there any novel mechanism involved? For sources
already detected to emit γ-rays have we detected and characterized the entire population?
This is the main purpose of this dissertation: to detect new γ-ray populations and expand on known populations, and to characterize their emission. These results will hopefully
help theorists to advance the understanding of the emission mechanisms. This Introduction
Chapter of the dissertation aims to provide a background of the development of γ-ray astrophysics. Then I will introduce the detail about some of the astrophysical sources and their
γ-ray emission mechanisms. By the end of this Chapter, I will also introduce the outline of
the entire dissertation.

1.1

Development of Gamma-ray Astronomy

Gamma-ray photons in the MeV ranges, as energetic as they are, cannot penetrate Earth’s
atmosphere to be received by ground-based facilities in the same fashion as visible or radio
light due to their interaction with the atoms and molecules in the atmosphere. It was
not until the first γ-ray detectors were sent to space that marked the beginning of γ-ray
astronomy. On top of that, the small amount of γ-ray light being generated makes the whole
process even harder.
The first ever true astrophysical γ-ray emission was detected by the Third Orbiting Solar
Observatory (OSO 3), launched on 8 March 1967. OSO 3 had a γ-ray instrument on-board
that operated continuously for 16 months, and recorded 621 cosmic γ-ray photons above
50 MeV from the Milky Way (Kraushaar et al., 1972). The all-sky γ-ray survey of OSO 3
confirmed that the Milky Way disk is a dominant γ-ray source with a high concentration
around the Galactic Center.
Similar to many applications in astrophysics, early γ-ray observations were also heavily

CHAPTER 1. INTRODUCTION

4

convolved with military operations. The Vela spacecraft, which was originally designed and
launched to detect the possible nuclear weapons related activities in the U.S.S.R., detected
short period γ-ray emission with enormous energy output. These phenomena were soon
named γ-ray bursts (GRBs), and were originally thought to be the afterglow of secret U.S.S.R
nuclear experiments. However later on researchers found out that these γ-ray bursts were
of cosmic origin instead (Klebesadel et al., 1973), and opened up a new branch in γ-ray
astronomy.
The Small Astronomy Satellite 2 (SAS B) was launched in 1972, and decommissioned in
1973 after a fatal part failure. The γ-ray instruments onboard this satellite were sensitive to
photons within the energy range of 20 to 300 MeV (Thompson et al., 1974), and confirmed
the γ-ray emission from multiple celestial bodies as predicted.
COS-B, an European Space Agency mission, was launched 1975 and decommissioned in
1982 after it used up its fuel. The COS-B mission provided the 2CG catalog (Swanenburg
et al., 1981), the most extensive γ-ray source catalog of its time, containing 25 γ-ray sources,
and mapped the disk of the Milky Way in γ-rays . It also targeted special objects such as
the Cygnus X-3 X-ray pulsar in an effort to detect its γ-ray variability.
SAS B was the first observatory to discover γ-ray emission coming from pulsars Vela,
Crab, (Fichtel et al., 1975), and Geminga, (Thompson et al., 1977), with COS-B providing
further detailed observations (Maraschi & Treves, 1977). Being the first ever γ-ray detected
pulsar which is also radio quiet, Geminga is even more intriguing since it contradicted previous pulsar observation and theories (details in §. 4.2). Later the periodic X-ray emission
was detected from the direction of Geminga and confirmed its identity as a pulsar (Halpern
& Holt, 1992).
Onboard the Compton γ-ray Observatory (CGRO), which was launched in 1991 and
operated till it was deorbited in 2000, was the Energetic Gamma Ray Experiment Telescope
(EGRET). It covered the γ-ray sky in the energy range of 20 MeV to 30 GeV. It was the
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first instrument to conduct an all-sky survey in γ-rays . In the third and final source catalog
(Hartman et al., 1999, 3EG), there were 271 sources identified. Out of these, a few are quite
notable, including the bright 1991 solar flare, the Large Magellanic Cloud, 5 pulsars, and
66 blazars. However, 170 of the sources were not identified due to poor source localization
precision and sensitivity of the detector.
Many of these issues are now of lesser concern in the Fermi era. Compared to its predecessors, the Large Area Telescope (LAT) onboard the Fermi γ-ray Space Telescope covers
a much larger range of photon energy in the γ-ray band with greatly improved angular and
energy resolution. As shown in Fig. 1.1, after 10 years of surveying, the sensitivity of detecting γ-ray sources is as low as ∼ 10−9 ph cm−2 s−1 (ph = photons) outside of the Galactic
plane. Even within the plane or center of the Galaxy, the sensitivity still reaches ∼ 10−8 ph
cm−2 s−1 . The first ever Fermi-LAT source catalog using 11 months of data contained 1451
sources (Abdo et al., 2010a), over 5 times more sources than 3EG. The latest Fermi-LAT
source catalog contains almost 7000 γ-ray sources. The details of Fermi’s operation and observations, as well as the data analysis techniques and tools, will be introduced in Chapter
2.
Many teams across the world are designing cost efficient instruments for γ-ray observations based off CubeSats and small satellites (Lucchetta et al., 2022; Smith & BurstCube
Team, 2022; Bloser et al., 2022), and currently ESA’s International γ-ray Astrophysics Laboratory (INTEGRAL) is surveying the sky in the soft γ-ray range from 20 KeV to 8 MeV1 . An
upcoming mission, the COmpton Spectrometer and Imager (Beechert et al., 2022, COSI)
has been chosen as a mission to be supported in the Astro2020 decadal survey (National
Academies of Sciences & Medicine, 2021). The particularly exciting aspect of the COSI
mission is that, it is able to measure the polarizations from GRBs and other γ-ray bright
compact objects. It also complements the existing γ-ray observations with high precision
1
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Figure 1.1: The P8R3 SOURCE V3 ten-year integral flux sensitivity for an isolated point
source (Ajello et al., 2021). This takes into consideration the 10 years of photon data above
100 MeV, with a zenith cut at 90◦ and the standard gtmktime filter criteria, as well as the
diffuse background of the Galactic IEM and isotropic background.
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and resolution observations at soft/medium γ-ray ranges.
Another technology for detecting γ-ray photons from 30 GeV up to PeV energies with
ground-based facilities has also emerged in recent years from the Cherenkov emission mechanism. When high energy photons enter a medium such as air or water, they interact with
nuclei to produce a cascade of charged particles that propagate faster than the speed of light
in the medium. A common analogy for this situation is the sonic boom from a supersonic
aircraft. When the aircraft starts to accelerate from slower than to faster than the speed
of sound, sound waves are not able to propagate forward from the aircraft, and instead
generate a conical shock front. In the similar way, the charged particles that are moving
faster than the speed of light in the medium can generate a “shock wave” of visible light
as it propagates through the medium. To be able to collect the Cherenkov light from the
γ-ray photons, an array of detectors is needed to identify in details of the geometry of the
air shower. The geometry of the air shower Cherenkov light can also be used to identify the
different types of particles, since muons, γ-rays as well as high energy cosmic rays can all
generate Cherenkov light. There are two types of technology in constructing Cherenkov arrays: Imaging atmospheric (air) Cherenkov Telescope (IACT) and water Cherenkov detector
arrays. The IACT observatories usually consist of array(s) of telescopes that can receive and
focus Cherenkov light onto their foci. Examples of IACTs are Major Atmospheric Gamma
Imaging Cherenkov Telescopes, (MAGIC), the High Energy Stereoscopic System (H.E.S.S.),
the Very Energetic Radiation Imaging Telescope Array System (VERITAS) and Cherenkov
Telescope Array (CTA). For water Cherenkov detectors, photomultiplier tubes are used to
detect and reconstruct the emission patterns of the Cherenkov light and then used to identify
the emitting particles. Examples for water Cherenkov detector arrays are the High-Altitude
Water Cherenkov γ-ray Observatory (HAWC) and the Large High Altitude Air Shower Observatory (LHASSO). These detectors are extremely sensitive to very- and ultra- high energy
photons in the TeV to PeV ranges, which opens new doors to γ-ray observations.
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Thesis Goals and Outline

The purpose of this dissertation is to use stacking methods to detect and characterize more
γ-ray source populations. As mentioned in the previous sections, the advancements and new
instruments developed for γ-ray observations have made great progress in detecting new
γ-ray sources. The theoretical works have also advanced substantially in recent years. Even
so, it is still difficult to detect very faint sources in γ-rays . The latest LAT source catalog,
4FGL-DR3, updated with 12 years of data, contains 6658 sources. Indeed, when compared
with source catalogs from past γ-ray missions, this is a large number, plus over 20 types of
sources. However, when compared with observations in other wavelengths, the number of
sources is actually very small. Only 10% of the entire pulsar population is detected in γ-rays
so far, and this percentage is similarly small for globular clusters, X-ray binaries and novae.
Many other types of sources that have long been predicted to emit γ-rays like flaring stars,
or inverse Compton scattering halos around luminous stars, are yet to be detected.
The likely reasons for not being able to detect these sources could be either due to the
rarity both in space and in time, large distance, and/or low γ-ray flux or luminosity from
these sources, or they are simply mixed in extremely noisy areas, or all of the above. These
populations, while not being detectable individually yet, are great candidates for stacking
surveys, which increase the signal-to-noise ratio of the entire population. The long baseline
of the Fermi-LAT survey of the entire sky in the MeV - GeV energy range makes the pursuit
of stacking surveys on faint populations possible. It aligns with one of the main goals of the
Fermi mission: to identify as many astrophysical γ-ray sources as possible.
The detailed Fermi-LAT operational information, the data analysis theories and data
reduction pipelines and stacking techniques using Fermi-LAT data are discussed in Chapter 2
and Chapter 3. In Chapter 4, the detailed emission mechanism theory of the two main
populations, nearby flaring dwarf stars, and pulsars, are introduced. Applications of stacking
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methods towards these two populations are discussed in Chapter 5, Chapter 6, and Chapter 7.
Preliminary results of the stacking analysis on globular clusters, interacting binaries, and
inverse Compton stellar halos are introduced in Chapter 8. In Chapter 9, the conclusion
from the work will be drawn, and the outlook for future development of this work is also
discussed.

Chapter 2
Gamma-ray Observations and Data
Analysis
Since this dissertation work focuses on mining Fermi-LAT data to detect ultra faint sources
that are buried deeply in the noise, it is worth discussing the observations made by FermiLAT and how to properly analyze its data. I also want to emphasize here again that as
stated in Chapter 1, a lot of high energy processes produce emission with photons at ∼ 1
GeV energy range such as neutral pion decay, and as of the past decade, the present and
the foreseeable future, Fermi-LAT is the only instrument that can make observations in
this energy band. Also, Fermi-LAT’s all-sky survey mode greatly enables the search for
faint populations. For these reasons, this chapter will focus on introducing the operation of
Fermi-LAT then the basic theory of the data analysis and how it is implemented in practice.
A toy model is also introduced to verify the analysis pipelines.
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Operation of Fermi-LAT

The Fermi γ-ray Space Telescope was launched 11 Jun 2008 at 16:05 UTC. It carries two
instruments on board, the Large Area Telescope (LAT) and the γ-ray Burst Monitor (GBM).
Entering the 15th year of its orbit around Earth, the Fermi γ-ray Space Telescope has been
continuously surveying the γ-ray sky with LAT. The LAT, with a 2.7 sr field of view for
energies above 1 GeV, scans through the entire sky once every three hours, or two orbits,
and is sensitive within the photon energy range from ∼20 MeV to above 1 TeV. Fermi-LAT,
unlike conventional telescopes used at other wavelengths, receives a very limited number of
photons. Observations with conventional optical telescopes receive a lot of photons within a
short amount of time. The LAT however uses detector technologies due to the low number
of γ-ray photons. Effectively, the design and structure of Fermi-LAT, as shown in Fig. 2.1,
closely resembles that of a particle detector. After a γ-ray photon penetrates the detector, it
is converted into an electron and positron pair in the conversion foils. The tracking section
then records the motions of the electron/positron pair, and their energy is recorded by the
calorimeter at the bottom of the detector. This way, the detector recovers information such
as directionality, energy and time of arrival of each incoming photon.
The sparsity of the incoming photons requires a very specialized analysis. To be able to
detect γ-ray sources and determine their fluxes, maximum likelihood analysis methods are
used to analyze Fermi-LAT data. With the analysis theory and pipelines, the data analysis
process can determine the association between photons and a source. The per-photon source
localization precision (or the angular resolution, sometimes referred to as the point-spread
function, PSF) is ∼ 5◦ at 100 MeV and decreases to ∼ 0.8◦ at 1 GeV, as shown in Fig. 2.2
for an incident angle of the γ-ray photon is at 0◦ .
The first part of this chapter is a brief introduction of the maximum likelihood analysis
theories and application to Fermi-LAT data. It is followed by the description of Fermi-LAT
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Figure 2.1: Concept structure of Fermi-LAT .

Figure 2.2: 68% and 95% containment angles of the acceptance weighted (acc. weighted)
PSF for both the front/back and PSF event types (Ajello et al., 2021).
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data analysis with Fermi Science Tools and Fermipy. A toy model to validate these analysis
tools is also introduced.

2.2

Early γ-ray Data Analysis Theory

In the pre-EGRET era (1970s and 1980s), the detectors had small fields of view, relatively
large source localization uncertainties, and poor energy resolution. Therefore the source
verification and characterization process was challenging. Despite the limitations, Li & Ma
(1983) proposed a method to measure the statistical significance of γ-ray detections. When
the detector points towards the direction that contains the source and makes an observation
with a time duration of ton , it receives Non photons. It then needs to move away to observe
an empty location for the background calibration over the time duration of toff , during which
it would receive a total of Noff photons. Assuming that the area observed for background
calibration contains no γ-ray sources, and the area observed for the source contains only the
source of interest, then the probable number of photon counts from the source should be

NS = Non − αNoff ,

(2.1)

assuming the ratio between the on-source and off-source observation time is α = ton /toff .
Considering the on-source and off-source observations as two independent measurements,
q
2
2
+ σ(αN
.
the variance of the photon counts from the source NS can be calculated as σNS = σN
on
off )
The significance can then be estimated as

S=

NS
Non − αNoff
=p
.
σNS
α(Non + Noff )

(2.2)

One can also use a simple likelihood estimation to obtain the significance of the signal.
The observed data in this situation would contain Non and Noff numbers of photons, and
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the model parameters that are desired are the source counts NS and background counts NB .
Composing the likelihood function based on these data and parameter pairs (which is left
out of the dissertation here, and readers are encouraged to read through Li & Ma (1983)
for detailed derivations) and maximizing it, one can obtain the significance of the signal as
described below:

S=

√ n
1 + α


o1/2
Non
Noff
2 Non ln
+ Noff ln (1 + α)
α Non + Noff
Non + Noff

(2.3)

This was a powerful tool for γ-ray detection back in the days with less sensitive detectors
such as SAS B and COS-B. Detected sources such as the Geminga and Crab pulsars are
extremely energetic and bright in γ-ray bands, therefore this rough estimation based on the
comparison between the counts of the on and off observation were intuitive and sufficient to
claim high detection significance.

2.3

Maximum Likelihood γ-ray Data Analysis

Likelihood as a term in statistical analysis was first introduced by Fisher (1925). Throughout
the years it has become one of the most powerful tools of the frequentist method for evaluating
the goodness of model parameters. The likelihood function of a model f (x|θ) is the joint
probability density of the observed data x as a function of the parameters of the model, θ.
For discrete data (e.g., individual photons observed by LAT), the likelihood function can be
written as

L(θ) = P (X = x|θ) =

n
Y

P (Xi = xi |θ)

(2.4)

i=1

if the events/data were measured independently.
This function is the likelihood, or “probability” that we observe the data X = x given a
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model with parameters θ. The larger the value of L, the more likely this set of data would
be observed given the model parameters. Since the data are given, what needs to be found
are the model parameters that maximize L. The maximum likelihood method has been the
main data analysis for Fermi-LAT as well as its predecessor, EGRET. It has been thoroughly
described by Mattox et al. (1996), and in the next few paragraphs I will briefly summarize
the theory.
Due to the relatively low photon counts, Fermi-LAT data follow a Poisson probability
distribution. The probability for observing nij photons at the pixel (i, j), when the photon
count predicted by the model at that pixel is θij , is given by
n

θiji e−θij
P (Xij = nij |θ) =
nij !
j

(2.5)

where P (Xij = nij |θ) is the Poisson probability of observing nij counts at pixel (i, j) given
the modeled count number θij . The modeled count, θij , takes into consideration all pointlike and diffuse sources, the point spread function and all other instrument effects, plus
background emission.
More often in practice, the logarithmic form of the likelihood function, turning multiplication into summation, is much easier to calculate and maximize. It is given in the form
below:

ln L =

X
ij

Here the term

P

ij

nij ln(θij ) −

X

θij .

(2.6)

ij

ln (nij !) is neglected since it has nothing to do with the model and therefore

does not effect the results of maximizing the likelihood function. Maximizing Eq. 2.6 can
obtain the the most suitable parameters to fit the observed data. Through this process, one
can obtain a quantity called the Test Statistic, or TS value, of a source, which is often used
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as an evaluation of the significance of its detection,

TS = −2 ln(Lmax,0 /Lmax,1 ).

(2.7)

Here Lmax,0 is the maximum likelihood value of the null hypothesis, or the model without
the source in consideration, and Lmax,1 is the maximum likelihood value of the model with
the source in consideration at a specified location.
One can determine the detection significance of any single source through its TS value.
According to Wilk’s Theorem (Wilks, 1938), the square root of the TS value is approximately
the σ value of the detection. Usually for Fermi-LAT analysis, TS = 25 is considered the
detection threshold, which is roughly equivalent to 5σ. However, when a source with higher
degrees of freedom (d.o.f) is being investigated, which is the case, for example, when the
source is modeled by a more complex spectral spectral model, or when the spatial parameters
(e.g., source location/position) are modeled, the TS = 25 threshold corresponds to a lower
detection significance. Also from Wilk’s Theorem, the TS values of the null hypothesis,
should follow a χ2 /2 distribution with the appropriate d.o.f. This can be compared to the
TS distribution of a source population to verify the existence of the population. If the
source TS distribution exceeds the null distribution described by the χ2 /2, it is likely that
an underlying source population exists. The detection significance also corresponds to a
confidence level percentage. For example, a 5σ detection has a 99.9999% confidence level.
Using the χ2 distribution, the TS value of the source indicates the value where the cumulative
probability distribution function has the probability of 99.9999%. Table. 2.1 summarizes the
expected TS values for a given detection significance and d.o.f. For example, in the 4th
Fermi-LAT source catalog (Ajello et al., 2020b), all the sources are modeled with 7 d.o.f.
which includes 2 position coordinates plus 5 spectral model parameters, roughly translating
to the TS = 25 threshold being 3σ significance.
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Table 2.1: Correspondence between detection significance and TS value for various d.o.f
Degrees of Freedom
1
2
3
4
False Detection Rate

2.4

1σ
2σ
3σ
4σ
1.987 5.187 10.27 17.32
3.682 7.566 13.21 20.72
5.186 9.555 15.63 23.51
6.599 11.36 17.80 26.00
32% 4.6% 0.3% 0.01%

5σ
26.47
30.26
33.26
36.16
0.00006%

Toy Model

To understand the effects of noise and counts fluctuations on detection significance, and
evaluate the theoretical expectation of perfectly clean fields, here I present a simplified
version of this theory to develop a toy model. I assume the photon counts follow a Poisson
distribution:
λk e−λ
,
P =
k!

(2.8)

where k is the number of occurrences and λ (> 0) is the expectation and variance of the
distribution. The toy model considers the total γ-ray photon counts in each pixel. To
keep the notation the same as Eq. 2.6, θ denotes the “theoretical” noise count in the pixel in
question. Here, a quantity related to the signal-to-noise ratio (SNR), the “gain” of the signal,
is defined as g = SNR−1. By this definition, when given the gain in a pixel, the theoretically
expected total signal or source counts in the pixel should be n = (1 + g)θ. Assuming the
noise level follows a Poisson distribution λ = θ, the signal level then also follows a Poisson
distribution of λ = (1 + g)θ. Assuming the actual count number in this pixel is N , then the
likelihood of this one pixel under the null hypothesis is L0 = N ln θ − θ; and the likelihood
under the best fit source hypothesis would be L1 = N ln [(1 + g)θ] − (1 + g)θ. The TS value
becomes

TS0 = −2 ln (L0 /L1 ) = 2[ln L1 − ln (L0 )] = 2(N ln (1 + g) − gθ),

(2.9)
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and summing over all the pixels covering the source yields

TS = 2[ln (1 + g)

X
ij

Nij − g

X

θij ].

(2.10)

ij

To be able to use the toy model, an estimation of the average photon noise counts in
each pixel needs to be obtained to generate a proper value of θ.To make the estimation, 12
years of Fermi-LAT data with a Galactic latitude cut above |b| > 20◦ are used. The counts
map of the above described region is generated by defining a pixel size of 0.1◦ × 0.1◦ . The
photon counts are then averaged over all the pixels that are used to indicate the noise level,
which is estimated to be ∼ 20 counts/pixel. In this thesis work signals are relatively weak,
so it is reasonable to assume that g is relatively small, which means Eq. 2.10 can be reduced
P
to TS ≈ 2g ij (Nij − θij ). This equation indicates that the TS value of a source not only
scales with the value of g, as well as the difference between the observed photon counts and
the expected/modeled photon counts.
Spatially in this toy model, the shape of the source is assumed to be circular Gaussian
with 0.5◦ full width at half maximum (FWHM), and the normalization (corresponding to
the peak value above noise level) to be g. The size of the Gaussian source is supposed to
mimic a point source at around the energy range of 1 - 10 GeV. At each pixel, the expected,
or modeled, counts are the background added to the 2D Gaussian distribution, noted as θij .
The observed counts at each pixel Nij are then drawn from a Poisson distribution with the
λ = θij (1 + g). Fig. 2.3 shows the TS distribution of 1000 realizations of the toy model as
almost pure noise (g = 0.006; the model prohibits g = 0), low signal (g = 0.03), and high
signal (g = 0.1). Implementation of this toy model can be found in this Github repository
1

https://github.com/ysong2gc/toy model

1
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Figure 2.3: TS distribution of toy model simulation results. Orange histogram in both
panels shows the distribution of TS values of pure noise which is the χ2 distribution. Green
histogram in both panels show the modeling results of extremely low value of g = 0.006, which
should correspond to almost pure noise. The blue histogram in the left panel corresponds to
the modeling results of g = 0.03, and in the right panel g = 0.1.

2.5

Fermi-LAT Data Analysis

Several modules have been developed to realize the likelihood analysis described above.
Fig. 2.4 roughly summarizes the different steps and modules. All of these steps, methods,
tools and packages are designed to take the observed γ-ray sky counts and extract positional,
spectral, flux, significance and other information for the various sources. Firstly, data of the
region of interest (ROI) needs to be selected and filtered. The exposure of the ROI also
needs to be calculated to convert the photon counts into the observed flux. The maximum
likelihood estimator fits the data to the model of the ROI, which contains spectral and
spatial information about all the sources as well as the background emission. The source
information within the ROI is extracted from the Fermi-LAT source catalog, which contains
the spectral model type and parameters, and the position coordinates of the sources. To
achieve all of these goals, the Fermi Science Tools were developed by the LAT Collaboration.
The Fermi tools provide two data analysis methods, binned and unbinned. For binned
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analysis, the data are binned in energy, usually logarithmically uniform, and maximum
likelihood analysis is performed in each bin. Unbinned analysis does not bin the data in
energy and is preferred for data over short time periods. Unbinned likelihood analysis is
extremely computationally costly for long time duration observations. Given the amount
of sources that are analyzed in this work, which requires data spanning through the entire
mission elapsed time (MET) of over 12 years, I chose to use the much more efficient binned
analysis.
The binned likelihood analysis starts with data selection. Being an all-sky survey instrument, the Fermi-LAT database provides up-to-date γ-ray photon maps of the entire sky, as
shown in the top panel in Fig. 2.5. The two additional circular structures shown in this
map are mostly terrestrial γ-ray emission not from astrophysical sources, and need to be
filtered out. This is done by selecting the maximum zenith angle (direction away from the
zenith of the telescope) of the instrument, normally set to 90◦ . Information about the ROI
is defined using the gtselect tool. This tool also performs the selection on the desired
time range of the mission, and the desired photon energy range. It also allows us to filter
photon data type with pre-existing labels such as event type and event class 2 . Event classification (which is denoted by the flag evclass) is used to separate events into different
classes characterized by their own sets of instrument response functions. The recommended
type is P8R3 SOURCE (evclass = 128) for most photon analyses and provides good sensitivity
for point sources and moderately extended sources. Other types such as P8R3 CLEAN or
P8R3 TRANSIENT020 can be used for analysis for sources with better sensitive above 3
GeV or transient events. Event type partition contains three types of partition systems.
The first one is FRONT/BACK partition which indicates if the event conversion is in the
front or back section of the tracker. The second type is the PSF event type which uses an
event-level quantity indicating the quality of the reconstructed direction. The third type is
2

https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/Cicerone Data/LAT DP.html
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the EDISP event type, which similarly indicates the quality of the energy reconstruction and
is especially important at the lowest Fermi-LAT energies. In a usual analysis procedure, we
do not wish to select on the event type, so the flag evtype is set to 3.
Fermi orbits the Earth every 96 minutes, hence it is able to cover the entire sky. During
its orbital motion, Fermi-LAT covers half of the sky in one orbit, and the other half in the
next, which means the effective area changes constantly relative to the sky. The uniformity
of exposure is achieved by “rocking” the instrument to point perpendicular to the orbital
motion. The rocking axis is usually ∼ 50◦ north for one orbit, then ∼ 50◦ south for the next.
With the spacecraft constantly in motion, as shown in Fig. 2.6, it is important to further
filter the data through the pointing, viewing angle, and data quality information. All of
this information is stored in the spacecraft information file (SC file for short hereafter).
The tool gtmktime compares event file and spacecraft files to make sure all the photons
being selected have good data quality. It takes the selection criteria (DATA QUAL>0) &&
(LAT CONFIG==1) to select good time intervals (GTIs).
Once data preparation is finished, the tool gtbin with the CCUBE option is used to bin
the data in the desired energy binning scheme. A usual practice is to have 8 - 10 bins per
decade of energy. In addition, gtbin with the CMAP option can also be used to generate the
counts map of the ROI.
At this point, the photon counts information of the ROI in each energy bin is constructed.
However, subsequent analysis requires calculating γ-ray flux and also determining the significance of any potential detections. To set up the likelihood analysis as described earlier,
the model of the ROI needs to be established. One can start creating the model of the
ROI by comparing the selected events file to the catalog(s) and backgrounds. This step
requires to use the pre-defined source catalog, and the latest version of it using 12 years of
observations is the 4FGL-DR3, contains the information of all Fermi-LAT detected sources.
The initial values of all point sources and diffuse sources model parameters, including their
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Figure 2.5: All-sky γ-ray counts map without zenith cuts (top) and with zenith cuts (bottom)
in Galactic coordinate system with 4.8 years of Fermi-LAT data.
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Figure 2.6: Pointing of LAT in 2 orbits illustrated in the Galactocentric view.
spatial parameters and spectral parameters, can be extracted from 4FGL-DR3 catalog. The
Python package make4FGLxml.py takes the location information of the ROI from the events
file and identifies the sources that need to be included in an XML model file for the ROI, as
well as the isotropic γ-ray background and the diffuse γ-ray emission from the Milky Way.
If the source of interested is not already in the Fermi source catalog, it is added to the
model file by specifying its spectral model type, spectral parameters and location. In most
situations, sources outside of the ROI are also added to the model by this Python package as
padding with all their parameters fixed to not be fitted again. This is to ensure that photon
contributions towards the ROI from very off-center sources are also properly considered.
Another important step in the analysis is to calculate the exposure of the instrument.
This is simply because to be able to calculate the flux, the effective area as well as the
exposure time of the source being observed need to be accounted for. This step consists of
two tools. The first one is gtltcube to calculate the livetime of the ROI. Pre-computing the
livetime of the dataset can speed up the calculation of exposure of the ROI. Livetime tells
us the time when the detector is available to collect data from the ROI. It can also help to
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Figure 2.7: Livetime plotted as function of the off-axis angle for two different sky positions.
further determine good data quality and select to remove high backgrounds. In addition, the
LAT has a large field of view with varying response, and knowing the livetime can determine
the response and exposure of the instrument. Livetime is defined as a function of sky position
and off-axis angle (example shown in Fig. 2.7), and is calculated before further analysis steps
to speed up the exposure calculations. The livetime cube is a HealPix table that covers the
entire sky and integrates livetime as a function of inclination with respect to the z-axis of
Fermi-LAT. To further speed up the analysis for a large population, only one livetime cube
is needed, as long as the time selection criteria of the event files are kept the same for the
different ROIs.
To calculate the binned exposure map, one needs to apply the photon detection efficiency
and angular resolution, which depends on the energy and event selection, as well as the
direction of the photon relative to the instrument boresight and energy. The tool gtexpcube2
applies the livetime calculation from the previous step and calculates the exposure at each
position in the sky. This tools takes into consideration the position, energy, and instrument
response function that is related to the event class as mentioned above to create the exposure
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profile. Because the LAT has a relatively large PSF at lower energies, sources well outside
of the ROI can contribute towards the photon counts within the ROI. For this reason, it is
standard practice to create an exposure map that has a larger area than the defined ROI
and usually extends at least 10◦ beyond the ROI boundary. If data storage space permits, it
is recommended to calculate the exposure map of the entire sky for the analysis to simplify
the scripting procedures.
Model counts maps are then created by the tool gtsrcmaps. This tool combines the
source position and spectrum from the XML model file obtained from above, combines
it with the exposure at the source position, and convolves it with the effective PSF and
instrument response function of the Fermi-LAT .
Finally, to perform the maximum likelihood calculations, the tool gtlike is used. Specifying the BINNED statistics, it takes the modeled source (counts) map, livetime cube, XML
model file and exposure map to calculate likelihood values and estimate the best fit parameters. The recommended optimizer for this step is NEWMINUIT. Should there however be
any convergence issue, a more robust but coarser optimizer DRMNFB can be used to obtain
an optimized input model first, then go through NEWMINUIT. gtlike returns the TS value
of any sources that are set free to be fitted in the XML model plus the log(Likelihood) value
of the entire ROI.
A few more tools for advanced analysis are available to strengthen the results. These
tools can create model counts maps, TS maps and residual counts maps of the ROI as well
as the spectral energy distribution of the source. The model counts map is the counts map
of the ROI generated by the tool, gtmodel, using the post-fit model, with all the parameters
optimized. Subtracting the model counts map from the observed counts map would create
the residual counts map of the ROI, which is one of the ways to indicate if there is any
additional signal that is unaccounted for within the ROI, and to test the goodness of the
modeling results.

CHAPTER 2. FERMI-LAT

27

Figure 2.8: A 15◦ ×15 ◦ TS map centering at PSR J0922+0638. This is created with
excluding the pulsar from the model. The excess TS values around the center of the plot
indicates the existence of the signal from the pulsar.
The TS map of the ROI can indicate the presence of an unmodeled signal. For example, Fig. 2.8 shows the TS map of a 15◦ ×15

◦

area produced by leaving the pulsar PSR

J0922+0638, located at the center of the field, out of the model. The excess TS value at the
center of the TS map indicates the existence of this γ-ray emitting pulsar. In practice, when
analyzing the data, it is created by placing an additional point source throughout a grid in
physical space and calculating its TS value while all the parameters in the post-fit model are
fixed. The grid is normally chosen to match up with the scale and pixelation of the ROI as
described in the gtbin step. The additional source added to each pixel is usually modeled
with a power law spectrum. It is a time-consuming step because the likelihood analysis is
performed at each pixel. The tool gttsmap creates the TS map of the entire ROI.
To produce a spectral energy distribution (SED), the entire likelihood analysis pipeline
is repeated in individual energy bins assuming a power law spectral model.
A summary of the standard steps and tools involved in binned likelihood analysis
described below in the order they are called in the analysis.
3

https://fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/binned likelihood tutorial.html
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1. gtselect filters all the photons based on the location, time, energy, zenith angle, event
type, and event class.
2. gtmktime further selects all the photon files based on their GTIs that are filtered by
the criteria that check the data quality and the configuration of the LAT.
3. gtbin creates a counts cube of based on the specified energy binning.
4. gtltcube calculates the live time of the observation, a pre-calculated exposure profile
that helps speed up the exposure calculation and fitting.
5. gtexpcube2 calculates the exposure based on the energy binning scheme.
6. make4FGLxml.py is a user-contributed Python package that creates the XML model
file of sources in and around the ROI.
7. gtsrcmaps generates the modeled counts maps for fitting in each energy bin.
8. gtlike takes all the information from the above steps and completes the likelihood
analysis computations. This tool returns a TS value for each source, a likelihood value
of the entire ROI, as well as a XML file with updated spectral and spatial parameters
of the fitted sources.
Most of the work for this dissertation used Fermipy4 , a python wrapper around the
standard Fermi tools with appropriate optimization of the processes. A configuration YAML
file is first constructed which contains the location of photon files, spacecraft files, external
livetime cube file if used, as well as models and backgrounds. The setup function then reads
the proper parameters from the YAML file and finishes the tasks in steps 1-7. The optimize
and fit functions then perform the likelihood analysis by gtlike. Fermipy also provides
other convenient functions for practical use in the process, including:
4

https://fermipy.readthedocs.io/en/latest/
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• localize function is used for localizing a particular source based on the local likelihood
profile;
• find source examines the ROI and finds any additional unmodeled sources with any
user-defined TS threshold and source separation angle;
• sed creates the spectral energy distribution (SED) for a given source.
For a more detailed tutorial on how to use the Fermipy packages to conduct Fermi-LAT
data analysis, readers can refer to this Github repository5 .

5

https://github.com/ysong2gc/Fermipy Tutorial

Chapter 3
Stacking Methods
Many different populations of γ-ray emitting sources of interest are necessarily faint, rare,
and/or otherwise generally hard to detect (see Chapter 4). Fermi-LAT, entering its 15th year
of surveying the γ-ray sky, is nearing its detection limit. While new techniques are constantly
developed to provide cleaner pre-processed data (the latest version being Revision 3 of PASS
8 data) and updated analysis tools, the rate of detections in the LAT catalog is slowing down.
In addition, the catalogs of various source types, such as AGN, pulsars, X-ray binaries and
galaxy clusters are relatively small. They contain orders of magnitude fewer sources than
catalogs based on data from other wavelengths. Future γ-ray missions (such as COSI) with
more sensitive detectors will increase the detection rate of the faint point sources. However
for the foreseeable future, the best option to detect new source populations in the MeV GeV energy band is to deep mine LAT data with novel methods.
Stacking is a powerful method to enhance or enable the detection of a faint source population. Stacking generally refers to the superposition, or adding/co-adding, of the signals
from different sources or regions. An example is to use software to overlay multiple images
of a faint object, such as a moving comet, which results in a post-processed image with a
brighter and more visible target object compared to the background.
30
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In γ-ray observations, counts maps of each ROI can be overlaid and added up to create a
stacked counts map. Broadly speaking, the resulting “stack” can be processed through the
likelihood analysis to estimate the signal significance. In this chapter, I will first quantify the
a few different types of stacking methods. Some of these methods, instead of stacking counts,
add up the likelihoods. I will describe the application of the toy model described in § 2.4 to
validate them. Then I will briefly review the early development of γ-ray stacking techniques
using EGRET data, and introduce important work on developing stacking methods and
their application to various populations in the Fermi era. Details of the applications of these
methods using Fermi Tools or Fermipy will be discussed in the subsequent chapters when
they are applied.

3.1

Stacking Theory

The most intuitive way to develop and describe a stack is to add up the counts maps of all of
the ROIs, each centered at the sources of interest (SOIs). Consider the total photon counts
in the kth ROI at the pixel (i, j)

(PS)

(diff)

nijk = Sijk + Bijk + Bijk ,

(3.1)

where nijk is the total observed photon counts at the pixel (i, j) and Sijk is the photon
contribution from the kth SOI at the pixel (i, j) in the counts map. Two background terms
(PS)

are considered. Bijk accounts for the photon contribution at the pixel (i, j) in the kth ROI
from catalog point sources, as well as from point sources not in the catalog but identified
(diff)

through the analysis process. Bijk

represents diffuse photon counts contributed by noise,

and the isotropic and Galactic diffuse backgrounds. Grouping the two backgrounds together
to define a unified background term Bijk , the stacked counts map can then be represented
as follows, assuming there are N ROIs being stacked:
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Figure 3.1: Stacking residual counts maps generated through the 2D toy model with g = 0.5
(top) and g = 0.01 (bottom). From left to right, each panel represents the stacking 5, 10,
15, 20, and 25 residual counts maps respectively.

N
X

nijk =

k=1

N
X

Sijk +

k=1

N
X

Bijk

(3.2)

k=1

If the interested population does exist, the overall stacked counts should exceed the background given a sufficient number of ROIs.
The photon counts from the source can be isolated by calculating the residual counts:
Sijk = nijk − Bijk . Then:
N
X
k=1

Sijk = Sij = nij − Bij =

N
X

nijk −

k=1

N
X

Bijk

(3.3)

k=1

represents the stacked residual counts. Any contribution from the underlying faint SOIs
would result in a stacked residual counts larger than 0.
The toy model is used to illustrate this method. Setting g = 0.5 and using the same
background plus noise photon count level as before, Bijk = 20 counts per pixel, the stacked
residual counts maps show excessive residual counts as the number of stacks increases, as
shown in Fig. 3.1. However for lower g = 0.01, as shown in the bottom half of Fig. 3.1, there
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is no excessive residual counts with increased number of stacks.
We may quantify the residual counts excess from the maps by considering the residual
counts from the central pixels as the signal counts and those in areas off center as noise
counts. These signal and noise counts are added up ROI by ROI for the stacking. If needed,
the counts can be scaled with any physical properties of the sources of interest, such as
distance, luminosity, X-ray magnitude, radio flux, etc. The signal and noise levels obtained
from the residual counts stack, following the steps described above, are illustrated in Fig. 3.2.
A bootstrap resampling is used to estimate the uncertainty of the stack. Randomly sampling
the residual counts signal and noise levels 100 times, an average and standard deviation are
calculated. The lower value of g = 0.01 results in no obvious detection of the population in
this method as shown in the left panel of Fig. 3.2, while the higher value of g = 0.5, in the
right panel of Fig. 3.2, shows significant detection of the population. This is consistent with
the appearance of the stacked residual counts maps in Fig. 3.1.
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Figure 3.2: Stacking residual photon counts as described above using residual maps deduced
from the toy model. Left: g = 0.01; Right: g = 0.5.
The stacked counts of all ROIs, when convolved with the exposure and PSF, can also be
used to estimate the significance of an underlying population using the maximum likelihood
analysis. Eq. 2.6 describes how to determine the likelihood of one ROI by comparing the
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modeled/theoretical photon counts with the observed photon counts. With the additional
step of maximum likelihood analysis, one can ultimately calculate the TS value of the population, and receive more statistically robust results. The theoretically expected stacked
photon counts should be θ̃ij which is the theoretical photon counts from all SOIs, plus the
theoretical photon counts from the diffuse backgrounds as described above. The value of θ̃ij
is determined from the spatial and spectral models of the SOIs. The observed photon counts
from the SOI should be calculated by subtracting the photon contribution from all other
point sources from total observed photon counts, and noted as ñij . Looking back to Eq. 2.6,
a likelihood value for the stacked ROIs containing the population of SOIs can be calculated
with

ln L̃ =

X
ij

ñij ln (θ̃ij ) −

X

θ̃ij .

(3.4)

ij

Now, the stacked counts map, considering all the backgrounds, as well as the stacked
exposure map and PSF, can be used to construct the likelihood function of the stacked
signal. By maximizing ln L̃, the optimal parameters of the SOI population can be extracted
while determining the TS value of the population. The null hypothesis here is to assume
only the diffuse backgrounds are accounted for in θ̃ij , without the SOI in this model.
The methods described above either use counts or counts with likelihood analysis. A
very straightforward extension of stacking counts is to stack the likelihoods of the SOIs and
ROIs. Adding up these likelihood values is indicative of the overall quality of the fitting
process. The log likelihood is a function of the model parameters as mentioned in § 2.3, and
such model parameters include the position of the SOI and its spectral parameters. The TS
map of a ROI is indeed its spatial likelihood profile, and can be stacked for all of the ROIs.
As described in Chapter 2, the value at each pixel in a TS map is calculated as the TS value
of an additional point source placed at that pixel. By stacking TS maps of all ROIs, the
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Figure 3.3: Stacking TS maps generated through the 2D toy model with g = 0.5 (top) and
g = 0.01 (bottom). From left to right, each panel represents the stacking 10, 20, 30, 40 and
50 TS maps respectively.
stacked TS value at each pixel compares the maximum likelihood of an additional source
existing versus the maximum likelihood of no additional source existing, and this stack can
be used to determine the existence of the underlying population. Here I use the toy model
again to test the effectiveness of this method of stacking TS maps. Setting g = 0.5 and using
the same background photon count level of 20 counts per pixel, the stacked signal gradually
grows as the number of stacked ROIs increases (Fig. 3.3). However when we lower g = 0.01,
as shown in the bottom half of Fig. 3.3, no significant signal is seen.
Similar to the TS map in physical space, likelihood profiles of an ROI can also be created
in spectral parameter space. Given the spectral parameters of the SOI, while knowing the
spectral parameters for all the other point sources, the log likelihood value of the ROI can
be calculated. Calculating the log likelihood value for a grid of parameter values, one can
create a likelihood profile of the ROI as a function of spectral parameters such as power
law index, γ-ray flux, etc. Note that when this is performed, there is not a null situation
where the SOI is not included in the model. The likelihood of the null is then chosen to
be the least physically likely set of parameters, usually the combination of extremely low
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flux/normalization and extremely hard spectral index. By subtracting this defined null log
likelihood value from the likelihood profile, and multiplying by 2, a TS map of the ROI in the
parameter space is created. Stacking these parameter space TS maps results in a stacked TS
profile that compares the collective maximum likelihood and the collective null likelihood.
A new stacking technique that was developed and justified in this dissertation work is to
simply add the TS values of the SOIs. As described in Section § 2.3, the TS distribution of the
null follows a χ2 distribution for a given d.o.f. Intuitively, deviation of the TS distribution of
SOIs from the null indicates the possible existence of an underlying population. As described
in Eq. 2.7, the TS value of any SOI compares the maximum likelihood given the source and
max
the null likelihood. For N SOIs, each with a TS value TSk = 2 × (ln Lmax
k,SOI − ln Lk,null ), the

cumulative TS value is

TScum =

N
X

TS = 2 ×

k=1

N
X
k=1

ln Lmax
k,SOI

−2×

N
X

ln Lmax
k,null

(3.5)

k=1

which is a comparison between the collective maximum source likelihood and the collective
null likelihood. The toy model implementation, and the ways of quantifying the significance
of this method are described below.
In practice, Fermi-LAT data used for this dissertation work is very noise dominated and
the slight fluctuations of noise level (common in the Poisson statistics regime) can cause
the false association of a photon to a source. With so few photons to work with, proper
validation of the stacked TS value as a signal significance needs to be considered. To this
end, we include a comparable number of control field ROIs. A test source is placed in the
XML model at the center of each control field, and the control field ROI is run through the
likelihood analysis. The cumulative TS value for a population of control field test sources
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with the same number N is

TScum, cf =

N
X

TScf = 2 ×

k=1

N
X

ln Lmax
k,cf − 2 ×

k=1

N
X

ln Lmax
k,null .

(3.6)

k=1

Subtracting Eq. 3.6 from Eq. 3.5 should effectively cancel the summed null term in both
equations given the appropriately chosen control fields. This action enables one to quantify
the significance of the stack by introducing ∆(TS)

∆(TS) = 2 ×

N
X

ln Lmax
k,SOI

k=1

−2×

N
X

ln Lmax
k,cf

(3.7)

k=1

If the stacked SOI TS values are consistently higher than the control field test source TS
values, we may conclude that a signal exists, and the ∆(TS) can be used to estimate the
significance of the population, when considering the control field test source likelihood term
as the null.
To quantify the significance of this signal, we measure the separation of the two stacks.
A bootstrap resampling scheme is adopted here to conservatively estimate the uncertainties.
Given N SOIs in the stack, we randomly resample both the SOIs and control field test
sources N times, and calculate their cumulative TS distributions with respect to N . The
bootstrapping is repeated M times. For each stack, the average and standard deviations of
their cumulative TS distributions are calculated.
The entire process described above – random sampling of N sources M times – is repeated
for a total of P realizations. This process returns the distribution of the mean final cumulative
(stacked) TS values for both the SOIs and control field test sources. It also yields the standard
deviation in the last point of the stack. The distributions of the cumulative TS value for
both populations should be able to be distinguished with a confidence level, while the span
of the standard deviation should further confirm if these two distributions are well separated.
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Once again, the toy model is used to verify this method. Again Bijk = 20 counts per
pixel. Previously when using a single g values, the toy model results have shown substantially
significant detection, here a more realistic situation is considered. The TS values of the
population of SOIs are generated with a power law distribution of g values between 0.001
and 0.05 with an index of -0.6, and the TS values of the population of the control field
test sources are generated with a power law distribution of g values between 0.001 and 0.03
with an index of -0.6. Setting N = 400 SOIs in the stack, M = 100 bootstrap resamplings
of each stack and P = 1000 stacking realizations, the results are shown in Fig. 3.4. The
difference between the mean final cumulative TS values for the two populations indicates
the significance of the detection (Fig. 3.5). The average difference between the stacked SOIs
and control field test sources, ∆(TS) = 190, roughly corresponds to a 13.8σ significance, and
when conservatively considering the bootstrap uncertainty, it is a 2.4σ difference between
the signal and the noise.
Overall, stacking photon counts or residual photon counts are promising in detecting
underlying populations signals. However, stacking likelihood values or TS values is generally more sensitive and also provides quantifiable measures of significance. In the case of
parameter space stacking, it can further provide characterization of the γ-ray emission of
the population.

3.2

Previous Stacking Investigations

EGRET, as the predecessor of the Fermi mission, had more limited sensitivity. The last
EGRET source catalog (EGRET3, Hartman et al. (1999)), using 4 years of data, contained
fewer than 300 sources. In comparison, the Fermi-LAT 4-year source catalog (3FGL, Acero
et al. (2015)) has 3033 sources, over 10 times the amount in EGRET3. Reimer et al. (2003)
tried to search for galaxy clusters in EGRET data. After failing to detect any individual
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Figure 3.4: Top left: TS values of 400 toy model sources modeled with the population of g
values with power law distribution between 0.001 and 0.05 with an index of -0.6, representing
the underlying population. Bottom left: TS values of toy model sources modeled with g
values with power law distribution between 0.001 and 0.03 with an index of -0.6, representing
the noise. The TS values that are smaller than 0 are set to be 0 to be reflected on these
histograms. The orange histograms represent the χ2 /2 distribution for 2 degrees of freedom.
The red dashed vertical line represents TS = 25, the usual detection threshold. Top right:
Cumulative TS values of the underlying population (blue) and noise. Shaded areas represent
uncertainties estimated from bootstrap resampling of the stacks. Bottom right: Distributions
of P = 1000 realizations of the mean final cumulative TS value for the underlying population
(blue) and noise (green). The dashed lines represent the mean of each distribution. The
dotted lines represent the mean of the standard deviations of the 1000 stacking realizations.
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Figure 3.5: Probability density distribution of the difference of the final cumulative TS value
between the null and the underlying population as shown in Fig. 3.4.
clusters, they stacked the photon counts maps and the exposure maps of 50 X-ray bright
clusters, most of which were at high Galactic latitude, and transformed them into the intensity map and likelihood statistics map. They were able to place a 2σ upper limit on
the average γ-ray flux from the galaxy clusters at ∼ 5.9 × 10−9 ph cm−2 s−1 . This result
contradicted an earlier detection of Colafrancesco, S. (2002) and concluded that EGRET
data were not sensitive enough to detect these sources.
Following that, Cillis et al. (2004) used stacking methods to study γ-ray emission from
galaxies. At the time, γ-ray emission from blazars was detected, and there was strong
evidence to support γ-ray emission from the closest radio galaxy, Cen A (Sreekumar et al.,
1999). Cillis et al. (2004) argued that there should be no reason other similar radio loud
galaxies should not emit γ-rays. In an effort to search for the high energy photons from
these galaxies, they applied stacking methods to a selection of the closest radio galaxies
and Seyfert galaxies, and obtained sensitive upper limit for γ-ray flux of the population.
Luminous and ultraluminous infrared galaxies were studied in Cillis et al. (2005) similarly,
and while no significant result above 1.8σ was made, the individual and collective upper limits
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of the galaxies were obtained. Cillis et al. (2007) summarized EGRET stacking techniques
and attempted to apply them to sources at lower Galactic latitude. Due to complicated
backgrounds, the detection sensitivity is worse towards these regions, and it is harder to
detect sources even with stacking methods. Cillis et al. (2007) then tested these methods
on a subset of pulsars in the Galactic plane, while sorting and weighting the stack by a
few properties known for the pulsars, such as the distance, spin-down luminosity, energy
flux, spin-down age and surface magnetic flux density. When the signals are sorted and
weighted by the pulsar distance, the stacking showed the most accumulated TS value, and
most of the other sorting criteria all show relatively high detection powers. While sorting
the pulsars by the energy flux at the Sun did not indicate any detection. This work by
Cillis et al. (2007) showed the promise of stacking methods for detecting populations using
EGRET data, and is a demonstration that proper stacking techniques could be very powerful
in detecting underlying populations in Fermi-LAT era.
One of the first efforts on establishing stacking methods using Fermi-LAT data was from
Huber et al. (2012). In this work stacked signal counts and stacked background counts were
used to calculate the likelihood value in Eq. 2.6. According to the description in Huber et al.
(2012), the first step for this analysis, is to perform an initial binned likelihood analysis of the
ROIs. With the fitted model of an ROI, a simulated counts cube is then created. This counts
cube contains purely “background” photons. A simulated counts cube is subtracted from
the observed counts cube of the ROI. Likelihood analysis of the co-added, subtracted counts
cubes is then performed to obtain the spectral parameters and TS value of the population.
Stacking a sample of 53 galaxy clusters resulted in no detection of γ-ray emission using
over 53 months of LAT data observing in 1 to 300 GeV energy band. However, a 95%
confidence level upper limit flux was obtained given a few different spectral indices for the
gamma-rays. Using this limit, they could constrain the cosmic ray content in clusters to less
than 5% the thermal energy.
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Figure 3.6: Results from stacking simulated data in Huber et al. (2012). TS values with
respect to point-like emission at the center of the ROIs versus the number of co-added ROIs.
The stacking is performed for a simulated source sample with mixed spectral shapes using
analysis test sources with photon indices −2.0, −2.4 and −2.8. The dashed line indicates
the detection threshold TS = 25.
Dutson et al. (2013) used residual counts stacks to search for γ-ray emission from galaxy
clusters, while Griffin et al. (2014) used counts map stacks with pixel size fixed to a certain
physical size. Both of these works were able to provide sensitive upper limits of γ-ray emission
from the population.
Likelihood stacking has also been conducted on blazars (Paliya et al., 2019, 2020), star
forming galaxies (Ajello et al., 2020a), and young radio galaxies and quasars Principe et al.
(2021). This method will be introduced in detail later on in § 6.3.4. These studies not only
again obtained sensitive upper limits on the γ-ray emission, but also robust detections of
some populations plus a characterization of their optimal average spectral parameters, as
well as SED through stacking.

Chapter 4
Astrophysical Gamma-ray Sources
As described above, many astrophysical sources undergo high energy processes that generate
γ-ray photons. In fact, we do not need to journey that far to find these sources. Many of the
objects within the Milky Way Galaxy, even those near our own Solar System, can generate
γ-rays. However, not all of these sources, or at least not the majority of these sources,
have been detected emitting γ-rays. In this chapter, I am going to talk about the two
major populations involved in this project, nearby flaring dwarf stars and pulsars. Mostly, I
will introduce the populations and the commonly discussed and/or accepted γ-ray emission
mechanisms.
Here we introduce populations of sources that can be studied with stacking methods.
Common properties of these populations include:
1. Large abundance.
2. Theorized to emit γ-rays, but with relatively few or no detections to date.
3. Relative proximity yielding a reasonably detectable γ-ray flux observed at Earth.
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Low Mass Stars

Despite their low surface temperature, small size, and low mass, stars located at the lower end
of the main sequence can be ideal sources to emit γ-rays through a few different methods.
The first mechanism is through stellar flares. Flares are explosions that happen on the
surfaces of stars. They can be observed in all electromagnetic wavelengths, from radio to
γ-rays, for all types of stars with a convection zone (F or later type). So far, the Sun is
the only isolated main sequence star detected to flare in γ-rays, particularly during powerful
flares. Early γ-ray Solar flare observations were done in Solar Maximum Mission (Vestrand
et al., 1999) and EGRET on board the Compton γ-ray Observatory (Schneid et al., 1996).
In fact, during the X-class solar flare on March 7, 2012 (Ajello et al., 2014), the Sun became
the brightest γ-ray source in the entire sky, as shown in Fig. 4.1. Based on the stellar model
of the Sun, flares can generate γ-rays , which means that stellar flares should be a class of
γ-ray sources that are yet to be detected.
The whole picture of the events happening during the solar flare, including the magnetic
field changes and acceleration events, are still a hot topic of study. However, it is a consensus that magnetic reconnection events happen during solar flares. Magnetic reconnection
happens when the magnetic field in a highly conducting plasma is rearranged to release
magnetic energy. The magnitude of the magnetic energy being released is tremendous and
can accelerate electrons and ions to relativistic speed within the time span of seconds. The
outgoing part of the accelerated particles can sometimes form coronal mass ejections and
create solar storms that interact with the Earth’s magnetosphere. Other accelerated particles travel backwards to the surface of the Sun again. When these particles interact with the
Solar plasma at the footprint of these reconnection events, they can create γ-rays. The standard solar flare model is described in detail in Benz (2017). Where does the GeV emission
come from in this whole process? GeV γ-ray emission generally requires the creation of a
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Figure 4.1: Fermi-LAT observation of the entire sky on day prior and on the day of the Solar
flare. Imagine credit: https://apod.nasa.gov/apod/ap120315.html
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non-thermal population of relativistic protons which interacts with ambient gas to generate
pions. The mechanism through this interaction to create γ-rays is the proton-proton interaction. Kafexhiu et al. (2014) parameterized the process and modeled the γ-ray spectrum
of the p-p interaction given different collision energies of the protons.
However, there are other γ-ray Solar flares with properties that cannot be explained by
the standard model, hence posing questions to this relatively simple picture. For example,
long duration flares were detected during the very bright 2012 March 7 Solar flares (Ajello
et al., 2014). If the standard model is correct and the γ-ray emission comes from the
collision of protons shortly after the reconnection events, what is accelerating the particles
afterwards? Some γ-ray Solar flares have also been observed while they erupted from behind
the limb Ackermann et al. (2017). In fact, the first Fermi-LAT Solar Flare Catalog (Ajello
et al., 2021) recorded the Fermi-LAT observations of 45 solar flares observed during 2010 2018 with detailed discussion of some of these flares that do not fit into the standard flare
model. If the standard flare model stands and the γ-ray production only happens at the
Solar surface at the footpoint of the reconnection event, what causes the γ-ray emissions
above the surface? It is still unclear how to answer these questions at the moment. The
point being made here is that flares are complicated, and we do not have a solid idea what
type of γ-ray flares from other stars are going to look like.
But even without a complete picture for various scenarios during flares, one thing that
has been long predicted is that stellar flares are possible sources of γ-rays. The magnetic
field strength on the surface of the Sun is only a few Gauss. However for young, low mass
stars, their magnetic fields often can reach over 1000 Gauss due to their fully convective
interior and global dynamo structure that is different from the Sun’s. Due to their strong
magnetic fields and high rotation rates, these small stars are extremely active. Not only do
they flare extremely often, their flare energy outputs usually far exceed that of the Solar
flares. In fact, a summary of the flare frequency distribution (FFD) from a few different
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studies can be found in Fig. 4.2. Ilin et al. (2021) summarized very well the flare frequency
distributions from different flare surveys of dwarf stars. With a consistent FFD across
spectral types of stars that reaches to extremely energetic flares, particle acceleration can
be relatively effective in the low mass star regime. In fact, acceleration of at least electrons
from a number of flare stars was detected through their radio emission. The radio emission
is notably correlated with the thermal emission from heated atmospheric gas seen in x-rays
(Benz & Güdel, 2010). In fact, multiwavelength observations in radio, optical, UV and hard
X-ray of the 2014 superflares from the young M dwarf binary DG CVn (Osten et al., 2016)
have provided unique opportunities to study this phenomena. Further attempts to detect
the γ-ray counterparts of these superflares ended up with upper limits (Loh et al., 2017;
Mirzoyan, 2014). These observations prompted the work by Ohm & Hoischen (2017) to
estimate the expected MeV-TeV emission from superflares that are of similar energy output
from DG CVn. Using the DG CVn super flare as a template, they predicted that the γ-ray
flux (which is a factor of a few below the observed upper limits) from such events are just
below the point source detection sensitivity of Fermi-LAT and current Cherenkov telescopes.
A significant aspect of this study is that it can impact our understanding of exoplanet
habitability. As described by many of the flare surveys above, these energetic events are not
that uncommon on young M dwarfs. These events can project large amounts of relativistic
particles as well as, if confirmed, γ-ray photons into the interplanetary spaces, and creating a
hostile environment for early-stage lifeforms. In addition, stellar γ-rays indicate the presence
of relativistic protons, which is an unambiguous sign of destructive coronal mass ejections.
M dwarfs are the most abundant stellar type in the Milky Way, and have been the main
focus of searching for orbiting exoplanets that could host extraterrestrial life. If confirmed,
it could greatly diminish the probability of finding habitable planets in the Milky Way.
Another possible γ-ray emission mechanism from low-mass stars is related to stellar
auroral phenomena. In fact, INTEGRAL observed the Earth’s aurora on Nov 10 2015 in

CHAPTER 4. ASTROPHYSICAL GAMMA-RAY SOURCES

48

Figure 4.2: Comparison of flare frequency distribution (FFD) from different surveys as illustrated in Ilin et al. (2021). Gray lines: FFDs from Ilin et al. (2021). The one-flare sample for
5000-6000 K in M 67 is indicated as the shortest visible gray line. Red solid lines, and red
and orange dashes: K2 long cadence light curves study of the Pleiades and Praesepe in four
Tef f bins from 3000 to 4000 K each (Ilin et al., 2019). Magenta line and dots: Superflares on
all G dwarfs in Kepler, and its most active subsample (Shibayama et al., 2013). Black line
and dashes: Two M5 stars in an M5-M5-M8 triple system observed by Kepler (Lurie et al.,
2015). Black dots: Flare study based on an MMT survey of the ∼ 550 Myr old open cluster
M 37 Chang et al. (2015). Dots in green and blue: Evryscope all-sky flare search on late K
to mid M dwarfs (Howard et al., 2019). Black and brown dash-dotted lines: K2 long-cadence
study of K and M dwarfs within 200 pc and 100 pc (Lin et al., 2019). Dark blue line and
dashes: K2 short cadence light curves of M3.5-M4 dwarfs with known rotation periods below
2 days and between 2 and 10 days, respectively (Raetz et al., 2020). Green dash-dotted line:
The 30-50 Myr old M4 flare star GJ 1243 exhibited a constant flaring activity for over a
decade of intermittent space based observations with Kepler and TESS (Davenport et al.,
2020). In the studies that are based on Kepler or K2 observations, “SC” and “LC” denote
the use of 1 min and 30 min cadence time series, respectively.
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hard X-ray/soft γ-ray ranges1 . Another Solar system analog can be found on Jupiter. These
Solar system aurorae are generated through a mechanism called the electron cyclotron maser
instability (Sprangle & Drobot, 1977, ECMI). ECMI is generated by a beam of electrons
moving in spiral trajectories following an axial magnetic field line. The instability comes from
the unstable interaction between the ensemble of electrons and the electromagnetic wave,
whose frequency is near the Doppler shifted electron cyclotron frequency or its harmonics.
The phase of electrons in the cyclotron orbits would start to bunch due to the dependence
of the electron cyclotron frequency on the relativistic electron energy. A terrestrial aurora
is generated by energetic particles from the solar wind traveling towards Earth then getting
trapped by the Earth’s magnetosphere and “funneled” back down towards the poles. The
propagation of these Solar particles through Earth’s magnetic field is a classical situation
where the ECMI conditions are matched. As in the case of Jupiter aurora, charged particles
from Io’s volcanoes stream along Jupiter’s magnetic field towards Jupiter’s poles, causing
the auroral emission, observed in X-rays (Mori et al., 2022). The ECMI signature seen in
stellar or planetary auroral emission is that their radio emission at low frequency is circularly
polarized. Such emission has been observed in other wavelengths from rapidly rotating dwarf
stars (Callingham et al., 2021; Pineda et al., 2017) as well as planets (Genova, 1987).
Pineda et al. (2017) provided a panchromatic picture of auroral phenomena across the
types of low mass stars. There are two major ways for auroral emission to occur on low
mass stars: planetary interactions similar to that of Io-Jupiter, and co-rotation breakdown.
In the co-rotation breakdown scenario, the co-rotating magnetosphere of the star moves at a
different velocity than the extended equatorial plasma disk. The plasma disk then seeds the
magnetospheric currents with plasma, and combined with the high rotation velocity of the
star (≤ 3 ∼ 4 hrs) and strong magnetic field, this plasma travels back along the magnetic
fields and produces auroral emission near the stellar surface. As for the planetary interaction,
1

https://sci.esa.int/web/integral/-/57257-integral-x-rays-earths-aurora
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the flux tube induced from the planet moves along with the orbiting planet through the
magnetosphere of the star, and the strength of the auroral emission is determined by the
type of planet, the orbital speed of the planet, and the magnetic field strength of the star at
the location of the planet. In either situation, mechanisms that accelerate the electrons to
relativistic speeds can also potentially accelerate protons and other ions to relativistic speeds
as well, making it possible for γ-rays to be generated in this situation.
In summary, while they are theoretically capable of generating γ-rays, their fluxes are
seemingly below the detection limit of current γ-ray instruments. However, with their great
abundance in the Solar neighborhood as well as continuing surveys of such objects in other
wavelengths, a stacking survey might just be able to detect this population. More detailed
introductions on the background of stellar γ-ray emission can be found in Chapters 5 and 7
with the detailed analysis of this phenomenon.

4.2

Pulsars

Pulsars are highly magnetized, fast-rotating neutron stars that are the remains from a supernova explosion at the end of the life of a high mass star. They were first discovered by
Jocelyn Bell and Anthony Hewish as extremely precise periodic radio signals of unknown
origin (Hewish et al., 1968) that were even thought to be extraterrestrial intelligence signals,
but were eventually associated with neutron stars (Pacini, 1968; Gold, 1968; Saslaw, 1968;
Davies et al., 1968). The first detected γ-ray pulsars were Crab, Vela and Geminga, as
stated in §. 1.1, and the launch of the CGRO raised the total number of γ-ray pulsars to 5.
Since then, multiple models were proposed to explain the emission in the high energy range.
The golden era of their study came with the launch of Fermi. In just a year the mission
multiplied the number of γ-ray pulsars, which provided lots of opportunities to study pulsar emission mechanisms in detail for each type of pulsars. Fermi-LAT and ground-based
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Cherenkov telescopes continue to discover new pulsars, and provide new information about
them in high energy and ultra high energy ranges. In the latest Fermi-LAT source catalog,
there are almost 300 pulsars identified (Fermi-LAT-Collaboration, 2022). Gamma-ray pulsations from the Crab pulsar were identified above 1.5 TeV by MAGIC (Ansoldi et al., 2016)
and pulsations from the Vela pulsar were also observed at a few TeV by H.E.S.S. (H.E.S.S.
Collaboration, in preparation).
The large sample has enabled us to establish some patterns common to most γ-ray
pulsars. Most of their light curves have double peaks that are widely separated, and some
of them have bridge emission in between. Their spectra are normally very hard (meaning
their spectral index is high), and they have high energy breaks, or cutoffs, in their spectra.
Their photon flux can be mathematically expressed as a power law with exponential cutoff
dN/dE = N0 (E/E0 )g exp [−(E/Ec )b ]. The common features provide a chance to understand
the emission details, but there are many exceptions and persistent mysteries.
Goldreich & Julian (1969) proposed a rather complete picture of pulsar electrodynamics
that is widely accepted. Near the surface of the neutron star, the charge density is very low
hence not sufficient enough to maintain the force-free condition E · B = 0. To reach this
condition, the charge density needs to be high enough to reach the Goldreich-Julian density
ρGJ = Ω · B/2πc, for a dipole field (which is the case for almost all pulsars), at a distance
r < RLC , where Ω is the pulsar rotation rate and RLC = c/Ω is the radius of the light
cylinder, where the co-rotation speed is the speed of light. The acceleration electric field,
which would be parallel to the magnetic field, then satisfies the Poisson equation

∇2 Φ = ∇ · Ek = −4π(ρ − ρGJ )

(4.1)

which indicates that when the charge density is low, the acceleration field is strong; and
when the charge density is high, the acceleration field weakens.
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Electron/positron pairs are created in the vacuum area around the neutron star where
the vacuum energy is high. These particles are then accelerated along the very strong acceleration field, usually of order of 1012 V.The acceleration force from the electric field, eE, is
magnitudes higher than the gravitational force me g the electron/positron experiences. These
extremely relativistic particles, when traveling along the curved magnetic field, produce high
energy curvature radiation. These curvature photons can be converted into subsequent generations of electron/positron pairs, which are then accelerated further along the field and
produce further radio synchrotron and γ-ray curvature radiation. These newly generated
photons can also be converted into newer generations of electron/positron pairs through
photon-photon pair creation. Reaching a high altitude away from the neutron star surface,
the particle cascade creates sufficient numbers of particles, thus reducing the acceleration
field, causing the acceleration to stop before reaching the light cylinder. The particle cascade
is responsible for the observation of pulsations in different wavelengths. Adding an inverse
Compton component to this picture, some of the models can also explain the TeV pulsations from the pulsars. While the emission mechanism is more or less accepted as described
above, the location and geometry of the emission regions of γ-ray photons have been heavily
debated (Harding, 2019). Furthermore, some recent development in magnetohydrodynamic
(MHD) simulations have suggested that the γ-ray emission may not always or only originate
from within these regions, but rather from current sheets beyond the light cylinder. Here
I am going to briefly introduce the polar cap model, slot gap model, outer gap model, as
well as the current sheet model. The location of these different structures can be found in
Fig. 4.3.
Polar cap accelerators are based on the concept of “starvation” electric fields (Arons &
Scharlemann, 1979; Arons, 1981; Daugherty & Harding, 1982; Arons, 1983a; Harding et al.,
1993). As illustrated in Fig. 4.3, the polar cap region is directly located above the magnetic
poles of the pulsars, which is also what the name suggested. In the polar cap area near
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Figure 4.3: Geometric illustration of the outer gap (orange), polar cap (blue), two-pole
caustic (red) and current sheet (green) models of the pulsar magnetosphere. The Ω vector
represent the rotational axis of the pulsar, while the B vector the magnetic dipole. The two
dashed vertical black lines represent the light cylinder of the pulsar, and the two red dotted
lines show the projections of the null-charge surface. Image credit: Harding (2019)
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the pulsar surface, the magnetic field is strong enough for single photon pair production
to occur (Erber, 1966; Daugherty & Harding, 1983). If the pulsar has high enough surface
temperature, it can “boil off” charged particles to flow along the open field lines (Medin
& Lai, 2007). In contrast, if a pulsar does not have high enough surface temperature to
overcome the binding forces on charged particles in strong magnetic fields, then vacuum
gaps can be formed above the surface (Usov & Melrose, 1995). In either situation, the
acceleration fields can accelerate the charged particles up to a Lorentz factor of 107 , and the
pair cascade can be initiated through curvature radiation. Radio emission from pulsars also
arises from the polar cap region (Pétri, 2011; Phillips, 1992), which explains the phenomenon
that some pulsars have aligned radio and γ-ray light curves. Similar to the polar cap model,
in the outer gap model, the charge density is much lower than the GJ density, creating strong
acceleration fields that can accelerate particles to very high Lorentz factors. As the particle
cascade happens, the charge density increases and screens off the acceleration fields, thus
closing the gap.
The outer gap arises from the last open filed lines on which the GJ density vanishes
at the light cylinder. Between the rotational axis and the last open field lines, the null
charge surface (Ω · B = 0) is located beyond the light cylinder so the GJ density does not
change its sign all the way from the stellar surface into the light cylinder. Charged particles
traveling along the last open field lines above the null charge surface escape through the light
cylinder and cannot be replenished from particles located below the region (Cheng et al.,
1986a,b, 2000; Romani, 1996; Wang et al., 2011; Zhang & Cheng, 1997). In the outer gap
model, magnetic fields are not strong enough for single photon pair production to occur,
thus photon-photon pair production creates the particle cascade (Gould & Schréder, 1967).
A variant of the outer gap model introduced by Dyks & Rudak (2003), the two-pole caustic
model, states that the gap region should extend from each polar cap to the light cylinder.
The gap is thin and confined to the surface of the last open field lines, and the photon
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emissivity is uniform within the gap region.
The slot gap model is proposed as an addition to the polar cap model. Near the polar
cap rim, assumed to be perfectly conductive, the electric field decreases, requiring a longer
distance to accelerate the particles to the required Lorentz factor. The pair formation front
then curves upwards when approaching this boundary of the accelerator, and forms a narrow
slot gap region near the last open field lines, as shown by the orange regions in Fig. 4.3. There
is no mechanism in the slot gap to screen off the electric field, the acceleration can continue
to happen along the last open field lines to very high altitude (Arons, 1983b; Harding &
Muslimov, 1998; Muslimov & Harding, 2003, 2004).
All three above mentioned models imply that the high energy emission originates from
inside the light cylinder. A more recently developed current sheet model suggests otherwise
(Kirk et al., 2002; Pétri & Kirk, 2005), that the radiation site is beyond the light cylinder, and
caused by magnetic reconnection in the thin regions where a toroidal field reverses its polarity,
and particles accelerated in the reconnection process emit synchrotron photons, providing
the explanation for the observed γ-ray emission through inverse Compton scattering and
synchroton self-Compton emission (Harding & Kalapotharakos, 2015; Harding et al., 2018).
Outside the light cylinder (Hakobyan et al., 2022), relativistic beaming effects are responsible
for the phase coherence of the synchrotron radiation. An equatorial current sheet results, as
shown in the green region in Fig. 4.3. A recent kinetic model of pulsar magnetospheres has
shown that injecting large numbers of relativistic particles (without any physical motivation)
into large distances beyond the light cylinder can create the current sheet structure and also
match some of the γ-ray observations of certain pulsars (Kalapotharakos et al., 2018).
There are two main types of pulsars: “young” pulsars, and “recycled” or millisecond
pulsars (MSPs). To be able to categorize them, it is important to first introduce a few quantities used to describe a pulsar. First are the directly observable parameters, the rotational
period (P ) and the period derivative, or spin-down rate (Ṗ ). Using these two quantities, one
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can estimate the characteristic age of the pulsar, the magnetic field strength of the pulsar,
as well as the the spin-down luminosity (Ė = 4π 2 I Ṗ /P 3 , where I is the moment of inertia
of the pulsar) which describes the rotational energy loss rate of the pulsar. Plotting Ṗ vs. P
for all pulsars create the P -Ṗ diagram (Fig. 4.4). The P -Ṗ diagram for pulsars is equivalent
to the H-R diagram for stars, and the two types of pulsars can be clearly distinguished in
this diagram. The “young” pulsars are located in the upper right corner of the diagram,
with relatively large spin period and Ṗ . They are called “young” pulsars because their characteristic ages (τ = P/(2Ṗ )) are relatively low, and based on their rotational parameters,
they also have relatively larger Ė . In contrast, MSPs are located at the lower left corner
of the diagram. They normally have extremely short rotational period (≤ 30 ms). Their
spin-down rate is also extremely low, making their rotation extremely stable. They also have
relatively lower Ė compared to the “young” pulsars. They are normally considered an older
generation, or recycled, pulsars given their higher characteristic age. In particular, their
rotational properties, as well as their relatively weak magnetic fields, and high binary rate
suggests that many, if not all MSPs are old neutron stars that have been recycled by the
accretion of mass and angular momentum from a companion star in a mass-transfer binary
(Bhattacharya & van den Heuvel, 1991). The transfer of the angular momentum from the
companion star results in a large increase of the rotational speed of the neutron star itself,
which ends up with fast rotation rate that is seen in a MSP.
There are a few special types of MSPs, and the first one being the transitional MSPs
(tMSPs). These peculiar systems are transitioning between two modes of emission: an
accretion powered phase and rotational powered phase (Papitto & de Martino, 2022). In the
rotational powered phase, they emit like normal MSPs and can be detected with pulsations.
In the accretion powered phase, however, they behave like low mass X-ray binaries (LMXBs).
For this reason, tMSPs are considered as a subclass of LMXBs and introduced in the next
section. An extremely intriguing subset of tMSPs is the Spider pulsars. Black Widow pulsars
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Figure 4.4: The P -Ṗ diagram of all pulsars recorded in the ATNF pulsar catalog (gray
points). The blue dots represent all the γ-ray pulsars detected and recorded in 4FGL-DR3.
The set of gray dashed lines with larger slopes represent different Ė values; while the set of
gray dashed lines with smaller slopes represents the different characteristic age of pulsars .
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are binary pulsar systems with a strong wind from the neutron star eroding the companion
star away, which is a plausible theory to explain why some MSPs found in the Galaxy are not
in binary systems (Fruchter et al., 1988; van den Heuvel & van Paradijs, 1988). Red Back
pulsars are a close relative of Black Widow pulsars but the companion star is a non-degenerate
late type star with slightly higher mass than that of a Black Widow companion. In fact, the
first ever detected Red Back pulsar (PSR J1023+0038) was identified as an LMXB with an
accretion disk, and the accretion disk has since disappeared and radio pulsation has been
detected leading to the pulsar being labaled as a newborn MSP (Homer et al., 2006; Wang
et al., 2009; Archibald et al., 2009). This case has further supported the recycling theory
of MSP formation. Some other interesting and strangely behaving pulsars include Rotating
RAdio Transient (RRATs) and nulling or mode-changing pulsars. RRATs are thought to be
pulsars that have short yet moderately bright radio bursts that last on average less than 1
second per day (McLaughlin et al., 2006). The nulling pulsars are experiencing “glitches” in
their rotational phases, which are unseen given the measurements before and after nulling.
Incidentally, no one knows what glitches are (Wang et al., 2007). Some recent studies even
suggest the pulsar origin of Fast Radio Bursts (Petroff et al., 2022).
While the outer gap model indicates that the “gap” turns off for lower Ė pulsars, some of
the other models, such as the current sheet model, indicate that most pulsars should be able
to emit in γ-rays. The electromagnetic emission of pulsars observed from all wavelengths is
converted from the loss of its rotational energy, and about 5-10% of this energy is dissipated
into γ-ray emission, which means that the γ-ray luminosity of a pulsar should be related to
its Ė. Early in the days of the Fermi mission, however, almost all of the detected pulsars had
higher than average Ė values, resulting in an observational effect called the γ-ray “deathline”
of pulsars. This “deathline” indicated that no γ-rays were detected for pulsars with Ė . 1033
erg s−1 . Recent surveys have detected γ-ray pulsars well below this “deathline” as shown in
Fig. 4.4, and Smith et al. (2019) argues that the “deathline” might be due to the selection
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bias of the pulsar distance. Further, Hakobyan et al. (2022) argue that the spectral cutoff
energy of a pulsar is related to its Ė , and that the lower Ė pulsars are producing γray emission with lower luminosity and fluxes, which also indicates the observed “deathline”
might an observational effect. The most recent Fermi-LAT point source catalog, 4FGL-DR3,
identifies 309 sources as pulsars (Abdollahi et al., 2020). However, the Australia National
Telescope Facility (ATNF) pulsar catalog lists 3320 pulsars (Manchester et al., 2005) as of
May 2022. The vast majority of pulsars that are not yet detected in γ-rays, the pulsars that
lie below this “deathline” could indeed be γ-ray emitters, and up to 90% of this population
is not yet detected. Many efforts to search for faint γ-ray pulsars and their pulsations
individually have shown promise (Hou, X. et al., 2014; Bruel, P., 2019). A previous aperture
photometric pulsar stacking study was also conducted with no significant detection made
(McCann, 2015), however with so much more data from Fermi-LAT and updated stacking
techniques, these signals are now discoverable.
Detecting and characterizing γ-ray emission from these faint pulsars as a population,
while not as ideal as detecting them individually, is meaningful and impactful in many
ways. Firstly, the work utilizing stacking techniques would still be able to justify the signal
significance of each individual pulsar, and while most of these pulsars might not reach the
detection threshold, those significant sub-threshold pulsars would make a list of targets of
priority for future investigations. Secondly, detecting and characterizing their γ-ray emission
would provide evidence to support the emission mechanism theory at low Ė regmie, where
observational evidence is relatively sparse compared to those with high luminosity and high
Ė. Last but not least, the unresolved population of MSPs might be the origin of the GeV
excess emission observed from the Galaxy Center (Abazajian, 2011; Ploeg et al., 2017; Hooper
& Mohlabeng, 2016; Eckner et al., 2018), and a stacking survey of MSPs could help update
the luminosity function of the Galactic MSPs to compare with observations.

Chapter 5
Gamma-ray Emission from a Large
Number of Nearby Flare Stars
This chapter was published on September 10, 2020, in the Astrophysical Journal, volume
900, page 185 (Song & Paglione, 2020). This work was done in collaboration with Prof.
Timothy Paglione. The text in this chapter includes all that is in the published version of
this work. Some other efforts that is not included in the publication is also included in this
chapter. The appendix in the published work is rearranged for a better structure for the
purpose of the dissertation chapter. Also note that the “spatial stack” referred to in this
chapter is in fact the residual counts stack described in § 3.1.

5.1

Abstract

So far, the Sun is the only isolated main sequence star detected in γ-rays particularly during
powerful flares. Young ultracool dwarfs are far more active so they are also plausible γ-ray
sources. We performed a spatial stack of 97 of the nearest X-ray and radio flare stars to
search for GeV emission using nearly 12 years of data from the Fermi γ-ray Space Telescope.
60
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The stacked residual maps showed no significant signal. Modeling the upper limits indicates
a peak stellar flux at least a factor of 7 below the noise level. We also analyzed the phasefolded light curve of the rapidly rotating radio star TVLM 513-46546, report a tentative (TS
= 30) pulsed signal, and refine its period. We examine the possibility of a false positive signal
by analyzing nearby Fermi catalog sources and test fields, and by repeating the analysis using
different periods. No other periodic signals are found, despite clear detections of the catalog
sources, and the TS value for TVLM 513 increases systematically to the optimal period.
The putative γ-ray signal is nearly in phase with the optical peak, and out of phase with the
radio pulses by 0.4±0.05 rotations. These results argue for emission from relativistic protons
streaming down flux tubes towards the photospheric active regions. The protons colliding
with the atmosphere create neutral pions that decay into γ-ray photons. This would be the
first detection of a normal, isolated star in γ-rays and the strongest evidence yet for proton
acceleration in stellar magnetospheres.

5.2

Introduction

Young, low mass stars can be exceptionally active, often exhibiting flares and outbursts
exceeding the Sun’s activity and flare energy output despite their otherwise cool temperatures
and low quiescent luminosities. This magnetic activity is particularly enigmatic in very low
mass stars, which should have fully convective interiors, and therefore a global dynamo
distinct from the Sun’s. Solar and stellar activity is evident as flux variations seen from
radio to x-ray, in continuum and spectral lines, and even γ-rays in the case of the Sun
(Omodei et al., 2018). GeV emission is notable in that it is a fairly unambiguous sign of
the acceleration of protons and ions – not just electrons – which generally requires strong
shocks accompanying powerful events such as coronal mass ejections. Such extreme events
could prove devastating to the potential habitability of planets orbiting these stars. Since
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M dwarfs are the most abundant stellar type in the Milky Way, violent stellar activity in
young systems, if common, could severely limit the prospect for life throughout the Galaxy.
GeV γ-ray emission generally requires the creation of a non-thermal population of relativistic protons which interacts with ambient gas to generate pions. A number of flare stars
show clear evidence of acceleration of at least electrons by their radio emission. The radio
emission is notably correlated with the thermal emission from heated atmospheric gas seen
in x-rays (Benz & Güdel, 2010). Not limited to flares, similarly linked thermal and nonthermal emission mechanisms are associated with the auroral emission from rapidly rotating
dwarf stars as well as giant planets (Pineda et al., 2017). Ohm & Hoischen (2017) estimated
the expected MeV-TeV emission from the most energetic superflares observed from nearby
stars to date. Based on the 2014 superflares from the interacting binary DG CVn, they
predicted fluxes just out of the reach of F ermi and current Cherenkov telescopes. Attempts
to detect the DG CVn superflare in the MeV-TeV range resulted in upper limits (Loh et al.,
2017; Mirzoyan, 2014) factors of a few to several above the predictions. Recent flare surveys
using TESS, Kepler, and Evryscope observations have quantified the flare rates and flare
frequency distributions indicating a significant population of potential superflare sources in
the solar neighborhood (Loyd et al., 2018; Yang & Liu, 2019; Howard et al., 2019; Günther
et al., 2020). The abundance of young, cool dwarfs within a few dozen pc displaying frequent activity motivates a stacking survey to aggregate any signal. Further, some radio stars
show periodic emission and their signal may be temporally stacked to elicit a detection in
the phase-folded light curve. Here we attempt to accumulate any γ-ray signal from active
stars with a stacking survey of the nearest and most x-ray- and radio-bright dwarf stars
using nearly 12 years of F ermi-LAT data. One of the sources, TVLM 513-46546 (hereafter
TVLM 513), exhibits periodic emission in the radio and optical and has a rotation period
known precisely enough to allow a temporal stack of the signal.
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Observations

The Fermi γ-ray Space Telescope is a very natural instrument for such a long-term stacking
survey. In near low-Earth orbit since 2008 and in practically continual survey mode, the
F ermi Large Area Telescope (LAT) has compiled exceptional exposure of the γ-ray sky
above 100 MeV unlike any project before. The third revision of the PASS8 data, P8R3,
released on Nov 26, 2018 was used in this study, along with the most recent source catalog
(the 4FGL, Abdollahi et al., 2020) and diffuse background models (Abdo et al., 2009b).
The F ermi Science tools conda distribution version 1.2.23 were used for data analysis in
this work1 . For all the sources in the spatial stack and the the temporal analysis of TVLM
513, we used data between 100 MeV and 300 GeV, from MET = 239557417s to MET =
608082000 (week 9 to 618), and within a region of interest (ROI) of 10◦ radius.
For spatial stacking, the young M dwarf sample consists of known x-ray and radio emitting stars above Galactic latitudes of roughly |b| > 20◦ and a few other very well-known,
isolated flare stars tabulated in Reid & Hawley (2013). The Galactic plane is a significant γ-ray source, so targeting high latitudes is essential for reducing any systematic effects
from modeling the background. X-ray-emitting M dwarfs were sampled from the catalog of
nearby, low mass stars by Schkolnik et al. (2009), which were spectroscopically determined
to be young and therefore presumably magnetically active. The list was sorted by the Xray flux measured with the ROSAT All-Sky Survey. Radio-emitting M dwarfs were obtained
from the survey by McLean et al. (2012). The stars with undetected quiescent radio emission
were removed unless they had detectable radio flares. Binary systems were avoided for this
study to focus only on stellar activity. A total of 97 stars were used in the spatial stacking
survey.
The source used for temporal analysis in this study is the periodic M9 dwarf TVLM 513
1

https://fermi.gsfc.nasa.gov/ssc/data/analysis/
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(Henry & McCarthy Jr, 1993). Periodicity was first detected in the radio and confirmed in
the optical with a consistent period, indicating the rotational origin of the signal. Its optical
period is P0 = 1.95958 ± 0.00005 h (Harding et al., 2013).

5.4
5.4.1

Stacking Survey of the Flare Satrs
Methods and Results

Spatial stacking starts with the standard likelihood analysis using the F ermi Science Tools.
The data were filtered using gtselect to define the ROI, energy range, and set a zenith
cut of 90◦ to avoid the limb of the Earth and to account for the PSF of the LAT at lower
energies. gtmktime was used with (DATA QUAL > 0)&&(LAT CONFIG==1) criteria to filter
data within the good time intervals. Version v01r04 of make4FGLxml.py was used to create
the model file of each ROI, which automatically applied a 10◦ padding around the ROI
with the spectral parameters fixed. The binned counts cube was created with gtbin, and
gtltcube and gtexpcube2 were used to calculate the exposure map of the sky before the
likelihood analysis was completed using gtlike. The significance of any source is judged
by its TS value TS maps of each ROI were calculated with gttsmap after fixing all the free
parameters in the model file. Within each map, at any position with TS values larger than
25, we added a point source with a power law spectrum to the model file, and ran gtlike
once more. A model map was created using gtmodel and a counts map was created using
gtbin with the CMAP option and 0.1◦ pixels. Using farith from HEASoft, a residual map
of the region was calculated by subtracting the model map from the counts map. The signal
and noise counts are derived from the residual map. The residual maps were weighted to
a standard distance of 10 pc. The signal count is calculated from the root-mean-square of
all the residual values of the 317 pixels within 1◦ of the center of ROI. The noise count is
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calculated from the root-mean-square of all the residual values of the 317 pixels within an
annulus between 1◦ and 1.4◦ around the center of the ROI.
Following the methods above, 97 residual maps of the selected sources were created.
Stacking was achieved by adding up any desired number of residual maps again with farith,
with signal and noise counts calculated from the resulting stacks. The stacking results are
presented in Fig. 5.1. The sources were sorted by brightness with the X-ray survey first,
followed by the radio stars, then the historical flaring stars. The uncertainties in Fig. 5.1
were calculated from 100 bootstrap realizations of resampling the stack. Since the signal-tonoise level remains near unity, no γ-ray emission from these flaring stars was detected.

5.4.2

Stack Model

To test the expected stacked signal from the 97 flare stars and judge the limits imposed by
the non-detection, we constructed a simple flare star model. We assume a Poisson noise level
with an average of 18 counts, consistent with the individual residual counts maps, and create
97 counts maps with the same pixel size and map area as the survey. We model the stars
in the stack as circular Gaussian counts distributions with full-width at half-maximum of
0.5◦ sorted by decreasing flux. We assume the stellar fluxes follow a power law distribution
with an index α estimated from the cumulative flare frequency distributions of Evryscope
and other works (Howard et al., 2019). This power law index is in the range of −0.5 to
−1.0. We vary the peak signal-to-noise ratio using Poisson count rates to test the detection
significance.
We estimate the expected detection significance by comparing the signal and noise counts
as in our data analysis. Fig. 5.2 shows the results of 100 trials for steep and shallow flux
distributions. For α = −0.5, a stacked detection becomes apparent even if the brightest
star (or equivalently, the brightest flare) has a flux 7-10 times below the noise level. The
detection threshold is slightly higher for steeper distributions, naturally, since nearly all of

CHAPTER 5. FLARE STARS, PART I

250

Sources
Background

200
Counts

66

150
100
50
0
2.0

Signal to Noise Ratio

SNR

1.5
1.0
0.5
0.0
0

20

40
60
Number in Stack

80

100

Figure 5.1: Results of spatial stack. The upper panel shows the stacked counts of the sources
and the background versus the number of sources stacked, blue being the counts from sources
and green being the noise counts. The curve of counts from sources was shifted 0.2 in number
to the right to make error bars visible on both curves. The lower panel is the signal-to-noise
ratio (SNR) versus the number of sources stacked. The error bars are estimated from a
bootstrap resampling of the stack.
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the stacked flux comes from the brightest star. The stack significance grows for a shallow
flare frequency distribution, while for α = −1.0, the significance is highest at the beginning
of the stack.
We estimate the 95% confidence flux upper limits following the procedure of Huber et al.
(2012), and focusing on just the brightest radio flare stars in the survey. Fig. 5.3 indicates
that we reach a sensitivity floor of 1.5 × 10−10 ph cm−2 s−1 after stacking the first 14 stars.
This limit is well below the LAT sensitivity2 of about 10−9 ph cm−2 s−1 for the flux above
100 MeV of a high latitude point source with a power law spectrum and photon index of 2.

5.5
5.5.1

Temporal Analysis of TVLM 513
Conventional Methods

Some radio stars emit periodically by bringing emission regions into the field of view as
they rotate (e. g., Yu, S. et al., 2011; Lynch et al., 2015) As anticipated for photometry of
any individual source, the likelihood analysis for the periodic radio star TVLM 513 did not
indicate a significant detection within the ROI. In fact, the upper limit of its flux is 9.2×10−9
ph cm−2 s−1 , consistent with the previous null detection in § 5.4.1. We investigated a number
of methods to test for any emission at the known rotational period.

Aperture Photometry
On the desired ROI within the observation time range, we attempted an aperture photometry
analysis, using gtbin with the LC option and a bin size of 705.4488 s, which is 1/10 of the rotational period of the star. Exposure in each time bin was calculated with gtexposure. And
since the time bins in this study are relatively small, gtbary is used to make a barycentric
correction to the light curve.
2

https://www.slac.stanford.edu/exp/glast/groups/canda/lat Performance.htm
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Figure 5.2: Modeled detection significance in the stack for two populations of flare stars
with different power law indices, α, for the cumulative flare frequency distribution. Points
indicate the highest mean significance from 100 stacking trials, and the errorbars indicate
the standard deviation in the stacked significance.
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Figure 5.3: 95% confidence upper limit versus the number of ROIs stacked. The photon
index chosen for the stars is 2.57, from the results of temporal analysis of TVLM 513 as in
Sec. 5.5.3. The blue dashed line is the averaged upper limit excluding the first six stars.
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Figure 5.4: Left top: aperture photometric light curve of the ROI containing TVLM 513
as described, showing a 2-year span of the entire MET. Left bottom: Phase-folding the
aperture photometric light curve in the entire MET. Right: phase-folded light curve created
from using gtpphase as described above.
Assuming that the origin of periodicity in γ-ray emission is the same as what has been
established in radio and optical emission, the γ-ray period of the source is set to be the same
as the optical/radio periods. By binning the period into 10 phase bins then phase-folding
these full MET light curves, there should be one or several phase bins with larger count rates,
corresponding to the phase(s) where the active region is facing the Earth. For comparison, we
also used the rotational information in Wolszczan & Route (2014) to construct the ephemeris
of the star and a phase-folded light curve using gtpphase. The light curves obtained with
both methods, shown in Fig. 5.4 are unfortunately dominated by the random variability of
a relatively bright BL Lac near the center of the ROI, 4FGL J1501.0+2238 (hereafter 4FGL
1501) since it contributes most of the counts within the ROI.
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Power Spectrum
To search for periodic signals, we tested the data with the commonly utilized Lomb-Scargle
(LS) periodogram (Lomb, 1976; Scargle, 1982). It uses a discrete Fourier transform to
calculate power spectra of a given frequency and is effective for unevenly sampled data

PLS

P
P
1 ( i yi cos[2πf (ti − τ )])2 ( i yi sin[2πf (ti − τ )])2
+ P
)
= 2 ( P
2
2
2σvar
i cos [2πf (ti − τ )]
i sin [2πf (ti − τ )]

(5.1)

2
Where σvar
is the variance of the data, {ti } are the sampling times, {yi } are the values,

f is the frequency and τ =

1
4πf

tan−1

P
sin(4πf ti )
Pi
cos(4πf
ti )
i

Scargle (1989) also established a weighted power spectrum for unevenly weighted data.
Following this, a natural way to calculate the power spectra for data points with different
sizes of error bars is similar to calculate a weighted mean of the time series. One common
way of achieving this is to subtract data with a mean rate that is weighted by the sizes of
error bars of the data points. Except for data with varying uncertainty, this change also is
very effective for unevenly sampled data.
F ermi operates in sky survey mode during the majority of its mission. For analysis with
large time bins (at least multiples of the survey period), variation in exposure is very small
so usually no weighting is needed. For this work, however, time bins are usually chosen as
fractions of the period of a source, which is far shorter than survey period, therefore, the
exposure can vary widely between time bins. The choice of appropriate weighting for data
points is then very important. By definition, LAT rates are calculated as
errors are

(COU N T S)1/2
EXP OSU RE

COU N T S
EXP OSU RE

and

so it guarantees the validity of the error-weighted power spectra. The

nature of the observations of faint sources with LAT survey is that there are very few counts
in each time bin, which causes shot-noise variations in count rates and errors. Alternatively,
an exposure-based error is used to substitute the normal counts errors. Instead of the square
root of the actual counts, a predicted number of counts is used for the error and calculated
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Figure 5.5: LS periodogram of TVLM 513 within the time span of May 2014 to May 2016.
The red dashed horizontal line labels 3σ LS power and the cyan dashed horizontal line labels
1σ LS power. Green dashed vertical line on the right labels the space craft orbital period of
96min and the one on the left labels survey period of 3.2 hours. Note that the peak of power
above 3σ between the right-most two dashed vertical lines is also the results of one of the
harmonics of the spacecraft orbital modulations. Blue dashed vertical lines label the period
of TVLM 513 and one of its harmonics (n= 13 ), where a 1.5σ periodic signal is detected.
for each time bin with the product of the mean count rate and the exposure time of that
2
time bin. Other tests for periodic signals, such as Zm
test (Beran, 1969; Buccheri et al.,

1983) and H-test (De Jager et al., 1989) were tried as well. The LS periodogram results, as
shown in Fig. 5.5, only showed the 1.6 hr orbital period of the spacecraft. With the presence
of 4FGL 1501 close to the star, and the modulation due to the spacecraft, any sub-threshold
periodic or pulsed signal from TVLM 513 cannot be detected with the periodogram.
2
The Zm
test and H-test had low test statistics given the ephemeris obtained from Wol-
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szczan & Route (2014) as described above. These tests proved effective on the Crab pulsar,
however, given its bright, isolated nature. With its period of 33 ms, it should appear as a
constant source in time bins of ∼ 12 minutes, which again is the binning of TVLM 513 at
1/10 of its rotational period. Using the LS periodogram for a ROI around the Crab, periodic
signals were detected only at the spacecraft orbital period of 1.6 hr and the standard LAT
2
sky survey period of 3.2 hr, as expected. The Zm
test and H-test clearly detect the periodic

pulsation from the pulsar.

5.5.2

Temporal Stacking Analysis

With all conventional methods failing to detect periodic signal from the very faint source,
we utilized a temporal stacking method. By stacking different epochs into a phase-folded
light curve, we may improve the signal-to-noise ratio (SNR) in the time bin of an emission
pulse, and spatially isolate any signal from TVLM 513 using the Fermi likelihood analysis.
Since the source is very faint, few if any signal photons are received in any individual time
bin (some fraction of the rotation period), and the data are extremely noise dominated. For
TVLM 513 we stack the data temporally by dividing it into time bins 1/10 the rotational
period (roughly 12 min) using gtselect with each of the time bin assigned with a phase.
We then use gtselect again to combine all event files with the same assigned phase in each
time bin to create a phase-sorted dataset to run through the likelihood analysis pipeline
described earlier. Thus we obtain the flux and TS in each phase bin, and a phase-folded
light curve is created for the source. If the error of the flux in any phase bin is larger than
the flux in that bin, of if the TS value is lower than 10, then the flux is replaced with a 95%
upper limit using the Upper Limits class provided by the F ermi Science Tools.
As mentioned, conveniently there is a 4FGL source within the ROI of TVLM 513 with
a moderate GeV flux, 4FGL 1501. Since it flares randomly, 4FGL 1501 can be treated
as a non-periodic source. While only separated by 0.2◦ the two sources should be readily
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separable in the likelihood analysis, especially at high energies. Since it is in the same ROI,
we perform the identical likelihood analysis on 4FGL 1501 and use the results to verify those
for TVLM 513.

5.5.3

Results

Following the methods mentioned in § 5.5.2 and using the 7054.488 s period of Harding
et al. (2013), TVLM 513 was not detected. 4FGL 1501 was detected in all phase bins (TS
= 50-120), and no periodicity or pulse signature are evident. The lack of a detection from
TVLM 513 at this point may be due to the relatively large uncertainty in the period used.
Over many years, a pulsed signal could drift by several time bins. In fact, despite quoting a
very high precision period, Wolszczan & Route (2014) proposed a Ṗ = −1.13 × 10−7 s s−1 ,
which would impose a significant drift not subsequently seen (Lynch et al., 2015). For the
0.18 s uncertainty in the period used here, a putative pulsed signal would shift by one 11.76
min time bin after 3919 rotations, or just under a year. To check for any such drifting signal,
we examined the phase-folded light curves in smaller time spans of roughly two years (9000
rotations). Despite the shorter exposures, 4FGL 1501 is detected again in most phase bins.
Some marginal signal from TVLM 513 is seen in a couple of the time spans, reaching as high
as TS = 22, and the detected fluxes, while weak, do appear to wander in phase indicating
an imprecise period.
Rebinning the data from the start with a new period would have an unreasonable computational cost. Instead, we use the existing bins and shift the phase assignment one bin every
several thousand rotations to effectively raise or lower the period within its uncertainty. For
example, as discussed above, if the period were lower by the quoted uncertainty, the signal
would shift to the next phase bin after every 3900 rotations. Shifting the phase assignment
of a bin after 35,000 rotations brings the effective period down 0.020 s to 7054.468 s, the
period determined by Wolszczan & Route (2014). We tested a range of effective periods
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Figure 5.6: TS values (red) and flux (blue with errorbars) in phase bin 0.95 for different
effective periods deviated from P0 .
within the 0.18 s uncertainty of Harding et al. (2013), and found a consistent pulse at phase
0.95 that peaks in both flux and TS value for Pγ = 7054.362 s. Fig. 5.6 shows the changes
in TS value and flux in phase bin 0.95 with respect to the period. Taking into consideration
both the TS value and flux, there is a systematic rise in each to a peak for the optimal period
at Pγ .
We rebinned the data using this new γ-ray period and ran through the entire likelihood
pipeline from scratch. The resulting phase-folded light curves of TVLM 513 and 4FGL 1501
are shown in Fig. 5.7. Again 4FGL 1501 is detectable in all phase bins and shows no periodic
or pulsed signal. TVLM 513, on the other hand, has excess flux of (1.7 ± 0.6) × 10−8 ph
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Figure 5.7: Phase-folded light curves of TVLM 513 (left) and 4FGL 1501 (right) at the
period of Pγ = 7054.362 s. Upper limits were used in the light curve when TS in the bin is
less than 25 or when the flux error exceeds the flux. The red line indicates the average flux
of 4FGL 1501.
cm−2 s−1 at a phase of 0.95 with a TS value of 29.5, and all the other phase bins have either
low or undetectable fluxes. The power law index of the spectrum of the TVLM 513 pulse
is 2.59 ± 0.22. A power law with exponential cutoff model also fits the data with a similar
TS of 30.0, a photon index of −2.54 ± 0.24, but the exponential cutoff energy is very poorly
constrained. This TS value corresponds to a 5.0σ detection considering the 2 degrees of
freedom of the power law model of the star (Wilks, 1938). Taking into consideration the
trials factor adjustment (Lyons, 2008) from scanning through 10 different periods, and using
10 phase bins per period, the significance becomes 4.0σ (see Appendix). It is noted that
in phase bin 0.95 where the pulse of TVLM 513 is detected, 4FGL J1501 seems to have a
minimum flux. 4FGL J1501 in this bin is well detected (TS = 30). Our statistical model
described in the Appendix confirms that mis-assigning photons from a bright source to a
nearby faint source does not result in any significant rise of TS value or flux of the faint
source or any significant drop of TS value or flux of the bright source.
This γ-ray determined period agrees with the Harding et al. (2013) value within the
uncertainties, but differs significantly from the very precise value of Wolszczan & Route
(2014). However, they also mentioned that the pulse had “jumps” into shorter periods,
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resulting in a large Ṗ as mentioned earlier. Furthermore, Lynch et al. (2015) showed that
the radio pulse of TVLM 513, while stable in phase, is complex in shape, showing features
that span one to two-tenths of a rotation in phase over a few years. We therefore judge that
our period is consistent with optical and radio measurements. Further, using a radio pulse
arrival time from recent observations that overlap the Fermi data (M. Route, priv. comm.),
we can readily compare the radio and γ-ray phase information. The phase of the radio
pulse in the frame of the current analysis is 0.55. The radio pulse is known to precede the
optical maximum by 0.41 in phase (Lynch et al., 2015), therefore our putative γ-ray pulse
phase is 0.4 ± 0.05 rotations from the radio, and closer in phase with the optical, differing
by 0.1 ± 0.05. These offsets in phase help shape the physical interpretation of the putative
emission as described below.

5.5.4

Control Fields

We undertook a variety of tests to reduce the possibility of a spurious signal for TVLM
513 by repeating the analysis for apparently empty control fields, additional nearby 4FGL
sources, and empty phase bins. To check for a systematic variation in TS and flux with
effective period for TVLM 513, we analyzed an “off” bin at phase 0.25 in the same manner
as in Fig. 5.6. The results indicate no equivalent systematic change in either quantity, and
no instances of TS > 15. We modeled a mock source within the ROI of TVLM 513, but
0.2◦ on the opposite side of 4FGL 1501 to test whether the apparent signal may be some
residual effect from modeling out the BL Lac, or some other spurious feature of the ROI. The
phase-folded light curve of the mock source using Pγ had no phase bins with TS above 6. We
also analyzed 4FGL 1501 in the phase bin with the TVLM 513 pulse. Again, no significant
systematic change in TS or flux develops for any particular effective period although the BL
Lac is highly detectable in this phase bin for all periods.
We employed the exact same procedures described in § 5.5.2 on two test fields, one east of
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and the other west of TVLM 513. These are at roughly the same Galactic latitude (b ∼ 60◦ )
so that all three fields have similar backgrounds. Both test fields contain faint 4FGL sources
to serve as controls, and have the same ROI radius of 10◦ Ṫhe first test field is centered on the
quasar 4FGL J1404.8+0402, which is 23.2◦ away from TVLM 513. Mock star 1 is added 0.2◦
away from 4FGL J1404.8. The second test field is centered on BL Lac 4FGL J1450.8+5201,
29◦ away from TVLM 513. Mock star 2 is added 0.2◦ away from 4FGL J1450.8. None of
these 4FGL sources have known periodicity at the period of interest. The phase-folded light
curves of the 4FGL and mock sources, using Pγ , are shown in Fig. 5.8. Neither of the mock
sources in the two test fields have obvious periodicity or pulsed signal, and the TS values of
all phase bins are less than 13. The 4FGL sources also have no obvious periodicity or pulsed
signal as expected.

5.5.5

Statistical Significance

According to Wilks’ theorem (Wilks, 1938) a TS value of 30 for 2 degrees of freedom (d.o.f)
should correspond to a 5.0σ detection. However, since we searched through several periods
and binned the data, this result could be reduced due to the “look elsewhere effect” (Lyons,
2008). The survival function of the χ2 distribution with 2 d.o.f at TS = 30 corresponds to
a p-value of p0 = 3.0 × 10−7 . Given 10 periods and 10 phase bins, or 100 trials, the new
p-value, calculated as 1 − (1 − p0 )100 = 3.1 × 10−5 , thus lowering the significance to 4.0σ.
To further quantify the potential false positive rate of a TS = 30 signal in one phase
bin, we constructed a toy model to analyze the expected TS distributions and constrain the
statistical significance. We assumed a Poisson noise level with an average of 2 counts per
0.1◦ pixel, consistent with the counts map of each of the phase bins of TVLM 513. We
constructed two model ROIs, one containing noise, and one with a Gaussian star with a
full-width at half-maximum of 0.5◦ combined with the noise. The stellar counts were also
drawn from a Poisson distribution determined by the pulse SNR. Following the calculation
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Figure 5.8: Phase-folded light curves of two test fields. Light curve of the mock source in
the first test field, marked as Mock Star 1, is shown in the top left panel and 4FGL J1404.8
in the top right panel. Light curve of the mock source in the second test field, marked as
Mock Star 2, is shown in the bottom left panel and 4FGL J1450.8 in the bottom right panel.
The red dashed lines represents the average flux of the sources over all 10 bins.
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in Mattox et al. (1996), we obtain the TS value of the stellar signal for 106 trials. When the
SNR ≥ 1/9, TS values for the stellar signal larger than 30 emerge. The blue histogram in
Fig. 5.9 shows a distribution of TS values for SNR = 1/9, and TS exceeds 30 about once in
a million trials. We therefore treat a SNR = 1/9 as a lower limit to the signal level of the
stellar pulse. Lower SNR generally render the pulse undetectable, i.e., the TS distribution
never exceeds 25 in 106 trials.
While the phase-folded pulse signal from TVLM 513 may be detectable, the star was not
detected in the spatial stack using the full unbinned counts, due to the signals being deluted
into the long baseline of the observations. The pulse flux diluted by a factor of 10 falls well
below the upper limit for TVLM 513 calculated in § 5.5.2. We apply our toy model again
to determine the upper limit to the pulse signal, assuming it only occurs in one phase bin
out of ten. The previously constructed star plus noise ROI is added to 9 more noise ROIs
again drawn from a Poisson distribution with an average of 2 counts per pixel per bin. For a
pulse SNR of 0.4, the resulting TS distribution does not exceed TS values of 25 in 106 trials
(orange histogram in Fig. 5.9). We therefore treat a SNR = 0.4 as an upper limit to the
pulse signal of the star. The toy model TS value distributions assuming lower SNR or pure
Poisson noise are very narrow and symmetric around zero, with TS < 15 after many trials.
This result is consistent with the likelihood analysis of the individual undetected ROIs in
this work.
Given the low count rates, we also tested the sensitivity of the model TS distributions
to the addition or removal of a small number of photons. This is particularly relevant given
the proximity of 4FGL 1501 to TVLM 513. Artificially trading photons between overlapping
sources resulted in negligible changes to the TS distributions. Specifically, assigning stray
photons from a well detected source (SNR = 1.5) to an undetected source (SNR = 1/20)
did not result in a spurious detection in 50,000 trials (∆TS < 1).
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Figure 5.9: Modeled TS distributions of TVLM 513 for 106 trials as described in the text.
The blue histogram indicates a minimal occurrence rate of a TS = 30 signal calculated from
a SNR of 1/9. This SNR is therefore a lower limit requirement for a TS = 30 signal. The
orange histogram represents the modeled TS values of the entire time series by combining 9
noise bins and one “detection” bin with a SNR of 0.4. This SNR is therefore an upper limit
for the pulse from TVLM 513 to remain undetected in the full (not phase-folded) likelihood
analysis.
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Temporal Model

We constructed a temporal model to simulate the light curve of TVLM 513 and gauge
the significance of its possible detection. Only background noise and a stellar pulse are
considered; potential contamination from other γ-ray sources is ignored. Within the same
12 year time range and 10◦ radius ROI we used for the data analysis in § 5.5.2, the output
of gtmktime was fed to gtbin using the LC option.Then gtexposure was used to calculate
the exposure for each time bin in the light curve. The sampling time for the temporal model
was accumulated from this output for all time bins with non-zero exposure. We use the same
bin size of 705.4362s as in § 5.5.2. The phase assignment is identical to the data analysis
in § 5.5.3 with respect to Pγ in order to also replicate the gtselect and period refinement
processes. For the bins associated with the phase of 0.95, stellar signal combined with the
background noise is assigned. All other bins are assigned only background noise. Signal and
noise are both assigned in the same way as in the model described in the Appendix, so that
TS values of the desired bins can be evaluated.
The model background noise follows a Poisson distribution of average 1 ×10−5 , to recover
the observed total photon counts per phase bin per pixel of ∼ 2. This assures that the total
number of counts here is at the same magnitude of observed counts in the ROI. We previously
established that the reasonable range of SNR for the TVLM 513 pulse is between 1/9 and
2/5. We used a SNR of 1/50 to represent pure noise, 1/3 for a marginally significant signal
such as for TVLM 513, and a SNR of 3/4 to represent a readily detectable signal. The
phase-folded light curves from the model with these three SNRs are plotted in Fig. 5.10.
In the light curves, the counts of each phase bin are calculated by averaging results of 100
trials, and the error bars on the counts are the standard deviations of the 100 counts.
The toy model light curves confirm that even a stellar signal as weak as 33% of the noise
is still discernible after stacking 12 years of data. The light curve with S/N = 1/3 is a close
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Figure 5.10: Modeled phase-folded light curves at different signal-to-noise ratios at period of
Pγ . The counts in each bin are averaged over 100 trials, and the error bars are the standard
deviation of the 100 counts. The left panel, with SNR = 3/4, represents a well detected
source (TS ∼ 150). The middle panel with SNR = 1/3, represents a marginally detected
source like TVLM 513 (TS = 30). The right panel with SNR = 1/50 represents an almost
pure noise light curve (TS < 4). The total counts of the light curves are fixed, yielding the
different normalizations of each. The error bars are the standard deviation of photon counts
from 100 trials.
match to our results for TVLM 513, yielding TS near 30. The systematic increase in TS
value towards the optimal period was also tested with the temporal model. We calculate
the TS value of phase bin 0.95 at each period in Fig. 5.6. Fig. 5.11 shows that both the
modeled counts and TS value peak at Pγ . TS values at phase bin 0.95 are calculated from
the averaged counts over the 100 trials, and error bars are the standard deviation of the 100
TS values calculated from each individual trial. This result closely mimics that from the
TVLM 513 period analysis.

5.6

GeV Emission from Magnetically Active Stars

If the brightest source in the stack survey is at least a factor of 7 below the sensitivity floor
of 1.5 × 10−10 ph cm−2 s−1 found in § 5.4.2, then its flux is < 2 × 10−11 ph cm−2 s−1 , and the
next brightest source is 30-50% below that, depending on α. The brightest γ-ray solar flares
can reach a few 10−3 ph cm−2 s−1 (Share et al., 2018) and have a total energy as high as
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Figure 5.11: The modeled TS value in the phase bin 0.95 with respect to the period, using
the temporal model with S/N = 1/3. Periods examined are the same as Fig. 5.6. The error
bars are the standard deviation of the 100 TS values calculated. At Pγ , the pulse has a TS
near 30; at P0 , it drops below a 3σ signal.
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1033 erg. Scaling this flux to the 8.4 pc average distance of the radio stars used here results
in a flux of 10−15 ph cm−2 s−1 . To reach the detection limit of our stacking survey would
therefore require observing either > 104 flares of this magnitude, or hundreds of superflares
with energies above 1035 erg. The Evryscope flare survey (Howard et al., 2019) reached
spectral types as cool as M4, for which they found flare rates of 12 and 0.14 yr−1 for 1033
and 1035 erg flares, respectively. These rates would imply up to 9,000 solar-type flares from
our survey, and about 100 superflares. While we have not observed any truly remarkable
events, detecting stellar flares with significant ion acceleration activity appears to be just
beyond the current stacking sensitivity limit of F ermi.
The GeV emission from these magnetically active stars is not yet very well understood,
but non-thermal populations of accelerated particles are needed to emit photons with such
high energies. Usually these same non-thermal particles are also associated with radio emission. Some of the UCDs have been studied extensively in radio wavelengths, and can exhibit
periodic radio signals. The auroral emission from dwarf stars has been associated with the
effect of either a close-in planet or acceleration at corotation breakdown (Hallinan et al.,
2015; Kao et al., 2016; Pineda et al., 2017). The radio and γ-ray pulses from TVLM 513 are
clearly also associated with its rotational period, and Kuznetsov et al. (2012) eliminated a
close-in planet as a source of its radio emission. Lynch et al. (2015) found that an auroral
model with pulsed radio emission tied to a magnetic loop footpoint fit the radio data for this
star well, although simpler models of a dipole field and/or a long-lived active region are also
quite valid (Yu, S. et al., 2011; Kuznetsov et al., 2012; Kao et al., 2016). The distinction
between flares or bursts and more persistent aurorae (or some combination) as the source
of non-thermal particles is still unclear (Villadsen & Hallinan, 2019). We will assume the
persistent active region configuration for the remaining discussion.
To constrain the proton population properties we model the γ-ray emission using the
naima package (Zabalza, 2015). We input a γ-ray spectral energy distribution (SED) of the
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detected pulse using the results of the likelihood analysis from § 5.5.3, specifically the power
law with exponential cutoff model. We assume a target proton density of 1014 cm−3 which
resembles the photospheric environment, though the normalization simply scales with the
density. The resulting nonthermal proton spectrum has a spectral index of ∼ 2.6 and an
exponential cutoff energy around 30 GeV. The total proton kinetic energy is of order 1020
ergs. Ohm & Hoischen (2017) suggested that the total kinetic energy of these energetic
particles makes up about 5% of the total energy of the shock event, which implies a rather
moderate total energy requirement. These energies are also consistent with, and yet do
not exceed, the burst energies seen in radio flare stars (Villadsen & Hallinan, 2019). While
the uncertainties on these estimates are rather large due to the poorly constrained γ-ray
spectral parameters, these results do not imply inordinate flare energies, luminosities or
other unreasonable requirements to substantiate this GeV detection.
To accelerate the energetic protons, we may assume either powerful surface flares localized to a long-lived active region, and/or magnetospheric currents driven by the rotational
shearing of a circumstellar plasma disk or other unknown mechanism. The nonthermal
protons stream along converging field lines to an active region on the stellar surface. The
radio-emitting electrons at TVLM 513 have been modeled similarly (Lynch et al., 2015), and
we may compare those results with the implied proton densities from the γ-ray detection
assuming a canonical proton-to-electron ratio of ∼ 100 (Schlickeiser, 2013). For a 1 kG
global field, the electron density to generate the quiescent gyrosynchrotron emission of these
stars is about 105 cm−3 (Lynch et al., 2015). Integrating the proton spectrum to determine
the proton density, the active region volume is the final unknown in the normalization, but
may be constrained from the γ-ray spectral modeling. Given an active region surface area
about 1% that of the star, we estimate the implied active region thickness for a range of
photon spectral index and cutoff energy values.A minimum thickness, based on proton optical depths of 1–3 in the Sun (Zhou et al., 2017) is likely to be 10s to 100s of km. Presuming
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an active region thickness no larger than its diameter sets an upper bound of about 104 km.
Even allowing for the large uncertainties assumed here for the photon and proton spectra,
the detected pulse requires rather soft γ-ray spectra, and the proton spectrum mirrors these
constraints. These parameters are very similar to the spectra of γ-ray solar flares (Share
et al., 2018) and contrast with the hard proton spectra and TeV cutoff energies required by
Ohm & Hoischen (2017) for flare star detections by current and future Cherenkov arrays.

5.7

Conclusions

In this work, using 12 years of F ermi-LAT data, we report a γ-ray pulse from the periodic
M dwarf TVLM 513-46546. Its γ-ray period is Pγ = 7054.362 s, consistent with radio and
optical observations. The pulse has a flux of (1.7±0.6)×10−8 ph cm−2 with a power law index
of 2.59 ± 0.22. The pulse has TS = 30, which taking into account the look-elsewhere effect
and 2 d.o.f of the model, denotes a 4σ detection. A series of tests diminish the possibility
of a false positive signal, including analyzing test fields, referencing to non-periodic Fermi
catalog sources, scanning over different periods and statistical analysis of the detection.
The γ-ray pulse appears to be out of phase with the radio peak, but close in phase with
the optical pulse, arguing for auroral emission tied to a magnetic flux tube footpoint on
the stellar surface. While the details of the proton acceleration mechanism are not well
understood yet, the energies and proton number densities required to generate the γ-ray
pulse are far from excessive. In comparison to the quiescent radio emission, and assuming
a reasonable proton-to-electron ratio and active region geometry, modeling the GeV pulse
helps constrain the putative signal spectrum to be rather soft, similar to solar flare spectra
seen with Fermi. TVLM 513 is potentially the first isolated, main sequence star other than
the Sun detected in γ-rays. It should be noted that another candidate source,  Eri, was
reported with a tentative detection in γ-ray (Riley et al., 2019), but the emission is likely
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from irradiated dust rather than magnetospheric acceleration of cosmic rays.
Also using nearly 12 years of F ermi-LAT data, we report sensitive upper limits of 1.5 ×
10−10 ph cm−2 s−1 on the GeV flux of nearby flare stars by stacking 97 flaring M dwarfs
detected in radio and/or x-rays. The upper limit from the stack null result is consistent with
recent stellar flare surveys. The superflare rate would have to be factors of several higher
than currently observed in order to exceed the sensitivity limit achieved in the stack.

Chapter 6
A Large Population of Sub-threshold
Gamma-ray Pulsars
This chapter is submitted to the Astrophysical Journal and is under review for publication
(Song et al., 2021). This work was done in collaboration with Prof. Timothy Paglione, Prof.
Joshua Tan and Charles Lee-Georgescu.

6.1

Abstract

We report on a likelihood stacking search for γ-ray pulsars at 525 high latitude locations
that coincide with known radio pulsar positions. We significantly detect a stacked signal
over the background. Stacking their likelihood profiles in spectral parameter space implies a
pulsar-like spectral index and a characteristic flux one order of magnitude below the FermiLAT sensitivity. The same procedures performed on empty control fields imply a false
detection rate as much as 50%, although the stacked spectra of the control fields are distinctly
softer than those of the pulsars. This study also probes a unique region of parameter space
populated by older, transitional, and recycled (millisecond) pulsars. Many of these sources
89
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have lower rotational energy loss rates implying that the empirical γ-ray “death line” could be
predominantly a sensitivity limit. These new stacking results sensitively probe an unexplored
population of low luminosity and low spin-down power pulsars. The millisecond pulsar
luminosity function measured for the stack of sub-threshold millisecond pulsars constrains
their contribution to the Galactic center GeV excess.

6.2

Introduction

Identifying astrophysical γ-ray sources is one of the main goals of the Fermi Gamma-ray
Space Telescope, and the updated 10-year source catalog, 4FGL-DR2, identifies 279 sources
as pulsars (Abdollahi et al., 2020). However, the Australia National Telescope Facility
(ATNF) pulsar catalog lists over 2800 pulsars (Manchester et al., 2005). Gamma-ray flux
from these undetected pulsars is almost certainly present in data from the Fermi Large
Area Telescope (LAT) and should be discoverable using stacking techniques (Huber et al.,
2012). The characteristics of such stacked signals provide insight into pulsar γ-ray emission
properties and serve as a means to determine whether and how pulsars may contribute to
the diffuse γ-ray background, the γ-ray excess observed at the Galactic center, and γ-ray
flux from globular clusters.
Stacking analyses using Fermi-LAT data were proposed as useful techniques by Huber et al. (2012) to extend the detection threshold for γ-ray sources. This work has since
been expanded in surveys towards galaxy clusters (Dutson et al., 2013; Griffin et al., 2014;
Prokhorov, D. A. & Churazov, E. M., 2014; Reiss & Keshet, 2018), providing strong upper
limits or detections. An aperture photometry counts stacking analysis of the high energy
emission from pulsars in the third Fermi-LAT catalog was done by McCann (2015) with a
null result. However, more recently, an improved likelihood stacking technique was developed and successfully used to characterize the faint blazar and starburst galaxy populations
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at GeV energies (Ajello et al., 2020a; Paliya et al., 2019), pushing well beyond the point
source detection limit of the LAT.
With over twelve years of almost continual all-sky survey data, Fermi-LAT offers the
opportunity to probe below the γ-ray pulsar “death line” in spindown luminosity Ė (Smith
et al., 2019) where the vast majority of rotationally-powered pulsars reside. A study of
several faint γ-ray pulsars by Hou, X. et al. (2014) illustrated both the difficulties and
benefits of pushing the limits of sensitivity. They cite issues of bright backgrounds, steep
source spectra with low energy cutoffs, and broad, hard to discern pulses. Challenging as they
are to identify and confirm, this faint population is a window into an anticipated corner of
pulsar parameter space that probes rare alignment geometries and potentially novel emission
mechanisms. Despite their faintness, Bruel, P. (2019) demonstrated techniques that manage
to extract a pulse signature and spectral information even from sub-threshold sources.
With this project we aim to utilize stacking techniques to establish the existence of a
population of sub-threshold γ-ray pulsars and enable investigation of this elusive population.
The organization of this paper is as follows: In § 6.3 we describe our list of targets, the
observational methods and results, and summarize the new candidate population of subthreshold pulsars including information that can be extracted from our stacking analysis.
We also analyze control fields to validate the results. This sub-threshold population of
pulsars is analyzed in § 6.5. The overall properties of these sources are placed in context
with the known pulsar population in § 6.6.
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Observations and Results
Data Selection

We chose target pulsars from the ATNF pulsar catalogue version 1.64, November 20201 that
were not in the 4FGL-DR2 catalogue using the psrqpy Python package2 (Pitkin, 2018). To
optimize sensitivity, we avoid pulsars located in regions with complicated γ-ray emission
backgrounds, such as the Galactic plane and bulge, and regions near extremely bright γ-ray
sources. We therefore limited the search to high latitudes (|b| > 20
away from the Galactic bulge (|b| > 10

◦

and l > 30

◦

and l < 330

◦

), and mid latitudes

◦

). We also avoid all

globular clusters and the Magellanic Clouds. A total of 525 pulsar positions met these initial
selection criteria.
Twelve years of data from the LAT were used in this survey. The third revision of
the PASS8 data, P8R3, released on Nov 26, 2018 was used, along with the most recent
source catalog (the 4FGL-DR2, Abdollahi et al., 2020), hereafter the 4FGL, and diffuse
background models (Abdo et al., 2009b). Data analysis in this work is performed with
Fermipy (Wood et al., 2017) version 1.0.13 based on the Fermi Science tools Anaconda
distribution (Distribution, 2020) version 2.0.84 . Data were chosen between Mission Elapsed
Time (MET) 239560000s (MJD = 54682) and 641950000s (MJD = 59340). Each region of
interest (ROI) is a 21.2◦ ×21.2◦ square, which corresponds to a ∼ 15◦ radius ROI. The data
were also filtered using a zenith angle cut of 90◦ to avoid bright emission from the Earth.
Good time intervals were chosen with conditions DATA QUAL==1 && LAT CONFIG==1. The
data were binned in 30 logarithmically spaced energy bins (unbinned analyses for such a
large duration of time is computationally prohibitive). An all-sky livetime cube and all-sky
1

https://www.atnf.csiro.au/research/pulsar/psrcat/
https://psrqpy.readthedocs.io/en/latest/
3
https://fermipy.readthedocs.io/en/latest/
4
https://fermi.gsfc.nasa.gov/ssc/data/analysis/
2
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exposure cube5 within the specified time range from above were created and utilized for all
ROIs.
Some previous studies have uncovered potential systematic effects studying faint populations at low energies (Paliya et al., 2020; Principe et al., 2021). We took a data-based
approach to quantify this effect by conducting the likelihood analysis in two different energy
ranges. Our primary stacking analysis only uses photons in the energy range 300 MeV to
100 GeV to constrain the spectral energy distributions (SEDs) and calculate final fluxes. An
analysis that includes additional photon data from 100 MeV to 300 MeV is found in § 6.8.
We also created a library of more than 800 control fields from which we pulled samples
to validate the likelihood results, identify any systematic effects, and estimate the rate of
false associations. The control fields have the same radius of 15◦ , and are centered at
random locations in the sky within the same Galactic latitude and longitude ranges and
other exclusions described in § 6.3.1. The center of each control field is chosen to be at least
1◦ away from any known 4FGL source to be more certain that any measured signal can be
attributed solely to fluctuations in the background noise.

6.3.2

Fermi-LAT Data Analysis

Fermipy automatically reads the currently available version of the 4FGL catalog and creates
a model file for each ROI, along with the Galactic diffuse background emission and the
isotropic background. An additional source was modeled at the center of each ROI as a
power law with super exponential cutoff (PLEC). For the model parameters, prefactor,
index1, and cutoff are set free to be fitted, while scale is set to 1000 MeV and index2
is set to be 1.0 throughout the analysis. The spectral parameters of all sources within 7.5◦
from the ROI center, and the diffuse background models, were set free. This process yields
the Test Statistic value of each pulsar, defined as TS = 2 log L/L0 , a comparison of the log
5

https://fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/binned likelihood tutorial.html
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used as a rough estimate of the source significance.
Additional unmodeled sources with TS > 25 were identified using the find sources
function in Fermipy, assuming they are power law sources. Localization of the central
source was carried out with the localization function in Fermipy. Some of these sources
were localized far from the ROI center (> 1◦ ), in which case a new PLEC source was placed
at that location in addition to the central source.

6.3.3

Initial Results

Fig. 6.1 shows the TS distributions of the central sources in the target ROIs measured above
300 MeV. Only the 412 sources with TS > 0 are used in the plot. For comparison, the TS
values for test sources at the centers of the control fields are also shown. From our library,
616 control fields have TS > 0. The χ2 /2 distribution for three degrees of freedom is also
shown, which should be equivalent to the theoretical null (Mattox et al., 1996). We will use
TS > 10 (which corresponds to about a 2σ detection) as the criterion to choose sub-threshold
sources. We find 44 of them in total, including two above TS = 25 (see § 6.4).
We adapted the method used in Huber et al. (2012) to add up the TS values of all 412
ROIs with TS ≥ 0. We did the same for 412 randomly sampled control field ROIs from the
616 with TS > 0. To evaluate the uncertainty of these stacks, we did a bootstrap resampling
of all ROIs 100 times. The average cumulative TS values are shown in Fig. 6.1 along with
their standard deviations. The results, as shown in the top right panel of Fig. 6.1 show a
statistically significant difference between the cumulative TS values of the pulsars and the
control field test sources, ∆TS = 209, confirming the detection of an underlying population.
We quantify the significance of the stack detection by comparing the cumulative TS
distribution of different selections of control fields. The bootstrap resampling described
above was repeated 1000 times. The results are shown in the bottom right panel in Fig. 6.1.
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Figure 6.1: Top left: TS values of 412 target pulsars from analysis between 300 MeV and
100 GeV. Bottom left: TS values of 412 randomly sampled control field test sources. The
histogram values and the error bars are the averages and standard deviations after 100 samplings of the 616 control fields with TS> 0. The orange histograms represent the χ2 /2
distribution for 3 degrees of freedom. The red dashed vertical line represents TS = 25, the
usual detection threshold. Top right: Cumulative TS values of the target pulsars (blue) and
control field test sources (green). Shaded areas represent uncertainties estimated from bootstrap resampling of the stacks. Bottom right: Distributions of 1000 bootstrap resamplings of
the final mean cumulative TS value for pulsars (blue) and control fields (green). The dashed
lines represent the mean of each distribution. The dotted lines represent the mean of the
standard deviations of the 1000 bootstrap resamplings.
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For the control fields, the mean final cumulative TS value follows a Gaussian distribution with
a mean of 1409.5, and standard deviation of 8.72. The mean bootstrap uncertainty is 85.9
and is represented by the green shaded area in Fig. 6.1. For the pulsars, the same procedure
yields a mean final cumulative TS value centered at 1618.9, and standard deviation of 10.0.
The mean bootstrap uncertainty is 100.2 and is represented with the blue shaded area in
Fig. 6.1. Conservatively, the target and control field stacks are separated with a confidence
interval of 94.1% according to the bootstrap uncertainty of the differences between them.
The γ-ray sub-threshold pulsar candidates, as defined in § 6.5 – along with the full
ATNF catalog, our target ATNF pulsars, and 4FGL pulsars – are plotted in Fig. 6.2. This
high latitude study, while aimed primarily at reducing the background systematics, also
probes a unique region of parameter space populated by older, transitional, and recycled
millisecond pulsars (MSPs). Many of these sources also have lower rotational energy loss
rates (Ė), implying that the γ-ray “death line” around 1033 erg s−1 may be a sensitivity limit
more than anything else. The surveyed and detected source distributions also more closely
reflect the overall distribution of objects in the ATNF compared to those in the 4FGL. The
implications of these results are explored in § 6.6.

6.3.4

Parameter Space Stacking

To investigate the spectral properties of the pulsar population, we performed a parameter
space likelihood stack similar to Paliya et al. (2019). This analysis has been done on different
subsets of our sample targets. In this section, we introduce the results of the parameter space
stacking for the 412 pulsars with TS > 0. A point source with a PLEC spectrum is placed at
the optimized location of each pulsar fixing flux, spectral index, and cutoff energy. Only the
background isotropic and Galactic diffuse normalizations are free to be fit by Fermipy’s fit
function. This process returns a log likelihood for the ROI given these spectral parameters
for the central source. We repeat this process over a grid of flux and index values, keeping
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Figure 6.2: P -Ṗ diagram of the pulsars surveyed here (red dots), sub-threshold sources that
were stacked (green diamonds), Fermi catalog pulsars (blue dots) and ATNF pulsars (gray
dots). The right side histogram shows the distribution of Ṗ for all the pulsars; the top panel
histogram shows the distribution of P for all the pulsars. The histograms have the same
color coding as the symbols. Lines of constant characteristic age and Ė are indicated.
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the cutoff energy fixed at 823.3 MeV to lower the degrees of freedom to 2. A detailed
justification is given in §. 6.9. TS maps in flux-index parameter space for each ROI are made
by subtracting the log likelihood of the grid point representing the null, which is chosen to
be at the lowest flux (1.5 × 10−13 ph cm−2 s−1 ) and spectral index of −4, then multiplying
this result by 2. The stacked TS map is then made by summing the individual TS maps.
The results of the parameter space stacking of the 412 pulsar ROIs are shown in the left
panel in Fig. 6.3. A similar analysis of control fields with central test sources with TS >
0 is done for comparison, as shown in the middle panel in Fig. 6.3. This analysis is then
performed for the 44 sub-threshold pulsar ROIs as defined in § 6.5. We outline those parts of
parameter space that are within ∆TS = 30.3 of the peak, which corresponds to an idealized
5σ likelihood contour. Since we are stacking signals, there are different possibilities for what
could cause the peak and narrowness or broadness of the distribution. It could be that just
a few or even one ROI has a high significance at one set of parameters, or it could be that a
large number of relatively lower TS signals preferentially accumulate at a particular part of
parameter space. By examining individual parameter space TS maps, it is possible to have
a rough idea on which of the two causes the results. In either situation, there may be other
parts of parameter space with significant signal (according to the TS) which may correspond
to either the spread of all sources or a preference for certain individual sources for a specific
set of parameters.
Using 5σ uncertainties, for the pulsar ROIs, the maximum TS value, 612, occurs for a
−10
flux of 3.73+1.45
ph cm−2 s−1 and a spectral index of −1.5+0.25
−1.04 × 10
−0.5 . The sensitivity of

the LAT for these latitude ranges is 1–2×10−9 ph cm−2 s−1 , one order of magnitude higher
than the fluxes we are able to probe here. The spectral index is typical for 4FGL pulsars
(Smith et al., 2019). For the control fields, the maximum TS value, 567, occurs at a flux of
−10
3.73+1.45
ph cm−2 s−1 and a spectral index of −2.5+0.75
−1.04 × 10
−1.5 . In addition, the difference

of the two stacks is plotted in the right panel of Fig. 6.3, indicating that the pulsars have

CHAPTER 6. PULSARS

0.0

600

-0.5

-0.5

500

-1.0

200

-3.0
-3.5

100

-4.0

-1.5
-2.0

-3.5
-4.0

-12.9-12.3-11.7-11.1-10.6-10.0 -9.4
log10(Flux) (ph cm−2 s−1)

400

300

-2.5
-3.0

-12.9-12.3-11.7-11.1-10.6-10.0 -9.4
log10(Flux) (ph cm−2 s−1)

150

-1.0

200

100

0

Index

300

-2.5

Index

-2.0

TS

400

-1.5
Index

-0.5

500

TS

-1.0

0.0

600

-1.5
-2.0
-2.5
-3.0

100

50

Δ TΔ

0.0

99

0

-3.5
-4.0

50

-12.9-12.3-11.7-11.1-10.6-10.0 -9.4
log10(Flux) (ph cm 2 s 1)

Figure 6.3: Left: Parameter space stack of 412 pulsar ROIs with TS larger than 0. The white
+1.45
−10
X marks the optimal parameters at spectral index −1.5+0.25
−0.5 , and γ-ray flux 3.73−1.04 × 10
ph cm−2 s−1 , with a maximum TS value of 612. The contour shows the 5σ range around
the max. Middle: Parameter stack of control fields. This is the average of 100 stacks of 412
randomly chosen control fields out of the 616 with TS > 0. The white contour is the pulsar
result, and the dashed white contour marks the 5σ range of the stacked control field TS map.
−10
The + indicates the control field stack maximum TS value, 567, at a flux of 3.73+1.45
−1.04 × 10
ph cm−2 s−1 ph cm−2 s−1 , and a spectral index of −2.5+0.75
−1.5 . Right: Subtraction of the two
stacks indicating their significant difference; the pulsars have notably harder spectra.
significantly harder spectral indices than the control field test sources.
We note that a peak occurs in the parameter space stack for the control fields as well.
However, that peak is much less significant than the one for pulsars by ∆TS ∼ 100, and it
corresponds to a softer spectral index than for a typical pulsar. Subtracting the pulsar and
control field TS maps confirms that these populations have significantly different spectral
properties, and that the diffuse background may introduce a systematic effect leading to
false association/detection. Very soft SEDs generated from stacking should be treated with
suspicion as our analysis shows this is what can be generated when stacking blank sky.

6.4

Discussion of Pulsar Candidates with TS > 25

As mentioned above, two out of the 44 sub-threshold pulsars have TS > 25, the usual
detection threshold. Their SEDs are shown in Fig. 6.4 and their spectral properties obtained
in this work are shown in Table 6.1. Both of these detection candidates have well localized
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γ-ray positions that did not require refitting. The associated TS maps with the γ-ray 95%
error ellipse and the published positional uncertainties from the radio are shown in Fig. 6.4,
and their coordinates with associated uncertainties are listed in Table 6.1. One of these
candidates, PSR J1705-04, has well fitted parameters and a pulsar-like SED. The other,
PSR J2336-01 has a relatively soft spectral index, a largely unconstrained cutoff energy, and
its SED is slightly more consistent with a simple power law spectrum rather than a PLEC
shape. The best fit SEDs along with uncertainties are shown in Fig. 6.4 while the curvature
significance of each is quantified by the TScurv value included in Table 6.1.
Overall, PSR J1705-04 is potentially a good candidate for follow-up study to see whether
its γ-ray flux can be confirmed to be associated with the pulsar, but PSR J2336-01 seems
more likely to be spurious or due to flux from an unassociated source near the line of sight.
While phase-folded pulse detection is needed to confirm the pulsar nature of these sources,
attempting to establish γ-ray timing solutions is reserved for future work.
Table 6.1: Candidate Pulsar Detections
RA (Fermi)
Dec (Fermi)
RA (radio)
(h m s)
(◦ 0 )
(h m)
J1705-04 17h 04.m 632(2.m 712) −04◦ 39.0 66(29.0 88) 17h 05m (2m )a
J2336-01 23h 36m 19.s 44(21.s 6)
−01◦ 56.0 1(5.0 7)
23h 36.m 6(0.m 2)b
a
Karako-Argaman et al. (2015)
b
Sanidas, S. et al. (2019)
c
TScurv = TSPLEC − TSPL
Neither pulsar has Ė data

Dec (radio)
(◦ 0 )
−04◦ 410 (360 )a
−01◦ 510 (30 )b

Photon Flux
Index
Cutoff Energy
(×10−9 ph cm−2 s−1 )
GeV
2.29 ± 0.51
−1.17 ± 0.47
0.37 ± 0.08
1.45 ± 0.41
−3.19 ± 0.48 35.7 ± 107.0

TS

TSccurv

29.80
30.59

2.34
-1.11

Luminosity
(×1032 ergs s−1 )
0.10 ± 0.06
8.62 ± 5.60

Dist
(kpc)
0.21
2.393

We also note that comparing with the recently published 4FGL-DR3 paper (Fermi-LATCollaboration, 2022), our localization criteria, with a positional offset smaller than 1◦ and
smaller than 68% positional uncertainty, may in fact be too stringent. Relaxing this requirement yields the following pulsars with TS > 25: J0038-2501, J0636-3044, J0922+0638,
J1405-4656, J1610-17, J1913+3732. Among these pulsars, PSR J0922+0638 is in the recently
released 4FGL-DR3 catalog. In addition, two pulsars in our list of sub-threshold sources,
J0525+1115 and J1455-3330, are also present in the 4FGL-DR3 catalog.
For completeness, we note that there is also one TS > 25 control field found in our library.
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Performing a similar analysis on it resulted in a poorly localized position, uncertain spectral
parameters, and fitting results that did not converge. Thus, we consider this control field
detection to be spurious.

6.5

Sub-threshold Sources

As defined in § 6.3.3, a pulsar with T S > 10 is defined as a sub-threshold given that such TS
value is slightly below the detection threshold of T S = 25. All of the sub-threshold pulsars
described in § 6.3.3 can be found in Table 6.2. In this section we describe the parameter
space stacking results focused on this group of pulsars in our target list. These 44 pulsars
are plotted on the P -Ṗ diagram (Fig. 6.2) and include various types of pulsars, from MSPs
to a magnetar, and most of them are below the ∼ 3 × 1033 ergs s−1 γ-ray “deathline.”
Table 6.2: Sub-Threshold Pulsars
PSRJ
PSRJ
J0048+3412
J0525-6607
J0154+1833
J0636+5129
J0211-8159
J0740+41
J0520-2553
J0952-3839
J0525+1115∗∗ J1017+3011
∗
TS > 25
∗∗
In 4FGL-DR3

PSRJ
J1017-7156
J1022+1001
J1300+1240
J1328-4357
J1333-4449

PSRJ
J1339-4712
J1358-2533
J1405-4656
J1455-3330∗∗
J1503+2111

PSRJ
PSRJ
PSRJ
PSRJ
J1517-4356 J1706-6118 J1926-0652 J2052+1219
J1543+0929 J1739+0612 J1933-6211 J2053+1718
J1651-7642 J1745+42
J2006-0807 J2053-7200
J1657+3304 J1813+4013 J2046+1540 J2122+2426
J1705-04∗
J1923+4243 J2048-1616 J2155-5641

PSRJ
J2202+21
J2313+4253
J2322-2650
J2336-01∗

The spectral parameter stack of just the sub-threshold sources is shown in Fig. 6.5.
Again their most likely spectral parameters differ significantly from the stack of the similarly
selected control field ROIs with test source TS values in the sub-threshold range. Because it
is unreasonable to assume that all these pulsars emit at a similar flux, we explored different
scaling relationships and applied them to the parameter space stack. First we scaled the
flux by d2 using the distance derived from the dispersion measure and the Galactic electron
density model of Yao et al. (2017) (YMW2016). One pulsar without a valid model distance
is excluded (J1739+0612). This exercise effectively assigns a common luminosity to all the
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Figure 6.4: Spectral energy distributions and TS maps of PSR J1705-04 (top left) and PSR
J2336-01 (bottom left). Fluxes with errorbars are shown in each energy bin with TS > 4,
and the rest are shown with 95% upper limits. We also plot the best-fit PLEC (black solid
line) spectral models from the likelihood analysis over the full energy range along with the
uncertainties (gray shaded area), with the parameters given in Table 6.1. TS maps of PSR
J1705-04 (top right) and PSR J2336-01 (bottom right) are also plotted. The red + and
ellipse represent the radio position and uncertainty of each pulsar; the white x and ellipse at
the center of the map indicates the optimal γ-ray location and 95% uncertainty.
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pulsars. Since pulsar luminosity is actually expected to depend on spin-down power, Ė, we
p
also scaled the pulsar fluxes by Ė and Ė, the so-called heuristic relation between pulsar
luminosity and spin-down power (Smith et al., 2019). Finally, we scale the γ-ray flux by
Ė/d2 , as the spin-down “flux” of a pulsar, described by the energy flux of the spin-down
luminosity of the pulsar at the distance to the Earth, can also be related to the γ-ray flux
of the pulsar.
Using 3σ uncertainties (∆TS = 13.2), the sub-threshold pulsars have an optimal spectral
+6.27
−10
index of −1.0+0.25
ph cm−2 s−1 at a maximum TS
−0.75 and optimal γ-ray flux of 3.73−1.04 × 10

of 310.8. For the sub-threshold selection of control fields, their stack has an optimal index
−10
of −2.0+0.25
ph cm−2 s−1 at a maximum TS
−0.75 with an upper limit on the flux of 7.20 × 10

of 257.0.
Scaling the sub-threshold sources by luminosity, the stacked TS value peaks at 131.6,
+3.25
−10
with a spectral index of −0.5+0.5
ph cm−2 s−1 . When scaled
−1.25 and flux of 1.93−0.54 × 10

with Ė the stack of sub-threshold pulsars peaks at a TS value of 57.4 with a spectral index
p
−10
−2 −1
Ė, the
> −2.25 and a γ-ray flux around 3.73+6.27
×
10
ph
cm
s
.
When
scaled
by
−3.07
TS peak is 84.6, located at optimal spectral index of −2.0+1.75
−1.25 with a γ-ray flux upper limit
at 7.20 × 10−10 ph cm−2 s−1 . When the pulsars are scaled by the spindown flux, Ė/d2 , the
−12
peak of TS map is 51.9 with a spectral index > −1.25 and a γ-ray flux of 1.00+1.68
ph
−0.28 × 10

cm−2 s−1 . Again, as stated in § 6.3.4, the peaks and their widths, and even multiple peaks,
in these TS stacks do not specifically attribute certain parameter values and uncertainties
to the targets, but serve to provide insight as to which scaling models may give a reasonable
description of the overall population. We cite 3σ ranges here, rather than 5σ ranges as
before, simply because of the much lower number of stacked ROIs and consequently lower
cumulative TS. Besides reinforcing that the pulsars are harder than the control fields, the
p
results generally imply that scaling luminosity by Ė is slightly preferred over scaling by Ė,
but it is not very significant (∆TS = 27). Scaling by distance or merely by flux yield much
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Figure 6.5: Top left: Parameter space stack of 44 ROIs with sub-threshold pulsars. This
is stacked assuming these pulsars have a similar average flux. The white X marks the
optimal parameters with largest TS value of 310.8, and the contour indicates 3σ from the
maximum. Top middle: Parameter space stack for 29 control fields that satisfy the subthreshold criteria as described in § 6.3.3. Top right: Parameter space stack of 43 ROIs
with sub-threshold pulsars with a measured distance stacked assuming these pulsars have a
similar average luminosity. The white X marks the optimal parameters with largest TS value
of 131.6. Bottom left: Parameter space stack of 37 ROIs with sub-threshold pulsars that
have a measured Ė stacked assuming the γ-ray flux of these pulsars scales with Ė. Bottom
p
middle: Parameter space stack of the same 37 ROIs assuming the γ-ray flux scales with Ė.
Bottom right: Parameter space stack of 34 ROIs with sub-threshold pulsars assuming the
γ-ray luminosity of these pulsars scales as Ė/d2 .
higher likelihoods, a very similar result as seen in a recent stacking survey of TeV pulsars
(Albert et al., 2021).
We also stacked the signals in different photon energy bins to generate a stacked SED for
the sub-threshold pulsars (Fig. 6.6). Here we binned the data into three energy bins: 300
MeV to 1 GeV, 1 GeV to 10 GeV, and 10 GeV to 100 GeV. While pulsars are distinctively
known for their curved SEDs, in each energy bin a power law fit is used, as is standard
practice6 , to simplify the analysis. The flux in each bin is calculated from the best fit power
6

https://fermipy.readthedocs.io/en/latest/advanced/sed.html
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law parameters with the largest TS in the stacked parameter space map, and uncertainties are
evaluated from the 3σ spread from the peak. The TS map of the highest energy bin does not
converge in parameter space, so an upper limit is given. The spectrum further corroborates
the pulsar-like properties of the sub-threshold sources. We compare the stacked SED to the
previous pulsar stacking results of McCann (2015). In Fig. 6.6, the orange dashed-dotted line
is their average best-fit spectrum for young pulsars in the catalogue with a PL index of −1.46
and a cutoff energy at 3.6 GeV; the green dotted curve is the average best-fit spectrum for
the catalogue MSPs, with a PL index of −1.59 and a cutoff energy at 3.54 GeV. Our stacked
SED is about an order of magnitude less luminous than the average MSP and two orders of
magnitude less luminous than the average young pulsar, which shows the sensitivity of the
stacking technique. It is also expected that the pulsars in our stacking survey would be less
luminous given their generally lower Ė, which is explored further in § 6.6.2. The stacked SED
is also somewhat softer than the average bright pulsars in McCann (2015), which may be
expected again given their lower Ė. In addition, it is possible that background contamination
contributes to the stack, especially in the lowest energy bin, which could result in an SED
that is softer than the bright pulsar SEDs.

6.6
6.6.1

Discussion
Rate of False Detection/False Association

The control fields effectively probe the false detection or false associate rate in this study.
One control field test source returned TS > 25, and 28 more satisfy the sub-threshold source
classification.
We also examined simulated data to understand if the control fields with high TS could
be caused by uncertainties in modeling the background and/or other sources. The simulated
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Figure 6.6: Stacked SED of 44 sub-threshold pulsars with well calibrated distances. The
data points represent the best fit power law model in each energy bin, and the gray fields
represent the 3σ uncertainties on the spectral parameters. The red dashed curve represents
the inverse Compton scattering model result using naima as described in § 6.6.2. The orange
dashed-dotted line and green dotted line are the average young/millisecond pulsar SEDs
from McCann (2015).

CHAPTER 6. PULSARS

107

observations were generated by the simulate roi function in Fermipy. The central source is
left out of the model when creating the simulated observation, and the normalization of the
isotropic background is adjusted to test the effects of varying counts noise. The simulated
observations of each of the control field ROIs is then fed through the analysis pipeline with
the central source added back to the model, and the TS value of the central source is
measured. Without altering the background normalization, the resulting TS distribution is
indistinguishable from the null, χ2 /2, which is inconsistent with the control field results in
Fig. 6.1, and indicates that systematic observable effects are causing a high false detection
rate. Source detection is thus highly sensitive to background modeling. An increase of only
0.1% in the isotropic background normalization yields test source TS values that stack in a
similar way as the control fields (Fig. 6.7). The resulting simulated TS distribution exceeds
the null, but still produces fewer sub-threshold sources and no detections (TS > 25). Thus,
while spurious counts noise or background modeling systematics can account for much of the
relatively high rate of false association we find, it seems likely that emission from unrelated
sources along the line of sight contributes as well. The control field parameter stacking
results indicate that these contaminating or spurious sources should have notably softer
spectra, however, and are distinguishable at least from pulsars.

6.6.2

Luminosities

The Fermi-LAT detected pulsars show a correlation between their γ-ray luminosities and Ė
(Abdo et al., 2013). Depending on the beaming geometry, their efficiencies can be rather high
p
as well. There has been some suggestion that at low Ė the heuristic relation of Lγ ∝ Ė
may change to an even stronger dependence and a very high efficiency (Smith et al., 2019).
This study allows us the opportunity to probe this low rotation power regime for the first
time.
We extracted the spectral parameters of all 4FGL pulsars and converted them to lumi-
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Figure 6.7: Results of ROI simulations. Left: TS distributions of null (orange histogram) and
simulated test sources (red histogram). The uncertainty is estimated by randomly sampling
the TS distribution of the simulated test sources. Right: Cumulative TS distribution of the
pulsars (blue), control fields (green) and simulation (red).
nosity by integrating within the photon energy range of 300 MeV to 100 GeV using the
default ATNF distance modeled with YMW2016 (Yao et al., 2017) with a 30% uncertainty.
We consider a beaming factor fΩ = 1, where the luminosity is the energy flux multiplied
by 4πd2 fΩ . We estimated the luminosity of sub-threshold pulsars based on the results from
the parameter space stacking in § 6.5. The flux and photon index were obtained from the
stacked TS maps in each Ė range and integrated to get the energy flux. Uncertainties in energy flux are estimated from the 3σ spread of the parameters. Luminosity is then calculated
by scaling to the 1.69 kpc average distance of the sub-threshold sources. Pulsars without a
YMW2016 distance or set to the flagged value of 25 kpc based on the dispersion measure
are again excluded.
The luminosity and Ė of all 4FGL pulsars and the sub-threshold stacked pulsars are
plotted in Fig. 6.8. The sub-threshold pulsars appear to effectively extend the luminosity-Ė
dependence to low Ė. Their luminosity distribution is consistent with the low tail of the
4FGL pulsars.
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1038

100

101

Figure 6.8: Gamma-ray luminosity versus Ė, along with their distributions, for 4FGL pulsars
(blue) and stacked sub-threshold pulsars (green). The stacking results for the sub-threshold
sources are indicated in green with 3σ error bars. The red dashed line indicates the
p maximum
efficiency limit for a beaming factor fΩ = 1. The heuristic dependence of L on Ė is noted
by the purple dashed line. Top and Right: Ė and luminosity distributions of 4FGL pulsars
(blue), all targeted ATNF pulsars (red) and sub-threshold pulsars (green).
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Another issue is that many models of γ-ray emission from pulsars indicate that the
emission mechanism leading to the pulsed signal may turn off at low Ė (Watters et al., 2009).
Low Ė also precludes them from being pulsar wind nebula candidates. This survey was
designed specifically to have clean backgrounds so the γ-ray source should originate with the
neutron star itself, similar perhaps to the presumed magnetospheric off-peak emission seen in
some pulsars (Abdo et al., 2013). We investigate a simple scenario where the γ-ray emission
is from an inverse Compton halo located near the light cylinder. Using the naima code
(Zabalza, 2015; Khangulyan et al., 2014), we assume a seed photon field from photospheric
thermal emission at 106 K. Integrating over all scattering angles, inverse Compton scattering
from an electron distribution with a power law index of −1.8 and cutoff energy of 4 GeV
generates a spectrum that is consistent with the fluxes and SEDs of the detected and subthreshold sources, as shown in Fig. 6.6. The required normalization depends on the product
of the non-thermal electron density and photon density (which depends on the characteristic
scattering distance from the stellar photosphere). If this distance is comparable to the light
cylinder radius, ∼ 10 neutron star radii, then the lepton densities required to create such a
spectrum are orders of magnitude below the Goldreich-Julian density (Goldreich & Julian,
1969).

6.6.3

Sub-threshold Pulsars and the Galactic Center Excess

An excess of GeV γ-ray emission around the Galactic center (Galactic center excess, or
GCE) has been identified by many groups (e. g., Atwood et al., 2009; Goodenough &
Hooper, 2009; Abazajian, 2011). Some studies argue that this emission may be evidence of
a dark matter signal (Cholis et al., 2015; Calore et al., 2015). Others argue that unresolved
point sources in the Galactic bulge contribute to this emission (Bartels et al., 2018b; Calore
et al., 2014; Chang et al., 2020). As an example, Abazajian (2011) concluded that the GCE
had a spectrum consistent with the spectra of four Fermi-LAT detected globular clusters,
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whose signal is attributed to MSPs. Subsequently, some studies indicate that MSPs may
perhaps explain the entire γ-ray excess (e. g., Ploeg et al., 2017). These analyses are mostly
limited by the uncertainties in the luminosity function for MSPs due to incompleteness
(Hooper & Mohlabeng, 2016; Eckner et al., 2018, and references therein). Fermi-LATCollaboration (2017) concluded that 800-3600 MSPs would be required to explain the entire
excess, depending on the luminosity function.
Here we examine the luminosity function of the entire γ-ray pulsar population combining
the 4FGL pulsars and the sub-threshold pulsars with their estimated luminosity as described
in § 6.6.2. The luminosity function, dN/dL, and the cumulative luminosity distributions are
shown in Fig. 6.9 for both the entire pulsar population and only MSPs (P < 15 ms). The
MSP luminosity function is well fit with a broken power law. This fit also describes the
cumulative distribution very well and is consistent with previous work (Ploeg et al., 2017;
Bartels et al., 2018a; Hooper & Mohlabeng, 2016). Using the best fit MSP luminosity
function of the 106 MSPs in our study, we calculate their total luminosity to be 1.68 × 1036
ergs s−1 . Bartels et al. (2018a) determined the GCE intensity to be 2.3 × 10−9 erg cm−2
s−1 , which yields a total luminosity of 1.76 × 1037 ergs s−1 for a distance of 8.0 kpc. If bulge
MSPs are to explain the entire GCE, then about 1110 are required, which is consistent (if on
the low end) with the Fermi-LAT Collaboration’s estimation. We note that the SED of the
primarily low Ė sub-threshold pulsars does not peak around a GeV like the GCE, so higher
spin down pulsars are the more likely contributors.

6.7

Conclusions

In this work we examined the γ-ray emission from 525 locations that coincide with ATNF
pulsars using Fermi-LAT data. Our sample ranges widely from young to old pulsars, magnetars, MSPs, and low Ė pulsars.

CHAPTER 6. PULSARS

112

Best Fit BPL
MSPs
PSRs

10−29

102

10−31
10−32

N(>=L)

dN/dL (erg−1 s)

10−30

10−33

101

10−34
10−35
model
MSPs
PSRs

10−36
100

1031

1032

1033

1034

Lγ (erg s−1)

1035

1036

1037

1030

1031

1032

1033

1034

1035

1036

1037

Lγ (erg s−1)

Figure 6.9: Left: Luminosity function of all 4FGL pulsars, newly detected pulsars, and subthreshold pulsars (green). MSPs are shown in orange. A broken power law best fit to the
MSPs is shown with slopes of −0.2 and −1.54 below and above the break, respectively, which
is at 1.43 × 1033 erg s−1 . Right: Cumulative luminosity distributions for all pulsars (green)
and MSPs (orange). The cumulative result for the broken power law is shown for the MSPs.
There is a significant stacked signal above the background from the 412 target sources
with TS > 0, and we report a population of 44 sub-threshold pulsars with TS > 10. Stacking
the TS profiles of the sub-threshold sources in spectral parameter space (flux and photon
spectral index) indicates a pulsar-like spectrum assuming a cutoff energy at 823 MeV, with
an index of −1.5+0.25
−0.5 , which is consistent with known pulsar SEDs. The characteristic γ-ray
−10
flux between 300 MeV to 100 GeV flux of 3.73+1.45
ph cm−2 s−1 is about an order of
−1.04 × 10

magnitude lower than the Fermi-LAT point source sensitivity. We also constructed a stacked
SED of these sub-threshold pulsars. The sub-threshold pulsars roughly follow the expected
dependence of Lγ on Ė.
Among the 44 sub-threshold pulsars, two of them, J1705-04 and J2336-01, have TS values
exceeding the detection threshold of 25. Details about these two candidate detections are
discussed in § 6.4.
The total luminosity of the 106 MSPs in our survey can account for ∼10.2% of the
luminosity of the GCE. This result supports the hypothesis that a population of 1110 MSPs
in the Galactic bulge could be responsible for the GCE.
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Stacking Results from 100 MeV

Recent work has revealed that due to the worse resolution and contamination from the
backgrounds, parameter stacking that includes photons below 300 MeV may introduce a
spurious population of extremely soft sources (Paliya et al., 2020). Here, we test this claim
by comparing the stacking analysis results using the 300 MeV to 100 GeV data to those
using the 100 MeV to 100 GeV data following the same prescription outlined in § 6.3. In
Fig. 6.10, we plot the TS100 (TS value of a source obtained using data between 100 MeV
and 100 GeV) distribution and the cumulative TS100 distribution of both the pulsar ROIs
and control field ROIs. While the stacked pulsar signal still persists when examining the
cumulative TS100 distributions, the difference from the control stack is less significant and
the standard deviation of the mean final cumulative TS value is larger. Therefore there is
likely both a higher rate of false detection and a larger spurious sub-threshold population.
We also investigated the 100 MeV to 100 GeV pulsar and control field ROIs using the
parameter space stacking technique. However, about ∼ 1/4 of the pulsar ROIs did not
converge at all points in parameter space using this method. In Fig. 6.10, we show the
parameter stacking results of 370 pulsar and control field ROIs with TS100 > 0 that converged
in parameter space. The parameter space stacking shows no significant difference from the
results using 300 MeV to 100 GeV data in Fig. 6.3. In both cases, the pulsars collectively
have a harder spectral index than the control fields. The flux in the control fields is only
consistent with an upper limit.
Overall, we do not see a dramatic improvement to the stacking results using only photon
energies ≥ 300 MeV. However, we still recommend using the higher energy range due to the
following considerations: 1) In our analysis, we used a curved PLEC spectrum for our sources
instead of a simple power law. A larger systematic effect could occur for power law sources.
2) Above 300 MeV, the improved resolution of Fermi-LAT can greatly aid in localizing faint
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signals and in making less ambiguous source associations. 3) We also saw a decrease in the
false association rate when excluding the lower energies.

6.9

Three-Dimensional Parameter Space Stack

With three parameters (prefactor, index1 and cutoff energy) for PLEC fitting, a complete
parameter-space stack could include, in addition to the flux and index, the cutoff energy.
To test the dependence on cutoff energy, we calculated the same parameter stack using data
from 300 MeV to 100 GeV at 4 different cutoff energies with a sample selection of 116 pulsars
from the target list. For cutoff energies of 655 MeV, 823 MeV, 1034 MeV and 1300 MeV,
as shown in Fig. 6.11, the stacks indicate a negligible dependence between spectral index
and cutoff energy. There is a slight softening of the spectrum with increasing cutoff energy,
which is consistent with the trends for 4FGL pulsars and the analytical relation between
the two quantities derivable directly from the PLEC model. However, the 5σ range is large
compared with the trend. We therefore chose to fix the cutoff energy at the median value of
all the PLEC 4FGL pulsars for the analysis presented in § 6.3.4.
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Figure 6.10: Top left: TS100 values of target pulsars from analysis with 100 MeV to 100
GeV data. Bottom left: TS values of control field test sources from analysis with 100 MeV
to 100 GeV data. The orange histogram represents the χ2 /2 distribution for 3 degrees of
freedom. The red dashed vertical line represents TS = 25, the presumed detection threshold.
Right: Cumulative TS100 values of the target pulsars (blue) and control field test sources
(green). Shaded areas represent uncertainties estimated from bootstrap resampling of the
stacks. Bottom left: Parameter space stack of 370 pulsar ROIs with TS100 > 0. The white
X marks the optimal parameters with largest TS value of 603.9, and the contour shows the
5σ range. Bottom right: Parameter stack of 370 control fields.
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Figure 6.11: Parameter space stacking of 116 randomly sampled pulsar ROIs with 4 different
cutoff energies of 655 MeV, 823 MeV, 1034 MeV and 1300 MeV, from left to right respectively.

Chapter 7
A Further Search of Gamma-ray
Stellar Flares
7.1

Introduction

Chapter 5 was the first attempt to search for γ-ray emission from nearby flaring/active stars.
While the stacking analysis returned no detection, there were certain limitations to this work.
The sample size of 97 stars is relatively small. Expanding the sample size might provide a
possibility of detections. After finishing the work in Chapter 4, I developed a few more
stacking techniques, which are more sensitive compared to the residual counts stack. Most
importantly, the detection of the periodic signal from TVLM 513 demonstrates that there
indeed could be signals deeply buried in the noise that can be detected by windowing the
observations. Based on these arguments, I conducted a follow-up analysis on nearby flare
stars. This follow-up utilizes new and extensive flare catalogs and applies all of stacking
techniques introduced in this dissertation. Based on the analysis of TVLM 513, a focused
analysis on the emitting time of the source would increase its detectability. As a direct
comparison to Chapter 5, the first step in this Chapter is to apply the residual counts stack
117
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of the individual flare windows. The likelihood stack techniques are also applied, and for
the completeness, all of the sample stars are investigated using the full MET data. The
implications of these results are discussed and compared to the γ-ray observations of Solar
flares.

7.2

Selection of Sample Flare Stars

The surveys that the sample stars are drawn from are listed in Table. 7.1, with their respective
survey instrument, wavelength/band, distance cut, the total number of stars, and total
number of flares selected. In additional to the stars originally investigated in Song & Paglione
(2020), three additional surveys are important. Both the Evryflare (Howard et al., 2019)
and TESS Flare (Günther et al., 2020) surveys perform high cadence monitoring of UCDs
in optical wavelengths. These surveys were able to identify, in many cases, multiple flares
on a single star during the observation, and were able to identify flares that are orders of
magnitude more energetic than the Solar flares. The Monitor of All-sky X-ray Image (MAXI)
project has conducted all-sky survey of X-ray flares from stellar objects (Tsuboi et al., 2016)
and also detected giant flares.
Table 7.1: Samples Drawn from Each Flare Survey

1
2
3
4
5
6

Name
McLean
Shkolnik
Evryflare
TESS Flare
MAXI Flare
Others

Instrument Wavelength Dist. Cut No. Stars No. Flares Reference
VLA
Radio
< 25 pc
27
McLean et al. (2012)
ROSAT
X-ray
< 25 pc
70
Schkolnik et al. (2009)
Evryscope Optical
< 50 pc
121
264
Howard et al. (2019)
TESS
Optical
< 25 pc
86
1225
Günther et al. (2020)
MAXI
X-ray
8
16
Tsuboi et al. (2016)
6
Reid & Hawley (2013)
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Analysis and Results
Residual Counts Stack on Flare Windows

Since the residual counts stack performed in § 5.4.1 did not yield any significant detection,
we focus on the time period during the flare eruption to increase the chance of detection.
The definition of each flare window depends on the flare survey. For Evryflare targets, we
use Fermi-LAT data from 15 minutes before the start of each observed flare, and for 24 hours
after. For TESS targets, however, in many cases there are a lot of recorded flares within the
span of a day. All flares that happened within one day from one another are observed in the
same window. A flare window starts 15 minutes before the peak time of the first flare, and
ends 24 hours after the peak time of the last flare that is identified in this window.
The third revision of PASS8 data (P8R3) released on Nov 26, 2018, with the 10-year
Fermi γ-ray Catalog (4FGL-DR2, Abdollahi et al. (2020)) and the diffuse background model
Abdo et al. (2009b) were used in this study. The conda distribution of Fermi Science Tools
version 2.0.8 were used in this work to analyze all LAT data1 . All the stars are more than
6◦ away from each other so none of the ROIs investigated contain two target stars. Each
ROI is centered on the flare star, and has a radius of 10◦ . The data for each ROI are also
chosen to have an energy range of 100 MeV to 100 GeV. The photon data are filtered with
a maximum zenith angle of 90◦ to avoid bright emission from Earth. Good Time Intervals
were chosen with conditions DATA QUAL==1 && LAT CONFIG==1. In this analysis the data is
binned uniformly in 37 logarithmically spaced energy bins.
This analysis follows the standard procedures described in § 2.5 using data described
above to create the model and residual counts maps of each flare window. The residual
counts stack follows the description of § 3.1 and § 5.4.1. The total residual photon count
within the central 317 pixels is considered the signal count. The total residual count in the
1

https://fermi.gsfc.nasa.gov/ssc/data/analysis/
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Figure 7.1: Results of spatial stack per flare window. The upper panel shows the stacked
residual counts versus the number of flare windows stacked, the blue line shows counts from
flares and the green line shows noise counts. The curve of counts from sources was shifted
0.2 in number to the right to make error bars visible on both curves. The lower panel shows
the signal-to-noise ratio versus the number of flare windows stacked, with the red dashed
line showing the SNR = 1. Error bars in both panels show uncertainties calculated with a
bootstrap scheme with 100 resamplings.
annular area immediately adjacent to the central circle that contains 317 pixels is the noise
count.
Due to the lack of photons or no exposure of LAT towards the ROI during a flare window,
not all the flare windows converge. This analysis is only performed on the 540 flare windows
with convergence. Sorting the stack by the distances of the flare stars, the result is shown
in Fig. 7.1. Again, no signal is detected.

7.3.2

Likelihood Stack on Flare Windows

Having shown that they are more sensitive, we now apply a few likelihood stacking techniques
to the flare windows. If a target star has more than one flare window, then all the flare
windows are concentrated into one using the tool gtselect. These photon data are then
used for the subsequent stacking analysis as described in § 3.1.
Ideally the control or test source of this analysis would be to choose an “off” time window
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for each star with the same exposure and perform the same analysis as in § 3.1. However,
given the high flare rates of these stars, it is hard to guarantee that any chosen time period
does not contain flares simply missed by these surveys. Test sources for this analysis are then
chosen at a random location within the ROI five degrees away from the star and analysed
within the same flare window. The results of this analysis are shown in Fig. 7.2. A total of
298 out of the 318 ROIs converged through the analysis. No flare windows have TS values
larger than 25. An overwhelming portion of the stars have TS values of 0, but overall the
TS distributions of both the stars and the test sources are similar to the null distribution.
When looking in the parameter space, the structure of the stacked map for the test sources
appears to be a non-detection with its maximum TS value in the corner of the parameter
space at the highest flux and the softest spectral index. However, the structure of the stacked
map for the flares, even though not above TS of 25, peaks at a photon index of −2.5+1
−1.5
(the index peaks at −2.5, however is not well constraint at the lower limit and spans till
−4), which greatly resembles the power law spectral index values observed for γ-ray solar
flares (Ajello et al., 2021). Between the peak TS values of the test sources and flares, ∆(TS)
= 7, also indicates that the existence of flare γ-ray emission is favored. While only an upper
limit is placed on the γ-ray flares flux at 1.9 × 10−10 ph cm−2 s−1 , this analysis remarkably
constrains the power law spectral index of the stellar flares.

7.3.3

Stacking the Full MET Observation

In this part of the study, we performed likelihood stacking over the full MET observations
using over 12 years of data. Data were chosen between MET = 239560000 s (MJD = 54682)
and MET = 651715205 s (MJD = 59453). The photon energy range is chosen to be 300 MeV
to 100 GeV. Each ROI is ∼ 15◦ in radius. The photon data are filtered with a maximum
zenith angle at 90◦ to avoid bright emission from Earth. Good Time Intervals were chosen
with conditions DATA QUAL==1 && LAT CONFIG==1. Data are binned in 30 logarithmically
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test sources (blue) and χ2 distribution with 2 d.o.f. Bottom left: parameter space stacking
for the 298 test sources. Bottom right: parameter space stacking of 298 stars containing
53 observed flares with a TS peak at photon index of -2.5 and an upper limit in flux at
1.9 × 10−10 ph cm−2 s−1 . The distribution of the power law index of all 26 FLSF cataloged
solar flares with a power law spectral model is displayed on the right.
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spaced energy bins. In additional, an all-sky exposure cube within the specified time range
is used in this analysis. As described in § 7.3.3, each star is analyzed through the likelihood
analysis pipeline with the star at the center of the ROI, and any additional source with TS
> 25 also accounted for. A TS map of each ROI is created with the star omitted from the
model using gttsmap, then stacked. The same analysis is done for the control fields that are
centered at randomly chosen locations across the sky that match the spatial distribution of
the stars.
A total number of 318 stars, and 530 control fields, each with a central test source, are
investigated in this work. Since there are more control fields, the stacked TS map is created
by randomly choosing 318 control fields 1000 times and averaging. As shown in Fig. 7.3, the
TS value of the central pixel in the stacked TS map of the stars is 249.0, and the control
field is 238.7 ± 34.6. No excessive TS value of the stars is detected when compared to the
control fields.
The TS distribution and cumulative TS values of the flare stars are shown in Fig. 7.4. The
same is done for 318 randomly sampled control field test sources. To evaluate the uncertainty
of these stacks, we did a bootstrap resampling of all ROIs 100 times for both the stars and
the control fields. The average cumulative TS values are shown in Fig. 7.4 along with their
standard deviations. The results, as shown in the top right panel of Fig. 7.4 is similar
to the results seen for the comparison between pulsars and the control fields, indicating a
statistically significant signal from the flare stars. The distribution of the difference of TS
values between the final cumulative TS values is also investigated and shown in Fig. 7.5. The
∆(TS) distribution has a minimum 60 indicating a ∼ 7.7σ difference. But the systematic
uncertainties from the bootstrap processes create the overlapping shadows as seen in Fig. 7.4
which conservatively is a 1.5σ difference.
The spectral parameter space stacking is also performed following the description in § 3.1
in the hope of placing a constraint on the spectral index and an upper limit on the γ-ray
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Figure 7.3: Top panel: stacked TS maps for 319 ROIs with stars at the center. Bottom
left panel: average stacked TS map of 1000 randomization of choosing 319 control fields out
of 530. Bottom right: standard deviation of the 1000 randomization of stacked TS map,
representing the uncertainty.
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Figure 7.4: Top left: TS values of 202 target flare stars from analysis between 300 MeV
and 100 GeV. Bottom left: TS values of 202 randomly sampled control field test sources.
The histogram values and the error bars are the averages and standard deviations after 100
samplings of the 343 control fields with TS> 0. The orange histograms represent the χ2 /2
distribution for 2 degrees of freedom. The red dashed vertical line represents TS = 25,
the usual detection threshold. Top right: Cumulative TS values of the target flares (blue)
and control field test sources (green). Shaded areas represent uncertainties estimated from
bootstrap resampling of the stacks. Bottom right: Distributions of 1000 resamplings of the
mean final cumulative TS value for flare stars (blue) and control fields (green). The dashed
lines represent the mean of each distribution. The dotted lines represent the mean of the
standard deviations of the 1000 bootstrap resamplings.
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Figure 7.5: Distribution of ∆(TS) between the final cumulative TS values between the stars
and control fields.
flux. The null is chosen to be at the lowest flux (1.5 × 10−13 ph cm−2 s−1 ) and spectral index
of −4. The stacked TS map is then made by summing the individual TS maps (left panel of
Fig. 7.6). And again, since there are more control fields than star ROIs, 318 random control
fields are chosen 100 times to create an averaged stacked map (right panel in Fig. 7.6). The
stacked parameter space TS map of the stars has maximum TS value at 358.2, and the
averaged control field stack has a maximum TS value at 347.7 ± 47. Again, while the peak
TS is slightly larger for the stack of the stars, it is still within the uncertainty of the stack
of control fields. Their similar structure in parameter space also indicates the high level of
contamination makes it near impossible to use full MET observations to make a detection
at this point.

7.3.4

Examining Individual Superflares

We also looked at two stars that exhibited notable superflares (flare energy larger than
1037 ergs) during the Fermi mission: Proxima Centauri (Howard et al., 2018) and GT Mus
(Sasaki et al., 2021). Around half of the reported superflares from the two stars happened
when Fermi-LAT was behind the limb of the Earth hence cannot be observed. For the
other half, the photometric measurements do not show any significant increase in the γ-ray
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Figure 7.6: Left: Parameter space stack of 318 star ROIs. The white X marks the optimal
+0.25
−10
parameters at spectral index −3.5−0.5
, and γ-ray flux 3.73+1.45
ph cm−2 s−1 , with
−1.04 × 10
a maximum TS value of 358.2. Right: Parameter stack of control fields. This is the average
of 100 stacks of 318 randomly chosen control fields out of the 530.
flux, and the likelihood analysis does not indicate any significant detection in any of those
superflare windows.

7.4

Discussion

Even though at this point there was no detection made using the full MET parameter space
stacking, the full MET TS value stack and the parameter stack on the flare windows shows
somewhat significant detection of the population. It is promising that given the growing size
of the upcoming flare surveys in these dwarf stars, stacking the flare windows might be able
to provide a detection.
Stacking the flare windows, as shown in Fig. 7.2, places sensitive upper limits on the
average γ-ray flux from these flares while constraining the power law index. The range of
the index is in fact aligned with γ-ray solar flares. Solar flares from the First Fermi-LAT
Solar Flare Catalog (Ajello et al., 2021, FLSF). For a fair comparison, only the solar flares
modeled with power law in the catalog are considered. The histogram of their power law
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index is plotted on the right panel of Fig. 7.2, which aligns with the range of significant
spectral index with relatively higher TS values from the parameter space stacking.
As an exercise, if we scale the γ-ray flux of the 26 PL solar flares to a distance of 25 pc,
the average distance of the 53 stars being stacked, even the most energetic solar flares are
many magnitudes below the range of the parameter space being examined in this work. In
addition, scaling the γ-ray flux of the solar flares to the flare energy of each flare and at the
distance of each star, the highest flux is at 1.84 × 10−13 ph cm−2 s−1 , barely at the edge of
the parameter space and well below the upper limit and the Fermi-LAT detection sensitivity.
Additional modeling with Naima is used to compare the solar and stellar flares. According
to the FLSF catalog, the population of protons are modeled with a Power Law spectrum with
an index ranging from −3.2 to −6. The total number of protons with energy larger than 500
MeV is on the order of 1027 . The γ-ray flux of each solar flare also ranges from 10−6 to 10−3
ph cm−2 s−1 . Choosing the same range of proton index, as well as a suitable normalization
for the proton spectrum, Naima’s neutral pion decay process was used to create the profile
of total proton counts above 500 MeV, total proton energy, and γ-ray flux of solar flares.
These parameters are then used to model the γ-ray flux of these flares at 25 pc, the average
distance of the stars being stacked. While it is unsurprising that this results in reasonable
range of the flare energy and the γ-ray flux is well below the upper limit as detailed above,
it is worth noting that this is just a very rough estimation using linear extrapolation from
Solar flare energies. Solar flares are far less energetic than these stellar flares, and followup
on how to precisely account for the different mechanisms of producing these flares will be
one of the future developments of this work.
Using Naima’s neutral pion decay implementation, it can again help to understand the
physical constraints these observations can put on the stellar magnetosphere. Setting the
upper limit case to create the SED with the photon index at −2.5 and γ-ray flux at 1.9×10−10
ph cm−2 s−1 , the goal is to fit a pion decay γ-ray SED that fits below the upper limit. Using

CHAPTER 7. FLARE STARS, PART II

129

the results fitted to the proton spectrum for TVLM 513 in § 5.6, i.e., a proton cutoff energy
of 30 GeV, proton index of −2.69 and a proton density of in the stellar atmosphere to be
1014 cm−3 , we can adjust the normalization to force the SED below the upper limit. The
total photon flux within 300 MeV to 100 GeV is at 1.4 × 10−10 ph cm−2 s−1 , which is below
the upper limit flux value.
The total proton kinetic energy in this situation is 1.6 × 1032 ergs. Ohm & Hoischen
(2017) argue that proton kinetic energy takes up 5% of the total flare energy, which means
the average flare energy to achieve this particular SED is 3.3 × 1033 ergs. The average flare
energy of the 202 flares being stacked is 1.57 × 1034 ergs, about a factor of 3 higher than
the model estimation. This seems to indicate that in these UCDs, the flare energy is not
sufficiently transferred into proton kinetic energies through whatever acceleration mechanism
is active, which is possible given that the scale of flare loops on these low mass stars are not
entirely decided with the current observations and models.
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Figure 7.7: Blue dashed line and the cyan shadow represent the SED of the upper limit
parameters from the parameter space stacking of the flare windows. The red curve represents
the SED from modeling the given proton distribution as described in the text.

Chapter 8
Other Populations Under
Investigation
As stated in the Introduction Chapter, many other source populations are also theoretically
γ-ray emitting but either not yet detected as a class of γ-ray emitters or have only a small
fraction of the population detected. These populations are also ideal candidates for this
study, and are currently under investigation. In this chapter, I introduce the works currently
being done for a few of these populations and some preliminary results.

8.1

Globular Clusters

This work is led by Vanessa Pinto and Owen Henry, and is being prepared for submission
to the Astrophysical Journal. This work is also being done in collaboration with Prof. Tim
Paglione and Dr. Dave Zurek.
An extension of the stacking survey of pulsars is to study γ-ray emission from globular
clusters (GCs). GCs became a new class of γ-ray sources after 47 Tucanae was detected by
Fermi-LAT (Abdo et al., 2009a). Since then, more GCs were detected in γ-ray energy range,
131
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and in 4FGL-DR3 there are 37 γ-ray emitting globular clusters. The commonly believed
oriugin of γ-rays from GCs is their large population of MSPs. Over 257 pulsars have now
been identified in 36 GCs1 . Some of the pulsars in GCs were even detected with γ-ray
pulsations (Fermi LAT Collaboration et al., 2011; Johnson et al., 2013).
In addition to the direct contribution of γ-rays from pulsars, the GC can also generate
γ-rays from inverse Compton scattering (Bednarek & Sitarek, 2007; Cheng et al., 2010). The
pulsar emission mechanisms as described above generate relativistic electrons and positrons
that can leak through the magnetosphere into interstellar space within the GC. The inverse
Compton scattering between these particles and the background soft photons can create
high energy emission. The background photon fields might be a variety of cosmic microwave
background (CMB) and other relic photons, background star light of the cluster, Galactic
infrared photons and Galactic star light. In fact, this mechanism is able to explain the
only TeV GC, Terzan 5, observed by H.E.S.S. (Ndiyavala et al., 2019). Similar efforts using
MAGIC were able to place an upper limit of TeV flux on M15 (MAGIC Collaboration et al.,
2019) which constrains the lepton acceleration from pulsar magnetospheres consistent with
pulsar models. Essentially, studying GC γ-ray emission is a natural stack survey of MSPs,
and would provide further insights into the acceleration processes in the pulsar magnetosphere. However, similar to pulsars, only a fraction of the over 150 known GCs that are
recorded in the Harris GC catalog (Harris, 1996, 2010) are detected in γ-rays. Using stacking methods would further detect and characterize the behavior of the ensemble of GCs in
the high energy range and provide further evidence in the development of GC γ-ray emission
theory. Stacking results of pulsars can also be integrated into this study to separate the
pulsar γ-ray contribution towards the GC from the inverse Compton scattering component.
Previous model work such as Cheng et al. (2010) can be used to estimate the IC component
of γ-ray emission, which can be then utilized to assess the direct MSP contributed γ-ray
1

http://www.naic.edu/∼pfreire/GCpsr.html
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emission. This would provide further constrains on the MSP populations within typical
GCs.
Additionally, GC γ-ray emission can also be linked to the interacting binary population,
as the high density of stars within GCs can contribute greatly to the dynamical channel
of forming interacting binaries. These are interesting locations to search for and study
gravitational wave progenitor systems and gravitational wave events. The details on the
interpretation, theory and outlook to search for γ-rays from binary systems can be found
in § 8.3. These binaries, leading to the formation of stellar mass black holes that can then
concentrate towards the center of the GC, make them good candidate systems for hosting
intermediate mass black holes.
In this work, GCs from Harris (1996, 2010) with Galactic latitude |b| > 20◦ were chosen,
resulting in 36 GCs under investigation. 60 control fields that are distributed within the
same regions of the sky were randomly chosen to match the Galactic longitude and latitude
distributions of the GCs. This work uses data from the Fermi-LAT for the time range
between MET = 239160000 - 651715205 s (MJD = 54678 to 59453). Photons with energies
ranging between 300 MeV to 100 GeV are chosen. Each ROI has a radius of 15◦ centered at
a GC. The photons are binned into 9 logarithmic per decade of photon energy range, a zenith
cut of 90◦ is applied. Each GC is modeled as a point source with a log parabola spectral
= N0 ( EE0 )−(α+β(log E/Eb )) ), which is the preferred model for a GC according to
model ( dN
dE
the 4FGL-DR3 (Fermi-LAT-Collaboration, 2022). The standard data analysis procedures
and likelihood stacking techniques are followed for this population. As of now, only the TS
value stack has been finished and the results are shown in Fig. 8.1. The difference between
the cumulative TS values of the stars and control field test sources yields roughly a 6.3σ
detection, while conservatively taking into consideration the bootstrap uncertainty, it roughly
corresponds to a 1.1σ difference. The parameter space stacking is currently underway. With
only 36 sources being stacked, this is very strong evidence that these sources are γ-ray
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emitting even though they have not yet been detected individually.
One GC in the target list, NGC 7099, is detected with TS = 25, corresponding to
a 4σ detection significance given 3 d.o.f. The best fit spectral parameters, with the log
parabola model described above, are: normalization = (2.41 ± 2.35) × 10−13 , α = 4.20 ± 3.57,
β = 1.95 ± 3.57. As shown in Fig. 8.2, the fitted γ-ray SED of NGC 7099 has a curved shape
of a normal GC. Its γ-ray location, when optimized, agrees with the previously recorded
location from the Harris catalog within the uncertainties. The separation between the Harris
catalog position and the γ-ray optimized location is 0.10 , which is less than the tidal radius
of the cluster itself, 0.180 . This is strong evidence that γ-ray emission detected from this
location in this work is associated with NGC 7099.

8.2

Luminous Stars

This work is lead by Keisi Kacanja and Kayla Docher, and is being prepared for submission
to the Astrophysical Journal. This work is also being done in collaboration with Prof. Tim
Paglione.
In addition to the mechanisms introduced in Chapter 4, stars also produce γ-rays through
interactions between leptonic cosmic rays and stellar photons (Moskalenko et al., 2006; Orlando & Strong, 2007, 2013). The cosmic rays can boost soft stellar photons up to γ-ray
ranges. Evidence of γ-ray emission from the Sun and its vicinity has been observed since the
EGRET era (Orlando & Strong, 2008), and Fermi-LAT has concluded definitively that there
is γ-ray emission in a halo pattern around the Solar disk (top panel of Fig. 8.3, Abdo et al.
(2011)). Gamma-ray halo emission has not been detected from stars other than the Sun,
hence the Solar γ-ray halo has been a template for studying this phenomenon. Some of the
model works mentioned above have used the inverse Compton emission profile from the Sun
to model the possible inverse Compton halo from other stars, such as κ Ori (bottom panel,
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Figure 8.1: Top left: TS values of 36 GCs. Middle left: TS values of 36 control field test
sources randomly chosen out of 60 control fields 100 times, with the standard deviation of
the 100 realizations being the error bars. The TS values that are smaller than 0 are set to be
0 to be reflected on these histograms. The orange histograms represent the χ2 /2 distribution
for 2 degrees of freedom. The red dashed vertical line represents TS = 25, the usual detection
threshold. Top right: Cumulative TS values of the stars (blue) and control field test sources
(green). Shaded areas represent uncertainties estimated from bootstrap resampling of the
stacks. Middle right: Distributions of P = 500 realizations of the mean final cumulative TS
value for the binaries (blue) and control field test sources (green). The dashed lines represent
the mean of each distribution. The dotted lines represent the mean of the standard deviations
of the 1000 stacking realizations. Bottom: probability density distribution of the difference
of the final cumulative TS value between the binaries and control field test sources.
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Figure 8.2: Left: TS map around the location of NGC 7099. The white ’+’ represents the
location of the cluster as recorded in the Harris catalog, and the white ’x’ represents the
optimized location of the cluster. The solid white circle represents the 68% uncertainty in the
location of the cluster and the dashed white circule represents the 95% uncertainty. Right:
SED of NGC 7099. Data points with error bars are derived from data while the solid black
line represents the SED from the optimal spectrum of the cluster. The gray shaded area
enclosed by the dashed black line represents the uncertainties in the spectral parameters
from the fitting process.
Fig. 8.3, de Menezes et al. (2021)) and ζ Ori (Orlando & Strong, 2007). These processes
should be the most observable around luminous, high temperature stars that are located at
the top of the main sequence. The high temperature of these stars are able to create photons
with higher energies; and their large size/luminosity makes the number of photons abundant.
de Menezes et al. (2021) attempted to search for γ-ray halos from a 9 super-luminous stars
and confirmed a 3σ upper limit on this emission. By detecting the inverse Compton halo
around nearby stars, it helps us to map out the spatial distribution of cosmic ray particles
across the Solar neighborhood.
In this work, 606 luminous stars are chosen from the catalog of Zari et al. (2018). These
stars, ranging in spectral types from B to F, with one G star, one B star, and a few unclassified stars, are chosen with these three criteria:
1. stellar parallax larger than 10 mas;
2. Galactic latitude |b| > 25◦ ;
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Figure 8.3: Top: Counts maps for events ≥ 100 MeV taken between August 2008 and
Feburary 2010 and centered on the Sun (left) and on the trailing source (fake Sun, right)
representing the background. The ROI has 20◦ radius and pixel size of 0.25◦ × 0.25◦ and
the color bar shows the number of counts per pixel (Abdo et al., 2011). Bottom: Extended
inverse Compton halo model for κ Ori, with the extended halo modeled with a spatial profile
of 1/θ, where θ represents the angular distance from the ROI center. The source is modeled
with a power law spectrum and is normalized so that its integrated flux is equal to 1. The
color bar is in log scale (de Menezes et al., 2021).
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Figure 8.4: Color-Magnitude Diagram of the selected luminous stars.
3. extinction AG < 0.3.
All the stars chosen are shown in a color-magnitude diagram in Fig. 8.4. This work uses data
from the Fermi-LAT for the time range between MET = 239160000 - 644198000 s (MJD =
54678 to 59366). Photons with energies ranging between 300 MeV to 100 GeV are chosen.
Each ROI has a radius of 15◦ centered at a star. The photons are binned into 20 logarithmic
energy bins, and a zenith cut of 90◦ is applied. With the stars being modeled as a point
source with a power law spectral model, the standard data analysis procedures and likelihood
stacking techniques are followed for this population. As of now, only the TS value stack have
been finished and the results are shown in Fig. 8.5. The difference between the cumulative
TS values of the stars and control field test sources, which is 307, yields roughly a 17.5σ
detection, but when considering the bootstrap uncertainty, the conservative estimation is
that it is a 1.3σ significance. The parameter space stacking is currently underway. Another
exercise is to model all the stars with an extensive spatial model instead of a point source,
with the same analysis repeated. If these stars are indeed emitting γ-rays the ways described
by the models above, the extended source model should be preferred and returning an even
more significant results.
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Figure 8.5: Top left: TS values of 606 stars. Middle left: TS values of 606 control field test
sources randomly chosen out of 630 control fields 100 times, with the standard deviation
of the 100 realizations being the error bars. The TS values that are smaller than 0 are
set to be 0 to be reflected on these histograms. The orange histograms represent the χ2 /2
distribution for 2 degrees of freedom. The red dashed vertical line represents TS = 25, the
usual detection threshold. Top right: Cumulative TS values of the stars (blue) and control
field test sources (green). Shaded areas represent uncertainties estimated from bootstrap
resampling of the stacks. Middle right: Distributions of P = 1000 realizations of the mean
final cumulative TS value for the stars (blue) and control field test sources (green). The
dashed lines represent the mean of each distribution. The dotted lines represent the mean
of the standard deviations of the 1000 stacking realizations. Bottom: probability density
distribution of the difference of the final cumulative TS value between the stars and control
field test sources.
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Interacting Binaries

This work is being prepared for submission to the Astrophysical Journal and in collaboration
with Jahmel Saltus, Prof. Tim Paglione, Dr. Dave Zurek and Prof. Joshua Tan.
Many stars form and evolve in binary systems throughout there lifetimes. When the
two component stars have different masses, they evolve at different rate. When the more
massive one exhausts their core hydrogen first, they would become an evolved stars, either
a black hole, a neutron star, or a white dwarf. The gravitational potential of these evolved,
compact objects are really strong. When the other companion star is very closely orbiting the
evolved star, or at particular evolutionary stage, the gravitational and/or electromagnetic
interactions between the two stars may create nonthermal, high energy emissions that can
be observed in γ-rays . The term interacting binary can be used to describe many types
of systems, including: classical novae, cataclysmic variables (CVs), and low- or high- mass
X-ray binaries (LMXBs and HMXBs).
A typical X-ray binary consists of a compact object, usually a neutron star or a stellar
mass black hole, and a normal companion star. The system is a LMXB or a HMXB depending
on the mass of the companion. The compact object for most LMXBs is usually a neutron
star and the companion is a low mass star. The lower mass companion star would fill and
exceed the Roche lobe of the binary system as part of the later stages of the stellar evolution.
The common envelope material from the companion star would overflow through the first
Lagrangian point and then accreted onto the compact object (Paczyński, 1971; Tout & Hall,
1991; Van Paradijs & Van der Klis, 2001). In addition to the possible pulsar-like emission
from the central compact object, the accretion processes can also generate γ-rays , and
LMXBs are now a source type in 4FGL-DR3.
HMXBs are consist with a compact object that is mostly often a stellar mass black hole,
sometimes a neutron star, in orbit with a high mass star. They are unique laboratories to
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study accretion and jet physics around compact objects (Reig, 2011; Walter et al., 2015;
Kretschmar et al., 2019). The stellar winds from the massive star companion powers the
mass loss and transfer in this system. These stellar winds are accretted onto the compact
object, creating the non-thermal high energy emission in X-rays and γ-rays . These powerful
system can also create relativistic jets as observed in one of them is the most well-studied
microquasar SS433 (Bordas et al., 2015; Li et al., 2020).
Combined with optical, X-rays and radio observations of XRBs, the added γ-ray observations can provide many insights into millisecond pulsar accretion and recycling mechanisms,
probes still-mysterious regions of the pulsar magnetosphere, and constrains the orbital properties of interesting evolving systems. The Detecting and characterizing γ-ray emission from
LMXBs may help us understand more about the pulsar magnetosphere and how it interacts
with its companion, especially during the accretion processes. We may also learn more about
the particle acceleration mechanisms in these binaries and better understand the accretionpowered stage of tMSPs, and improve our understanding of accretion process, jets and their
possible interaction with the environment (Safi-Harb & Ögelman, 1997; Dubner et al., 1998).
The enhanced sensitivity of the stacking methods would be a good approach to detect and
characterise the γ-ray emission from these objects.
Classical novae and recurrent novae are another type of interacting binary. In these
systems, luminous eruptions take place when the white dwarf accretes matter from a nondegenerate companion star to the point where the hydrogen in its atmosphere becomes hot
and dense enough to support fusion (Gallagher & Starrfield, 1978). The unstable envelope around the white dwarf, when reaching the mass limit, ignites nuclear reactions. The
nonthermal nuclear runaway effect is what creates the luminous outbursts of novae. The
Fermi-LAT discovery of novae in GeV γ-ray emission (Collaboration et al., 2010; Ermann
et al., 2014) has provided evidence the complex mass loss patterns and the internal shocks.
The mass ejection process leads to acceleration of particles to relativistic speeds, which
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create the internal shocks within the nova ejecta, subsequently, the production of γ-rays
photons that can be detected around optical maximum (Martin & Dubus, 2013; Chomiuk
et al., 2021). In addition, γ-rays have been seen from colliding wind binaries η Carinae
(Abdo et al., 2010b) and WR11 (Pshirkov, 2016; Martı́-Devesa et al., 2020). Another type
of white dwarf interacting binary system is CVs. There are no physical expectations for the
cataclysmic variables and specifically dwarf novae to produce GeV γ-rays, although it still
might be worth checking for the unexpected.
Gamma-rays have been detected in a small number of binary systems. According to the
4FGL-DR3 (Fermi-LAT-Collaboration, 2022), there are 11 HMXBs, 8 LMXBs, 4 novae and
10 other binary systems recorded in the catalog, with over a dozen of other γ-ray emitting
binary systems reported in literature. Continuous efforts in searching for these sources are
to some level successful (Franckowiak et al., 2018; Harvey et al., 2022). With the longer
baseline of data as well these updated stacking techniques, it is likely that larger percentages
of these populations might be detected.
In addition, these systems are possible progenitors of gravitational wave (GW) events.
Given the right initial masses of the two components, there is the chance of them evolving
into a double compact binary system which is the main type of GW events that can be detected by the LIGO/Virgo/KAGRA GW detectors (The LIGO Scientific Collaboration et al.,
2021). Studying their γ-ray emission can also contribute to the picture of understanding the
evolutionary paths, frequency and types of different GW events.
In this study, Ritter & Kolb (2003) catalogs were used to obtain the target list of CVs
and LMXBs, Liu et al. (2006) catalog was used for the HMXBs. In addition to the Galactic
latitude cuts of |b| > 20◦ is used, and for the CVs, a magnitude cut at 16 mag is chosen. Any
binary system that is within 0.5◦ of any 4FGL-DR2 recorded γ-ray sources are also excluded
from this study. The selection yields 298 target systems: 6 HMXBs, 23 LMXBs, and 262
CVs. Novae are predominantly located in the Galactic plane and are hence excluded from
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this work. This work uses data from the Fermi-LAT for the time range between MET =
239160000 - 651715205 s (MJD = 54678 to 59453). Photons with energies ranging between
300 MeV to 100 GeV are chosen. Each ROI has a radius of 15◦ cenetered at each binary
system. The photons are binned into 30 logarithmic energy bins, and a zenith cut of 90◦ is
applied. Each binary system is modeled as a point source with a power law spectral model.
The standard data analysis procedures and likelihood stacking techniques are followed for
this population. As of now, only the TS value stack have been finished and the results are
shown in Fig. 8.6. The difference between the cumulative TS values of the binaries and
control field test sources are not statistically not separated, yielding a null detection. The
parameter space stacking is currently underway, with the hope to characterize the emission
with an upper limit on the population. However, since the populations under investigation
are predominantly CVs, which are not expected to emit in γ-rays , this result is not entirely
surprising.
Given the successful effort on using windowing techniques in the stellar flare stacking
surveys, windowing technique here is used to investigate a well studied CV, Z Cam. Z
Cam has a semi-periodic looking light curve with with three different states: outbursts, low
state (where the flux is at the lowest) and high state (where the flux is higher than the low
state but not as high as the outbursts). After obtaining its photometric data from AAVSO
database2 , windows are placed around the three different states, respectively. The windowed
photon files are then processed through the standard likelihood analysis pipeline, no obvious
difference in TS values were detected amongst these three different states.

2

https://www.aavso.org/data-access
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Figure 8.6: Top left: TS values of 298 stars. Bottom left: TS values of 298 control field test
sources randomly chosen out of 350 control fields 100 times, with the standard deviation
of the 100 realizations being the error bars. The TS values that are smaller than 0 are
set to be 0 to be reflected on these histograms. The orange histograms represent the χ2 /2
distribution for 2 degrees of freedom. The red dashed vertical line represents TS = 25, the
usual detection threshold. Top right: Cumulative TS values of the stars (blue) and control
field test sources (green). Shaded areas represent uncertainties estimated from bootstrap
resampling of the stacks. Middle right right: Distributions of P = 1000 realizations of the
mean final cumulative TS value for the binaries (blue) and control field test sources (green).
The dashed lines represent the mean of each distribution. The dotted lines represent the
mean of the standard deviations of the 1000 stacking realizations. Bottom: probability
density distribution of the difference of the final cumulative TS value between the binaries
and control field test sources.

Chapter 9
Conclusions and Future Work
This dissertation work is aimed to provide an introduction, details, and summary on the
stacking methods that are specifically designed to deep mine Fermi-LAT data to discover
faint populations of astrophysical γ-ray sources. Firstly, the operation, data properties and
general data analysis theory and pipelines of Fermi-LAT were introduced. Based on these,
stacking methods that would be suitable to be performed on such data and that can also
utilize existing data analysis tools were introduced, theorized, and described in detail on
how to perform with these techniques. The stacking techniques have three major branches:
stacking photon counts, stacking residual counts, and likelihood stacking. A review on the
usage of these techniques in the past was also included in this dissertation. These techniques
were applied to multiple populations, with a focus on nearby flaring low-mass stars, and
pulsars.
The stacking surveys conducted on nearby flaring stars can be summarized as below:
1. Residual counts stacking on 97 stars and 530 flare windows show no detections. However these results are aligned with observed flare rates of such stars from other wavelengths.
2. Likelihood stacks performed on full MET data on a larger sample of nearby flaring
145
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UCDs show stronger significance. Stacking their TS values however show some relatively significant detection indicating the existence of the population. Parameter space
stack on over 300 stars also shows no detection.
3. Likelihood stacking techniques on flare windows show a surprisingly sensitive upper
limits on γ-ray flux of the flares. Even more surprisingly, this result is able to constrain
the power law spectral index of the flux, which aligns with that of the observed solar
flares.
4. Periodic γ-ray emission from TVLM 513-46546 was detected by windowing around the
signal, making it the first confirmed isolated main-sequence star to emit in γ-ray other
than the sun.
5. Using Naima’s neutral pion decay implementation, these detection results, while not
overly significant, confirms that the physical conditions on these low mass stars are
able to generate γ-rays .
Many instruments are either continuing (TESS) or commencing (Evryscope South) extensive flare surveys. Once more flare catalogs come out, more flare stars and flare windows
can be can be added to the stack to update the results. I remain hopeful that with a growing
sample size, it is entirely possible that the stacking and windowing combined can definitively
detect stellar flares as a population. Theoretical followup on the magnetic field structure,
particle acceleration mechanism, flare loops structure, etc, can further the understanding of
the γ-ray stellar flares. One specific followup is to use the Solar flare observations to find
the correlation between the flare energy and the γ-ray flux and use this result to examine
the stacking results. Interaction between γ-ray flares and the planetary atmospheres can be
conducted to determine the habitability of these exoplanets that constantly shower in the
γ-ray emission.
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For pulsars, the work was focused on the likelihood stacking methods. Pulsars that are
not associated with any globular clusters, and are off the Galactic plane are examined. The
summary of this work is listed below:
1. Full MET TS value stack of the pulsars show very significant detection given a proper
latitude cut. However when the latitude cut is relaxed, the noisy background makes
the techniques less effective.
2. Full MET parameter space stack shows optimal spectral parameters of the population
that matches the characteristic spectral parameters of γ-ray pulsars. The same analysis
on the control fields show significant softer spectral index indicating noise.
3. A few pulsar candidate detections are reported.
4. Stacked SED of the population is also obtained and again matches that of a usual γ-ray
pulsar. In addition, modeling it with an inverse Compton scattering scheme where the
accelerated electron/positron population in the magnetosphere scatter off the photon
field show that it is possible to generate these emission
5. Updating the luminosity function of MSPs with stacking results shows that the unresolved MSP population should be enough to explain the GCE.
6. In addition, the large number of control fields chosen in this work enables us to justify
the optimal latitude cut to use with stacking methods in current versions of Fermi-LAT
data.
A very direct followup of this work is to examine pulsars located in the Galactic plane to
examine the full effect of the stacking techniques given different regions of the sky. The complexity of the Galactic diffuse background is going to make this analysis more complicated,
but hopefully the larger sample size would effectively mitigate the noise contamination at
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lower latitudes. As for the population of pulsars with higher TS values in this work, followup
study should be conducted to determine their γ-ray pulsation profile and their pulsar nature.
This effort would include the analysis using Fermi-LAT data with longer observation time;
applying or adjusting existing methods in determining γ-ray pulsations from extremely faint
pulsars. If successful, not only can it boost their detection significance by gating over the
pulse, but also verify new γ-ray emitting pulsars for potential addition to the catalog.
Follow-up study on γ-ray timing analysis of the pulsar candidates or any possible tMSPs
will be done to confirm any detection. Finally, this technique can be used to detect mode
changes in the rotational-powered phase of a tMSPs or a normal redback or black widow
system.
Investigations of the other populations described in Chapter 8 also need to be completed.
The parameter space stacking of the globular clusters, luminous stars and the binaries,
especially for the first two populations where the TS value stacks show promising results
on the detection of the populations. The analysis on their respective selection of control
fields also need to be finished. For the clusters and luminous stars, their stacked SEDs
also need to be completed. Additionally for the luminous stars, they need to be modeled
with an extended spatial model of the halo profile instead of a point source model. If the
preliminary results are correct in that γ-ray emission indeed exists in the directions from
these stars, the modeling with the extended sources would be preferred and returning with
higher significance.
The stacking analysis of the binaries as of now shows null detection, which is due to
the fact that nearly 90% of the sample are CVs that are not expected to emit in γ-rays .
The null results further confirms that CVs are not a γ-ray source type. However, further
investigations into HMXBs, LMXBs and classical novae are also needed. An important
aspect of making sure the investigation is properly conducted, is to understand the noise
contamination effect within the Galactic plane, since the majority of these populations locate
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in it. The best population for the study within the Galactic plane would be the classical
novae during their outbursts. This result will also benefit the binary population synthesis
work by providing another wavelength window for the modeling, into understanding the
distribution of gravitational wave events.
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