A computational model explains and 1 predicts substantia nigra pars 2 reticulata responses to pallidal and 3 striatal inputs 4 Abstract As a rodent basal ganglia (BG) output nucleus, the substantia nigra pars reticulata (SNr) 10 is well positioned to impact behavior. SNr neurons receive GABAergic inputs from the striatum 11 (direct pathway) and globus pallidus (GPe, indirect pathway). Dominant theories of action selection 12 rely on these pathways' inhibitory actions. Yet, experimental results on SNr responses to these 13 inputs are limited and include excitatory e ects. Our study combines experimental and 14 computational work to characterize, explain, and make predictions about these pathways. We 15 observe diverse SNr responses to stimulation of SNr-projecting striatal and GPe neurons, including 16 biphasic and excitatory e ects, which our modeling shows can be explained by intracellular 17 chloride processing. Our work predicts that ongoing GPe activity could tune the SNr operating 18 mode, including its responses in decision-making scenarios, and GPe output may modulate 19 synchrony and low-frequency oscillations of SNr neurons, which we con rm using optogenetic 20 stimulation of GPe terminals within the SNr. 21 22 29 also receives converging GABA A -receptor mediated synaptic inputs associated with the two major 30 transmission channels through the BG, the direct and indirect pathways. Thus, the behavioral 31 in uence of the BG is ultimately regulated by how the SNr integrates these inputs. 32 Although dominant theories of action selection strongly rely on the inhibitory actions of these 33 pathways on SNr, the details of this integration process have not been thoroughly investigated 34 and remain poorly understood. Interestingly, the inputs to SNr from the two pathways feature 35 distinct characteristics. Indirect pathway GABAergic projections to SNr arise from the external 36 segment of the globus pallidus (GPe), which engages in tonic spiking activity; occur via basket-like 37 synapses around the soma of SNr neurons; and exhibit short-term depression. Direct pathway 38 inputs are delivered by striatal (Str) neurons, which spike much more sparsely; are located on distal 39 1 of 35 Manuscript submitted to eLife dendrites; and exhibit short-term facilitation (Smith and Bolam, 1991; Von Krosigk et al., 1992; 40 Connelly et al., 2010; Lavian and Korngreen, 2016). The complexity of how these aspects interact 41 may have hindered the study of the convergence of these inputs to the SNr, yet there may be an 42 additional, easily overlooked factor in uencing the process as well: GABA dynamics (Raimondo   43   et al., 2012; Doyon et al., 2011 Doyon et al., , 2016b. The ongoing activity of GPe neurons would likely induce a 44 large tonic chloride load on SNr neurons, potentially depolarizing the GABA reversal potential, E GABA . 45 Although striatal inputs are less frequent, their impacts would be a ected by chloride accumulation, 46 which could be exaggerated in smaller dendritic compartments, and by associated variability of 47 E GABA . Indeed, past studies have reported E GABA values that vary over a relatively wide range, from 48 -80 to -55 mV, in SNr (Giorgi et al., 2007; Connelly et al., 2010; Higgs and Wilson, 2016; Simmons 49 et al., 2018). Moreover, earlier experiments showed excitatory e ects along with inhibitory ones 50 from stimulation of SNr-projecting Str neurons in vivo (Freeze et al., 2013), which could relate to 51 chloride regulation as well. 52 To study this complex combination of e ects and their possible functional consequences, we 53 developed a computational model of an SNr neuron including somatic and dendritic compartments 54 and the corresponding GABAergic inputs as well as the dynamics of intracellular chloride and 55 E GABA . We used this model to investigate the in uence of GABAergic synaptic transmission from 56 GPe, Str, and SNr collaterals on SNr activity under behaviorally relevant conditions. We found 57 that with the inclusion of short-term synaptic plasticity tuned to t previous data, the model's 58 dynamics matched a range of experimental ndings on SNr ring patterns, including our own new 59 results from optogenetic stimulation in mice. Given this agreement, we used the model to generate 60 novel predictions about how direct and indirect pathway inputs may shape SNr activity patterns 61 in functional settings involving both pathways. Speci cally, we predict that variations in the level 62 of GPe activity could interact with sparse SNr reciprocal interconnectivity to provide an e ective 63 mechanism to tune SNr synchrony and the emergence of low-frequency oscillations, and we present 64 experimental data based on optogenetic stimulation of GABAergic GPe terminals in the SNr that 65 provides evidence of this e ect. We also predict that ongoing high-frequency GPe activity could 66 serve a modulatory role in action selection by adjusting the e ectiveness of lower-frequency direct 67 pathway Str signals at pausing SNr outputs to downstream targets, as would be needed to allow 68 action selection. The convergence of multiple GABA A receptor-mediated synaptic input streams 69 onto individual neurons, such as pyramidal neurons in cortex, represents a common scenario in 70 neural circuitry, and our results suggest that intracellular Cl * levels should also be considered in 71 analyzing the integration of GABAergic inputs by neurons in brain regions beyond the SNr.
Introduction
The substantia nigra pars reticulata (SNr) is the primary output nucleus of the rodent basal ganglia 24 (BG) and hence likely plays a key role in the behavioral functions, such as decision-making and 25 action selection, suppression, or tuning, to which the BG contribute. The SNr exhibits intrinsic 26 spiking activity, resulting in ongoing GABAergic outputs to speci c thalamic sites, which are believed 27 to suppress unwanted or spurious movements. While the literature on signal transmission through 28 the basal ganglia emphasizes the projection from the subthalamic nucleus to the SNr, the SNr The amplitude of each IPSC (P n ) was normalized to the amplitude of the rst evoked IPSC (P 1 ). For this set of simulations the membrane potential was held at V S = *60.0 mV and E GABA for the somatic and dendritic compartments was held xed at *72 mV . Model parameters and behavior were tuned to match voltage-clamp data from (Connelly et al., 2010).
data from Connelly et al. (2010) , as it is likely a better representation of the underlying short-term 113 synaptic dynamics of GPe and Str inputs (Fig. 2) . Interestingly, with this tuning, the short-term GPe 114 and Str synaptic dynamics in our model when tested under current-clamp also reproduces the 115 synaptic dynamics reported in Lavian and Korngreen (2016) . Speci cally, GPe synaptic depression 116 and Str synaptic facilitation are strongly frequency dependent, and the magnitude of synaptic 117 facilitation in Str synapses decreases for stimulation frequencies above 10 Hz (Fig. 3) . These results 118 demonstrate the importance of considering the di erences between voltage-and current-clamp 119 recordings when characterizing short-term synaptic dynamics. Additionally, these ndings suggest 120 that short-term synaptic dynamics of inputs from GPe and Str in the EP are tuned in a similar way 121 to those in the SNr. The amplitude of each IPSP (P n ) was normalized to the amplitude of the rst evoked IPSP (P 1 ). For this set of simulations the I AP P applied inorder to set the resting membrane of the somatic compartment at V S = *60.0 mV . In both compartments E GABA was held xed at *72 mV . Model performance is qualitatively, and somewhat quantitatively, similar to experimental current-clamp data ((Lavian and Korngreen, 2016), Figs. 2-3).
SNr responses to simulated stimulation of GPe and Str inputs depend on E GABA
123 and intracellular Cl * levels 124 Next, we used our model to consider e ects of variability of the GABA reversal potential on SNr 125 responses to its GABAergic inputs. Maintenance of the Cl * gradient is largely determined by a 126 neuron's ability to preserve a low intracellular chloride concentration ([Cl * ] i ), which in turn depends 127 on the balance of the neuron's capacity for Cl * extrusion by the potassium-chloride co-transporter We next performed a parallel analysis of the e ects of simulated optogenetic stimulation of Str 157 GABAergic projections in the dendritic compartment of the SNr model under the same stimulation 158 protocol. As with the somatic compartment, we rst characterized the relationship among g T onic GABA , 159 g KCC2 and E GABA in the dendritic compartment and found that E GABA varies over a comparable 160 range (*80 mV to *45 mV ), depending on the balance of Cl * in ux and extrusion rates ( Fig. 5 A) . 161 Stimulation of the dendritic GABAergic synapses resulted in the same four response types seen 162 in the somatic compartment with an additional "biphasic inhibitory-to-excitatory" response and a 163 slightly di erent pair of "partial inhibition" responses ( Fig. 5 B-F robustly and be observed in simulations (e.g., (Ermentrout, 1996; Ermentrout and Terman, 2010)). 258 By tracking the xed points, we found that in the unidirectional case, the locked phase relation 259 between the two SNr neurons is predicted to go from synchrony, or phase 0, to progressively more 260 asynchronous phase locking and then back toward synchrony again as E GABA depolarizes from 261 *60 mV to *50 mV , with perfectly anti-phase spiking for E GABA˘* 53 mV (Fig. 8 A4) . We also observe 262 that phase locking is predicted to be unstable (indicated by open circles) for su ciently negative 263 E GABA (less than˘*57 mV ). 264 To test these predictions computationally, we simulated the unidirectionally connected two-265 neuron network and recorded di erence in the timing of spikes in neuron 2 relative to the phase 266 of neuron 1 (phase di erence). We found that the predicted synchrony/asynchrony is in good 267 agreement with our simulations, and is indicated by the distributions of phase di erence histograms 268 shown in Fig. 8 A4 (gray curves). Interestingly, for relatively hyperpolarized E GABA where synchronous 269 phase locking is predicted to be unstable we observe that, instead of phase locking, slow oscillations 270 in the phase of the postsynaptic neuron relative to that of presynaptic neuron begin to emerge. 271 Correspondingly, the distribution of presynaptic neuron phases when the postsynaptic neuron 272 res spreads out across the [0,1] interval and the frequency of ring of neuron the postsynaptic 273 neuron repeatedly drifts below that of the presynaptic neuron, at a rate of about 1 Hz (Fig. 8 A5) . 274 The mechanism underlying these slow oscillations will be discussed in more detail below. 275 For bidirectional connectivity, we no longer have a clear distinction between a pre-and a 276 postsynaptic neuron, and instead we just refer to neuron 1 and neuron 2. Due to the symmetry 277 of the network, we can plot the PRC for neuron 1 together with that of neuron 2 by re ecting the 278 PRC for neuron 2 about the mid-point of the phase axis, 0.5 (see Methods for more detail). Phase 279 locking between the two neurons can then be predicted by nding the intersections ( xed points) 280 of these two PRCs ( Fig. 8 B1-B3 ). By symmetry, approximately 0.5 is always a xed point in this case, 281 and we found that this was the only xed point for the bidirectional system and remained stable 282 regardless of the value of E GABA (Fig. 8B1-4 ). Again, this prediction was tested by simulating the 283 bidirectionally connected two-neuron network and recording the phase di erence between the 284 two neurons. The predicted asynchrony between the two neurons is in good agreement with our 285 simulations, in which the phase di erence between the two neurons remained tightly distributed 286 around 0.5 for all values of E GABA tested ( Fig. 8 B4) . The slow oscillations of approximately 1 Hz seen with unidirectional connectivity can be un-288 derstood by taking a closer look at the PRCs calculated for E GABA less than approximately *57 mV 289 in the undirectional case ( Fig. 8 A) . For these values of E GABA , the PRCs only have unstable xed 290 points.Under these conditions, the phase of neuron 2 relative to neuron 1 is delayed by di erent 291 amounts across successive inputs from neuron 2 (or possibly advanced if inputs arrive during a 292 speci c narrow phase window). Moreover, based on the shape of the PRC, the magnitude of change 293 in phase is large when phase is away from 0 and 1, such that spiking is asynchronous, and small 294 when the phase of is nearly synchronous. As a result, the network remains close to synchrony most 295 of the time but with approximately periodic asynchronous excursions, a phenomenon referred to 296 as phase slipping (Thounaojam et al., 2014) . The frequency of phase slipping is determined by the 297 number of stimulus kicks needed for the phase to progress through one full cycle, which in turn 298 is determined by the shape of the PRC. For example, one full phase slipping cycle is illustrated in 299 Fig. 9 A-B for E GABA = *60 mV . As previously mentioned, the slow oscillation in phase is also seen as 300 a periodic negative excursion in the frequency of spiking ( Fig. 8 A5) . 301 Finally, since the frequency of phase slipping oscillations is determined by the shape of the PRC 302 and the PRC is in part determined both by E GABA and by the weight/conductance of the synaptic 303 projection from the other neuron (W SNr GABA ), changes in E GABA or W SNr GABA should a ect the phase 304 slipping frequency. Therefore, we also characterized the relationship between E GABA and the fre-305 quency of the phase slipping for di erent values of W SNr GABA . In our simulations, we found that phase 306 slipping oscillations begin at approximately E GABA = *56 mV and linearly increase in frequency as 307 E GABA is held at progressively more hyperpolarized values ( Fig. 9 C) . The hyperpolarization of E GABA 308 leads to stronger inhibition and hence a larger PRC amplitude, which allows for the postsynaptic 309 neuron to progress through the full phase range on fewer cycles (i.e., at a higher frequency). More-310 over, the slope of the linear relationship between E GABA and frequency increases/decreases with 311 increases/decreases in the strength of W SNr GABA due to similar e ects. We also simulated SNr neurons 312 with di erent levels of applied current, leading to di erent ring rates, but this variability did not 313 strongly impact resulting oscillation frequencies. simulations predict that similar slow oscillations will occur when E GABA is equal to or hyperpolarized 318 relative to the membrane AHP. Assuming that these oscillations are driven by the mechanism 319 described in Fig. 9 , manipulations that depolarize E GABA should reduce and stop such oscillations. 320 As illustrated in Fig. 4 , changing the tonic Cl * conductance to the soma is one way to depolarize 321 E GABA . This could be achieved by increasing the ring rate of GPe neurons. Therefore, next we on oscillations but not ring rate in the SNr is consistent with our simulations and suggests that 333 slow oscillations in the SNr seen under DD conditions may be due to the phase slipping mechanism 334 described in Fig. 9 . These data also suggest that a role of the GPe may be to tune SNr dynamics by 335 modulating the tonic Cl * conductance and E GABA in the SNr. and allows the initiation of a selected action. As we have shown above, the e ect(s) of striatal 346 inputs on the ring rate and pattern of SNr neurons is highly dependent on E GABA , which, in turn, is 347 determined by the tonic chloride conductance and the Cl * extrusion capacity of the KCC2 pump. 348 Therefore, changes in E GABA are predicted to modulate the threshold at which ramping striatal 349 activity will generate a pause in SNr ring. 350 In the previous section we argued that the tonic GABAergic input from GPe neurons of the direct 351 pathway may provide a mechanism to tune E GABA in the soma of SNr neurons. Assuming that the 352 coupling between the somatic and dendritic compartments is su ciently strong, the tonic somatic Fig. 11 A, B ). In this set of simulations [Cl] * in the somatic and dendritic 357 compartments interact by the addition of a coupling term (see Methods for a full description). 358 Next, we characterized E GABA in the somatic and dendritic compartments as a function of the 359 tonic somatic Cl * conductance (representing the tonic GABAergic GPe input). As expected, E GABA 360 depolarizes in both compartments as the somatic chloride conductance is increased ( Fig. 11 C) . In 361 the dendritic compartment in particular, E GABA ranges from just below *75 mV with no chloride 362 conductance to approximately *57 mV with a 1.0 nS_pF Cl * conductance in the soma. 363 Finally, we characterized the relationship between tonic Cl * conductance and the time required 364 to decrease the mean SNr population ring rate below thresholds of 1 Hz, 5 Hz, and 10 Hz in 365 response to a ramping striatal input ( Fig. 11 D-F) . As the tonic Cl * conductance increases, E GABA 
Discussion

373
In this work, we used computational modeling to explain and make predictions about the responses 374 of SNr neurons to the streams of GABAergic input that they receive from the GPe and striatum (Str), 375 as well as the e ects of local interactions within the SNr. Results from previous experiments and 376 from those reported in this paper show that each of these channels, when activated on its own, can 377 induce diverse patterns of SNr spiking. Our simulations show that these responses can result from 378 varying levels of the GABA A reversal potential, short-term plasticity, and in some cases intracellular , 2012; Astorga et al., 2015) . Furthermore, from a theoretical perspective, these GABAergic 394 responses are relatively well understood (see (Dayan and Abbott, 2001; Doyon et al., 2011, 2016a,b ) 395 GPe (Titz et al., 2015) . According to our model, compromised 417 KCC2 function would likely depolarize E GABA , slowing or even preventing decision-making. More 418 generally, our results support the idea that GPe output itself could be modulated to tune SNr 419 processing, related to decision speeds or other functions, in condition-speci c ways (see Figure 12 ). 420 Our experiments characterizing SNr responses to optogentic stimulation of GPe and Str GABAer- (Deransart et al., 2003; Willard et al., 2019) , our model would predict that E GABA should be close to 431 *55 mV in vivo (Fig. 8 A4) . If E GABA is depolarized in vivo we would also expect to see an increase in to occur to achieve one full passage along the PRC (e.g., Fig. 9 ). This explains why, although more 456 cycles occur in a given time, the slow oscillation frequency does not signi cantly increase. The 457 mechanism underlying the changes in our model neuron's PRC with input frequency likely depends 458 on the particular currents included but remains for future investigation. 459 The precise functions of Str inputs to SNr neurons remain unknown. Although there is signi cant 460 literature supporting a role for these inputs in action selection or initiation, there are certainly other 461 possibilities. One such idea is that Str inputs encode movement velocity and the resulting SNr ring 462 rate encodes spatial position (Kim et al., 2014; Bartholomew et al., 2016; Barter et al., 2015) . SNr, which would not induce a strong e ect at the soma. 469 In mice, DA depletion increases SNr synchrony (Willard et al., 2019) and promotes slow oscil-470 lations (Whalen et al., 2020) . In our model, this may be explained by a depolarizing shift in E GABA 471 under these conditions, presumably driven by a reduction in GPe ring rate (Filion et al., 1991 Model SNr neurons were developed that each feature both a somatic and a dendritic compartment 512 and incorporate Hodgkin-Huxley style conductances adapted from previously described models 513 and/or experimental data (Xia et al., 1998; Zhou et al., 2008; Corbit et al., 2016; Doyon et al., 2016a) . 514 The membrane potentials for the somatic (V S ) and dendritic compartments (V D ) are given by the 515 following di erential equations: currents I DS and I SD are coupling terms that represent the current from the dendrite into the soma 526 and from the soma into the dendrite, respectively. The currents are de ned as follows:
I NaP = g NaP m 3 NaP h NaP (V S * E Na ) (4) 528 where g i is the maximum conductance, E i is the reversal potential, and m i and h i are gating variables 529 for channel activation and inactivation for each current I i . s Na is an additional inactivation term 530 governing spike-frequency adaptation. The parameter ↵ C = 0.833 is the ratio of somatic and total 531 capacitances. The GABAergic synaptic conductances g S GABA , g D GABA are variable and will be de ned 532 below. The values used for the g i and E i are given in Table 1. 533 Table 1 . Ionic Channel Parameters. Activation (m i ) and inactivation (h i , s i ) of voltage-dependent channels are described as follows:
Channel Parameters
The parameters for these currents are given in Table 1 and were adapted from Corbit et al. (2016) . 537 Activation of the small conductance calcium-activated potassium channels (SK) is instantaneous 538 and depends on the intracellular calcium concentration ([Ca] i ):
where k SK represents the half-activation Ca 2+ concentration and n SK is the Hill coe cient. The 540 parameters are given in Table 1 and were taken from Xia et al. (1998) . 541 The intracellular calcium concentration is determined by the balance of Ca 
where ↵ ca = 1.0 10 *8 mM_f C is a conversion factor relating current and rate of change in [Ca] in , 546 ⌧ Ca = 250 ms is the time constant for the Ca 2+ extrusion and Ca min = 5.0 10 *8 mM is the minimum 547 calcium concentration. 548 Synaptic dynamics 549 The GABAergic synaptic conductance in the somatic (g S GABA ) and dendritic g S GABA compartments are 550 described by the following equations:
and 552 dg D
where ⌧ {S,D} GABA is the exponential decay time constant for the somatic and dendritic compartments, 
and 560 dF dt
The parameters for D 0 , ⌧ D , ↵ D , D min , F 0 , ⌧ F , and ↵ F are listed in Table 1 
In the previous equations, ↵ Cl is a conversion factor relating current and rate of change in [Cl] in , 575 g KCC2 , g GABA and g T onic GABA are the conductances of the KCC2 Cl * extruder, GABAergic conductance, 576 and tonic chloride load. describes the fraction of the GABA A current that is carried by Cl * ions, 577 and V represents the membrane potential of the speci c compartment. The dataset for calculating the phase response curves were generated by simulating transient 586 GABAergic inputs to the somatic compartment every 2 s plus a randomly generated variation of 0 587 to 100 ms. The dataset was post-processed in Matlab and for each simulated GABAergic input, the 588 change in phase relative to the input phase was extracted. Equations for the PRCs were generated 589 using a forth order polynomial t. 590 Bidirectional network: Phase on the horizontal axis is de ned in a frame relative to the phase of 591 neuron 1. In other words, to compute the PRC of neuron 2, we consider the e ect of an input from 592 neuron 1 to neuron 2 when neuron 2 is at di erent phases; the fact that neuron 1 is supplying the 593 input means that the phase of neuron 1 is 1. To compute the PRC of neuron 1, we should still think 594 of the phase of neuron 1 as being 1 (or equivalently 0), but now neuron 2 is the neuron providing 595 the input. As a result, the PRC for neuron 1 ends up being given by re ecting the PRC for neuron 2 596 about 0.5.
597
For example, suppose that the phase of neuron 2 is altered by an amount if it receives an 598 input when it is at phase 0.8, such that the PRC of neuron 2 takes the value at phase = 0.8.
599
Note that at = 0.8, neuron 2 lags neuron 1 by a phase of 0.2. Now, at what phase should the PRC 600 for neuron 1 take the value ? To answer this question, we must determine the phase of neuron 2 601 when it spikes, given that neuron 1 lags neuron 2 by 0.2. But since the phase of neuron 1 is 0, we 602 simply conclude that the value occurs on the PRC of neuron 1 at = 0.2 (i.e., at = 1 * 0.8).
SNr network construction 604 As mentioned above, the SNr is a sparsely connected network where each neuron is estimated to 605 receive between 1-4 inputs from neighboring SNr neurons (Higgs and Wilson, 2016) . To represent 606 sparse connectivity in our simulated 100 neuron SNr network (see Fig. 11 A) , equation (19) for 607 g S GABA was slightly modi ed such that the somatic GABAergic conductance in the i th neuron in the 608 population is described by the following equation: is statistically below and one above baseline. In order to identify pauses that are longer than can 639 be accounted for by short-term synaptic dynamics, the "long pause" was de ned as any pause 640 in spiking that continues after 10 stimulus pulses (steady state is reached after roughly 5 pulses), 641 which equates to 1000 ms, 500, ms, 250 ms and 125 ms for stimulation at 10 Hz, 20 Hz, 40 Hz and 60 Hz, 642 respectively.
643
Integration methods
644
All simulations were performed locally on an 8-core Linux-based operating system. Simulation 645 software was custom written in C++. Numerical integration was performed using the rst-order 646 Euler method with a xed step-size ( t) of 0.025ms. Oscillating units units were detected by a two-step process as described in Whalen et al. (2020) . 673 First, we identi ed peaks in the 0.5 * 4 Hz range of the power spectrum (computed with Welch's 674 method and corrected for the unit's ISI distribution) and determined if any fell above a con dence 675 interval estimated from high frequency (100 * 500 Hz) power, correcting for multiple comparisons 676 (Bonferroni correction). Then, to distinguish oscillations from 1/f noise, we determined if the 677 mean phase shift at this identi ed frequency fell below a con dence interval estimated from high 678 frequency phase shift. A unit which passed both these criteria was considered to be oscillating. ) and the potassium-chloride co-transporter KCC2 extrusion capacity (g KCC2 ) as previously shown in Fig. 4 A. (B) Example of "Partial Inhibition" in response to 1 s of stimulation resulting due to a small accumulation of intracellular Cl * , as shown in Fig. 4 E2. (C) Example of longer 10 s stimulation resulting in larger Cl * accumulation resulting in a transition of E GABA from inhibitory to excitatory and thus causing a biphasic response in a simulated SNr neuron's ring rate, as seen in 10 s stimulation experiments. g T onic GABA and g KCC2 are the same in (B) and (C) and take the values indicated in (A). To generate the biphasic example the synaptic conductance g S GABA was increased from 0.2 to 0.4 nS_pF . 
