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ESSENTIAL SPECTRA OF TENSOR PRODUCT HILBERT COMPLEXES,
AND THE ∂-NEUMANN PROBLEM ON PRODUCT MANIFOLDS
FRANZ BERGER
Abstract. We investigate tensor products of Hilbert complexes, in particular the (essential) spec-
trum of their Laplacians. It is shown that the essential spectrum of the Laplacian associated to
the tensor product complex is computable in terms of the spectra of the factors. Applications are
given for the ∂-Neumann problem on the product of two or more Hermitian manifolds, especially
regarding (non-) compactness of the associated ∂-Neumann operator.
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1. Introduction
By a Hilbert (cochain) complex (H,D, d) (or simply (H, d)) we mean a graded Hilbert space
H = ⊕i∈ZHi with only finitely many nonzero (mutually orthogonal) terms, a dense graded linear
subspace D = ⊕i∈ZDi, and a closed linear operator d : D→ D on H of degree 1 such that d◦d = 0.
We therefore obtain the (cochain) complex
· · · di−2−−−→ Di−1 di−1−−−→ Di di−−−→ Di+1 di+1−−−→ · · ·
with closed and densely defined differentials di := d|Di : Di → Di+1. Hilbert complexes were most
prominently studied in [BL92], but the concept also appears in some earlier works [GV82; Vas80].
They are useful in order to formalize the main operator theoretic properties common to boundary
value problems for elliptic complexes. An important operator associated to (H, d) is its Laplacian,
defined by ∆ := ⊕i∈Z ∆i with
∆i := d∗i di + di−1d∗i−1 on dom(∆i) :=
{
x ∈ Di ∩D∗i : dx ∈ D∗i+1 and d∗x ∈ D∗i−1
}
,
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2 FRANZ BERGER
where D∗i ⊆ Hi is the domain of d∗i−1, the adjoint of di−1. This gives the chain complex
· · · d
∗
i−2←−−− D∗i−1
d∗i−1←−−− D∗i
d∗i←−−− D∗i+1
d∗i+1←−−− · · ·
Each ∆i is a positive self-adjoint operator on Hi, and it is useful to study the Laplacian in order
to gain insight into the solutions of the inhomogeneous d-equation. The fact that the Laplacian is
self-adjoint is usually attributed to Gaffney [Gaf55], where the corresponding result for the de Rham
complex is found.
In this article we are concerned with the spectral theory of the Laplacian of a tensor product of
two Hilbert complexes. The Hilbert space of the tensor product of two Hilbert complexes (H, d)
and (H ′, d′) is given by the tensor product of graded Hilbert spaces, and the differential is the
closure of ⊕j+k=i(dj ⊗ idH′k + σj ⊗ d′k), where σj is multiplication by (−1)j on Hj , see section 3
for the detailed definitions. Our main result is the following:
Theorem 1.1. Let (H, d) and (H ′, d′) be two Hilbert complexes, with Laplacians ∆ and ∆′, respec-
tively. If ∆˜ denotes the Laplacian of the tensor product Hilbert complex (H, d) ~ˆ (H ′, d′), then
σ(∆˜i) =
⋃
j+k=i
(
σ(∆j) + σ(∆′k)
)
(1.1)
and
σe(∆˜i) =
⋃
j+k=i
(
σe(∆j) + σ(∆′k)
) ∪ (σ(∆j) + σe(∆′k)). (1.2)
Here, σ(∆˜i) and σe(∆˜i) are the spectrum and the essential spectrum of ∆˜i, respectively, and we
use Minkowski sums in order to add sets of real numbers. In particular, the sum σe(∆j) + σ(∆′k)
is meant to be empty if one of the summands is empty. Equations (1.1) and (1.2) are obtained by
first showing that the Laplacian of the tensor product is an appropriate direct sum of the closures
of ∆j ⊗ idH′
k
+ idHj ⊗∆′k, and then computing the (essential spectrum) of these operators by using
the Borel functional calculus for strongly commuting tuples of normal operators, see appendix A.
The results are motivated by questions arising in the ∂-Neumann problem on Hermitian manifolds,
which is essentially the study of the (Gaffney extension of the) complex Laplacian,
E := ∂E,∗∂E + ∂E∂E,∗,
with E → X a Hermitian holomorphic vector bundle, ∂E the (maximal closed extension of) the
Dolbeault operator acting on E-valued differential forms, and ∂E,∗ its Hilbert space adjoint with
respect to the L2 inner product induced by the metrics. Since ∂E maps (p, q) forms to (p, q + 1)
forms and squares to zero, we obtain, for every 1 ≤ p ≤ dimC(X), a Hilbert complex which we
denote by (L2p,•(X,E), ∂E), with L2p,q(X,E) being the space of square-integrable (p, q) forms on X
with values in E.
The Cauchy-Riemann equations on product domains have been studied previously in [Cha10;
CS11; Ehs07; Fu07; Kra88]. In [Cha10], Chakrabarti computes the spectrum of  for X × Y , the
product of two Hermitian manifolds. If we denote, for the moment, the complex Laplacian on the
(p, q) forms on X × Y by X×Yp,q , then its spectrum according to [Cha10] is
σ(X×Yp,q ) =
⋃
p′+p′′=p
q′+q′′=q
(
σ(Xp′,q′) + σ(Yp′′,q′′)
)
.
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One of our goals was to find a similar formula for the essential spectrum. If we allow for bundle-
valued forms, say E → X and F → Y , then it turns out that the complex Laplacian for the bundle
E  F := pi∗XE ⊗ pi∗Y F over X × Y is unitarily equivalent to the Laplacian of the tensor product of
the Hilbert complexes (L20,•(X,E), ∂E) and (L20,•(Y, F ), ∂F ), so that we obtain
σ(EF0,q ) =
⋃
q′+q′′=q
(
σ(E0,q′) + σ(F0,q′′)
)
(1.3)
and
σe(EF0,q ) =
⋃
q′+q′′=q
(
σe(E0,q′) + σ(F0,q′′)
) ∪ (σ(E0,q′) + σe(F0,q′′)) (1.4)
from (1.1) and (1.2). Both equations have their expected analogues for (p, q) forms with p 6= 0, but
this will require taking an additional direct sum, see Theorem 5.1.
We are also interested in questions regarding the compactness of minimal solution operators to
the inhomogeneous ∂E-equation. Closely related to this is compactness of the ∂-Neumann operator,
which is the inverse of E (modulo its kernel). Whether the ∂-Neumann operator is compact
can be read off from the essential spectrum of E , and (1.4) therefore provides a way to decide
compactness for product manifolds in terms of the corresponding property of the factors.
We point out that these above questions have already been investigated for certain special product
manifolds. As a standard counterexample, Krantz [Kra88] shows that the minimal solution operator
to the ∂-equation for (0, 1)-forms on the unit bidisc in C2 fails to be compact.
Haslinger and Helffer consider in [HH07, Proposition 4.6] the weighted ∂-problem on Cn, which
can be understood as the corresponding problem for the trivial line bundle on Cn with nontrivial
fiber metric e−ϕ/2 for some given smooth function ϕ : Cn → R. They show that if ϕ is decoupled,
ϕ(z) = ϕ1(z1) + · · · + ϕn(zn), and there exist 1 ≤ j ≤ n such that the Bergman space of entire
functions on C, square integrable with respect to e−ϕjλ (with λ the Lebesgue measure), has infinite
dimension, then the ∂-Neumann operator for the weighted problem on Cn is not compact on (0, 1)
forms. The question of whether the conclusion extends to higher degree forms was left unanswered.
Indeed, the method of proof seems unsuitable for treating anything but (0, 1) forms, since they
basically consider a solution operator for the product complex which only agrees with the minimal
one for (0, 1) forms, see the arguments in [CS11]. The deeper reason for this is that the kernel of
∂ does not play nicely with respect to the product structure, while L2 cohomology (the kernel of
the Laplacian) does. This is expressed in the Künneth formula (which holds more generally for
tensor products of Hilbert complexes, see [GV82] or [BL92, Corollary 2.15]). Note that the weighted
problem with decoupled weights is covered by our results since, geometrically, it corresponds to
considering the line bundle ⊗nj=1 pi∗jEj over Cn, where Ej is the trivial line bundle over C with
fiber metric e−ϕj/2, and pij : Cn → C the projection onto the jth factor.
The extension of [HH07, Proposition 4.6] will then be Theorem 5.6, where we show that the
∂-Neumann operator for the product of n Riemann surfaces (and vector bundles over them) is in
fact not compact on (0, q) forms with 0 ≤ q ≤ n − 1, provided at least one factor has an infinite
dimensional Bergman space.
Acknowledgments. This work is part of the author’s Ph.D. research under the supervision of Prof.
Friedrich Haslinger. The author would like to thank Prof. Haslinger for making him aware of the
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above mentioned difficulties in the weighted ∂-problem with decoupled weights, which ultimately
led to the present article.
2. Hilbert complexes
In this section we will review some of the basics of the theory of Hilbert complexes. For a more
in-depth introduction, see [BL92]. In addition, we will supplement this by adding concepts and
results which are standard in the L2 theory of the ∂-complex from several complex variables.
If (H,D, d) and (H ′,D′, d′) are Hilbert complexes, then a graded linear map g : H → H ′ (of
degree 0) is called a morphism of Hilbert complexes if g is bounded (i.e., gi := g|Hi : Hi → H ′i is
bounded for every i ∈ Z) and g ◦ d ⊆ d′ ◦ g. In particular, g(D) ⊆ D′. An isomorphism of Hilbert
complexes is a bijective morphism of Hilbert complexes g : H → H ′ such that g ◦ d = d′ ◦ g (in the
sense of unbounded operators; in particular, g(D) = D′). A unitary equivalence between Hilbert
complexes is a unitary isomorphism of Hilbert complexes. Note that if g : (H, d)→ (H ′, d′) is such
a unitary equivalence, then d∗ ◦ g−1 = g−1 ◦ d′∗ and hence g ◦∆ = ∆′ ◦ g, so that the Laplacians
are unitarily equivalent.
If {(Hj , dj) : j ∈ F} is a finite collection of Hilbert complexes, then their direct sum is the Hilbert
complex⊕j∈F (Hj , dj) := (⊕j∈F Hj ,⊕j∈F dj). Evidently, its Laplacian is given by⊕j∈F ∆j , with
∆j the Laplacian of (Hj , dj).
The cohomology of a Hilbert cochain complex (H, d) is the graded vector space
H(H, d) :=
⊕
i∈Z
Hi(H, d), where Hi(H, d) := ker(di)
/
img(di−1).
The reduced cohomology of (H, d) is
H(H, d) :=
⊕
i∈Z
Hi(H, d), where Hi(H, d) := ker(di)
/
img(di−1).
In general, the differentials of a Hilbert complex do not have closed range, so that typically only
H(H, d) will be a Hilbert space in a natural way. One of the main tools available is the Hodge
decomposition, see [BL92, Lemma 2.1]:
Proposition 2.1 (Weak Hodge decomposition). Every Hilbert complex (H, d) induces an orthogonal
decomposition
Hi = ker(∆i)⊕ img(di−1)⊕ img(d∗i ). (i ∈ Z)
Moreover, the space of harmonic elements,
ker(∆) =
⊕
i∈Z
(
ker(di) ∩ ker(d∗i−1)
)
,
is canonically isomorphic to H(H, d), in the sense that every equivalence class in H(H, d) has a
unique harmonic representative.
Let P d : H → H denote the orthogonal projection of H onto ker(d). The minimal (or canonical)
solution operator to (H, d) is the closed operator
S = S(H, d) : img(d) ⊆ H → H, S(dx) := (idH − P d)x.
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This is well-defined since ker(d) = ker(idH − P d). We write Si = Si(H, d) : img(di−1) → Hi−1
for its restriction to Hi. By definition, S gives the norm-minimal solution to the inhomogeneous
d-equation,
d(Sy) = y and Sy ⊥ ker(d)
for y ∈ img(d).
The remaining results of this section are well-known for the (closed extensions of the) Dolbeault
complex on Hermitian manifolds. As a (non-exhaustive) list of references, we cite [CS01; Has14;
Hör65; Str10]. For the convenience of the reader, we provide here the proofs of the corresponding
results for Hilbert complexes. Note that while most of those references do not allow for ∆i to have
a nontrivial kernel (since the complex Laplacian on bounded pseudoconvex domains is injective),
this is easily incorporated into the arguments, see also [ØR14; Rup11].
Lemma 2.2. Let (H, d) be a Hilbert complex. Then Si : img(di−1) ⊆ Hi → Hi−1 is bounded if and
only if di−1 has closed range. In this case we extend Si to Hi by zero on img(di−1)⊥.
Proof. If di−1 has closed range, then Si is a closed and everywhere defined operator on the Hilbert
space img(di−1), hence bounded by the closed graph theorem. Conversely, if Si is bounded there
exists C > 0 such that ‖S(dx)‖ ≤ C‖dx‖ for all x ∈ Di−1. If x ∈ Di−1∩ker(di−1)⊥, then S(dx) = x
and hence ‖x‖ = ‖S(dx)‖ ≤ C‖dx‖, which shows that di−1 has closed range. 
The next result shows that the minimal solution operator is closely related to the Laplacian:
Proposition 2.3. Let (H, d) be a Hilbert complex and define
N = N(H, d) :=
(
∆|dom(∆)∩ker(∆)⊥
)−1 : img(∆)→ H
as the inverse of the Laplacian. We write Ni = Ni(H, d) : img(∆i)→ Hi for its restriction to Hi.
Then:
(i) dN = Nd on D ∩ img(∆) and d∗N = Nd∗ on D∗ ∩ img(∆).
(ii) On img(d) ∩ img(∆) we have
S = d∗N. (2.1)
(iii) On D ∩ d−1(img(∆)) we have
I − P d = d∗Nd. (2.2)
Proof. If x ∈ Di ∩ img(∆i), then x = ∆iy for some y ∈ dom(∆i) ∩ ker(∆i)⊥. It follows that
diy ∈ dom(∆i+1) and
Ndix = Ndi∆iy = Ndid∗i diy = N(d∗i+1di+1 + did∗i )diy = diy = diNx.
This shows the first equation in (i), the other one follows similarly. If x ∈ img(di−1) ∩ img(∆i),
then
x = ∆iNix = d∗i diNix+ di−1d∗i−1Nix.
Because x ∈ ker(di) and di ◦ di−1 = 0, this implies d∗i diNix ∈ ker(di) ∩ img(d∗i ) = 0. Therefore,
x = di−1d∗i−1Nix and
Six = (I − P d)d∗i−1Nix = d∗i−1Nix
since img(d∗i−1) = img(I − P d)∩Hi−1. This shows (2.1), and (2.2) is immediate from the definition
of S. 
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Lemma 2.4. Let (H, d) be a Hilbert complex. Then the following are equivalent:
(i) Ni : img(∆i)→ Hi is bounded.
(ii) ∆i has closed range.
(iii) di−1 and di both have closed range.
(iv) There is C > 0 such that, for all x ∈ Di ∩D∗i ∩ ker(∆i)⊥,
‖x‖2 ≤ C(‖dix‖2 + ‖d∗i−1x‖2).
(v) Si : img(di−1)→ Hi−1 and Si+1 : img(di)→ Hi are both bounded.
In this case, we extend Ni by zero on img(∆i)⊥ = ker(∆i).
Proof. Because Ni is closed, (ii) ⇒ (i). Conversely, suppose Ni is bounded and take uj → u
with uj ∈ img(∆i). Then Niuj → v for some v ∈ H and we have ∆iNiuj = uj . As ∆i is closed,
v ∈ dom(∆i) and ∆iv = u, hence u ∈ img(∆i). Thus, (i) ⇔ (ii).
We now show (ii) ⇒ (iii), so assume that ∆i has closed range. For x ∈ Di ∩ ker(di)⊥ ⊆
ker(∆i)⊥ = img(∆i), we have
‖x‖2 = 〈∆iNix, x〉 = 〈d∗i diNix, x〉+ 〈di−1d∗i−1Nix, x〉 = 〈diNix, dix〉 ≤ C‖x‖‖dix‖
because di−1d∗i−1Nix ∈ ker(di) ⊥ x, and the operators diNi and d∗i−1Ni are bounded on img(∆i)
since
‖diNiy‖2 + ‖d∗i−1Niy‖2 = 〈∆iNiy,Niy〉 = 〈y,Niy〉 (y ∈ img(∆i))
and Ni is bounded by (i). Therefore, di has closed range. Interchanging the roles of di and d∗i−1,
one shows that the latter operator also has closed range.
Now assume that di−1 and di have closed range. It follows that d∗i also has closed range. If x ∈
Di∩D∗i ∩ker(∆i)⊥ = Di∩D∗i ∩(img(di−1)⊕img(d∗i )), write x = x1+x2 with x1 ∈ Di∩D∗i ∩img(di−1)
and x2 ∈ Di ∩D∗i ∩ img(d∗i ). There exist C1, C2 > 0 such that
‖x1‖2 ≤ C1‖d∗i−1x1‖2 = C1‖d∗i−1x‖2 and ‖x2‖2 ≤ C2‖dix2‖2 = C2‖dix‖2
by our assumptions on di−1 and di, and hence
‖x‖2 = ‖x1‖2 + ‖x2‖2 ≤ C
(‖d∗i−1x‖2 + ‖dix‖2)
withC := max{C1, C2}. This shows (iii) ⇒ (iv), and (iv) ⇒ (ii) is immediate as dom(∆i) ⊆ Di∩D∗i
and ‖dix‖2+‖d∗i−1x‖2 = 〈∆ix, x〉 ≤ ‖∆ix‖‖x‖ for x ∈ dom(∆i). The equivalence (iii) ⇔ (v) follows
from Lemma 2.2. 
Proposition 2.5. Let (H, d) be a Hilbert complex, and assume that any of the equivalent statements
of Lemma 2.4 holds. We extend Ni by zero on img(∆i)⊥. Then
(i) dN = Nd on Di and d∗N = Nd∗ on D∗i ,
(ii) Si = d∗Ni on Hi,
(iii) Ni = S∗i Si + Si+1S∗i+1, where Si and Si+1 are the extensions by zero,
(iv) inf σ(∆i) > 0 if and only if ker(∆i) = 0, and
(v) inf σe(∆i) > 0 if and only if dim(ker(∆i)) <∞.
Proof. On Di ∩ img(∆i)⊥ ⊆ ker(di) we have dN = 0 and Nd = 0, so dN = Nd holds on Di, and
similarly one shows d∗N = Nd∗ on D∗i .
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By the Hodge decomposition, img(∆i) = img(di−1)⊕ img(d∗i ). Thus, img(di−1) ⊆ img(∆i) and
hence S = d∗N on img(di−1). Since S|img(di−1)⊥ = 0 by definition, it remains to show that d∗N
also vanishes on img(di−1)⊥. As img(di−1)⊥ = ker(∆i) ⊕ img(d∗i ) and N |ker(∆i) = 0, we are left
with showing that d∗N |img(d∗i ) = 0. Now if y ∈ D∗i+1 = dom(d∗i ), then d∗Nd∗i y = d∗d∗iNy = 0 by
(i). This shows that S = d∗N on Hi.
We have d∗i−1Nix ∈ Di−1 and diNix ∈ D∗i+1 for x ∈ Hi, and therefore
Nix = Ni∆iNix = (Nidi−1)(d∗i−1Ni)x+ (Nid∗i )(diNi)x = (di−1Ni)(d∗i−1Ni)x+ (d∗iNi)(diNi)x
by (i). Applying S∗i = di−1Ni−1 and S∗i+1 = diNi shows (iii).
The orthogonal decomposition Hi = ker(∆i)⊕ img(∆i) induces a unitary equivalence of ∆i with
0⊕∆i|img(∆i) : ker(∆i)⊕ img(∆i)→ ker(∆i)⊕ img(∆i),
hence σ(∆i) \ {0} = σ(∆i|img(∆i)) and σe(∆i) \ {0} = σe(∆i|img(∆i)) since 0 6∈ σ(∆i|img(∆i)) by the
boundedness of Ni|img(∆i). Moreover, 0 ∈ σ(∆i) (resp. 0 ∈ σe(∆i)) if and only if ker(∆i) 6= 0 (resp.
dim(ker(∆i)) =∞). This immediately gives (iv) and (v). 
Remark 2.6. Concerning items (iv) and (v), one even has that inf σ(∆i) > 0 (resp. inf σe(∆i) > 0)
if and only if the conditions of Lemma 2.4 are satisfied and ker(∆i) = 0 (resp. dim(ker(∆i)) <∞).
This is Proposition 2.2 (resp. Proposition 2.3) of [Fu10].
We are interested in determining whether N and S are compact operators. Recall that the
essential spectrum σe(T ) of a (say normal) operator T is the set of complex numbers which are
accumulation points of the spectrum or eigenvalues of infinite multiplicity. We refer to appendix A
for the precise definition and more information on σe(T ).
Proposition 2.7. Let (H, d) be a Hilbert complex and assume that i ∈ Z is such that any of the
equivalent statements of Lemma 2.4 holds. Then the following are equivalent:
(i) Ni : Hi → Hi is compact.
(ii) Si : Hi → Hi−1 and Si+1 : Hi+1 → Hi are both compact.
(iii) σe(∆i) ⊆ {0}.
Proof. If Si and Si+1 are compact (in particular: bounded), then (iii) of Proposition 2.5 shows that
Ni is also compact. Conversely, Si and Si+1 are compact as soon as Ni is since both S∗i Si and
Si+1S∗i+1 are positive operators. Indeed, if A and B are bounded positive operators on a Hilbert
space K with A ≤ B and B compact, then the compact operator B1/2 satisfies
‖A1/2x‖2 = 〈Ax, x〉 ≤ 〈Bx, x〉 = ‖B1/2x‖2
for every x ∈ K. Since B1/2xj → 0 in K for every weak null sequence xj , we see that A1/2 is
compact, and hence A is also compact. Now apply this to S∗i Si ≤ Ni and Si+1S∗i+1 ≤ Ni.
We know that σe(∆i) \ {0} = σe(∆i|img(∆i)), see the proof of item (v) of Proposition 2.5. But
Ni is compact if and only if Ni|img(∆i) is, and this is the case if and only if ∆i|img(∆i) has compact
resolvent, i.e., σe(∆i|img(∆i)) = ∅. 
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3. Tensor products of Hilbert complexes
Having dealt with the basics on Hilbert complexes, we can now move on to their tensor products.
If H and K are Hilbert spaces, then we denote by H ⊗ˆK their Hilbert space tensor product, which
is the completion of the algebraic tensor product H ⊗K with respect to the usual inner product.
We require a few basic facts about the tensor product of unbounded operators, see [Sch12, p. 7.5]
for a reference. If T and S are closable linear operators on H and K, respectively, then the induced
operators T ⊗S and T ⊗ idH + idK ⊗S on dom(T )⊗dom(S) ⊆ H ⊗ˆK are closable. We denote the
closure of T⊗S by T ⊗ˆS. If both T and S are densely defined and closable, then (T ⊗ˆS)∗ = T ∗ ⊗ˆS∗.
For two Z-graded vector spaces A = ⊕i∈ZAi and B = ⊕i∈ZBi, we denote by A~B their graded
tensor product, which is the graded vector space
A~B =
⊕
i∈Z
(A~B)i with (A~B)i :=
⊕
j+k=i
Aj ⊗Bk. (3.1)
If H and K are Z-graded Hilbert spaces, and if only finitely many Hi and Ki are nonzero, then we
write H ~ˆK for the tensor product of graded Hilbert spaces,
H ~ˆK =
⊕
i∈Z
(H ~ˆK)i with (H ~ˆK)i :=
⊕
j+k=i
Hj ⊗ˆKk.
If Ai with i ∈ Z is a sequence of vector spaces, then by A• we mean the graded vector space⊕i∈ZAi.
In the case where Ai is only defined for a subset of Z, we extend this sequence by zero. We use the
same convention for (finitely many) Hilbert spaces, graded vector bundles and sequences of linear
operators. Finally, the tensor product of Hilbert complexes is defined as in [BL92]:
Definition 3.1. Given two Hilbert complexes (H,D, d) and (H ′,D′, d′), their tensor product com-
plex (H ~ˆH ′, d ~ˆ d′) is given by the tensor product of graded Hilbert spaces and (d ~ˆ d′)i is the
closure of ⊕
j+k=i
(
dj ⊗ idH′
k
+ σj ⊗ d′k
)
: (D~D′)i → (D~D′)i+1, (3.2)
where σj : Hj → Hj is the multiplication by (−1)j . It is straightforward to verify that this again
defines a Hilbert complex. Note that the domain of d ~ˆ d′ is, in general, strictly larger than D~D′.
We denote this tensor product complex by (H, d) ~ˆ (H ′, d′) := (H ~ˆH ′, d ~ˆ d′).
Proposition 3.2. Let (H, d) and (H ′, d′) be two Hilbert complexes, ∆ and ∆′ their respective
Laplacians.
(i) The Laplacian of (H, d) ~ˆ (H ′, d′) on (H ~ˆH ′)i is the closure of⊕
j+k=i
(
∆j ⊗ idH′
k
+ idHj ⊗∆′k
)
: (dom(∆)~ dom(∆′))i → (H ~ˆH ′)i. (3.3)
(ii) If both d and d′ have closed range, then so does d ~ˆ d′.
Proof. By general principles, (d ~ˆ d′)∗ is the adjoint of the operator (3.2). It follows that
(d ~ˆ d′)∗i ⊇
⊕
j+k=i
(
d∗j ⊗ idH′k + σj ⊗ d
′∗
k
)
.
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If ∆˜ denotes the Laplacian of the tensor product complex, then this gives
∆˜i = (d ~ˆ d′)∗i (d ~ˆ d′)i + (d ~ˆ d′)i−1(d ~ˆ d′)∗i−1 ⊇
⊇
( ⊕
j+k=i
(
d∗j ⊗ idH′k + σj ⊗ d
′∗
k
))( ⊕
j+k=i
(
dj ⊗ idH′
k
+ σj ⊗ d′k
))
+
+
( ⊕
j+k=i−1
(
dj ⊗ idH′
k
+ σj ⊗ d′k
))( ⊕
j+k=i−1
(
d∗j ⊗ idH′k + σj ⊗ d
′∗
k
))
and the latter operator is an extension of⊕
j+k=i
(
∆j ⊗ idH′
k
+ idHj ⊗∆′k + (d∗j−1σj)⊗ d′k + (σj+1dj)⊗ d′∗k−1 + (djσj)⊗ d′∗k−1 + (σj−1d∗j−1)⊗ d′k
)
.
Since σj+1dj = −djσj and σj−1d∗j−1 = −d∗j−1σj , the cross terms vanish, and because the domain of
the whole ith component is dom(∆j)⊗dom(∆′k), the whole expression is equal to the operator (3.3)
with domain ⊕j+k=i dom(∆j)⊗ dom(∆′k). It is a general fact that for self-adjoint operators T and
S on Hilbert spaces H and K, respectively, the operator T ⊗ idK +idH⊗S is essentially self-adjoint,
see [RS80, Theorem VIII.33]. By the above, ∆˜i is a self-adjoint extension of (3.3) and must therefore
equal its closure. This shows (i). For the proof of (ii) we refer to [BL92, Corollary 2.15] or [CS11,
Theorem 4.5]. 
Using Proposition 3.2 and the results on the spectra of the (closures of the) operators ∆j⊗ idH′
k
+
idHj ⊗∆′k from appendix A, we are now able to show Theorem 1.1:
Proof of Theorem 1.1. The spectrum of the direct sum of finitely many self-adjoint operators de-
composes as the union of the spectra of the individual operators, and the same holds for the essential
spectrum. Now (1.1) and (1.2) follow from Proposition 3.2 and Theorem A.4. 
Remark 3.3. Due to our choice of having Hilbert complexes Z-graded and with Hi = 0 for |i| large,
it may appear at first glance that there are contributions of many “zero” operators in (1.1) and
(1.2), simply by choosing j and k large enough and with opposite sign. This is not an issue since
those zero operators act on the zero Hilbert space, so they are invertible and therefore have empty
spectrum (and not {0}!). In fact, in (1.1) and (1.2), only the terms with j ∈ supp(H, d) and
k ∈ supp(H ′, d′) contribute, where the support of a Hilbert complex (H, d) is the finite set
supp(H, d) := {i ∈ Z : Hi 6= 0} = {i ∈ Z : Di 6= 0.}.
Evidently, supp((H, d) ~ˆ (H ′, d′)) = supp(H, d) + supp(H ′, d′).
We next give a characterization for the compactness of N for the tensor product complex by
using formula (1.2). This characterization is simpler and more insightful if the Hilbert complexes
are nondegenerate in the following sense:
Definition 3.4. A Hilbert complex (H, d) will be called nondegenerate if di−1 6= 0 or di 6= 0 for all
i ∈ supp(H, d).
Lemma 3.5. Let (H, d) be a nondegenerate Hilbert complex. Then σ(∆i) 6⊆ {0} for all i ∈
supp(H, d), i.e., σ(∆i) is not empty and also not the singleton {0}.
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Proof. Let i ∈ supp(H, d). We have ∆i = 0 if and only if di = 0 and d∗i−1 = 0. Indeed, if ∆i = 0,
then dom(∆i) = ker(∆i) = Hi and ker(∆i) = ker(di) ∩ ker(d∗i−1), so di = 0 and d∗i−1 = 0. The
other implication is obvious. Since the differentials are densely defined and closed, this is equivalent
to di = 0 and di−1 = 0. But if di = di−1 = 0, then Di = 0 by our non-degeneracy assumption,
a contradiction to i ∈ supp(H, d). Therefore, ∆i 6= 0. Since Hi 6= 0, we have σ(∆i) 6= ∅. If
σ(∆i) = {0}, then supp(Pi) = {0} with Pi the spectral measure associated to ∆i as in the spectral
theorem, and hence ∆i =
´
{0} idR dPi = 0, a contradiction. It follows that σ(∆i) 6= {0}. 
Theorem 3.6. Let (H, d) and (H ′, d′) be two Hilbert complexes, with Laplacians ∆ and ∆′, respec-
tively. Assume that d and d′ have closed range (in all degrees). Denote by N the inverse of the
Laplacian for (H, d) ~ˆ (H ′, d′) as in Proposition 2.3. Then the following are equivalent:
(i) Ni : (H ~ˆH ′)i → (H ~ˆH ′)i is a compact operator.
(ii) Ni|Hj⊗ˆH′k : Hj ⊗ˆH
′
k → Hj ⊗ˆH ′k is a compact operator for all j, k ∈ Z with j + k = i.
(iii) σe(∆j) + σ(∆′k) ⊆ {0} and σ(∆j) + σe(∆′k) ⊆ {0} for all j, k ∈ Z with j + k = i.
If, in addition, (H, d) and (H ′, d′) are nondegenerate, then the above are also equivalent to:
(iv) σe(∆j) = σe(∆′k) = ∅ for all j ∈ supp(H, d) and k ∈ supp(H ′, d′) with j + k = i.
(v) σe(∆˜i) = ∅, where ∆˜ is the Laplacian for the tensor product complex.
(vi) For all j ∈ supp(H, d) and k ∈ supp(H ′, d′) with j + k = i,
dim(Hj(H, d)) <∞ and dim(Hk(H ′, d′)) <∞,
and the operators
Nj(H, d) : Hj → Hj and Nk(H ′, d′) : H ′k → H ′k
are compact.
Proof. From Proposition 3.2 we know that d ~ˆ d′ has closed range, hence Ni is a bounded operator
for all i ∈ Z by Lemma 2.4. By Proposition 2.7 and (1.2), Ni is compact if and only if
σe(∆j) + σ(∆′k) ⊆ {0} and σ(∆j) + σe(∆′k) ⊆ {0} (3.4)
for all j, k ∈ Z such that j + k = i, so (i) ⇔ (iii). The equivalence (i) ⇔ (ii) is obvious
as the Laplacian of the tensor product complex, and hence also Ni, respects the decomposition
(H ~ˆH ′)i =
⊕
j+k=iHj ⊗ˆH ′k.
Now assume that (H, d) and (H ′, d′) are nondegenerate. If both j ∈ supp(H, d) and k ∈
supp(H ′, d′), then σ(∆j) 6⊆ {0} and σ(∆′k) 6⊆ {0} by Lemma 3.5. It is clear that σe(∆j) =
σe(∆′k) = ∅ for j and k as in (iv) implies (3.4) for those j and k. If Hj or H ′k is trivial, then (3.4)
holds since the Laplacian is then the zero operator with empty spectrum. This shows (iv) ⇒ (iii).
Conversely, if (iii) holds true, suppose j ∈ supp(H, d) and k ∈ supp(H ′, d′) with j + k = i. Then
σ(∆j) 6⊆ {0} and σ(∆′k) 6⊆ {0} by Lemma 3.5 and hence (3.4) forces σe(∆j) = σe(∆′k) = ∅.
The equivalence (iv) ⇔ (v) is clear from (1.2) and non-degeneracy. We have σe(∆j) = ∅ if and
only if Nj(H, d) is compact (so that σe(∆j) ⊆ {0}) and dim(ker(∆j)) = dim(Hj(H, d)) < ∞ (so
that 0 6∈ σe(∆j) by item (v) of Proposition 2.5), and similarly for σe(∆′k). This shows (iv) ⇔
(vi). 
We now provide several immediate corollaries concerning the non-compactness of N and, by
Proposition 2.7, non-compactness of the minimal solution operators.
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Corollary 3.7. Let (H, d) and (H ′, d′) be two nondegenerate Hilbert complexes as in Theorem 3.6.
Assume that there is j ∈ Z such that Nj(H, d) is not compact on Hj. Then
Nj+k : (H ~ˆH ′)j+k → (H ~ˆH ′)j+k
is not compact either for all k ∈ supp(H ′, d′).
Proof. In this case, j ∈ supp(H, d) and σe(∆j) is not empty (it contains values other than 0) by
Proposition 2.7. Now apply Theorem 3.6. 
Corollary 3.8. Let (H, d) and (H ′, d′) be two nondegenerate Hilbert complexes as in Theorem 3.6.
Let ∆ and ∆′ be their respective Laplacians and denote by ∆˜ the Laplacian of the tensor product
complex (H ~ˆH ′, d ~ˆ d′).
(i) If there exists i ∈ Z such that
dim(ker(∆˜i)) = dim(Hi(H ~ˆH ′, d ~ˆ d′)) =∞,
then Ni : (H ~ˆH ′)i → (H ~ˆH ′)i is not compact.
(ii) If there exists j ∈ Z such that
dim(ker(∆j)) = dim(Hj(H, d)) =∞,
then Nj+k : (H ~ˆH ′)j+k → (H ~ˆH ′)j+k is not compact for all k ∈ supp(H ′, d′).
Proof. In the first case 0 ∈ σe(∆˜i), while j ∈ supp(H, d) and 0 ∈ σe(∆j) in the second case. Now
apply Theorem 3.6. 
4. Complexes of differential operators
The main examples of Hilbert complexes are (closed extensions of) complexes of differential
operators arising in differential geometry. By this we mean a sequence of differential operators
0→ C∞c (M,E0) d0−−−→ C∞c (M,E1) d1−−−→ C∞c (M,E2) d2−−−→ · · ·
dn−1−−−→ C∞c (M,En)→ 0
with smooth vector bundles Ei over a smooth manifold M . We will denote such a complex simply
by (E, d). Suppose that M is Riemannian and that all Ei, 0 ≤ i ≤ n, are Hermitian bundles, so
that we may consider the spaces L2(M,Ei) of square-integrable measurable sections of Ei. The
complex is called elliptic if all the Laplacians
∆Ei := dtidi + di−1dti−1 : C∞c (M,Ei)→ C∞c (M,Ei)
are elliptic differential operators, where dti : C∞c (M,Ei−1)→ C∞c (M,Ei) denotes the formal adjoint
of di. Any extension of di to a closed operator on L2(M,Ei) must necessarily lie between its closure
di,s := di (the minimal, or strong, extension) and its maximal (or weak) closed extension di,w,
defined as the distributional derivative on
dom(di,w) :=
{
s ∈ L2(M,Ei) : dis ∈ L2(M,Ei) in the sense of distributions
}
. (4.1)
A choice of closed extensions for di that produces a Hilbert complex is also called an ideal bound-
ary condition. Such ideal boundary conditions always exist. Indeed, the minimal and maximal
extensions themselves give rise to ideal boundary conditions,
(L2(M,E•), ds) and (L2(M,E•), dw),
see [BL92, Lemma 3.1]. We will mostly deal with the maximal extensions in this article.
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Now consider two complexes of differential operators, say (E, dE) and (F, dF ) over manifolds
M and N , respectively. We proceed similarly to the construction of the tensor product of Hilbert
complexes in order to obtain a complex of differential operators on M ×N . Set
(E ~ F )i :=
⊕
j+k=i
Ej  Fk,
where Ej Fk := (pi∗MEj)⊗ (pi∗NFk), with piM : M ×N →M and piN : M ×N → N the projections,
is a vector bundle over M × N with fiber (Ej)x ⊗ (Fk)y over (x, y) ∈ M × N . If M and N are
Riemannian and all vector bundles are Hermitian, then M × N and (E ~ F )i are also equipped
with metrics in a canonical way.
By C∞c (M,E•) we denote the Z-graded vector space
⊕
j C
∞
c (M,Ej), and similarly for C∞c (N,F•).
Their graded tensor product C∞c (M,E•) ~ C∞c (N,F•) is then defined as in (3.1). The following
Lemma can be found in [BL92, p. 110]:
Lemma 4.1. If (E, dE) and (F, dF ) are complexes of differential operators, then there exists a
unique complex of differential operators
dE~Fi : C∞c (M ×N, (E ~ F )i)→ C∞c (M ×N, (E ~ F )i+1)
such that the diagram
· · · (C∞c (M,E•)~ C∞c (N,F•))i (C∞c (M,E•)~ C∞c (N,F•))i+1 · · ·
· · · C∞c (M ×N, (E ~ F )i) C∞c (M ×N, (E ~ F )i+1) · · ·
dE ~ dF dE ~ dF
ιi
dE ~ dF
ιi+1
dE~F dE~F dE~F
commutes, where dE ~ dF is given by⊕
j+k=i
(
dEj ⊗ idC∞c (N,Fk) + σj ⊗ dFk
)
:
(C∞c (M,E•)~ C∞c (N,F•))i → (C∞c (M,E•)~ C∞c (N,F•))i+1, (4.2)
with σj : C∞c (M,Ej)→ C∞c (M,Ej) the multiplication by (−1)j, and
ιi : (C∞c (M,E•)~ C∞c (N,F•))i → C∞c (M ×N, (E ~ F )i)
is the canonical inclusion given by ιi(s⊗t)(x, y) := s(x)⊗t(y) for s ∈ C∞c (M,Ej) and t ∈ C∞c (N,Fk).
If (E, dE) and (F, dF ) are elliptic complexes, then so is (E ~ F, dE~F ).
In the proof of Lemma 4.1, one uses the fact that, via ιi, the space (C∞c (M,E•)~ C∞c (N,F•))i
is sequentially dense in C∞c (M ×N, (E ~ F )i) for the LF -topology.
Example 4.2. Let M and N be smooth manifolds, and consider their de Rham complexes
dMj : Ωjc(M)→ Ωj+1c (M) and dNk : Ωkc (N)→ Ωk+1c (N),
where Ωjc(M) := C∞c (M,ΛjT ∗M) and similarly for Ωkc (N), so that Ej = ΛjT ∗M and Fk = ΛkT ∗N
in the language of Lemma 4.1. Since the cotangent bundle of the product M × N splits as
T ∗(M ×N) ∼= pi∗M (T ∗M)⊕ pi∗N (T ∗N), we get
ΛiT ∗(M ×N) ∼=
⊕
j+k=i
pi∗M (ΛjT ∗M)⊗ pi∗N (ΛkT ∗N) =
⊕
j+k=i
(ΛjT ∗M) (ΛkT ∗N) (4.3)
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from the properties of the exterior algebra functor, hence (E ~ F )i is the vector bundle of i-forms
on M ×N , and
dE~Fi : C∞c (M ×N,ΛiT ∗(M ×N))→ C∞c (M ×N,Λi+1T ∗(M ×N))
is the de Rham differential for the product manifold, since this obviously extends (4.2) by the
Leibniz rule for the exterior derivative. Note that when accounting for the isomorphism (4.3), the
map ιi :
⊕
j+k=i Ωjc(M)⊗ Ωkc (N)→ Ωic(M ×N) is given by ιi(ω ⊗ η) = pi∗Mω ∧ pi∗Nη.
Example 4.3. Let X and Y be complex manifolds, E → X and F → Y two holomorphic vector
bundles, and consider, for fixed 1 ≤ p′ ≤ dimC(X) and 1 ≤ p′′ ≤ dimC(Y ), the Dolbeault complexes
∂Ep′,• : Ωp
′,•
c (X,E)→ Ωp
′,•+1
c (X,E) and ∂Fp′′,• : Ωp
′′,•
c (Y, F )→ Ωp
′′,•+1
c (Y, F ),
where Ωp′,q′c (X,E) := C∞c (X,Λp
′,q′T ∗X ⊗ E) denotes the space of compactly supported smooth
(p′, q′) forms on X with values in E. One might expect the resulting tensor product complex on
X × Y to be the ∂EF -complex, with E  F := pi∗XE ⊗ pi∗Y F , restricted to those (p′ + p′′, q) forms
which are sections of
pi∗X(Λp
′,0T ∗X)⊗ pi∗Y (Λp
′′,0T ∗Y )⊗ Λ0,•T ∗(X × Y )⊗ (E  F ). (4.4)
This is true up to a sign factor. Consider the cochain complex
∂Ep′,• ~ (−1)p
′
∂Fp′′,• : Ωp
′,•
c (X,E)~ Ωp
′′,•
c (X,F )→ Ωp
′,•
c (X,E)~ Ωp
′′,•
c (X,F )
as in (4.2), and the dense inclusions (for the LF -topology)
ιp
′,p′′
q : (Ωp
′,•
c (X,E)~Ωp
′′,•
c (Y, F ))q →
⊕
q′+q′′=q
C∞c (X×Y, (Λp
′,q′T ∗X⊗E)(Λp′′,q′′T ∗Y ⊗F )) (4.5)
given, as in Lemma 4.1, by ιp′,q′q (ω ⊗ η) := pi∗Xω ⊗ pi∗Y η. We denote the right hand side of (4.5)
by Ωc(E,F )p
′,p′′
q . Note that this may be identified with the space of smooth compactly supported
sections of (4.4). According to the bundle isomorphism
Λp,qT ∗(X × Y )⊗ (E  F ) ∼=
⊕
p′+p′′=p
q′+q′′=q
(Λp′,q′T ∗X ⊗ E) (Λp′′,q′′T ∗Y ⊗ F ),
the full space of (p, q) forms decomposes as Ωp,qc (X × Y,E F ) ∼=
⊕
p′+p′′=p Ωc(E,F )p
′,p′′
q . Now for
ω ∈ Ωp′,q′c (X,E) and η ∈ Ωp
′′,q′′
c (Y, F ) with p′ + p′′ = p and q′ + q′′ = q, we have ιp
′,p′′
q (ω ⊗ η) ∈
Ωc(E,F )p
′,p′′
q and, with ∂EF being understood as up to the above isomorphism,
∂EFp,q (ιp
′,p′′
q (ω ⊗ η)) = pi∗X
(
∂Ep′,q′ω
)⊗ pi∗Y η + (−1)q′pi∗Xω ⊗ pi∗Y ((−1)p′∂Fp′′,q′′η) ∈ Ωc(E,F )p′,p′′q+1
because the total degree of ω is p′ + q′, and this is precisely ιp′,p′′q (∂Ep′,• ~ (−1)p
′
∂Fp′′,•)(ω ⊗ η). By
Lemma 4.1, the restriction of ∂EF to Ωc(E,F )p
′,p′′• is the unique complex of differential operators
extending ∂Ep′,• ~ (−1)p
′
∂Fp′′,• via ι
p′,p′′• . Note that the situation is a lot simpler (as simple as in
Example 4.2) if one only considers (0, q) forms.
We now extend the above situation to the level of Hilbert complexes obtained from (E, dE) and
(F, dF ). First note that the inclusions ιi extend to a unitary isomorphism of graded Hilbert spaces
ιˆ :=
⊕
i
ιˆi : L2(M,E•) ~ˆ L2(N,F•)
∼=−→ L2(M ×N, (E ~ F )•),
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where L2(M,E•) :=
⊕
j L
2(M,Ej), and similarly for L2(N,F•) and L2(M × N, (E ~ F )•). The
next result is Lemma 3.6 in [BL92]:
Lemma 4.4. Let (E, dE) and (F, dF ) be complexes of differential operators with Hermitian bundles
over Riemannian manifolds, and (E ~ F, dE~F ) their tensor product as in Lemma 4.1. Then the
diagram
· · · dom((dEw ~ˆ dFw)i) dom((dEw ~ˆ dFw)i+1) · · ·
· · · dom(dE~Fi,w ) dom(dE~Fi+1,w) · · ·
dEw ~ˆ dFw dEw ~ˆ dFw
ιˆi∼=
dEw ~ˆ dFw
ιˆi+1∼=
dE~Fw dE~Fw dE~Fw
commutes, where dEw , dFw and dE~Fw denote the (differentials of the) Hilbert complexes of the maximal
closed extensions of dE, dF and dE~F , respectively, and dEw ~ˆ dFw is the differential of the tensor
product Hilbert complex, see Definition 3.1. In other words, ιˆ is a unitary equivalence between
(L2(M,E•), dEw) ~ˆ (L2(N,F•), dFw) and (L2(M×N, (E~F )•), dE~Fw ). An analogous statement holds
for the minimal extensions.
In particular, Lemma 4.4 implies that the Gaffney extension of the dE~F -Laplacian, which is
the Laplacian of the Hilbert complex (L2(M ×N, (E ~ F )•), dE~Fw ) and is defined by
∆E~FG := (dE~Fw )∗dE~Fw + dE~Fw (dE~Fw )∗
with domain
dom(∆E~FG ) :=
{
x ∈ dom(dE~Fw ) ∩ dom((dE~Fw )∗) :
dE~Fw x ∈ dom((dE~Fw )∗) and (dE~Fw )∗x ∈ dom(dE~Fw )
}
,
is a self-adjoint extension of the dE~F -Laplacian on L2(M×N, (E~F )•) that is unitarily equivalent
to the Laplacian of the Hilbert complex (L2(M,E•) ~ˆ L2(N,F•), dEw ~ˆ dFw). As a consequence, the
two Laplacians share all of their spectral and operator theoretic properties.
5. Applications to the ∂-complex
We will now apply the general theory developed in the previous sections to the ∂-Neumann
problem. For a Hermitian manifold X and a Hermitian holomorphic vector bundle E over X, we
consider, for fixed 1 ≤ p ≤ dimC(X), the complex of differential operators1
∂Ep,q : Ωp,qc (X,E)→ Ωp,q+1c (X,E) (5.1)
and its Laplacians
Ep,q := ∂E,t∂E + ∂E∂E,t : Ωp,qc (X,E)→ Ωp,qc (X,E),
where ∂E,t is the formal adjoint to ∂E . Details on the definition and properties of ∂E can be found,
for instance, in [Dem12; Dem13; Huy05; MM07; Wel73]. For extensive surveys of the L2 theory of
∂, with a focus on pseudoconvex domains in Cn, see [CS01; Str10]. The Gaffney extension of Ep,q,
which we still denote by Ep,q, is given by
Ep,q := ∂E,∗∂E + ∂E∂E,∗ : dom(Ep,q) ⊆ L2p,q(X,E)→ L2p,q(X,E)
1We will usually omit the reference to the bidegree in ∂Ep,q.
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with domain
dom(Ep,q) :=
{
ω ∈ dom(∂E) ∩ dom(∂E,∗) : ∂Eω ∈ dom(∂E,∗) and ∂E,∗ω ∈ dom(∂E)},
where ∂E is now understood as the maximal extension of (5.1) to a closed operator from L2p,q(X,E) to
L2p,q+1(X,E), see (4.1), and ∂E,∗ is its Hilbert space adjoint. Here, L2p,q(X,E) := L2(X,Λp,qT ∗X⊗E)
denotes the space of square-integrable (p, q) forms on X with values in E. In this way, we obtain a
Hilbert complex (L2p,•(X,E), ∂Ep,•) with Laplacian Ep,• for every 1 ≤ p ≤ dimC(X).
The inverse of E , in the sense of Proposition 2.3, is customarily called the ∂-Neumann operator
and denoted by NE . We denote by NEp,q and SEp,q the restrictions of NE and SE , respectively, to
L2p,q(X,E). By Lemma 2.4, Np,q is bounded if and only if ∂E on both (p, q − 1) and (p, q) forms
has closed range. In this case, the minimal (or canonical) solution operator SE to the ∂E-equation
is also bounded on L2p,q(X,E) and on L2p,q+1(X,E), and we have
SE = ∂E,∗NE
on L2p,q(X,E) by Proposition 2.5. The cohomology of the Hilbert complex (L2p,•(X,E), ∂E) is the
L2-Dolbeault cohomology,
H
p,q
L2 (X,E) := H
q(L2p,•(X,E), ∂E) = ker(∂E) ∩ L2p,q(X,E)
/
img(∂E) ∩ L2p,q(X,E),
and its reduced cohomology is the reduced L2-Dolbeault cohomology,
H
p,q
L2 (X,E) := H
q(L2p,•(X,E), ∂E) = ker(∂E) ∩ L2p,q(X,E)
/
img(∂E) ∩ L2p,q(X,E),
which is canonically isomorphic to ker(Ep,q). For instance,
A2(X,E) := ker(∂E) ∩ L2(X,E) = ker(∂E,∗∂E) ∩ L2(X,E) ∼= H0,0L2 (X,E) (5.2)
is the space of square-integrable holomorphic sections of E, called the Bergman space of E → X.
Of course, both cohomology spaces coincide if ∂E has closed range. Our main result for this section
is the following:
Theorem 5.1. Let E → X and F → Y be Hermitian holomorphic vector bundles over Hermitian
manifolds. Then, for 0 ≤ p, q ≤ dimC(X) + dimC(Y ),
σ(EFp,q ) =
⋃
p′+p′′=p
q′+q′′=q
(
σ(Ep′,q′) + σ(Fp′′,q′′)
)
(5.3)
and
σe(EFp,q ) =
⋃
p′+p′′=p
q′+q′′=q
(
σe(Ep′,q′) + σ(Fp′′,q′′)
) ∪ (σ(Ep′,q′) + σe(Fp′′,q′′)), (5.4)
where p′ and q′ range over {0, . . . ,dimC(X)}, and p′′ and q′′ range over {0, . . . ,dimC(Y )}.
Proof. Fix p′ and p′′ for the moment and denote by L2(E,F )p′,p′′q the completion of Ωc(E,F )p
′,p′′
q
as in Example 4.3, with respect to the induced Hermitian structures. Consider the Hilbert complex
(L2(E,F )p
′,p′′• , ∂EF ), obtained by taking the maximal extension of ∂EF , restricted to Ωc(E,F )p
′,p′′• ,
to a closed operator on L2(E,F )p′,p′′q . By Lemma 4.1 and Example 4.3, we know that this Hilbert
complex is unitarily equivalent to(
L2p′,•(X,E) ~ˆ L2p′′,•(Y, F ), ∂Ep′,• ~ˆ (−1)p
′
∂Fp′′,•
)
,
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which is the tensor product of (L2p′,•(X,E), ∂Ep′,•) and (L2p′′,•(Y, F ), (−1)p
′
∂Fp′′,•), as in Definition 3.1.
Now for 0 ≤ p, q ≤ dimC(X) + dimC(Y ), we have
L2p,q(X × Y,E  F ) ∼=
⊕
p′+p′′=p
L2(E,F )p′,p′′q ,
which is due to the fact that X×Y is Hermitian and hence forms with different bidegree (but same
total degree) are orthogonal. It follows that (L2p,•(X × Y,E  F ), ∂EF ) is unitarily equivalent to
the direct sum of Hilbert complexes⊕
p′+p′′=p
(
L2p′,•(X,E), ∂Ep′,•
)
~ˆ
(
L2p′′,•(Y, F ), (−1)p
′
∂Fp′′,•
)
. (5.5)
Equations (5.3) and (5.4) now follow immediately from (1.1), (1.2) and (5.5). Note that the
Laplacians of (L2p′′,•(Y, F ), (−1)p
′
∂Fp′′,•) and (L2p′′,•(Y, F ), ∂Fp′′,•) coincide and are equal to Fp′′,•. 
Since the ∂-complex is nondegenerate in the sense of Definition 3.4, we obtain the following
characterization of compactness of the ∂-Neumann operator from Theorem 3.6:
Theorem 5.2. Let E → X and F → Y be Hermitian holomorphic vector bundles over Hermitian
manifolds such that ∂E and ∂F have closed range (in all bidegrees). Then for 0 ≤ p, q ≤ dimC(X) +
dimC(Y ), the following are equivalent:
(i) The ∂-Neumann operator NEFp,q : L2p,q(X × Y,E  F )→ L2p,q(X × Y,E  F ) is compact.
(ii) σe(EFp,q ) = ∅.
(iii) σe(Ep′,q′) = σe(Fp′′,q′′) = ∅ for all 0 ≤ p′, q′ ≤ dimC(X) and 0 ≤ p′′, q′′ ≤ dimC(Y ) with
p′ + p′′ = p and q′ + q′′ = q.
(iv) For all 0 ≤ p′, q′ ≤ dimC(X) and 0 ≤ p′′, q′′ ≤ dimC(Y ) with p′ + p′′ = p and q′ + q′′ = q, the
L2-Dolbeault cohomology spaces
H
p′,q′
L2 (X,E) and H
p′′,q′′
L2 (Y, F )
have finite dimension and the ∂-Neumann operators
NEp′,q′ : L2p′,q′(X,E)→ L2p′,q′(X,E) and NFp′′,q′′ : L2p′′,q′′(Y, F )→ L2p′′,q′′(Y, F )
are compact.
Corollary 5.3. Let E → X and F → Y be Hermitian holomorphic vector bundles over complex
manifolds such that ∂E and ∂F have closed range (in all bidegrees).
(i) If the L2-Dolbeault cohomology space Hp,qL2 (X × Y,E  F ) has infinite dimension, then
NEFp,q : L2p,q(X × Y,E  F )→ L2p,q(X × Y,E  F )
is not compact.
(ii) If either of the Bergman spaces
A2(X,E) = L2(X,E) ∩ O(X,E) or A2(Y, F ) = L2(Y, F ) ∩ O(Y, F )
of holomorphic L2 sections of E, respectively F , has infinite dimension, then NEFp,q is not
compact for all 0 ≤ p, q ≤ dimC(Y ), respectively 0 ≤ p, q ≤ dimC(X).
Proof. This is immediate from Corollary 3.8 by using A2(X,E) = ker(E0 ) ∼= H0,0L2 (X,E) as in
(5.2). 
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Remark 5.4. (i) We can use higher degree L2-Dolbeault cohomology spaces of one factor instead of
the Bergman spaces as in Corollary 5.3 to conclude non-compactness, see Corollary 3.8.
(ii) The above results also apply when replacing ∂E by the minimal (or strong) extensions (i.e.,
the closure) of ∂E : Ωp,qc (X,E) → Ωp,q+1c (X,E), and similarly for ∂F . This follows immediately
from the fact that Lemma 4.4 also holds for the minimal extensions of differential operators.
Remark 5.5. Regarding the closed range property for ∂E , one has the following sufficient condition
from [MM07, Theorem 3.1.8]: Assume there is a compact subset K ⊆ X and C > 0 such that
‖u‖2 ≤ C(‖∂Eu‖2 + ‖∂E,∗u‖2)+ ˆ
K
|u|2 dvX (5.6)
is satisfied for all u ∈ dom(∂E)∩dom(∂E,∗)∩L2p,q(X,E), where vX denotes the measure induced by
the Riemannian volume form on X. Then ∂Ep,q has closed range and the L2-Dolbeault cohomology
space Hp,qL2 (X,E) has finite dimension. One situation where this is satisfied is when the given metric
on X is complete and the self-adjoint bundle endomorphism
AE,ω := [iΘ(E),Λ] + Tω : Λp,qT ∗X ⊗ E → Λp,qT ∗X ⊗ E
satisfies AE,ω ≥ c for some c > 0 at infinity, i.e., outside some compact subset of X. Here, Θ(E)
is the curvature of E for the Chern connection, ω denotes the (1, 1)-form associated to the metric,
Λ is the adjoint of exterior multiplication by ω, and Tω is a torsion term which vanishes if X is
Kähler. Indeed, in this case, the Bochner-Kodaira-Nakano inequality
‖∂Eu‖2 + ‖∂E,∗u‖2 ≥
ˆ
X
〈AE,ωu, u〉 dvX
extends to all u ∈ dom(∂E) ∩ dom(∂E,∗) ∩ L2p,q(X,E) since C∞c (X,Λp,qT ∗X ⊗ E) is dense in the
former space for the norm u 7→ ‖u‖2 + ‖∂Eu‖2 + ‖∂E,∗u‖2 by completeness, see [AV65] or [MM07,
Lemma 3.3.1]. Using the positivity condition on AE,ω at infinity, one easily arrives at (5.6). For
more information on AE,ω and the Bochner-Kodaira-Nakano identity, consult [Ber+02; Dem12;
Dem86].
The statement of Theorem 5.1 can readily be generalized to the product of a finite number of
manifolds and vector bundles. We will conclude this section by considering the situation of several
one-dimensional factors. For simplicity, we will only treat (0, q) forms, and we abbreviate
Eq := E0,q, SEq := SE0,q, and NEq := NE0,q.
Theorem 5.6. Let Xj, 1 ≤ j ≤ n with n ≥ 2 be Hermitian Riemann surfaces (i.e., one-dimensional
complex manifolds) and Ej → Xj Hermitian holomorphic vector bundles, such that ∂Ej has closed
range for all j. Put
X := X1 × · · · ×Xn and E := pi∗1E1 ⊗ · · · ⊗ pi∗nEn,
with pij : X → Xj the projections.
(i) The operator NE0 is compact if and only if, for all 1 ≤ j ≤ n, the minimal solution operator
S
Ej
1 is compact and dim(A2(Xj , Ej)) <∞.
(ii) The operator NEn is compact if and only if, for all 1 ≤ j ≤ n, the minimal solution operator
S
Ej
1 is compact and dim(H
0,1
L2 (Xj , Ej)) <∞.
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(iii) The operatorNEq with q ∈ {1, . . . , n−1} is compact if and only if both NE0 and NEn are compact.
(Equivalently: SEj1 is compact for all 1 ≤ j ≤ n and all factors have finite dimensional L2-
Dolbeault cohomology.)
(iv) If NE0 is not compact, then NEq is also not compact for q ∈ {0, . . . , n− 1}.
(v) If NEn is not compact, then NEq is also not compact for q ∈ {1, . . . , n}.
(vi) If NEq0 is not compact for some q0 ∈ {1, . . . , n − 1}, then NEq is also not compact for all
q ∈ {1, . . . , n− 1}.
(vii) If SEj1 is not compact for some 1 ≤ j ≤ n, then NEq is not compact for all q ∈ {0, . . . , n}.
(viii) If there exists j0 ∈ {1, . . . , n} such that the Bergman space A2(Xj0 , Ej0) has infinite dimension,
then NEq is not compact for all 0 ≤ q ≤ n− 1.
Proof of Theorem 5.6. The appropriate formula for the essential spectrum of Ei in the case of
several factors is
σe(Eq ) =
⋃
K∈{0,1}n∑n
j=1Kj=q
n⋃
j=1
(
σe(EjKj ) +
∑
j′ 6=j
σ(Ej′Kj′ )
)
, (5.7)
and compactness of NEq is equivalent to σe(Eq ) = ∅ by item (v) of Theorem 3.6. Concerning (i),
we have
σe(E0 ) =
n⋃
j=1
(
σe(Ej0 ) +
∑
j′ 6=j
σ(Ej′0 )
)
,
hence σe(E0 ) ⊆ {0} if and only if σe(Ej0 ) = ∅ for all 1 ≤ j ≤ n. This is the case if and only if
all NEj0 are compact (so that σe(
Ej
0 ) ⊆ {0}) and dim(A2(Xj , Ej)) = dim(H0,0L2 (Xj , Ej)) <∞ (so
that 0 6∈ σe(Ej0 ) by item (v) of Proposition 2.5). Because compactness of NEj0 is equivalent to
compactness of both SEj0 = 0 and S
Ej
1 (see Proposition 2.7), (i) follows. For (ii), we use the same
argument with the formula
σe(En ) =
n⋃
j=1
(
σe(Ej1 ) +
∑
j′ 6=j
σ(Ej′1 )
)
.
Note that (i) and (ii) are applications of the several factor version of item (vi) of Theorem 3.6. If
q ∈ {1, . . . , n−1}, then for every 1 ≤ j ≤ n, there areK ∈ {0, 1}n andK ′ ∈ {0, 1}n which contribute
to (5.7), and with Kj = 0 and K ′j = 1. Thus, σe(Eq ) = ∅ if and only if σe(Ej0 ) = σe(Ej1 ) = ∅ for
all 1 ≤ j ≤ n, and this is equivalent to NE0 and NEn being compact by the arguments in (i) and (ii).
This proves (iii).
Suppose NE0 is not compact. Then there must exist j0 ∈ {1, . . . , n} such that σe(
Ej0
0 ) 6= ∅. Let
q ∈ {0, . . . , n − 1} and pick K ⊆ {0, 1}n with ∑nj=1Kj = q and Kj0 = 0. Then σe(Eq ) contains
the infinite (since Ej′0 and 
Ej′
1 are unbounded self-adjoint operators) set
σe(
Ej0
0 ) +
∑
j′ 6=j0
σ(Ej′Kj′ ),
so NEq is not compact. This proves (iv), and a similar argument shows (v). If there is q0 ∈
{1, . . . , n− 1} such that NEq0 is not compact, then one of NE0 and NEn is not compact by (iii), and
(vi) follows by combining (iv) and (v). For (vii), combine (i) to (iii).
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If j0 is as in (viii), then N
Ej0
0 fails to be compact by (i), and hence NEq is not compact for
q ∈ {0, . . . , n− 1} by (iv). 
Appendix A. Joint spectra and the operator T ⊗ idK + idH ⊗ S
By Proposition 3.2, the spectrum of the Laplacian for the tensor product of two Hilbert complexes
is determined by the closures of the operators ∆j ⊗ idH′
k
+ idHj ⊗ ∆′k, with ∆ and ∆′ being
the Laplacians for the individual factors. Hence we are led to consider operators of the form
T ⊗ idK + idH ⊗ S, where T and S are normal operators on Hilbert spaces H and K, respectively.
We will make use of the Borel functional calculus for strongly commuting normal operators,
where two normal operators on a common Hilbert space are said to strongly commute if all their
spectral projections commute. If T := (T1, . . . , Tn) is a tuple of pairwise strongly commuting
normal operators, then the spectral theorem (see [Sch12, Theorem 5.21]) gives the existence of a
joint spectral measure P on the Borel sets of Cn such that
Tk =
ˆ
Cn
zk dP (z1, . . . , zn). (1 ≤ k ≤ n)
In fact, the spectral measure P is the product of the spectral measures of T1, . . . , Tn, so that
P (M1 × · · · ×Mn) = PT1(M1) · · ·PTn(Mn)
for Borel sets Mk ⊆ C, 1 ≤ k ≤ n.
Definition A.1. The joint spectrum of the strongly commuting tuple T = (T1, . . . , Tn) is the
support of P ,
σ(T ) :=
{
z ∈ Cn : P (Bε(z)) 6= 0 for all ε > 0
}
,
where Bε(z) denotes the open ball in Cn with radius ε and center z. The joint essential spectrum
of T is
σe(T ) :=
{
z ∈ Cn : dim img(P (Bε(z))) =∞ for all ε > 0
}
.
The complement of σe(T ) in σ(T ) is called the joint discrete spectrum of the tuple T ,
σd(T ) :=
{
z ∈ Cn : ∃ε0 > 0 such that 0 < dim img(P (Bε(z))) <∞ for all ε ∈ (0, ε0)
}
.
For n = 1, these definitions reduce to the usual ones for a single operator. The joint essential
spectrum is closed in σ(T ), and σd(T ) is discrete. If f : σ(T )→ C is a Borel measurable function,
then we can use the joint spectral measure to define the normal operator
f(T ) :=
ˆ
σ(T )
f dP.
The assignment f 7→ f(T ) is called the Borel functional calculus for strongly commuting normal
tuples. The spectrum of this operator is then the P -essential range of f ,
σ(f(T )) =
{
λ ∈ C : P (f−1(Bε(λ))) 6= 0 for all ε > 0
}
,
and its essential spectrum is
σe(f(T )) =
{
λ ∈ C : dim img(P (f−1(Bε(λ)))) =∞ for all ε > 0
}
.
Both of these formulas follow from the fact that the spectral measure associated to f(T ) is P ◦ f−1,
where f−1 is the preimage map on the Borel sets of C.
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Theorem A.2 (Spectral mapping theorem). Let T = (T1, . . . , Tn) be a tuple of pairwise strongly
commuting normal operators and f : σ(T )→ C continuous. Then
σ(f(T )) = f(σ(T )) and σe(f(T )) ⊇ f(σe(T )).
If f is also proper (meaning preimages of compact sets are compact), then
σ(f(T )) = f(σ(T )) and σe(f(T )) = f(σe(T )).
Proof. The spectral mapping theorem for the joint spectrum is well-known and can be found
in [Sch12, Proposition 5.25]. The proof of σe(f(T )) ⊇ f(σe(T )) is similar to the corresponding
inclusion for the joint spectrum: If λ ∈ f(σe(T )) and ε > 0, then there is z ∈ σe(T ) with
|f(z)− λ| < ε/2. Since f is continuous, there exists δ > 0 such that Bδ(z) ⊆ f−1(Bε(λ)). Because
z is in the joint essential spectrum, P (Bδ(z)) and hence also P (f−1(Bε(λ))) has infinite rank,
meaning λ ∈ σe(f(T )).
Now let f : σ(T ) → C be proper. Then f is a closed map, see [Pal70, Corollary]. Hence we
only have to show σe(f(T )) ⊆ f(σe(T )). If λ 6∈ f(σe(T )), then there exists ε > 0 such that
f−1(Bε(λ)) ∩ σe(T ) = ∅. As f is proper, the set V := f−1(Bε(λ)) is a compact subset of σ(T )
contained in the joint discrete spectrum, implying that P (V ) and hence P (f−1(Bε(λ))) has only
finite dimensional range. Therefore, λ 6∈ σe(f(T )). 
Our principal example of a strongly commuting tuple will be the following:
Lemma A.3. Let T and S be normal operators on Hilbert spaces H and K, respectively. Then
the operators T ⊗ˆ idK and idH ⊗ˆ S form a strongly commuting normal pair on the Hilbert space
H ⊗ˆK. We have
σ(T ⊗ˆ idK , idH ⊗ˆ S) = σ(T )× σ(S)
and
σe(T ⊗ˆ idK , idH ⊗ˆ S) =
(
σe(T )× σ(S)
) ∪ (σ(T )× σe(S)).
Proof. The spectral measures of T ⊗ˆ idK and idH ⊗ˆ S are, respectively, given by
M 7→ PT (M) ⊗ˆ idK and N 7→ idH ⊗ˆ PS(N),
where PT and PS are the spectral measures of T and S, respectively. Therefore, the joint spectral
measure of the pair (T ⊗ˆ idK , idH ⊗ˆ S) is given on rectangles M × N ⊆ C2 by PT (M) ⊗ˆ PS(N),
and its image is
img(PT (M) ⊗ˆ PS(N)) = img(PT (M)) ⊗ˆ img(PS(N)).
Now it follows that the image of PT (M) ⊗ˆ PS(N) is nonzero (resp. infinite dimensional) if and
only if both factors are nonzero (resp. at least one of them has infinite dimension and the other is
nonzero). Since the products of open discs form a basis for the topology of C2, the result follows
immediately. 
Theorem A.4. Let T and S be self-adjoint operators on Hilbert spaces H and K, respectively. Put
A :=
ˆ
R2
(t+ s) dP (t, s),
where P is the joint spectral measure of the pair (T ⊗ˆ idK , idH ⊗ˆ S). Then A is the closure of the
operator T ⊗ idK + idH ⊗ S on H ⊗ˆK. Moreover,
σ(A) = σ(T ) + σ(S) and σe(A) ⊇ σe(T ) + σ(S) ∪ σ(T ) + σe(S). (A.1)
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If, in addition, T and S are positive, then
σ(A) = σ(T ) + σ(S) and σe(A) =
(
σe(T ) + σ(S)
) ∪ (σ(T ) + σe(S)). (A.2)
Proof. It is easy to show that A is a self-adjoint extension of T ⊗ idK + idH ⊗S. Because T ⊗ idK +
idH⊗S is essentially self-adjoint, see [RS80, Theorem VIII.33], Amust be its closure. Equation (A.1)
follows from Lemma A.3 and Theorem A.2 by applying it to the function f : C2 → C, f(t, s) := t+s.
If T and S are positive, then so are T ⊗ˆ idK and idH ⊗ˆ S, and hence σ(T ⊗ˆ idK , idH ⊗ˆ S) is
contained in [0,∞) × [0,∞). On this set, f is proper and (A.2) follows, again, from Lemma A.3
and Theorem A.2. 
Remark A.5. Of course, the joint spectrum of (T ⊗ˆ idK , idH ⊗ˆS) and the spectrum of the closure of
T ⊗ idK + idH ⊗ S are well-known in the literature, see for instance [Sch12, Lemma 7.24] or [RS80,
Theorem VIII.33]. However, the corresponding statements regarding their essential spectrum, as
well as the spectral mapping theorem for σe(f(T )), seem to be new (at least to the knowledge of
the author).
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