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Abstract
The paper introduces a new differential-geometric system which originates from the
theory of m-Hessian operators. The core of this system is a new notion of invariant
differentiation on surfaces. This novelty gives rise to the following absolute geometric
invariants: invariant derivatives of the surface position vector, an invariant connection
on a surface via subsurface, curvature matrices of a hypersurface and its normal sec-
tions, p-curvatures and m-convexity of a hypersurface, etc. Our system also produces
a new interpretation of the classic geometric invariants and offers new tools to solve ge-
ometric problems. In order to expose an application of renovated geometry we deduce
an a priori C1-estimate for solutions to the Dirichlet problem for m-Hessian equations.
Key words: smooth surface, invariant differentiation, curvature matrix, p-curvature,
m-convexity, m-Hessian equation, kernel of the boundary sub-barrier.
1. Introduction
The modern theory of fully nonlinear partial differential equations (FNPDE) counts roughly
35 years and was started by the papers [4], [26], [28], [9] [2], etc. The main goal of this
development has been to find differential operators and functional sets which admit correct
setting of the Dirichlet problem. The classic example of such development has been dis-
covered in frames of differential geometry, that is Monge – Ampere operator and the set of
convex functions (see for instance [27]).
This activity produced new algebraic and geometric structures which are per se interesting
irrespective of partial differential equations. The principal absolute geometric invariant
appeared in 1985 in the paper [2] by L.Cafarelli, L.Nirenberg and J.Spruck, Theorem 3,
p.264:
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Theorem 1.1. The Dirichlet problem
σm(λ(uxx)) = f > 0 in Ω¯ ⊂ Rn, m > 1, (1.1)
u = ϕ on ∂Ω
admits a (unique) admissible solution u ∈ C∞(Ω¯) provided
∂Ω is connected, and at every point x ∈ ∂Ω, σm−1(κ1, . . . , κn−1) > 0. (1.2)
In case ϕ ≡ const, condition (1.2) is also necessary for existence of a solution in C2(Ω¯).
Here σm is the elementary symmetric function of order m, {λi(uxx)}n1 is the set of eigen-
values of the Hessian matrix uxx, {κi}n−11 is the set of principal curvatures of ∂Ω ⊂ Rn.
Notice that for m = 1 and m = n equations (1.1) are equivalent to classic Poisson and
Monge – Ampere equations which are differentiable if u ∈ Ck, k > 3. For 1 < m < n
presentation (1.1) is rather restrictive, it does not admit differentiation of the equation.
But this complication is artificial, since σm(λ(uxx)) ≡ Tm(uxx), where Tm is the m-trace of
matrices. We qualify operators Tm[u] = Tm(uxx) and equations Tm[u] = f as m-Hessian.
Denote
kp[∂Ω] = σp(κ1, κ2, . . . , κn−1), p = 1, . . . , n− 1, (1.3)
and name kp[∂Ω] as p-curvature of ∂Ω. We lay k0 ≡ 1 by definition. As is well known,
k1[∂Ω] and kn−1[∂Ω] are the mean and Gauss curvatures of the hypersurface ∂Ω respectively.
Obviously, they are Ck−2-smooth if ∂Ω ∈ Ck, k > 2. To extend the smoothness property
to kp[∂Ω] for 1 < p < n − 1 one needs to construct some analog of the Hessian matrix for
hypersurfaces.
The absolute geometric invariant (1.3) was discovered in [2] and actually motivated ge-
ometric research in frames of FNPDE. This geometric research continues to bring out new
tools and to set up new problems in geometry as well as in FNPDE.
In this paper we give a systematic description of these new geometric tools, integrate them
in the respectively corrected classic surface geometry and demonstrate their application to
problem (1.1). Implementing of this programme requires some pedantry and thus our paper
keeps to a text-book style. This paper summarizes and advances results from our previous
papers [11], [22], [14], [15], [16], [8], [19].
So Section 2 describes initial notions of surface geometry starting from the very beginning,
i.e., from the notions of Ck-smooth surface Γn ⊂ RN , k > 2, and of absolute geometric
invariant.
Section 3 introduces the key notion to our new approach – invariant differentiation onto
a surface. In contrast to classic covariant derivatives, invariant derivatives do not depend
on parametrization of Γn and this invariance removes tensors from further consideration.
The first-order invariant partial derivatives form a tangent moving frame on Γn. We also
introduce here the notion of q-direction on Γn as a generalization of 1-direction, 1 6 q 6 n.
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We show that a smooth embedding Γq ⊂ Γn may be interpreted as a support of q-directions
on Γn.
Section 4 introduces curvature matrices K[Γn] of some hypersurface Γn ⊂ Rn+1 and
establish their connection with classic notions: with the first and the second quadratic
forms, the principal curvatures and the principal directions of Γn. We introduce also normal
q-sectional curvature matrices as a generalization of the classic notion of normal curvatures.
Such extension became possible due to the notion of normal q-section of Γn and was a natural
sequel to introduction of q-directions. We see this piece as one of the principal geometric
novelties.
Section 5 starts with a brief survey from algebra of m-positive matrices which form one
of G˚arding cones. L.G˚arding algebraic theory was outlined in 1959, [23], and applied to
FNPDE in 1985, [3]. It turned out to be the conerstone of m-Hessian operators study (1.1),
see [22], [15], [16], [7].
In Subsection 5.2 we give the definition of p-curvatures (1.3) via curvature matrix as
kp[Γ
n] = Tm(K[Γn]). These p-curvatures generate the notion of m-convexity for hypersur-
faces, m = 0, 1, . . . , n. Restricted to some closed hypersurface Γn the m-convexity reads as
km[Γ
n] > 0. This notion provides a new stratification of hypersurfaces, starting from just
smooth, m = 0, to strongly convex, m = n.
One more geometric novelty is Sylvester criterion of p-convexity for hypersurfaces, pro-
duced in Subsection 5.3. Sylvester criterion for m-positive matrices was discovered rather
recently by N.V.Filimonenkova, [6], and we extend it to hypersurfaces via traces of q-sectional
curvature matrices.
In Section 6 we demonstrate how the renovated geometric system works in the theory
of m-Hessian equations. Namely, we derive an a priori estimate of ‖u‖C1(Ω¯) for equation
(1.1) by barrier technique. In order to precisely indicate the origin of requirement (1.2) we
introduce the notion of kernel of local sub-barriers and prove that its existence at M0 ∈ ∂Ω
is equivalent to the (m− 1)-convexity of ∂Ω at M0. This is the first step to construct an a
priori estimate of solutions in C2 and to prove the classic solvability of the Dirichlet problem
(1.1) via the continuity method.
The system of geometric tools described in this article is used not only in analysing
the problem (1.1). The concept of p-curvature when appeared triggered the following new
problems in the intersection of FNPDE and differential geometry. Below we outline some of
them to put the system we introduce in perspective.
The first is the Dirichlet problem for p-curvature equation. It was studied by FNPDE
methods in the papers [3], [30], [33]. Right then invariant differentiation unnamed appeared
as a tool to investigate p-curvature equations in the papers [10], [11]. Beyond that, some
evolutions of closed convex hypersurfaces were investigated by methods of tensorial differen-
tial geometry, see, for instance, [25], [1], [24]. It turned out that geometric evolutions may
be started as well with m-convex initial hypersurfaces, [20], [12], [13].
Notice that the above geometric activity leaves unattended generalized Minkowski prob-
lem. The latter was set up in the book of A.V.Pogorelov, [27], Section 4, and in our termi-
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nology reads as:
to find restrictions on a given function ϕm = ϕm(ξ), |ξ| = 1, such that there exists a
closed Ck-smooth, k > 2, convex hypersurface Γn satisfying equation
kn;n−m[Γn] =
kn
kn−m
[Γn](M) =
1
ϕm(n[Γn])(M)
, M ∈ Γn, 1 6 m 6 n, (1.4)
where n[Γn](M) is the unit normal to Γn.
If m = n = 2, (1.4) coincides with classic Minkowski problem: to reconstruct a closed
hypersurface by given Gauss curvature. For n > 2 A.V.Pogorelov names (1.4) as multidimen-
sional Minkowski problem and presents necessary and sufficient conditions of its solvability
in Theorem 1, Section 3, [27]. Theorem 2 from Section 4, [27], serves the case m < n and
it contains two assumptions: the first is necessary for solvability of problem (1.4), while the
second is sufficient but by far not necessary.
Up to 1975 in differential geometry only convex closed hypersurfaces had been consid-
ered. Then it was common to formulate problems in terms of curvature radius and support
functions as in [27]. This is the reason for functions ϕm in (1.4) to be defined over the unit
sphere.
Now it looks natural to reset Minkowski problem for m-convex hypersurfaces and to
consider, for instance, the following version:
to find restrictions on a given function fm = fm(M), M ∈ Rn+1, such that there exists a
closed Ck-smooth, k > 2, m-convex hypersurface Γn satisfying equation
km[Γ
n](M) = fm(M) > ν > 0, M ∈ Γn, 1 6 m 6 n. (1.5)
Notice that if m = n, fn(M) = 1/ϕn(n[Γ
n])(M), problem (1.5) is equivalent to multidi-
mensional Minkowski problem (1.4) solved in [27]. For 1 6 m < n the problem (1.5) does
not coincide with (1.4), which makes unnatural the requirement of convexity of solutions.
We believe that geometric system we present in this paper together with its future ex-
tension are necessary to face this challenge.
The following standard notations are used throughout the paper:
Br(M0) – r-radius ball centered at M0;
0 = (0, 0, . . . , 0) ∈ Rn; I – unit matrix;
(x, y) – scalar product of vectors x, y ∈ Rn; x2 = (x, x); |x| = √(x, x);
x× y – outer product of vectors x, y ∈ Rn;
C = (cij), i = 1, . . . , p, j = 1, . . . , n, – (p× n)-matrix with elements cij;
Sym(n) – linear space of symmetric (n× n)-matrices S = (sij);
O(n) – group of orthogonal (n× n)-matrices;
θξ = (∂θ
i/∂ξj) – gradient of vector-valued function θ(ξ) ∈ Rn, ξ ∈ Rp, i.e., the Jacobian
matrix;
Span{li}q1 – linear span of vectors li ∈ Rn, i = 1, . . . , q.
Latin letters i, j, k, l, p, m, n, N notate positive integers and summation over repeating
upper and lower indices is always assumed.
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2. On surfaces in Euclidean space
Consider a set Γn in N -dimensional Euclidean space EN .
Definition 2.1. Let 1 6 n < N . Some connected set Γn ⊂ EN is called a surface of
codimension N − n if for every point M0 ∈ Γn there are r > 0, a domain Θ ⊂ En and
a homeomorphism Θ → Γn ∩ Br(M0). We call the mapping Θ → Γn ∩ Br(M0) a local
parametrization of the surface Γn in a neighborhood of M0.
Notice that under Definition 2.1 the sets {Γ1}, {ΓN−1} are curves and hypersurfaces
respectively.
Now we install in EN and En some cartesian coordinate systems, turn to arithmetic
Euclidian spaces RN and Rn and fix up a point M ∈ Γn ∩ Br(M0) by its position vector
X[Γn](M) = X(θ) ∈ RN :
X(θ) =

x1(θ)
x2(θ)
. . .
xN(θ)
 , θ =

θ1
θ2
. . .
θn
 ∈ Θ ⊂ Rn. (2.1)
Assume that X(θ) is C1-smooth. Introduce its gradient as the Jacobian (N × n)-matrix:
Xθ =
(
∂xi
∂θj
)
, i = 1, . . . , N, j = 1, . . . , n.
Denote the columns of the matrix Xθ by Xj :
Xj =
∂X
∂θj
=
(
∂x1
∂θj
,
∂x2
∂θj
, . . . ,
∂xN
∂θj
)T
, j = 1, . . . , n. (2.2)
It is well known that the vectors Xj(M) are tangent to the surface Γ
n at the point M . By
Definition 2.1 the mapping (2.1) is a local parametrization of the surface Γn if
detXTθ Xθ 6= 0. (2.3)
It means that at each point of the surface vectors {Xj}n1 are linearly independent and may
be interpreted as a basis in the tangent n-plane, although non-cartesian in general.
Definition 2.2. A surface Γn ⊂ RN is Ck-smooth if it admits a Ck-smooth parametrization
(2.1), (2.3) in a neighborhood of each point.
In this paper only Ck-smooth surfaces are under consideration, k > 2.
The existence of at least one Ck-smooth parametrization (2.1) carries out the infinity of
such. Indeed, any Ck-smooth non-identical mapping
ξ = (ξ1, ξ2, . . . , ξn)T ∈ Ξ ⊂ Rn → θ = (θ1, θ2, . . . , θn)T ∈ Θ ⊂ Rn
with det θξ 6= 0 presents a new parametrization. We divide the set of all parametrizations
into two classes of equivalence by the sign of det θξ.
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Remark 2.3. In this paper all characteristics of Γn are defined mostly in some parametrized
neighborhood of a given point M0, which means, strictly speaking, they are characteristics of
Γn∩Br(M0). However, we assign them to the entire surface Γn, assuming the non-degenerate
preserving admissibility correspondence between local parametrizations in intersecting neigh-
borhoods.
Classic differential geometry implies tensorial approach. Here we keep to absolute geo-
metric invariants of surfaces in the following sense.
Definition 2.4. A characteristic of the surface Γn is an absolute geometric invariant if it
does not depend on the choice of local parametrization, i.e., it is the same for all equivalent
parametrizations.
For instance, the dimension n of Γn is an absolute geometric invariant. The property of
linear independence of the tangent vectors Xj is an absolute geometric invariant, while these
vectors are not. Also, the set of tangent n-planes {Ln(M),M ∈ Γn}:
Ln[Γn](M) = Span{Xj[Γn](M)}n1 (2.4)
is an absolute geometric invariant.
The main goal of this paper is to introduce some collection of new absolute geometric
invariants and to describe the connection of those with classic analogs.
3. Invariant differentiation
Describe for the start some properties of the metric tensor. The notion of “metric tensor”
appeared in frames of Riemannian geometry. Since smooth Riemannian manifolds may be
interpreted as surfaces in Euclidean space of sufficiently large dimension, it is natural to
extend this notion to surfaces.
Definition 3.1. Let X(θ) be a parametrization of the surface Γn in the neighborhood of a
given point, Xθ be the gradient (2.2). The metric tensor of this surface is the symmetric
(n× n)-matrix
g[Γn](θ) = XTθ Xθ, gij = (Xi, Xj), i, j = 1, . . . , n. (3.1)
Since g is the Gram matrix of linearly independent vectors {Xj}n1 , the determinant of g
is positive and equals to the square of the volume of n-dimensional parallelepiped with these
vectors as ribs.
In frames of FNPDE there appeared the algebraic notion of p-traces.
Definition 3.2. Let S ∈ Sym(n), 1 6 p 6 n. The sum of all p-s order principal minors of
detS is called p-trace of S and denoted by Tp(S). By definition T0(S) ≡ 1.
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In particular, T1(S) = trS, Tn(S) = detS. The p-traces of the metric tensor have a
rather simple geometric interpretation. Namely, let 1 6 i1 < . . . < ip 6 n be an arbitrary
set of integers. Denote by Vi1...ip the volume of the parallelepiped with ribs Xi1 , . . . , Xip .
Then
Tp(g) =
∑
i1<...<ip
V 2i1...ip , p = 1, . . . , n.
Notice that the metric tensor and its p-traces are not invariant in the sense of Definition 2.4.
Definition 3.3. Let Γn be a Ck-smooth surface parametrized by θ ∈ Θ ⊂ Rn and Γq ⊂ Γn,
1 6 q 6 n, be a Ck-smooth surface parametrized by ξ ∈ Ξ ⊂ Rq. We say that Γq is a smooth
q-embedding into Γn if there exists a Ck-smooth mapping θ = θ(ξ) such that det θTξ θξ 6= 0
and X[Γq](ξ) = X[Γn](θ(ξ)), ξ ∈ Ξ.
The metric tensor of some embedded surface Γq ⊂ Γn is determined by the metric tensor
of the surface Γn:
Xξ = Xθθξ, g[Γ
q](ξ) = θTξ g[Γ
n](θ)θξ. (3.2)
In the case q = n formula (3.2) just registers the tensorial nature of Xθ[Γ
n], g[Γn] and means
that they are ones and twice covariant tensors respectively.
A key role in our differential-geometric development belongs to the (n × n)-matrices τ ,
defined by two requirements:
1) τ = τ [Γn] is connected with the metric tensor by equality
g−1[Γn] = τ [Γn]τT [Γn]; (3.3)
2) if X(θ), X(ξ) are local parametrizations of Γn, then
τ [Γn](ξ) = θ−1ξ τ [Γ
n](θ(ξ)). (3.4)
It is obvious that τ0[Γ
n] =
√
g−1[Γn] ∈ Sym(n) satisfies the requirements (3.3), (3.4) and
an arbitrary matrix from the set
τ [Γn](M) = τ0[Γ
n](M)B, B ∈ O(n), (3.5)
also does. Matrices B in (3.5) do not depend on parametrization and provide degree of
freedom when choosing τ = (τ ij). Generally speaking, matrices B can depend on points
M ∈ Γn but in this paper they are constant. Further on we assume that the choice of B has
been made and our matrix τ [Γn] has been fixed by (3.5).
Notice that (gτi, τj)[Γ
n] = δij, τj = (τ
1
j , τ
2
j , . . . τ
n
j )
T , j = 1, . . . , n.
Now we introduce the notion of invariant derivatives by the following definition.
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Definition 3.4. We say that the vectors given by the formula
X(j) = Xkτ
k
j , j = 1, . . . , n, (3.6)
are the first-order invariant partial derivatives and the set {X(j)(M)}nj , M ∈ Γn, is a moving
frame on the surface Γn. We also say that (N × n)-matrix X(θ) = Xθτ(θ) is the geometric
invariant gradient of the position vector X[Γn](M).
It follows from (3.6) that every vector X(j) is a linear combinations of the tangent vectors
{Xk}n1 and belongs to the tangent n-plane (2.4).
Notice that agreement (3.4) provides the absolute geometric invariance of X(θ).
Since (X(i), X(j)) = δij, the moving frame {X(j)(M)}n1 is a cartesian basis along Γn. It
smoothly depends on M ∈ Γn, and one is free to rotate this basis in the tangent planes (2.4)
via sufficiently smooth matrices B in (3.5).
Now it is possible to produce the following geometric invariant description of the tangent
planes (2.4):
Ln[Γn](M) = Span{X(j)[Γn](M)}n1 , M ∈ Γn. (3.7)
Denote by η some (n × q)-matrix, 1 6 q 6 n, such that ηTη = I ∈ Sym(q). Introduce a
q-dimensional sub-plane of (3.7) by relation:
Lqη[Γn](M) = Span{li[Γn](M)}q1, li[Γn] = X(k)[Γn]ηki , i = 1, . . . , q. (3.8)
Definition 3.5. Let 1 6 q 6 n. We say that the plane Lqη[Γn](M) from (3.8) is a q-direction
on the surface Γn at M and the matrix η is a cartesian allocator of this q-direction.
Remark 3.6. For each q-direction its cartesian allocator η is not uniquely determined. The
whole set {η0B,B ∈ O(q)} consists of cartesian allocators if η0 is one of them.
Consider two classic examples:
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1) 1-direction on Γn at M is a tangent straight line which consists of all vectors collinear
to l = X(k)η
k, where η ∈ Rn, |η| = 1, is its cartesian allocator;
2) n-direction on Γn at M is the whole tangent plane (3.7) and an arbitrary orthogonal
(n× n)-matrix η may be taken as its cartesian allocator.
Show now that a smooth q-embedding Γq ⊂ Γn, see Definition 3.3, may be interpreted as
a support of q-directions on Γn. Indeed, the moving frame {X(j)[Γq](ξ)}q1 onto Γq connected
with the moving frame {X(j)[Γn](θ(ξ))}n1 onto Γn by the equality
X(ξ)[Γ
q](ξ) =
(
X(θ)[Γ
n]ζ
)
(ξ), ζ(ξ) =
(
τ−1[Γn]θξτ [Γq]
)
(ξ), ξ ∈ Ξ. (3.9)
The (n× q)-matrix ζ is an absolute geometric invariant, which is a good reason to specify it.
Definition 3.7. We say that the (n × q)-matrix ζ from (3.9) is the q-connection on the
surface Γn via Γq.
Our q-connection generates a smooth field of q-directions over Γn in the following sense.
Lemma 3.8. Let M ∈ Γq ⊂ Γn. Then ζ(M) is a smooth cartesian allocator of q-direction
given by the tangent plane of Γq at M .
Proof. Relation (3.9) brings out the identity ζT ζ = I ∈ Sym(q) for all M ∈ Γq. The tangent
plane Lq[Γq](M) may be considered as a sub-plane of Ln[Γn](M). Due to (3.9)
Lq[Γq](M) = Span{X(i)[Γq](M)}q1, X(i)[Γq] = X(k)[Γn]ζki .
Therefore, Lq[Γq](M) = Lqη[Γn](M) from Definition 3.5 with η = ζ(M).
Formula (3.6) admits a natural extension to definition of higher-order invariant deriva-
tives. In further proceeding we make use of notation Xθθ for (N × n × n)-array of the
second derivatives of the position vector X[Γn] = X(θ). The second-order invariant partial
derivatives are to be read as
X(i)(j) = (X(i))(j) = Xklτ
k
i τ
l
j +Xk(τ
k
i )lτ
l
j , i, j = 1, . . . , n. (3.10)
They are noncommutative in general, but commutative up to the tangential term. It follows
from (3.10) that the derivatives
X(ij) = Xklτ
k
i τ
l
j , X(θθ) =
(
X(ij)
)n
i,j=1
= τTXθθτ. (3.11)
are commutative but not invariant. Notice that commutators of derivatives (3.10) are ab-
solute geometric invariants, although geometric meaning of those awaits for attention of
specialists.
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4. Curvature matrix
4.1. Definition of curvature matrix
In this Section we consider surfaces of codimension 1, i.e., appoint N = n + 1. These are
known as hypersurfaces.
At each point M of some Ck-smooth hypersurface Γn ⊂ Rn+1 there exist two unit normals
n+[Γn](M), n−[Γn](M), n+ = −n−. They are geometric invariants. If X[Γn](θ), θ ∈ Θ, is a
local parametrization, the unit normals may be defined via vector-product (exterior product)
of tangential vectors:
n[Γn] =
[X1, X2, . . . , Xn]
|[X1, X2, . . . , Xn]| = [X(1), X(2), . . . , X(n)]. (4.1)
It should be reminded that our local parametrizations are divided into two classes of equiv-
alence (see Section 2) and vector (4.1) changes direction to the opposite when passing from
one class to the other. That is why the normal vector (4.1) may be considered as an indicator
of orientation and makes possible to differ the sides of Γn in ambient space at least locally.
The further differential-geometric notions are related to the Ck-smooth, k > 2, two-sided
hypersurface Γn oriented by a preferable normal n+ = n+[Γn]. For instance if Γn bounds a
domain, n+[Γn] is the interior normal, i.e., it looks into the domain.
For Γn we have the second-order invariant partial derivatives (3.10) introduced via matrix
(3.5).
Definition 4.1. We say that the symmetric (n× n)-matrix
K[Γn] = (X(θ)(θ),n+)[Γn], Kij = (X(i)(j),n+), i, j = 1, . . . , n, (4.2)
is the curvature matrix of Γn.
The symmetry of the curvature matrix is crucial in our applications.
Due to presentation (3.10), (3.11) we deduce working formulas for K:
K[Γn] = (X(θθ),n+)[Γn] = τT (Xθθ,n+)τ, (4.3)
Kij = (X(ij),n+) = (Xkl,n+)τ ki τ lj , i, j = 1, . . . , n.
Remark 4.2. For Ck-smooth hypersurfaces the metric tensor is Ck−1-smooth in θ by defi-
nition. Therefore the matrix τ0[Γ
n] =
√
g−1[Γn] is also Ck−1-smooth, while the curvature
matrix with τ = τ0 is C
k−2-smooth in M ∈ Γn. But in (4.3) we can take an arbitrary matrix
τ from the family (3.5) and Definition 4.1 sets actually the family of curvature matrices
K = BTK0[Γn]B, B ∈ O(n),
where K0 corresponds to τ0. The smoothness of these matrices depends, in addition, on the
smoothness of B = B(M). For instance, one may choose B = B(M) so that the curvature
matrix is diagonal for all M ∈ Γn ∩ Br(M0). However, in this case K[Γn](M) is not more
than Lipschitz continuous in general.
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It follows from (4.2) that curvature matrices are new geometric invariants of Γn ⊂ Rn+1 in
the sense of Definition 2.4. In addition, they are invariant under orthogonal transformations
of the ambient space in view of identity τT (Xθθ,n
+)τ = τT (BXθθ, Bn
+)τ , B ∈ O(n+ 1).
Let us try Definition 4.1 for the case n = 1. Consider a plane curve Γ1 ⊂ R2 and its local
parametrization
X(θ) =
(
x1(θ)
x2(θ)
)
, θ ∈ Θ ⊂ R1.
In this degenerated case the “metric tensor” reads as
Xθ =
(
x1θ
x2θ
)
⇒ g = XTθ Xθ = |Xθ|2 = (x1θ)2 + (x2θ)2 ⇒ τ0 =
√
g−1 =
1
|Xθ| .
Obviously, the vector
n+ =
1
|Xθ|
(
x1θ
−x2θ
)
is a unit normal for our curve. Keeping in mind that Definition 4.1 is applicable to the
oriented curves, we assume the above unit normal provides a desirable orientation. Then
formula (4.3) leads to
K[Γ1] = (Xθθ,n
+)
|Xθ|2 =
x1θθx
2
θ − x2θθx1θ
|Xθ|3 . (4.4)
On the other hand, this line is equivalent to
K[Γ1] = (d
2X,n+)
(dX, dX)
= κ[Γ1], dX = X ′dθ, d2X = X ′′(dθ)2. (4.5)
Thus, the curvature matrix of a plane curve is a number which is natural to call the curvature
κ[Γ1]. It almost coincides with the classic definition of curvature of a plane curve but the
sign. Namely, in order to avoid the problem of orientation, the classic approach sets the
absolute value of κ[Γ1] as the curvature. It looks somewhat unnatural. One would better
give a thought to the orientation of the curve of his and use definition (4.4).
4.2. Curvature matrix for a graph
Let a hypersurface Γn ⊂ Rn+1 be the graph of some function
xn+1 = ω(x), x = (x1, x2, . . . , xn)T ∈ Ω ⊂ Rn.
Then the position vector reads as
X[Γn] =
(
x
ω(x)
)
. (4.6)
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Introduce the following notations:
ωi =
∂ω
∂xi
, ωkl =
∂2ω
∂xk∂xl
,
ωx = ∇ω = (ω1, . . . , ωn), ωxx = (ωkl)n1 .
Lemma 4.3. Assume that Γn is given by (4.6), where ω is Ck-smooth, k > 2. Then the
matrices (3.5) read as
τ = τ0[Γ
n]B, τ0 = I − ωx × ωx√
1 + ω2x(1 +
√
1 + ω2x)
, B ∈ O(n), (4.7)
and curvature matrix (4.2) has to be chosen from the following two:
K±[Γn] = ±1√
1 + ω2x
τTωxxτ, (4.8)
where the sign “+” corresponds to the case (n+[Γn], en+1) > 0.
Proof. The lines (2.2), (3.1) with vector (4.6) look as
Xj = (0, . . . , 1, . . . , 0, ωj)
T , j = 1, . . . , n, g = I + ωx × ωx, g−1 = I − ωx × ωx
1 + ω2x
.
Formulas (4.7) are trivial at the points, where |ωx| = 0.
If otherwise, let us find the eigenvalues of g−1. The identity
g−1ξ = ξ − ωx × ωx
1 + ω2x
ξ = ξ − (ω
T
x , ξ)
1 + ω2x
ωx, ξ ∈ Rn, (4.9)
makes obvious that ξ1 = ω
T
x is the eigenvector corresponding to the first eigenvalue
λ1 = 1/(1 + ω
2
x). The other eigenvectors are orthogonal to ω
T
x and it follows from the
line (4.9) that λ2 = λ3 = . . . = λn = 1.
Let the eigenvectors of g−1 be the columns of matrix C ∈ O(n) and C1 = ωTx /|ωx|. Then
we have
g−1 = CΛCT , τ0 = g−
1
2 = CΛ
1
2CT , Λ = diag
(
1
1 + ω2x
, 1, 1, . . . , 1
)
.
Hence,
(τ0)
i
j =
n∑
k=1
√
λkc
i
kc
j
k =
1√
1 + ω2x
ci1c
j
1 +
n∑
k=2
cikc
j
k = δ
i
j + ωiωj
(
1
ω2x
√
1 + ω2x
− 1
ω2x
)
,
and the rearranged righthand side of above brings out (4.7).
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Finally, we compute the curvature matrix by the formula (4.3):
Xkl =
(
0
ωkl
)
, n+ =
1√
1 + ω2x
(−ωTx
1
)
, Kij =
ωklτ
k
i τ
l
j√
1 + ω2x
.
Every hypersurface admits a local graph-parametrization (4.6) and formulas (4.7), (4.8)
significantly decrease amount of calculations in applications. Indeed, consider the problem of
computing matrices (4.8) at some point M0 ∈ Γn. Since the curvature matrices are geometric
invariants, we are free to appoint M0 = 0 and ω(0) = 0, ωx(0) = 0 in (4.6). If so, it follows
from (4.7), (4.8) that
τ0(M0) = I, K±[Γn](M0) = BTωxx(0)B. (4.10)
To show our formulas at work consider two simple examples.
1. Let Γn be a sphere SnR ⊂ Rn+1, M0 ∈ SnR. To make use of (4.10) appoint M0 = 0,
xn+1 = ω(x) = R−√R2 − x2. It is obvious that ωxx(0) = I/R and presentation (4.10)
brings out
τ0(M0) = I, K[SnR](M0) =
1
R
I. (4.11)
Since M0 is an arbitrary point, we arrive to conclusion that K[SnR] = I/R.
2. Let Γn ⊂ Rn+1 be the upper part of a hyperboloid (unclosed surface):
Γn =
{
|x| > R > 0, xn+1 = ω(x) =
√
x2 −R2
}
. (4.12)
It follows from (4.6), (4.7), (4.8) that
ωx =
xT
ω
, ωxx =
1
ω
(
I − x× x
ω2
)
,
τ0[Γ
n] = I − x× x√
ω2 + x2(ω +
√
ω2 + x2)
,
K0[Γn] = ±1√
ω2 + x2
τT0
(
I − x× x
ω2
)
τ0.
Making use of the identity (x× x)2 = |x|2(x× x), we derive from the above formula
K0[Γn] = ±1√
2x2 −R2
(
I − 2x× x
2x2 −R2
)
⇒ K[Γn] = BK0[Γn]BT , B ∈ O(n). (4.13)
The choice of the sign in (4.13) will be made in the Section 5.
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4.3. Normal and principal curvatures
The classic approach to the definition of normal and principal curvatures involves the first
and the second quadratic forms of a hypersurface. Namely, let X[Γn](θ) be some local
parametrization of Γn, M ∈ Γn. Let the normal n+[Γn] fixes an orientation of Γn in the
ambient space. For an arbitrarily fixed vector dθ ∈ Rn the differential dX(M) = Xk(M)dθk
belongs to the tangent n-plane (2.4).
Then by definition, the scalar products
(dX, dX) = (g[Γn]dθ, dθ), g = XTθ Xθ,
(d2X,n+) = (b[Γn]dθ, dθ), b = (Xθθ,n
+) (4.14)
are the first and the second quadratic forms respectively. The forms (4.14) are geometric
invariants in the sense of Definition 2.4, while the matrices g, b ∈ Sym(n) are not.
The classic absolute invariants of hypersurfaces are often formulated via ratio
J(M,dθ) =
(d2X,n+)
(dX, dX)
=
(bdθ, dθ)
(gdθ, dθ)
, dθ ∈ Rn, (4.15)
and read as follows:
(i) J(M,dθ) is the normal curvature of Γn in the direction dX(M) = Xk(M)dθ
k, that
is the curvature of the intersection of Γn with the 2-dimensional plane containing
n+[Γn](M) and dX(M);
(ii) the principal curvatures {κi}n1 of Γn at M are the stationary values of ratio (4.15), i.e.,
the eigenvalues of the matrix g−1b;
(iii) solutions dθ to equations J(M,dθ) = κi, i.e., the eigenvectors of g
−1b are the coordi-
nates of the principal directions in the basis {Xk}n1 .
Speaking about direction in (i) either principal directions in (iii) one should understand
them in the broad sense. In fact, only collinearity of these directions with the relevant
straight lines is a geometric invariant.
Now we reformulate (4.15) and (i) – (iii) in our terms of curvature matrix and 1-direction
(see Definition 4.1, Definition 3.5 and example 1 after it).
Denote by
k[Γn](M, η) = (K[Γn](M)η, η), η ∈ Rn, |η| = 1, (4.16)
the quadratic form generated by the curvature matrix K[Γn] ∈ Sym(n).
Consider the geometric invariant description (3.7) of the tangent n-plane. For an arbi-
trary vector η from (4.16) the tangent vector l[Γn](M) = X(j)[Γ
n](M)ηj fixes some 1-direction
L1η[Γn](M) with η as cartesian allocator.
Denote by Γ1η the intersection of Γ
n with the 2-dimensional plane P2l (M) which spans
n+[Γn](M) and l[Γn](M). According to (4.5) we denote by κ[Γ1η] the curvature of the plane
curve Γ1η.
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Theorem 4.4. Let M ∈ Γn, Γn be a Ck-smooth hypersurface, k > 2.
Then
(i) k[Γn](M, η) is the normal curvature of Γn at M in the 1-direction with allocator η, i.e.,
k[Γn](M, η) = κ[Γ1η](M);
(ii) the principal curvatures {κi}n1 of Γn at M are the eigenvalues of the curvature matrix
K[Γn](M);
(iii) the eigenvectors of K[Γn](M) are the cartesian allocators of the principal 1-directions.
Proof. Let η ∈ Rn, |η| = 1. Put dθ = τη with matrix τ = τ [Γn](M) from (3.5). It follows
from (3.3), (4.3), (4.14), (4.15), (4.16) that
J(M,dθ) =
(bdθ, dθ)
(gdθ, dθ)
=
((Xθθ,n
+)τη, τη)
((ττT )−1τη, τη)
= (K[Γn](M)η, η) = k[Γn](M, η).
Therefore, k[Γn](M, η) is the curvature of the intersection of Γn with the 2-dimensional plane
containing n+[Γn](M) and dX(M) = Xkdθ
k. This intersection coincides with Γ1η, since in
view of (3.6)
dX(M) = Xkτ
k
j η
j = X(j)η
j = l[Γn](M).
This validates (i). Assertions (ii), (iii) are straightforward consequences of (i).
Since the curvature of the plane curve Γ1η may be interpreted as its curvature matrix, see
(4.5), equality (i) brings out the following relation
K[Γ1η](M) = ηTK[Γn](M)η,
which admits a natural extension from q = 1 to q = 2, . . . , n.
Consider some (n × q)-matrix η, ηTη = I ∈ Sym(q). Let M ∈ Γn and η be a cartesian
allocator of some q-direction Lqη[Γn](M), see Definition 3.5. Consider a (q + 1)-dimensional
plane Pq+1η [Γn](M) such that
{n+[Γn](M),Lqη[Γn](M)} ⊂ Pq+1η [Γn](M).
Definition 4.5. Let 1 6 q 6 n. We say that Pq+1η [Γn](M) is a normal (q + 1)-sectional
plane and the surface
Γqη = Γ
n ∩ Pq+1η [Γn](M) (4.17)
is a normal q-section of Γn at M .
Notice that any normal (q+ 1)-sectional plane may be considered as Rq+1. Then surface
(4.17) turns into a q-dimensional hypersurface in Rq+1 and Definition 4.1 provides the cur-
vature matrix K[Γqη] ∈ Sym(q) at all points of Γqη. However, in this paper only points with
n+[Γqη](M) = n
+[Γn](M) are of interest.
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Definition 4.6. Let Γqη be a normal q-section of Γ
n at a point M . We say that the matrix
K[Γqη](M) is the normal q-sectional curvature matrix of Γn at M in the q-direction with
allocator η.
The notion of q-connection on a surface via subsurface, see Definition 3.7, allows to write
out all normal q-sectional curvature matrices in terms of K[Γn](M).
Theorem 4.7. Let Γqη be some normal q-section of Γ
n at M , η be some cartesian allocator
of corresponding q-direction Lqη[Γn](M) and ζ be the q-connection on Γn via Γqη defined by
(3.9). Then
BK[Γqη](M)BT = ηTK[Γn](M)η, B = ηT ζ(M) ∈ O(q). (4.18)
Proof. Consider some local parametrization X[Γn](θ), θ ∈ Θ ⊂ Rn, in a neighborhood of
M ∈ Γn ⊂ Rn+1. If the hypersurface Γn is Ck-smooth, its normal q-section is Ck-smooth
embedding at least locally, see Definition 3.3. So there exists a Ck-smooth mapping Ξ→ Θ
such that det θTξ θξ 6= 0 and
X[Γqη](ξ) = X[Γ
n](θ(ξ)), θ = θ(ξ), ξ ∈ Ξ ⊂ Rq,
in some Rq+1-vicinity of M .
Similar to (3.9) double invariant differentiation of this identity brings out the line
X(ξ)(ξ)[Γ
q
η](ξ) =
(
ζTX(θ)(θ)[Γ
n]ζ
)
(ξ) +
(
X(θ)[Γ
n]ζ(ξ)
)
(ξ). (4.19)
We have n+[Γqη](M) = n
+[Γn](M) ∈ Pq+1η [Γn](M) and Definition 4.1 with formula (4.2)
serves both Γn, Γqη. Therefore, equality (4.19) restricted to M leads to
K[Γqη](M) =
(
ζTK[Γn]ζ) (M), ζ = τ−1[Γn]θξτ [Γqη]. (4.20)
But it follows from Lemma 3.8 that ζ(M) is one of cartesian allocators of Lqη[Γn](M). Due
to remark 3.6 there exists a matrix B ∈ O(q) such that ζ(M) = ηB and B = ηT ζ(M). In
cooperation with (4.20) it completes the proof of relation (4.18).
We see the inequality (4.20) is a new result in differential geometry.
Keeping in mind (4.18) we can say that the normal q-sectional curvature matrix described
in Definition 4.6 is a generalization of the normal curvature (4.16), see Theorem 4.4, (i).
Definition 4.6 as well opens a way to notions of q-sectional principal curvatures of Γn at M .
However, it is of no use in this paper.
5. On p-curvatures
5.1. Cone of m-positive matrices
The symmetry of the curvature matrix is crucial for application of L. G˚arding algebraic
theory [23] in geometric developments. To describe this connection we start with a brief
algebraic survey.
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Denote by λ(S) = (λ1, λ2, . . . , λn) the set of the eigenvalues of some matrix S ∈ Sym(n).
Following L. G˚arding, we substitute the classic characteristic polynomial of S by det(S+tI),
t ∈ R, and deduce the presentation
det(S + tI) =
n∑
p=0
Tp(S) · tn−p =
n∏
i=1
(t+ λi(S)), t, λi ∈ R. (5.1)
Here Tp(S) is the sum of all p-s order principal minors of detS by Definition 3.2. It follows
from (5.1) that
Tp(S) = σp(λ(S)) =
∑
{i1<i2<...<ip}
λi1λi2 . . . λip , 1 6 p 6 n. (5.2)
It is of common knowledge that the elementary symmetric functions {σp(λ(S))}n1 satisfy the
identity σp(λ(S)) = σp(λ(B
TSB)). Therefore, relation (5.2) means that p-traces of S are
orthogonal invariant in the sense
Tp(B
TSB) = Tp(S), B ∈ O(n). (5.3)
Definition 5.1. Let 0 6 m 6 n. We say that S ∈ Sym(n) is m-positive matrix if it belongs
to the following cone
Km = Km(n) = {S ∈ Sym(n) : Tp(S) > 0, p = 0, 1, . . . ,m}. (5.4)
Since T0(S) ≡ 1, any symmetric matrix is 0-positive and K0 = Sym(n). Notice that all
coefficients of polynomial (5.1) are positive if and only if all its roots are negative. But the
roots of (5.1) are the eigenvalues of S with opposite sign. Hence, Kn is exactly the cone of
positive definite symmetric matrices.
Thus, Definition 5.1 generates the following stratification in the space of symmetric ma-
trices:
Sym(n) = K0 ⊃ K1 ⊃ K2 ⊃ . . . ⊃ Kn. (5.5)
The cones (5.4) were introduced by N.M.Ivochkina as the cones of stability, [9]. The term
“m-positive matrix” for elements from Km was recently introduced in [22] and [14].
It turned out that Km are the examples to L.G˚arding algebraic theory of a-hyperbolic
polynomials and cones, [23].
Remark 5.2. In the paper [23] L.G˚arding introduced the notion of a-hyperbolic polynomial.
This is a homogeneous polynomial Pm(s), s ∈ RN , such that the polynomial
p(t) = Pm(s+ ta) = Pm(a)
m∏
i=1
(t+ λi(a, s)) , a ∈ RN , t ∈ R,
has real roots {−λi(a, s)}m1 for all s ∈ RN . Section 2, [23], contains the central notion in
this theory: let C(Pm, a) be the set of all s such that Pm(s + ta) 6= 0 when t > 0. The set
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C(Pm, a) is now called the G˚arding cone corresponding to Pm. It is close to obvious (see [7])
that polynomials Pm = Tm(S), m = 1, . . . , n, are I-hyperbolic in RN with N = n(n+ 1)/2
and C(Tm, I) = Km. Below we reformulate some basic properties of G˚arding cones in terms
of the matrix cones Km.
The significance of L.G˚arding theory in FNPDE was firstly revealed in the paper [2],
p.268, Section 1. The paper [22] contains a description of algebraic aspects of L.G˚arding
theory and renovated proofs of basic theorems. The paper [7] contains a popular review of
L.G˚arding theory and its relations to Tm, Km and FNPDE.
Lemma 5.3. Let S0 ∈ Sym(n) be some m-positive matrix. The cone Km coincides with a
connected component of the set {S ∈ Sym(n) : Tm(S) > 0}, the component containing S0.
The simple proof of Lemma 5.2 can be found in the paper [19] (Lemma 2.2).
Enumerate now some principal properties of Tm in Km:
1. The cone Km is convex in Sym(n), the function Fm = T
1
m
m is concave in Km and
1-homogeneity of Fm carries out the inequality
Fm(S) 6 F ijm (S˜)sij, S, S˜ ∈ Km, F ijm (S˜) =
∂Fm(S˜)
∂s˜ij
. (5.6)
2. There are the inequalities
Fp−1(S) > Fp(S), S ∈ Km, 1 6 p 6 m. (5.7)
3. The function Tm is positive monotone in the sense
Tm(S + S˜) > Tm(S), S ∈ Km, S˜ ∈ K¯m, S˜ 6= 0. (5.8)
This implies that inclusions S ∈ Km, S˜ ∈ K¯m guarantee (S + S˜) ∈ Km.
4. The skew symmetry of Tm provides the inequality
Tm(S + ξ × ξ) = Tm(S) + T ijm (S)ξiξj, T ijm (S) =
∂Tm(S)
∂sij
, ξ ∈ Rn. (5.9)
Since ξ × ξ ∈ K¯n ⊂ K¯m, (5.8) and (5.9) validate the inequality
T ijm (S)ξiξj > 0, S ∈ Km, ξ 6= 0. (5.10)
In the paper [6], [19] N. V. Filimonenkova extended Sylvester criterion for positive definite
matrices onto m-positive matrices.
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Lemma 5.4. (Sylvester criterion) Let S ∈ Sym(n), 1 6 m 6 n.
(i) Fix some index i, 1 6 i 6 n. Denote by S〈i〉 ∈ Sym(n− 1) the matrix derived from S
by crossing out the row and the column numbered by i. Then
S ∈ Km(n) ⇔ Tm(S) > 0, S〈i〉 ∈ Km−1(n− 1).
(ii) Fix some collection of different indexes 1 6 i1, i2, . . . , im−1 6 n. Denote by
S〈i1,i2,...,ik〉 ∈ Sym(n − k) the matrix derived from S by crossing out k rows and k columns
with corresponding numbers. For S to be m-positive it is necessary and sufficient to have
Tm(S) > 0, Tm−1(S〈i1〉) > 0, Tm−2(S〈i1,i2〉) > 0, . . . , T1(S〈i1,i2,...,im−1〉) > 0.
Remark 5.5. Since indexes i1, i2, . . . , im−1 are arbitrary, it follows that if S ∈ Km, then S
has at least m positive eigenvalues (the converse implication is only true for m = n).
5.2. On m-convex hypersurfaces
The algebraic notions described in the previous Subsection give rise to new geometric in-
variants. We start with the notion of p-curvature of a hypersurface. Below we deal with
Ck-smooth oriented hypersurfaces Γn ⊂ Rn+1, k > 2.
Definition 5.6. The functions
kp[Γ
n](M) = Tp(K[Γn])(M), M ∈ Γn, p = 1, . . . , n, (5.11)
are the p-curvatures of Γn. By definition k0 ≡ 1.
The following proposition is a straightforward consequence of Definition 5.6, remark 4.2,
relations (5.2) and Theorem 4.4, (ii).
Lemma 5.7. Let Γn be an oriented Ck-smooth hypersurface, k > 2. Then p-curvatures of
Γn are Ck−2-smooth functions of M ∈ Γn, absolute geometric invariants of Γn and
kp[Γ
n] = σp(κ1, κ2, . . . , κn) =
∑
i1<i2<...<ip
κi1κi2 . . . κip , 1 6 p 6 n, (5.12)
where {κi[Γn]}n1 is the set of the principal curvatures.
Notice that definitions (5.11) and (5.12) are equivalent, but the first is preferable to apply
in calculations. It makes obvious the smoothness of p-curvatures.
It follows from (5.12) that the mean curvature and the Gauss curvature are included
into Definition 5.6 as 1-curvature and n-curvature. The geometric invariant (1.2) is the
(m− 1)-curvature of the hypersurface ∂Ω ⊂ Rn in our terminology.
Definitions 4.1, 5.1 induce the following classification of smooth hypersurfaces.
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Definition 5.8. Let 0 6 m 6 n, Γn is a Ck-smooth oriented hypersurface, k > 2. The
hypersurface Γn is m-convex at a point M ∈ Γn if its curvature matrix K[Γ](M) is m-positive
and Γn is m-convex if all its points are the points of m-convexity.
Denote by Km the set of all m-convex in Rn+1 hypersurfaces. The lines (5.4), (5.11)
brings out a constructive description of this set:
Km = {Γn ⊂ Rn+1 : kp[Γn](M) > 0, p = 0, 1, . . . ,m, M ∈ Γn}. (5.13)
The following proposition is a straightforward consequence of relations (3.3), (4.3), (5.11).
Lemma 5.9. Let X[Γˆn] = αX[Γn], α > 0. Then the equalities
kp[Γˆ
n] =
1
αp
kp[Γ
n], 0 6 p 6 n,
are true.
Cooperation of Lemma 5.9 with (5.13) gives a reason to speak about cones of m-convex
hypersurfaces and to expose a geometric replica of (5.5):
K0 ⊃ K1 ⊃ K2 ⊃ . . . ⊃ Kn.
Notice that an arbitrary C2-smooth hypersurface is 0-convex by definition.
It follows from Remark 5.5 that any m-convex hypersurface has at least m positive
principal curvatures and any n-convex hypersurface is strongly convex in the classic sense.
However, Definition 5.8 with m = n is more restrictive than textbook definitions of the
strong convexity. Indeed, in classic geometry strongly convex hypersurfaces were introduced
as the boundaries of strongly convex domains and might be just Lipschitz continuous. Also,
smooth strongly convex hypersurfaces may contain isolated points of the vanishing Gauss
curvature, while Definition 5.8 rules out such points when m = n. Moreover, a smooth
strongly convex hypersurface may contain isolated planar points, where all principal curva-
tures vanish. If so, a hypersurface is not 1-convex, let alone n-convexity.
Notice that p-convexity of boundaries, p > 1, regulates existence and non-existence
theorems in FNPDE, while 0-convexity serves fine the linear theory of second-order partial
differential equations. Hence, p-convexity of hypersurfaces is vital in applications.
Remark 5.10. In order to remove the problem of orientation from Definition 5.8, it is rea-
sonable to keep to the rule: choose an arbitrary point M ∈ Γn and direct n+[Γn](M) such
way that k1[Γ
n](M) > 0; over Γn we construct the field of normals {n+[Γn]} consistent with
n+[Γn](M). The above rule does not work if k1[Γ
n](M) = 0, wich just means that our
hypersurface is 0-convex at the point M . Then we choose another point. Notice that the
above recommendation agrees with the preference of interior normals for closed Ck-smooth
hypersurfaces.
Consider the examples from Subsection 4.2.
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1. Any sphere SnR ⊂ Rn+1 is n-convex hypersurface. Indeed, the p-traces of its curvature
matrix, see (4.11), are
kp[SnR] =
Cpn
Rp
> 0, p = 1, . . . , n,
and constructive definition (5.13) confirms the n-convexity of SnR.
2. Turn to the hyperboloid
HnR = {|x| > R > 0, x2 − (xn+1)2 = R2} ⊂ Rn+1. (5.14)
Alike the sphere it is C∞-smooth and symmetric over the plane xn+1 = 0. Therefore, it
is sufficient to examine the graph-presentation (4.12) and extend conclusions to (5.14)
by the symmetry.
We can take B = I in (4.13) and Remark 5.10 assigns the choice K[HnR] = +K0, since
k1[HnR] = T1(+K0) =
1√
2x2 −R2
(
n− 2x
2
2x2 −R2
)
=
=
1√
(2x2 −R2)3 (2(n− 1)x
2 − nR2) > 0, |x| > R, n > 1. (5.15)
Using the identity (5.9), we compute
km[HnR] = Tm(+K0) =
Cm−1n−1√
(2x2 −R2)m
(
n
m
− 2x
2
2x2 −R2
)
, m = 1, . . . , n. (5.16)
The following lemma is a simple consequence of (5.13) and (5.16).
Lemma 5.11. Let n > 1, 1 6 m < n and HnR be the hyperboloid (5.14). Then the
hypersurface
HnR ∩
{
x2 >
n
2(n−m)R
2
}
(5.17)
is m-convex. In particular, the hypersurface HnR upgrades to (n − 1)-convexity when
x2 > nR2/2.
Proof. Indeed, the hypersurface (5.17) has positive m-curvature (5.16). In addition, if
x satisfies inequality (5.17), the similar inequalities with 1 6 p < m instead of m are
also keep. Hence, our hypersurface is m-convex via definition (5.13).
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There are some specialities when n = 2 and n = 1.
Namely, H2R is just 0-convex, although upgrades to 1-convex at the moment |x| > R.
In total it may be qualified as a non-negative mean curvature hypersurface.
Lemma 5.11 excludes n = 1, since in Remark 5.10 assigns the choice K[H1R] = −K0
from (4.13). Then formula (5.15) with +K0 substituted on −K0 carries out the 1-
curvature of the classic equilateral hyperbola x2 − y2 = R2:
κ[H1R] =
R2√
(x2 + y2)3
.
So, in our classification the classic hyperbola is a 1-convex curve, that is a curve of the
positive curvature κ[H1R] and should be strongly convex in the classic sense.
Other examples can be found in the paper [8] dedicated to the m-convexity of multidi-
mensional paraboloids and hyperboloids.
Eventually we state one more test of m-convexity.
Lemma 5.12. A Ck-smooth, k > 2, hypersurface Γn is m-convex if and only if the following
conditions hold:
(i) there exists a point M0 ∈ Γn such that Γn is m-convex at M0;
(ii) km[Γ
n](M) > 0 at all points M ∈ Γn.
Actually Lemma 5.12 is just a geometric replica of Lemma 5.3. It looks particulary
impressive for closed hypersurfaces.
Corollary 5.13. A closed Ck-smooth, k > 2, hypersurface Γn is m-convex if and only if
km[Γ
n] > 0.
5.3. Sylvester criterion for hypersurfaces
In this Subsection, using Sylvester criterion for m-positive matrices (see Lemma 5.4), we
prove a new criterion of m-convexity for hypersurfaces.
First we deduce an appropriate modification of Sylvester criterion.
Lemma 5.14. Let S ∈ Sym(n), 1 6 m 6 n.
(i) Suppose A is some n× (n− 1)-matrix such that ATA = I ∈ Sym(n− 1). Then
S ∈ Km(n) ⇔ Tm(S) > 0, ATSA ∈ Km−1(n− 1).
(ii) Suppose {Ak}m−1k=1 is some collection of (n − k + 1) × (n − k)-matrices such that
ATkAk = I ∈ Sym(n− k). Let S0 = S, Sk = ATk Sk−1Ak ∈ Sym(n− k). Then
S ∈ Km(n) ⇔ Tm(S) > 0, Tm−1(S1) > 0, Tm−2(S2) > 0, . . . , T1(Sm−1) > 0.
22
Proof. The operation ATSA up to some orthogonal transformation is equivalent to crossing
out from matrix S a row and a column with some number i. Assume without loss of generality
that i = n. It is easy to check that for any n× (n− 1)-matrix A satisfying ATA = I there
exists a matrix B ∈ O(n) such that
(BA)ij = δ
i
j, i, j = 1, . . . , n− 1, (BA)nj = 0.
Denote Sˆ = BSBT ∈ Sym(n). Then ATSA = (AB)T Sˆ(AB) = Sˆ〈n〉 (in notations of Lemma
5.4) and item (i) of Lemma 5.14 follows from item (i) of Lemma 5.4 and the orthogonal
invariancy of p-traces, (5.3). Namely,
S ∈ Km(n) ⇔ Sˆ ∈ Km(n) ⇔ Tm(Sˆ) = Tm(S) > 0, Sˆ〈n〉 = ATSA ∈ Km−1(n− 1).
The item (ii) turns out a result of several iterations of (i).
The following geometric version of Sylvester criterion is a straightforward consequence of
Definition 4.5, Lemmas 5.14, 5.12 and identity (4.18).
Theorem 5.15. Let 1 6 m 6 n, Γn is a Ck-smooth oriented hypersurface, k > 2. Assume
that km[Γ
n](M) > 0 at all points M ∈ Γn.
(i) A hypersurface Γn is m-convex if and only if there exist a point M0 ∈ Γn and at least
one normal (n − 1)-section Γn−1 of Γn at M0 such that M0 is a point of its (m − 1)-
convexity.
(ii) A hypersurface Γn is m-convex if and only if there exist a point M0 ∈ Γn and at least
one sequence of normal sections Γn−m+1 ⊂ Γn−m+2 . . . ⊂ Γn−1 ⊂ Γn at M0 such that
km−1[Γn−1](M0) > 0, km−2[Γn−2](M0) > 0, . . . ,k1[Γn−m+1](M0) > 0.
Moreover, for m-convex hypersurfaces assertions (i) and (ii) are valid at all points M0 ∈ Γn
and for any normal sections.
Corollary 5.16. Let km[Γ
n](M) > 0 at all points M ∈ Γn. Suppose there exist a point
M0 ∈ Γn, an integer p, 1 6 p 6 m− 1, and a normal (m− p)-section of Γn at M0 such that
the equality
km−p[Γn−p](M0) = 0 (5.18)
holds true. Then the hypersuface Γn has no points of m-convexity.
Let us remark that for closed Ck-smooth hypersurfaces equality (5.18) is incompatible
with the inequality km[Γ
n](M) > 0, M ∈ Γn, see Corollary 5.13. Hence, only unclosed
smooth hypersurfaces may satisfy the conditions of Corollary 5.16.
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6. Application of new invariants to FNPDE
6.1. Cone of m-admissible functions
In this section we deal with functions u ∈ C2(Ω¯), where Ω ⊂ Rn is a bounded domain,
∂Ω ∈ C4. Denote by ux the gradient, by uxx the Hessian matrix of u respectively. Introduce
for 1 6 m 6 n the m-Hessian operators Tm[u] = Tm(uxx) and set up in Ω¯ the Dirichlet
problem:
Tm[u] = f
m > 0, u|∂Ω = ϕ. (6.1)
The m-Hessian equations (6.1) are fully nonlinear when m > 1. They appeared in 1983 in
the paper [9] as a natural generalization of well known Monge – Ampere equation, m = n,
and were named of Monge – Ampere type. But in contrast to m = n there are no solvability
conditions of (6.1) on the set of convex in Ω¯ functions for m < n. The natural sets of the
classic solvability of (6.1) for m < n were described and named as cones of stability in [9].
The crucial step was to introduce the matrix cones Km, see Definition 5.1, and to extend
them to C2(Ω¯):
Km(Ω¯) = {u ∈ C2(Ω¯) : Tp[u](x) > 0, p = 0, 1, . . . ,m, x ∈ Ω¯} (6.2)
For the cones (6.2) a functional analog of inclusions (5.5) is satisfied.
The first attempt of general approach to the theory of FNPDE was performed by L.
Caffarelly, L. Nirenberg, J. Spruck in 1985, [2]. In particular, there were described new
geometric conditions onto the boundary that are necessary for solvability of (6.1). Also
there was introduced the notion of “admissible function” for some wide class of FNPDE. We
reduce this notion to m-Hessian operators in the following definition.
Definition 6.1. Let 0 6 m 6 n. A function u ∈ C2(Ω¯) is m-admissible at x ∈ Ω¯ if the
matrix uxx is m-positive at this point. A function u is m-admissible in Ω¯ if it is m-admissible
at all x ∈ Ω¯.
It is obvious that the set of m-admissible in Ω¯ functions coincides with functional cone
(6.2).
An arbitrary C2-smooth function is 0-admissible by definition. The graph of any n-
admissible function is a smooth strictly convex (n-convex in our terms) hypersurface in
Rn+1. However, for 1 6 m < n the similar assertion is not true.
The following statement is a simple consequence of Lemma 5.3.
Lemma 6.2. A function u ∈ C2(Ω¯) is m-admissible in Ω¯ if and only if there exists a point
x0 ∈ Ω¯ such that uxx(x0) ∈ Km and Tm[u] > 0 for all points x ∈ Ω¯.
So, the cones of m-admissible functions (6.2) as well as the sets of m-convex hypersurfaces
(5.13) are generated by the algebraic cones of m-positive matrices (5.4) and interaction of
those is natural but not trivial. An analysis of this interaction has been started in the paper
[15] and here we present some updated samples.
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Theorem 6.3. Let ∂Ω ∈ C4+α, f ∈ C2+α(Ω¯), f > ν > 0, 0 < α < 1. Assume that
ϕ = C = const.
(i) If ∂Ω is (m− 1)-convex, i.e.,
km−1[∂Ω] > 0, (6.3)
there exists a unique in C2(Ω¯) solution u to the problem (6.1) for odd m and there are
exactly two solutions u, −u+ 2C for even m. Moreover, u is m-admissible in Ω¯.
(ii) If there is a point M0 ∈ ∂Ω such that km−1[∂Ω](M0) = 0, there are no solutions in
C2(Ω¯) to the problem (6.1), whatever smooth f has been. This is equivalent to
{u ∈ C2(Ω¯) : u|∂Ω = const, Tm[u] > 0} = ∅.
Concerning part (i), the (m−1)-convexity of ∂Ω provides the existence and the uniqueness
of m-admissible solution in presence of arbitrary sufficiently smooth ϕ in (6.1). For C∞
data this was established in 1985, [2], see Theorem 1.1 in our Section 1. In 2011 N. V.
Filimonenkova, [5], investigated the classic and the weak (approximate) solvability of (6.1)
in the cone of m-admissible functions. Theorem 1.1 was updated in [5] and took the following
form.
Theorem 6.4. Let ϕ ∈ C l+α(∂Ω), f ∈ C l−2+α(Ω¯), ∂Ω ∈ C l+α, f > 0 in Ω¯, l > 4,
0 < α < 1. Suppose, in addition, (6.3) holds. Then there exists a unique m-admissible
solution u ∈ C l+α(Ω¯) of (6.1).
Notice that the requirement (6.3) is not necessary for the solvability of (6.1) with non-
constant Dirichlet data.
Due to (5.10) the operator Tm[u] is elliptic on functions u ∈ Km(Ω¯). More precisely,
if f > 0 in Ω¯ then Tm[u] is uniformly elliptic on solutions of (6.1) in presence of a priory
estimates in C2(Ω¯). Construction of these estimates is the most essential part of the proof
of existence theorems in the theory of FNPDE.
In linear theory the basis of a priory estimates for solutions to elliptic and parabolic
equations is the well known maximum principle, while in the theory of FNPDE it is more
natural to exploit the monotonicity of operators via comparison theorems. To formulate one
of them we substitute the m-traces Tm onto the following 1-homogeneous operators:
Fm[u] = (Tm[u])
1
m , u ∈ Km(Ω¯).
Associate with them the u-set of the following linear elliptic operators
L[v;u] = F ijm [u]vij, F
ij
m [u] =
∂Fm(uxx)
∂uij
, v ∈ C2(Ω). (6.4)
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Lemma 6.5. Let u,w ∈ Km(Ω) ∩ C(Ω¯), v ∈ C2(Ω) ∩ C(Ω¯), µ > 0. Assume that
L[v;u] 6 µ, Fm[w] > µ. (6.5)
Then
v(x)− w(x) > min
∂Ω
(v − w), x ∈ Ω. (6.6)
Indeed, due to concavity of Fm in Km, see (5.6), we have Fm[w] 6 L[w;u]. Since operators
(6.4) are elliptic, Lemma 6.5 is just a version of the classic maximum principle.
The inequality (6.6) reduces the problem of a priori estimates to construction of those
at the boundary via m-admissible function w. We call it an m-admissible sub-barrier. Local
boundary sub-barriers can be constructed explicitly. The requirement (6.3) and the above
geometric ideas in fact appeared in this context.
6.2. Construction of local sub-barriers
In order to precisely indicate the origin of requirement (6.3) we introduce the notion of kernel
of local sub-barriers. It was first introduced in [16].
To begin we associate with a point M0 ∈ ∂Ω a domain Ωr:
Ωr ⊂ Ω ∩Br(M0), ∂Ωr ∩ ∂Ω = ∂Ω ∩Br(M0), 0 < r  1. (6.7)
Definition 6.6. We call a function W an m-Hessian kernel of local sub-barriers at M0 ∈ ∂Ω
if there is a domain (6.7) such that W ∈ Km(Ω¯r) and
W (M0) = 0, W |∂Ωr 6 0, W |∂Ωr∩Ω 6 −1. (6.8)
Since W is m-admissible in Ω¯r, it has no maximum in Ωr. The following properties of
W are an obvious consequence of (6.8):
W (x) 6 0, x ∈ Ω¯r, (Wx,n+[∂Ω])(M0) 6 0, (6.9)
where n+[∂Ω] is the interior normal (see Pic.2).
Theorem 6.7. Let ∂Ω be a C2-smooth hypersurface, M0 ∈ ∂Ω. Assume there exists some
function W from Definition 6.6. Then ∂Ω is (m− 1)-convex at M0.
Proof. Let {e1, e2, . . . , en} be a cartesian basis with en = n+[∂Ω](M0). There is a C2-
function ω = ω(x˜), |x˜| 6 r, such that ω(0) = 0, ωx˜(0) = 0 and parametrization of
∂Ω ∩Br(M0) is given by
X =
(
x˜
ω(x˜)
)
, x˜ =

x1
x2
. . .
xn−1
 , X(M0) = 0. (6.10)
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For |x˜| 6 r, Lemma 4.3 ensures the relation
K[∂Ω] = τ
Tωx˜x˜τ√
1 + ω2x˜
, τ = τ [∂Ω], (6.11)
and also K[∂Ω](M0) = ωx˜x˜(0).
Let W = W (x) be some m-Hessian kernel from Definition 6.6. Consider the following
extension of W |∂Ω∩Br(M0) to Ω¯r:
W˜ = W (x˜, ω(x˜)).
Both of them attain maximum at x = 0. Therefore,
W˜x˜ = Wx˜ +Wnωx˜, −W˜x˜x˜(0) = −Wx˜x˜(0)−Wn(0)ωx˜x˜(0) ∈ K¯n. (6.12)
On the other hand, Sylvester criterion (Lemma 5.3) guarantees that Wx˜x˜ ∈ Km−1 and due
to monotonicity (5.8) relation (6.12) guarantees the inclusion
−Wn(0)ωx˜x˜(0) = −W˜x˜x˜(0) +Wx˜x˜(0) ∈ Km−1.
In view of inequalities (6.9) the above line asserts, in particular, that Wn(0) < 0 and hence,
K[∂Ω](M0) = ωx˜x˜(0) ∈ Km−1, i.e., ∂Ω is (m− 1)-convex at M0.
In order to construct an m-Hessian kernel we will keep to parametrization (6.10) and
consider a domain Ωβr ⊂ Ω with ∂Ωβr = Γ0r ∪ Γβr (see Pic.3):
Γ0r = {|x˜| 6 r, xn = ω(x˜)} ⊂ ∂Ω,
Γβr =
{
|x˜| 6 r, xn = ωβ(x˜) + β
2
r2
}
⊂ Ω¯,
where
ωβ = ωβ(x˜) = ω(x˜)− β
2
x˜2, β > 0. (6.13)
The choice of r and the first restriction on parameter β are presented in the following lemma.
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Lemma 6.8. Let ∂Ω be C2-smooth in some vicinity of M0 ∈ ∂Ω. Assume that ∂Ω is
(m − 1)-convex at M0 and km−1[∂Ω](M0) > 3ε > 0. Then there is r = r(ε) such that
Γ0r is (m − 1)-convex, km−1[Γ0r] > 2ε. Moreover, there exists β0 = β0(ε) such that for all
0 < β 6 β0 the hypersurface Γβr is (m− 1)-convex with respect to the normal directed into
Ω \ Ωβr and km−1[Γβr ] > ε.
Indeed, the existence of r(ε) is a straightforward consequence of C2-continuity of ∂Ω. As
to β0(ε), we calculate K[Γβr ] by formulas (6.11) with ω substituted on ωβ from (6.13) and
arrive to km−1[Γβr ] = km−1[Γ
0
r] +O(β). From now on the parameter r is fixed.
Remark 6.9. The hypersurface ∂Ωβr = Γ
0
r ∪ Γβr from Lemma 6.8 is non-smooth. This is the
reason we appoint normals by the rule from Remark 5.10 when speaking on (m−1)-convexity
of ∂Ωr smooth parts.
Further on it is of use to imply another description of Ωβr :
Ωβr =
{
x ∈ Ω : β
2
x˜2 < y(x) <
β
2
r2, y = xn − ωβ(x˜)
}
. (6.14)
Notice that
yx = (−ωβx˜ , 1) yij = −ωβij i, j = 1, . . . , n− 1, yni = ynn = 0. (6.15)
1
2
βr2 < βr2 − y(x) < βr2, x ∈ Ωβr . (6.16)
Consider in the domain (6.14) an auxiliary function
W β =
y
βr2
(
y
2βr2
− 1
)
, 0 < β 6 β0. (6.17)
and compute
W βx =
y − βr2
β2r4
yx, W
β
xx =
1
β2r4
(
(βr2 − y)(−yxx) + yx × yx
)
. (6.18)
The identity (5.9) and the p-homogeneity of Tp carry out the following presentation:
Tp[W
β] =
(βr2 − y)p−1
(β2r4)p
(
(βr2 − y)Tp[−y] + T ijp (−yxx)yiyj
)
, 1 6 p 6 n. (6.19)
Everything is ready to make the final choice of parameter β.
Lemma 6.10. Assume that the conditions of Lemma 6.8 are satisfied. Then there exists
β1 6 β0 such that for all 0 < β 6 β1 function (6.17) is m-admissible in the domain Ω¯βr .
Moreover,
Tm[W
β](x) >
ε
2
, x ∈ Ω¯βr . (6.20)
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Proof. Our aim to find β such that values (6.19) are positive in Ω¯βr for p = 1, . . . ,m. Due
to orthogonal invariance (5.3) we are free to make use of the most convenient for comput-
ing cartesian basis in (6.19). In this course, fix up some point M ∈ Ω¯βr with coordinates
x = (x˜, xn) and relate to it the basis
eˆi(M) = X(i)[Γ
β
r ](x˜), i = 1, . . . , n− 1, eˆn(M) = n+[Γβr ](x˜).
This basis is the moving frame (3.6) of hypersurface Γβr at x˜ (see Pic.3). In view of
parametrization (6.10) with ωβ instead of ω, this basis reads as
eˆi = (τ
1
i , . . . , τ
n−1
i , ω
β
(i))(x˜), eˆn =
(−ωβ1 , . . . ,−ωβn−1, 1)√
1 + (ωβx˜)
2
(x˜). (6.21)
Here τ = τ [Γβr ](x˜) and we use the notations ω
β
(i) = ω
β
k τ
k
i similar to (3.6).
Due to (6.14) the hypersurface Γβr is a level surface of the function y. So we have at the
point M :
∂y
∂xˆi
(M) = 0, i = 1, . . . , n− 1, ∂y
∂xˆn
(M) = (yx, eˆn) =
√
1 + (ωβx˜)
2.
Then relation (6.19) in the basis (6.21) reads as
Tp[W
β](M) =
(βr2 − y)p−1
(β2r4)p
(
(βr2 − y)Tp[−y](M) + (1 + (ωβx˜)2)T nnp (−yxˆxˆ)(M)
)
(6.22)
It is easy to check that
T nnp (−yxˆxˆ) = Tp−1(−y〈n〉xˆxˆ ), (6.23)
where −y〈n〉xˆxˆ is the matrix derived from −yxˆxˆ by crossing out the row and the column num-
bered by n. Calculate the matrix −y〈n〉xˆxˆ via (6.15), (6.21):
− ∂
2y
∂xˆi∂xˆj
= − (yxxeˆi, eˆj) = ωβklτ ki τ lj , i, j = 1, . . . , n− 1.
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By formula (6.11) with ωβ instead of ω we get
−y〈n〉xˆxˆ =
√
1 + (ωβx˜)
2 K[Γβr ], Tp−1(−y〈n〉xˆxˆ ) =
(
1 + (ωβx˜)
2
) p+1
2
kp−1[Γβr ]. (6.24)
It follows from (6.22), (6.23), (6.24) and (6.16) that
Tp[W
β](M) > (βr
2 − y)p−1
(β2r4)p
(−βr2|Tp[−y](M)|+ kp−1[Γβr ](M)) .
Due to (5.7) and Lemma 6.8 we have
kp−1[Γβr ] >
(
km−1[Γβr ]
) p−1
m−1 > ε, 1 6 p 6 m.
Notice that |Tp[−y](M)| depends on ||Γ0r||C2 and is bounded with respect to β. The latter
guarantees the existence of β1 = β1(||Γ0r||C2 , ε) ensuring the inequalities
Tp[W
β](M) >
ε
2
, p = 1, . . . ,m,
for all 0 < β 6 β1. But M ∈ Ω¯βr has been an arbitrary point, which means that W β is an
m-admissible function in Ω¯βr , 0 < β 6 β1, and inequality (6.20) holds true.
Lemma 6.10 implies a supplement to Theorem 6.7.
Theorem 6.11. Let ∂Ω be C2-smooth in some vicinity of M0 ∈ ∂Ω and (m− 1)-convex at
M0. Then an m-Hessian kernel of local sub-barriers at M0 ∈ ∂Ω does exist.
Proof. Indeed, Lemma 6.10 confirms that function (6.17) is m-admissible in the closure of
domain (6.14) for all 0 < β 6 β1. On the other hand, due to relations (6.16) a function
W = 8/3W β satisfies inequalities (6.8). Hence, the domain Ωβ1r and function
W =
8
3
W β1(x), x ∈ Ωβ1r ,
with r, β1 from Lemmas 6.8, 6.10, match Definition 6.6.
6.3. A sample of a priori estimate
Now we demonstrate cooperation of Lemma 6.5 with Definition 6.6.
Lemma 6.12. Let M0 ∈ ∂Ω, ∂Ω ∩ Br0(M0) be C2-smooth and (m − 1)-convex at M0,
km−1[∂Ω](M0) > ε > 0. Let v ∈ C2(Ω ∩ Br0(M0)) and denote the restriction of v to ∂Ω by
ϕ:
v(x) = ϕ(x), x ∈ ∂Ω ∩Br0(M0).
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Assume that there exist µ > 0, u ∈ Km(Ω ∩Br0(M0)) such that
L[v;u] = F ijm [u]vij 6 µ, x ∈ Ω ∩Br0(M0). (6.25)
Then
−vn(M0) 6 c
(
1
ε
, µ, ‖v‖C(Ω∩Br0 (M0)), ‖∂Ω ∩Br0(M0)‖C2 , ‖ϕ‖C2(∂Ω∩Br0 (M0))
)
, (6.26)
where n+[∂Ω] is the interior to ∂Ω normal, vn = (ux,n
+[∂Ω]) is the normal derivative.
Proof. Let the parametrization of ∂Ω ∩Br0(M0) be given by (6.10).
Let W be the m-Hessian kernel constructed in Subsection 6.2 and finally fixed in Theorem
6.11. Let Ωr = Ω
β1
r ⊂ Ω ∩ Br0(M0), r 6 r0, be the corresponding sub-domain (6.14) for W ,
see Theorem 6.11.
Extend the function ϕ from ∂Ω ∩ Br0(M0) to Ωr by equality Φ(x) = ϕ(x˜, ω(x˜)),
x = (x˜, xn) ∈ Ωr.
Consider the following γ-set of functions:
wγ = Φ(x) + γW (x), x ∈ Ω¯r, γ > 1. (6.27)
Inequality (6.25) coincides with the first inequality (6.5) from Lemma 6.5.
1. Firstly prove that Lemma 6.5 holds for Ω = Ωr, w = wγ with sufficiently large γ. Write
out the p-traces of function (6.27) in the form
Tp[wγ] = γ
p Tp
(
1
γ
Φxx +Wxx
)
, p = 1, . . . ,m.
It follows from Lemmas 6.8, 6.10 that there is
γ1 = γ1
(
1
ε
, µ, ‖∂Ω ∩Br0(M0)‖C2 , ‖ϕ‖C2(∂Ω∩Br0 (M0))
)
 1
such that wγ ∈ Km(Ωr) and Fm[w] > µ in Ωr for all γ > γ1. Then all requirements of
Lemma 6.5 for functions v, w = wγ with γ > γ1 are satisfied and the inequality (6.6)
holds.
2. Prove now that
(wγ − v)|∂Ωr 6 0. (6.28)
By construction
(wγ − v)|∂Ω∩∂Ωr = γW |∂Ω∩∂Ωr 6 0.
Let γ2 = supΩr(Φ− v). Then for all γ > γ2 the inequality
(wγ − v)|Ω∩∂Ωr = (Φ− v)|Ω∩∂Ωr − γW |Ω∩∂Ωr 6 γ2 − γ 6 0
holds true. Hence, relation (6.28) got valid with γ > γ2.
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Let γ¯ = max{γ1, γ2}. In presence of (6.6) relation (6.28) brings out the estimate
wγ¯(x) 6 v(x), x ∈ Ω¯r.
In view of the equality wγ¯(M0) = ϕ(M0) and (6.15), (6.16), (6.18) there is the estimate
−vn(M0) 6 γ¯|Wn(M0)| = γ¯c
(
1
ε
)
.
This guarantees the validity of (6.26).
In order to apply Lemma 6.5 in further proceeding we reformulate the problem (6.1) for
u ∈ Km(Ω) as
Fm[u] = f > 0, u|∂Ω = ϕ. (6.29)
It is known that a priori estimate of |u| in (6.29) does not depend on geometric properties of
∂Ω but estimates of |ux| and |uxx| do depend. Here we demonstrate the estimation of |ux|.
Theorem 6.13. Let Ω be a bounded domain in Rn. Assume that
f > ν > 0, x ∈ Ω, km−1[∂Ω] > ε > 0. (6.30)
Then the inequality
|ux| 6 c
(
1
ε
,
1
ν
, ‖u‖C(Ω), ‖f‖C1(Ω), ‖∂Ω‖C2 , ‖ϕ‖C2(∂Ω)
)
(6.31)
holds valid in Ω¯ for all m-admissible solutions to the problem (6.29).
Proof. Denote
µ = sup
Ω
|fx|.
Choose some vector l ∈ Rn, |l| = 1, and differentiate equation (6.29) in the direction l:
(∇xFm(uxx), l) = F ijm [u]ulij = (fx, l) 6 µ, x ∈ Ω. (6.32)
On the other hand, the first inequality in (6.30) brings out
Fm[w] > µ, w =
µ
ν
u, x ∈ Ω. (6.33)
Relations (6.32), (6.33) coincide with inequalities (6.5) of Lemma 6.5 with v = ul, which via
(6.6) produces the estimate of −ul from above:
−ul(x) 6 µ
ν
(
sup
Ω
|u|+ sup
∂Ω
|ϕ|
)
+ sup
∂Ω
|ul|, x ∈ Ω.
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Since this reasoning works for an arbitrary vector l, this reduces the estimation of |ux| in
Ω¯ to this estimate at ∂Ω. In presence of given function ϕ, it suffices to find bounds for the
normal derivative un = (ux,n
+[∂Ω]) at ∂Ω:
|ux| 6 c
(
1
ν
, ‖u‖C(Ω), sup
∂Ω
|un|, sup
Ω
|fx|, ‖ϕ‖C1(∂Ω)
)
.
Remind that n+[∂Ω] is the interior to ∂Ω normal.
1. We start with estimation of un from above. Let v be a harmonic in Ω function,
v|∂Ω = ϕ. Since we are interested in m-admissible solutions u to the problem (6.29),
the inequality (5.7) is in our possession:
F1[u] > Fm[u] = f > ν > 0.
On the other hand
∆v = F ij1 [u]vij = 0 6 v.
The conditions of Lemma 6.5 are satisfied with m = 1, w = u. Hence, u 6 v in Ω.
Since u|∂Ω = v|∂Ω we conclude that un 6 vn, which gives an estimate from above for
un.
2. An a priori estimate of un from below is a consequence of Lemma 6.12. Indeed,
inequality (6.25) is valid with v = u, µ = supΩ f :
L[u;u] = F ijm [u]uij = Fm[u] = f 6 µ.
Therefore, the inequality (6.26) is valid for vn = un at an arbitrary point M0 of (m−1)-
convex surface ∂Ω. This estimate of un from below concludes the proof of inequality
(6.31).
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