In Mathematica the map DFT w and its inverse are implemented -for the complex numbers -by the functions The problem of fast Fourier fit has attracted the attention of some of the best scientific minds of all times. Gauss came up with a fast Fourier fit algorithm in 1866. The modern version of the fast Fourier fit is due to John Tukey and his cohorts at IBM and Princeton [3] .
We will be using the function FastFourierFit[] taken from Bill Davis and Jerry Uhl "Differential Equations & Mathematica" [2] to compute the approximating complex trigonometric polynomials mentioned in Definition 2 above. Please note that the coefficients of fApproximation(t) and fApproximationReal(t) satisfy the relations mentioned in Definition 2. Moreover, f(x) has pure cosine fit. This was expected because the function f(x) = cos(2px) sin(1 -cos(3px)) is even; that is, for the function evenf(x), defined on the extended interval 0 § x § 2L, we have
See also its plot in Figure 1 . Later on we will meet odd functions as well; those have pure sine fits.
The functions f(x) and fApproximationReal(t) are plotted together in Figure 2 .
As we see, what FastFourierFit[] does is to pick 2n -1 equally spaced data points off the plot of f(x) between x = 0 and x = L; it then tries to fit these points with a combination of complex exponentials. As we mentioned before, the coefficients c k of the approximating polynomial in Definition 2 are computed using the fast Fourier transform-incorporated in the function FastFourierFit[]. Another way of computing those coefficients is using the integrals
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This results in the integral Fourier fit.
This formula for the coefficients is obtained if we assume that for a fixed n, the function f(t) is being approximated by the function
where L > 0, and we set
Then, we will definitely have 
and, hence, the formula for the coefficients.
The two approximations resulting from the fast Fourier fit and the integral Fourier fit are pretty close, and almost identical for large values of n.
The disadvantage of the integral Fourier fit is that the integrals that need to be computed sometimes are very hard and impractical even for numerical integration. Nonetheless, the method is useful for hand computations, whereas doing fast Fourier fit by hand is completely out of the question.
The advantage of the integral Fourier fit is that, in theoretical situations, it provides a specific formula to work with. However, after the theory is developed and calculations begin, people switch to the fast Fourier fit.
Recapping, note that FastFourierFit[] is a "double" approximation. It first uses sines and cosines to approximate a continuous periodic function and then uses discrete Fourier transform to approximate integrals involving these trigonometric polynomials -in effect replacing numerical integration by sampling.
à FFF in deriving the heat and wave equations
The fast Fourier is a very useful tool and we now demonstrate its power by deriving the heat and wave equations. Like most of the applications, this one again can be found in the excellent work of Bill Davis and Jerry Uhl [2] . However, some preliminaries are in order.
á Preliminaries
As we have seen in the previous examples, using the fast Fourier fit we usually get a mixture of both sines and cosines. But sometimes we get pure sines as in To get a pure sine fit of f(x) in the interval 0 § x § L, two things need to be satisfied: and (b) for the function oddf(x), defined on the extended interval 0 § x § 2L, we have oddf(
That is, the part of the plot to the right of the center line, has to be the negative mirror image of its plot to the left of the center line.
The requirement f(0) = f(L) = 0, stated above, comes from the fast fourier fit of oddf(x) on 0 § x § 2L. This means the function oddf(x) is approximated with the functions sin(
, which are all zeroed out at t = 0 and t = L. Therefore, if we want a good sines approximation of f(
If a given function f(x) is approximated with a mixture of sines and cosines, there is a way to obtain a pure sine fit. Namely, if f(x) is defined in the interval 0 § x § L, and f(0) = f(L) = 0, we define a new function, oddf(x) on the interval 0 § x § 2L as follows:
This new function, odd(x), will clearly have a pure sine fit in the interval 0 § x § 2L. We can now apply our technique to adjustedf(t) and obtain a pure sine approximation of it. 
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We can now tackle the heat equation.
Problem: Start with a heated wire L units long with the temperature allowed to vary from position to position on the wire. The function startertemp(x) gives the temperature at the point x, for 0 § x § L, of the wire at the start of the experiment. Because of the previous discussion we consider, without loss of generality, functions startertemp(x) for which startertemp(0) = startertemp(L) = 0. That way we can easily obtain a pure sine approximation.
Think of the wire as the interval 0 § x § L. At the start of the experiment, we instantly cool the ends at x = 0 and x = L and maintain these ends at temperature 0; we also take pains to guarantee that the rest of the wire is perfectly insulated.
The problem is to find a formula for temp (x, t) , so that we can tell the temperature at a given point x, at time t after the start of the experiment.
We first give a theoretical solution, which we then compare with one obtained based on FFF.
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Theoretical solution (based on Fourier Transforms): Given the problem statement, the previous discussion on odd functions and using the integral computation of the coefficients, we have:
Specifically for the heat equation, b k becomes:
Taking the first derivative of the expression above, we obtain
Applying the Sine Fourier Transform on both of the heat equation we have:
We observe that the left hand side above is identical to the first derivative of b k , i.e. to b k H1L , while the right hand side is equal to b k H2L . So we have:
ÅÅÅÅÅÅÅÅ ÅÅÅÅ L 2 b k , with verification being left to the reader. Solving this last differential equation, we obtain
Similarly, from the initial condition temp(x, 0) = startertemp(x), we obtain
It easily follows that the Inverse Fourier transform gives the solution of the heat equation:
Indeed, we have:
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Solution based on Fast Fourier Fit: Using FFF we can easily obtain the formula for temp (x, t) proceeding as follows:
a. Adjust the function startertemp(x) (that is, make startertemp(x) an odd function) and using the fast Fourier fit obtain a sines only approximation of it, for a given accuracy n. Given the original assumptions startertemp(0) = startertemp(L) = 0, this step is easily done.
b. Pick off the coefficients
terms of the sines only approximation of the adjusted startertemp(x), and c. Write down the formula for temp(x, t) as:
The terms sin( The central question that needs to be answered is why were the terms
introduced. This is explained below.
Engineering studies have shown that, after the appropriate unit adjustments are made, the function temp(x, t) satisfies the partial differential equation
, known as the heat equation. That is, the second derivative of temp(x, t) with respect to x equals the first derivative of temp(x, t) with respect to t.
The boundary conditions for this differential equation are:
The key boundary conditions are temp(0, t) = 0 and temp(L, t) = 0, "t, which agree with the fact that sin(
ÅÅÅÅÅÅÅÅ ÅÅÅ L ) = 0 for x = 0 and x = L for all positive integers k. That means that for each fixed time t, and any value of n, we can approximate temp(x, t) with a sines only fit of the form
where the Fourier fit coefficients u(t, k) have to be determined. Note that these coefficients depend on t as well as k because you expect a different adjusted sine fit at different times t.
The heat equation says
. Instead of temp(x, t) we use its approximation, approxtemp (x, t) , into the heat equation and see that 
But we already know that the solution to this last differential equation is
So, in order to compute the Fourier fit coefficients we have to determine the coefficients A(k).
Substituting these u(t, k) into approxtemp(x, t) we obtain
approxtemp(x, t) = ‚ 
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This is the approximation to the starting temperature, so we pick off the A(k)'s from the sine fit of the adjusted startertemp(x).
Example 6: At the start of this particular experiment, the temperature of the wire at position x (for 0 § x § L = 3) is given by the following function startertemp(x) = 0.2 sin 2 H2 xL(x -3).
For the given function we have startertemp ( 
