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Abstract
In this paper, sufficient conditions are given for asymptotic stability and uniformly asymptotic stability
of impulsive functional differential equation of the form{
x′(t) = f (t, xt ), t  t0,
x = Ik(t, x(t−)), t = tk, k ∈ Z+,
and the conditions in theorems extend or improve the corresponding ones in [J. Yan, J. Shen, Impulsive
stabilization of functional differential equation by Liapunov–Razumikhin functions, Nonlinear Anal. 37
(1999) 245–255; J. Shen, Z. Luo, Impulsive stabilization of functional differential equations via Liapunov
functionals, J. Math. Anal. Appl. 240 (1999) 1–15; L. Hatvani, On the asymptotic stability for nonau-
tonomous functional differential equations by Liapunov functionals, Trans. Amer. Math. Soc. 354 (2002)
3555–3571].
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The theory of impulsive differential equations is emerging as an important area of investi-
gation, since it is a lot richer than the corresponding theory of differential equations without
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biology, engineering, etc. (see [1,2]). In the last few years the theory of impulsive delay differ-
ential equations have had a great development. For example, the basic theory for these systems
has been established in [3], stability for impulsive ordinary functional equations by means of
Liapunov functions or Liapunov functionals has been extensively investigated in [4–8]. As seen
in [3–8], the Liapunov method is proposed for the discussion of impulsive stabilization problems
for systems of functional differential equations with impulse effect as a very effective tool.
In the present paper, the results in [9] for functional differential equations are extended to
impulsive functional differential equations. At the same time, compared with the corresponding
theorems in [7,8], it can be found our conditions weaker and results stronger.
Consider the impulsive functional differential equation{
x′(t) = f (t, xt ), t  t0,
x = Ik(t, x(t−)), t = tk, k ∈ Z+,
(1.1)
where Z+ is the set of all positive integers, x = x(t) − x(t−), t0 < t1 < · · · < tk < tk+1 < · · · ,
with tk → ∞ as k → ∞. f :J × PC → Rn and Ik :J × S(ρ) → Rn, where J = [t0,∞),
S(ρ) = {x ∈ R: |x| < ρ}. PC = PC([−τ,0],Rn) denotes the space of piecewise right contin-
uous functions φ : [−τ,0] → Rn with the sup-norm ‖φ‖∞ = sup−τs0 |φ(s)| and the norm
‖φ‖2 = (
∫ 0
−τ |φ(s)|2 ds)
1
2 , where τ is a positive constant, ‖ · ‖ is a norm in Rn. xt ∈ PC is de-
fined by xt (s) = x(t + s) for −τ  s  0. x′(t) denotes the right-hand derivative of x(t).
Let f (t,0) ≡ 0 and J (0) ≡ 0, then x(t) ≡ 0 is the zero solution of (1.1). Set PC(ρ) =
{φ ∈ PC: ‖φ‖∞ < ρ}, ∀ρ > 0.
In the present paper, it is always assumed that existence and uniqueness of the solution of the
above equation are satisfied (see [1,2]).
Definition 1.1. Let σ be the initial time, ∀σ ∈ R, the zero solution of (1.1) is said to be
(S1) stable, if for any σ  t0 and ε > 0, there exists δ(ε, σ ) > 0, such that ϕ ∈ PC(δ) implies
|x(t, σ,ϕ)| < ε for t > σ ;
(S2) uniformly stable, if the δ in (S1) is independent of σ ;
(S3) attractive, if there exists b0(σ ) such that ϕ ∈ PC(b0) implies x(t, σ,ϕ) → 0 for t → ∞.
In other words, “∃b0(σ ) > 0, ∀ε > 0, ∃T (σ, ε,ϕ) such that ϕ ∈ PC(b0) implies
|x(t, σ,ϕ)| < ε, ∀t  σ + T (σ, ε,ϕ)”;
(S4) uniformly attractive, if the T in (S3) is independent of b0 and σ ;
(S5) asymptotically stable, if it is stable and attractive;
(S6) uniformly asymptotically stable, if it is uniformly stable and uniformly attractive.
Definition 1.2. H is said to be τ -dense in [t0,∞), if there exists k > 0 such that
μ([t, t + τ ] ∩ H) k, ∀t  t0, where μ(·) is Lebesgue measure.
Definition 1.3. A functional V (t,φ) : [t0,∞) × PC(ρ) → R+ belongs to class v0(·) (a set of
Liapunov-like functionals), if
(A1) V is continuous on each of the sets [tk−1, tk)× PC(ρ), and for all φ ∈ PC(ρ) and k ∈ Z+,
lim(t,φ)→(t−k ,ϕ) V (t, φ) = V (t
−
k , ϕ) exists;
(A2) V (t, φ) is locally Lipschitz in φ ∈ PC(ρ), ∀t  t0,V (t,0) ≡ 0.
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V ′(t, φ) along the solution x(t) of (1.1) is defined by
V ′(t, xt ) = lim sup
δ→0+
1
δ
(
V (t + δ, xt+δ) − V (t, xt )
)
.
Let the sets ,Ω be defined by
 = {W ∈ C(R+,R+): strictly increasing and W(0) = 0},
Ω = {ψ ∈ C(R+,R+): ψ(0) = 0, ψ(s) > 0 for s > 0}.
Lemma 1.1. (See [9].) For φ ∈ PC(M) and k ∈ (0,M), let P(ϕ, k) = {u ∈ [−τ,0]: |ϕ(u) k},
then
μ
(
P
(
ϕ,
‖ϕ‖2√
2τ
))

‖ϕ‖22
2M2
.
2. Main results
Theorem 2.1. Assume that there exist V ∈ v0(·), W1,W2,W3,W ∈  and measurable function
η :R+ → R+ such that
(i) W1(|φ(0)|) V (t,φ)W2(|φ(0)|) + W3(‖φ‖2);
(ii) V (tk, φ˜) − V (t−k , φ) 0, where tk+1 − tk > τ , k ∈ Z+;
φ˜(θ) =
{
φ(0) + Ik(t−k , φ(0)), θ = 0,
φ(θ), −τ  θ < 0;
(iii) V ′(t, xt )−η(t)W(|x(t)|);
(iv) for any σ ∈ R+ and τ -dense set H ⊂ [σ,∞) such that
lim
k→∞
∫
[σ,σ+K]∩H
η(t) dt = ∞. (2.1)
Then the zero solution of (1.1) is asymptotically stable. If (2.1) is uniformly divergent with re-
spect to σ and H , then the zero solution of (1.1) is uniformly asymptotically stable.
Proof. We first prove the uniformly stability. For any ε > 0, we may choose δ = δ(ε) > 0,
such that W2(δ) + W3(δ√τ ) < W1(ε) for ‖ϕ‖∞ < δ(ε). For any σ  t0 and ϕ ∈ PC(δ), let
V (t) = V (t, xt ), x(t) = x(t, σ,ϕ), where x(t) is the solution of (1.1). We will prove |x(t)| < ε
for t  σ .
Condition (iii) yields
V ′(t, xt )−η(t)W
(∣∣x(t)∣∣) 0, σ  tk−1  t < tk, k ∈ Z+,
and so V (t) is decreasing on the intervals of the form [tk−1, tk), then condition (ii) yields
V (tk, φ˜) − V (t−k , φ) 0,
thus V (t) is decreasing on [σ,∞). We can get
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(∣∣x(t)∣∣) V (t) V (σ)W2(δ) + W3(δ√τ )< W1(ε), t  σ,
combining this with the monotonicity of W1, we have |x(t)| < ε for t  σ . So the zero solution
of (1.1) is uniformly stable.
To prove attractive, we may choose ε = 1, in view of the uniform stability, we know that there
exists δ1 = δ(1) such that |x(t, σ,ϕ)| < 1 for ‖ϕ‖∞ < δ1, and it also implies
V (σ)W2(δ1) + W3
(
δ1
√
τ
) := c1, (2.2)
where c1 is independent of σ and ϕ.
For any γ > 0, where γ < 1, if we may find T (γ, x(σ )) > τ , such that
V (σ + T − τ) < W1
(
δ(γ )
) := c2(γ ) (2.3)
for t  σ + T , then
W1
(∣∣x(s)∣∣) V (s) V (σ + T − τ) < W1(δ(γ ))
holds for s ∈ [σ +T − τ, σ +T ], that is |x(s)| < δ(γ ). Combining the above results of uniformly
stable we have |x(t)| < γ for t > σ + T . Thus the zero solution of (1.1) is attractive.
For the sake of finding this T = T (γ, x(σ )), let
HK0 = HK0
(
γ, x(σ )
) := {t ∈ [σ,σ + K]: ∣∣x(t)∣∣> W−12
(
c2
3
)
:= c3(σ )
}
,
HK2 = HK2
(
γ, x(σ )
) := {t ∈ [σ,σ + K]: ∥∥x(t)∥∥2 > W−13
(
c2
3
)
:= c4(σ )
}
,
where K > 0. If we cannot find T which satisfies (2.3) on [0,K + τ ], then HK0 ,HK2 cover the
closed interval [σ,σ + K]. Otherwise, if HK0 ,HK2 cannot cover a point t∗ in [σ,σ + K], then|x(t∗)| c3,‖x(t∗)‖2  c4, and so
c2  V (σ + K) V (t∗)W2
(∣∣x(t∗)∣∣)+ W3(‖xt∗‖2) c23 + c23 < c2,
this is a contradiction. Thus we must have HK0 ∪ HK2 ⊃ [σ,σ + K] if T /∈ [0,K + τ ].
If t ∈ HK2 , from Lemma 1.1, we can see that there exists a set Q(t) (Q(t) ⊂ [t − τ, t]) which
satisfies μ(Q(t)) c
2
4(γ )
2 := c5(γ ), such that∣∣x(t)∣∣ c24(γ )√
2τ
(2.4)
for s ∈ Q(t).
Let
QK :=
( ⋃
t∈HK2
Q(t)
)∖
HK0 , H :=
⋃
K>0
(
HK0 ∪ QK
)
,
where k = c52 , then H is τ -dense on [σ,∞). In fact, if t  σ + τ , so either [t − c52 , t] ⊂ HK0 or
[t − c52 , t] at least includes a point of HK2 . For the latter case, the interval [t − τ − c52 , t] includes
a subset QK which measure is c5, so
μ
([t − τ, t] ∩ (HK0 ∪ HK2 )) c52 = k,
this means H is τ -dense on [σ,∞).
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0 V (σ + K) V (σ) +
σ+K∫
σ
V ′(t) dt +
∑
σ<tkσ+K
[
V (tk) − V
(
t−k
)]
 c1 +
∫
HK0
V ′(t) dt +
∫
QK
V ′(t) dt
 c1 − c6
∫
HK0
η(t) dt − c7
∫
QK
η(t) dt
 c1 − c8
∫
[σ,σ+K]∩H
η(t) dt, (2.5)
where c6(γ ) := W(c3(γ )), c7(γ ) := W(c
2
4(γ )√
2τ
), c8(γ ) = min{c6(γ ), c7(γ )}.
Combining τ -density of H , condition (iv) and (2.5), we have
0 lim
t→∞V (t) V (σ) +
∞∫
σ
V ′(t) dt +
∑
σ<tk
[
V (tk) − V
(
t−k
)]
 c1 − c8
∫
H
η(t) dt
 c1 − c8
∫
H
η(t) dt → −∞
for t → ∞. This is a contradiction. Thus, for any γ > 0, there exists T on [0,K + τ ] such
that (2.3) holds. Since (2.3) hold means x(t) be attractive, then the zero solution of (1.1) is
asymptotically stable.
It is clear that c1 is independent of σ and ϕ, ci (i = 2, . . . ,8) are only dependent of γ , from
the above prove proceeding, we know K is only dependent of γ , together with T ∈ [0,K + τ ],
then T is only dependent of γ . If integral
∫
H
η is uniformly divergent with respect to σ and H ,
then the zero solution of (1.1) is uniformly asymptotically stable.
The proof is complete. 
Remark 2.1. The conditions of Theorem 2.1 in this paper are weaker than the ones of Theorem 1
in [7], it is illustrated by the following Example 3.1. Theorem 2.1 in this paper also improves the
Theorem 3.1 in [8]. Comparing with Theorem 3.1 in [8], condition (i) of Theorem 2.1 is equiv-
alent with condition (i) of Theorem 3.1 in [8], i.e. “W1(|φ(0)|)  V (t,φ)  W2(‖φ‖), where
V = V1 + V2 ∈ v0(.)”; though the constraints of V ′(t, xt ) in the conditions (iii) and (iv) of
Theorem 2.1 are slight more strict than the ones in condition (iii) of Theorem 3.1 in [8], but
in condition (iii) of Theorem 3.1 in [8], V (t, xt ) must be constraint and need to add an extra
condition “for any σ  t0 and α > 0, there is β > 0 such that V (t, xt )  α for t  σ implies
V1(t, x(t))  β for t  σ ”; however, condition (ii) of Theorem 2.1 is more simple than condi-
tion (ii) of Theorem 3.1 in [8], it is only need condition “V (tk, φ˜)− V (t−, φ) 0” and not needk
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k=1 λk = ∞ for λk” as in [8]; further, the results of Theorem 2.1 are better than
the ones of Theorem 3.1 in [8]. All of these are illustrated by the following Example 3.2.
Theorem 2.2. Assume that there exist V ∈ v0(·), W1,W2,W3,W ∈  and measurable function
η :R+ → R+ such that
(i) W1(|φ(0)|) V (t,φ)W2(|φ(0)|) + W3(‖φ‖2);
(ii) V (tk, φ˜) − V (t−k , φ) 0, where tk+1 − tk > τ , k ∈ Z+;
φ˜(θ) =
{
φ(0) + Ik(t−k , φ(0)), θ = 0,
φ(θ), −τ  θ < 0;
(iii) V ′(t, xt )−η(t)W(‖xt‖2);
(iv) for any σ ∈ R+,
lim
k→∞
σ+K∫
σ
η(t) dt = ∞ (2.6)
holds.
Then the zero solution of (1.1) is asymptotically stable. If (2.6) is uniformly divergent with re-
spect to σ , then the zero solution of (1.1) is uniformly asymptotically stable.
Proof. Since V ′(t, xt )  −η(t)W(‖xt‖2)  0, we can obtain uniformly stable of the zero so-
lution of (1.1) through a similar way as the proof of Theorem 2.1 and we omit this part of the
proof.
To prove the attractive, if we do not find T which satisfies (2.3) on the interval [0,K + τ ],
from the proof of Theorem 2.1 we know HK0 ∪ HK2 ⊃ [σ,σ + K]. In the following proceeding,
we try to find a constant c9(γ ) > 0 such that ‖xt‖2  c9(γ ) for t ∈ [σ,σ + K].
If t∗ ∈ HK2 , |t − t∗| < 34c24, then ‖xt‖2 > c42 . In fact, |x(t)| < 1 implies
‖xt‖22 =
∣∣∣∣x(t)∣∣2 − ∣∣x(t − τ)∣∣2∣∣ 1,
then ∣∣‖xt‖22 − ‖xt∗‖22∣∣ 1,
so ‖xt‖22 > 14c24, that is ‖xt‖2 > c42 .
Since the open space HK0 ∪ HK2 covers the closed interval [σ,σ + K], in terms of the finite
covering theorem, we always can choose the finite intervals {I 0p}k0p=1 (I 0p ⊂ HK0 ,p = 1, . . . , k0)
and {I 2q = (a2q, b2q)}k2q=1 (I 2q ⊂ HK2 , q = 1, . . . , k2) from HK0 ∪ HK2 , such that {I 0p}k0p=1 and
{I 2q }k2q=1 cover [σ,σ + K].
Let I 2′q = (a2q − 34c24, b2q + 34c24). For t ∈
⋃k2
q=1 I 2
′
q , ‖xt‖2 > c42 . Because of I 2
′
q ⊃ I 2q , then
{I 0p}k0p=1 and {I 2
′
q }k2q=1 cover [σ,σ + K].
If t∗ /∈ ⋃k2q=1 I 2′q , then t∗ ∈ HK0 , we have (t∗ − 34c24, t∗] ⊂ HK0 , thus |x(t)|  c3 for t ∈
(t∗ − 3c2, t∗], so4 4
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(
c23 min
{
τ,
3
4
c24
}) 1
2 = c3 min
{√
τ ,
√
3
2
c4
}
,
which, together with ‖xt‖2 > c42 for t ∈
⋃k2
q=1 I 2
′
q , yields
‖xt‖2  c9(γ ) := min
{
c4
2
,
√
τc3,
√
3
2
c3c4
}
(2.7)
for t ∈ [σ,σ + K].
By means of the conditions (ii), (iii) and (2.7), we can get
0 V (σ + K) V (σ) −
σ+K∫
σ
η(t)W
(‖xt‖2)dt + ∑
σ<tkσ+K
[
V (tk) − V
(
t−k
)]
 c1 − c10
σ+K∫
σ
η(t) dt, (2.8)
where c10(γ ) := W(c9(γ )).
This, together with condition (iv), implies that
0 lim
t→∞V (t) c1 − c10
∞∫
0
η(t) dt → −∞
for t → ∞. This is a contradiction. Then we can find T which satisfies (2.3) on [0,K + τ ], so
x(t) is attractive, then the zero solution of (1.1) asymptotically stable.
It is clear that K is only dependent of γ , so T is only dependent of γ , if (2.6) is uniformly
divergent with respect to σ , then the zero solution of (1.1) is uniformly asymptotically stable.
The proof is complete. 
In the preceding theorem, the Liapunov functional V is monotone along the solution of (1.1)
and forced by the impulsive perturbations to converge to zero as t tends to infinity. In the case that
this monotone property is destroyed by the impulsive perturbations, we have to assume stronger
conditions on the unperturbed systems.
Theorem 2.3. Assume that there exist V ∈ v0(·), W1,W2,W3,W ∈  and measurable function
η :R+ → R+ such that
(i) W1(|φ(0)|) V (t,φ)W2(|φ(0)|) + W3(‖φ‖2);
(ii) |V (tk, φ˜) − V (t−k , φ)|  βkV (t−k , φ), where tk+1 − tk > τ , k ∈ Z+; βk  0 and∑∞
k=1 βk < ∞;
φ˜(θ) =
{
φ(0) + Ik(t−k , φ(0)), θ = 0,
φ(θ), −τ  θ < 0;
(iii) V ′(t, xt )−η(t)W(|x(t)|);
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lim
k→∞
∫
[σ,σ+K]∩H
η(t) dt = ∞ (2.9)
holds.
Then the zero solution of (1.1) is asymptotically stable. If (2.9) is uniformly divergent with re-
spect to σ and H , then the zero solution of (1.1) is uniformly asymptotically stable.
Proof. Let β =∏∞k=1(1 + βk), then β ∈ [1,∞). ∀σ  t0 and ε > 0, we may choose δ = δ(ε)
such that β[W2(δ) + W3(δ√τ)] < W1(ε) for ‖ϕ‖∞ < δ(ε). Let V (t) = V (t, xt ), x(t) =
x(t, σ,ϕ), where x(t, σ,ϕ) is the solution of (1.1).
Integrating V ′(t, xt )−η(t)W(|x(t)|) from σ to t (t > σ), we have
V (t) V (σ) −
∞∫
σ
η(s)W
(∣∣x(s)∣∣)ds + ∑
σ<tkt
[
V (tk) − V
(
t−k
)]
 V (σ) +
∑
σ<tkt
βkV
(
t−k
)
. (2.10)
In view of Gronwall inequality [1], (2.10) implies that
V (t) V (σ)
∏
σ<tkt
(1 + βk) V (σ)
∞∏
k=1
(1 + βk) = βV (σ), t  σ.
Then
W1
(∣∣x(t)∣∣) V (t) βV (σ) β[W2(δ) + W3(δ√τ )]< W1(ε), t  σ.
It follows that |x(t)| < ε for t  σ , which yields that the zero solution of (1.1) is uniformly
asymptotically stable.
Let ε = 1, it is clear that there exists δ1 = δ(1), such that |x(t, σ,ϕ)| < 1 for ‖ϕ‖∞ < δ1, and
V (t) β
[
W2(δ1) + W3
(
δ1
√
τ
)]
< W1(1).
Taking into account the above argument, from condition (ii) we have
∞∑
k=1
∣∣V (tk) − V (t−k )∣∣
∞∑
k=1
βkV
(
t−k
)
W1(1)
∞∑
k=1
βk < ∞. (2.11)
Let β[W2(δ1) + W3(δ1√τ)] := c1. ∀γ > 0 (γ < 1), through a similar way as the proof of Theo-
rem 2.1, we can successively choose the constants c2(γ ) ∼ c8(γ ), and define the sets HK0 ,HK2 .
From condition (iii) we have
0 V (σ + K) V (σ) +
σ+K∫
σ
V ′(t) dt +
∑
σ<tkσ+K
[
V (tk) − V
(
t−k
)]
 c1 − c8
∫
η(t) dt +
∑
σ<tkσ+K
βkV
(
t−k
)
,[σ,σ+K]∩H
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0 lim
t→∞V (t) V (σ) +
∞∫
σ
V ′(t) dt +
∑
σ<tk
[
V (tk) − V
(
t−k
)]
 c1 − c8
∫
H
η(t) dt + W(1)
∞∑
k=1
λk → −∞.
This is a contradiction, which yields x(t) is attractive. Then the zero solution of (1.1) is asymp-
totically stable.
Moreover, c1 is independent of σ and ϕ, ci (i = 2, . . . ,8) are only dependent of γ , if
∫
H
η
is uniformly divergent with respect to σ and H , K is only dependent of γ , then T is also only
dependent of γ , which implies that the zero solution of (1.1) is uniformly asymptotically stable.
The proof is complete. 
Remark 2.2. Theorem 2.3 improves Theorem 3.2 in [8]. Making a comparison between these
two theorems, condition (iv) of Theorem 2.3 is weaker than condition (iii) of Theorem 3.2 in [8],
i.e. “
∫∞
t0
g(t) dt = ∞,” and the other conditions in both theorems are equivalent; moreover, the
results of Theorem 2.3 are better than the ones of Theorem 3.2 in [8]. All of these are illustrated
by the following Example 3.2.
Theorem 2.4. Assume that there exist V ∈ v0(·), W1,W2,W3,W ∈  and measurable function
η :R+ → R+ such that
(i) W1(|φ(0)|) V (t,φ)W2(|φ(0)|) + W3(‖φ‖2);
(ii) |V (tk, φ˜) − V (t−k , φ)|  βkV (t−k , φ), where tk+1 − tk > τ , k ∈ Z+; βk  0 and∑∞
k=1 βk < ∞;
φ˜(θ) =
{
φ(0) + Ik(t−k , φ(0)), θ = 0,
φ(θ), −τ  θ < 0;
(iii) V ′(t, xt )−η(t)W(‖xt‖2);
(iv) for any σ ∈ R+,
lim
k→∞
σ+K∫
σ
η(t) dt = ∞ (2.12)
holds.
Then the zero solution of (1.1) is asymptotically stable. If (2.12) is uniformly divergent with
respect to σ , then the zero solution of (1.1) is uniformly asymptotically stable.
In fact, the proof of uniformly stable is a same as the one of Theorem 2.3, and the proofs of
attractiveness and uniformly attractiveness are similar as the ones of Theorem 2.2, so we omit
the proof of Theorem 2.4.
Remark 2.3. If we substitute condition
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(∣∣φ(0)∣∣) V (t,φ)W2
(
max
{∣∣∣∣φ
(
−τ
2
)∣∣∣∣, ∣∣φ(0)∣∣
})
+ W3
(‖φ‖2)
for condition (i) of the all above theorems, then the theorems also hold.
This is because that, on the base of HK0 ,H
K
2 , we can define
HK1
2
= HK1
2
(
γ, x(σ )
) := {t ∈ [σ,σ + K]: ∣∣∣∣x
(
t − τ
2
)∣∣∣∣> W−12
(
c2
3
)
:= c3(σ )
}
,
and we can prove
H :=
⋃
K>0
(
HK0 ∪
{
HK1
2
− τ
2
}
∪ QK
)
is also dense.
Remark 2.4. In the cases that the impulsive perturbations disappear in Theorems 2.1 and 2.2, we
can get the same results described in [9].
3. Example
As the applications of our main results, we consider the following examples.
Example 3.1. Consider the impulsive differential equation{
x′(t) = −a(t)x(t) + b(t)x(t − τ),
x(tk) − x
(
t−k
)= ckx(t−k ), t = tk, k ∈ Z+, (3.1)
where τ > 0, a(t), b(t) ∈ C(R+,R), a(t) > |b(t)|, |b(t)| > |b(t − τ)|, |1 + ck| 1, k ∈ Z+.
Let
V (t, xt ) =
∣∣x(t)∣∣+
t∫
t−τ
∣∣b(s)∣∣∣∣x(s)∣∣ds.
Because of φ(0) = x(t), ‖φ‖2 = (
∫ t
t−τ |x(s)|2 ds)
1
2 , then
t∫
t−τ
∣∣b(s)∣∣∣∣x(s)∣∣ds 
( t∫
t−τ
∣∣b(s)∣∣2 ds
) 1
2
‖φ‖2,
let again
W1
(∣∣φ(0)∣∣)= W2(∣∣φ(0)∣∣)= ∣∣φ(0)∣∣, W3(‖φ‖2)=
( t∫
t−τ
∣∣b(s)∣∣2 ds
) 1
2
‖φ‖2,
it is easy to know that condition (i) of Theorem 2.1 holds; moreover,
V
(
t+k , φ˜
)− V (tk,φ) = ∣∣(1 + ck)x(tk)∣∣− ∣∣x(tk)∣∣ 0
implies that condition (ii) of Theorem 2.1 holds; since
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[−a(t)x(t) + b(t)x(t − τ)] sgnx(t + 0) + ∣∣b(t)∣∣∣∣x(t)∣∣− ∣∣b(t − τ)∣∣∣∣x(t − τ)∣∣
−a(t)∣∣x(t)∣∣+ ∣∣b(t)∣∣∣∣x(t − τ)∣∣+ ∣∣b(t)∣∣∣∣x(t)∣∣− ∣∣b(t − τ)∣∣∣∣x(t − τ)∣∣
−[a(t)− ∣∣b(t)∣∣]∣∣x(t)∣∣,
let η(t) = 1, W(|x(t)|) = [a(t)−|b(t)|]|x(t)|, we can easily find that the conditions (iii) and (iv)
of Theorem 2.1 hold and (2.1) is uniformly divergent with respect to σ and H . Thus the zero
solution of (3.1) is uniformly asymptotically stable.
Remark 3.1. To obtain the result of Example 3.1, comparing with Theorem 2.1 in this paper, we
need take an extra assumption “a(t) < a,b(t) < b” at Theorem 1 in [7], and we also need take an
extra assumption “
∑∞
k=1[1−|1+ ck|] = ∞” at Theorem 3.1 in [8], these mean that Theorem 2.1
improves Theorem 3.1 in [7] and Theorem 3.1 in [8].
Example 3.2. Consider the impulsive differential equation⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x′(t) = A(t)x(t) +
t∫
t−τ
B
(
t, s, x(s)
)
,
x(tk) − x
(
t−k
)= Ik(tk, x(t−k )), t = tk, k ∈ Z+,
(3.2)
where τ > 0, A(t) ∈ C(R+,R), B(t, s, x) is continuous on [0,+∞) × [−τ,+∞) × R and
satisfies |B(t, s, x)|  b(t, s)|x|, where b(t, s) is continuous on −τ  s  t < +∞, Ik(t, x) ∈
C(R+ ×R,R). Assume that there exists α(t) ∈ C(R+,R+) such that A(t)+α(t)−b < 0 and
0
t∫
t−τ
(
α(s)e−b(t−s) −
t∫
s
e−b(t−u)b(u, s) du
)
ds, t  0.
Let
V (t, xt ) =
∣∣x(t)∣∣+
t∫
t−τ
(
α(s)e−b(t−s) −
t∫
s
e−b(t−u)b(u, s) du
)∣∣x(s)∣∣ds,
let again
W1
(∣∣φ(0)∣∣)= W2(∣∣φ(0)∣∣)= ∣∣φ(0)∣∣,
W3
(‖φ‖2)=
( t∫
t−τ
∣∣∣∣∣α(s)e−b(t−s) −
t∫
s
e−b(t−u)b(u, s) du
∣∣∣∣∣
2
ds
) 1
2
‖φ‖2,
which implies that condition (i) of Theorem 2.3 is satisfied; in addition,
V ′(t, xt )A(t)
∣∣x(t)∣∣+
t∫
t−τ
b(t, s)
∣∣x(s)∣∣ds +
t∫
t−τ
(
−bα(s)e−b(t−s) − b(t, x)
+
t∫
be−b(t−u)b(u, s) du
)∣∣x(s)∣∣ds + α(t)∣∣x(t)∣∣
s
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(
α(t − τ)e−bτ −
t∫
t−τ
e−b(t−u)b(u, t − τ) du
)∣∣x(t − τ)∣∣
−b∣∣x(t)∣∣− b
t∫
t−τ
(
α(s)e−b(t−s) −
t∫
s
e−b(t−u)b(u, s) du
)
ds
−
(
α(t − τ)e−bτ −
t∫
t−τ
e−b(t−u)b(u, t − τ) du
)∣∣x(t − τ)∣∣,
assume
α(t − τ)e−bτ −
t∫
t−τ
e−b(t−u)b(u, t − τ) du 0,
let η(t) = b, W(|x(t)|) = V (t, xt ), then from
V ′(t, xt )−η(t)W
(∣∣x(t)∣∣),
we know that the conditions (iii) and (iv) of Theorem 2.3 are satisfied and (2.9) is uniformly
divergent with respect to σ and H ; let |Ik(tk, x)| βk|x|, βk  0, and ∑∞k=1 βk < ∞, we have∣∣V (t+k , φ˜)− V (tk,φ)∣∣ ∣∣Ik(tk, x)∣∣ βk|x| βkV (tk, φ),
which implies that condition (ii) of Theorem 2.3 is satisfied. Thus the zero solution of (3.2) is
uniformly asymptotically stable. But under the same conditions, we only obtain the result of
asymptotically stable for the zero solution of (3.2) in [8].
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