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Abstract
Neural models for abstractive summarization
tend to achieve the best performance in the
presence of highly specialized, summarization
specific modeling add-ons such as pointer-
generator, coverage-modeling, and inference-
time heuristics. We show here that pretrain-
ing can complement such modeling advance-
ments to yield improved results in both short-
form and long-form abstractive summariza-
tion using two key concepts: full-network ini-
tialization and multi-stage pretraining. Our
method allows the model to transitively benefit
from multiple pretraining tasks, from generic
language tasks to a specialized summariza-
tion task to an even more specialized one
such as bullet-based summarization. Using
this approach, we demonstrate improvements
of 1.05 ROUGE-L points on the Gigaword
benchmark and 1.78 ROUGE-L points on the
CNN/DailyMail benchmark, compared to a
randomly-initialized baseline.
1 Introduction
The field of abstractive summarization has
exploded since the introduction of neural mod-
els for text generation, as such models have
been successful at pushing the state-of-the-art
ever higher (Rush et al., 2015; Luong et al.,
2015; Nallapati et al., 2016; See et al., 2017;
Paulus et al., 2017; Amplayo et al., 2018;
Gehrmann et al., 2018). One of the main attrac-
tions for some of these neural models is that
they are capable of generating summaries from
scratch, based on abstract representations of the
input document, and therefore promise to allow
for the abstraction that is intuitively needed when
compressing longer pieces of text into shorter
ones. However, there are two main trends that we
have observed in multiple modeling approaches.
First, models that are successful at improv-
ing the state-of-the-art are usually ones that
take a generic deep neural-network architecture
as a base model and add various specialized,
summarization-specific learning mechanisms and
inference heuristics. Among such mechanisms are
the ability to copy from the input (Gu et al., 2016;
See et al., 2017) (i.e., switch between extractive
and abstractive styles of summarization) and the
ability to model coverage (Suzuki and Nagata,
2016; See et al., 2017; Gehrmann et al., 2018)
(mechanisms that specifically target the abil-
ity to learn what to cover and what to ignore
from the input). Inference-time heuristics in-
clude length penalties, coverage penalties, and n-
gram–based repeat restrictions enforced by the de-
coder (Gehrmann et al., 2018). Recent works such
as (Holtzman et al., 2019; Welleck et al., 2019)
propose alternative training objectives which lead
to better quality neural text generation systems by
reducing repetitions and blandness.
Second, the push towards improved quantitative
results, as measured by various ROUGE-based
metrics (Lin, 2004), tends to diminish the ex-
tent to which these models generate summaries
that are truly abstractive. Instead, the models
learn to generate fluent outputs based on extract-
ing/copying the right words and phrases from the
input, in effect a small-granularity extractive pro-
cess. To quantify this better, we mention here that
for the CNN-DailyMail dataset (Hermann et al.,
2015), the abstraction rate (percent of words in
the summary that are not present in the input)
is around 14%, while a current state-of-the-art
model produces outputs with an abstraction rate
of 0.5% (Gehrmann et al., 2018).
We present in this paper an approach to ab-
stractive summarization that diverges from the two
trends mentioned above, by addressing the prob-
lem in a data-driven way. Through pretraining,
we improve the model’s fundamental language ca-
pabilities, in a way that is complementary to the
modeling advancements described above.
Pretraining has become a topic of great interest
since the introduction of the BERT (Devlin et al.,
2018) model for language understanding and
GPT-2 (Radford et al., 2019) for neural text gen-
eration. Works such as (Edunov et al., 2019;
Zhang et al., 2019) show that pre-trained networks
can be used to improve performance on sum-
marization benchmarks. In (Rothe et al., 2019),
they demonstrate that pre-trained networks can
be used to improve performance on a variety of
tasks, beyond just summarization. In this work,
we explore different initialization schemes for
a Transformer (Vaswani et al., 2017) model and
show how they affect performance on summa-
rization tasks, after fine-tuning. Compared to a
randomly-initialized baseline, this improves upon
the widely-used Gigaword (Graff and Cieri, 2003)
benchmark by 1.05 ROUGE-L points.
Furthermore, we introduce multi-stage pretrain-
ing as a novel way to leverage multiple pretrain-
ing sources when solving a particularly hard prob-
lem, such as the non-anonymized CNN/DailyMail
task (Hermann et al., 2015; Nallapati et al., 2016).
By taking the parameters of the state-of-the-art Gi-
gaword model described above, and using them
to initialize a model for the CNN/DailyMail task,
we improve upon a randomly-initialized base-
line by 1.78 ROUGE-L points. The resulting
model combines summarization-specific model-
ing advances with the benefits of multi-stage pre-
training to achieve a model with a substantially
higher abstraction rate than a comparable model
without pretraining: in contrast with the 0.5% rate
of Gehrmann et al. (2018), our model outputs have
an abstraction rate of around 4%. This difference
indicates that there are substantive differences be-
tween the levels of abstractization achieved.
2 Related Work
Early summarization work (Dorr et al., 2003;
Jing and McKeown, 1999; Filippova et al., 2015)
mostly focused on purely extractive approaches.
With the development of neural sequence-
to-sequence models (Sutskever et al., 2014;
Bahdanau et al., 2015), there has been substantial
work in abstractive approaches (Rush et al.,
2015; Luong et al., 2015; Nallapati et al.,
2016; Chopra et al., 2016a; See et al., 2017;
Paulus et al., 2017; Chen and Bansal, 2018).
However, due to the large search space and the
relative lack of training data, purely abstractive
approaches still suffer from performance issues
compared to extractive approachs, especially from
issues like missing critical details and halluci-
nations (Hsu et al., 2018). A natural step is to
combine the abstractive and extractive apporaches
together. Copy mechanisms (Vinyals et al., 2015;
Gu et al., 2016; See et al., 2017) and coverage
modeling (Suzuki and Nagata, 2016; Chen et al.,
2016; See et al., 2017; Gehrmann et al., 2018) are
examples of these approaches.
Our work represents a more fundamental way
of solving the data-hungry problem and under-
constrained modeling problem. Instead of con-
straining the learning space, we incrementally pre-
train the model on relatively similar, data-rich
tasks. Pretraining has been popular for image
classification (He et al., 2018), language under-
standing, see most recently (Devlin et al., 2018),
and language generation (Ramachandran et al.,
2017; Edunov et al., 2019; Rothe et al., 2019)
tasks. Although recent works in image classifi-
cation (He et al., 2018) show that pretraining may
not be necessary when are allowed to train for
a longer time, our results indicate that meaning-
ful multi-stage pretraining allows our models to
achieve significantly higher accuracy levels.
3 Datasets
We use two News summarization datasets in our
experiments: the Gigaword (Rush et al., 2015)
and the CNN/DailyMail (Nallapati et al., 2016)
datasets. The Gigaword dataset contains ex-
amples of 〈document, headline〉 as input/output
pairs, while the CNN/DailyMail dataset contains
examples of 〈document, bullet-summary〉 as in-
put/output pairs. Gigaword represents a short-
form summarization task, in which the output
is confined to a single sentence (i.e., headline).
CNN/DailyMail, on the other hand, represents a
long-form summarization task, in which the out-
put is relatively long and contains multiple sen-
tences (i.e., bullet-based summary sentences).
Given that these datasets share the same do-
main (i.e., News reported in English), it is rea-
sonable to expect that general concepts learned
on one dataset transfer to the other. Never-
theless, there are also significant differences be-
tween them: CNN/DailyMail has far fewer train-
ing examples than Gigaword (about 20x fewer),
and much longer inputs (15x longer on average)
Training Dev Test Input Output Abstraction
Examples Examples Examples Length Length Rate%
Gigaword 4,194,451 10,000 1,951 37.4 9.8 53.8%
CNN/DailyMail 287,108 13,368 11,489 572.7 66.0 13.8%
Table 1: Statistics for the Gigaword and CNN/DailyMail datasets. The fourth and fifth column show the in-
put/output sequence length over the dev set (number of word-pieces). The final column shows Abstraction Rate,
the percentage of tokens in the reference summary not present in the input.
Input Output Input Output
Limit Limit Trunc.% Trunc.%
Gigaword 128 64 .07% 0%
CNN/DailyMail 640 96 64.95% 19.6%
Table 2: The left two columns show the sequence
length limits we use (number of word-pieces). The
right two columns show the percentage of examples in
the dev set that were truncated as a result of these lim-
its (in the Gigaword case, the data are pre-truncated;
the truncation rates given here are in addition to that).
and outputs (7x longer on average), see Table 1.
However, it is intuitively appealing to train a
long-form summarization model (on CNN/DM)
by first pretraining it on for short-form summa-
rization (on Gigaword). Moreover, one should
not run before learning to walk; i.e., short-form
summarization should not start from scratch, but
from a model that is already equipped for natu-
ral language understanding., To that end, we start
from a BERT model pretrained on the BooksCor-
pus (Zhu et al., 2015) and English Wikipedia, as
described in (Devlin et al., 2018). As we see in
Sec. 5, we achieve significant improvements using
this style of multi-stage pretraining.
4 Models and Initialization Schemes
In this section, we describe key aspects of our
summarization models and the initialization strate-
gies we use.
4.1 Base Model
Our base model is a Transformer Net-
work (Vaswani et al., 2017) in a BERT con-
figuration (Devlin et al., 2018). We chose the
BERT model configuration for studying multi-
stage pretraining because i) BERT models trained
on unsupervised language tasks are readily avail-
able, and ii) models based on BERT parameters
have been shown to perform very well on a large
number of language understanding tasks.
The Transformer model consists of two compo-
nents, an Encoder and a Decoder. The role of the
Encoder is to map input tokens to embeddings to
token-in-context representations, in this case us-
ing the self-attention mechanism. The role of the
Decoder is to predict a current output token given
the previous outputs and the encoded input repre-
sentations, using both self-attention and encoder-
decoder attention mechanisms.
Purely abstractive approaches model predic-
tions as a distribution across the token vocabulary
at each timestep t:
P (t) = Pvocab(t) = softmax(yˆt) (1)
= softmax(V dt + bv)
where V is a learnable embedding matrix. Note
that we use the same embedding matrix for also
embedding the input tokens. We use MLE as our
training objective (negative log likelihood of the
target token). We extend Eq.1 to models with
copy-attention below.
4.2 Copy-attention
Mechanisms for copying words from the input
such as the pointer-generator network (See et al.,
2017) have helped push forward the state-of-
the-art in abstractive summarization. We ex-
plore an approach here similar to the CopyTrans-
former (Gehrmann et al., 2018), where a single at-
tention head in the encoder-decoder attention is
used as the copy distribution.
Our approach diverges slightly from previous
approaches by modeling copying and generation
as a single event. The pointer-generator net-
work (See et al., 2017), for example, augments the
purely abstractive predictions of Eq.1 with an ex-
tractive component using a learned weighted sum
of generation and copy probabilities:
P (t) = pgen(t)Pvocab(t) + (1− pgen(t))atX
In this formulation, copy probabilities are com-
puted by projecting the encoder-decoder attention
probabilities at into the vocabulary space using a
one-hot encoding of the input ids, X.
Our approach is similar to the formulation
above but uses a learned weighted sum of logits,
normalizing afterwards:
zˆt = pgen(t)yˆt + (1− pgen(t))aˆtX (2)
P (t) = softmax(zˆt)
This change preserves the model’s ability to copy
but does not use distinct probabilities for copying
and generation. Furthermore, it allows the objec-
tive function to be simplified by distributing the
logarithm into the softmax.
In our approach, the learned weight function,
pgen(t), is implemented as a fully connected layer
on top of decoder output dt:
pgen(t) = σ(x
T
g dt + bg) (3)
where xg and bg are learnable parameters of the
model.
4.3 Content selection
Bottom-up attention uses a content selection
model to restrict the copy attention to input tokens
predicted to appear in the output. This technique
has been shown to improve summarization perfor-
mance (Gehrmann et al., 2018).
We take a similar approach but instead use a
content selection model that is based on BERT
fine-tuning (Devlin et al., 2018). To train the con-
tent selection model, we construct labels by align-
ing the input document and groundtruth sum-
mary, according to the procedure described in
(Gehrmann et al., 2018).
We model the probability of selecting token i,
Psel(i), using a fully connected layer on top of the
BERT model’s outputs ci:
Psel(i) = σ(x
T
s ci + bs)
We use logistic regression to train the content
selection model (on non-pad positions only). Fi-
nally, we integrate the trained content selection
model into the summarization model by masking
the encoder-decoder attention logits (copy head
only) in Eq.2:
aˆ′t =
{
aˆt, if Psel(i) > ǫ
aˆt − 10000, otherwise
(4)
The threshold ǫ is chosen by sorting the model’s
predictions over the dev set, and choosing the mid-
point that maximizes F1 score.
In our experiments, we also use an oracle ver-
sion, which uses the constructed labels yi ∈ {0, 1}
instead of the predicted probabilities Psel(i).
4.4 Initialization Schemes
We present here the initialization schemes we
use in this paper, namely zero-step, one-step,
and two-step initializations. We use the notation
〈paramsenc, paramsdec〉 to represent the param-
eter initialization for the encoder and decoder, re-
spectively.
Zero-step initialization means that the model
parameters are not pretrained, i.e., they are ini-
tialized from random distributions. In our exper-
iments, we use the default distributions provided
with the BERT model. Under our notation, we de-
note this initialization as 〈Random,Random〉.
One-step means that some of the parameters of
the model have been pretrained. We use the fol-
lowing one-step initialization schemes:
〈Bert,Random〉 : encoder parameters are initial-
ized from the BERT checkpoint; decoder pa-
rameters are initialized randomly.
〈Bert,Bert〉 : encoder and decoder initial-
ized symmetrically from the BERT check-
point (cross-attention initialized from self-
attention).
〈Gwordenc,Gworddec〉 : encoder and decoder
initialized from parameters resulted from
training end-to-end on the Gigaword corpus
(initialized using 〈Random,Random〉).
〈CnnDmenc,CnnDmdec〉 : encoder and decoder
initialized from parameters resulted from
training end-to-end on the CNN/DM corpus
(initialized using 〈Random,Random〉).
Two-step means that the model parameters
have been pretrained in a two-step fashion: first on
one task, followed by another task (as a fine-tune
procedure).
〈Bert&CnnDmenc,Bert&CnnDmdec〉 : en-
coder and decoder initialized from the result
of: i) starting from 〈Bert,Bert〉 initializa-
tion, and ii) fine-tuning on the CNN/DM
corpus.
〈Bert&Gwordenc,Bert&Gworddec〉 : encoder
and decoder initialized from the result of: i)
starting from 〈Bert,Bert〉 initialization, and
ii) fine-tuning on the Gigaword corpus.
In turn, a two-step initialization such as
〈Bert&Gwordenc,Bert&Gworddec〉 can be
used as a starting point for some subsequent
fine-tuning training procedure, for instance on the
CNN/DM corpus. It is important to note that the
initialization on the encoder side is different from
the one on the decoder side, as the parameters
of the two networks specialize in their different
roles: one for encoding representations and the
other one for decoding representations. The
experimental results in the following section
indicate that chaining fine-tuning procedures in
this manner makes learning more effective.
5 Experiments
In this section, we describe our experimental setup
(hardware, model hyperparameters) and our ex-
perimental results.
5.1 Implementation details
All models are trained on Google Cloud TPUs
with 16GB high-bandwidth memory (HBM) each.
The models are evaluated on Tesla GPUs, as
the TPUs do not support some of the string op-
erations used for evaluation. We use Tensor-
Flow (Abadi et al., 2015) and a patched version of
the BERT model (Devlin et al., 2018).
All BERT checkpoints used are provided
by Devlin et al. (2018). We limit ourselves to
the uncased L-12 H-768 A-12 monolingual ver-
sion. Larger versions are available, but they be-
come too memory intensive when used in a dual
Transformer encoder-decoder setup like ours.
For the experiments presented here, we prepro-
cess both datasets by tokenizing into word-pieces,
as described in (Devlin et al., 2018). Due to hard-
ware and architecture limitations, we truncate (or
pad) inputs and outputs to a fixed number of word-
pieces, as shown in Table 2 (these limits are also
reflected in Table 1).
5.2 Hyperparameters
All of our models use the Adam optimizer and
learning rate of 2e−5. We experimented with three
learning rate values: 1e−5, 2e−5, and 5e−5. We
found that 1e−5 does not improve the results com-
pared to 2e−5, while 5e−5 resulted in poor perfor-
mance for the 〈Random,Random〉 initialization
scheme.
We use .3 dropout on all Transformer layer out-
puts. Dropout is done at a token level, in keep-
ing with the recommendations from (Devlin et al.,
2018) and (Vaswani et al., 2017). We tested four
AUC-PR AUC-RoC
CNN/DM dev 82.43 87.86
CNN/DM test 81.90 87.84
Table 3: AUC of our BERT-based content selection
model. Note that these figures are not directly com-
parable to (Gehrmann et al., 2018) due to differences
in tokenization.
Precision Recall F1
CNN/DM dev
Oracle 100.00 80.77 89.01
Model 56.11 46.47 49.95
CNN/DM test
Oracle 100.00 80.49 88.85
Model 55.11 46.58 49.58
Table 4: Label coverage of our BERT-based content
selection model. We also show the performance of a
content selection oracle which always does perfect con-
tent selection. True positives here are groundtruthword
pieces that are selected by the content selector. The or-
acle achieves perfect precision because the labels are
used to select inputs in the first place. The oracle does
not achieve perfect recall because not all input word
pieces are present in the groundtruth.
values for the dropout rate: .1, .2, .3, and .4. We
found that a dropout rate of .3 worked best for both
tasks.
Our vocabulary size is 30,522 word pieces,
matching the vocabulary provided with the BERT
checkpoint. In addition, the version of BERT we
use has 12-layers, each with a size of 768.
For experiments on the Gigaword dataset, our
model has 128 encoder positions and 64 decoder
positions (see Table 2). For experiments on the
CNN/DM dataset, our model has 640 encoder po-
sitions and 96 decoder positions.
On Gigaword, we use beam search decoding
with beam width 4 and length penalty parameter
α = .6 (Wu et al., 2016). Greedy decoding per-
formed slightly worse across all setups by about
.2 ROUGE-L F1 points. On CNN/DM, we use
greedy decoding only, as we found beam search
yields similar performance.
5.3 Experimental Results
To set up the end-to-end experimental conditions,
we first present the results obtained by our content
selection model. We follow with end-to-end re-
sults on the Gigaword and CNN/DM benchmarks.
Finally, we present an ablation study on partial ini-
tialization.
5.3.1 Content selection
Table 3 shows that our BERT-based content selec-
tion model achieves an 80+ AUC score on the val-
Method ROUGE F1 Best (on dev)
1 2 L at epoch
ABS+ (Rush et al., 2015) 29.78 11.89 26.97 -
Luong-NMT (Luong et al., 2015) 33.10 14.45 30.71 -
Feat2s (Nallapati et al., 2016) 32.67 15.59 30.64 -
RAS-Elman (Chopra et al., 2016b) 33.78 15.97 31.15 -
SEASS (Zhou et al., 2017) 36.15 17.54 33.63 -
Re3Sum (Cao et al., 2018) 37.04 19.03 34.46 -
Base+E2Tcnn+sd (Amplayo et al., 2018) 37.04 16.66 34.93 -
Transformer〈Random,Random〉 38.05 18.95 35.26 68
Transformer〈Bert,Random〉 38.84 19.86 36.24 47
Transformer〈Bert,Bert〉 38.96 19.55 36.22 88
Transformer〈CnnDmenc,CnnDmdec〉 38.79 19.88 36.14 47
Transformer〈Bert&CnnDmenc,Bert&CnnDmdec〉 39.14 19.92 36.57 41
+CopyTransformer 〈Random,Random〉 37.98 18.93 35.23 47
+CopyTransformer 〈Bert,Random〉 38.94 19.91 36.24 34
+CopyTransformer 〈Bert,Bert〉 38.97 19.84 36.31 59
+CopyTransformer 〈CnnDmenc,CnnDmdec〉 38.55 19.44 35.88 51
+CopyTransformer 〈Bert&CnnDmenc,Bert&CnnDmdec〉 38.52 19.28 35.91 38
+Bottom-Up CopyTransformer 〈Bert,Bert〉 38.90 19.70 36.28 34
+Bottom-Up CopyTransformer Oracle 〈Bert,Bert〉 53.98* 32.97* 49.37* 91
Table 5: Results of summarization methods on the Gigaword benchmark. The first section shows the performance
reported by prior work. The second section shows our baseline model performance under various initialization
schemes. The third section shows the performance of our model with the addition of the copy-attentionmechanism,
while the final section shows the performance when using the content selection model in a two-step setup.
Scores marked with an asterisk represent results when using an oracle for content selection.
idation set, with similar performance on the test
set. Though our model’s AUC seems on par with
that of (Gehrmann et al., 2018), we note that the
comparison is imperfect due to differences in tok-
enization.
Table 4 quantifies the performance from an-
other perspective, i.e. label coverage, using Re-
call/Precision/F1 metrics. Label coverage is an
important metric for understanding the perfor-
mance of content selectors in the context of copy
mechanisms. If the content selector has a false
negative on a label word, then that word cannot
be copied, thus hurting performance. Similarly, if
the content selector has a false positive on a label
word, the usefulness of the content selector model
degrades. Our content selection model seems sub-
par compared to the oracle, with slightly less than
half of the labels present in the content selector’s
outputs, and slightly more than half of the con-
tent selector’s outputs present in the groundtruth
labels.
Based on the results above, our content se-
lection model should improve summarization
performance when used in a two-step setup,
as (Gehrmann et al., 2018) demonstrate with their
Bottom-Up Summarization (CopyTransformer)
method. Our results on summarization bench-
marks below, however, show that the actual im-
provement to performance on top of pretraining is
minimal.
5.3.2 The Gigaword Benchmark
The results on the Gigaword benchmark summa-
rization task are presented in Table 5. Our best
model reaches 36.57 ROUGE-L F1 on the test set,
without using content selection or summarization-
specific coverage penalties. Overall, the results in
Table 5 indicate that the key components leading
to improved performance on this task are: (a) the
large Transformer model, (b) the full-network ini-
tialization of the model parameters and, (c) the
multi-stage pretraining scheme, as discussed in
detail below.
The ROUGE-L F1 score of 35.26 for the
Transformer〈Random,Random〉model indicates
that the learning capacity of the base Transformer-
model is higher compared to the previous mod-
els. On top of it, full-network (deep) initializa-
tion with the original BERT weights yields a +1
ROUGE-L increase, at 36.24 (for encoder-only)
and 36.22 (encoder and decoder). In contrast,
deep initialization with weights originating from
CNN/DM pretraining yield slightly lower results
(36.14 ROUGE-L F1). The best result is obtained
with the 〈Bert&CnnDmenc,Bert&CnnDmdec〉
initialization scheme (36.57 ROUGE-L F1), in-
dicating that this multi-stage pretraining scheme
helps the most with learning for this task, by
first pretraining on generic language understand-
Method ROUGE F1 Best (on dev)
1 2 L at epoch
Pointer-Generator (See et al., 2017) 36.44 15.66 33.42 -
Pointer-Generator + Coverage (See et al., 2017) 39.53 17.28 36.38 -
ML + Intra-Attention (Paulus et al., 2017) 38.30 14.81 35.49 -
Bottom-Up Summarization (Gehrmann et al., 2018) 41.22 18.68 38.34 -
ML + RL (Paulus et al., 2017) 39.87 15.82 36.90 -
Saliency + Entailment reward (Pasunuru and Bansal, 2018) 40.43 18.00 37.10 -
Key information guide network (Li et al., 2018) 38.95 17.12 35.68 -
Inconsistency loss (Hsu et al., 2018) 40.68 17.97 37.13 -
Sentence Rewriting (Chen and Bansal, 2018) 40.88 17.80 38.54 -
SRC-ELMO+SHDEMB 41.56 18.94 38.47 -
Transformer〈Random,Random〉 39.20 16.39 36.49 177
Transformer〈Bert,Random〉 40.00 17.11 37.35 143
Transformer〈Bert,Bert〉 40.67 17.50 37.90 232
Transformer〈Gwordenc,Gworddec〉 40.05 17.11 37.36 89
Transformer〈Bert&Gwordenc,Bert&Gworddec〉 40.80 17.90 38.14 72
+CopyTransformer 〈Random,Random〉 39.43 16.58 36.82 135
+CopyTransformer 〈Bert,Random〉 39.69 16.99 37.11 146
+CopyTransformer 〈Bert,Bert〉 40.78 17.73 38.18 186
+CopyTransformer 〈Gwordenc,Gworddec〉 40.84 17.74 38.11 84
+CopyTransformer 〈Bert&Gwordenc,Bert&Gworddec〉 41.20 18.13 38.57 83
+Bottom-Up CopyTransformer 〈Bert,Bert〉 41.26 18.05 38.60 98
+Bottom-Up CopyTransformer Oracle 〈Bert,Bert〉 62.59* 32.61* 57.34* 51
Table 6: Results of summarization methods on the CNN/DM benchmark. The first section shows the performance
of models trained with MLE loss (directly comparable to ours). The second section shows the performance of
Reinforcement-Learning–based approaches. The third section shows the performance of our base model under
various initialization schemes. The fourth section shows the performance of our model with the addition of the
copy-attention mechanism, while the final section shows the performance when using the content selection model
in a two-step configuration. Scores marked with an asterisk represent results when using an oracle for content
selection.
ing tasks (the BERT stage), second pretraining on
a related summarization task (CNN/DM), and fi-
nally fine-tuning on the target task (Gigaword).
We also report that, for these models, the abstrac-
tion rate (percent of words in the summary that are
not present in the input) is in the range of 27-29%.
While this is substantially less compared to the
reference (at 53.8%, see Table 1), it still demon-
strates non-trivial levels of abstractiveness.
We also note here that neither the copy-
attention mechanism, nor its augmentation
with content-selection prediction, improve on
the results of the base model. One possible
explanation is that copy-attention is not well
suited for a highly-abstractive task such as
the one for the Gigaword benchmark. This is
supported by the result for +CopyTransformer
〈Bert&CnnDmenc,Bert&CnnDmdec〉 model,
which, at 35.91 ROUGE-L F1, indicates a signifi-
cant quality degradation, possibly because of the
pre-training on a highly-extractive task such as
CNN/DM.
5.3.3 The CNN/DailyMail Benchmark
The results on the CNN/DM benchmark summa-
rization task are presented in Table 6.
The first notable result is that the base model
Transformer〈Random,Random〉 achieves, at
36.49 ROUGE-L F1, a score that is on-par with
the Pointer-Generator + Coverage of See et al.
(2017) (but without any summarization-specific
modeling). Similar to the result on the Gigaword
benchmark, deep (full-network) initialization with
the original BERT weights for the encoder yields
a +1 ROUGE-L increase, at 37.35 ROUGE-L
F1, while deep initialization with BERT weights
on both the encoder and decoder achieves an
additional +0.5 increase, at 37.90 ROUGE-L
F1. Again, the multi-stage pretraining scheme
Transformer〈Bert&Gwordenc ,Bert&Gworddec〉,
in which we first pretrain on generic language
understanding (the BERT stage), then pretrain
on a related summarization task (Gigaword), and
finally fine-tuning on the target task (CNN/DM),
yields the best result for base model, at 38.14
ROUGE-L F1.
We observe the same trends for the copy-
attention model, but with significant performance
increases relative to the baseline. This is remark-
able especially as this model is trained only with
MLE loss, and does not suffer from the train-time
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Figure 1: Performance of the +CopyTransformer
〈Bert&Gwordenc,Bert&Gworddec〉 model on the
CNN/DailyMail task with increasing numbers of pre-
trained layers. x = 1 represents loading the em-
bedding layer only, x = 3 represents that plus the
first two encoder layers, and x = 23 represents all
layers except for one decoder layer. Performance of
x = 0 (i.e. 〈Random,Random〉) and x = 24 (i.e.
〈Bert&Gwordenc,Bert&Gworddec〉) are shown with
dashed lines. Error bars represent 95% confidence in-
tervals as reported by the ROUGE script.
inefficiencies present in RL-based approaches.
Also notably, the addition of the content-selection
prediction yields almost no increase (from 38.57
to 38.60), in stark contrast with the large im-
pact achieved by Gehrmann et al. (2018) for their
setup.
In addition, our models score in the range of 4-
5% on the Abstraction-Rate metric. While less
than the reference (at 13.8%, Table 1), it is still
much more novel than the best MLE model to
date (Gehrmann et al., 2018), measured at .5%
on this metric. This suggests that our model is
capable of better learning to maintain the bal-
ance between extractiveness and abstractiveness
present in the data. We emphasize here that
our results do not make use of any of the infer-
ence heuristics (length penalty, coverage penalty,
n-gram–based repeat restrictions) previously re-
ported (Gehrmann et al., 2018) to be crucial for
achieving high performance levels.
5.3.4 Partial pretraining
In this section, we present the results of an abla-
tion experiment in which we examine the effect of
partially pretraining our model. Results are shown
in Fig. 1.
The common practice with respect to pretrain-
ing summarization models is to start from pre-
trained word-embeddings. As the results in Fig. 1
indicate, this type of “shallow pretraining” is
harmful in the case of BERT word embeddings.
Notably, the 〈Random,Random〉 condition out-
performs all initialization schemes that initialize
fewer than 50% of the model layers. Conse-
quently, these results indicate that using pretrained
word-embeddings from a deep model such as
BERT are not suitable for stand-alone use; instead,
deep initialization (i.e., multiple layers of the en-
coder and decoder are set to pretrained weights) is
required.
Finally, we report a strong positive correlation
between the %-initialization of the model layers
and the ROUGE-L F1 score. The Pearson’s r cor-
relation between them is .8698 (based on the num-
bers used to create Fig. 1).
6 Discussion
In this paper, we show that full-network parame-
ter initializations for a Transformer-based model,
obtained as a result of multi-stage pretraining that
includes BERT initialization as a first step, allows
us to train abstractive summarization models that
improve upon randomly-initialized baselines.
These results are achieved using a simple
maximum-likelihood loss (MLE) setup, do not
heavily rely on inference-time heuristics, and
complement recent modeling advances such as
copy-attention. In addition to having better per-
formance, our two-stage–pretrained models reach
their peak score (against a development set) in far
fewer epochs, compared to zero- or one-stage pre-
trained models. Given that MLE-based training
is already superior in both speed and stablity to
RL-based methods, these results encourage us to
use this efficient and convenient recipe for training
high-quality abstractive summarization systems.
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