In 2001 there were four PubMed entries matching the word ''microRNA'' (miRNA). Interestingly, this number has now far exceeded 1300 and is still rapidly increasing. This more than anything demonstrates the extreme attention this field has had within a short period of time. With the large amounts of sequence data being generated, the need for analysis by computational approaches is obvious. Here, we review the general principles used in computational gene and target finding, and discuss the strengths and weaknesses of the methods. Several methods rely on detection of evolutionary conserved candidates, but recent methods have challenged this paradigm by simultaneously searching for the gene and the corresponding target(s). Whereas the early methods made predictions based on sets of hand-derived rules from precursor-miRNA structure or observed target-miRNA interactions, recent methods apply machine learning techniques. Even though these methods are already powerful, the amount of data they rely on is still limited. Since it is evident that data are continuously being generated, it must be anticipated that these methods will further improve their performance.
M ICRORNAS (MIRNAs) ARE SHORT *21-nucleotide RNA molecules with the ability to repress the translation of target mRNAs, to which they bind as the guiding part of the RNA-induced silencing complex (RISC) [for review of biochemistry, see, e.g., Du and Zamore (2005) ]. They are involved in a very wide range of functions and are regulators of similar importance and logic as transcription factors (Hobert, 2004) .
Computational methods are important in understanding the structure of miRNAs, and also in searching for miRNA genes and targets. Being highly structured, the study of miRNAs (or rather precursor miRNAs [pre-miRNAs] , see below) has benefited from folding algorithms for predicting RNA secondary structure. Computational methods to search for new miRNA genes (e.g., miRScan) and their targets have been developed (e.g., miRanda and TargetScan), partly based on these folding algorithms.
The primary transcript of an miRNA gene is termed as primary miRNA (pri-miRNA) and is processed by the enzyme Drosha into pre-miRNAs with a distinctive hairpin foldback structure. The precursor is then exported out of the nucleus through exportin-5 and diced by Dicer into mature miRNAs, which are incorporated into an RISC where they carry out their function: guiding RISC toward target RNA, whose expression is then inhibited either by degradation or by blocking translation.
Throughout the short time span, in which miRNAs have been known, a rapidly increasing amount of information about mi RNAs has accumulated (Fig. 1) . The number of registered miRNAs has doubled several times over the past years, and likewise papers mentioning the word ''microRNA'' or ''miRNA'' have doubled every 1-2 years (Fig. 1B) . Many of these papers are reviews, including relatively recent reviews about computational prediction of miRNA genes and especially targets (including a few published during the preparation of this one). John et al. (2006) review some of the technical steps for predicting human miRNA targets; Rajewsky (2006) reviews the history of animal target predictions and attempts to project future trends; Yoon and De Micheli (2006) list and describe published methods for target prediction and some dedicated methods for miRNA gene finding; and Sethupathy et al. (2006b) attempt to benchmark some of the popular target prediction algorithms against a database of experimentally validated miRNA-target interactions and suggest a stepwise approach for target identification for the first-time user. Apart from incorporating the newest knowledge, this review focuses on a discussion of the basic principles of miRNA gene and target prediction, and points toward their strengths and weak-nesses. Finally, we suggest approaches that could potentially improve prediction.
BIOLOGICAL FEATURES OF MIRNA GENES AND TARGETS
One common feature of all the computational tools we discuss is that they are somehow constructed from experimental examples. Because such examples are of paramount importance, both for constructing and evaluating computational methods, we start by describing the currently available public data. Unless explicitly stating otherwise we are referring to animal miRNAs.
Known miRNA genes
The miRBase (Griffiths-Jones et al., 2006) database keeps track of known miRNA genes and lists the sequences, genomic positions, and related miRNAs. An alternative database for miRNA information is miRNAmap (Hsu et al., 2006) . New miRNAs from a growing number of species are continuously being submitted to miRBase. Currently (September 2006, version 9.0) there are 474 human miRNA genes (387 with experimentally verified mature miRNAs and the remainder by sequence similarity), 86 from gorilla, 356 mouse, 327 zebrafish, 131 fugu, 78 fruit fly, 38 mosquito, and 118 thale cress (also see Fig. 1 ). Some viruses also encode miRNAs that probably regulate host targets (Sarnow et al., 2006) . As is evident from these numbers, the most well-studied organisms tend to have the highest miRNA counts, indicating that miRNA gene discovery is not saturated. The lack of saturation is also evident from the growth of miRNA counts shown in Fig. 1 . The current human count indicates that miRNAs make up *2% of the currently known genes.
Most of the early discovered miRNAs were so remarkably well conserved over long evolutionary distances that it was suggested that conservation should be a defining characteristic of miRNA genes (Ambros et al., 2003) . The typical observed conservation pattern of a pre-miRNA is high conservation of the mature miRNA and often remarkably lower conservation of the loop regions (Bonnet et al., 2004; Berezikov et al., 2005) .
However, the idea that all miRNAs are deeply conserved has been challenged: a large number of taxon-specific miRNAs have now been identified (Bentwich et al., 2005) or computationally predicted (Lindow and Krogh, 2005; Miranda et al., 2006) .
Because of their distinctive hairpin structure, the pre-mi RNAs are unlike other noncoding RNAs (ncRNAs) (Rivas and Eddy, 2000) and mRNAs (Workman and Krogh, 1999) in having an unusual thermodynamical stability (Bonnet et al., 2004b) . The mature miRNA is always located in the stem region of the precursor hairpin; for some pre-miRNAs, both sides of the stem seem to give rise to functional miRNAs (e.g., hsamiR-142).
Most of the currently known miRNAs have been discovered in the lab by cloning and sequencing of the small RNA fraction from sample in question. However, it should be emphasized that the cloned sequences have been subjected to various ad hoc computational analyses before they end up in miRBase: first, they are mapped to the genome to find positions where they may be encoded. In many cases the *21-nucleotide-long sequence maps to more than one position in the genome. Second, the mapped positions and the flanks are checked for the ability to form a potential hairpin-like pre-miRNA. Positions overlapping other annotation (e.g., coding sequences and repeats) or not able to form hairpins have, in some cases, been silently discarded. Similarly, in some cases a mature miRNA maps to many positions capable of forming hairpins, all of which are normally published and appear in miRBase. Therefore, direct experimental evidence for the mature miRNA does not imply direct evidence for the pre-miRNA. The genomic location as well as the start and end nucleotides of the pre-miRNA seldom unambiguously determined. 
LINDOW AND GORODKIN
The human pre-miRNAs deposited in miRBase are between 61 and 137 bases long (average 89) and have a characteristic hairpin structure with short loops. The same is true for most other animal miRNAs.
In plants, some of the precursors are longer (average: 150 and 411 nucleotides for the longest Arabidopsis precursor in miRBase) and much more variation seems to be allowed in the loop regions, which are often very large.
The hairpin structure is probably required to possess certain features that are important for proper biochemical processing. Derivation and detection of these distinctive features have, as we shall see, been used as a basis for miRNA gene prediction.
Many miRNA genes are members of large families of similar miRNA genes-often with the exact same mature miRNA sequence. The number of miRNA families in miRBase is currently 359 with the largest class having 124 members. Family members in a single genome can be considered copies of each other, and although most of the members appear in miRBase, the sequence detected in the lab is only the mature miRNA making it hard to prove from which copy (or copies) expression actually takes place. Consequently, some of the miRBase genes may never be expressed or able to be processed to mature miRNA. This is a potential source of noise when computational biologists try to use the data to develop tools.
Experimentally validated targets
While plant miRNAs seem to have no preference for where on an mRNA they bind, animal miRNA target sites are thought to be almost exclusively in the 3 0 untranslated region (UTR) (Bartel, 2004) . However, precise and reliable experimental elucidation of targets for miRNAs remains a major bottleneck not only for the analysis of miRNA function but also for the construction of computational methods, where good data ideally can be used to ''train'' target predictors. One attempt to build a database of experimentally validated targets is Tarbase (Sethupathy et al., 2006a) . This database collects targets reported in the literature from a variety of experimental techniques. Although it is beyond the scope to discuss the limitation of the individual experimental techniques, we would like to emphasize the fact that the vast majority experimental targets are imprecise in the sense that the precise binding site(s) for the miRNA on the target mRNA has not been mapped. What the experiments tell us is that the miRNA is capable of regulating the target gene through its 3 0 UTR. It should also be noted that it has been shown that some miRNAs can cause the destabilization or degradation of their target mRNA probably by a mechanism similar to that of small interfering RNAs (Yekta et al., 2004) . Therefore, a way to try to identify targets is to overexpress an miRNA and then use microarrays to observe which genes are repressed . Although appealing as a high throughput method, one should keep in mind (i) that ectopic overexpression in a more or less random cell line can be far from the physiological situation in which miRNAs work and (ii) that this method is only capable of detecting miRNA with an effect on the mRNA level of the target. The last problem can be remedied by using proteome measurements as read-out (Vinther et al., 2006) , which is a promising way of investigating miRNA function.
Many of the detailed experimental data on target-miRNA interactions that are available have indicated that a specific region of metazoan miRNAs is especially important for target recognition [reviewed in Bartel (2004) ]. This region, which has been termed ''seed'' or ''nucleus,'' is normally considered to span base 2-8 from the 5 0 end of the miRNA. As we shall see, the importance of the seed forms the basis for the current target prediction models.
As for the precursor structure, plants seem to be different from animals also when it comes to targeting: the majority of plant miRNAs have target sites that are almost complementary (no more than three mismatches), and are cleaved upon binding to the cognate miRNA (Tang et al., 2003) .
MIRNA GENE FINDING
One of the biggest challenges for miRNA gene hunters is that most eukaryotic genomes contain very high numbers of inverted repeats that when transcribed can form hairpins. The basic problem of miRNA gene prediction is to select the right hairpins. Looking for hairpins without requiring phylogenetic conservation reveals that about *11 million hairpins can be folded in the human genome (Bentwich et al., 2005) , and some 44,000 hairpin candidates can be obtained in Caenorhabditis elegans, corresponding to *4% of the worm genome (Pervouchine et al., 2003) . Such hairpins can have various origins and a myriad of functions [reviewed by Pearson et al. (1996) ], of which miRNA is only one. Given that a very large portion of the genome appears to be transcribed (Carninci et al., 2005; Cheng et al., 2005) , it is tempting to speculate that these hairpins form a large pool from which evolution is able to recruit functional miRNAs in relatively few steps (Lindow et al., 2006) .
However, since not all hairpins are miRNAs, it remains to identify the hairpins most likely to be functional miRNAs. The large number makes it a big challenge to reduce the false positives when predicting miRNA genes. The most common steps involved in miRNA gene prediction are illustrated in Figure 2 .
Several approaches have been explored to computationally detect miRNA genes. Most of these attempt to reduce the search space where miRNAs are searched for. This will be discussed first. Following that we will discuss the basic methods available to predict an miRNA gene in a sequence, which can conveniently be classified in three groups: (i) dedicated miRNAfinding methods based on hairpin detection and classification, (ii) homology search starting from known miRNAs, and (iii) general ncRNA finders works on two or more genomes.
Reducing the search space
When searching a database of sequences (e.g., a genome), the number of false positives or spurious matches increases with the size of the database (Karlin and Altschul, 1990) . It follows that if this size can be reduced, less false positives will occur. To make sense, such filtering should lead to an enrichment of true positives in the remaining search space. Various ways of reducing the search space when looking for miRNA genes have been tried (see Fig. 2 ).
Removing repeats and exons. Most attempts at genome-wide miRNA prediction discard candidates overlapping exons or segments classified as repetitive (including transposons, short interspersed nuclear elements [SINEs] , long interspersed nuclear elements [LINEs] , and alu-repeats). Although such filters probably increase the signal-to-noise ratio, they also introduce biases assuming that repeat-derived sequences are unfunctional and that each sequence segment can have only one function. Transposon-derived conventional miRNAs have been demonstrated in Arabidopsis (Llave et al., 2002) , and 11 different mammalian miRNA precursors contain repeat sequences, including LINE-2, SINEs, tRNA, mariner DNA element repeats, long terminal repeats, and simple repeats (Smalheiser and Torvik, 2005) .
These observations along with the evidence of very complex and widespread transcriptional patterns in eukaryotes, including nested transcripts and antisense transcription, emphasize that reducing the search space by candidates overlapping other annotation and especially repeats is not founded in biological reality. However, it is a pragmatic way to improve the specificity.
Intergenomic matches-homology in other organisms. The most common method to reduce the space, in which a candidate hairpin is considered to be a good prediction, is to require evolutionary conservation in one or more other species. In principle, such conservation filters can be thought of as a requirement for the candidate to be part of an intergenomic match between two or more genomes.
Several different technical ways of doing this have been tried: miRScan finds hairpins in one genome and then uses WU-BLAST (Lopez et al., 2003) to find potential homologs in another species, which are then scored as described above. MIRFINDER (Bonnet et al., 2004a) starts by blasting intergenic sequences of two genomes (Arabidopsis and rice) against each other and then filtering matches using a set of rules. Other possibility for homology filtering is using the whole genome alignments provided by the UCSC browser or their phastcons conservation track (Siepel et al., 2005) .
The rationale behind conservation filters is that conservation implies function; hence, conserved candidates are more likely not to be spurious than nonconserved. However, it has been argued that lack of conservation does not necessarily mean lack of function (Pang et al., 2006) especially for ncRNA. The drawback of conservation filters is of course that it precludes detection of more narrow taxon-specific miRNAs, which indeed have been found (Bentwich et al., 2005; Berezikov et al., 2006) and predicted (Lindow and Krogh, 2005) .
Intragenomic matching. An alternative to intergenomic matching and conservation filters is intragenomic matching, which has been employed in two different ways.
From the observation that many miRNAs occur in multiple copies in the genome, Adai et al. (2005) have developed a method that groups hairpins found in a single genome (they used Arabidopsis) into families or clusters, and assigns higher confidence to hairpins with a high ''clusterscore'' (*many copies).
A different way of using intragenomic matching is to exploit that a functional miRNA (as we currently think about them) has to have a target to which they can hybridize by base pairing. Since plant miRNAs are much more stringent in the targets they regulate (most of them have several targets with only two to three mismatches, see above), the requirement for one or more targets can eliminate a significant portion of the hairpins. This principle has been used as a postfilter by several groups (Bonnet et al., 2004a; Jones-Rhoades and Bartel, 2004) .
FIG. 2.
Overview of the computational tasks involved in microRNA (miRNA) gene finding and target prediction. First column shows a computational task, while the second column lists biological features providing the reasoning behind solving the task. The tasks are exemplified in the next column, showing an miRNA precursor in the UCSC genome browser, its conservation profile, and the fold-back stem structure with the mature miRNA indicated in red. An example of an alignment between an miRNA and a putative target is shown along with the conservation profile of the target untranslated region. Auxiliary information can be added to assist in filtering or interpretation of the output from each task. Color images available online at www.liebertpub.com/dna.
LINDOW AND GORODKIN
The miMatcher-pipeline (Lindow and Krogh, 2005; Lindow et al., 2006) uses the target requirement to start a simultaneous prediction of miRNAs and their targets. Taking a possible target mRNA, it finds all genomic matches between this target and the genome. The matches are required to fulfill strict plant pairing rules, and then filtered by assessing the ''miRNAness'' of the foldback structure of the flanking sequences (that could be a pre-miRNA). This method specifically recovers 41 (of 92) of the known Arabidopsis miRNAs and predicts *1000 novel mostly unconserved miRNAs. The benefit of such intragenomic matching strategies for simultaneous prediction of miRNA genes and targets relies on the strict matching rules for plant miRNAs; thus, the method is probably not directly applicable to the animal case.
Dedicated miRNA-finding methods
A large number of gene-finding approaches that are dedicated specifically to miRNA genes have been developed utilizing the experimentally observed features of miRNAs and their precursors (see Table 1 ).
Hairpin classification. Once a hairpin has been found, a number of methods have been developed to assess whether the hairpin is ''miRNA-like'' or not (Fig. 2) . All currently available methods rely on an initial prediction of the hairpin structure by the energy minimization-based algorithms, such as mfold (Zuker, 2003) or RNAfold (Hofacker, 2003) , doing ab initio secondary structure prediction for given one or more RNA sequences. One output from RNAfold/mfold is the minimum free energy (mfe) structure, which is the secondary structure (list of base pairs) predicted to have the lowest free energy. Although an RNA molecule at equilibrium has an ensemble of structures that it visits with different probabilities, the mfe structure is used by most methods for convenience. While methods working on the mfe structure have been quite successful, the mfe-RNA-structure prediction is imperfect and the mfe structure is not necessarily representative for the ensemble of structures that the sequence assumes. A slightly more sophisticated and alternative way of using the mfe structure could be to work with the matrix listing the probabilities of any two positions being involved in a base pair. This can be derived from the so-called partition function as done by McCaskill (1990) and is available through the Vienna RNA package. MiRScan uses this for some of its rules (Lim et al., 2003a ) (see below).
To judge whether the structure of a hairpin is ''miRNAlike,'' two different approaches have been used, both derived from inspection of the structures of known miRNA precursors: (i) rules about the structure devised by humans and (ii) machine learning techniques.
Rule-based classification of hairpins. Rule-based hairpin classifications typically look at the mfe structure for features identified by researchers as being common to most known premiRNA. Examples of rules could be ''No more than 1 of the 20 nt may be asymmetrically unpaired'' ( Jones-Rhoades and Bartel, 2004) and ''At least 16 of the bases in the mature miRNA has to be paired'' (Lindow and Krogh, 2005) .
Some rules include the base composition without considering structure: ''GC content must be 0.3 and 0.7 and with an entropy value 1.75'' (Bonnet et al., 2004a) .
MiRScan (Lim et al., 2003a (Lim et al., , 2003b scores two aligned segments from two different genomes. This is done on the basis of seven features involving: (i) amount of base pairing to the proposed mature miRNA, (ii) amount of base pairing in the stem excluding the mature miRNA, (iii) conservation in the 5 0 end of the two aligned sequences, (iv) 3 0 conservation (similar to 5 0 ), (v) bulge symmetry, (vi) distance from mature miRNA to the loop of the hairpin, and (vii) the specific bases at the first five positions of the candidate mature miRNA. MiRscan uses a mixture of base pairing probabilities from the partition function and parse the mfe structure. For each value of each feature, a log-odds score is estimated based on the frequency of that value in a training set of known miRNAs and 36,000 ''background hairpins.'' This amounts to a weighting of the rules and is thus more sophisticated than the use of hard thresholds on each feature.
Machine learning approaches to classify hairpins. Machine learning algorithms (see box) differ from the rule-based ones discussed above; in that the ''rules'' are not manually created, but are ''fit,'' ''trained,'' or ''learned'' from examples using an automated procedure. In the following, we will discuss how machine learning approaches have been used for miRNA gene prediction.
RNAmicro (Hertel and Stadler, 2006 ) is a tool that builds on the general RNAz method (see the discussion under ''General ncRNA finders'') to predict miRNAs in multiple alignments. In short, it decomposes candidates identified by RNAz into features describing the structure, sequence composition and conservation, thermodynamic stability, and structural conservation. The features are fed to a support vector machine (SVM) that subclassifies the candidate into miRNAs and non-miRNAs.
Triplet-SVM (Xue et al., 2005) uses a parameterization of the mfe structure, which can be parsed into a combination of ''triplets'' consisting of a character for a nucleotide and three characters indicating the pairing state of the nucleotide and its immediate neighbors in dot-bracket notation. There are 32 different such triplets, meaning that a structure can be parsed into a 32-dimensional vector containing the counts of each triplet. Such a feature vector is suitable as input to an SVM. Training the triplet-SVM on known examples from miRBase resulted in 90% sensitivity and 89% specificity (Xue et al., 2005) .
Another SVM, miSVM (Lindow et al., 2006) , working on plants uses a parameterization similar to that of miRScan, and is able to find 75% of the known Arabidopsis miRNAs. Interestingly, when used for an intragenomic matching strategy (see below), it achieves a specificity of 98.8% without using conservation filters (see below).
Sequence homology search starting from known miRNAs
One simple way to search for new miRNAs is to search for homologs to already known pre-miRNA [e.g., as in Wernersson et al. (2005) ]. Although most sequence-searching algorithms only use information in the primary sequence and neglect structural information (i.e., the conservation of a pairing without conservation of the actual nucleotides forming the pair), many premiRNAs are sufficiently conserved also on the sequence level to allow reliable detection. An automated pipeline, micro-HARVESTER, for doing this in plants has been published (Dezulian et al., 2006) . To detect more remotely conserved homologs to known miRNA, it is possible to just look for homologs to the mature miRNA. However, since the mature miRNAs are short, one usually requires a perfect match to avoid too many false positives. Further, it should be checked whether the flanking sequence can fold into miRNA-like hairpins with the match to the mature miRNA on the same arm of the stem as in the original miRNA. This folding can be done from sequence alone with, for example, the mfold (Zuker, 2003) or Vienna RNAfold (Hofacker, 2003) programs.
For an in depth discussion and evaluation of different RNA homology search strategies, see Gardner et al. (2006) .
General ncRNA finders
A number of general algorithms for finding structured ncRNA (not just miRNA) have been developed.
There are four basic levels of increasing complexity which have been utilized to search for ncRNAs: (i) search for RNAs with similar sequence to an already known RNA (covered in the section above); (ii) search a genome for sequences having structural similarity to a specific RNA family; (iii) search for a common RNA structure in sequences already multiple aligned; and (iv) finally, the hardest problem is to, without prior knowledge, search for common RNA structure in two or more unaligned sequences.
A number of miRNA families contain enough members with well-conserved structure for a covariance model to be made. In RFAM 7.0 (Griffiths-Jones et al., 2005), there are 503 such families, from which probabilistic so-called covariance models have been constructed and used to scan individual genomes for sequences fitting the covariance model (Eddy, 2002) of the RNA structure. The software packages RNAz (Washietl et al., 2005) and EVOfold (Pedersen et al., 2006) utilize existing multiple sequence alignments to search for covariance patterns (of compensating base pairs) and have, among more complex structures, also predicted conserved miRNA-like stem-loop structures. In the more extreme case where the RNA sequences cannot be aligned in primary sequence, software like CMfinder (Yao et al., 2006) can be a choice, provided that there are ideally at least four known sequences.
In the case when only two sequences are compared to search for local RNA structure motifs, the FOLDALIGN program is suitable (Havgaard et al., 2005) . FOLDALIGN was applied to scan for common RNA structure between human and mouse genomic regions unalignable in primary sequence, and the results contain many conserved stem-loop candidates (Torarinsson et al., 2006) .
MIRNA TARGET FINDING
The main components in miRNA target finding are summarized in Figure 2 .
Not all published methods and predictions incorporate all the components we describe. For a recent review going through all the published methods one by one, refer to Yoon and De Micheli (2006) and Table 2 . For miRNA gene finding, we will focus on a discussion of the basic principles and point out potentially problematic assumptions made.
MACHINE LEARNING
The branch of machine learning-applied miRNA gene and target prediction is supervised learning. Here, a machine learns to approximate a function that maps input data to desired outputs. Typically, the inputs are a set of features describing a candidate (e.g., for hairpins it could be the position of the mature sequence, folding energy, etc.) and the output would be 1 or 0 indicating if the candidate is an miRNA or not. The machine is trained by showing it input, for which the desired output is known. The idea is that the machine should be able to generalize from these examples and correctly classify candidates for which the output is unknown. It should be emphasized that the parameterization of the examples into features is not done automatically and the choice of features used can heavily influence the performance of the methods.
To test the machine's ability to generalize, a procedure called cross-validation is used: examples with known classification are withheld from the training and then subsequently tested.
Moreover, most supervised machine learning methods require a training set of both positive and negative examples. In the case of miRNAs, positive examples are usually straightforward to pick (e.g., take the known miRNAs), whereas constructing negative examples is harder as it can be hard to decide whether a candidate is not a pre-miRNA or not an miRNA target.
Examples of supervised machine learning algorithms are support vector machines (SVM), neural networks, k-nearest neighbor algorithm, hidden markov models (HMM), and naïve Bayes classifier.
ILLUSTRATION OF MACHINE LEARNING.
The ''machine'' tries to make the best separation (curve) between the hairpins. Typically not all examples are correctly classified. Color images available online at www .liebertpub.com/dna.
Obtaining sequences of possible targets
A first, but not necessarily untrivial, step for target prediction is to acquire a set of target sequences. The availability of such datasets depends very much on the organism in question, but good starting points are www.ensembl.org or genome.ucsc.edu. However, it should be kept in mind that annotation of UTRs (which are thought to be the main targets of animal miRNAs) generally requires sequencing of full-length cDNA clones, the presence of which varies widely between genomes. When there is no experimental evidence (cDNA or expressed sequence tags [ESTs] ) available to the genome annotators, genes are often annotated as ending with the stop codon. Some target prediction efforts (Enright et al., 2003; John et al., 2004) have tried to circumvent this problem by taking a constant length of sequence downstream of the stop codon and assume that this is the UTR. However, UTR length is known to vary widely and this approach risks missing target sites or introducing false ones.
Reducing the search space Conservation. Like for miRNA gene prediction, conservation is the most commonly used property for reducing the search space when predicting targets. In practice, most target prediction pipelines use them as a post-filter, but the effect is the same.
Conservation as such is not a physical property; the biochemical machinery looks at the electrons-not the evolutionary history. This means that conservation serves as a proxy for something physical (which is under positive selection and conserved) but yet ill defined.
A recent study did experimental testing with the luciferase reporter system of a set of conserved as well as unconserved predicted target sites. The success rate was largely the same for the two sets (Farh et al., 2005) , suggesting that conservation might not improve performance, but miss genuine sites. However, it can also be argued that a site is conserved, because it has a phenotypic effect that is positive and strong enough to preserve the sequence over time.
One elegant study (Xie et al., 2005) solely used conservation to identify (among other things) miRNA targets. The authors showed that nucleotide words complementary to miRNA seed regions in general are better conserved in 3 0 UTRs than ''random words'' of the same length.
Target islands. Another way to reduce the search space is the identification of ''target islands'' by the Rna22 algorithm (Miranda et al., 2006) . Rna22 starts with the mature human miRBase miRNAs from which it derives 233,554 significant patterns (represented as constant-length regular expressions), which it subsequently uses to scan all UTRs noting the density of matching along the UTRs. Interestingly, this pattern-match density peaks in what is termed ''target islands.'' Such target islands appear to be more likely to contain genuine target sites than other regions and therefore reduce the search space to one-third or less of the total UTR length, resulting in reasonable specificity without the use of conservation.
Find hybridization partner
The basic principle of animal target prediction is to identify segments of UTR to which the miRNA can hybridize by base pairing (Fig. 2) . Early experiments on miRNA function indicated that especially pairing of the 5 0 end of the miRNA is important for function (Lai, 2002) . This has led to a common feature of almost all the target prediction algorithms, namely an emphasis of the so-called seed region in the 5 0 end of the miRNA.
Various ways of emphasizing the seed. MiRanda (Enright et al., 2003; John et al., 2004) selects targets based on three properties: (i) sequence alignment, with higher weight on the bases comprising the seed (base 2-8), followed by (ii) determination of hybridization energy between miRNA and mRNA, and (iii) sequence conservation in related genomes. Using this approach combined with phylogenetic conservation (John et al., 2004) suggest that 10% of the human protein-coding genes are under miRNA regulation.
A focus on perfect seedmatching as the initial step in identifying possible targets is exemplified by TargetScan (Lewis et al., 2003) and PicTar Krek et al., 2005; Lall et al., 2006) .
TargetScan finds the initial possible targets by using simple exact string matching to a simple 7-nucleotide perfect seed (nucleotides 2-8, no G:U), which is then post-filtered followed by hybridization energy calculation and a conservation filter. This method is now superseded by TargetScanS from the same authors (see below).
PicTar starts by finding perfect 7-mer matches (which they call nuclei instead of seed) starting at position 1 or 2 of the 5 0 end of the miRNA; similar to miRanda and TargetScanS, the hybridization energy is then calculated and unstable duplexes discarded. Using a maximum likelihood statistic, PicTar is able to calculate the likelihood (under a lot of assumptions) that a transcript is regulated by two or more miRNAs in combination.
TargetScanS focuses exclusively on a perfect (no G:U pairs) seed matches with small variations in the end . No hybridization energy calculation is performed. When conserved seeds were selected by TargetScanS, Lewis et al. (2005) analyzed the additional conservation in the sequence flanking the seed and found that apart from the base immediately 3 0 of the seed-which is often an A-there is no additional conservation. This led the authors to conclude that a perfect seedmatch without wobble (G:U) pairs is necessary and sufficient for targeting.
Evidence contradicting the basis of perfect seedmatching as a good target predictor. The assertion that functional target sites are conserved is challenged by at least two new pieces of work. Using a sensor system in transgenic worms, Didiano and Hobert (2006) were able to test targets for the endogenously (in contrast to the usual overexpression in cell culture) expressed miRNA lsy-6. They showed that the introduction of up to two G:U wobbles between the target and miRNA did not abolish regulation of cog-1 by lsy-6. Moreover, these authors tested 13 predicted conserved seed (TargetScanS) predictions and found that none of these appeared to be regulated in the physiological setting.
Along the same lines, Miranda et al. (2006) used the luciferase assay to test a large range of targets and found that extensive 5 0 matches-even extending beyond the seed-in several cases did not lead to substantial repression, while in other cases G:U wobbles or even bulges in the seed did not seem to prevent repression.
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LINDOW AND GORODKIN Learning target rules automatically from examples miTarget (Kim et al., 2006 ) is a new method using machine learning to predict targets. It uses an SVM to learn target rules from positive and negative examples of validated target-miRNA interactions. miTarget quantitates the target-miRNA interaction using structural, thermodynamic, and positional features. This is a very promising technique because it captures dependencies between the different features and avoids hard cutoffs. The method, however, is very dependent on the quality of the training data, which are fairly scarce at the moment (see earlier section), although more data can easily be incorporated as they become available.
Auxiliary information supporting target prediction
All the computational tasks we have discussed involve or are derived from nucleotide sequences. However, other kinds of data can also be brought to bear on the problem of identifying biologically relevant targets for miRNAs (Fig. 2) . Apart from doing detailed experiments, the best way to judge the relevance of a target prediction is to apply biological knowledge about what is already known about the miRNA and the predicted target. However, such information requires handling and processing by human experts and thus cannot be used on a global scale.
Expression. Expression measurements of both the miRNAs and the possible targets constitute information sources, which can be available on a global scale. High-throughput technologies, such as microarrays, exist for both miRNAs and mRNAs. One necessity for a predicted target-miRNA interaction to be biological relevant is that the miRNA and the target have to be expressed in the same cell at the same time. This can be checked if expression data are available or can be produced. However, some targetmiRNA interactions have been reported to result in degradation of the target, which effectively eliminates the expression of the target. This can make expression data hard to interpret unless they are very detailed and miRNA expression changes over time.
In fact, mutual exclusive expression of miRNAs and their targets has been shown on a large scale by independent studies in mammals (Farh et al., 2005) and flies (Stark et al., 2005) . According to the review by Kloosterman and Plasterk (2006) , the following observations can be made: (i) mRNAs are in general expressed at higher levels prior to miRNA expression; (ii) mRNAs not expressed in the same tissue as the miRNA tend to have more nonconserved target sites; (iii) mRNAs with conserved targets are expressed in the tissue in which the miRNA is expressed, but at a lower level than compared to adjacent tissue; (iv) mRNAs expressed in the same tissue as an miRNA tend to avoid having target sites for that miRNA; and (v) housekeeping genes have shorter UTRs and fewer target sites than other mRNAs, probably to avoid targeting by miRNAs.
A way to exploit these interesting findings to aid target prediction has not been developed yet (apart from the standard conservation filter).
A simpler way of combining expression and prediction results was reported recently, where Wang and Wang (2006) intersected sequence-based target predictions with experimental ''target identification'' produced by overexpressing miR-124 and observing which mRNAs are down-regulated.
Single nucleotide polymorphisms. Analysis of single nucleotide polymorphisms (SNPs) in miRNA target sites is another information source recently described. It has been shown that conserved perfect seed matches to miRNAs have a reduced SNP density (0.50 SNPs/kb) compared to conserved control sites (0.73 SNPs/kb) . This supports the current target model and indicates that target sites are under purifying selection. The observation has not yet been implemented to aid target prediction, but if a concrete predicted site is observed to contain a SNP, it can discredit the prediction (or suggest that the SNP may have a phenotypic effect).
Local structure of target site. It has been suggested that the local structure of the target mRNA could be important for miRNA targeting. Several scenarios can be imagined; for example, perhaps there has to be a certain structure in the vicinity of the binding site that RISC binds to, or the target site should be ''open'' (not paired to other parts of the mRNA) and available for the miRNA to bind to. Zhao et al. (2005) used this notion in an ad hoc target prediction and showed some anecdotal evidence that it works. So far the field lacks a systematic examination of this claim on a larger set of validated targets.
RNAup (Muckstein et al., 2006) is an algorithm based on the Vienna RNAfold package that can be used to find sites likely not to participate in the local structure of the 3 0 UTR.
DISCUSSION
The field of miRNA research has since its start been going through an unusually fast and almost explosive development. The growth of knowledge about miRNAs can be attributed to both experimental and computational methods often working very closely together to discover new miRNAs and the targets they regulate. Although the computational tools for miRNA gene and target finding have been successful, often due to a pragmatic drive to produce plausible results, many methods are based on assumptions that are not always fulfilled and on sparse anecdotal data. Hence, there is still room for improvement.
In this paper we have discussed the principles behind the computational tasks in miRNA gene and target prediction one by one (as summarized in Fig. 2 ), since that is the way most prediction pipelines implement them: in a step-wise fashion each task can be carried out in isolation and used as a filter, which the candidate will pass or not. This approach has the advantage that each step can be improved or reused on its own; for example, it should be possible to apply the conservation criteria of the TargetScanS pipeline to miRanda predictions and vice versa. However, such methodology has drawbacks: a candidate that is very good on some criteria risks being eliminated by another filter with a somewhat arbitrary cutoff-value. In general, prediction pipelines will perform better if they can use all the information simultaneously to determine the most optimal prediction under an integrated statistical model. For example, RNAhybrid (Rehmsmeier et al., 2004) does this on the tasks of matching and scoring target-miRNA interactions, and thus algorithmically guarantees to find the interaction with the least free energy of hybridization; MiRanda, TargetScan, and PicTar all use two steps here and cannot make that guarantee, making them inferior from an algorithmics point of view.
LINDOW AND GORODKIN
We believe that it will be a fruitful path for future methods to integrate as much information as possible and somehow weight them in order to produce a compound score that can then be optimized. Especially integration of nonsequence-based auxiliary information, such as expression or local structure of the target mRNA, could be very productive.
In general the growth of the quantity and quality of experimentally determined miRNA genes and targets will most likely pave the road for the already begun next period of computational target and gene predictions based on machine learning algorithms that in an automated, integrated, and hopefully unbiased way will be able to select the hairpins or target sites most likely to be correct.
Phylogenetic conservation is an information source that has been used heavily in both miRNA gene and target prediction. It is our impression that the field now concedes that many miRNAs and their target interactions may not be conserved across large (or indeed any) phylogenetic distances, but may still be functional. The problem is to find methods that give enough statistical power to detect them without sacrificing sensitivity.
As more knowledge about miRNA processing becomes available, we should expect the methods to increase in performance. For example, in the area of miRNA gene finding, some results suggest an asymmetry in how the RISC complex processes the mature miRNA from its stem-loop precursor and decides which strand should be the mature miRNA (Tomari and Zamore, 2005) . This information could possibly be used in hairpin classification. Similarly, signals for processing of pri-miRNA into pre-miRNA could be incorporated. A computational study has demonstrated differences in the sequence content of the mature miRNAs located within the 5 0 or 3 0 part of the stem-loop precursor . Such information can potentially be used to predict the location of the mature miRNA on the precursor.
All in all, in the near future we foresee significant improvements in the computational prediction of miRNAs and their targets.
