ABSTRACT In real-time bidding (RTB) systems for display advertising, a demand-side platform (DSP) serves as an agent for advertisers and plays an important role in competing for online advertising spaces by placing proper bidding prices. A critical function of the DSP is formulating proper bidding strategies to maximize key performance indicators, such as the number of clicks and conversions. However, many small and medium-sized advertisers' main goal is to maximize revenue with an acceptable return on investment (ROI), rather than simply increase clicks or conversions. Most existing approaches are inapplicable of satisfying the revenue-maximizing goals directly. To solve this problem, we first theoretically analyze the relationships among the conversion rate, ROI, and ad cost, and how they affect revenue. By doing so, we reveal that it is a challenge to increase revenue by relying solely on improving ROI without considering the impact of the ad cost. Based on this insight, the maximal revenue (MR) bidding strategy is proposed to maximize revenue by maximizing the ad cost with a desirable ROI constraint. Unlike previous studies, the proposed MR first distinguishes bid prices from ad costs explicitly, which makes it more applicable to the real second-price auction (GSP) auction mechanism in RTB systems. Then, the winning function is empirically defined in the form of tanh that provides a promising solution for estimating ad costs by jointly considering ad costs with the winning function. The experimental results based on two real-world public datasets demonstrate that the MR significantly outperforms five state-of-the-art models in terms of both revenue and ROI.
I. INTRODUCTION
Real-time bidding (RTB) serves as an important mechanism in computational advertising. In a typical RTB system, ad publishers (e.g., search engines, or websites with display ads) sell each ad placement opportunity via a real-time auction, in which advertisers need to determine whether to bid for it and how much money to put forward after evaluating the value of the ad impression [1] . In this process, the main goal of the advertisers is to reach their target audience, who will
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respond to the ad in a desirable manner, such as clicking on it or making a purchase.
Since the process to achieve the above goal is very complex, advertisers are often assisted by specialized intelligent software, called demand-side platforms (DSPs). In RTB systems, DSPs work on behalf of advertisers by managing ad campaigns and optimizing bidding activities. This function requires that the DSPs process the ad information, ad placements, audiences, and campaign constraints in a real-time manner [2] , [3] . To facilitate understanding of the roles and functions of DSPs, Fig. 1 shows the work-flow of a typical DSP in a RTB system. Initially (Step-0), an ad request is created once a user visits a web page containing an ad placement opportunity to be sold. Then (Step-1), a bid request corresponding to the ad request, along with information about the user and web page, is triggered by the ad publisher and then is broadcasted to various DSPs via an ad exchange [4] . Based on estimating the ad impression value and possible ad cost, ( Step-2) a DSP computes a bid price as a bid response to participate in the auction process for this bid request. Note that the solution to computing a bid price in this step is referred to as bidding strategy. Then (Step-3), the ad exchange determines the winner in terms of generalized second-price auction (GSP) mechanism [5] . In other words, the bidder with the highest bid price wins the ad auction and actually pays the second-highest bid price as ad cost for the ad impression. ( Step-4) The winner is notified with the paying price and (Step-5) the winner displays ad to the user. Finally (Step-6), the user provides feedback, such as clicking on the ad or making a purchase (a.k.a. conversion), which is recorded by the DSP.
The most important challenge in a DSP is to design the bidding strategy (i.e., Step-2 in the DSP work flow) to win the desirable bid requests with appropriate bid prices. Recently, many efficient bidding strategies have been studied to maximize the number of clicks or conversions [2] , [6] - [9] , which are normally measured by the predicted clickthrough rate (CTR) or conversion rate (CVR). By doing so, these existing bidding strategies tend to bid for requests with higher CTR or CVR. However, from the business perspective, the advertisers' ultimate goal is to maximize ad revenue rather than improve the CTR or CVR. In this respect, most existing bidding strategies focusing on maximizing clicks or conversions are inapplicable to satisfying advertisers' requirement on ad revenue directly. On the one hand, it is essentially due to the fact that few studies in the literature fully realize the extremely vital significance of ad revenue for advertisers, which to great extent is the main motivation for advertisers to continuously invest on bidding ads. On the other hand, many existing bidding strategies overlook the potentially important impact on ad revenue by return-oninvestment ratio (ROI) and ad cost, respectively.
In general, ad revenue can be described as the product of ROI and ad cost, which are closely related to the CVR. As a result, an intuitive approach to increase revenue is to improve ROI by targeting ad audiences with higher conversion rates (i.e., higher CVR). However in practice, there is a limited number of ad audiences that are more likely to purchase. This restricts the ad cost spent on the ad audiences with higher CVR. In this case, revenue cannot be increased by solely targeting ad audience with higher CVRs without considering the dynamic interactions between ROI and ad cost.
Inspired by above background, we first formulate and analyze the potential impacts on revenue that are imposed by ROI and ad cost respectively. Furthermore, we theoretically reveal that the predicted ROI associated with a bid request is not only proportional to the CVR, but also inversely proportional to the estimated ad cost. Based on this insight, we then propose maximal revenue (MR) bidding strategy in which ad cost is maximized on the premise of predefined acceptable ROI so as to satisfy the advertisers' requirements on revenue more directly and efficiently. Unlike previous studies on optimal bidding strategies in which the underlying idea is to increase CTR/CVR with the ad cost as a constraint [2] , [6] - [9] , the main contributions of our paper are two-fold: 1) We theoretically analyze the relationships among CVR, ROI and ad cost and how they influence revenue. By doing so, we reveal that, for most existing bidding strategies, it is a challenging task to increase revenue by relying solely on improving ROI without considering the impact of ad cost, which has never been formally discussed in existing bidding strategies [2] , [9] - [11] . Based on this insight, the MR bidding strategy is proposed to satisfy the requirements on revenue by directly translating the problem of revenue maximization into maximizing ad cost with an ROI constraint. It significantly differs from previous studies in the literature that attempt to improve CTR/CVR with an ad cost constraint. To validate the effectiveness, we conducted extensive experiments on two real-world large-scale public datasets. The experimental results and analysis demonstrate that MR bidding strategy significantly outperforms state-of-the-art methods in terms of revenue and ROI. 2) In the process of designing a bidding strategy, both the estimation of ad cost and an appropriate winning function play important roles in determining the probability to win a bid request. However, in most existing bidding strategies [2] , [10] , [12] , the ad cost is oversimplified as the bid price provided by a bidding strategy. In real application scenarios, this oversimplification is invalid since it is inconsistent with GSP mechanism in which the winner only pays the second highest bid price (i.e., ad cost) for the ad impression.
To deal with this issue, our proposed MR bidding strategy not only distinguishes the bid price from ad cost, but also provides a novel solution to estimating ad cost under the GSP auction mechanism by constructing the correlation between ad cost and winning function. Furthermore, in terms of Wasserstein distance and KL-divergence, the winning function is empirically described in the form of tanh so as to predict the winning probability more accurately against existing approaches in [2], [13] .
The rest of the paper is organized as follows. We first provide an overview of related work in Section II. For clarity, Section III lists the preliminaries and notations. In Section IV, we define the problem of maximal revenue bidding strategy and discuss the motivations of our study. Furthermore, we describe the detailed mathematical derivations and optimization involved in the proposed MR bidding strategy, respectively. Section V discusses the experimental results and comparison analysis. Finally, Section VI concludes the paper and discusses promising future research directions.
II. RELATED WORK
This section discusses the related literatures involved in bidding strategies, which focus on the three key components, including impression evaluation, ad cost estimation, and bidding strategy optimization [11] .
A. IMPRESSION EVALUATION
Impression evaluation focuses on predicting how likely the ad audiences will make desirable responses to ad impressions. The performance is commonly measured by CTR [14] , [15] and CVR [16] . Since impression evaluation measures the ad audiences' interest in ad impressions, it plays a key role in real-time display advertising and is commonly used to derive a reasonable allocation of ad budget [3] . Typically, CTR/CVR predictions are modeled as probability estimation tasks in which logistic regression and relevant extensions are widely used in the literature since logistic regression is highly scalable and also offers well calibrated probability outputs [16] - [18] . To enable efficient training on large-scale data sets, an online learning algorithm for logistic regression was studied in which the parameter was updated immediately when observing new data instance [15] . However, as a linear model, logistic regression suffers from the effect of feature interactions. To solve this problem, factorization machine-based models were proposed to make better predictions by capturing the impact of feature interactions [19] , [20] . Recently, a deep and cross neural network was proposed to predict number of clicks in which the cross network learned lowdegree feature interactions efficiently and the deep network is trained to capture the high-degree feature interactions [21] .
B. AD COST ESTIMATION
Ad cost estimation is to predict the actual payment for winning an impression in DSP systems, which can be utilized for more reasonable allocation of budget in bidding strategies. In many existing bidding strategies [2] , [10] , [12] , the ad cost is oversimplified as the bid price. However in real application scenarios, this oversimplification is invalid since it is inconsistent with GSP mechanism in which the winner only pays the second highest bid price (i.e.,ad cost) for the ad impression, instead of bid price. Aiming at the problem, [11] modeled ad cost as the mathematical expectation of market price when winning the ad auction. Rather than fitting a popular log-normal market price distribution, [13] and [11] obtained the distribution of market price by taking the derivative of a pre-specified winning function. In these approaches, several hypothetical winning function forms had been studied to predict the winning probability for a given bid price. These include logistic regression form [22] , and long tail form [2] , [11] . In addition, since the market price of each ad auction can be observed only if the advertiser wins the corresponding bid, the observed market prices for a bidding strategy are censored. To provide appropriate ad cost estimations under the censored context, [23] utilized a censored linear regression model to jointly fit the likelihood of observed prices in winning cases and the likelihood of censored ones in losing cases.
C. BIDDING STRATEGY OPTIMIZATION
Recently, many studies have been devoted to designing and optimizing bidding strategies in RTB systems so as to meet the advertisers' diverse requirements. In terms of different optimization objectives, most existing bidding strategies can be categorized into two types: KPI-oriented bidding and budget-pacing-oriented bidding.
KPI-oriented bidding strategies attempt to deliver the appropriate ads to the ad audience with reasonable bid price so as to satisfy advertisers' requirements on certain KPIs, such as ad audience's CTR or CVR [2] , [6] , [9] , [10] . From the perspective of the second price auction underlying GSP mechanism, [24] proved that the truthful bidding (i.e., bid price is determined as the click/conversion value times CTR/CVR) is the optimal strategy in RTB system. Inspired by truthful bidding, a linear bidding strategy was further designed and widely used in industry due to the simplicity and scalability in which the bid prices is described as the predicted CTR/CVR weighted with a pre-specified constant parameter [6] . However, this approach overlooked the actual effects on ad audiences that are imposed by the displayed ad, which should be measured by the conversion probability lift after a certain ad being exposed to the ad audience [25] . To deal with this issue, a lift-based bidding strategy was proposed to determine the bid prices by assuming bid prices to be proportional to the estimated CVR lifts [25] . Considering practical constraints such as the limited auction volume and budget, [2] proposed a general bid optimization framework to maximize the number of clicks or conversions with limited budget and auction volume constraints. In this approach, the parameters underlying bidding function were tuned by integrating ad-reward function with ad cost function.
To further maximize the number of clicks, [9] formulated the bidding strategy as a reinforcement learning problem in which Markov Decision Process was utilized to determine the bid prices according to the remaining bid requests and budget. However in practice, this approach may result in unfavorable KPI (e.g., relatively high cost per click and low winning rate, etc.) due to the instability of RTBs [8] . To deal with this issue, [8] explored a proportional-integral-derivative control function to approximate the bid price in which KPI errors against the preferred KPI values and corresponding adjustment of bid price served as the input signal and output signal, respectively. Furthermore, [26] highlighted the data censorship problem in bidding process. It is mainly due to the fact that advertisers only know the statistics (market price, user clicks etc.) when winning ad impressions. To address this problem, [26] designed a non-parametric survival model to describe winning probability so as to remedy the biased market price learned from censored data.
More recently, a joint learning framework [11] was proposed to maximize the overall profit of an ad campaign. To this end, the authors attempt to jointly optimize user response prediction, bid landscape forecasting, and bidding function. In this process, the bidding strategies favor bidding requests with relatively high user response rates but incur lower ad costs. In addition, the profit maximization bidding strategies [10] are proposed to bid requests with relatively higher profits (i.e., revenues minus ad costs). Nevertheless, as analyzed in Section IV-A, these two profit maximization models may overlook the potential impact on profit by ad cost and ROI.
Budget-pacing-oriented bidding approaches aim to satisfy advertisers' requirements on brand promotion by spending the ad budget smoothly to reach as wide an ad audience as possible [7] . In particular, [27] proposed a budget pacing model that attempts to evenly spread out the ad opportunity by controlling bid probability according to the information about traffic patterns of eligible impressions. To more efficiently balance the optimization of ad clicks/conversions and smooth budget spending, the model proposed by [28] tends to bid the ad impressions with high quality based on the prior click/conversion distributions while adjusting the bid price to distribute ad budget optimally. Similarly, [7] optimizes budget pacing control and campaign performance simultaneously. In particular, [7] first assumed that the requests in the same group share the same group pacing rate. Based on this assumption, it divided bid requests into different groups by designing an offline response prediction model which groups similarly responses to ad requests together. Furthermore, a novel control-based method was designed to dynamically adjust the pacing of budget spending for each group so as to disburse the budget smoothly.
To the best of our knowledge, no study in the literature highlights the trade-off between ROI and ad cost and analyzes their potential impact on maximizing revenue. Inspired by this background, we propose the MR bidding strategy to maximize revenue more efficiently by maximizing ad cost with a pre-specified acceptable ROI constraint.
III. PRELIMINARIES AND NOTATIONS
Typically, a bid request in an RTB scenario is described as a random feature vector X that consists of various information about the ad display opportunity, such as the location of the audience, timestamp of this visit, and contextual information about the web page. Following previous work [2] , [16] , we assume the bid requests are generated i.i.d. from a prior distribution p X (x x x). Correspondingly, the advertising effect is commonly measured by the audience's historical feedbacks, such as ad audience's CTR/CVR [2] , [6] , desired action rate lift [25] or memory retention of displayed ads [29] . Without loss of generality, in this paper, we adopt ad audience's CVR to evaluate the advertising effect since it is more relevant to revenue. For clarity, all the symbols used throughout this paper are listed in Table 1 . We define function θ (x x x) to perform CVR prediction, which maps a bid request x x x to the probability of accomplishing a conversion. Similar to x x x ∼ p X (x x x), we assume θ be subject to a prior distribution p (θ ).
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The constant V denotes the commercial value of each conversion (i.e., the unit price of the product being advertised). Once receiving a bid request x x x, the main task of bidding strategy b(θ (x x x); ω) with parameter ω is to calculate a bid price b for this ad auction, which essentially maps a bid request to a bid price. In this process, many factors have potential impacts on calculating the bid price, such as the impression value (i.e., V * θ (x x x)) [2] , [6] and the ad cost of the ad impression being auctioned [10] , [11] , [30] . To further analyze the potential impact of these factors on revenue, ROI (x x x) indicates the estimated ROI for a given bid request. Given the bid price b and the market price Z, W Z (b; β) indicates the probability of winning the auction with parameter β where the market price Z is regarded as a random variable Z ∼ p Z (z); and the corresponding ad cost is estimated by E[Cost(b)].
IV. MAXIMAL REVENUE BIDDING
In this section, we first formulate revenue, ROI and ad cost. By revealing that the predicted ROI is not only directly proportional to CVR, but also inversely proportional to the estimated ad cost through theoretical analysis, we prove that it is challenging to improve revenue by solely targeting ad audience with higher CVRs without considering the dynamics between ROI and ad cost. Based on this insight, the MR bidding strategy is proposed to address the problem of maximizing ad cost given a pre-defined acceptable ROI.
A. PROBLEM FORMULATION AND MOTIVATION
Given N eligible bid requests during the campaign's lifetime, the objective to maximize the overall revenue for the campaign can be described as:
Equation (1) indicates that the overall revenue is affected by both overall ROI and overall ad cost simultaneously.
For a given bid request x x x in the campaign, the corresponding ad cost is described as:
In this case, the estimated ROI (x x x) is expressed as:
Note that since the occurrence of conversion is subject to a Bernoulli distribution [31] with a success probability of θ (x x x), the numerator in (3) is essentially the mathematical expectation of revenue associated with the given bid request.
From (2), we note that the ad cost is influenced by the corresponding bid request x x x through θ (x x x), i.e., x x x → θ (x x x) → Cost(x x x). Therefore, (2) can be rewritten as
Similarly, (3) can be rewritten as
From (4) and (5) = 0. According to (5) , by taking the first derivative of ROI (θ) w.r.t. θ , we obtain:
According to the definition of each item involved in (6), we conclude that
It indicates that the ROI of a bid request is monotonically increasing with respect to its θ. Therefore, targeting bid requests with higher θ will improve the ROI associated with every bid request for a campaign, and the overall ROI of this campaign will be improved.
Proposition 2: Targeting bid requests with higher predicted CVR will decrease the overall ad cost.
Proof: Let ϑ be the acceptable minimum CVR on the bid requests. The truncated bidding strategy is expressed as
where b(θ ; ω) represents the bid price to compete for bid requests with CVR θ ≥ ϑ; otherwise for the case θ < ϑ, the bidding strategy will not participate in bidding. By substituting the truncated bidding strategy described by (7) into (4), the overall ad cost of the campaign can be expressed as:
where
According to (8), we calculate the first partial derivative w.r.t. ϑ:
. (9) Taking into account the definitions of each term involved in (9) , it is obvious that ∂Overall_Cost(ϑ) ∂ϑ ≤ 0. Therefore, the overall ad cost is monotonically decreasing with respect to ϑ, which indicates that targeting bid requests with higher CVR will reduce the overall ad cost.
Proposition 1 shows that, on the premise of a fixed bid price b(θ ; ω), targeting bid requests with higher CVR will lead to higher overall ROI for the ad campaign. In this case, according to (1), the overall revenue of a campaign will increase if the overall ad cost remains unchanged. Essentially, it is the main reason to inspire the studies in KPI-oriented bidding strategies [7] , [28] . However, Proposition 2 shows that the higher CVR (i.e., higher ROI) results in decreasing overall ad cost. It is mainly due to the fact that the number of converted bid requests (i.e., with higher CVR or ROI) is always limited in practice, which results in severe competitions for these bid requests. Such intense competitions always restrict the overall ad cost for the bid requests with high CVR or ROI.
Therefore, the above analysis reveals that the overall ROI and overall ad cost move in opposite trends when the bidding strategy targets the bid requests with higher CVRs. In this case, considering their potential impact on overall revenue as described in (1) Proof: By substituting the truncated bidding strategy described by (7) into (5), the overall ROI of the campaign can be described as:
By substituting the overall ROI definition in (10) and overall ad cost definition in (8) into (1), the overall revenue of the campaign can be rewritten as:
According to (11), we calculate the first partial derivative w.r.t. ϑ:
Taking into account the definitions of each term involved in (12) , it is obvious that ∂Overall_Revenue(ϑ) ∂ϑ ≤ 0. Therefore, the overall revenue is monotonically decreasing with respect to ϑ, which indicates that targeting bid requests with higher CVR will restrict the increase in revenue.
Proposition 3 reveals the fact that it is challenging to increase revenue by solely targeting bid requests with higher CVRs without considering the dynamics between ROI and ad cost.
B. THE MR BIDDING STRATEGY
Based on the above analysis, we can see that many existing bidding strategies [2] , [7] , [9] , [10] which focus on improving CTR/CVR are inapplicable of maximizing revenue directly. To address this problem, we propose the MR bidding strategy.
Definition 1 (Maximal Revenue Problem): The maximal revenue problem is formulated as:
In (13), B * represents the proposed MR bidding strategy that translates revenue maximization into maximizing overall ad cost for a given ROI R. Moreover, we assume that if the ROI associated with each bid request is no less than R, then the overall ROI of the campaign will be no less than R. In this case, we substitute the formulations about overall ad cost (8) and ROI (5) into (13) , and obtain:
where θ i denotes the predicted CVR associated with the i th bid request. Since the ROI constraint in (14) is too strict to be satisfied in practice, we define ξ θ i = max 0, 1 −
R to relax the constraint where
indicates the ROI corresponding to θ i . As a result, (14) is rewritten as,
By introducing a regularization parameter C to control the trade-off between overall ad cost and ROI constraint (i.e., a larger C makes the bidding strategy more inclined towards satisfying the ROI constraint), we define the loss function of b(θ ; ω) according to (15) as follows: (16) where ξ θ is described as
To facilitate understanding the loss function defined in (16) and (17), we further discuss as follows. Given a bid request with CVR θ :
• For the case R θ R, it means that the ROI associated with the given bid request satisfies the constrain in (15) and ξ θ = 0. In this case, the loss value associated with a bid request is calculated as −E[Cost(b(θ; ω))], which is identical to maximize the ad cost in (15).
• For the case R θ < R, only if
, it is possible to satisfy the ROI constraint in (15) . In this case, the expected minimum revenue associated with the given bid request is described as R * E[Cost(b(θ ; ω))]. As a result, the difference between the expected minimum revenue and the actual revenue is described as (16), we derive the loss value associated with the given bid request as − E[Cost(b(θ ; ω))] − C R θ , which is also the same as maximizing ad cost with the acceptable ROI constrain in (15) . From (16) , (17) and above discussion, we note that the predicted CVR θ , expectation of ad cost E[Cost(b(θ ; ω))] VOLUME 7, 2019 and winning function W Z (b(θ ; ω); β) play important roles in designing MR bidding strategies. Therefore, in the following sections, we provide the details to calculate CVR θ , E[Cost(b(θ ; ω))] and W Z (b(θ ; ω); β) respectively.
1) PREDICTION OF CVR
From the above discussion, we can see that the accurate prediction of CVR θ associated with bid request x x x is indispensable for identifying the bidding strategy B * . Regarding this issue, many studies have been proposed to predict CVR as we have reviewed in Section II.
For simplicity and without loss of generality, we follow the study in [32] and apply the popular Logistic Regression to predict CVR, which is described as:
where φ is the parameter of the model. Specifically, given a training dataset
where T is the number of bid requests in this training dataset; x x x i denotes the features of the i th bid request; and y i ∈ {0, 1} is a binary variable indicating whether the conversion occurred (1) or not (0). The cross entropy loss with a regularization term associated with θ (x x x) is described as,
To determine the parameter φ involved in (18), we employ gradient descent to update φ as follows:
where η φ is the learning rate, and the gradient of L(θ (x x x)) regarding to φ is calculated as:
2) MODELLING AD COST
As mentioned, ad cost of a bid (i.e. the actual consumption) in many existing approaches is oversimplified as the bid price [2] , [12] . However, in real RTB systems, this oversimplification is inconsistent with the GSP mechanism used to determine the winners. In the GSP mechanism, a bidder wins the bid request only if the bid price b(θ ; ω) > Z where Z indicates the market price. Then, the winner pays Z as the actual ad cost. Otherwise, the DSP loses this bid without any payment. Corresponding to the above GSP mechanism, the ad cost associated with a bidding price b(θ; ω) can be formulated as:
Due to Z ∼ p Z (z), the mathematical expectation of the ad cost described in (22) can be derived as:
However, in real-world scenarios, the competition for ad audiences as a result of different bidding strategies is very intense. It leads to the market price associated with massive ads changing frequently, which makes it challenging to model p Z (z) directly.
To solve this problem, we propose an alternative solution to obtain p Z (z) by defining P Z (z) as the cumulative distribution function (i.e., c.d.f.) of a random variable Z. It describes the probability of a given bid price b being greater than the market price Z that is expressed as follows:
Equation (24) is the probability to win the bid request with bid price b and market price Z. Considering the definition of the winning function W Z (b; β), it is obvious that P Z (b) is identical to W Z (b; β). Thus, we can derive:
Then, we can obtain p Z (z) by taking the first derivative of W Z (b; β) with respect to b:
In (26), p Z (b) represents the p.d.f. of a random variable Z and the estimation of p Z (b) depends on the specific formulation of the winning function W Z (b; β) which will be discussed in the next section.
3) MODELLING THE WINNING FUNCTION
In the above discussion, the specific expression of a winning function W Z (b; β) is necessary to estimate the expectation of ad cost (as described in (23) and (26)) and to identify the optimal bidding strategy. In previous studies, different mathematical expressions about the winning function W Z (b; β) have been proposed. For example, [13] assumed that the logarithm of market price log(z) follows the Normal distribution N (µ z , σ 2 z ) where µ z and σ z describe the mean and the standard deviation, respectively. In this case, the winning function is defined as W Z (b; µ z , σ z ) = ((log(b) − µ z )/σ z ) where denotes the c.d.f. of a standard Normal distribution. In addition, the method in [2] formulates the winning function as
Unlike previous studies, we empirically define W Z (b; β) in the form of tanh to model winning function based on analyzing the iPinYou 1 and the YOYI datasets 2 as follows:
To validate the accuracy, we further compared the winning probability that are calculated by different winning functions against the ground truth values in the iPinYou dataset and the YOYI dataset, respectively. The detailed comparison results reported in Section V-D show that our proposed winning function in (27) predicts winning probability with high accuracy in terms of Wasserstein distance and KL-divergence. Note that given the winning function (27), we employ regularized regression to further determine the parameter β. Specifically, we denote the training dataset as Z = {z 1 , . . . , z i , . . . , z T } where T is the number of bid requests in this training dataset and z i indicates the market price associated with the i th bid request. Since the market price z i is commonly represented as a positive integer [26] , the minimum market price and maximum market price in Z can be described as 1 and z * , respectively. By grouping the dataset Z , we further define Z = { (1, n 1 ) , . . . , (z i , n z i ), . . . , (z * , n z * )} in which (z i , n z i ) means that there exists n z i bid requests with same market price z i . In this case, the mean squared error loss about the winning function W Z (b; β) is described as follows:
where 1 2 λ β β 2 is a regularization term. By substituting the winning function W Z (b; β) = tanh(βb) into (28), the gradient of L(W Z (b; β)) regarding to β is calculated as:
Since Z is composed of discrete values, the corresponding P Z (b) defined in Equation (24) is calculated by,
Then, we apply gradient descent to update β as follows:
where η β is the learning rate. The detailed procedure to learn the parameter β in the winning function is summarized in Algorithm 1. The computational complexity of the learning algorithm depends on the size of all possible bid prices in Z . for all samples in Z do 4: Calculate the gradient of β via (29) 5:
Update parameter β via (31) 6: end for 7: end for 8: return W Z (b; β) Finally, for the winning function W Z (b; β), the p.d.f. of the market price Z is computed following (26) and (27):
4) OPTIMIZATION ALGORITHM
Based on above derivations, this section focuses on optimizing the parameter ω involved in the MR bidding strategy b(θ ; ω). Without loss of generality, we apply the gradient decent method to update the parameter ω in the bid functions as follows:
where η ω is the learning rate and L(b(θ ; ω)) is the loss function. It is obvious that the update in (33) depends on the calculation of ∂L(b(θ;ω)) ∂b(θ;ω) and the specific expression of b(θ ; ω). Given a training dataset D described in Section IV-B.1, we transform it into D = {θ 1 , . . . , θ i , . . . , θ T } where θ i denotes the predicted CVR associated with the i th bid request. According to (16) and (17), the loss function L(b(θ ; ω)) can be re-written as
By differentiating (34) w.r.t. b(θ ; ω), we obtain: (23), the
in (35) is derived as follows:
By further substituting (26) and (36) into (35), we can obtain:
Moreover, we need to specify the expression of the bidding strategy b(θ ; ω). To facilitate comparisons against existing approaches in [2] , [10] , [11] , we employ two popular bidding functions that are defined as follows:
The first one is a widely used linear bidding function [6] , [11] :
which is referred to as the MR1 bidding strategy.
Definition 3 (MR2):
The second one is similar to the square root bid function defined in [2] , [10] ,
which is referred to as the MR2 bidding strategy. Given the two bidding strategies b MR1 (θ; ω) and b MR2 (θ ; ω), we can calculate the corresponding bid price b(θ ; ω) for each input θ . In addition, all the terms in (37), including p Z (b(θ ; ω)) (32), ξ θ (34), W Z (b(θ ; ω); β) (27) and E[Cost(b(θ ; ω))] (23) can be calculated. They serve as the inputs to optimize the parameter ω involved in the bidding strategies. Finally, the detailed learning procedure to optimize the parameter ω is summarized in Algorithm 2.
V. EXPERIMENTS
In this section, we first briefly introduce the datasets, experimental setup with evaluation metrics and baseline bidding strategies. Secondly, to validate our proposed winning function which affects the estimation of ad cost and the optimization of bidding strategy (as discussed in section IV-B.3), we calculate and compare the Wasserstein distance and KL-divergence against those of other popular winning functions. Thirdly, we compare the performance of the proposed for all samples θ ∈ D do 5: Calculate the gradient of loss function L(b(θ ; ω)) w.r.t. b MR (θ ; ω) via (37) 6:
Calculate the gradient of pre-specified b MR (θ ; ω) in (38) and (39) Update parameter ω via (33) 8: end for 9: end for 10: return b MR (θ; ω) MR bidding strategy with the baselines and discuss the experimental results. Last but not least, the impact of the regularization parameter C and different winning functions on bidding performance are studied to validate our research motivation.
A. DATASETS
To study the effectiveness of the proposed MR bidding strategy, we conduct extensive offline experiments on two real-world benchmark datasets: iPinYou and YOYI.
1) iPinYou
This dataset is used for the global RTB algorithm competition [33] . The available dataset consists of 9 different display ad campaigns during 10 days in 2013, including 64.75 million bids, 19.50 million impressions, 14.79 thousand clicks and 1,253 conversions. For each campaign, the first 7 days of data are used as training data while the rest are used as test data.
2) YOYI
This dataset recorded multi-device display advertising during 8 days in January 2016, which contains 5.13 million impressions and 428.27 thousand clicks. The first 7 days of data are used as training data while the rest are used as test data. Since the campaign information is unavailable, we treat all records as a single campaign.
In contrast to the YOYI dataset, which does not include conversion data, the conversion data are available for 4 out of 9 campaigns in the iPinYou dataset. In order to have more data for the experiments, we follow the methods in [10] , [11] and regard the number of clicks as a proxy for conversions. In the above datasets, each record is described as a triple (x x x, y, z) where x x x represents the feature vector of a bid request, y is the binary user response (i.e., click or not) and z is the corresponding market price.
B. EXPERIMENT SETUP 1) LEARNING PROCEDURE
The whole learning procedure of our proposed method in all experiments is as follows. Since clicks are regarded as the proxy for conversions, click data are first utilized to predict CVR θ (x x x) by training a Logistic Regression model as described in Section IV-B.1. Then, we use the market price data to determine the parameter β involved in the pre-specified winning function W Z (b; β) as described in Algorithm 1. Furthermore, the expected ad cost E[Cost(b))] is derived according to (23) in which p Z (z) is given by (26) . Finally, the parameter ω underlying bidding strategies MR1 and MR2 is optimized by performing Algorithm 2. In this process, to facilitate quick convergence, we apply BFGS [34] that is a state-of-the-art optimization algorithm to update ω according to (33) ∼ (39). The source code for our experiment is available on Github via the following link: https://github.com/wty9391/maximal-revenue-rtb.
2) EVALUATION PROCEDURE
To ensure the comparability, we employed the evaluation procedure similar to the previous work in [2] as follows. The original impression log is used as the full volume bid request data and delivered to the bidding strategy with the original logged sequence. Once a bid request is received, the bidding strategy calculates a bid price to participate in the real-time bidding auction. If this bid price is higher than the recorded market price, the bidding strategy wins this ad impression and pays the recorded market price; otherwise, the bidding strategy loses the ad impression without any payment. Then, for the winning impression, the bidding strategy collects the corresponding user feedback (i.e. clicked or not). After bidding all received bid requests, we record the total number of winning impressions as I , the total number of clicks as C, and the amount of ad cost as A.
Since the primary task of our study is to maximize the revenue of a campaign on the premise of acceptable ROI, we adopt revenue and ROI w.r.t. the corresponding ad cost as our primary evaluation metrics. To ensure fairness of evaluation and comparisons, we assign the value of each click V to be 0.1 CNY. Thus, the revenue is calculated as C * V and the ROI is calculated as C * V/A. It is worth mentioning that if the bidding strategy bids ads with very high prices each time, the ad cost and revenue will be same as the original test log. Therefore, the budget constraints play a key role in the evaluation [2] . To deal with this issue, we follow the previous work [2] , [11] and set a budget (i.e. the upper limit of the ad cost) on the bidding strategy. More specifically, we perform the evaluation by using 1/8, 1/16 and 1/32 of the original total cost in the test log as the budget constraints, respectively following [2] . In addition, we also take the related metrics, including the ad cost associated with different bidding strategies and the number of winning impressions, to demonstrate the bidding performance.
C. BASELINES
Since the proposed MR bidding strategy aims at maximizing revenue with ROI constraint, it can be considered as a typical KPI-oriented bidding strategy. Therefore, five state-of-theart KPI-oriented bidding strategies are employed as baseline models, which are:
• Max-eCPC bidding (Mcpc): This bidding strategy is widely used in existing works [2] , [9] as a baseline.
Mcpc is given as b Mcpc (θ ) = eCPC * θ where eCPC is calculated by dividing the total ad cost by the total number of clicks in the training data.
• Optimal real-time bidding (ortb): This bidding strategy [2] is designed to maximize the number of clicks by combining CTR prediction and ad cost estimation for each bid request.
• Statistical arbitrage mining (sam): This bidding strategy [10] is designed to maximize the profits (i.e., subtracting ad cost from revenue) of campaign based on the estimated CVR and ad cost for each bid request.
• Reinforcement learning based bid (RLB): To maximize the number of clicks, RLB [9] formulates the bid decision process as a reinforcement learning problem in which a Markov Decision Process is utilized to determine bid prices according to the remaining bid request volume and the remaining budget.
• Bidding machine (BM): This bidding strategy [11] is presented to maximize ad campaign profit by jointly optimizing CTR prediction, ad cost estimation and the bidding function.
D. EFFECTS OF THE WINNING FUNCTIONS ON PREDICTING WINNING PROBABILITY
As aforementioned in Section IV-B.3, the winning function plays an important role in bidding strategy optimization.
To validate the effectiveness of the proposed winning function, Fig. 2 depicts the winning probabilities that are calculated by different winning functions tanh (βb), b/(b + β) [13] and ((log(b) − µ z )/σ z ) [2] respectively, and compares them against the ground truth value in the iPinYou dataset and YOYI dataset. From Fig. 2 , we can see that the curve generated by our proposed winning function tanh (βb) is much closer to the truth value. Furthermore, we quantitatively assess the winning functions in terms of Wasserstein distance and KL-divergence since they are commonly used to measure the differences between probability distributions. Table 2 presents a detailed comparisons among different fine-tuned winning functions for each campaign. The results show that, for most campaigns, the winning function W Z (b; β) = tanh(βb) results in the least Wasserstein distance (7 out of 11 campaigns) and KL-divergence (6 out of 11 campaigns). It indicates that W Z (b; β) = tanh(βb) predicts winning probability more accurately than the existing approaches in [13] and [2] . Therefore, it is utilized in the MR bidding strategy to maximize revenue in Section V-E.
E. ADVERTISING PERFORMANCE
In this section, we compare and report the advertising performance achieved by MR1/MR2 with that achieved by other baselines. To conduct more extensive experiments, we regard all campaigns in the iPinYou dataset as a single campaign to perform comparisons and report the results in Table 3 . In addition, the detailed experimental results on the YOYI dataset are reported in Table 4 . For fairness of comparison, we pre-define the acceptable ROI R as 1.0 and make the ad cost associated with MR1/MR2 similar to that of other baseline models by tuning C. From Table 3 and Table 4 Table 3 we can see that, given similar ad cost, ortb wins more impressions than MR1 and MR2 for iPinYou dataset. Nevertheless, MR1 and MR2 gain more revenue with less impressions. The possible reason is that ortb considers each bid request equally. In contrast, MR1 and MR2 tend to spend the budget on the bid requests with higher ROI. These results suggest that our proposed MR bidding strategy is much more costeffective. 4) In contrast with BM, MR1 and MR2 significantly improve revenue. The possible reason is that the market price distribution p Z (z) in BM is derived by marginalizing the estimation of market price density p Z (z, x x x) for each bid request x x x, which may be overfitting to the ground truth value. Different from BM, MR obtains p Z (z) in terms of the pre-defined winning function W Z (b; β) as described in (26) . By doing so, MR predicts the expectation of the ad cost more accurately, which is indispensable to optimizing the bidding strategy as discussed in Section IV-B.4.
To further demonstrate the possible advantage of our approach intuitively, Fig. 3 depicts the real market price distribution on iPinYou dataset and compares it with the distributions of bid price that are generated by MR1, MR2, sam and BM respectively. Since the maximal market price is 300 in the dataset, we cut off the figure for price >300. In Fig. 3 , when budget setting decreasing from 1/8 to 1/32, MR1/MR2 significantly decreases the bidding number for the ad request with high market price (i.e., price >100). In contrast with sam and BM, it shows that the proposed MR1/MR2 bidding strategies provide more flexible bidding responses for tackling different budget settings, which enables the MR strategy to bid for ads in a more productive manner.
The above discussion shows that both MR1 and MR2 significantly improve the revenue and ROI against other stateof-the-art bidding strategies. Moreover, we also note that the linear bidding function (i.e. MR1) performs better than the quadratic bidding function (i.e. MR2), since the linear bidding has been proved to be the optimal bidding function in GSP [11] . 
F. POTENTIAL IMPACT OF REGULARIZATION PARAMETER AND THE RATIONALITY OF THE RESEARCH MOTIVATION
To further examine the potential impact of regularization parameter C in (16) on the desirable KPIs (i.e., ad cost, ROI, revenue, impressions and CPM) and validate the rationality of research motivation, we apply MR1 with different C = {1.10, 1.20, 1.30, 1.40, 1.50, 2.00} on iPinYou dataset without budget constraint. The experimental results are illustrated in Fig. 4 .
In Fig. 4a , we observe that the regularization parameter C balances the trade-off between ROI and overall ad cost. The higher C makes bidding strategy MR1 more inclined to bid the requests with higher ROI while decreasing ad cost. From this perspective, it verifies Proposition 1 and Proposition 2. Furthermore, Fig. 4b shows that the overall ROI and the overall ad cost follow opposing trends. In Fig. 4b , the higher C results in decreasing overall revenue, which validates the reasonableness of our research motivation (i.e. it is challenging to increase revenue by solely targeting bid requests with higher CVR/ROI without considering the impact of the overall ad cost). In contrast, Fig. 4c shows that both the winning impressions and the CPM decrease with increasing C (i.e. preferring the ad audiences with higher CVR/ROI). It is mainly due to the fact that the stiff competition on the limited ad audiences with higher CVR/ROI decreases the chance to win impressions and the corresponding CPM.
G. POTENTIAL IMPACT OF THE WINNING FUNCTION
In this section, we examine the potential impact on the performance due to different winning functions involved in our proposed bidding strategy. To this end, we equip MR1 with fine tuned winning functions b/(b + β), ((log(b) − µ z )/σ z ) and tanh(βb), respectively, and perform the experiments on the iPinYou dataset under the 1/32 budget setting.
For different values of the regularization parameter C, Table 5 reports the corresponding experimental results about ad cost, number of clicks, revenue, ROI and impressions. In Table 5 , for a given C, we can see that the ad cost corresponding to each winning function form is comparable. In this case, the revenue and ROI associated with the proposed tanh winning function are much better than those of the other two winning functions. Combining these results with the discussions about (23) and (26), it validates that the winning function in tanh form provides more accurate expectation of ad cost, which makes it possible to maximize the revenue with acceptable ROI directly.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we propose a novel bidding strategy to satisfy the advertisers' requirements on revenue more efficiently. To this end, we first theoretically analyze the relations among CVR, ROI and ad cost that respectively impose the potential impacts on revenue. Inspired by this insight, our proposed MR translates and formulates the revenue maximization problem into maximizing ad cost with desirable ROI constraint. On the one hand, the MR first distinguishes bid price from ad cost explicitly, which makes it more applicable to the real GSP auction mechanism in real-time bidding systems. On the other hand, we empirically define the winning function underlying the bidding process as tanh form so as to estimate the expectation of ad cost more accurately, which plays an important role in optimizing bidding strategy. The experiments on public datasets show that, compared to five popular state-of-the-art methods, our approach significantly boosts the campaign performance in terms of revenue and ROI. In addition, we also perform the experiments to validate the reasonableness of our research motivation.
In the future, we plan to learn more realistic and more expressive winning functions and bidding functions so as to improve the efficiency of MR bidding strategy. Additionally, we will also study the effects of censored data on winning probability estimation [23] and impression evaluation [26] in order to improve the robustness of the MR bidding strategy. As user privacy and data confidentiality becomes an important consideration for online businesses relying on AI technologies, it has become imperative for future DSPs to put in place privacy by default mechanisms to ensure that RTS approaches operate in compliance with privacy preservation regulations such as GDPR [35] . A new paradigm of Federated Machine Learning (FML) in which a group of data owners collectively train a model while keeping their data stored locally [36] has emerged to tackle this challenge. Secure protocols such as homogeneous encryption, differential privacy, and secret sharing are used to ensure that the information actually shared among data federation participants (e.g., model loss and gradients) does not breach user privacy [37] . Open source codes for FML are available [38] , [39] and an FML Standard with the IEEE (IEEE P3652.1) is being developed. We plan to carry out further research in order to enable the proposed MR bidding strategy to operate under the FML paradigm to offer better privacy protection for users.
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