The problem of domain aiming control is formulated for controlled stochastic nonlinear systems. This issue involves regularity of the solution to the resulting closed-loop stochastic system. To begin with, an extended existence and uniqueness theorem for stochastic differential equation with local Lipschitz coefficients is proven by using a Lyapunov-type function. A Lyapunov-based sufficient condition is also given under which there is no regularity of the solution for a class of stochastic differential equations. The notions of domain recurrence and residence time for stochastic nonlinear systems are introduced, and various criteria for the recurrence and non-recurrence relative to a bounded open domain or an unbounded domain are provided. Furthermore, upper bounds of either the expectation or the moment-generating function of the residence time are derived. In particular, a connection between the mean residence time and a Dirichlet problem is investigated and illustrated with a numerical example. Finally, the problem of domain aiming control is considered for certain types of nonlinear and linear stochastic systems. Several examples are provided to illustrate the theoretical results.
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Introduction
Let (Ω, F , P, {F t } t≥0 ) be a complete, filtered probability space, on which a standard R m -valued Brownian motion B t = (B T is defined. The filtration {F t } t≥0 is assumed to satisfy the usual conditions, i.e., it is right continuous and F 0 contains all P-null sets. Let |x| denote the Euclidean norm of x in R n , R + the set of nonnegative real numbers and N the set of natural numbers. Throughout this paper, if A is a matrix, its transpose is denoted by A T ; similarly, the transpose of a vector x is denoted by x T . If A is a symmetric matrix, we denote by λ max (A) and λ min (A) its largest and smallest eigenvalue, respectively. a ∧ b means the minimum of a and b, while a ∨ b represents the maximum of a and b. In addition, by convention we set inf{∅} = ∞, here ∅ denotes the empty set.
We shall consider a controlled stochastic system described by dX(t) = b(t, X(t), u(t))dt + g(t, X(t), u(t))dB t , X(0) = x 0 , t ≥ 0, (1.1) where the state X(t) ∈ R n and the control input u(t) ∈ R l ; b : R + ×R n ×R l → R n and g : R + × R n × R l → R n×m are measurable function of (t, x, u). If the control input u(t) is a function of t and X(t), that is u(t) = u(t, X(t)), we call it Markov control. In particular, if u(t) depends on X(t) only, this is socalled state feedback control. A Markov control u(t) is said to be admissible, if the solution {X is uniquely determined, that is the equation (1.2) has a unique global solution in the sense of no explosion. In this case, the unique solution {X 0,x 0 (t)} t≥0 of the equation (1.2) is a strong Markov process (see, for example [3] ).
Let U be a bounded domain (connected open subset) in R n containing x = 0 in its interior, and let ∂U be its boundary, U c the complement and [U] the closure. For any given T > 0, 0 < p < 1 and initial value x 0 ∈ [U] c , if there exists an admissible control u(t) such that the unique solution X 0,x 0 (t) of the closed-loop system (1.2) will reach the boundary ∂U during the time interval [0, T ] with probability p, such a controller is called the domain aiming controller of U. Correspondingly, the controlled stochastic system (1.1) is also said to be residence probability controllable in the domain [U] c . In the absence of the Itô integral term in (1.1), the aforementioned concept of domain aiming control still differs from regional stabilization. The regional stabilization for controlled nonlinear dynamical systems, in general, is to seek an appropriate controller such that the state of the resulting closedloop system enters a given neighborhood of the origin in a fixed time interval [0, T ], but the initial value is confined within a prescribed region of attraction containing the origin [1] , [9] . In fact, the problem of domain aiming control arises in many controlled stochastic systems, where the goal of control is to accomplish a certain task (to ensure that the trajectory of the system reach the target domain) during a specified period (T ) with a minimum measurement of performance (0 < p < 1). For example, let Y (t) and Z(t) denote the position at time t of a tracker and a tracked object, respectively, then X(t) = |Y (t) − Z(t)| (in fact, X(t)
2 is more suitable for mathematical analysis) represents the distance between the tracked one and the tracker. It is very important to find a controller by which the stochastic processes X(t), originating from x 0 outside a target domain, goes to the target domain during a period with a probability no less than a given threshold value. As a typical example, in the missile guidance problem [5] , U is defined as the domain of missile interception on a moving target, T is the period of the interception, and p is the probability of successful interception. We would like to stress that the notion of domain aiming control presented in this paper, indeed, also has a significant difference in contrast with the residence time controllability and the aiming control in [17] and [11] . The residence probability controllability in [11] gives a stronger formulation than the residence time controllability in [17] . In particular, the former utilizes the logarithmic first passage probability in a bounded domain to characterize the performance of stochastic systems. In these two references, however, the problem of aiming control and the control technique are suitable for linear systems with small, additive, stochastic perturbations, where the domain is a given bounded set to which the trajectory of the system should be confined during a specified time interval with some probabilistic meanings.
The foundation of domain aiming control is to design an admissible control law such that the resulting closed-loop system has a regional stability in some probabilistic sense. In order to describe the behavior of the solu-tion to (1.2) originating from outside of a domain U, the first hitting time of the domain plays an important role, which can be seen as the residence time outside the domain U. However, since the explicit solution to (1.2) is generally unavailable, it is often difficult or even impossible to get the probability distribution of the residence time. Alternatively, Lyapunov-type conditions are given for obtaining an upper bound to the probability that the residence time is not greater than the period T . This idea is not new. In fact, Lyapunov-type methods have been used to obtain upper bounds to probabilities of certain events for dealing with stabilization in probability of nonlinear stochastic systems in [12] and [2] .
As stated above, the domain aiming control problem involves the regularity of the resulting closed-loop stochastic system. A well-known uniqueness and existence theorem of solutions for a stochastic differential equation driven by a Brownian motion requires that the coefficients of the equation satisfy the local Lipschitz condition and the linear growth condition. The linear growth condition is too restrictive to be satisfied in many cases for domain aiming control problems of stochastic systems. In view of this limitation, an extended existence and uniqueness theorem for stochastic differential equations is proven by using a Lyapunov-type function analogous to Khasminskii's criteria in [7] . Lyapunov-based sufficient conditions are also given, under which there is no regularity of the solution for a class of stochastic differential equations. For a regular stochastic system, recurrence is an extremely important concept for studying domain aiming control problems. Roughly speaking, the recurrence relative to a domain means that the trajectory issuing from any initial values outside the domain will eventually reach the domain with probability one. The mathematical definition of the recurrence will be given in Section 3. If the solution of a stochastic differential equation is recurrent relative to a domain U, then the residence time of the solution outside the domain is almost surely finite. In order to deal with domain aiming control problems, we need to compute the probability that the residence time is less than or equal to the duration period. If the target domain is not recurrent, it is impossible to discuss such a control problem provided the probability p is relatively large. Therefore, sufficient conditions for domain recurrence and the finiteness of the expected residence time are given by virtue of Lyapunov functions. In addition, sufficient conditions are also proposed for no recurrence of stochastic systems. In domain aiming control problems, the probability that the trajectory {X 0,x 0 (t)} first reaches the boundary ∂U during the time interval [0, T ] is needed to estimate, because a direct calculation for this is usually infeasible. We derive a lower bound of the probability by obtaining upper bounds of its inverse probability or the mean residence time, and Chebyshev's inequality is used to get the required estimates. Under suitable assumptions, it is shown that there exists a connection between the mean residence time and a Dirichlet problem. Although the partial differential equation in the Dirichlet problem, in general, is not explicitly solvable, numerical methods can be used to give an approximate result of the solution. An illustrative example is provided for this purpose. By using these fundamental results, some sufficient conditions are given under which a class of nonlinear controlled stochastic systems is domain aiming controllable by selecting a suitable admissible control law. For the case of linear controlled stochastic systems, the domain aiming controllability follows by designing a feedback controller under weaker conditions.
If a nonlinear dynamical system incorporates a linear nominal part perturbed by model uncertainties, nonlinearities and both additive and multiplicative random noise, modeled by a Brownian motion, an Itô stochastic differential equation is suitable for describing such a real system in engineer. The basic theory and applications of Itô stochastic integrals and stochastic differential equations have been given in many textbooks (see, for example [4] , [8] , [3] and so on ), while various types of stochastic stability for stochastic systems have been discussed in [13] , [7] and [16] . In particular, a type of finite-time stochastic stability for stochastic processes were given in [13] , which is associated with certain types of first exit time problems. This stability means that a stochastic process x t will remain within in a given region Q 2 in an interval [0, T ] with probability no less than 1 − λ, if x 0 = x ∈ Q 1 ⊂ Q 2 . In this paper, the residence probability controllability of a controlled stochastic system corresponds to that the closed-loop system admits a regional stability in probability. This stochastic stability, in connection with the first hitting time problem, can be defined in a similar way as finite-time stochastic stability in [13] . Obviously, this kind of stochastic stability is different from almost surely finite-time stability of stochastic systems in [18] and [10] .
The paper is organized as follows. Section 2 begins with the regularity of the equation (1.2) with the help of Lyapunov functions. A sufficient condition is also given, under which there is no regularity for the equation. Section 3 devotes to giving criteria for the recurrence and non-recurrence of the solution to the equation (1.2) relative to a bounded open domain. Upper bounds of either the expectation or the moment-generating function of the residence time will be derived. In particular, a connection between the mean residence time and a Dirichlet problem has been built. A few examples are provided to illustrate the theoretical results including a numerical example. In section 4, the problem of domain aiming control is considered for nonlinear stochastic systems and linear stochastic systems. Finally, some concluding remarks are given in Section 5.
Regularity of the solution
Let us first consider the existence and uniqueness of the solution to (1.2) under unrestrictive conditions. A typical existence and uniqueness theorem states that there exists a unique solution to the equation (1.2) if both f and σ satisfy the local Lipschitz condition and the linear growth condition [4] , [7] , [16] . The linear growth condition is rather restrictive, so we shall impose some mild conditions on the coefficients of the equation. It is clear that the equation admits a unique local solution {X 0,x 0 (t)} for any x 0 ∈ R n if the local Lipschitz condition is fulfilled. In this case, we shall say that the process {X 0,x 0 (t)} is regular provided the explosion time is almost surely infinite. The regularity implies that the equation has a unique global solution. In the sequel, unless explicitly stated, we will denote X 0,x 0 (t) by X(t) without stressing the initial value x 0 for simplicity's sake.
Let L 1 (R + , R + ) denote the set of all functions ν :
We also denote by C 1,2 the set of all functions V on R + ×R n which are once differentiable in t ∈ R + and continuously twice differentiable in x ∈ R n . If V ∈ C 1,2 , we define an operator L acting on V by
where
Theorem 2.1. Suppose that f and σ are all continuous in (t, x) ∈ R + × R n and satisfy the following local Lipschitz condition: For each integer n ≥ 1 and arbitrary T > 0, there exists a positive constant K n,T such that, for all t ∈ [0, T ], as |x| ∨ |y| ≤ n,
If there exists a nonnegative function V ∈ C 1,2 such that
where γ(·) and α(·) are nonnegative functions satisfying Proof. For each n ≥ 1, let
and σ n (t, x) is similarly defined. Since f (t, 0) and σ(t, 0) are continuous functions in t ∈ [0, T ], it is readily seen that f n and σ n satisfy the Lipschitz condition and the linear growth condition. Hence there is a unique solution
Let τ n be the first exit time of the processes X n (t) from the set {x ∈ R n ; |x| < n} in [0, T ]. It is clear that τ n is a stopping time, which is defined as
This implies that τ n is increasing and has a limit τ = lim n→∞ τ n . Let
Then by the uniqueness result (2.4), the processes X(t) is well defined as t ∈ [0, τ n ]. Next, we will show that P(τ = T ) = 1. If this is not true, then there exists a sufficiently small positive constant ǫ such that P(τ ≤ T − ǫ) ≥ 2ǫ. Hence, there exists a sufficiently large integer n 0 , as
In this situation, for 0 ≤ t ≤ T , we can apply Itô's formula to derive that
It follows from Gronwall's inequality that
This is a contradiction due to inf 0≤t≤T,|x|=n V (t, x) → ∞ as n → ∞. We thus have that P(τ = T ) = 1. Since T is an arbitrary positive constant, {X(t)} t≥0 is a unique global solution of (1.2). From the proof of Theorem 2.1, it is known that the processes X(t) be-
2) is replaced by the following
and the other assumptions remain unchanged, then Theorem 2.1 still holds true. Indeed, by using a Bihari-type inequality (see Mao [16, Theorem 8.3, p . 46]), we can get that
By this inequality, the remainder of the proof follows in the same way as that of Theorem 2.1. Remark 2.1. We remark that Theorem 2.1 generalizes some existing results in the literature. To be precise, if γ(t) = 0 and α(t) = α > 0, then LV (t, x) ≤ αV (t, x). This case has been considered by Hasminskii (see [7] , Theorem 3.5 p.75). Assume that f and σ, except the local Lipschitz condition (2.1), also satisfies the following monotone condition: For any T > 0, there exists a positive constant
Taking V (t, x) = |x| 2 , one can easily derive that
This corresponds to the case of γ(t) = α(t) ≡ 2K T . Hence the existence and uniqueness result of the global solution in [16] (see Theorem 3.6, p. 59) can be seen as a special case of Theorem 2.1.
Remark 2.2. Suppose that there exists an
2) is weakened as
and other assumptions remain unchanged, then Theorem 2.1 is still valid. Without loss of generality, assume that x 0 ∈ U R 0 = {x ∈ R n : |x| < R 0 }. We now take a sufficiently large n ∈ N such that U R 0 ⊂ {x ∈ R n : |x| < n}. From the proof of Theorem 2.1, it is known that X(t) = X n (t) is the unique solution of (1.2) as t ∈ [0, τ n ]. Let τ R 0 is the first exit time of the process
Itô's formula and Gronwall's inequality, we can derive
It is easily seen that
The remained proof is similar, so we omit the details.
The following theorem gives a sufficient condition under which the regularity of the solution to the equation (1.2) does not hold. This theorem also generalizes a result of Hasminskii [7] , and has an analogous proof. Theorem 2.2. Under the condition of (2.1), if there exists a nonnegative and bounded function V ∈ C 1,2 in R + × R n such that
whereᾱ(t) ≥ 0 and satisfies
then the solution of the equation (1.2) is not regular.
Proof. As in the proof of Theorem 2.1, define X(t) = X n (t) as t ∈ [0, τ n ]. We will prove that P(τ = T ) < 1, where τ = lim n→∞ τ n . For 0 ≤ t ≤ T , we apply Itô's formula to e
(s)ds V (t, X(t)) and utilize (2.6) to obtain
Since V is bounded, it follows from the Lebesgue dominated convergence theorem that
Assume that P(τ = T ) = 1, we will derive a contradiction. Indeed, by (2.7), one may easily obtain that
This is in contradiction with the properties of lim t→∞ t 0ᾱ
(s)ds → ∞ and the boundedness of V , since T is an arbitrary positive constant. This completes the proof.
Domain recurrence and residence time of stochastic systems
The notion of recurrence relative to a domain was introduced by Khasminskii [7] . The domain recurrence of a stochastic system implies that its trajectories originating from any initial values outside the domain will finally enter the domain with probability one. The following domain recurrence requires almost all the paths of the system will eventually reach the boundary of the domain. There is a slight difference between the two definitions (Definition 3.1 corresponds to the recurrence of [D] indeed). We also provide Lyapunov-type sufficient conditions for a regular stochastic system to be recurrent or non-recurrent relative to an open bounded domain. In addition, we derive upper bounds of the mean and moment-generating function of the residence time under certain conditions, by which the probability that the trajectories first reach the boundary of the domain in fixed time achieves an upper bound. Under suitable assumptions, we will give a connection between the expectation of the residence time and a Dirichlet problem. 
c , is the first hitting time of ∂D, and P s,x denotes the probability law of {X(t)} t≥s when its initial value is X(s) = x. If s = 0, for simplicity, we write P s,x as P x .
Definition 3.2. A function µ : R + → R + is said to belong to class K if it is continuous, strictly increasing and satisfies µ(0) = 0. A class K function µ is said to belong to class K ∞ if µ(r) → ∞ as r → ∞. Suppose that f and σ are all continuous in (t, x) ∈ R + × R n and satisfy (2.1). If there exists a nonnegative function V ∈ C 1,2 such that,
and
where ν ∈ L 1 (R + , R + ), then the regularity holds for the equation (1.2) and its solution X(t) is recurrent with respect to the domain U for any initial value x 0 ∈ U. Furthermore, if (3.2) is strengthened as
3)
where µ ∈ K, and assume that τ U is the residence time of the sample path for the equation
4)
where r = inf x∈∂U |x| and E x 0 denotes the expectation with respect to the probability law P x 0 .
Proof. The regularity follows directly from Theorem 2.1 with γ(t) = ν(t) and α(t) = 0. It remains to show that the solution X(t) is U-recurrent for any given initial value x 0 ∈ [U], since the conclusion is trivial in the case of x 0 ∈ ∂U. Let r = inf x∈∂U |x|. It is clear that 0 < r < ∞. For any δ > 0, define U δ = {x ∈ R n : |x| < δ}. We now choose a sufficiently large R > 0 so that U ⊂ U R and x 0 ∈ U R . Define the stopping time
An application of Itô's formula yields that
By this and Fatou's lemma, we have
where we have used an convergence theorem established by Liptser and Shiryayev [14] with respect to the following semi-martingale:
This theorem implies that lim t→∞ V (t, X(t)) exists and is finite almost surely due to ν ∈ L 1 (R + , R + ). We thus have
This also gives that
by taking R → ∞ and using (3.1), since the regularity means that
and the required conclusion follows. In order to give an upper bound for E x 0 (τ U ), we now use Itô's formula and (3.3) to get
Applying Fatou's lemma on both sides of (3.6), we have
Since V is a nonnegative function, it is easy to derive that
An application of Fatou's lemma again, together with the monotone convergence theorem, yields that
This means that
The proof is complete.
Remark 3.1. Assume that there exists a constant α such that α < µ(r).
In this case, Theorem 3.1 can be generalized a bit if the condition (3.3) is replaced by
Indeed, similar to (3.6), it can be derived that
The remainder proof is the same as that of Theorem 3.1. Similarly, we can derive that
It is worth pointing out that, if there exist two K ∞ functions µ 1 and µ 2 such that µ 1 (|x|) ≤ V (t, x) ≤ µ 2 (|x|), and (3.3) is satisfied, then the stochastic LaSalle theorem in [15] yields that P x 0 (lim t→∞ X(t, x 0 ) = 0). In this case, it is obvious that the solution of (1.2) is recurrent with respect to the domain U. Therefore, the condition (3.2) in Theorem 3.1 is mild for the recurrence of a bounded domain.
Remark 3.2. It is known from the proof of Theorem 3.1 that if the regularity holds for the equation (1.2), and we can find a nonnegative function V ∈ C 1,2 satisfying (3.1) and (3.2) in the domain R + × U c , then the solution of (1.2) is U-recurrent. In fact, by Itô's formula, we have that
By the convergence theorem of semi-martingale in [14] , we get
exists and is finite almost surely. The rest of proof can be completed in the same way as Theorem 3.1. Note that either (3.3) or (3.7) not only can ensure the recurrence of the domain U but also can be used to derive an upper bound for E x 0 (τ U ), which can be weakened further just like the above-mentioned (3.2) in the domain R + × U c .
Theorem 2.1 and Theorem 3.1 depend on different auxiliary functions, so it is very necessary to point out how to construct auxiliary functions V 1 and V 2 that satisfy (2.2), (2.3) and (3.1), (3.3) for stochastic differential equations, respectively. We will give an example to illustrate these issues.
with initial value X(0) = x 0 ∈ U. Assume that
It is obvious that f and σ satisfy the local Lipschitz condition. Let V 1 (x) = log(1 + x 2 ). By Itô's formula, we have
For x ∈ U c = {x ∈ R : |x| ≥ δ}, define V 2 (x) = K + log |x|, where K is a sufficiently large positive constant such that V 2 (x) ≥ 0. It follows from Itô's formula that
If the constants α 1 , α 2 and α 3 have the property of
then by Theorem 2.1 and Remark 3.2, we conclude that the solution of (3.9) is U-recurrent. If α 3 = 0, then the stochastic system (3.9) reduces to a geometric Brownian motion. It is known that, if
, then lim t→∞ X(t) = 0 a.s.(see, for example [3] ). So the solution is recurrent with respect to the domain U. In this case, indeed, we can take V 3 (x) =
to obtain that 10) and the required assertion follows from Theorem 3.
, α 2 > 0, we assume without loss of generality that x 0 > δ. Let σ n be the exit time sequence of {X(t)} from (δ, 2 n δ), where n ∈ N and x 0 < 2 n δ. Using Itô's formula to log(x) and Fatou's lemma, we have
This means that E x 0 (σ n ) < ∞. Furthermore, by Itô's formula, we obtain
which gives that
Hence it follows that
This also implies that the solution of (3.9) is not U-recurrent when α 3 = 0 and α 1 > α 2 /2, α 2 > 0.
In order to deal with multi-dimensional stochastic systems, one may adopt ideas and techniques in Example 3.1 and give the following conditions: Suppose that U is a bounded open domain containing 0, f and σ satisfy the local Lipschitz condition (2.1). If there exists a constant α ∈ R and a function µ in class K such that
where A(t, x) = (a ij (t, x)) = σ(t, x)σ T (t, x), β < µ(r), then the solution of the equation (1.2) is recurrent relative to the domain U. where α(s) ≥ 0 is a function for which
Note that the regularity of the solution X(t) is needed in this criterion. Besides, if U is a bounded domain, it is not easy to construct an appropriate auxiliary function V ∈ C 1,2 in R + × U c with the property of (3.11) especially for those stochastic systems whose coefficients are independent of t.
If the domain U
c is bounded, it will be more convenient to construct a nonnegative function V satisfying (3.11) under certain assumptions. For example, if there exists a pair of a ii (t, x) and f i (t, x) such that
for any (t, x) ∈ R + × U c , it has been shown in [7] that a nonnegative function V ∈ C 1,2 exists and satisfies
Hence the solution X(t) of (1.2) is U-recurrent if the regularity holds. Indeed, in this case, we also can construct a nonnegative function such that (3.11) holds under more general conditions. We shall need the following assumptions. For any R > 0, there exists a pair of a ii (t, x) and f i (t, x) and positive constants c R ,ĉ R such that
Since U c is bounded, there exists a sufficiently large R > 0 so that
2m , where the constants K and m ∈ N will be specified later. Assume that (3.15) holds. By Itô's formula, for any (t, x) ∈ R + × U R , it follows that
if we choose an m ∈ N by the condition (2m − 1) ≥ 6Rc R . We then take a sufficiently large positive constant K ≥ (3R) 2m so that V (t, x) ≥ 0. It is easy to get that
If (3.16) holds, we can take V (t, x) = exp(αR) − exp(αx i ), where α is a suitable constant. By Itô's formula, we obtain that
if we take α = 2c R . In terms of Theorem 3.9 in [7] , we have proved the following theorem. .2) is recurrent relative to the domain U, provided the regularity of (1.2) is satisfied.
In particular, if there exist two positive constants r 1 , r 2 such that U c ⊂ {r 1 < |x| < r 2 }, Theorem 3.2 means that the first exit time of the solution X(t) of (2.1) from the domain U c is finite with probability one, if X(t) is regular and either (3.15) or (3.16) holds. In addition, it is easy to check that either (3.15) or (3.16) holds, if there exists a pair of a ii (t, x) and f i (t, x) such that (3.13) is satisfied. Theorem 3.3. Assume that (2.1) holds for the continuous coefficients f and σ in R + ×R n , and the domain U is the same as that in Theorem 3.1. Suppose moreover that there exists a nonnegative function V ∈ C 2 in R n \ {0} such that for any a > 0,
If there exists a pair of a ii (t, x) and b i (t, x) such that either (3.15) or (3.16) holds for any R > 0, then the solution X(t) of ( 1.2) is not recurrent relative to the domain U for any initial value x 0 ∈ [U].
Proof. Since f and σ satisfy the local Lipschitz condition (2.1), there exists a unique maximum local solution X(t) to the equation (1.2). Let τ n be the first exist time of the process X(t) from the domain {x ∈ R n : |x| < n}. It is clear that the sequence of stopping times {τ n } is monotonically increasing, and its limit, denoted by τ , is called the explosion time of X(t). If P x 0 (τ < ∞) > 0, then the solution X(t) is not regular, hence it is not recurrent relative to the domain U either. It remains to prove the assertion of the theorem when P x 0 (τ = ∞) = 1. Let τ U be the first time that the path of x(t) reaches the boundary of U. Since U is bounded, we can find an α > 0 satisfying |x 0 | > α so that U ⊂ {x ∈ R n : |x| < α}. We now choose a sufficiently large β > α > 0 such that x 0 ∈ D α,β = {x ∈ R n : α < |x| < β}. Let τ α,β denote the exit time from the shell D α,β . By Theorem 3.2, it follows that τ α,β < ∞ a.s. By Itô's formula, we have
Taking t → ∞ and using Fatou's lemma, we get
which implies that
Hence, taking β → ∞ and using (3.18), we have
By this and (3.18) again, one easily sees that
This gives the assertion.
Example 3.2. One-dimensional O-U process is described by
This equation has a unique solution and the solution is given by
It is easy to derive that LV (x) = 0. Hence, by Theorem 3.1 the solution X t is recurrent relative to U for any initial value x 0 ∈ (−δ, δ). If µ > 0, we take
It is clear that the conditions (3.15), (3.17) and (3.18) hold, and the solution X t is not recurrent with respect to the domain U for any x 0 ∈ [−δ, δ] according to Theorem 3.3. This example, indeed, shows that µ ≤ 0 is the sufficient and necessary condition for the recurrence of U. We impose the following assumptions: (A 1 ) The matrix (a ij (t, x)) is positive definite for any (t, x) ∈ R + × R n .
(A 2 ) For any a > 0,
where θ : R + → R is a continuous function such that
Notice that (3.20) is fulfilled for any of the functions
An application of Itô's formula to V (x) = Φ(|x|) yields that
It is easy to verify that the conditions (3.17) and (3.18) are satisfied, since
Hence, under the assumptions of (A 1 ) and (A 2 ), if either (3.15) or (3.16) holds, then the solution of (1.2) is not recurrent relative to the domain U as in Theorem 3.3 for any initial value x 0 ∈ [U] If the condition (3.3) in Theorem 3.1 is replaced by a somewhat more stringent condition, the following theorem is useful for estimating the expectation of the stochastic residence time.
Theorem 3.4. Given a domain U as in Theorem 3.1. Assume that (2.1) holds for the continuous coefficients f and σ in R + × R n . If there exists a nonnegative function V ∈ C 1,2 such that
then the solution X(t) of the equation (1.2) is U-recurrent and satisfies
, (3.23)
where T > 0, x 0 ∈ U c and R 0 = max x∈∂U |x|.
Proof. By (3.22) and the assumptions to the theorem, it follows from Theorem 2.1 and Remark 2.2 that the regularity holds for the equation (1.2) with arbitrary given initial value X(0) = x 0 ∈ R n . Moreover, employing (3.21), (3.22) and Theorem 3.1, we conclude that the solution of the equation (1.2) is U-recurrent, that is, P x 0 (τ U < ∞) = 1 for any x 0 ∈ U c . Let τ n be the first exist time of the process X(t) from the domain {x ∈ R n : |x| < n}. Applying Itô's formula, for any T > 0 we have
Since the solution of the equation (1.2) is regular, Fatou's lemma yields
owing to (3.21). By (3.26), it then follows that inf t≥0,x∈∂U
By (3.27) and (3.21), we also have
and the required assertions follow. From (3.23) and (3.24) of Theorem 3.4, it is easy to get
, via Chebyshev's inequality. This inequality can be used to deal with the domain control problems, just as stated in Section 1. In particular, if the bounded domain U is an open ball B δ = {x ∈ R n : |x| < δ}, δ > 0, and the inequalities (3.21) and (3.22) are replaced by the following equalities
then it is obvious that
Let D be a domain in R n . We shall say that the partial differential operator L is uniformly elliptic in R + × D, if there exists a positive constant µ such that
for all t ∈ R + , x ∈ D, ξ ∈ R n . That is, all the eigenvalues of the symmetric matrix (a ij (t, x)) n i,j=1 have a positive lower bound. The following theorem will give a connection between E x (τ U ) and a Dirichlet problem under suitable assumptions. The proof uses an approach similar to that used for proving Theorem 3.11 in [7] . Theorem 3.5. Let U be an open ball B δ , 0 < δ < ∞. Assume that the coefficients f and σ are independent of t and satisfy the local Lipschitz condition (2.1). Furthermore, assume that there exists a nonnegative function V ∈ C 1,2 in R + × B c δ such that (3.1) and (3.3) are satisfied. Then E x 0 (τ U ) exists for any initial value x 0 ∈ U of the equation (1.2) and is a solution of the following Dirichlet problem
provided the partial differential operator L is uniformly elliptic in U c .
Proof. Under the conditions of the theorem, it follows from Theorem 2.1 and Remark 2.2 that the regularity of the equation (1.2) holds. From Theorem 3.1 and Remark 3.2, we can conclude that E x 0 (τ U ) < ∞ for any given initial value x 0 ∈ U. Let τ c ∩ {|x| < n}. Due to the regularity of the solution, it is obvious that
by the monotone convergence theorem. Note that the coefficients f and σ satisfy the Lipschitz condion in the domain U c ∩ {|x| ≤ n} and the diffusion matrix is uniformly elliptic, it then follows from the theory of partial differential equation (see e.g. Friedman [4] , Theorem 2.4, p.134) that the following Dirichlet problem
admits a unique solution. By means of Itô's formula, one easily sees that
is the unique solution of (3.33) and (3.34) by virtue of the definition of τ n U . We now take a sufficiently large n 0 ∈ N such that [U] ⊂ {|x| ≤ n 0 }. For any n ≥ n 0 , let
We now define
It is obvious that v n (x) ≥ 0 and satisfies
Note that for any given initial value x 0 ∈ [U] c , there exists a sufficiently large n 1 ≥ n 0 such that x 0 ∈ [U] c ∩ {|x| < n} for each n ≥ n 1 . In this case, it is easy to know that v n (·) is harmonic at x 0 (see, for example, [6] , p. 21-22), if necessary, we can take a small neighborhood of x 0 , denoted by U δ (x 0 ), δ > 0, and consider v n (x) for all x ∈ U δ (x 0 ). This, together with (3.33), implies that Lu(x 0 ) = −1. Since x 0 is arbitrary, then Lu(x) = −1 holds for any
c . By the definition of τ U and the property of E x (τ U ), we thus have u(x) ∂U = 0 as required. 
(3.37)
Assume that the drift term f (x) = −x m for some odd number m ∈ N. In this case, by taking V (x) = x 2 , it is easy to derive that
If U = (−1, 1), it then follows from Theorem 2.1, Theorem 3.1 and Remark 3.1 that the unique solution of (3.37) is recurrent relative to the interval U for any given initial value x 0 ∈ (−1, 1). To be precise, we have
For the system (3.37), we can conclude from Theorem 3.
Even in such a simpler situation, it is very difficult to find an exact solution for τ (x). Therefore, we shall solve (3.39) numerically with the help of the R software for various initial values of X(0). Table 1 . shows the computational results for the Dirichlet problem of (3.39) relative to the stochastic system (3.37) with m = 1 and m = 3 by setting an upper bound of τ (1 + h) according to (3.8) of Remark 3.1, where h = (3 − 1)/10000 is the step size. We need to search the best value of τ (1 + h) by (3.39) such that the following quantity
achieves the least value since it is an approximation of τ (1) = 0. 
Domain Aiming Control
In this section, we first consider the following controlled stochastic system of the form Given a pair (T, p) with T > 0 and 0 < p < 1, we are interested in choosing a Markovian control law u(t), by which the state X(t) of the resulting closed-loop stochastic system, originating from x 0 outside the target domain B δ , will reach the boundary of B δ during period T with probability p. Definition 4.1. Given a triple (T, p, U), if there exists an admissible control u(t) = u(t, X(t)) such that the resulting stochastic system of the controlled stochastic system (1.1) has the property of
for any given initial value X(0) = x 0 ∈ [U] c , then the system (1.1) is said to be residence probability controllable in the domain [U] c . In this case, u(t) is called a domain aiming controller of U. 
under the conditions of (3.1) in Theorem 3.1 and (3.7) in Remark 3.1, or satisfies
under the conditions of (3.21) and (3.22) in Theorem 3.4.
Proof. Under the assumptions of the theorem, for each given pair (T, p), we can choose a Markovian control law given by u = −g(t, X(t)) + f (t, X(t)).
According to Theorem 3.1, Remark 3.1 and Theorem 3.4, we can conclude that the corresponding closed-loop stochastic system is regular and its solution is recurrent with respect to the domain B δ . Let τ be the residence time in the domain [B δ ] c for any given initial value x 0 ∈ [B δ ] c . We thus have
if the conditions (3.1) and (3.7) are fulfilled. By using Chebyshev's inequality, we further have
Under the conditions (3.21) and (3.22) of Theorem 3.4, it follows from (3.24) that
is satisfied. The proof is complete.
Example 4.1. Consider the following controlled stochastic system
whereσ : R + × R n → R is local Lipschitz continuous and satisfies
Now, using a Lyapnov function V defined on R n by V (x) = 1 2 |x| 2 , one can prove that the closed-loop system
is regular and recurrent with respect to the open ball B 1 = {|x| < 1} for any given initial value x 0 ∈ B 1 from Theorem 3.1, since
By Theorem 4.1, for any given pair (T, p), if the initial value x 0 and α satisfy
then the controlled stochastic system (4.4) is residence probability controllable outside the open ball B 1 . In fact, the condition (4.5) can be removed for the problem of domain aiming control. For this, we can choose the same Lyapunov function V and a control law
Similarly, one can derive that
By Theorem 4.1 again, it is readily seen that if
then the system (4.4) is also residence probability controllable outside B 1 .
In the case of linear controlled stochastic systems, Theorem 4.1 can be used to design an appropriate admissible control such that the corresponding closed-loop stochastic system is residence probability controllable under unrestrictive conditions. Let us consider a linear controlled stochastic system in the form dX(t) = (AX(t) + Bu)dt + CdB t , X(0) = x 0 ∈ R n , (4.6)
where A is a square matrix of order n, while B and C are n × l and n × m matrices, respectively. If n = l and B is of full rank, we have: where I n is the identity matrix and γ > 0 is a sufficiently large constant that will be determined later. It is easy to deduce that
where λ i , i = 1, 2, · · · n are eigenvalues of CC T , and λ 1 ≥ 0 is the smallest one. If we choose an appropriate γ > 0 such that
λ i a γ > 0, then from Theorem 3.1 and Remark 3.1, it is known that the resulting closedloop system is recurrent with respect to B δ . By Theorem 4.1, furthermore, if the initial value x 0 satisfies 1 2 x 8) then the required conclusion follows. Indeed, for any given T, p, δ and x 0 , we always can find a sufficiently large positive constant γ satisfying (4.8), since λ min (M) > 0 and lim γ→∞ a γ → ∞.
Remark 4.1. If B has full column rank with l < n, then by an suitable linear transformX = P X, the system (4.6) can be reduced to the form
where P andB 1 are n × n and l × l matrices with full rank. Furthermore, if A 21 = 0 andC 2 = 0, and the deterministic subsystem, dX 2 (t) =Ā 22X2 (t)dt, is asymptotically stable in the sense that lim t→∞X2 (t) = 0 for any initial valuex 2 (0), we can consider an alternative domain aiming control problem for the controlled stochastic system dX 1 (t) = (Ā 11X1 (t) +Ā 12X2 (t))dt +B 1 udt +C 1 dB t , for which Theorem 4.1 can apply. It is obvious that, if the pair (A, B) is nonreachable (see, for example [19] , Theorem 3.4, p.103), then there exists a similarity transformX = P X such thatĀ 21 = 0 in (4.9). In addition, if Span(C) ⊂ Span(B), thenC 2 = 0, where Span(C) denotes the subspace of R n generated by all column vectors of C.
Conclusion
In this paper, a problem of domain aiming control has been formulated and considered for controlled stochastic systems described by Itô stochastic differential equations. The goal of control is to find a control law such that the trajectory of the close-loop system, originating from a initial value outside an open and bounded domain, can reach the domain during a specified duration with a certain probability. The approach adopted in this paper was based on probabilistic analysis of the stochastic residence time outside the domain. It is often difficult or even impossible to get the probability distribution of the residence time. Alternatively, Lyapunov-type conditions have been given for obtaining an upper bound to the expected residence time. If the target domain is nonrecurrent, it is generally infeasible to solve this issue by designing a desired controller. Accordingly, various criteria for the recurrence and non-recurrence relative to a bounded open domain or an unbounded domain have been provided by means of Lyapunov functions.
Future research effort can be devoted to the problem of domain aiming control for different types of controlled stochastic nonlinear systems. For example, the drift of the stochastic system is affine in the control input. It is also of interest to investigate the case that the diffusion of the stochastic system has a control input. Another direction that is of extremely important in theory is to give sufficient and necessary conditions for domain aiming controllability of stochastic systems.
