In this paper we report on the implementation of a heuristic for preprocessing a set of n points in the plane to find one that is closest to the boundary of an object that is geometrically more complex than a simple point, to wit, a line, a half-line, a line-segment, a rectangle, a convex polygon with a fixed number of sides, a circle, an ellipse, or any other convex object whose boundary has a constant-sized description. Our experimental results show that the heuristic is more effective than a naive brute-force approach for query objects with small perimeter relative to the given point set, and large values of n.
Introduction
There is a vast literature on the problem of preprocessing a set of n sites S = {p 1 , p 2 , p 3 , . . . , p n } to find the site that is closest to a query point p (see Clarkson [4] , Liu et al. [9] for example). A problem that has been less studied is that of preprocessing the set of sites to find one that is closest to the boundary of an object that is geometrically more complex than a simple point, to wit, a line, a half-line, a line-segment, a rectangle, a convex polygon with a fixed number of sides, a circle, an ellipse, or any other convex object whose boundary has a constant-sized description. Thus the query objects that we shall consider are either curves that are convex in one-dimension or curves with constant-sized description that bound convex regions. We can also handle a non-convex curve if it can be decomposed into a constant number of convex pieces (a polyline, for example).
Assuming that the distance from a point to a query curve can be determined in constant time, then a query can be answered in O(n) time, using O(n) space to store the points in a list. The problem becomes harder if we want sublinear query time. In this paper, we address this problem.
Motivated by applications in pattern classification and data clustering, Mitra and Chaudhuri [11] have proposed an algorithm for this problem when the query objects are lines. Other applications include those in geographic information systems. We can also find other applications of this problem by interpreting the query object as the locus traced out by another object.
A theoretical motivation is to show the connection of this problem with the very well-studied range-query problem in Computational Geometry. However, the data structures that one would borrow from range-query problems are rather complicated, and this brings us to the other goal of this paper -is there a simple way of doing this that can be easily implemented in practice? Indeed there is, and we describe a simple solution that can answer proximity queries for a number of different geometrically complex query objects in a uniform way.
The paper is organized as follows. In the next section, we discuss some prior work. In the following section, we briefly introduce the partition tree data structure, and show a general connection between range queries and closest-point queries in the section after that. In the fifth section, we outline our heuristic technique, and we conclude in the sixth section. Cole and Yap [5] were the first to address this problem when the query object is a line. They reported a solution with both preprocessing time and space in O(n 2 ) and query time in O(log n). Lee and Ching [8] obtained the same result using geometric duality. Mitra [12] reported an algorithm with both preprocessing time and space in O(n log n) and query time in O(n 0.695 ). In a subsequent paper, Mitra and Chaudhuri [11] improved the space complexity to O(n). Mukhopadhyay [14] used the simplicial partition technique of Matousek [10] to improve the query time to O(n 1/2+ ) for arbitrary > 0, with preprocessing time and space in O(n 1+ ) and O(n log n) respectively. Nandy et al. [15] reported an algorithm for the k-nearest neighbours of a query line with preprocessing time and space in O(n 2 ) and O(n 2 / log n) respectively, and query time in O(k + log n).
Prior Work
When the query object is a line segment, Goswami et al. [7] reported an algorithm for computing the k-nearest points with both preprocessing time and space in O(n 2 ) and query time in O(k + log 2 n). The solution is reduced to two triangle range queries and to two point-locations in a k-th order Voronoi diagram and involves some complicated data structures. No implementation of this algorithm has been reported. We might point out that it is straightforward to extend the algorithm of this paper to the case when the query object is a half-line.
When the query object is a circle, Mitra et al. [13] reported two different schemes: one of these has both preprocessing time and space in O(n 3 ) and query time in O(log 2 n); the other has preprocessing time and space in O(n 1+ ) and O(n log n) respectively and query time in O(n 2/3+ ). No implementation has been reported for the algorithms in this paper either. The latter scheme uses a lifting transformation that can be dispensed with if we make use of the partition trees of the next section. These trees reduce the complexity of a query to O( √ n polylog(n)), but increase the preprocessing time to a higher degree polynomial in the input size.
A related problem is that of continuous nearest neighbor: given some query curve, partition the curve into intervals so that each point in a given interval
