In this paper, a local min-orthogonal method is developed to solve cooperative nonlinear elliptic systems for multiple co-existing solutions. A characterization of co-existing critical points of a dual functional is established and used as a mathematical justification for the method. The method is then implemented to numerically solve two coupled nonlinear Schrödinger equations which model spatial vector solitons propagating in a saturable bulk nonlinear medium for multiple co-existing solutions.
Introduction
An understanding of the interaction of simple physical objects (e.g., scalar solitons) leading to the formation of more complex objects (e.g., vector solitons) is an ultimate goal of fundamental research in many key areas, such as condensed matter physics, dynamics of biomolecules, nonlinear optics, etc [13] . Recently rapidly developing techniques of atomic, molecular and optical physics [12] have opened a door to carry out more intrinsic investigation on the complex and intriguing dynamics induced by the vector nature of numerous nonlinear phenomena. For instance, it has been experimentally observed [11, 13] that several optical beams generated by coherent sources can be combined to produce a multicomponent selftrapped beams, also called spatial vector solitons. Similar vector phenomena such as vortices have been observed [10, 12] in multicomponent Bose-Einstein condensates (BEC) and exploited to explain their dynamical properties.
Multicomponent solitons (vector solitons) are of typical vector phenomena which have recently witnessed a renewed interest because of more and more experimental realization in the aforementioned areas. In this paper, we shall study the interaction of two mutually incoherent (2+1)-dimensional optical beams (E 1 , E 2 ) propagating in a saturable bulk medium (e.g., photorefractive crystals) along z direction, which leads to our model problem, i.e., a system of two coupled nonlinear Schrödinger (NLS) equations [8, 11] , v(x, y), (1.3) where µ ≡ λ 1 = 1 − β 1 ∈ (0, 1) is the saturation parameter (the limit µ → 0 corresponds to the Kerr medium), I(x, y) = u 2 (x, y) + v 2 (x, y) is the total intensity, the nonlinear term I(x,y) 1+µI(x,y) characterizes a saturable nonlinearity of the medium. In this paper, we aim to find multiple vector solitons to (1.1) or co-existing solutions to (1.3) in an ascending order of their instability index, i.e., the number of maximum linearly independent directions along which a small perturbation decreases the associated functional value.
Similar to system (1.3), several semilinear elliptic systems that are derived from the Schrödinger systems in other applications [8, 12, 23] instance, the study of the mutual interaction of two optical beams (ψ 1 , ψ 2 ) propagating in an inhomogeneous Kerr medium (e.g., a photonic crystal fiber) [23] gives rise to a coupled system of the form (1.4) with k 1 = k 2 = 1 and
and the study of two-component BEC leads to the well-known Gross-Pitaevskii (GP) system [12] , which is also of the form (1.4) but with k j = 2m j (j = 1, 2) and
When the nonlinear terms Φ 1 , Φ 2 in (1.4) (see, e.g., equations (1.3), (1.5) or (1.6)) satisfy
for a function G(x, u(x), v(x)) which is C 1 in the second and third variables, those problems are variational. Thus we consider a semilinear cooperative elliptic system of the form
where Ω is a bounded open domain in R N , n is the unit outer normal vector; G : Ω×R 2 → R is of class C 1 in the second and third variables, satisfying the following hypotheses
e. x ∈ Ω, for some constants C > 0 and
if N ≥ 3 or 2 < p < +∞ if N = 1, 2 (subcritical growth [30, 33] ),
where (G u , G v ) is the gradient of G in the second and third variables (u, v) ∈ R 2 . Condition (A1) is imposed in order to apply the continuous embedding
, where
that a weak solution (u * , v * ) of (1.7) is precisely a critical point of a dual C 1 -functional
given by Spatial solitons have been a subject of many studies [7, 8, 13, 14, 17] since their first theoretical prediction [5] . After a number of experimental observations of self-guided light beams in various types of nonlinear bulk media were reported, the study of spatial optical solitons and their interactions became an active research area in nonlinear optics, see [7, 8, 11, 13, 14] . In particular, it has been shown that several light beams can be combined to produce multicomponent self-trapped states, so-called spatial vector solitons. Physically, these vector solitons (corresponding to co-existing excited states) are "particle-like" localized nonlinear objects; mathematically, they are unstable solitary wave solutions to certain NLS systems [7, 8, 11] , see also (1.1). Since all those vector solitons are unstable, instability analysis becomes important both practically and theoretically. However, "so far, numerical methods have been proved to be the only available tool for analyzing the mutually trapped states in the nonlinear regime, especially solitons without radial symmetry (e.g., dipole or multipole vector solitons)" [8] . It has also been observed that the dipole-mode vector solitons are much more stable than any other vector soliton. They are "stable enough for experimental observation, . . . , extremely robust, have a typical lifetime of several hundred diffraction lengths and survive a wide range of perturbations" [11] .
Our goal here is to develop some numerical methods for finding those multiple nontrivial solutions (co-existing states) in a stable way and measuring their instabilities as well. So far, such methods are not available in the literature. One may want to mention a Newton's method. But it is known that a Newton's method depends so heavily on an initial guess and has difficulties in handling degenerate cases. Besides, even it successfully captures a solution, it is still blind to the instability information of the solution since it does not assume or use the variational structure of a problem. As a pioneering work in variational methods, a mountain pass algorithm [6] was developed to find the ground states (1-saddles) in 1993. Then a high linking method [9] was proposed to capture 2-saddles in 1999. But no mathematical justification on those methods was given. Then, a local minimax method (LMM) together with its mathematical justification and convergence were developed in [15, 16, 32] to find multiple saddle points in an order based on their instability index [36] , i.e., the number of linearly independent directions along which the functional energy decreases under a small perturbation. Meanwhile, LMM views solutions of the form (0, v) or (u, 0) as nontrivial ones on a Cartesian product space. Because of this, our efforts for finding those co-existing states will be greatly weakened or even become fruitless. Therefore new modifications must be developed.
The outline of this paper is as follows. In Section 2 we establish a local min-orthogonal characterization for the co-existing critical points (states) of dual functionals. Based on this characterization, a local min-orthogonal algorithm as well as its convergence for finding multiple co-existing states is given in Section 3. Finally, in Section 4 we implement the algorithm to solve our model problem (1.3) for multiple vector solitons. Due to page limit, results on instability analysis will be presented in a subsequent paper [4] .
A New Local Min-Orthogonal Characterization
In this section, we will establish a general framework for characterizing co-existing saddle points by improving the original framework of LMM. Here is the basic idea of LMM. For a given Hilbert space H, one first sets or selects a subspace L ⊂ H, called a support, which is spanned by all trivial and known solutions at lower critical levels and from which an algorithm search needs to keep away; then introduces a composite functional
It is easy to see
However, when it comes to solving a general cooperative system (1.7) for co-existing solutions, there are usually many and even infinitely many trivial solutions needed to be excluded. Under the above framework, the support L may contain too many trivial solutions in different critical levels and even become infinite dimensional. It causes serious problems in numerical implementation. In this paper, we shall fix this problem by introducing a new selection function and then deriving a new characterization for co-existing saddle points.
For i = 1, 2, let H i be a Hilbert space with inner product ·, · , L i be a closed subspace of
Remark 2.1.
(a) Definition 2.1 is stronger than the original one in [35] since
However, this new definition not only enables us to identify and capture the co-existing states, but also gives us more flexibility to solve other nonlinear systems.
(c) Definition 2.1 can be easily extended to a multicomponent system.
It is easy to see the orthogonality in the above definition is preserved under a limit of w in S L ⊥ , which leads to the following lemma (its proof is straightforward and thus omitted).
With Definition 2.1, critical points of a dual functional J can be characterized as below:
, then a necessary and sufficient condition that u * = p(w * ) is a co-existing critical point of J is that there exists a neighborhood N (w * ) of w * s.t.
Proof. Only need to prove the sufficiency. Since
On the other hand, for each w ∈ L ⊥ , when the scalar s is small, we have w
This and (2.2) imply that
The following lemma is crucial in this work and will lead to a characterization on coexisting critical points of a dual functional J and a stepsize rule for our numerical algorithm.
) and w(s) → w as s → 0, p is continuous at w implies that p(w(s)) − p(w) → 0 and
This together with (2.5) leads to 
Combining (2.8) and (2.9), we obtain
This inequality together with (2.6) yields (2.3).
With Lemma 2.3, we can now establish the following local min-orthogonal characterization of the co-existing critical points.
is a co-existing critical point of J.
Proof. Suppose J ′ (p(w)) = 0. By (ii), we have p(w) = (p 1 (w), p 2 (w)) = (t 1 w 1 , t 2 w 2 ) + w L for some scalars t 1 = 0, t 2 = 0 and w L ∈ L. There are two cases: either (a) t 1 · t 2 > 0 or (b)
Since Case (b) can be converted to Case (a) by settingw = (w 1 , −w 2 ), we only need to discuss Case (a). For Case (a), by Lemma 2.3, there is s 0 > 0 s.t. for 0 < s < s 0 ,
which contradicts (iii).
Remark 2.2. Let us define a solution set
Lemma 2.1 shows that M is closed and Theorem 2.2 states that a local minimizer of J(·) on M, or J(p(·)) on S L ⊥ , yields a saddle point p(w * ), which can be numerically approximated by a minimization method, e.g., a steepest descent method. The subspace L here serves as a support in search of a local minimizer of J(·) outside L.
A Flow Chart of a New Local Min-Orthogonal Algorithm
In this section, we present a flow chart of our algorithm, called a Local Min-Orthogonal Algorithm (LMOA). With the previous notations, let {u 1 , . . . , u m } ⊂ H 1 and {v 1 , ..., v n } ⊂
Choose an error tolerance ε > 0 and a stepsize control parameter λ ∈ (0, 1).
Step 1:
= 0 and an appropriate initial guess (t
n ). Use this initial guess to solve a system of m + n + 2 nonlinear equations
for the m + n + 2 unknowns (t
and t
Step 2: Set w (k) = p(θ (k) ) and compute the gradient
Step 3: If d (k) < ε, then OUTPUT w (k) , STOP; Otherwise, GOTO Step 4.
Step 4: For each s > 0, let
. Determine the stepsize
, where (t
n ) is used as an initial guess to evaluate
in the same way as in Step 1.
Step 5: 
2 ] and are apparently satisfied for any critical point of J. To find a new critical point, one needs to choose an appropriate initial guess in Step 1 (for example, except t 
Then this solution will be used as the initial guess for next evaluation of p. In Step 4, it is crucial to follow the initial guess
n ) consistently in evaluating the L-⊥ selection p from equations in (3.1). Such a strategy is used to avoid a possible jump of p from one branch to another in the solution set M and to keep p "continuous". Note that equations in (3.1) usually have multiple solutions when J has multiple critical points.
(c) The algorithm is stable in the sense that the energy functional J is strictly decreasing,
To obtain a convergence result of LMOA, the Palais-Smale (PS) condition is needed in replace of the usual compactness condition. Then a subsequence convergence result parallel to Theorems 3.1-3.2 in [16] reads as:
for some α > 0 and all k = 1, 2, . . . , and
} is a sequence generated by LMOA (wherein the stop criterion d Similarly, more convergence results can be established as in [16] . Since LMOA is based on a steepest descent method, its rate of convergence is expected to be linear. To speed up the convergence, a Newton's method can be used after a number of iterations by LMOA, refer also to [28] .
Application for Solving Multiple Spatial Vector Solitons
With the algorithm proposed in Section 3, we are ready to carry out some numerical computations for our model problem (1.3). Let H 1 = H 2 = H 1 0 (Ω) and H = H 1 × H 2 . We denote the coordinates (x, y) by x = (x 1 , x 2 ). By previous considerations, we have
,
Thus system (1.3) is of the form (1.7) and its dual functional is of the form (1.8). While co-existing solutions to system (1.3) have been repeatedly observed in experiments [11, 13] , most existence results (see, e.g., [1, 21, 33, 37] ) in mathematics literature only focus on nonzero solutions not the co-existing ones. Furthermore, a closer examination of system (1.3) displays the following facts. Proof. Multiplying the first and the second equations in (1.3) respectively by v and u, and integrating by parts yields 
Computation of the Gradient ∇J(w) and an L-⊥ Selection p(θ)
In this subsection, we discuss how to compute ∇J(w) and an L-⊥ selection p(θ) for (1.7) and (1.8). Let · be the norm of
whose smoothness is "poor". In general, it cannot be used as a search direction in
Thus we use its canonical identification in H to define the gradient
. Then d can be solved from the following linear elliptic system
e.g., by a MATLAB subroutine ASSEMPDE, a linear PDE or PDE systems solver based on a finite-element method.
In Steps 1 and 4 of LMOA, we need to compute w = p(θ), the value of a local L-⊥ selection
From the definition of p, we can write w = (w 1 , w 2 ) = (
. Here, the m + n + 2 unknowns t 0 , t 1 , ..., t m , r 0 , r 1 , ..., r n are solved from the orthogonal
, which, through integration by parts, lead to a system of m + n + 2 nonlinear algebraic equations
This system is then solved by a MATLAB subroutine FSOLVE or FMINUNC with an initial guess selected by the same strategy as described in Remark 3.1(b).
Numerical Results
Due to the localized nature [8, 11, 20] of stationary states to system (1.1), i.e., u(x), v(x) vanish as x → ∞, we set Ω = (−10, 10) × (−10, 10) as in [11, 31] . Also, we choose γ = 0.65, µ = 0.5 as in [11] for system (1.3) and set the error tolerance ε = 10 −4 to terminate our iteration. Since our model problem (1.1) possesses various symmetries, we developed a symmetric mesh grid on Ω. Fig. 1(a) is a coarse sample of a symmetric mesh we used. As an important notion in stability analysis, the Morse index (MI) [26] reveals some information on the local structures of nondegenerate critical points and has been widely applied to measure local instabilities of unstable solutions (saddle points). As a generalization, a local instability index (LII) (LII(u
) associated with our algorithm is defined in [4] to induce a partial order of multiple solutions captured. i.e., it will decay to zero. Thus, as long as multiple solutions are concerned, introducing a support is crucial in numerical computations. Contrary to a Newton's method, the selection of an initial guess in our method is quite flexible. However, for the instructive purpose and readers' convenience, suggested initial guesses (u 0 , v 0 )'s and supports L's are included below, wherein f (x, y) = e −0.05(x 2 +y 2 ) (y 2 − 100)(x 2 − 100), g(x, y) = cos(0.05πx) cos(0.05πy). It is easy to check that f (x, y), g(x, y) are positive symmetric functions on Ω.
(1) cf. Fig.2(a) . Choose (u 0 , v 0 ) = (f (x, y), f (x, y)(y + x)) and L = {0} × {w 1 } with
+y 2 50
g(x, y). Solution (a) can also be obtained by applying the odd symmetry to the v-component w.r.t. the line y + x = 0 while letting L = {0} × {0}. This is the most stable co-existing state that we can find. Its Morse index is at least 3.
(2) cf. g(x, y)y.
Likewise, solution (f) can be obtained by letting L = {0} × {0} and applying the odd symmetry to the v-component w.r.t. both the x-axis and the y-axis. This is another quadrupole mode vector soliton whose Morse index is at least 5. To obtain a vortex-mode vector soliton, we use a radial domainΩ = {(x, y) : x 2 + y 2 < 100}. A vortex-mode vector soliton onΩ is shown as in Fig. 1(b) , where the v-component is a sign changing radial function with a 1-dimensional peak set (ring-shaped). For such a vortex structure, there is no finite dimensional sufficient support available due to the radial symmetry. A local min-orthogonal approximation, followed by a Newton's iteration method, can capture such a radial solution. Hence, it should possess a large MI (at least 4) and be more unstable than the dipole-mode vector soliton which has the least LII (and MI) among all the vector solitons. This analysis coincides with the observation made in [11] , i.e., ". . . , with a small perturbation, the system of a vortex structure (vortex soliton) near cutoff will decay into the system of a dipole structure (dipole soliton)".
Except those co-existing solutions to (1.3), there are quite a few non co-existing ones, which are of less interest in physics applications and hence are omitted here. With our new local min-orthogonal method, we are able to locate the co-existing solutions while excluding the non co-existing ones. More investigation on computational theory and methods for solving nonlinear elliptic systems will be presented in a subsequent paper [4] .
