Pollution abatement and environmental equity: A dynamic study by Nadezhda V Baryshnikova
Journal of Urban Economics 68 (2010) 183–190Contents lists available at ScienceDirect
Journal of Urban Economics
www.elsevier .com/locate / juePollution abatement and environmental equity: A dynamic study
Nadezhda V. Baryshnikova *
School of Economics, University of Adelaide, Australiaa r t i c l e i n f o
Article history:
Received 6 March 2008
Revised 4 April 2010


















Instrumental variable0094-1190/$ - see front matter  2010 Elsevier Inc. A
doi:10.1016/j.jue.2010.04.001
* Address: School of Economics, University of A
Australia. Fax: +61 8 8223 1460.
E-mail address: nadezhda.baryshnikova@adelaide.
1 Environmental Protection Agency (EPA): http://ww
tice/.a b s t r a c t
We study pollution abatement and environmental equity in a dynamic panel model using data for 234
plants in the US pulp and paper industry observed over the period 1985–1997. We suggest a theoretical
model for the plant manager who incorporates regulatory pressure into his calculations of optimal
amounts of pollution. Assuming actual pollution abatement exhibits a sluggish adjustment process, the
theoretical model leads to an empirical AR(1) panel model. We estimate our model using GMM with both
‘‘temporally lagged” and ‘‘spatially lagged” instruments and find significant evidence supporting the par-
tial adjustment model for both particulate matters less than 10 lm and sulfur dioxide. We find some
environmental inequity with respect to the children (under 6 years) and adults with no high school
diploma. Our findings show no evidence of environmental inequity against African–Americans, Hispanics,
other minority races, or the poor.
 2010 Elsevier Inc. All rights reserved.1. Introduction pollution and if so, which of the racial, age, or socioeconomicThe question of whether disadvantaged population groups, such
as racial and socioeconomic minorities, are disproportionately ex-
posed to pollution has been studied for roughly two decades. One
of the goals of the US Environmental Protection Agency (EPA) is to
ensure that ‘‘everyone enjoys the same degree of protection from
environmental and health hazards and equal access to the deci-
sion-making process to have a healthy environment in which to
live, learn, and work.”1However, while environmental and political
groups continue to lobby for ‘‘environmental justice,” especially
with respect to racial and ethnic minorities, the results of eco-
nomic studies have been ambiguous. There has been no agreement
on whether disadvantaged population groups are exposed to morell rights reserved.
delaide, Adelaide, SA 5005,
edu.au
w.epa.gov/environmentaljus-minorities are more at risk.
This paper studies whether the racial, education, age, and in-
come based population groups are disproportionately exposed to
emissions of air pollutants. Specifically, we are interested in
whether plants are allowed to emit more air pollutants if their
neighborhood has a more disadvantaged population group. We
seek to answer this question by examining air pollution emissions
for a sample of 234 pulp and paper plants from 1985–1997 and by
correlating them with changes in the characteristics of communi-
ties surrounding the plants. Our results show that neighborhoods
with a higher percentage of children or a higher percentage of high
school drop-outs are exposed to higher emissions of air pollutants.
Inequities were also found for communities with low voter turnout
or congressional members with low ‘‘environment” ratings based
on the League of Conservation Voters scorecard.
The initial study in the literature was produced by the United
Church of Christ’s Commission for Racial Justice (1987). This
descriptive study reported that the zip codes which had more pol-
lution as measured by the presence of a treatment, storage, and
disposal facility (TSDF), had a higher percentage of minorities
184 N.V. Baryshnikova / Journal of Urban Economics 68 (2010) 183–190(twice that of the areas without TSDFs). They also noted that the
relationship between socioeconomic status variables and pollution
were not as significant. Since this seminal study, the quantity and
quality of environmental equity studies has increased remarkably.
One area of improvement is the measurement of the dependent
variable. Earlier papers use proximity to noxious facilities as a
proxy for environmental risk (e.g. Anderton et al., 1994, Been,
1994, Boer et al., 1997, Oakes et al., 1996, Pollock and Vittas,
1995) whereas later studies use actual pollution emissions levels
(see Brooks and Sethi, 1997, Daniels and Friedman, 1999, Gray
and Shadbegian, 2004, Morello-Frosch et al., 2004, Ringquist,
1997). This paper studies actual pollution levels cited at the plant,
specifically emissions of particulate matters less than 10 lm
[PM10] and emissions of sulfur dioxide [SO2]. These are common
pollutants that are monitored and regulated by the EPA. We incor-
porate the pulp and paper industry dataset which is extended from
Gray and Shadbegian (2004).
A second area of improvement has been the attempt to control
for alternative explanations and addressing the inherent temporal
dimension of environmental equity: assessing the ‘‘chicken and the
egg” question with respect to risk exposure and community demo-
graphics. Been (1994) points out this endogeneity problem and re-
solves it by using pre-siting demographics. Ringquist (1997) uses a
control variable approach by controlling for housing prices. Gray
and Shadbegian (2004) use instrumental variables and control for
alternative explanations.
Despite these improvements, there has been no agreement on
the existence of demographic inequities. Ringquist (2005) provides
a helpful literature review on this subject and a meta-study to ana-
lyze why conclusions about the existence of environmental ineq-
uity differ across studies, in an attempt to extract a generalizable
conclusion. He finds that the differences in the choice of pollution
measurement, levels of aggregation, and control factors do not ex-
plain away the existence of inequity with respect to race. He also
finds that there is, to a lesser degree, evidence to support inequity
with respect to the poor.
This paper is the first to use the dynamic panel model in the
field of environmental equity. We address the issues raised in pre-
vious studies by use of this new methodology. The first methodo-
logical problem it addresses is that the process of pollution
abatement is a dynamic process. It is very hard to reduce pollution
overnight since it frequently requires changes in equipment and
integration with the existing production technology. Hence, pollu-
tion abatement may exhibit a sluggish adjustment phenomenon.
Because the empirical literature has so far focused on cross-sec-
tional results, the sluggish adjustment phenomenon of pollution
abatement is not captured, nor is the delayed response to dynamic
changes in the population demographic composition. For example,
assume there is environmental inequity towards the poor. Con-
sider a case where the poor population in a neighborhood de-
creased over the last period. There was high pollution, but
because pollution adjusts sluggishly, it did not yet respond to the
change in composition and remained high in the current period.
Regressing current high pollution levels on current decreased per-
centage of the poor may result in a misleading conclusion that the
poor are not more exposed to pollution when in fact they are. This
paper deals with inertia in the environmental performance of
plants using an instrumental variables partial adjustment model.
Another methodological issue addressed by this model is that
regressing pollution amounts on demographic characteristics
introduces an endogeneity problem. Demographic groups that ap-
pear to suffer from environmental inequity could instead have cho-
sen to live near the pollution for social or economic reasons. This
paper deals with this endogeneity problem through the use of spa-
tially-lagged instruments suggested by Gray and Shadbegian
(2004) in their cross-sectional study and we extend this to adynamic model. A third methodological problem comes from the
difficulty in accounting for the unobserved heterogeneity of the
firms’ production technology and other firm-specific effects. Gray
and Shadbegian (2004) used variables such as pulp capacity and
paper capacity to control for plant-specific effects. Although it is
better to try controlling for these effects than to leave them unac-
counted for, some effects are unobservable. Instead, we rely on the
methodological advantage of our dynamic panel model. That is, we
can first difference out these fixed effects in a dynamic panel
setting.
The rest of this paper is organized as follows: Section 2 proposes
a dynamic model of pollution adjustment that allows for a lag in
abatement. Section 3 describes the Census and the pulp and paper
industry data along with the merging procedures. Section 4 de-
scribes the methodology and specifies the choice of instruments
for estimating the model using Generalized Method of Moments
(GMM). Section 5 discusses results. Section 6 concludes that envi-
ronmental equity is not met with respect to certain demographic
groups.2. Theory: model of dynamic regulation
To model pollution regulation and compliance within the con-
fines of economic theory, we propose a new approach. The ap-
proach taken by Gray and Shadbegian (2004) is to model the
behavior of environmental regulators (such as the EPA and state
level regulators) that maximize the total social benefits subject
to the total social costs. The optimal level of pollution is reached
when the marginal social benefit of pollution abatement equals
the marginal social cost. Our approach is to construct a simple
and intuitive dynamic model for the typical plant whose pollution
is under environmental regulation. The plant manager is assumed
to be a profit maximizing agent whose main disincentive for pollu-
tion comes from society through its pollution regulating agencies.
The pollution regulating agencies interact with plants through a
variety of regulatory pressures. The manager of plant i, under the
regulatory environment, incorporates regulatory pressure into his
profit-maximizing calculations. When he does that, he arrives at
an optimal level of pollution at time t, Pit . There is another impor-
tant factor in determining Pit , the plant’s existing production tech-
nology, out of which the pollution comes as a by-product. We
assume Pit depends on the plant’s production technology, T, and
the regulatory pressures, R.
We further assume that plant i’s production technology stays
relatively fixed through time, denoted Ti. It is evident that a plant’s
pollution emissions depend on its technology, since pollution can
be viewed as a by-product of the plant’s production process. The
assumption that plant technology stays constant through time
seems justifiable: the typical production process is largely depen-
dent on the capital equipment whose life-cycle tends to be long,
factory buildings last a long time once built, and floor plans stay
put once the production line is in place. It is particularly justifiable
in our case since the pulp and paper industry we study is very cap-
ital-equipment intensive.
We model the regulatory pressure R in two parts: a relatively
time-independent regulatory pressure Ri and a relatively time-
dependent regulatory pressure Rit. Rit itself consists of two parts:
an observable part Oit and an unobservable part Uit. Thus, the mod-
el can be represented as the following equation:
Pit ¼ b1Ti þ b2Ri þ b3Oit þ b4Uit ð1Þ
The variable Ri captures the possibility that the heterogeneity
among plants may induce regulators to impose plant-specific reg-
ulatory pressures. A plant may be considered more politically
important by the regulators for various reasons, such as its political
2 This paper does not include the analysis of predicted probability of plant closing
since the number of plants that closed in the current dataset is very small (eight
plants out of total of 306). The closed plants were not omitted from the study if they
had at least three consecutive observations in the period of 1985–1997.
3 This data has been complied in the Census-CD data sets prepared by Geolytics,
Inc. and merged using the GIS.
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tal voting records. In general, both Ti and Ri encompass numerous
aspects that are easy to list but hard to account for due to their
qualitative and unobservable nature. Gray and Shadbegian (2004)
attempted to control for at least some of these aspects, such as
the pulp and paper capacity, return on assets, and Occupational
Health and Safety Administration (OSHA) violations. Our dynamic
panel setting allows us to difference these fixed effects away and
focus on the main issue of environmental justice. The decomposi-
tion of Rit into an observable part Oit and an unobservable part Uit is
done to facilitate our empirical study, which uses only observable
data, such as population demographic characteristics. The unob-
servable data Uit will eventually be incorporated into the error
term of our regression.
At time t, the plant manager will compare the actual level of
pollution Pit with the optimal level of pollution P

it , then their differ-
ence will be the target amount of pollution to be abated for the
period t + 1. We also make the sluggish adjustment assumption.
That is, we assume that the actual pollution abatement for the
t + 1 period, Abateit+1, is only a fraction c of the target pollution
abatement, Pit  Pit:
Abateitþ1 ¼ cðPit  PitÞ ð2Þ
It is reasonable to assume that the adjustment process is slug-
gish over time. One possible scenario is that many pollution abate-
ment projects require investments in pollution abatement capital,
which takes time to plan and install. Another possible explanation
is that it may take time and some learning by doing to fully incor-
porate pollution abatement processes into the existing production
technology. In either of these scenarios, the pollution will be grad-
ually reduced over time as the abatement projects become fully
operational.
The actual pollution at time t + 1 will be expressed as the differ-
ence between the actual pollution in the last period Pit and the
actual pollution abatement for the t + 1 period:
Pitþ1 ¼ Pit  Abateitþ1 ð3Þ
Combining Eqs. (1)–(3), we reach the following equation:
Pitþ1 ¼ cðb1Ti þ b2RiÞ þ ð1 cÞPit þ cb3Oit þ cb4Uit ð4Þ
Notice the first term in Eq. (4) can be regarded as the unobserv-
able fixed effect. Hence, we can take the standard step to difference
out the fixed effect and arrive at our main equation:
DPitþ1 ¼ ð1 cÞDPit þ cb3ðDOitÞ þ cb4ðDUitÞ ð5Þ
A special case to Eq. (5) is when b3 = 0. When none of the obser-
vable regulating variables such as population characteristics mat-
ter in deciding the optimal pollution, and assuming that the Uit
term becomes part of the error term, Eq. (4) simplifies into the
following:
Pitþ1 ¼ Fi þ ð1 cÞPit þ eit ð6Þ
where Fi = c(b1Ti + b2Ri) is the fixed effect and eit is the error term.
And similarly, Eq. (5) simplifies into the following AR(1) model:
DPitþ1 ¼ ð1 cÞDPit þ Deit ð7Þ
In our empirical analysis section, we use the above model to
estimate the effect of regulatory pressure on two air pollutants:
small particulates (PM10) and sulfur dioxide (SO2) for the pulp
and paper industry in the United States, observed between 1985
and 1997. An important difference between these two pollutants
is that PM10 is highly visible and most of its negative impact hap-
pens in a small neighborhood around the plant. SO2 pollution is
less visible but it travels a long way so the affected area is moreat larger circles. Thus, we expect demographic variables and
especially the local political variables to be more significant for
PM10 and at smaller radii because it is more visible and has a more
local effect and, hence, more scope for local political action.3. Data
In our empirical study, we use two data sets: the yearly plant-
level pollution data that comes from the Gray and Shadbegian
(2004) study of US pulp and paper mills, and the decade-level pop-
ulation demographic characteristics data (1970–2000) from the US
Census. The first data set contains 306 plants from the pulp, paper,
and cardboard industries (SICs 2611, 2621, and 2631) observed
during the period 1985–1997. Due to the dynamic panel nature
of our study, we require the plants to have at least three consecu-
tive observations. We are left with 275 usable plants after this
requirement. Merging with Census data reduces the usable num-
ber of plants to 234.2 Due to taking the first difference to eliminate
the fixed effects, we lose the first 2 years of observations. Thus, we
are left with the period 1987–1997. In 1992, the Census of Manufac-
turing reported a total of 529 plants. It should be noted that the
plants in our data set tend to be larger than the average plant in
the industry as the result of EPA coverage.
The second data set used in our study is compiled from the
1970, 1980, 1990, and 2000 US Census of Population data for Cen-
sus block groups.3 It contains the demographic characteristics of the
population within a 25, 50 and 75-mile radius of each plant. To
determine which Census block groups fall within the 25, 50 and
75-mile radius of the plant, the distances are calculated between
the plant and the centroid of each block group. Then, the values
for these block groups are linearly weighted by distance from the
plant, so the demographics of block groups with centroids close to
the plant are given greater weight. The weighted block groups are
then aggregated to determine the demographic characteristics for
each plant’s 25, 50 and 75-mile radius neighborhood. We use a linear
weighting scheme similar to the one in Brooks and Sethi (1997). Let
Dik denote the demographic characteristic of block group k within a
specified radius (s) of plant i, and dik be the distance between the
plant i and the centroid of block group k. Then the index of the









where Pik represents the total population in block group k around
plant i. Di  100 can be interpreted as the weighted percentage of
the population around the plant with the characteristic denoted
by D. As a robustness excercise, the same analysis was also per-
formed on the unweighted demographic data.
For the purpose of constructing spatially-lagged instruments,
the population demographic characteristics for the area between
25 and 50, 50 and 100, and 75 and 150 miles respectively from
the plant (the ‘‘doughnut” ) are also constructed in the same fash-
ion and included in this data set.
In our yearly plant-level pollution data set, we focus on the air
pollution measures of small particulates (PM10) and sulfur dioxide
(SO2). These measures originally come from the Aerometric Infor-
mation Retrieval System database for 1985–1990 and from the
4 This equation corresponds to Eq. (4) in our theoretical model of pollution
abatement.
5 This corresponds to Eq. (5) in the theory section.
6 This is because when the lag coefficient is close to 1 the process becomes a
random walk.
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difference in magnitude in the reported emissions among different
plants, we take the natural logarithm of the pollution levels as our
pollution measures.
To study the environmental justice issues, we merge our plant-
level yearly pollution data with the Census decade-level data set.
The demographic characteristics we consider represent socioeco-
nomic status, racial composition, and sensitivity of the population
to pollution. To measure socioeconomic status, we use the variable
(PPOOR), the weighted proportion of the population below the
poverty line. We also use the variable (PHSDROP), the weighted
proportion of the population who are high school drop-outs. For
racial background characteristics, we use the weighted proportion
of population that is African–American (PBLACK), Hispanic (PHISP)
and non-white other than African–American and Hispanic
(POTHER) using the Census method for racial and ethnic identifica-
tion. Children and the elderly are considered to be groups that are
especially sensitive to air pollution. We compute the weighted pro-
portion of population under 6 years old (PKIDS) and the weighted
proportion of total population over the age of 65 (PELDERS). Popu-
lation density of the area surrounding the plant is measured by
(DENSITY). To control for the propensity to vote, we use the per-
centage of the population over 18 voting in the county in the pre-
vious presidential election (TURNOUT). The significance of this
variable as a proxy for collective action was first shown by Hamil-
ton (1995). However, the effect of political activity may be less sig-
nificant in areas where there is already strong support for
environmental regulation. Hence, we interact the voter turnout
with a measure of the area’s support for environmental regulation,
the state membership in three conservation groups in the late
1980 s, per 1000 population (TURNOUTCONVMEMB). We use
state pro-environmental Congressional voting (ENVIRVOTE) to
control for the area’s propensity for environmental regulation
and pressure to reduce pollution. The data comes from The League
of Conservation Voters scorecard for environmental voting records
of each member of congress. We use the yearly average score for all
representatives of the state where the plant is located.
Ideally our demographic data should contain yearly characteris-
tics instead of decade-level data. Unfortunately this yearly data is
not available from the Census. However, given that population
characteristics tend to change gradually and smoothly over the
years, we can obtain reasonable estimates for the yearly popula-
tion demographics using natural cubic spline interpolation. To per-
form the interpolation, we require data to be available for all four
Census years from 1970 to 2000. We are left with 234 plants after
this requirement.
The natural cubic spline interpolation uses a cubic polynomial
for approximation, as shown in the following formula:
YiðtÞ ¼ ai þ bit þ cit2 þ dit3 ð8Þ
where Yi(0) = yi and Yi(1) = yi+1 for i = 0,. . . ,n  1. On top of the end
condition, we require Y 0ið1Þ ¼ Y
0
iþ1ð0Þ for i = 0,. . .,n  1. The second
derivatives are also set to Y 00i ð1Þ ¼ Y
00
iþ1ð0Þ for i = 0,. . .,n  1. In addi-
tion to that, Y 000ð0Þ ¼ Y
00
nð1Þ ¼ 0. These conditions will solve uniquely
for ai, bi, ci, di.
Including the demographic characteristics can create an endo-
geneity problem; that is, some groups may come to live in polluted
areas due to the cheaper housing rate or other social factors. To
correct this problem, we use the spatially-lagged instruments sug-
gested by Gray and Shadbegian (2004). For each decade, we calcu-
late each of the demographic variables for the plant neighborhood
within a 25–50, 50–100 and 75–150 miles respectively from the
plant. As the distance from the plant increases, the level of pollu-
tion decreases while the demographic characteristics in the gen-
eral area remain similar.4. Methodology
In this section we provide an overview of the econometric
methodology used in our empirical analysis to study the possibility
of demographic discrimination and test for it in various groups.
The model we are using is a panel AR(1) model with fixed effects4:
Pit ¼ ai þ qPit1 þ gDit1 þ eit ð9Þ
where ai represents the plant i’s unobservable fixed effect, which is
invariant across time, eit  iidð0;r2e Þ is the unobserved error term,
which could include the unobserved regulatory pressure as we have
discussed in our theory section, q = (1  c), with cbeing the abate-
ment coefficient from our theory, and Pit is the measured pollution
variable (PM10 or SO2) of plant i at time t. Dit is a vector of demo-
graphic characteristics for plant i at time t.
This model is very good at capturing the heterogeneity among
the plants via the fixed effect ai. ai Represents the plant’s specific
characteristics, such as the plant-specific technology for each plant.
These characteristics cannot be easily observed or quantified,
hence, they cannot be controlled for in a cross-sectional model.
The lagged AR(1) variable is used to represent the sluggish adjust-
ment of the dependent variable, pollution.
To deal with the incidental parameter problem, we eliminate
the unobserved fixed effect by taking the first difference and arrive
at the equation5
DPit ¼ qDPit1 þ gDDit1 þ Deit ð10Þ
where DPit = Pit  Pit1 represents the sluggish adjustment of the
firm’s pollution, q = (1  c) and g = b2c according to our dynamic
theoretical model. DDit1 represents the yearly change in the demo-
graphic composition around the plant. A nice feature of Eq. (10) is
that it has differenced out the fixed effects, and has eliminated
the need to find the control variables and estimate them.
To estimate Eq. (10), we use the Generalized Method of Moments
(GMM) framework analogous to Arellano and Bond (1991) . Our
modification is that we use both temporally and spatially lagged
variables, which must both be included in the instrumental variable
matrix.
By using differencing to remove the fixed effects, we made the
lagged regressor DPit correlated with the error term in Eq. (10). To
resolve this issue we instrument for the lagged variable D Pit1
with the optimal temporally-lagged instrumental variable matrix
which is suggested by Arellano and Bond (1991) . The instruments
are all values of the levels Pit lagged two periods or more. It is
worth noting that the strength of these instruments depends on
the unknown parameter of interest, q. In particular, when the coef-
ficient qis close to 1 these instruments are weak.6 This would occur
if c is close to zero, implying that plant managers have little control
in reducing pollution to the optimal levels they set.
Another set of instruments is needed to resolve the endogeneity
problem in DDit1. Although temporally lagged instruments are
convenient and readily available, they will be weak if the time ser-
ies is too persistent. Another choice of instruments would be pre-
siting demographics as suggested by Been (1994). Unfortunately,
since many pulp and paper mills were built before 1960, detailed
demographic data from before the mills were built is mostly
unavailable. Instead, we use demographic variables from the 50–
100 miles around the plant, DeDit1, as instruments for DDit1,
which were used by Gray and Shadbegian (2004). Hence, the
instrumental variable matrix consists of both a temporally lagged
Table 3
Results for regression on all weighted demographic variables for 25 mile radius.
Independent variables PM10 SO2
AR(1) 0.611** (0.017) 0.486** (0.008)
PKIDS 0.325** (0.107) 0.147 (0.145)
PELDERS 0.052 (0.125) 0.075 (0.151)
PPOOR 0.022 (0.038) 0.005 (0.038)
PBLACK 0.151 (0.103) 0.127 (0.093)
PHISP 0.091 (0.058) 0.189** (0.086)
POTHER 0.042 (0.038) 0.056 (0.051)
PHSDROP 0.218** (0.090) 0.199 (0.091)
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variables:
Zi ¼
Pi;1 0 0 0 0 0    0    0 j DeDi3
0 Pi;1 Pi;2 0 0 0    0    0 j DeDi4








777777775DENSITY 0.004** (0.002) 0.001 (0.002)
ENVIRVOTE 0.001** (0.0007) 0.001 (0.0009)
TURNOUT 1.331* (0.726) 0.815 (1.047)
TURNOUTCONVMEMB 0.133** (0.052) 0.007 (0.076)
Sargan test 97.5 (64) 109.5 (64)
Wald test 7950.1 (10) 8629.3 (10)
K test 166.1 (10) 257.0 (10)
Number of observations 2080 2070
Notes:
(a) Time dummies are included in all equations.
(b) Pollution variables are in logs and demographic variables are in weighted
percentages.
(c) Sample Period: 1985-2000 (234 and 233 plants).
(d) Standard errors are reported in parenthesis for 2-step GMM estimates robust to5. Results
For convenience, Table 1 provides a list of variables. Table 2 re-
ports the results of the first stage regression of demographic vari-
ables on all the instruments and exogenous variables for the 25, 50
and 75 mile radii. All regressions include time dummies. The spa-
tially lagged demographic variables are highly significant with
the p-values of 0 for all the regressions.
Tables 3–5 report the two-step GMM estimates with the standard
errors in parentheses for 25, 50 and 75 mile radii. The Sargan testTable 1
List of variables.
Variables Description
PM10 Tons of particulate matter of less than 10 lm per year (in log)
SO2 Tons of sulfur dioxide emissions per year (in log)
PKIDS Percentage of the population under 6 years old
PELDERS Percentage of the population over 65 years old
PPOOR Percentage of the population below the poverty line
PBLACK Percentage of the population who are African–American
PHISP Percentage of the population who Hispanic
POTHER Percentage of the non-white population other than African–
American or Hispanic
PHSDROP Percentage of the population who dropped out of high school
DENSITY Population density
ENVIRVOTE State pro-environmental congressional voting
TURNOUT Percentage of the population over 18 voting in the county in
the previous presidential election
CONVMEMB State membership in three conservation groups in the late
1980s per 1000 population
Table 2
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(a) Time dummies are included in all equations.
(b) t-Statistic and F-statistic are reported in parenthesis.
(c) The F-statistic p-values are 0 for all regressions; (df = 87, 1982).
** Indicates significance at 5% level.
heteroskedasticity.
(e) In the case of all tests, degrees of freedom for v2 statistics are reported in
parenthesis.
(f) The Sargan test is a two-step version of the test for serially uncorrelated errors.
(g) The Wald statistic is a test of the joint significance of the independent variables.
(h) The K statistic is the Kleibergen test for joint significance. This test is robust to
weak instruments.
* Indicates significance at 10% level.
** Indicates significance at 5% level.
Table 4
Results for regression on all weighted demographic variables for 50 mile radius.
Independent variables PM10 SO2
AR(1) 0.555** (0.016) 0.453** (0.008)
PKIDS 0.615** (0.129) 0.050 (0.167)
PELDERS 0.075 (0.109) 0.656** (0.237)
PPOOR 0.029 (0.040) 0.076 (0.062)
PBLACK 0.016 (0.081) 0.113 (0.113)
PHISP 0.108* (0.064) 0.174** (0.073)
POTHER 0.041 (0.039) 0.034 (0.065)
PHSDROP 0.157** (0.073) 0.053 (0.130)
DENSITY 0.006** (0.002) 0.002 (0.003)
ENVIRVOTE 0.002** (0.0007) 0.0009 (0.0009)
TURNOUT 1.874** (0.735) 1.282 (1.078)
TURNOUTCONVMEMB 0.188** (0.055) 0.038 (0.084)
Sargan test 108.5 (64) 92.9 (64)
Wald test 4332.6 (10) 7020.7 (10)
K test 165.3 (10) 255.7 (10)
Number of observations 2080 2070
Notes:
(a) Time dummies are included in all equations.
(b) Pollution variables are in logs and demographic variables are in weighted
percentages.
(c) Sample period: 1985–2000 (234 plants for PM10 and 233 plants for SO2).
(d) Standard errors are reported in parenthesis for 2-step GMM estimates robust to
heteroskedasticity.
(e) In the case of all tests, degrees of freedom for v2 statistics are reported in
parenthesis.
(f) The Sargan test is a two-step version of the test for serially uncorrelated errors.
(g) The Wald statistic is a test of the joint significance of the independent variables.
(h) The K statistic is the Kleibergen test for joint significance. This test is robust to
weak instruments.
* Indicates significance at 10% level.
** Indicates significance at 5% level.statistic rejects the null hypothesis of serial autocorrelation in the
errors. Both Wald test and Kleibergen test, which is robust to weak
instruments, indicate the joint significance of the coefficients.
Table 5
Results for regression on all weighted demographic variables for 75 mile radius.
Independent variables PM10 SO2
AR(1) 0.552** (0.018) 0.513** (0.012)
PKIDS 0.743** (0.116) 0.458** (0.222)
PELDERS 0.125 (0.142) 1.080** (0.260)
PPOOR 0.016 (0.047) 0.118 (0.075)
PBLACK 0.039 (0.092) 0.220 (0.159)
PHISP 0.204** (0.080) 0.016 (0.138)
POTHER 0.056 (0.041) 0.159 (0.083)
PHSDROP 0.231** (0.069) 0.181 (0.120)
DENSITY 0.004 (0.004) 0.016 (0.009)
ENVIRVOTE 0.002** (0.0008) 0.0002 (0.0009)
TURNOUT 2.014** (0.715) 1.278 (1.070)
TURNOUTCONVMEMB 0.178** (0.052) 0.016 (0.084)
Sargan test 105.5 (64) 100.0 (64)
Wald test 4736.0 (10) 2874.1 (10)
K test 164.6 (10) 274.8 (10)
Number of observations 2080 2070
Notes:
(a) Time dummies are included in all equations.
(b) Pollution variables are in logs and demographic variables are in weighted
percentages.
(c) Sample Period: 1985–2000 (234 plants for PM10 and 233 plants for SO2).
(d) Standard errors are reported in parenthesis for 2-step GMM estimates robust to
heteroskedasticity.
(e) In the case of all tests, degrees of freedom for v2 statistics are reported in
parenthesis.
(f) The Sargan test is a two-step version of the test for serially uncorrelated errors.
(g) The Wald statistic is a test of the joint significance of the independent variables.
(h) The K statistic is the Kleibergen test for joint significance. This test is robust to
weak instruments.
** Indicates significance at 5% level.
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(a) Time dummies are included in all equations.
(b) t-Statistic and F-statistic are reported in parenthesis.
(c) The F-statistic p-values are 0 for all regressions; (df = 87, 1982).
** Indicates significance at 5% level.
Table 7
Results for regression on all unweighted demographic variables for 25 mile radius.
Independent variables PM10 SO2
AR(1) 0.606** (0.023) 0.473** (0.008)
PKIDS 0.338 (0.187) 0.090 (0.148)
PELDERS 0.309 (0.182) 0.048 (0.141)
PPOOR 0.073 (0.068) 0.179** (0.049)
PBLACK 0.391** (0.162) 0.044 (0.103)
PHISP 0.004 (0.093) 0.081 (0.092)
POTHER 0.057 (0.055) 0.064 (0.057)
PHSDROP 0.375** (0.128) 0.248** (0.078)
DENSITY 0.008** (0.003) 0.004 (0.002)
ENVIRVOTE 0.002** (0.0008) 0.001 (0.0009)
TURNOUT 0.878 (0.739) 1.836 (1.017)
TURNOUT_CONVMEMB 0.105** (0.052) 0.065 (0.075)
Sargan test 84.5 (64) 91.0 (64)
Wald test 3943.8 (10) 8765.6 (10)
K test 167.4 (10) 253.2 (10)
Number of observations 2080 2070
Notes:
(a) Time dummies are included in all equations.
(b) Pollution variables are in logs and demographic variables are in percentages.
(c) Sample Period: 1985–2000 (234 and 233 plants).
(d) Standard errors are reported in parenthesis for 2-step GMM estimates robust to
heteroskedasticity.
(e) In the case of all tests, degrees of freedom for v2 statistics are reported in
parenthesis.
(f) The Sargan test is a two-step version of the test for serially uncorrelated errors.
(g) The Wald statistic is a test of the joint significance of the independent variables.
(h) The K statistic is the Kleibergen test for joint significance. This test is robust to
weak instruments.
** Indicates significance at 5% level.
188 N.V. Baryshnikova / Journal of Urban Economics 68 (2010) 183–190For the pollution variable PM10, the point estimates for the
AR(1) coefficient are between 0.552 and 0.611. For SO2 the point
estimates for the AR(1) coefficient are between 0.453 and 0.513.
All AR(1) coefficients are significantly positive. From our theory,
the AR(1) coefficient has an additional economic meaning: q
= 1  c, where cis the pollution adjustment coefficient. Specifically,
for PM10, the AR(1) coefficient between 0.552 and 0.611 implies
that the pollution adjustment rate cis between 1  0.611  39%
and 1  0.552  45%. That is, the plants tend to complete between
39% and 45% of the total targeted PM10 pollution abatement
(which is the difference between the actual pollution and the opti-
mal level of pollution) over the following year. Similarly, the plants
tend to complete between 49% and 55% of the targeted SO2 pollu-
tion abatement over the following year. This result shows that for
both pollution measures, PM10 and SO2 in the pulp and paper
industry, the pollution has been adjusting steadily following the
dynamic AR(1) process over the observed years.
Table 4 shows results for the 50 mile radius. For PM10, at a ra-
dius of 50 miles there are several significant variables. A 1 unit in-
crease in PKIDS is associated with a 0.61% increase in PM10
exposure. A 1 unit increase in PHSDROP is associated with a
0.16% increase in PM10. TURNOUTCONVMEMB is also signifi-
cantly positive, suggesting that increased voter turnout has less
marginal effect in states with high environmental awareness.
TURNOUT itself is found to reduce pollution exposure by 1.87%
per unit increase. A 1 unit increase in ENVIRVOTE is associated
with a 0.00157% decrease in PM10 pollution, and a 1 unit increase
in DENSITY is associated with a 0.006% decrease in PM10 pollution.
Results were similar for the 25 mile radius, with significance
remaining the same for all variables except TURNOUT, which was
found not to be significant at this radius. At the 75 mile radius,
PHISP became significant, with a 1 unit increase corresponding to
a 0.20% decrease in PM10 exposure. DENSITY became insignificant
at this radius, and all other variables kept the same significance as
at the 50 mile radius.For SO2 the variables PKIDS, PPOOR, PBLACK, POTHER, PHS-
DROP, DENSITY, ENVIRVOTE, TURNOUT and TURNOUTCONV-
MEMB were found to be insignificant. PELDERS and PHISP had
significantly negative coefficients, with 1 unit changes correspond-
ing to 0.66% and 0.17% reductions in SO2 pollution respectively.
Comparing different radii, we find that at 25 miles PELDERS is
found to be insignificant, and at 75 miles PHISP is insignificant
while PKIDS became significant (t =  2.06). Results for all other
variables remained qualitatively unchanged.
Tables 6–9 provide qualitatively similar results for the analysis
using the unweighted aggregated demographic variables.
Table 8
Results for regression on all unweighted demographic variables for 50 mile radius.
Independent variables PM10 SO2
AR(1) 0.566** (0.017) 0.453** (0.008)
PKIDS 0.605** (0.122) 0.248 (0.160)
PELDERS 0.079 (0.106) 0.777** (0.217)
PPOOR 0.033 (0.039) 0.114 (0.065)
PBLACK 0.008 (0.068) 0.029 (0.108)
PHISP 0.081 (0.061) 0.070 (0.087)
POTHER 0.038 (0.037) 0.049 (0.068)
PHSDROP 0.151** (0.068) 0.139 (0.115)
DENSITY 0.006** (0.003) 0.005 (0.004)
ENVIRVOTE 0.002** (0.0007) 0.001 (0.0009)
TURNOUT 1.757** (0.744) 1.312 (1.132)
TURNOUTCONVMEMB 0.178** (0.055) 0.004 (0.084)
Sargan test 108.6 (64) 85.8 (64)
Wald test 4441.7 (10) 7665.6 (10)
K test 165.3 (10) 253.4 (10)
Number of observations 2080 2070
Notes:
(a) Time dummies are included in all equations.
(b) Pollution variables are in logs and demographic variables are in percentages.
(c) Sample Period: 1985–2000 (234 and 233 plants).
(d) Standard errors are reported in parenthesis for 2-step GMM estimates robust to
heteroskedasticity.
(e) In the case of all tests, degrees of freedom for v2 statistics are reported in
parenthesis.
(f) The Sargan test is a two-step version of the test for serially uncorrelated errors.
(g) The Wald statistic is a test of the joint significance of the independent variables.
(h) The K statistic is the Kleibergen test for joint significance. This test is robust to
weak instruments.
** Indicates significance at 5% level.
Table 9
Results for regression on all unweighted demographic variables for 75 mile radius.
Independent variables PM10 SO2
AR(1) 0.538** (0.018) 0.471** (0.011)
PKIDS 0.907** (0.125) 0.386** (0.192)
PELDERS 0.020 (0.157) 0.881** (0.253)
PPOOR 0.041 (0.049) 0.129 (0.072)
PBLACK 0.029 (0.103) 0.271 (0.140)
PHISP 0.108 (0.080) 0.182 (0.158)
POTHER 0.033 (0.043) 0.297** (0.090)
PHSDROP 0.271** (0.078) 0.101 (0.113)
DENSITY 0.011** (0.005) 0.017 (0.009)
ENVIRVOTE 0.002** (0.0007) 0.0004 (0.0009)
TURNOUT 1.934** (0.713) 1.859 (1.070)
TURNOUTCONVMEMB 0.177** (0.052) 0.030 (0.081)
Sargan test 104.1 (64) 93.9 (64)
Wald test 4662.6 (10) 4400.8 (10)
K test 165.9 (10) 252.5 (10)
Number of observations 2080 2070
Notes:
(a) Time dummies are included in all equations.
(b) Pollution variables are in logs and demographic variables are in percentages.
(c) Sample Period: 1985–2000 (234 and 233 plants).
(d) Standard errors are reported in parenthesis for 2-step GMM estimates robust to
heteroskedasticity.
(e) In the case of all tests, degrees of freedom for v2 statistics are reported in
parenthesis.
(f) The Sargan test is a two-step version of the test for serially uncorrelated errors.
(g) The Wald statistic is a test of the joint significance of the independent variables.
(h) The K statistic is the Kleibergen test for joint significance. This test is robust to
weak instruments.
** Indicates significance at 5% level.
N.V. Baryshnikova / Journal of Urban Economics 68 (2010) 183–190 1896. Conclusion
In this paper we construct a dynamic model of pollution where
the amount of current emissions depends on the emissions in the
previous year and the demographic characteristics of the popula-
tion in the plant’s neighborhood. The model accounts for endoge-
neity in demographics and the slow process of pollutionabatement. We take the data on the pulp and paper industry with
pollution measurements of particulate matter of less than 10 lm,
PM10, and sulfur dioxide, SO2, and merge the dataset with linearly
weighted demographic characteristics in the plant’s neighborhood
as reported in the Census. The Census decade-level population data
is interpolated using the natural cubic spline model to obtain
yearly approximations. We use both ‘‘temporally lagged” and ”spa-
tially lagged” instruments and estimate a panel AR(1) model using
two-step GMM.
Our results indicate that environmental inequity cannot be ade-
quately explained away by the fact that certain demographics may
be more inclined to seek out housing around plants. Even after con-
trolling for endogeneity, plant-specific technology, political activ-
ism, and education we still observe environmental inequity with
respect to high school drop-outs and children. Our findings show
no evidence of inequity with respect to African–Americans, His-
panics, other racial minorities, or the poor. We restricted our study
to two types of pollutants from one industry in the US, so we must
caution against generalizing the results. The pulp and paper indus-
try is one of the largest polluting industries in the US, and the out-
puts studied here are common and dangerous pollutants. We
cannot, however, claim that these results are generalizable to all
types of pollution or to other industries. Different pollutants could
get different amount of local attention, for example due to differ-
ences in visibility, dispersion properties and propensity for local
impact, as seen in our analysis with respect to PM10 and SO2. Fur-
ther research could involve extending this model to other regu-
lated polluting industries and other toxic releases.
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