We present an algorithm for calculating the metric perturbations and gravitational self-force for extreme-mass-ratio inspirals (EMRIs) with eccentric orbits. The massive black hole is taken to be Schwarzschild and metric perturbations are computed in Lorenz gauge. The perturbation equations are solved as coupled systems of ordinary differential equations in the frequency domain. Accurate local behavior of the metric is attained through use of the method of extended homogeneous solutions and mode-sum regularization is used to find the self-force. We focus on calculating the self-force with sufficient accuracy to ensure its error contributions to the phase in a long term orbital evolution will be δΦ 10 −2 radians. This requires the orbit-averaged force to have fractional errors 10 −8 and the oscillatory part of the self-force to have errors 10 −3 (a level frequently easily exceeded). Our code meets this error requirement in the oscillatory part, extending the reach to EMRIs with eccentricities of e 0.8, if augmented by use of fluxes for the orbit-averaged force, or to eccentricities of e 0.5 when used as a stand-alone code. Further, we demonstrate accurate calculations up to orbital separations of a 100M , beyond that required for EMRI models and useful for comparison with post-Newtonian theory. Our principal developments include (1) use of fully constrained field equations, (2) discovery of analytic solutions for even-parity static modes, (3) finding a pre-conditioning technique for outer homogeneous solutions, (4) adaptive use of quadprecision and (5) jump conditions to handle near-static modes, and (6) a hybrid scheme for high eccentricities.
I. INTRODUCTION
Merging compact binaries are thought to be a promising source of gravitational waves that may be found by ground-based or future space-based detectors. Theoretical models play a role in the experimental efforts, both in assisting detection and in allowing binary parameter estimation. Three principal theoretical approaches exist, numerical relativity [1, 2] , post-Newtonian (PN) theory [3] , and gravitational self-force (GSF) calculations [4] [5] [6] , with the effective-one-body formalism providing a synthesis of the three [7] [8] [9] . The GSF approach is relevant when the binary mass ratio ε is sufficiently small that the motion and field of the smaller mass can be treated in a perturbation expansion. In this black hole perturbation theory, the background field is that of the heavier stationary black hole and the zeroth-order motion of the small mass is a geodesic in this background. Then the perturbation in the metric is calculated to first order in the mass ratio and the action of the field of the small body back on its own motion is computed (i.e., the first-order GSF) [10, 11] . In principle the calculation proceeds to second order [12, 13] and beyond. Over the past fifteen years a number of key formal developments have been established [10, 11, [14] [15] [16] [17] .
Work on the GSF approach has been motivated in part by prospects of detecting extreme-mass-ratio inspirals (EMRIs) using a space-based gravitational wave detector like LISA or eLISA [18] [19] [20] . For a LISA-like detector with f min 10 −4 Hz, an EMRI consists of a small compact object of mass µ 1 − 10M (neutron star or black hole) in orbit about a supermassive black hole (SMBH) of mass M ∼ 10 5 − 10 7 M . The mass ratio would lie in the range ε = µ/M 10 −7 −10 −4 , small enough to allow a gradual, adiabatic inspiral and provide a natural application of perturbation theory. As the EMRI crosses the detector passband prior to merger its orbital motion accumulates a total change in phase of order ε −1 ∼ 10 4 −10 7 radians. Less extreme mass ratios may also be important. A class of intermediate mass black holes (IMBHs) may exist with masses M ∼ 10 2 − 10 4 M . These are suggested [21] by observations of ultraluminous X-ray sources and by theoretical simulations of globular cluster dynamical evolution. Stellar mass black holes or neutron stars spiralling into IMBHs with masses M ∼ 50 − 350M , referred to as intermediate-mass-ratio inspirals (IMRIs), would lie in the passband of Advanced LIGO and are potentially promising sources [22, 23] . An IMRI might also result from binaries composed of an IMBH and a SMBH [23] , which would appear as an eLISA source. While IMRIs execute fewer total orbits (i.e., ε −1 ∼ 10 2 − 10 3 ) than EMRIs in making, say, a decade of frequency change, the theoretical approach is nearly the same. Detection of E/IMRIs would represent a strong field test of general relativity and measurement of the primary's multipole structure would confirm or not the presence of a Kerr black hole [22, 24, 25] .
In tandem with the more formal GSF developments have come a host of practical numerical calculations. The dominant approach to date takes the small body to be a point mass [5] , computes the metric perturbation (MP) in the time domain (TD) [26] [27] [28] [29] or frequency domain (FD) [30] [31] [32] , and obtains a finite self-force from the divergent retarded field by mode-sum regularization [14, 27, 30, [32] [33] [34] [35] [36] [37] . Work on the gauge dependent GSF has benefitted from analogous scalar field models [38] [39] [40] . Applications to Kerr EMRIs, both with scalar and gravitational self-force, have been made [41] [42] [43] [44] [45] [46] [47] [48] . Availability of analytic mode-sum regularization parameters [49, 50] has been beneficial. Calculations of perturbations and the GSF have now been made with very high accuracy, arbitrary precision arithmetic [51] [52] [53] [54] , allowing detailed comparison with PN theory (see also [30, 55] ). Finally, alternative means of calculating the self-force, both effective source calculations [56] [57] [58] and direct Green function calculations [59] [60] [61] , are being developed.
This paper reports the development of a method and computer code for accurately calculating the GSF of Schwarzschild EMRIs with eccentric orbits. We use a point mass description for the stress-energy tensor of the small body and work in Lorenz gauge. Tensor spherical harmonic and Fourier decomposition are used and the MP amplitudes are computed initially in the FD. These amplitudes are then transferred to the TD using a generalization of the method of extended homogeneous solutions (EHS) [31, 40] for systems of equations [32, 34, 37, 62, 63] . The GSF is then calculated using standard mode-sum regularization. Our code was developed over the past several years and was reported in a series of talks at the 15th, 16th, and 17th Capra meetings [63] . A similar effort by a group in Southampton, initiated earlier [32] but developed in part concurrently with ours, has been reported in full elsewhere [37] .
Our use of Lorenz gauge in the FD and generalization of EHS is in common with [37] . The FD is used to achieve high accuracy and the method of EHS circumvents the Gibbs phenomenon in returning to the TD. We calculate also the "geodesic self-force," that is the GSF as a function of time along an undisturbed geodesic orbit. The intent is to provide GSF curves at points that densely cover a region of orbital parameter space (parameterized by eccentricity e and dimensionless semi-latus rectum p). As shown in [36] these data can then serve as an interpolated input to an osculating orbits evolution code.
Our approach is distinguished, however, in several respects. We devise and use here a fully constrained system of equations for even parity, as well as use the comparable system [37] for odd parity. We have found and use a set of analytic solutions for even-parity static modes, which complement published solutions [64] for odd par- . Dotted curves indicate, as in [37] , a closed orbit with the ratio Ωϕ/Ωr being a rational number. On any such curve there exists a static mode ωmn = mΩϕ + nΩr = 0 for indicated m and n. Within the vicinity of these curves these modes will be nearly static. For near-static modes with frequencies below |ω| < 10 −4 M −1 (shaded region) we use 128-bit floating point arithmetic for part of the mode calculation. Our calculations are extended to frequencies as small as |ω| < 10 −6 M −1 , which exist in regions narrower than the dotted curves.
ity. Particular attention is paid to accurately calculating near-static modes that occur for certain orbital parameters that produce a near resonance between the radial Ω r and azimuthal Ω ϕ orbital frequencies (see Fig. 1 ). To compute this subset of modes accurately we resort to occasional (more expensive) use of 128-bit arithmetic (i.e., quad precision). This has two effects. Firstly, we are able to trade some computational speed for more uniform accuracy across e and p space. Secondly, the technique significantly expands the region of e and p space within which the GSF can be computed accurately. For a given l and m mode there will exist a harmonic n that produces the lowest magnitude frequency, ω mn = mΩ ϕ + nΩ r . When a mode exists with frequency at or below |ω| < 10 −4 M −1 we switch the critical parts of the computation over to quad precision. Furthermore, there is an added device that can be used for this single (l, m, n) mode-we can eliminate part of the integration by using the jump conditions to normalize the mode. This procedure increases accuracy and restores some computational speed. With these techniques we are able to extend the reach of the code in computing the GSF to wider orbital separations, out to p 100, and to higher eccentricities, reaching as high as e 0.8 with acceptable errors when all available techniques are used.
The accuracy criteria we adopt in this paper stem from envisioned use of computed inspirals and resulting waveforms in the matched filtering applications of gravita-tional wave detectors. A detector like eLISA [4, 23] would employ template matching to separate individual sources and extract physical parameters from events buried in detector noise. To take full advantage of a signal when doing parameter matching [22, 24, 25] , theoretical waveform phases must be sufficiently accurate that they not contribute dephasing errors and thus degrade available signal-to-noise ratios [6, 25, 65] . The oscillations within the gravitational waveform will depend upon the orbital motion. For Schwarzschild EMRIs there are cumulative radial Φ r = χ p (T ) and azimuthal Φ ϕ = ϕ p (T ) orbital phases (here T ∼ M 2 /µ is the cumulative time in the inspiral and see Sec. II A for discussion of eccentric orbital motion). For schematic purposes, we simply take here the radial phase as a proxy for the waveform phase. Further, we assume that theoretical orbital phase uncertainties should be no larger than δΦ r 0.01 radians over a cumulative phase in the inspiral of as much as Φ r ∼ 10
6
(for an EMRI) (see discussion in [6] ). Thus the GSF and inspiral calculation should have fractional errors in the phase of order 10 −8 . The GSF is often split into dissipative and conservative parts [65] . It is useful to also split the dissipative part into orbit-averaged and oscillatory parts. The orbitaveraged, dissipative GSF (i.e., energy and angular momentum fluxes to infinity and down the horizon) produces secular changes that drive the adiabatic inspiral. For a small mass ratio ε the inspiral will schematically accumulate an orbital phase of Φ r = κ 0 (e, p, η) 1 ε + κ 1 (e, p, η) + κ 2 (e, p, η) ε + · · · , (1.1)
where e and p are orbital parameters when the EMRI enters a detector passband and η is the ratio between ingress frequency f i and egress (or merger) frequency f e . The κ's are dimensionless functions of order unity that do not depend on ε. We are here assuming a Schwarzschild E/IMRI and absence of Kerr transient resonances [66] . Also beyond our present concern are the recently recognized effects of resonances in Schwarzschild EMRIs [67] , which appear to come in at order ε (i.e., produce contributions to κ 2 ). The orbit-averaged, dissipative part of the first-order GSF will determine κ 0 . The rest of the first-order GSF, the oscillatory part of the dissipative piece and the (oscillatory) conservative part, contribute to κ 1 . This term in Φ r is of order unity and represents the post-1-adiabatic correction [65] . The implications for our work are this: if we require δΦ r 10 −2 , we must compute the orbit-averaged first-order GSF with fractional errors at or below 0 10 −8 εδΦ r and compute the oscillatory parts with fractional errors of order δΦ r or less. The retarded MPs themselves must be known even more accurately, since mode-sum regularization is a numerically subtractive procedure.
Ultimately these contributions to κ 1 are necessary but not sufficient. It has long been understood that κ 1 also depends on the orbit-averaged part of the second-order GSF [12, 17, 65, [68] [69] [70] , which our code (and the one described in [37] ) does not calculate. Moreover, there is expected to be an error in computing κ 1 by using FD methods and the "geodesic" GSF. In curved space, the real GSF will depend upon the entire past history of the particle's motion and the self-consistently evolved retarded field. In the geodesic approximation there is no encoding of the prior history of an inspiral. For adiabatic inspiral the discrepancy is expected to appear at a relative order of ε (thus in κ 1 ) [71] . It was stressed in [72] that this discrepancy could be assessed by comparing a self-consistent TD self-force calculation with an osculating orbits evolution using a FD-derived geodesic self-force. Such calculations are now in progress [73, 74] , pitting a scalar field self-consistent TD evolution against an osculating orbits inspiral driven by a geodesic scalar self-force calculation. Preliminary results [75] show small differences that are (so far) nearly indistinguishable from errors in the TD evolution.
Achievable GSF accuracy will depend on orbital parameters, particularly the eccentricity. Theoretical studies suggest that EMRIs may form via several mechanisms [23] . The standard channel involves weak two-body relaxation within the nuclear star cluster that scatters a compact object into a high eccentricity orbit about a SMBH. It is then captured by the SMBH through successive bursts of GW emission near pericenter, a process referred to as one-body inspiral [76] . These stars are captured initially in very high eccentricity orbits, which then proceed to circularize as the orbit shrinks. For M 3 × 10 6 M , EMRIs formed in this way will have a distribution of eccentricities peaked about e 0.7 (and a maximum of e 0.81) as they enter the eLISA passband (see [76] and their Figure 4) . Because of the likelihood that EMRIs will have high eccentricities, we have focused on extending the ability of our code to calculate up to e 0.8.
An alternative EMRI formation channel posits that compact binaries may scatter into high eccentricity orbits about the SMBH, with the binary being subsequently tidally disrupted. The dissolution of the binary may then inject a compact object into orbit, which will typically be less eccentric, about the SMBH. These EMRIs will subsequently have nearly circular orbits by the time they enter the eLISA passband [23] . As Fig. 1 makes clear, there is less likelihood of encountering troublesome near-static modes at low eccentricity, and our code correspondingly has higher accuracy and speed in these cases. This paper is organized as follows. In Sec. II we review the formalism for calculating the first-order MPs and the GSF for bound eccentric orbits on Schwarzschild. There we establish our notation for bound geodesic motion, our convention for spherical harmonic decomposition and definition of MP amplitudes, and give the coupled MP equations in Lorenz gauge. We also show in Sec. II how the size of these systems of coupled equations can be reduced, from seven down to four equations for even parity and from three down to two equations for odd parity, using the gauge conditions. These fully constrained equations are the ones we solve numerically, deriving the remaining MP amplitudes from the gauge conditions. In Sec. III we outline how we apply the method of EHS to coupled systems of equations. In Sec. IV, where the heart of our numerical method is presented, we provide a roadmap and details on how various classes of Fourier-harmonic modes are solved. These include low-order (l = 0, 1) modes, static modes, and near-static modes. Particularly worth noting is our new analytic solution for even-parity static modes (Sec. IV C) and various procedures for coping with near-static modes (Secs. IV A & IV B). Sec. V gives our numerical results. There we compare our computed GSF to values given in [37] for a particular orbit and provide tables of GSF values, including estimated digits of accuracy, for a broader set of orbital parameters (see also App. D). We show how the GSF errors vary smoothly as we range over orbital parameter space, while the speed of the algorithm changes more abruptly as it copes with difficult modes. We also discuss how flux calculations may be combined with the computed oscillatory part of the GSF to obtain sufficient accuracy for high eccentricity orbits in long term orbit integrations, a subject we expect to return to in a later paper. Finally, we relegate to App. A some details on expansions that are used to set accurate boundary conditions on mode functions at large r and near the horizon, to App. B some details on the expansions from which analytic solutions are derived for static modes, and to App. C the form of certain force terms used in the modesum regularization procedure.
Throughout this paper we set c = G = 1 and use metric signature (− + ++) and sign conventions of Misner, Thorne, and Wheeler [77] . Our notation for metric perturbation amplitudes and source terms largely follows that of Martel and Poisson [78] (see also [31] ). In particular, while general coordinate indices are denoted by Greek letters α, β, µ, ν, . . ., it is useful to consider a split of the four-dimensional manifold into M 2 × S 2 and adopt lowercase Latin letters a, b, c, . . . for indices associated with coordinates t and r and capital Latin letters A, B, C, . . . for the angular coordinates θ and ϕ and associated indices.
II. FORMALISM A. Bound orbits on a Schwarzschild background
We consider in this paper generic bound motion of a point particle of mass µ around a Schwarzschild black hole of mass M under the assumption that µ/M 1. We use Schwarzschild coordinates x µ = (t, r, θ, ϕ), in which the line element takes the standard form
where f (r) = 1 − 2M/r. Let the worldline of the particle be
, with proper time τ . In this paper a subscript p indicates a field evaluated at the location of the particle. The four-velocity is u α = dx α p /dτ . Without loss of generality the motion is confined to the equatorial plane, θ p (τ ) = π/2. At zeroth order the motion is geodesic in the static background and the geodesic equations yield immediate first integrals. This allows us to write the four-velocity as
where E and L are the constant specific energy and specific angular momentum, respectively. Bound orbits have E < 1 and require at least L > 2 √ 3M for two turning points to exist. The constraint u α u α = −1 yields an expression for the radial coordinate velocitẏ
where
and a dot indicates differentiation with respect to coordinate time.
While eccentric orbits on Schwarzschild can be parameterized by E and L, alternative pairs of parameters can be chosen. For example, we can use instead the (dimensionless) semi-latus rectum p and the eccentricity e (see [34, 79] ). A third choice is the pericentric and apocentric radii, r min and r max . These various parameters are related by the following equations p = 2r max r min M (r max + r min ) , e = r max − r min r max + r min , (2.5) 6) and
To avoid a plunging orbit the inner turning point must lie outside the maximum of the effective potential U 2 , which implies another inequality, p > 6+2e. The boundary p = 6 + 2e of these innermost stable orbits is the separatrix indicated in Fig. 1 .
Numerical integration of the trajectory employs an alternate curve parameter, χ, in which the radial position on the orbit is given a Keplerian-appearing form [80] 
where χ differs in general from the true anomaly ϕ. One radial libration makes a change ∆χ = 2π. The orbital equations then take the form
, with the use of χ removing singularities in the differential equations at the radial turning points (see [79] ). Integrating the first of these equations provides the fundamental frequency and period of radial motion,
Integrating the second equation determines the azimuthal advance. The average angular frequency dϕ p /dt is found by integrating over a complete radial oscillation
In general Ω r = Ω ϕ , except in the Newtonian limit.
B. First-order metric perturbation equations in Lorenz gauge
The finite mass of the small body induces a first-order perturbation p µν in the background metric g µν : g µν = g µν + p µν . Using the trace reversep µν = p µν − 1 2 g µν p (with p = p αβ g αβ ), linearizing the Einstein equations, and imposing the Lorenz gauge condition 12) yields the first-order field equations for the MPs
Here a stroke |µ (or ∇ µ ) indicates covariant differentiation with respect to g µν and 4 2 = g µν ∇ µ ∇ ν . Additionally, R α µβν is the Riemann tensor associated with g µν . Adopting a point particle description, the stress-energy tensor in Eqn. (2.13) is
(2.14)
C. Spherical harmonic decomposition
Our convention for tensor spherical harmonics and notation for MP amplitudes follows that of Martel and Poisson [78] , a modification of the original notation of Regge and Wheeler [81] . (An alternative notation is found in [27, 37, 64] .) The convention we use leaves all tensor harmonics orthogonal and clarifies the distinction between even-parity and odd-parity amplitudes. Odd-parity perturbations are expanded in terms of X 
The stress-energy tensor is also decomposed and following [78] has even-parity projections
16)
and odd-parity projections
17)
The overbar here indicates the complex conjugate and λ ≡ (l+2)(l−1)/2. The sharp ( ) and flat ( ) superscripts merely distinguish two distinct scalar projections. These source terms are given explicitly in Sec. V of [31] .
D. Lorenz gauge equations for MP amplitudes
Applying these projections to (2.13) yields coupled sets of field equations in t and r for the MP amplitudes. Likewise (2.12) provides a set of Lorenz gauge conditions on the amplitudes. Lorenz gauge gives each of the ten field equations a hyperbolic form, and the principal part of the wave operator in each equation can be compactly expressed using the 1+1 dimensional d'Alembertian 18) where r * is the tortoise coordinate
The seven even-parity and three odd-parity Lorenz gauge field equations are well-posed hyperbolic systems, but the Lorenz gauge conditions (three even parity and one odd parity) force constraints on the initial conditions. These unconstrained field equations, along with the Bianchi identities, ensure that the gauge conditions, if fixed initially, are satisfied subsequently. We present the unconstrained equations first, and then introduce modified constrained systems. Equations in this subsection are in TD form but can be converted to FD form as discussed in Sec. III A. In what follows all l and m indices on MP and source amplitudes are suppressed for brevity unless otherwise noted.
Unconstrained Lorenz gauge field equations
The seven even-parity unconstrained Lorenz gauge equations are
The three odd-parity parts of the field satisfy a separate unconstrained set of equations in Lorenz gauge
(2.21)
Lorenz gauge conditions
The Lorenz gauge conditions (2.12) separate into even-and odd-parity equations when expanded in spherical harmonics. For even parity there are three coupled gauge conditions 22) while in odd parity there is just one condition , h rr , K, h t , and h r . These six equations, four even parity and two odd parity, once modified only reference these remaining amplitudes. Once the constrained equations are solved, the eliminated fields, j t , j r , G, and h 2 , are recovered via the gauge conditions.
We find the following system of four constrained even-parity equations 24) and the following system of two constrained odd-parity equations
These six equations, supplemented with the gauge conditions (2.22) and (2.23), are satisfied by the MPs in Lorenz gauge. However, as discussed in Sec. III, to find solutions numerically we cast these equations into the FD, reducing them to large sets of ordinary differential equations. Furthermore, in certain special cases [i.e., low-order (l = 0, 1) modes and static (ω = 0) modes] some MP amplitudes cease to be defined or the systems of equations reduce further in size, or both. Sec. IV discusses these special cases, each of which merits unique numerical treatment.
E. Self-force and mode-sum regularization
Once the Lorenz gauge equations in the preceding section are solved using causal boundary conditions (i.e., outgoing waves at infinity and downgoing waves at the horizon), the MP amplitudes are used to reassemble the retarded field p ret µν . The full retarded field is divergent at the location of the point mass, precisely where its action back on the particle's motion must be determined. Regularization is required, and the mode-sum regularization (MSR) procedure of Barack and Ori [14] is commonly used (see e.g., early use [38] with a scalar field and for the GSF in Lorenz gauge [4, 27, 34] ). To discuss MSR it is useful to consider the decomposition discovered by Detweiler and Whiting [15] that splits the retarded MP within a normal neighborhood of the particle [5] into regular (R) and singular (S) parts
The singular part has a divergence that captures the singular behavior of the retarded field, satisfies the same inhomogeneous field equations (2.13), but through design (i.e., appropriate boundary conditions) does not contribute at all to the self-force. The regular part, in contrast, is a solution to the homogeneous first-order field equations and is entirely responsible for the self-force. Applying the self-force, the corrected motion can be regarded as forced, non-geodesic motion in the background spacetime. With the Detweiler and Whiting split, the motion can also be viewed as geodesic in the corrected metric g µν +p R µν . In either viewpoint the self-force becomes a term in the equations of motion found from calculating 27) which is evaluated at the particle,
Here the trace-reversed MP is used and the projection operator is
At this point, k αβγδ is defined only at the particle's location (though below we discuss broadening its definition so it can be evaluated off the worldline). Its form ensures orthogonality F α R u α = 0. The same operator may be applied to p ret µν and p S µν to define the retarded and singular self-forces, , with every mode being finite at the location of the particle. (We use l and m to distinguish from the l and m of our tensor spherical harmonic decomposition.) Then the subtraction can be made mode by mode. There is a subtlety in the decomposition, however, since the operator k αβγδ (and therefore the self-force) is only defined at this stage at the location of the particle. To generate a spherical harmonic decomposition we must choose a way to extend k αβγδ off of the worldline. Following Ref. [34] we define k αβγδ (x; x p ) at field point x, when the particle is at x p , to have the value given from Eqn. (2.28) with g µν evaluated at x and u α evaluated at x p . Later, in Eqn. (2.33), when we re-expand our tensor harmonics as sums of scalar harmonics, this choice ensures a finite coupling of l modes for each l .
The mode-sum expansion for F α S can written in the form
where the coefficients
, . . . are the l -independent regularization parameters (RPs), which depend only upon position in the eccentric orbit. (We use the notation of Heffernan et al. [49] for the RPs.) Then, the mode-sum formula , for the GSF on a Schwarzschild background were originally given by Barack et al. [82] . Indeed, only these first two parameters are needed to obtain convergence. From the structure of the l -dependent denominator terms, all of the succeeding terms each converge to zero as l → ∞. However, since the series with only
converges slowly (∼ 1/l max ), higher-order RPs are important for hastening convergence when the sum is truncated at some finite l max . Heffernan et al. [49] have calculated the higherorder coefficients F α [2] and F α [4] for the GSF, and their use (along with numerically fitting to even higher order) greatly improves convergence.
As described above, MSR requires an expansion of the full retarded self-force F α ret as a sum over scalar spherical harmonic modes F αl ret . In contrast, our Lorenz gauge calculation yields a set of MP amplitudes for each l and m in a tensor spherical harmonic expansion. The former can be derived from the latter by re-expanding each tensor spherical harmonic in our expression for F α ret as a sum of scalar spherical harmonics. To that end, we take the definition of k αβγδ (x, x p ) given above, along with the tensor spherical harmonic expansion of the retarded MP given in Eqn. (2.15), and substitute in Eqn. (2.29). Taking the limit r → r p (t) while maintaining θ and ϕ dependence leaves [34] [ are functions of the MP amplitudes and their first t and r derivatives. Our tensor harmonic decomposition of the MP differs from [34] and so we provide the detailed form of these functions in Appendix C. The MP amplitudes are O(µ), which makes the GSF of order O(µ 2 ). Each of the functions f αlm 0
, as well as F α ret , takes on a pair of values (±) since the limit r → r p (t) can be applied from the outside or inside of the particle radius r p (t). Differing limits on the two sides also appear in the RP F 
The functions F αl,m (j) , given in [34] , are found to each be a linear combination of the f αlm n of the same l and m. Accordingly, a given l term used in the MSR formula couples only to tensor spherical harmonic amplitudes in the range l − 3 ≤ l ≤ l + 3.
F. Conservative and dissipative parts of the self-force and first-order changes in orbital constants
The procedure described in the previous subsection takes the retarded field and produces the regular (R) force (i.e., the self-force). To make the notation clear we can write this retarded self-force as F α R,ret . It is also conceivable to calculate the advanced self-force F α R,adv , which is obtained by precisely the same procedure except in replacingp ret µν withp adv µν . The singular field F α S is time symmetric, so the RPs are unaffected in swapping 'ret' for 'adv'. Hinderer and Flanagan [65] show that it is convenient to split the retarded and advanced self-force into conservative and dissipative parts
See also [83] . Furthermore, because of the symmetry, the conservative part actually requires regularization 36) while the dissipative part does not
Conveniently, for geodesic motion on Schwarzschild the advanced self-force can be obtained from the retarded self-force using time reversal and symmetry
where τ = 0 corresponds to periastron passage and the Schwarzschild components change sign or not according to
, with no implied sum in the equation above. The self-force produces changes in the orbital constants E = −u t and L = u ϕ . Using the first-order equations of motion 
where dot refers to derivative with respect to Schwarzschild time t. While the first-order GSF determines the leading order, adiabatic motion and contributes terms to the post-1-adiabatic corrections [65] , the leading-order adiabatic changes require only the orbit-averaged part of the dissipative GSF
For the geodesic GSF, the first-order rate of work and torque are balanced by the energy and angular momentum fluxes (each averaged over the orbital period and summed over two-surfaces near infinity and the horizon) calculated from the first-order MP (see Sec. V B).
III. FREQUENCY DOMAIN TECHNIQUES FOR SOLVING COUPLED SYSTEMS
Rather than solve directly the TD Lorenz gauge equations of Sec. II D, we use FD techniques for their speed and accuracy. Accuracy requirements were discussed in the Introduction and these are attained in the FD through solution of ordinary differential equations (ODEs). The TD alternative [34] , solving 1+1 dimensional partial differential equations for each l, m, has the compensating advantage of allowing the GSF to be applied self-consistently [72] . The specific equations we solve are the FD version of the fully-constrained field equations (2.24) and (2.25) and the gauge conditions (2.22) and (2.23), obtained by taking ∂ t → −iω and replacing amplitudes, e.g., h tt (t, r) →h tt (r). Subsequently the solution is returned to the TD, whence the GSF can be calculated. The Fourier synthesis uses the method of EHS [40] , which circumvents the Gibbs phenomenon encountered with a distributional source.
Below we set the notation for the Fourier transform, give a matrix notation for the coupled sets of FD ODEs, and discuss independent bases of homogeneous solutions that appear at leading order asymptotically. We then discuss the use of variation of parameters and how EHS is broadened to encompass systems of ODEs.
A. Fourier decomposition
As explained in Sec. II A, two fundamental frequencies, Ω r and Ω ϕ , exist in the eccentric-orbit Schwarzschild E/IMRI problem. In the frame that rotates at the mean azimuthal rate (ϕ = ϕ − Ω ϕ t) the MP appears non-sinusoidal but periodic in t. It can be represented in a Fourier series in harmonics nΩ r . In the inertial frame, the phase of each multipole with m = 0 advances linearly, giving the Fourier-harmonic modes a spectrum
Each MP and source amplitude is replaced by a Fourier series (with a tilde denoting a FD amplitude). For a generic amplitude X lm (not to be confused with the tensor harmonics X lm A and X lm AB ) we havẽ
Henceforth, not only will indices l and m be suppressed but so will n on FD objects (unless otherwise noted).
B. Matrix notation for coupled ODE systems
It is convenient to place the coupled FD equations in matrix form. For even and odd parities, respectively, the fields appearing in the constrained systems are assembled into the vectors
With this notation the even-and odd-parity FD equations are compactly expressed in matrix form
with prime indicating differentiation with respect to tortoise coordinate r * and where the solution vectors and source vectors have dimension k = 4 or k = 2 for even or odd parity, respectively. In the general case the matrices that couple the amplitudes and their first derivatives are
where the I's are relevant-sized identity matrices (k × k = 4 × 4 or 2 × 2). The source vectors arẽ
In certain special cases (low-order modes or static modes) some components of the vectorsẼ andB identically vanish, effectively reducing the order of the system, with concomitant reduction in the source components and elements of A, . . . , D. These special cases are detailed in Sec. IV.
C. Linearly independent sets of homogeneous solutions
The constrained even-parity equations are a set of four, coupled, second-order ODEs. As such they have eight linearly independent homogeneous solutions. We divide these into four solutionsẼ + i (with i = 0, 1, 2, 3) that have causal, running-wave dependence e iωr * at r * = +∞ and four solutionsẼ − i that are downgoing, e −iωr * , at the horizon (r * = −∞). For odd parity, where the system is a set of two, coupled, second-order ODEs, there are four linearly independent homogeneous solutions. In parallel we denote these byB ± i with i = 0, 1. A complete basis of linearly independent homogeneous solutions is of dimension 2k.
Upon examining the asymptotic limits of Eqn. (3.4) as r * → ±∞, we find the following is one possible representation of the leading-order behavior of the even-parity homogeneous solutions
where indicates transpose. We note that, while these vectors are linearly independent, the MP amplitudes (components) do not decouple asymptotically. Likewise the asymptotic limits of the odd-parity equations allow the following representation of the leading-order behavior of odd-parity homogeneous solutions
Here again, while the odd-parity vectors are linearly independent, the MP amplitudes are still mixed between them asymptotically. The limiting behavior forẼ (3.8) and (3.9) is merely one possible choice and we refer to these as the simple bases. It is however clearly possible to introduce linear transformations on these sets of eight and four homogeneous solutions, and we describe in Sec. IV A clear advantages in doing so at least for the even-and odd-parity bases on the near-infinity side.
D. Variation of parameters and extended homogeneous solutions for coupled systems
With the assumption that sets of homogeneous solutionsẼ ± i andB ± i have been obtained by integrating Eqns. (3.4) (subject to the boundary conditions of the previous section or other equivalently-independent ones), it is straightforward to construct solutions to the inhomogeneous equations using variation of parameters. Introducing a set of 2k variable coefficients c ± i (r) that multiply the homogeneous basis elements, the particular solutions are assumed to have the formsẼ
(3.10)
Variation of parameters then assumes that the first derivative of (3.10) also depends only on the coefficients c 
where bold entries are 2 × 1 column vectors. The normalization functions are then found by matrix inversion followed by integration over the source region are determinants of 4 × 4 matrices. In even parity the matrices are 8 × 8 and in special cases other matrix ranks occur. In this section we have sketched using Cramer's rule for the matrix inversion merely to provide a compact discussion. In reality we use LU decomposition in the code to provide the numerical inversion.
Once the normalization functions c e/o,± i (r) are known, the particular solutions (3.10) can be computed. However, since the source in the TD problem is distributional, this standard procedure is fraught with the appearance of Gibbs behavior in the MP (and GSF) upon returning to the TD. Its use is now supplanted by the method of EHS, though the EHS method uses key parts of the standard-approach machinery.
Barack, Ori, and Sago [40] developed the EHS method and applied it in computing the scalar field of a charge in eccentric orbit about a Schwarzschild black hole. Subsequently, Hopper and Evans [31] employed EHS to compute the MPs of a small mass in eccentric orbit on Schwarzschild in the Regge-Wheeler-Zerilli formalism. EHS was also used [34, 62] to compute the low-order (l = 0, 1) modes in Lorenz gauge, which marked its first use for a coupled system. EHS then found use in modeling the scalar self-force on a particle in eccentric equatorial orbit on a Kerr black hole [84] . In addition, a variant called the method of extended particular solutions was developed [85] that is useful for certain problems with non-compact source terms. It was employed to compute the gauge vector that generates the odd-parity transformation of the MP from Regge-Wheeler to Lorenz gauge.
Our application of EHS to general MPs in Lorenz gauge for eccentric orbital motion on Schwarzschild was developed contemporaneously with Akcay, Warburton, and Barack (see talks at the 2012 Capra meeting [63, 86, 87] ). Their code was applied [36] to long term inspiral and their full method has been published [37] .
EHS uses the matrix inversion and integration involved in computing the normalization functions, but extends the integration over the entire source region to obtain a set of complex constants. In practice, the integration is done with respect to χ
providing better numerical behavior at the turning points. These constants are used to normalize the basis vectors and to assemble specific linear combinations, referred to as FD extended homogeneous solutions. They are smooth functions everywhere outside the horizon (r > 2M ),
Using these functions, exponentially-convergent Fourier sums then provide the TD extended homogeneous solutions
which likewise hold for all r > 2M and are smooth in r and t. The solutions to Eqn. (2.24) and (2.25) then follow by abutting the + and − TD EHS at the location of the particle,
In Lorenz gauge all of the MP amplitudes are C 0 at r = r p (t). The discontinuity in the derivative is encoded by the presence of the θ functions. While the Lorenz gauge MP amplitudes must analytically satisfy E + (t, r p (t)) = E − (t, r p (t)) and B + (t, r p (t)) = B − (t, r p (t)), the degree to which this equality is satisfied numerically is a measure of convergence.
IV. NUMERICAL ALGORITHM
In this section we provide details on our numerical algorithm. For a geodesic given by p and e, we seek to compute to sufficient accuracy the MP and the GSF, F α R , as functions of time around the orbit. We first itemize the principal steps and then follow with detailed discussion on some aspects of the procedure.
1. Orbital parameters: For a given p and e, integrate the orbit equations to find the period of radial motion T r , and fundamental frequencies Ω r and Ω ϕ . Determine also E, L, r min , and r max (Sec. II A).
Mode characterization:
Fourier-harmonic modes divide into classes according to l, m, n. Low-multipole modes l = 0, 1 are handled separately from l ≥ 2 radiative modes. We further divide modes into static (m = n = 0), near-static (0 < |ωM | < 10 −4 ), or general cases. See Table I for overlapping breakdown of modes. 
. Linearly independent, causal homogeneous bases: For every l, m, n mode find or compute a complete set of 2k independent homogeneous solutions. In general, the solution process begins with providing causal initial conditions at the boundaries using Taylor series or asymptotic expansions (App. A) and performing numerical ODE integrations (Sec. III C) into the source region. On the horizon side, boundary conditions are set at r * = −6M and sufficient Taylor expansion terms are included to reach a fractional error of ∼ 10 −15 . At large radius, the starting location depends on mode and frequency. Large enough starting radius is taken and short integrations are used to confirm the asymptotic expansions have errors of order 10 −14 . All of the homogeneous solutions are then integrated to r * = r min * (i.e. the value of r * when r = r min ). Orthogonality of the initial vectors is carefully considered to minimize ill-conditioning of matrix inversion (Sec. IV A). For nearstatic (0 < |ωM | < 10 −4 ) modes we employ special techniques to overcome strong ill-conditioning (Secs. IV A, IV B). Static (zero frequency) modes have exact analytic homogeneous solutions (Sec. IV C). The systems of equations change character or reduce in size for low-multipole modes (Sec. IV D).
FD extended homogeneous solutions:
For each l, m, n the homogeneous solutions are integrated over the source from r min to r max to find normalization constants and the linear combinations that represent the FD EHS (Sec. III D). Again, for near-static (0 < |ωM | < 10 −4 ) modes we employ special techniques to overcome strong ill-conditioning (Sec. IV B). Special consideration occurs again for low-multipole modes.
5. TD extended homogeneous solutions: For every l, m construct the TD EHS (Sec. III D) by summing over sufficient positive and negative n until the Fourier series on each side converge to a relative error of ∼ 10 −10 . Not only can convergence of the EHS on each side of r p (t) be monitored, but each l, m mode should approach becoming C 0 and the derivative in r at the particle should satisfy a jump condition. (Sec. II E) and sum over m for each l mode. Only m ≥ 0 modes need be computed, since m < 0 are determined by crossing relations on the spherical harmonics. Assemble the l part of the retarded force by combining l for l − 3 ≤ l ≤ l + 3.
7. Apply MSR to obtain GSF: Sum over l in the MSR formula until the GSF converges to a prescribed tolerance or minimum error (Sec. II E). In the process we use available analytically-calculated regularization parameters
, and F α [4] and least-squares fit for F α [6] and F α [8] using the last seven l modes. We find that the error (by comparing the regularized self-force on the two sides of the particle) minimizes for l max 13 for low eccentricities and several modes lower for high eccentricity. A required l max implies that we must compute tensor spherical harmonic modes up to l max = l max + 3. 
A. General modes
We first consider the general case, encompassing all modes with l ≥ 2 that are neither static nor near-static. The expressions (3.8) and (3.9) provide leading-order behavior for the MP amplitudes as r * → ±∞. In practice boundary conditions are set at finite radii and require expansions with numerous terms beyond just this leading order. Appendix A provides details on the asymptotic (r * → +∞) and Taylor (r * → −∞) expansions that are used to set accurate boundary conditions as close to the source region as possible. Unique numerical issues are encountered on both the near-horizon and near-infinity sides.
Boundary conditions near the horizon and subdominance instability
On the near-horizon side, using the simple bases of (3.8) and (3.9) at large negative r * is found to generate a subdominance instability. There is an undesired, acausal (up-going) homogeneous solution that can be excited by roundoff errors in the numerical boundary condition that grows exponentially relative to a desired (subdominant) causal solution. Fig. 2 shows the effect of starting the integration at various initial r H * and integrating to r * = 10M . Setting the boundary at r H * < −10M generates substantial growth of this acausal mode. We now explain briefly why this occurs. We use odd parity as the example, with even parity following a similar analysis.
A complete set of odd-parity independent homogeneous solutions at the event horizon has leading behavior 
where all the terms α nB − n and β nB − n are of order ∼ 10 −16 (roundoff) times the desired dependence. We must be concerned with any of these roundoff terms that are acausal and grow relative to the causal terms as we integrate
, has precisely this exponential growth relative toB − 0 . This prediction is confirmed numerically, as shown in the left panel of Fig. 2 . On the other hand,B − 1 itself grows like e r * /2M , and we see none of the other roundoff terms grow relative to it. As such, this solution does not display a subdominance instability.
In the case of even parity, the worst acausal mode has an f 2 radial dependence. Accordingly, its relative growth is even worse, i.e. ∼ e r * /M . This is shown in the right panel of Fig. 2 . In both cases, simply setting the boundary close to the source region (in practice, r H * = −6M works well), and including enough Taylor series terms alleviates any problems from acausal growth. The details of those Taylor series are found in Appendix A. We note finally that it is not inconceivable that the instability we discuss here is a result of the particular set of MP variables, and therefore the form of the Lorenz gauge equations, that we chose to use.
Boundary conditions at large radius and thin-QR pre-conditioning
On the near-infinity side the expansions are asymptotic and require a large starting radius r (3.11) ]. Unfortunately, especially at low frequency, we find the Wronskian matrix to be typically ill-conditioned. Generally one can define a condition number of the matrix as κ(M) = |λ max /λ min |, where λ max and λ min are the maximal and minimal eigenvalues of M. Alternatively and conveniently, we may define it as κ(M) = σ max /σ min , in terms of the singular values σ i of M in a singular value decomposition (SVD). The condition number is important since one loses roughly log 10 (κ) digits of accuracy in operations like matrix inversion [88] . Starting with the leading-order, near-infinity behavior of the simple basis in Eqn. (3.9) leads to condition numbers as large as κ ∼ 10 12 in some cases. is required in order to combine them with the inner solutions and calculate κ, making this a hit-or-miss procedure.
We have instead developed a novel means for determining a good linear transformation (at r ∞ * ) that reduces κ by many orders of magnitude. While the method is most effective in handling near-static modes (discussed below in Sec. IV B), we nevertheless use it for all modes and therefore discuss it here. The technique involves using just half the information (outer solutions only) that goes into the Wronskian and calculating a "semi-condition number" ρ. It begins by picking a basis (e.g., the simple one), taking the right half of the matrix M, and forming the 4 × 2 matrix
While V is a non-square matrix, it has a SVD and yields a set of non-negative, real singular values σ i . In our example there are two singular values; for even parity there are four. We call the ratio of the largest to smallest, ρ(V) = σ max /σ min , the semi-condition number. An advantage of ρ(V) is that it can be computed immediately once an outer basis is chosen. However, ρ is not the same as the full condition number κ, which can only be computed once the complete set of (inner as well as outer) homogeneous solutions are compared. Empirically, though, we find that ρ is typically large to begin with (∼ 10 7 ) and grows by multiple orders of magnitude as the outer solutions are integrated inward (see Fig. 3 ), and that its value at r min * tends to be within an order of magnitude of κ. This strongly suggested that, if ρ could be minimized at the starting radius, then κ might be greatly reduced in the source region. This guess turned out to be correct.
A linear transformation on the outer boundary conditions can be used to mitigate the ill-conditioning [i.e., we are free to choose the starting b's in (A16) to begin solving the recurrence relations]. To see how a choice might be made, we start with the simple basis of (3.9) to form V [see also Eqn. (A20)] and perform a thin-QR decomposition [89] . The matrix is numerically split into a product V = QR, where Q is a 4 × 2 unitary matrix and R is a 2 × 2 square, upper-triangular matrix. Computed at an initial location r ∞ * , the columns of Q are an alternative, and in this case orthogonal, basis for beginning an integration for the homogeneous solutions. In other words ρ(Q) = 1. We see that the square matrix R multiplies Q from the right to give V and R −1 multiplies V from the right to give Q. In principle, while the columns of Q give a new orthogonal basis for boundary conditions on the homogeneous solutions (V → V = Q), in practice use of these boundary values fails numerically. The reason is traced to the illconditioning of V, which produces errors in the thin-QR decomposition and thus in the components of Q. In effect, the numerically derived new basis would not reflect outgoing wave behavior to machine accuracy, and is probably no better choice than the original V itself. ) and plots as a function of r * the semi-condition number ρ of the matrix V, which is comprised of (the outer solution) half of the Wronskian matrix. Two initial conditions are compared: the simple basis in red (dotted) and the thin-QR pre-conditioned basis in blue (solid). Orthogonalization with the thin-QR pre-conditioner makes a more than five orders of magnitude improvement. The right panel uses an l = 16 even-parity mode and shows the growth of ρ in solutions that start with thin-QR orthogonalized initial conditions, as functions of frequency. Once the frequency reaches |ωM | ≤ 10 −4 , thin-QR pre-conditioning is no longer sufficient to control the condition number in the source region and still allow double precision computations, and we turn to added techniques.
Nevertheless, the thin-QR decomposition provides the route forward. The idea is to use the initial choice for V at r ∞ * afforded by the simple basis and its related asymptotic expansion. Then the thin-QR decomposition is computed numerically. With this done, we compute from R its inverse numerically. After that, we use these values of R −1 at r ∞ * to transform the initial conditions for solving the recurrence relations, and we solve those again. The resulting set of new asymptotic expansions have built into them proper causal behavior and also have ρ(V ) = 1. In effect, R −1 serves as a pre-conditioner on the linear system. (Akcay et al. [37] use a different means of pre-conditioning their boundary conditions for the outer solutions.) So we are able to start inward integrations with ideal linear independence (by this measure) and obtain greatly reduced ill-conditioning (also by this measure) once the source region is reached (see Fig. 3 and six orders of magnitude improvement). Empirically, we then find the full condition number, κ, is also improved by orders of magnitude.
Since developing this thin-QR pre-conditioning technique, we have thus far not been able to find any comparable discussion in the literature.
Numerical integration
Having set the boundary conditions, our C code uses the Runge-Kutta-Prince-Dormand 7(8) [90] routine rk8pd of the GNU Scientific Library [91] to obtain the homogeneous solutions (note that GSL documentation incorrectly labels rk8pd a 8(9) method). We first integrate the outer homogeneous solutions from r ∞ * inward and then through the source region to r min * . We then integrate the inner homogeneous solutions from r H * to r min * . Next, we switch to an integration over χ to compute Eqns. (3.14) and acquire C e/o,± i
. In practice we also find it more efficient to determine the integrands of Eqn. (3.14) using an LU decomposition of the Wronskian matrix. Finally, we form the TD EHS as described in Sec. III D.
A final comment is warranted on the integration over the source region and the relative accuracies of various quantities. In the sweep back over the source region, the Wronskian matrix elements are recomputed step-by-step alongside the normalization functions c e/o i (r) within a broadened system of ODEs. When the Wronskian matrix is mildly ill-conditioned it becomes impractical to enforce the same accuracy criterion on the normalization coefficients as the homogeneous solutions that make up the elements of the Wronskian. We instead modify the adaptive step size routine to demand high accuracy ∼ 10 −15 for the Wronskian elements while ignoring the fractional errors in the normalization coefficients unless they exceed ∼ 10 −12 . This criterion does not really diminish the achievable accuracy in the coefficients, since the condition number of the Wronskian may reach or exceed 10 3 near the low frequency limit of our double precision code (see Sec. IV B for use of quad precision). It does, however, prevent the stepsize from being driven unreasonably small and halting the integration.
B. Near-static modes
As mentioned in our step-by-step procedure, near-static modes (0 < |ωM | < 10 −4 ) are a special case subject to separate numerical handling. This problem has also been discussed in [37] . The ill-conditioning associated with the outer homogeneous solutions continues to grow as ω → 0, despite the application of the orthogonalization technique described in the previous section. To compute modes with 10 −6 |ωM | 10 −4 , we make use of three procedures. Firstly, the thin-QR pre-conditioning discussed in Sec. IV A, which is used for all modes, helps to minimize the semicondition number as much as possible. Secondly, when a mode with frequency as low as this is encountered, we switch to the use of quad-precision routines to handle integration of the homogeneous solutions and source integrations (i.e., steps 3 and 4). Thirdly, for a given l, m, we identify the lowest frequency mode n = n and for it we bypass the source integration and instead use the jump conditions to provide its normalization.
The semi-condition number scales roughly as ρ ∼ 10 2 (M ω) −2 , as can be seen in Fig. 3 . Once the condition number of the Wronskian matrix reaches ∼ 10 10 , too many digits (∼ 10) are being lost to make double precision calculations viable. Resort to 128-bit floating point arithmetic is a computationally costly but effective way of proceeding. At quad precision, much higher condition numbers ( 10 22 ) can be tolerated. Our quad-precision implementation is based on modified Numerical Recipes in C [92] routines. We switch to the Runge-Kutta-Cash-Karp 4(5) method for these calculations. While C compiler support for quad precision is available, its use is computationally costly on 64-bit hardware. Fortunately, for broad regions of orbital parameter space these modes are few enough that growth in CPU time is manageable (see Fig. 4 ).
The third element of the procedure focuses on the fact that for a given l, m there is always one n = n that gives the lowest magnitude frequency, ω . If ω is small enough (and there are others like it for enough other l and m), the quad precision integrations over the source might overly dominate the runtime of the code. This is particularly a concern for wide separations and large eccentricities. Fortunately, for each l and m there is a way of bypassing the source integration for this one n mode and obtaining its normalization coefficients more efficiently.
We use odd parity to illustrate the method. For a given l, m, the jump conditions in the TD for the MP amplitudes and their derivatives can be written in vector form
These jump conditions can be obtained analytically from the field equations and the projections of the stress-energy tensor. They are known to imply that the MP is C 0 and the radial derivative jump is some function of time, J (t). The jump conditions can be written as the difference between the TD EHS or using Eqn. (3.16) as the difference of the Fourier sums over FD EHS
Normally these conditions are used to check the convergence of the Fourier sums. In the case of a near-static mode we first normalize all of the other n = n modes in the usual way. Then the near-static mode is split out of the sum in (4.5) and written explicitly in terms of its individual homogeneous solutions and their normalization coefficients
In this expression, the function J (t) is known analytically and all of the terms in the sum on the right have been computed by the standard procedure. On the left, the homogeneous solutions for ω that make up the matrix are computed with quad precision and what remains are the four unknowns C o,± 0/1 . This matrix equation is solved at an arbitrary time t and in doing so we have obtained the normalization coefficients for the troublesome mode without integrating over the source region. It can be applied for frequencies as small as |ω| ∼ 10 −6 M −1 . An objection might be raised that this "spends" the ability to use the jump conditions as a convergence check. But in fact it remains possible to check the jumps at any other time within the radial period T r . Ultimately, the techniques presented in this section can be overwhelmed, since as T r becomes large the frequency Ω r can become smaller than 10 −4 M −1 , which results in numerous near-static modes per multipole (see Fig. 4 ).
C. Static modes with l ≥ 2
Static modes are another special case and occur when m = n = 0. At zero frequency, some of the field amplitudes vanish identically, and spur a reduction of order in the constrained field equations and gauge equations. We discuss odd and even parity in turn.
Odd-parity static modes
Analytic homogeneous solutions to the static odd-parity Lorenz gauge field equations were first derived by Barack and Lousto [64] . They showed thath r =h 2 = 0 and wrote down the inner and outer solutions forh t in terms of finite power series. Here we express the solution in slightly different form
The determination of the power series coefficients is described in detail in Appendix B 1.
Even-parity static modes
In this paper, we present for the first time analytic solutions for static even-parity modes in Lorenz gauge. (We understand that equivalent analytic solutions have been derived recently by others [93] also.) For static modes in even parity the reductionh tr =j t = 0 occurs. The reduced constrained equations are sixth order and involveh tt ,h rr , and K. We had a novel, if circuitous, route to discovering these analytic solutions, which we now present step-by-step.
1. Even-l solution to odd-parity equations: For static modes m = n = 0, Eqns. (4.7) are used with odd l to provide a necessary part of the MP. There is however nothing to bar us from using an even l in Eqns. (4.7); these too are solutions to the odd-parity Lorenz gauge equations even if they serve no purpose in decomposing the MP.
Solution to the Regge-Wheeler equation:
Armed with this "even-l solution to the odd-parity Lorenz gauge equations," we next form the gauge-invariant Cunningham-Price-Moncrief (CPM) [94] functioñ
Recall that λ = (l + 2)(l − 1)/2. This master function satisfies the homogeneous Regge-Wheeler (RW) equation. See also [31, 78] .
3. CPM master function to Zerilli master function: Next use the Detweiler-Chandrasekhar transformation [95] [96] [97] to obtain from the CPM function a solution to the homogeneous Zerilli equatioñ
4. MP amplitudes in RW gauge: UseΨ even to reconstruct the non-zero even-parity MP amplitudes in RW gauge. For purposes of presentation, the expressions (see e.g. [31] ) simplify greatly by using Eqns. (4.8) and (4.9) to write the MP amplitudes in terms ofh t ,
where we have used the homogeneous field equations to remove higher derivatives ofh t . Given analytic expressions for the even-l solutions forh t in step 1, we have obtained even-l static solutions for the MP in RW gauge.
Gauge vector for RW to Lorenz transformation:
We next seek a gauge vector to map the even-parity static MPs from RW to Lorenz gauge. The gauge vector will satisfy the wave equation
The generator Ξ µ can be decomposed [85] akin to that shown in Sec. II C, and its even-parity part is
We insert these into Eqn. (4.11) and transform to the FD. Then we specialize to the static case (whereξ t = 0), and are left with two coupled equations (after again dropping lmn indices) Eqn. (4.15) has four independent homogeneous solutions denoted byξ ± e,H0 andξ ± e,H1 and two independent inhomogeneous solutions (since the source has inner and outer instances) denoted byξ ± e,I . Here the superscript ± indicates the solution that is regular at r = ∞ (+) or the horizon (−).
6. Transformation to six independent Lorenz gauge homogeneous solutions: Once the six solutions for the gauge generator have been obtained, we can use them to transform the even-parity static MP to Lorenz gauge and derive a complete set of homogeneous solutions. The transformation is [78] h tt =h with componentsẼ 18) and withẼ RW being obvious. The zeros in the second row follow fromh tr vanishing in both Lorenz and RW gauges when ω = 0. We denote the six Lorenz gauge homogeneous solutions byẼ 
D. Low-multipole modes
The low-multipole (l = 0, 1) components of the MP are as essential to the GSF as the radiative modes. Solutions were first given by Zerilli [98] . These solutions, specialized to circular orbits, were then transformed to Lorenz gauge by Detweiler and Poisson [99] . Low-multipole mode calculations for circular orbits were considered in [27, 64] . Their solution was extended to eccentric orbits in [34, 37] using the method of EHS.
Even-parity dipole mode
In the case of the even-parity dipole mode l = 1, m = 1, the amplitudeG is not defined [see Eqn. (2.15) and note that Y AB is not defined for l < 2]. The fully constrained field equations (3.4) are unaffected however. The vanishing ofG does add the subtlety that the individual homogeneous solutions to Eqn. (3.4) will not, in general, satisfy the Lorenz gauge conditions, Eqn. (2.22) .
Numerically, the even-parity dipole mode requires no special treatment. As usual, we use Eqn. (3.14) to integrate through the source region and find C e,± i
. We then find that the solution that results from linear superposition of the normalized modes in Eqn. (3.15) does satisfy the gauge conditions, a byproduct of the source terms being consistent with the Bianchi identities.
Odd-parity dipole mode
In the case of the odd-parity dipole mode l = 1, m = 0, the amplitudeh 2 is not defined [see Eqn. (2.15) and note that X AB is not defined for l < 2]. As with the even-parity case, this does not affect the fully constrained field equations. When ω = 0, this mode requires no special treatment. We find that after normalization and superposition, the solution does satisfy the gauge condition.
The static mode, l = 1, m = 0, n = 0, must be handled separately. In this case we use the analytic homogeneous solutions [99] 21) and proceed as usual to obtain the FD EHS.
Monopole mode
In the case of the monopole mode, l = m = 0, the amplitudesj t ,j r , andG are not defined [see Eqn. (2.15) and note that Y A and Y AB are not defined for l = 0]. Again, the fully constrained field equations are unaffected and no special treatment is required to obtain the particular solution as long as n = 0.
However, the monopole static mode l = m = n = 0 is exceptional. The system is fourth order and has four independent homogeneous solutions [100] , which also satisfy the Lorenz gauge conditions
Recall from Sec. IV C thath tr vanishes for static modes, as indicated by the zeros in the second rows of these expressions.
We have made a particular choice with this basis. The solutionsẼ
are the only independent ones that are regular at r = ∞. Then,Ẽ − 0 is the only solution that is regular at the horizon and does not perturb the mass-energy of the black hole [46] (at the horizon). This leavesẼ + 0 . Ordinarily, we would expect two homogeneous solutions on the horizon side and two on the infinity side. But all that is really required are four independent solutions and regularity. This last solution is independent and its only irregularity at r = ∞ is the well-known property of Lorenz gauge thath tt approaches a constant as r → ∞ [64] . This behavior leads to a required rescaling of the time coordinate [34, 37, 46, 101] . It is precisely what is necessary that the solution perturb the mass M → M + µE of the spacetime in the region exterior to the particle orbit [99] . With this complete set of homogeneous solutions, we form the FD EHS. Rather than using the expression in Eqn. (3.15) , for this special case the normalization is
Our route to the solution for this mode differs from that of Akcay et al. [37] but of course the two approaches are ultimately equivalent.
V. ADDITIONAL NUMERICAL RESULTS
We give in this section a sampling of added numerical results from computing the GSF and discuss the range of applicability of the code. As mentioned in the Introduction, astrophysical EMRI sources are expected to have 
present only significant figures for the data from our code (rows without parentheses). Our results are compared to those of Akcay et al. [37] (parentheses), where we have rounded the last digit from values in their table to retain only fully significant digits. Our code took approximately 15 minutes on a single core to generate all of the GSF data in this table. 
eccentricities as high as e 0.8. This expectation has motivated our effort to develop an efficient and accurate code capable of widely spanning p and e space.
A. GSF results and their accuracies
We first compare our code to results from [37] for a mildly eccentric orbit (e = 0.2, p = 7.0). Table II shows values of the t and r components of both the conservative and dissipative parts of the GSF for a set of locations on the orbit. Our values match closely those of Akcay et al. Assessed errors in our calculation, set by limits in MSR and Fourier convergence, determine the number of significant digits we present. Akcay et al. presented their values with uncertainties in their least significant digit; we have rounded their values and present here only fully significant digits for comparison. The two codes agree for this orbit to within four to seven digits. Our code generates GSF data rapidly (∼ 15 minutes) for an orbit with an eccentricity as low as this. CPU runtimes can be nearly two orders of magnitude greater for high-eccentricity wide-separation orbits (see Fig. 4 ) where the code begins to switch on intermittent use of quad precision.
We next give in Table III a set of numerical values for the t and r components of the GSF for eccentricity e = 0.1 and a range of orbital separations. The full regularized GSF is given at points all around one radial libration. The dissipative and conservative parts can be reconstructed through averaging and differencing values across conjugate points on the orbit using expressions in Sec. II E. The ϕ component of the GSF can be obtained from orthogonality. We list only significant digits. It is clear that for low eccentricity our code generally achieves accuracies of 7 to 10 decimal places. Remarkably, the accuracy of our code improves as the orbital separation increases. As we discussed in the Introduction, accuracy of 8 or more decimal places is required to keep dephasing errors below δΦ r 10 −2 when ε = 10 −6 . The requirement is obviously eased if ε = 10 −5 . The results in Table III indicate that our error criterion is attained for e = 0.1.
The situation changes as we consider higher eccentricities. Table IV shows equivalent information for orbits with e = 0.5. At this eccentricity the GSF values have between 5 and 7 decimal places of accuracy. As before, accuracies improve with wider separations. In App. D we provide two more tables, with e = 0.3 and e = 0.7. At e = 0.3 accuracies are intermediate, with 6 to 9 decimal places, but at e = 0.7 accuracies drop to 3 to 5 significant figures. The trend in accuracy is best displayed semi-quantitatively in Fig. 5 , where labeled contours trace the iso-surfaces of relative error in the GSF. The general trend of improvement in accuracy (in our code) with increasing p is evident, as is the more severe fall-off with increasing e. It is worth noting how uniform the trends in accuracy are. This uniformity is in contrast to CPU runtimes seen in Fig. 4 , evidence that the code trades speed for accuracy when necessary. With an error goal of 10 −7 (useful if we consider ε 10 −5 or are willing to relax to δΦ r 10 −1 ), our code can directly supply the GSF for long-term orbit integrations for e 0.4-0.5 over most of the range of p.
For eccentricities above e = 0.5 (or in fact above e = 0.25 for p 10) computing the full GSF accurately is more problematic, and the code, by itself, is not able to meet the goal of δΦ r = 0.01 if ε = 10 −6 . (For an IMRI, though, with ε = 10 −3 we might compute inspirals with eccentricities as high as e 0.5-0.6.) One recourse would be to switch over much of the computation to 128-bit arithmetic, but doing so on 64-bit architecture would be expensive. So, can eccentricities of 0.8 be reached and still maintain the required error tolerance? We believe the answer is yes and propose a hybrid approach.
The present difficulty stems from asking too much of a single numerical method. Recall that the first-order GSF determines both the adiabatic inspiral and its part of the post-1-adiabatic corrections (with additional correction coming eventually from the orbit-averaged part of the second-order GSF). Hence, we need the code to provide the orbit-averaged part of the first-order GSF to a fractional accuracy 0 that is O(ε) better than the accuracy 1 it provides in the oscillatory part of the GSF [see the argument centered around Eqn. (1.1) ]. This viewpoint suggests splitting the task, with a separate code providing the gravitational wave fluxes that drive the inspiral (i.e., post-0-adiabatic) and the Lorenz gauge code providing the conservative and oscillatory part of the dissipative GSF (post-1-adiabatic). In such a hybrid scheme, the present code must needs only provide the oscillatory GSF with relative errors of, say, 1 10 −4 -10 −3 . The flux code would need to give the orbit-averaged force to accuracy of 0 10 −8 . A Regge-Wheeler-Zerilli (RWZ) code can achieve this latter accuracy and would not add significant computational burden. 
where we define Λ ≡ λ + 3M/r. The master functions have asymptotic running wave behaviorΨ ± lmn (r * → ±∞) = C ± lmn e ±iωr * and the coefficients can be obtained from the asymptotic behavior of the Lorenz gauge amplitudes. [Note, the C ± lmn here are not the same as those in Eqn. (3.14) .] Having made these connections to Lorenz gauge, we use standard expressions for the fluxes In a geodesic GSF code, the fluxes should match the orbit-averaged rate of work and torque that are computed locally at the particle via Eqn. (2.41). The dissipative GSF can be split into sums over tensor spherical harmonic and FD contributions, each of which can be taken to be a function of χ Moreover, the force can be evaluated on either side of the particle and should yield the same rates of change (up to numerical errors). Balance between fluxes and local dissipation occurs mode by mode, i.e., Ė lm = −µ Ė lm and L lm = −µ L lm . Alternatively, we can compare them after summing over all modes. Table V compares the balance between fluxes and local dissipation for several p = 10 orbits with different eccentricities. For low eccentricity (e = 0.1) we see a high degree of fidelity between the local dissipation, computed on both sides of the particle, and the fluxes derived from the Lorenz gauge fields. The comparison continues to hold but the accuracy drops markedly as orbits with e = 0.5 and e = 0.7 are considered. We also then show the results of computing the fluxes with a RWZ code [31] and a Teukolsky code [102] . Much smaller fractional errors, 10 −10 -10 −9 , are typically obtained, a result due at least in part to computing more l, m modes.
A hybrid method would make use of the substantially smaller relative error 0 10 −10 -10 −9 of a RWZ code to provide the orbit-averaged first-order GSF. A question arises, however, as to what exactly orbit-averaged means. Pound and Poisson [103] discuss various secular and radiative approximations. As they point out, an average F α R χ over χ is not the same as, for example, the average F α R t over t. A hybrid method would use a very specific average. A glance at (2.41) shows that the net fluxes will be balanced by integrals over proper time τ of the relevant covariant components of the dissipative part, F diss α , of the GSF. These averages are then related to fluxes by
where T r is the lapse of proper time in one radial orbit. If we assume that the fluxes are computed with a RWZ code, we can infer from them an orbit-averaged dissipative force
with vanishing r component. The process of constructing the hybrid force involves first taking the GSF from the Lorenz gauge code and constructing the oscillatory part
by computing the τ -average of the full force (the conservative part has zero mean) and subtracting it off. The hybrid GSF is then the sum of the dissipative term from a RWZ code and the oscillatory part from the Lorenz gauge code
If the Lorenz gauge code and the RWZ code had comparable accuracies, this construction would have little value. But circumstances are different if the RWZ code can provide the average force, which drives secular changes, with relative errors as small as 0 10 −10 -10 −9 , while the Lorenz code supplies the oscillatory part of the GSF with relative errors of 1 ∼ 10 −10 -10 −3 (depending on eccentricity). Substantially tighter tolerance, and hence smaller 0 , is required on the former because the secular changes drive a large accumulation in the orbital phase Φ r 1/ε in a long-term evolution. The oscillatory part contributes to κ 1 and its fractional errors 1 need only be 10
δΦ r , consistent with the criterion outlined in the Introduction.
VI. CONCLUSIONS AND FUTURE WORK
We have described in this paper the key elements in our development of a FD method to compute the gravitational self-force in Lorenz gauge. With this method we have extended the region in p and e of orbital parameter space within which accurate GSF results can be obtained. The GSF can be calculated out to p 100 and up to e 0.5 (with this code alone). New features in our approach include: (1) use of fully constrained Lorenz gauge equations for both odd and even parity; (2) discovery of analytic solutions for arbitrary-l even-parity static modes; (3) development of a thin-QR pre-conditioning technique for orthogonalizing outer homogeneous solutions and reducing condition number; (4) adaptive use of quad-precision arithmetic to maintain accuracy of near-static modes; (5) an application of the jump conditions to avoid source integration for the lowest frequency mode; and (6) outlining a proposal for a novel hybrid approach to combine the Lorenz gauge code with a RWZ code to allow GSF calculation up to e 0.8.
This last proposal is an important idea to explore next and should be done in the context of using our code with a separate osculating orbits code to revisit long-term orbit evolutions [36] . Our existing Lorenz gauge code, with minor tightening of tolerances, should be able to push to inspirals of orbits that start with e 0.5. By including parallel computation of radiative modes with an existing, separate RWZ code, we should be able to reach initial orbits with e 0.8, near the peak in the expected EMRI distribution.
An ambitious downstream effort would involve finding some way to include the orbit-averaged second-order GSF (i.e., second-order fluxes). Preliminary work is underway [104] with applications to circular orbits on a Schwarzschild background [74, 105] . If it proves possible to find and implement such a scheme, we would be able to compute inspirals accurately enough for matched filtering and detector applications (within the restrictions of a Schwarzschild background and no spin in the secondary body).
A more immediate next application might involve the inclusion of spin in the small body and calculating not just the regularized perturbation of the spin precession for circular orbits [106] but for eccentric orbits also. More generally, the code might be used as a laboratory to explore other self-interaction effects, like tidal moments [107] , with attention to their behavior in eccentric orbits. We anticipate also using the code to explore overlap with a newly developed MST code that uses analytic function expansions to find the GSF for eccentric orbits [54] .
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Appendix A: Asymptotic boundary conditions
We give here the recurrence relations for asymptotic and Taylor expansions that provide boundary conditions for mode integrations. Expansions about r * = ±∞ for homogeneous Lorenz gauge solutions were first given by Akcay [32] but with a different initial basis and for a larger, partially-constrained even-parity system. The fully constrained even-parity system we use makes the generic recurrence relations valid for l = 0, 1 modes when ω = 0. Throughout this section we use σ = M ω for brevity.
Near-horizon even-parity Taylor expansions
The even-parity homogeneous solutions can be expanded around r = 2M in a Taylor series in powers of f (r)
Recurrence relations for the coefficients can be found via the method of Frobenius
The RHS contains only lower order coefficients in the expansion
In these recurrence relations, a coefficient vanishes anytime a negative index appears. Because the matrix is singular when k ≤ 2 the first few terms are evaluated separately
The freely chosen coefficients a
2 , and a
control the boundary conditions. For example, at leading order we can choose the simple basis
2. Near-horizon odd-parity Taylor expansions
The odd-parity homogeneous solutions can also be expanded around r = 2M in powers of f (r)
Recurrence relations for the coefficients are again found via the method of Frobenius,
Once again these result in a linear system to be solved and the RHS has only lower order coefficients
Any negative-index coefficients vanish. This linear system is singular for k ≤ 1 and starting conditions for the recursion are calculated separately
The freely chosen coefficients a (t) 0 and a (t) 1 control the boundary conditions. We can choose a simple basis, which at leading order has the form
In practical applications, we evaluate these expansions at r * = −6M and add terms in the series until the relative size of the last term drops below machine precision.
Near-infinity even-parity asymptotic expansions
The even-parity homogeneous solutions can be expanded about r = ∞ as
Recurrence relations for the coefficients are a linear system of equations
As with the horizon-side expansions, the RHS groups all of the lower order coefficients
All appearances of a negative index imply a vanishing coefficient. The linear system is singular here when k ≤ 2 and starting coefficients are obtained from the reduced equations
The freely chosen coefficients b
1 , and b
control the boundary conditions and a simple choice for the basis gives the following lowest-order form 
Note though, that as described in Sec. IV A, we take this simple basis and apply a linear transformation called thin-QR pre-conditioning.
Near-infinity odd-parity asymptotic expansions
The odd-parity homogeneous solutions can be expanded about r = ∞ as
Again, the recurrence relations are found to satisfy a linear system
where again the RHS contains all lower order coefficients 
As with even parity, the method described in Sec. IV A transforms this simple basis to a more orthogonal one using thin-QR pre-conditioning. With these asymptotic series care must be exercised with the number of terms and the starting radius r ∞ * . The test for convergence is whether a numerical integration through a distance ∼ ω −1 starting with an initial evaluation of the asymptotic expansion agrees with a second evaluation of the expansion at the end point of the trial. If the test fails, we increase r ∞ * by some factor (say ∼ 1.5) and repeat.
Odd-parity
In Sec. IV C we gave expressions forh where H k is the k th harmonic number defined as
We have found the expression forh + t in Eqn. (4.7) to be impractical to use numerically for large r because of a large number of cancellations between the two sums. We instead re-expand the solution as an infinite series
which agrees with the expression in Eqn. (4.7) up to a constant factor. This is a convergent Taylor series if ρ > 2.
Even-parity
As summarized in Sec. IV C, we find the even-parity static modes through a series of steps. We give here the complete expressions for the gauge variablesξ ± e,H0 ,ξ ± e,H1 andξ ± e,I that are defined in that section. We construct power series expansions and we seek series that are exact solutions with finite numbers of terms. This condition imposes constraints on otherwise freely chosen coefficients. The variablesξ 
With these in hand, we can write power series forξ , a
, 
We have found the expressions for S + ξ andξ + e,I in Eqns. (B13) and (B14) to also be impractical for numerical use at large r. Again, we replace them with infinite series. For the source term we have 
