Abstract. We derive an explicit c-function expansion of a basic hypergeometric function associated to root systems. The basic hypergeometric function in question was constructed as explicit series expansion in symmetric Macdonald polynomials by Cherednik in case the associated twisted affine root system is reduced. Its construction was extended to the nonreduced case by the author. It is a meromorphic Weyl group invariant solution of the spectral problem of the Macdonald q-difference operators. The c-function expansion is its explicit expansion in terms of the basis of the space of meromorphic solutions of the spectral problem consisting of q-analogs of the Harish-Chandra series. We express the expansion coefficients in terms of a q-analog of the Harish-Chandra c-function, which is explicitly given as product of q-Gamma functions. The c-function expansion shows that the basic hypergeometric function formally is a q-analog of the Heckman-Opdam hypergeometric function, which in turn specializes to elementary spherical functions on noncompact Riemannian symmetric spaces for special values of the parameters.
Introduction
In this paper we establish the c-function expansion of a basic hypergeometric function E + associated to root systems. Besides the base q, the basic hypergeometric function E + depends on a choice of a multiplicity function k on an affine root system naturally associated to the underlying based root data. It will become apparent from the c-function expansion that E + formally is a q-analog of the Heckman-Opdam [15, 16, 34] hypergeometric function, which in turn reduces to the elementary spherical functions on noncompact Riemannian symmetric spaces for special parameter values. We distinguish three important subclasses of the theory: the reduced case, the GL m case and the nonreduced case.
In the reduced case E + is Cherednik's global spherical function from [5, 7, 8] , or a reductive extension thereof. It is a Weyl group invariant, meromorphic, selfdual common eigenfunction of the Macdonald q-difference operators, constructed as an explicit convergent series involving symmetric Macdonald polynomials and Gaussians. In the rank one case E + can be identified with an explicit basic hypergeometric series solution of Heine's q-hypergeometric q-difference equation (see Subsection 5.2) .
The GL m case is a special case of the reduced case with the underlying root system of type A m−1 . It is of special interest since it relates to Ruijsenaars' [36] relativistic quantum hyperbolic Calogero-Moser model. In fact, the associated Macdonald q-difference operators were first written down by Ruijsenaars [36] as the corresponding quantum Hamiltonians.
In the nonreduced case the associated affine root system is the nonreduced affine root system of type C ∨ C n . The multiplicity function k now comprises five degrees of freedoms (four if the rank n is equal to one). The associated basic hypergeometric function E + was constructed in [42] . Duality of E + involves now a nontrivial transformation of the multiplicity k to a dual multiplicity function k d (we use the convention that the dual multiplicity function k d equals k in the reduced case). The associated Macdonald q-difference operators include Koornwinder's [23] multivariable extension of the Askey-Wilson [1] second-order q-difference operator. It is the nonreduced case which is expected to be amenable to generalizations to the elliptic level, cf. [35] .
The basic Harish-Chandra series Φ η (·, γ) with base point given by a torus element η is a meromorphic common eigenfunction of the Macdonald q-difference operators having a converging series expansion of the form Φ η (t, γ) = W η (t, γ)
deep in an appropriate asymptotic sector, where Q + consists of the elements in the root lattice that can be written as sum of positive roots. The prefactor W η (t, γ) is an explicit quotient of theta functions satisfying the asymptotic Macdonald q-difference equations (see Subsection 3.3) . It is normalized such that it reduces to the natural choice (3.7) of the prefactor when restricting t to the q-lattice containing ηγ 0,d (here γ .3)). For the construction of the basic Harish-Chandra series Φ η we follow closely [31, 30] .
Let W 0 be the Weyl group of the underlying finite root system. The space of common meromorphic eigenfunctions of the Macdonald q-difference operators has, for generic γ, the W 0 -translates Φ η (·, wγ) (w ∈ W 0 ) as a linear basis over the field of quasiconstants (this follows from combining and extending [31, Cor. 5.14] , [30, Rem. 5.13] and [43, Thm. 5.16] ). Hence, for generic γ, we have for a unique coefficient c η (γ), quasiconstant in t. The particular choice of W η in Subsection 3.3 actually renders the coefficient c η (γ) independent of t. We will call (1.1) the (monic form of) the c-function expansion of E + . We will prove the following explicit expression c η (γ) = ϑ((w 0 η)
for the expansion coefficient, where w 0 is the longest Weyl group element, ϑ(·) is the thetafunction (2.7) associated to the given root data, ξ is an explicit torus element depending on the multiplicity function k (see Corollary 4.7 for the explicit expression of ξ; in the reduced case it is the unit element 1 of the complex torus) and c k d ,q (γ) (see (4.9) ) is "half" of the inverse of the dual weight function of the associated symmetric Macdonald-Koornwinder polynomials.
The factor c k,q (·) admits an explicitly expression in terms of q-shifted factorials (equivalently, in terms of q-Gamma functions), see (4.10) in the reduced case and (4.11) in the nonreduced case. This product formula of c k d ,q (γ) is a q-analog of the Gindikin-Karpelevic [12] product formula of the Harish-Chandra c-function as well as of its extension to the Heckman-Opdam theory (see [16, Part I, Def. 3.4.2] ). The appearance of c k d ,q (γ) in the expression of c η (γ) will follow from the observation (due to Cherednik [7, §4.2] in the reduced case) that c k d ,q (γ) is the leading asymptotics of a suitable renormalization of the basic hypergeometric function E + (·, γ).
Note that for η = 1 the theta function factors in the expression for c η (γ) cancel out. The c-function expansion (1.1) thus simplifies to (1. Comparing this formula for t on the q-lattice containing γ 0,d to the c-function expansion [16, Part I, Def. 4.4.1] of the Heckman-Opdam hypergeometric function, it is apparent that E + is formally a q-analog of the Heckman-Opdam hypergeometric function. The corresponding classical limit q → 1 can be made rigorous if the underlying finite root system is of type A 1 , see [22] . In this paper we will not touch upon making the limit rigorous in general, see though [7, Thm. 4.5] for further results in this direction. It seems though to be important to consider the c-function expansion for arbitrary η. For instance, in the rank one nonreduced case, a selfdual Fourier transform with Fourier kernel E + and with (Plancherel) density µ η (γ) = 1 c η (γ) c η (γ −1 ) was defined and studied in [20, 21] . The extra theta function contributions in µ η (γ) compared to the usual weight function µ 1 (γ) of the associated Macdonald-Koornwinder polynomials (which, in the present nonreduced rank one setup, are the Askey-Wilson [1] polynomials) give rise to an infinite sequence of discrete mass points in the associated (Plancherel) measure. In the interpretation as (the inverse of) a spherical Fourier transform on the quantum SU(1, 1) group these mass points account for the contributions of the strange series representations of the quantized universal enveloping algebra (see [20] ).
We derive the c-function expansion (1.1) as a consequence of a more refined asymptotic expansion of E + . More precisely, we look for asymptotic expansions of E + (t, γ) within the solution space of a bispectral problem associated to Macdonald q-difference operators, in which dual Macdonald q-difference equations acting on γ are added to the original Macdonald q-difference equations acting on t. The basic hypergeometric function E + is a solution of the bispectral problem because of selfduality,
where E +,d is the basic hypergeometric function with respect to the dual k d of the multiplicity function k (the underlying root system is unchanged since we are dealing with twisted theory). We derive the c-function expansion (1.1) as a consequence of an explicit expansion of E + in terms of a selfdual basic Harish-Chandra series solution Φ of the bispectral problem. It is of the form
with c(t, γ) a meromorphic function, quasiconstant in both t and γ, given explicity in terms of theta functions (see Theorem 4.6).
To establish this bispectral version of the c-function expansion we use Cherednik's [6] double affine Hecke algebra, as well as the theory on bispectral quantum KnizhnikZamolodchikov (KZ) equations from [31, 30] . We use that E + is the Hecke algebra symmetrization of a nonsymmetric analog E of the basic hypergeometric function, whose fundamental property is an explicit transformation rule relating the action of the double affine Hecke algebra on the first torus variable to the action of the double affine Hecke algebra on the second torus variable (this goes back to [5] in the reduced case and [42] in the nonreduced case). The Hecke algebra symmetrizer acting on such functions factorizes as φ • ψ with ψ mapping into the space K W 0 ×W 0 of Weyl group invariant meromorphic solutions of the bispectral quantum KZ equations. The map φ is the Cherednik-Matsuo map from [4] . Thus the basic hypergeometric function E + is the image under φ of the Weyl group invariant meromorphic solution ψ(E) ∈ K W 0 ×W 0 of the bispectral quantum KZ equations. We need this detour through bispectral quantum KZ equations because it allows us to push fundamental results on the asymptotic analysis of the bispectral quantum KZ equations (cf. [31, 30] ) to the bispectral problem using the Cherednik-Matsuo map φ. For instance, we show that the space K has a basis over the field of quasiconstants defined in terms of W 0 -translates of a selfdual asymptotically free solution F (in the reduced case it is from [31, 30] ). The image of F under the Cherednik-Matsuo map φ is the selfdual basic Harish-Chandra series Φ in (1.3).
As an application of the c-function expansion we establish pointwise asymptotics of the Macdonald-Koornwinder polynomials in Subsection 5.1 (the L 2 -asymptotics was obtained by different methods in [37, 9, 10] ). In addition we relate and compare our results to the theory of basic hypergeometric series when the rank of the underlying root system is one.
The basic hypergeometric function
In this section we give the definition of the basic hypergeometric function associated to root systems. It was introduced by Cherednik in [5] for irreducible reduced twisted affine root systems. In [42] it was defined for the nonreduced case (sometimes called the Koornwinder case, or C ∨ C case). We give a uniform treatment allowing higher rank translation lattices. In particular we also cover the GL m -extension of the reduced type A case.
2.1. Affine root systems and extended affine Weyl groups. In this subsection we recall well known facts on affine root systems and affine Weyl groups (for further details see, e.g., [6, 29] ). Let V be an Euclidean space of dimension m with scalar product ·, · and corresponding norm | · |. Let R 0 ⊂ V be a finite set of nonzero vectors and let V 0 be its real span. We suppose that R 0 ⊂ V 0 is a crystallographic, reduced irreducible root system. We write R 0,s (respectively R 0,l ) for the subset of R 0 of short (respectively long) roots. If all roots of R 0 have the same root length then R 0,s = R 0 = R 0,l by convention. Let n = dim(V 0 ) ≤ m be the rank of R 0 . Let ∆ 0 = (α 1 , . . . , α n ) be an ordered basis of R 0 and R 0 = R + 0 ∪ R − 0 the corresponding decomposition of R 0 in positive and negative roots. We order the basis elements in such a way that α n is a short root. We write ϕ ∈ R + 0 (respectively θ ∈ R + 0 ) for the corresponding highest root (respectively highest short root). They coincide if R 0 has only one root length. Let Q = n i=1 Zα i be the root lattice and set Q + = n i=1 Z ≥0 α i . View V = V ⊕ Rc as the space of real valued affine linear functions on V by
We extend the scalar product ·, · to a semi-positive definite form on V such that the constant functions Rc are in the radical. The canonical action of the affine linear group GL R (V ) ⋉ V on V gives rise to a linear action on V by transposition. We denote the resulting translation actions by τ . Thus
For 0 = α ∈ V and r ∈ R let s α+rc be the orthogonal reflection in the affine hyperplane
The twisted reduced affine root system R • associated to R 0 is
The affine Weyl group W • of R • is the subgroup of GL R (V ) ⋉ V generated by s a (a ∈ R • ). It preserves R
• . In addition, W • ≃ W 0 ⋉ Q with W 0 the Weyl group of R 0 . We extend the ordered basis ∆ 0 of R 0 to an ordered basis ∆ = (a 0 , a 1 , . . . , a n ) := |θ| 
Let Q ∨ be the coroot lattice of R 0 , i.e. it is the integral span of the coroots α ∨ = 2α/|α|
Remark 2.1. In this remark we relate the triples (R 0 , ∆ 0 , Λ) to the notion of a based root datum (cf., e.g., [39, §1] for a survey on root data). Using the notations from [39, §1] ,
is a nontoral based root datum with associated perfect pairing ·, · : X × X ∨ → Z and associated bijection α → α ∨ of Φ onto Φ ∨ . Assume that the root system Φ is reduced and irreducible. Choose a Weyl group invariant scalar product ·, · on V := R⊗ Z X. Now we use the scalar product to embed X ∨ as a full lattice in V . Thus ξ ∈ X ∨ , regarded as element of V , is characterized by the requirement that (ξ, x) equals x, ξ for all x ∈ X. The element α ∨ ∈ Φ ∨ then corresponds to the coroot 2α/|α| 2 in V . It follows that the triple (R 0 , ∆ 0 , Λ) := (Φ, ∆, X) in V satisfies the desired properties.
be the weight lattice of R 0 . Let ̟ i ∈ P (1 ≤ i ≤ n) be the fundamental weights of P with respect to the ordered basis ∆ 0 of R 0 . In other words,
Since Q ⊆ P with finite index and Q ⊆ Λ, there exists for each i ∈ {1, . . . , n} a smallest natural number m i such that
is a basis of a W 0 -invariant, rank n sublattice of Λ ∩ V 0 with the basis elements satisfying (̟ i , α
We list here the three key examples of triples (R 0 , ∆ 0 , Λ). . Take R 0 = {ǫ i − ǫ j } 1≤i =j≤m the root system of type A m−1 with ordered basis
Then V 0 ⊂ V is of codimension one and n = m−1. In this case we can take Λ = m i=1 Zǫ i . The correponding elements ̟ i ∈ Λ (1 ≤ i < m) are given by ̟ i = m i ̟ i with m i the smallest natural number such that im i ∈ mZ and with
The lattice Λ c is generated by
n be the root system of type A 1 if n = 1 and of type B n if n ≥ 2. In this case we can take Λ = Q. The corresponding elements ̟ i (1 ≤ i ≤ n) are given by ̟ i = ̟ i (1 ≤ i < n) and ̟ n = 2 ̟ n . They form a basis of Λ.
We call W := W 0 ⋉Λ the extended affine Weyl group associated to the triple (R 0 , ∆ 0 , Λ). It preserves R
• and it contains the affine Weyl group W • as normal subgroup. The length function on W is defined by
Let Ω ⊂ W be the subgroup
It normalizes W • , and
• ≃ Λ/Q as abelian groups. The action of Ω on R
• restricts to an action on the unordered basis {a 0 , . . . , a n } of R • . We also view it as action on the indexing set {0, . . . , n} of the basis, so that ws i w −1 = s w(i) for w ∈ Ω and 0 ≤ i ≤ n. By the same formula, Ω acts on the affine braid group B associated to the Coxeter system (W • , (s 0 , . . . , s n )) by group automorphisms. The elements of the group Ω can alternatively be described as follows. For λ ∈ Λ write u(λ) ∈ W for the unique element in the coset W 0 τ (λ) ⊂ W of minimal length. We have u(λ) = τ (λ) if λ ∈ Λ − , where
} is the set of dominant and antidominant weights in Λ respectively. Let
. Define a subset S = S(R 0 , ∆ 0 , Λ) of the index set {0, . . . , n} of the simple affine roots by
Case by case verification shows that S = ∅ or #S = 2. If #S = 2 and n = 1 then R 0 is of type A 1 . If #S = 2 and n ≥ 2 then R 0 is of type B n and S = {0, n} (recall that α n is short). We call S = ∅ the reduced case and #S = 2 the nonreduced case. Thus the GL m case (corresponding to Example 2.2(ii)) will be regarded as a special case of the reduced case.
We define a Λ-dependent extension of the reduced irreducible affine root system R • as follows.
In the reduced case we simply have R = R • . In this case the W -orbits of R are in one to one correspondence with the W 0 -orbits of R 0 . Concretely, the affine root α + r |α| 2 2 c ∈ R lies in the same W -orbit as β + r ′ |β| 2 2 c ∈ R iff α ∈ W 0 β. In this case ̟ i = ̟ i for 1 ≤ i ≤ n hence P ⊆ Λ and M = 1. In particular, Λ = P ⊕ Λ c . Since Λ c is playing a trivial role in the theory below, we could add the assumption V 0 = V (hence Λ c = {0}) without much loss of generality. We do not make this assumption in the reduced case though, because it would throw out the important GL m case of the theory.
In the nonreduced case we have
It is the nonreduced irreducible affine root system of type C ∨ C n , cf. [27] . The basis ∆ of R
• is also a basis of R and W is still the associated affine Weyl group. Note that R now has five W -orbits
In the nonreduced case Λ
Again the reductive extension Λ c of the root lattice will always play a trivial role in the nonreduced case. To simplify the presentation we therefore do add to the nonreduced case the convention that V 0 = V , so that Λ = Q, Λ c = {0} and Ω = {1}.
2.2.
The double affine Hecke algebra. References for this subsection are [6, 29, 44] . We call a function k : R → C * , denoted by a → k a , a multiplicity function if k wa = k a for w ∈ W and a ∈ R. We will assume throughout the paper that
We write k • for its restriction to R • and k i := k
is the unique associative unital algebra over C with generators T 0 , . . . , T n satisfying the affine braid relations of B and satisfying the quadratic relations
(ii) The extended affine Hecke algebra H(k
where Ω acts by algebra automorphisms on
Recall that the lattice Λ is W 0 -stable, hence W 0 acts on the complex algebraic torus T = Hom(Λ, C * ) by transposition. Writing t λ for the value of t ∈ T at λ ∈ Λ, we thus have (w
where q λ ∈ T is defined by ν → q (λ,ν) . Let C[T ] be the space of regular functions on T with C-basis the monomials t → t λ (λ ∈ Λ). Let C(T ) be the corresponding quotient field. Let M(T ) be the field of meromorphic functions on T . By transposition the q-dependent W -action on T gives an action by field automorphisms on both C(T ) and M(T ). This action will also be denoted by (w, p) → w q p. Let C(T ) ⋊ q W ⊂ M(T ) ⋊ q W be the corresponding crossed product algebras. They canonically act on M(T ) by q-difference reflection operators.
Write for t ∈ T and a = α + r
where
.
It satisfies c a (w −1 q t) = c wa (t) for a ∈ R • and w ∈ W . The following fundamental result is due to Cherednik in the reduced case (see [6, Thm. 3.2.1] and references therein) and due to Noumi [33] in the nonreduced case.
Theorem 2.5. There exists a unique faithful algebra homomorphism
Remark 2.6. In the reduced case π k,q is a one parameter family of algebra embeddings of H(k • ) (with q being the free parameter). In the nonreduced case π k,q is a three parameter family of algebra embeddings of H(k • ) (with q, k 2θ , k 2a 0 now being the free parameters).
The double affine Hecke algebra
In the remainder of the paper we will often identify H(k • ) with its π k,q -image in H(k, q). In addition we write for λ + rc (λ ∈ Λ and r ∈ R),
for the element in the double affine Hecke algebra corresponding to the regular function t → q r t λ on T . Under the canonical action of C(T ) ⋊ q W on C(T ), the subspace C[T ] is H-stable. It is called the basic, or polynomial, representation of the double affine Hecke algebra.
Nonsymmetric Macdonald-Koornwinder polynomials.
The results on nonsymmetric Macdonald and Koornwinder polynomials in this subsection are well known. In the reduced case they are due Cherednik (the definition of the nonsymmetric Macdonald polynomial was independently given by Macdonald), see, e.g., [6, §3.3] and [29] and references therein. In the nonreduced case the results in this subsection are from [33, 38, 41] . The current uniform presentation of these results follows [44] .
For w ∈ W with reduced expression
The expression is independent of the choice of reduced expression. By unpublished results of Bernstein and Zelevinsky (cf. [26] ), there exists a unique injective algebra homomor-
More generally, define for λ ∈ Λ the element γ λ := γ λ (k, q) ∈ T by
For λ ∈ Λ − we thus have γ λ = q λ γ 0 .
Theorem 2.7. Let λ ∈ Λ. There exists a unique
and such that the coefficient of t λ in the expansion of P λ (t) in monomials t ν (ν ∈ Λ) is one.
P λ is the monic nonsymmetric Macdonald polynomial of degree λ in the reduced case and the nonsymmetric monic Koornwinder polynomial in the nonreduced case. We refer to P λ in the remainder of the text as the monic nonsymmetric Macdonald-Koornwinder polynomial (similar terminology will be used later for the normalized and symmetrized versions of P λ ).
Write
a . Similarly to Theorem 2.7 there exists, for λ ∈ Λ, a unique P
and such that the coefficient of t λ in the expansion of P ′ λ (t) in monomials t ν (ν ∈ Λ) is one. Next we define the normalized versions of P λ and P ′ λ . For this we first need to recall the evaluation formulas for P λ and P 
The evaluation formulas for the nonsymmetric Macdonald-Koornwinder polynomials then read
By the conditions on the parameters k a and q we have
Hence the following definition makes sense.
Similarly we define
It is related to E(γ λ ; t) by the formula
, where w 0 ∈ W 0 is the longest Weyl group element and k w := α∈R [6, (3.3.26) ] for a proof of (2.5) in the reduced case; its proof easily extends to the nonreduced case).
An important property of the normalized nonsymmetric Macdonald-Koornwinder polynomials is duality,
A similar duality formula holds true for
They appear as the quadratic norms of the nonsymmetric Macdonald-Koornwinder polynomials. Concretely, if the parameters satisfy the additional conditions |k a k −1 2a | ≤ 1 for all a ∈ R (this only gives additional constraints in the nonreduced case), then
for all λ, ν ∈ Λ with respect to the sesquilinear pairing
Here T u := Hom(Λ, S 1 ) ⊂ T with S 1 the unit circle in the complex plane, and dt is the normalized Haar measure on the compact torus T u .
2.4.
Gaussians. The results in this section are from [6, §3.2] in the reduced case and from [42] in the nonreduced case.
The q-shifted factorial is
(by convention empty products are equal to one). Recall that the q-Gamma function is defined as
see [11, §1.10] . In this paper we will though express all results in terms of q-shifted factorials. Set θ(x; q) := q; q ∞ x; q ∞ q/x; q ∞ .
It is the Jacobi theta function
r , written in multiplicative form via the Jacobi triple product identity. It satisfies the functional equations
The theta function associated to the lattice Λ is the holomorphic
Since the base for ϑ(·) will always be q we do not specify it in the notation. The theta function ϑ(·) satisfies the functional equations ϑ(q
Remark 2.9. We will always specify the variable dependence, θ(·; q) and ϑ(·), to avoid confusion with the highest short root θ and the highest root ϑ of R 0 .
in the reduced case and
in the nonreduced case.
Note that the Gaussian is W 0 -invariant, and that G(t) = G(t −1 ).
Remark 2.11. In the nonreduced case the set R s,+ 0 of positive short roots is an orthogonal basis of V and a Z-basis of Λ = Q (cf. Subsection 5.3). By the Jacobi triple product identity it then follows that G(t) equals ϑ(t) −1 in the nonreduced case if k 0 = k 2a 0 .
We recall the most fundamental property of the Gaussian in the following proposition. For proofs and more facts on the Gaussians we refer to [5, 42] . Proposition 2.12. (i) Given a multiplicity function k on R, the assignment k
(ii) There exists a unique algebra isomorphism τ :
in M(T ) ⋊ q W , where we view both H(k, q) and
, [5, §7] in the reduced case and [41, §6.1] in the nonreduced case). We have Ω(0; k, q) = 1 and
for all λ ∈ Λ. In view of the Gaussian contribution to the weight Ω(λ), the discrete Macdonald-Metha integral M := M(k, q) defined by
is convergent. It can be evaluated explicitly, see [5, 
(ii) There exists a unique
, where π t (Z) and π γ (ξ(Z)) are the actions of π(Z) and π(ξ(Z)) on the first and second torus variable respectively,
with the sum converging normally and with γ λ,dτ = γ λ (k dτ , q).
There exists a unique algebra isomorphism
both sides of the identity viewed as operators on C(T )). Then ξ(Z)
in the reduced case and [38] in the nonreduced case for further details on the duality antiisomorphism δ, as well as [17, 13] .
(ii) A nonsymmetric kernel function E ∈ M(T × T ) was defined and studied by Cherednik [5, §5] in the reduced case (denoted in [5] as E q −1 ) and by the author [42, §5] in the nonreduced case (denoted in [42] as E ‡ ). Its transformation property with respect to the actions of the double affine Hecke algebra is
Our kernel E can be expressed in terms of E by
up to normalization, cf. the proof of (i).
Definition 2.14. We call E(·, ·) = E(·, ·; k, q) the nonsymmetric basic hypergeometric function associated to the triple (R 0 , ∆ 0 , Λ).
Remark 2.15. As already noted in the proof of Theorem 2.13, the definition of the nonsymmetric basic hypergeometric function E differs slightly from the definitions of the kernel functions in [5, 42, 7] . With our definition of E the connection with meromorphic solutions of the bispectral quantum Knizhnik-Zamolodchikov equations will be more transparent (see Subsection 3.1). The difference between the definitions disappears upon symmetrization, cf. Subsection 2.6.
Note that E(·, γ) for γ ∈ T such that G k dτ ,q (γ) = 0 is a meromorphic solution of the spectral problem
. In view of Theorem 2.13 we actually have E ∈ S = S k,q , where
(ii) The nonsymmetric basic hypergeometric function E is selfdual,
Proof. (i) Let f ∈ S k,q and set g := ιf . Recall the isomorphism η from the proof of Theorem 2.13. Denote η d for the isomorphism η with respect to dual parameters (
, we have that ξ is the antiisomorphism ξ with respect to dual parameters (
(ii) It follows from the explicit series expansion of E, (2.5) and (2.8) that
2.6. The basic hypergeometric function. We first recall some well known facts about symmetric Macdonald-Koornwinder polynomials from e.g. [6, 29, 33, 38, 42] . [28] , [23] and [36] respectively (see [29, §4.4 
]).
The idempotent
In particular, the normalized symmetric Macdonald-Koornwinder polynomial
The monic symmetric Macdonald-Koornwinder polynomial P
is the renormalization of E + (γ λ ; ·) having an expression
, since E + (γ λ ; γ 0,d ) = 1. Selfduality and evaluation formula for the symmetric Macdonald-Koornwinder follow from the corresponding results for the nonsymmetric Macdonald-Koornwinder polynomials by standard symmetrization arguments. Alternatively they can be derived from the asymptotic analysis of the bispectral quantum Knizhnik-Zamolodchikov equations, see Remark 3.11.
Before symmetrizing the nonsymmetric basic hypergeometric function E, we first introduce and analyze the natural space it will be contained in, cf. Definition 2.17. We set U := U k,q for the F-vector space of meromorphic functions f on T × T satisfying
. The superindices t and γ indicate that the q-difference operator is acting on the first and second torus component respectively. (ii) The involution ι of K restricts to a complex linear isomorphism
W 0 and since the projection operator π k,q (C + ) on K has range K W 0 ×{1} , the meromorphic function f + satisfies the first set of equations from (2.11). For the second set of equations of (2.11) note that f + is W 0 -invariant in the second torus component since
, proving (i). Part (iii) follows from (i) and the fact that ι • π The nonsymmetric basic hypergeometric function E associated to (R 0 , ∆ 0 , Λ), being a distinguished element of S, thus gives rise to a distinguished W 0 × W 0 -symmetric meromorphic solution to the bispectral problem (2.11):
W 0 ×W 0 the basic hypergeometric function associated to the triple (R 0 , ∆ 0 , Λ).
In the reduced case E + is Cherednik's [5, 7] global spherical function. In the nonreduced case E + was defined by the author in [42] .
We list the key properties of the basic hypergeometric function in the following theorem. 
with normally converging series, where Ω + (λ; k, q) := ν∈W 0 λ Ω(ν; k, q). (ii) Inversion symmetry,
(iv) Reduction to symmetric Macdonald-Koornwinder polynomials,
with λ − ∈ Λ − the unique antidominant weight in the orbit W 0 λ.
Proof. We only sketch the proof. For detailed proofs see [5] in the reduced case and [42] in the nonreduced case.
(i) This follows from rather standard symmetrization arguments, using the fact that π(C + )E(γ λ ; ·) only depends on the orbit W 0 λ of λ and that
λ ; ·). Formula (2.12) is a direct consequence of (2.5).
(ii) This follows from (i) and the formula E + (γ λ ; t −1 ) = E + (γ −w 0 λ ; t) for λ ∈ Λ − . The latter formula is a consequence of (2.12) and the fact that E (iv) This is Cherednik's generalization of the Shintani-Casselman-Shalika formula in the reduced case (see [5, (7.13) ], [7, (3.11) 
Basic Harish-Chandra series
In this section we generalize and analyze the basic Harish-Chandra series from [31] (GL m case) and from [30] (reduced case). The basic Harish-Chandra series is a q-analog of the Harish-Chandra series solution of the Heckman-Opdam hypergeometric system associated to root systems (see [16, Part I, Chpt. 4] and references therein).
Our approach differs from the classical treatment, in the sense that we construct, following [31, 30] , the basic Harish-Chandra series as matrix coefficient of a power series solution of a bispectral extension of Cherednik's [3, 4] quantum affine Knizhnik-Zamolodchikov (KZ) equations associated to the minimal principal series of H(k • ) (the extension being given by a compatible set of equations acting on the central character of the minimal principal series representation). This is essential for two reasons:
(1) Convergence issues: formal power series solutions of the (bispectral) quantum KZ equation are easily seen to converge deep in the asymptotic sector, in contrast to formal power series solutions of the spectral problem for the Macdonald q-difference operators. (2) The formal power series solution of the bispectral quantum KZ equation gives rise to a selfdual, globally meromorphic q-analog of the classical Harish-Chandra series. The selfduality plays an important role in our proof of the c-function expansion of the basic hypergeometric function in Section 4.
Our approach also gives new proofs of the selfduality and the evaluation formula for the symmetric Macdonald-Koornwinder polynomials (see Remark 3.11).
3.1. Bispectral quantum Knizhnik-Zamolodchikov equations. In this subsection we show that the space S (see (2.9)) is isomorphic to the space of solutions of a bispectral extension of the quantum affine Knizhnik-Zamolodchikov (KZ) equations. We will first introduce the bispectral quantum KZ equations, following and extending [31, 30] . Tensor products and endomorphism spaces will be over C unless stated explicitly otherwise. Let χ : R 0 → {0, 1} be the characteristic function of R − 0 . Set V = w∈W 0 Cv w . Define elements
min and w ∈ W 0 , where v(λ) ∈ W 0 is the element of minimal length such that v(λ)λ ∈ Λ − , and
The following theorem is [ 
q −1 γ). We say that g ∈ K ⊗ V satisfies the bispectral quantum Knizhnik-Zamolodchikov equations if g is a solution of the holonomic system
Restricting the equations (3.1) to Λ × {0} and fixing the second torus variable γ ∈ T gives, in the reduced case, Cherednik's [3, 4] quantum affine KZ equation associated to the minimal principal series representation of H(k • ) with central character γ. Definition 3.2. We write K = K k,q for the F-vector space consisting of g ∈ K⊗V satisfying the bispectral quantum KZ equations (3.1).
Note that K is a W 0 × W 0 -module, with action the restriction of ∇ to W 0 × W 0 . Let σ be the complex linear automorphism of K ⊗ V defined by
In particular, σ restricts to a complex linear isomorphism
Note that φ • ψ = π 
Proof. (i) The analogous statement in the reduced case for the usual quantum affine KZ equations was proved in [43, Thm. 4.9] . Its extension to the nonreduced case is straightforward. The bispectral extension follows by a repetition of the arguments for the dual part of the quantum KZ equations (i.e. the part acting on the second torus component).
(ii) See [31, Thm. 6.16 & Cor. 6 .21] for the GL m -case and [30, Thm. 6.6] for the reduced case (the injectivity follows from the asymptotic analysis of the bispectral quantum KZ equations, which we will also recall in Subsection 3.2). The extension to the nonreduced case is straightforward. An alternative approach is to extend the techniques from [43, §5] to the present bispectral (and nonreduced) setting.
for f ∈ K. The first part then follows from the observation that
where we use the first part of (ii) for the second equality and Lemma 2.18(iii) for the third equality.
3.2. Asymptotically free solutions of the bispectral quantum KZ equations. We recall the results on asymptotically free solutions of the bispectral quantum KZ equations from [31] (GL m case) and [30] (reduced case). The extension to the nonreduced case presented here follows from straightforward adjustments of the arguments of [31, 30] .
There is some flexibility in the choice of W (·, ·). The key properties we need it to satisfy, are the functional equations
and the selfduality property
For ǫ > 0 set
Theorem 3.5. There exists a unique [30, Thm. 5.4 ] (reduced case). The proofs are based on asymptotic analysis of holonomic systems of q-difference equations using classical methods which go back to Birkhoff [2] (see the appendix of [31] ). It is straightfoward to extend these results to the nonreduced case.
For a ∈ R
• let n a (·) = n a (·; k, q) be the rational function
Note that c a (t; k −1 , q) = n a (t; k, q)/n a (t; 1, q) for a ∈ R • , with 1 the multiplicity function identically equal to one. Let num = num q and den = den k,q be the holomorphic functions on T defined by num q (t) :=
We give the key properties of F in the following theorem. The proof follows from straightforward adjustments of the arguments in [31, 30] (which corresponds to the GL m case and reduced case respectively).
ǫ × T , with the series converging normally.
From the third part of the theorem we conclude Corollary 3.7. Let P k,q ⊆ T be the zero locus of den k,q (·) and set P −1
In the reduced case,
for some α ∈ R + 0 }. In the nonreduced case, The properties of F from Theorem 3.6 (singularities, selfduality, leading term) can immediately be transferred to the selfdual basic Harish-Chandra series Φ. In particular, by Theorem 3.3(iii) the selfduality of F gives the selfduality of Φ,
In the derivation of the c-function expansion of the basic hypergeometric function we initially make use of the selfdual basic Harish-Chandra series. To make though the connection to the classical theory more transparent we will reformulate these results in terms of a renormalization of Φ(t, γ) which is closer to the standard normalization of the classical Harish-Chandra series (see the introduction). It is a γ-dependent renormalization of Φ(t, γ), which also depends on a base point η ∈ T (indicating the choice of normalization of the prefactor). This renormalization of Φ breaks though the duality symmetry.
To define the renormalized version of the basic Harish-Chandra series, consider first the renormalization H(·, ·) = H(·, ·; k, q) ∈ K ⊗ V of H(·, ·) given by
Note that for ǫ > 0 sufficiently small,
ǫ × {γ ∈ T | num q (γ) = 0}, and φ( Υ 0 ) ≡ 1. The monic basic Harish-Chandra series Φ η (·, ·) = Φ η (·, ·; k, q) with generic reference point η ∈ T is now defined by 
ρ ∨ s = 1 in the reduced case). The prefactor W η (t, γ) satisfies the same functional equations as function of t ∈ T as the selfdual prefactor W (t, γ),
Corollary 3.9. Let γ ∈ T such that num q (γ) = 0. The monic basic Harish-Chandra series Φ η (·, γ) satisfies the Macdonald q-difference equations
and has, for ǫ > 0 sufficiently small, a normally converging series expansion in
the monic basic Harish-Chandra series Φ η (·, γ) is the natural normalization of the basic Harish-Chandra series when restricting the Macdonald q-difference equations (3.6) to the q-lattice ηγ 0,d q Λ .
Proposition 3.10. Fix λ ∈ Λ − . For generic values of the multiplicity function k we have 
(cf., e.g., [25, Thm. 4.6] ). The result now follows since f (t) = d 0 P + λ (t) satisfies the same characterizing properties. 
can be derived from Proposition 3.10 and the fundamental properties of the selfdual basic Harish-Chandra series
as follows. By a direct computation using Proposition 3.10,
for λ, µ ∈ Λ − . By the selfduality of Φ and of W (·, ·) it is also equal to (3.13)
Setting µ = 0 we then get the evaluation formula
Returning to (3.12) and (3.13) it yields the well known selfduality
of the symmetric Macdonald-Koornwinder polynomials. Using E + (γ λ ; t) = E + (γ −w 0 λ ; t −1 ) and γ −1 λ = w 0 γ −w 0 λ for λ ∈ Λ − the selfduality can be rewritten as
The c-function expansion
The existence of an expansion of the basic hypergeometric function E + in terms of basic Harish-Chandra series follows now readily: Proposition 4.1. {Φ(·, w·)} w∈W 0 is a F-basis of the subspace φ(K) of U. Hence there exists a unique c(·, ·) = c(·, ·; k, q) ∈ F such that
The first statement then follows from Theorem 3.6(ii). By Corollary 3.4 we have
We are now going to derive an explicit expression of the expansion coefficient c ∈ F in terms of theta functions. As a first step we will single out the t-dependence. The following preliminary lemma is closely related to [7, Thm. 4 
.1 (i)] (reduced case).
Set
(in the reduced case we have k 0 = k 2a 0 , hence in this case the product over R + 0,s is one; in the nonreduced case (λ, α ∨ ) is even for all α ∈ R + 0,s ). Then h λ is holomorphic on T and lim r→∞ h −r ρ (t)
converges to a holomorphic function h −∞ (t) in t ∈ T .
Proof. Observe that
is a regular function in t ∈ T , and G k τ ,q (q
Hence h λ (t) is holomorphic. It remains to show that the h λ (t) (λ ∈ Λ − ) are uniformly bounded for t in compacta of T . Without loss of generality it suffices to prove uniform boundedness for t in compacta of B −1 ǫ for sufficiently small ǫ > 0. Set
which is the holomorphic part of the nonsymmetric basic hypergeometric function E. For
It thus suffices to give bounds for v *
Recall from Theorem 3.5 the asymptotically free solution F (·, ·) = W (·, ·)H(·, ·) of the bispectral quantum KZ equations. Then
(note that the C (1,w) (t, γ) (w ∈ W 0 ) do not depend on t). Furthermore, writing 
where M(λ) is the diagonal matrix δ w,w ′ γ −w 0 λ+ww 0 λ w,w ′ ∈W 0
. The matrix coefficients of M(λ) are bounded as function of λ ∈ Λ − since |γ −α i | ≤ 1 for all i. This implies the required boundedness conditions for the matrix coefficients of N(t, λ).
ϑ satisfies the functional equations
for a unique c θ (·) = c θ (·; k, q) ∈ M(T ) satisfying the functional equations
Proof. In view of the functional equations of c ϑ (t, γ) in γ it suffices to prove the factorization for generic t, γ ∈ T satisfying |γ
(which is trivial in the reduced case and follows by a direct computation in the nonreduced case) we have
by Theorem 3.6, Proposition 4.1, (3.3), (3.5) and the assumption that |γ −α i | < 1 for all 1 ≤ i ≤ n. It follows from this expression that the holomorphic function h −∞ satisfies
for some cst ∈ C independent of t ∈ T . Combined with the second line of (4.7) one obtains the desired result.
The factor c ϑ (t, γ) is highly dependent on our specific choice of (selfdual, meromorphic) prefactor W in the selfdual basic Harish-Chandra series. We will see later that this factor simplifies when considering the expansion of the basic hypergeometric function in terms of the monic basic Harish-Chandra series. In particular it will no longer depend on the first torus variable t ∈ T .
The next step is to compute c θ (γ) = c θ (γ; k, q) explicitly. We will obtain an expression in terms of the (rank one) Jacobi theta function θ(·; q). Recall that
We define a closely related meromorphic function c( Taking the product den k,q (t)c k,q (t) num q (t) of (4.8) and (4.9), the q-shifted factorials can be pairwise combined to yield the following explicit expression in terms of Jacobi's theta function θ(·; q).
Lemma 4.4. (i)
(ii) In the nonreduced case,
In Subsection 3.2 we have seen that
is the leading coefficient of the power series expansion of (φH)(t, γ) in the variables t
On the other hand it is closely related to the evaluation formula for the symmetric Macdonald-Koornwinder polynomials, see Remark 3.11. In the next proposition we show that the meromorphic function c(t) governes the asymptotics of the symmetric Macdonald-Koornwinder polynomial. In the reduced case it is due to Cherednik [7, Lemma 4.3] (for the rank one case see, e.g., [19] ). ǫ . Proof. The proof in the reduced case (see [7] ) consists of analyzing the gauged Macdonald q-difference equations
in the limit r → ∞ and observing that the left and right hand side of (4.12) are the (up to normalization) unique solution of the resulting residual q-difference equations that have a normally convergent series expansion in t −µ (µ ∈ Q + ) for t ∈ B −1 ǫ . This proof can be straightforwardly extended to the nonreduced case. where
In view of Lemma 4.4, formula (4.14) provides an explicit expression of c θ (γ) in terms of the rank one theta functions θ(·).
Proof. Using Lemma 4.4 it is easy to check that the right hand side of (4.14) satisfies the functional equations (4.5). Hence it suffices to prove the explicit expression (4.14) of c θ (γ) for generic γ ∈ T such that |γ −α i | is sufficiently small for all 1 ≤ i ≤ n. We fix such γ in the remainder of the proof. Recall the associated holomorphic function h λ (t) in t ∈ T from Lemma 4.2. Then by Theorem 2.20, using (4.6) for the first equality and Proposition 4.5 for the second equality,
On the other hand, by (4.7), Corollary 4.3 and (4.3),
Combining these two formulas yields the desired expression for c θ (γ).
A direct computation using (3.11) gives now the following c-function expansion of the basic hypergeometric function E + in terms of the monic basic Harish-Chandra series Φ η . with c η (·) = c η (·; k, q) ∈ M(T ) explicitly given by
In the rank one case the c-function expansion of E + was established by direct computations in [8] (GL 2 case) and in [21, 40] (nonreduced rank one case). We return to the rank one case and establish the connections to basic hypergeometric series in Section 5.
In the reduced case, by (4.10) the coefficient c η explicitly reads
By (4.11) an explicit expression of the monic c-function c η can also be given in the nonreduced case, see (5.13) for the resulting expression. Note that the formula for c η (γ) simplifies for η = 1 to
As remarked in the introduction this shows that E + formally is a q-analog of the HeckmanOpdam [15, 16, 34] hypergeometric function. The η-dependence is expected to be of importance in the applications to harmonic analysis on noncompact quantum groups. For instance, in [20, 21] a selfdual spherical Fourier transform on the quantum SU(1, 1) quantum group was defined and studied whose Fourier kernel is given by the nonreduced rank one basic hypergeometric function E + . The Fourier transform and the Plancherel measure were defined in terms of the Plancherel density function
The extra theta-factors compared to the familiar Macdonald density
lead to an infinite set of discrete mass points in the associated (inverse of the) Fourier transform. In its interpretation as spherical Fourier transform these mass points account for the contributions of the strange series representations to the Plancherel measure (the stranges series is a series of irreducible unitary representations of the quantized universal enveloping algebra which vanishes in the limit q → 1, see [32] ).
Special cases and applications
5.1. Asymptotics of symmetric Macdonald-Koornwinder polynomials. As a consequence of the c-function expansion we can establish pointwise asymptotics of the symmetric Macdonald-Koornwinder polynomials when the degree tends to infinity. The L 2 -asymptotics was established in [37] for GL m , [9] for the reduced case and [10] for the nonreduced case (for the rank one cases see e.g. [19] , [11, §7.4 & §7.5] and references therein).
For
Corollary 5.1. Fix t ∈ T such that den k,q (wt) = 0 for all w ∈ W 0 . Then
Proof. By the c-function expansion in selfdual form, Theorem 2.20(ii)-(iv), (3.11) and the expression Φ η = W η φ( H) we have for λ ∈ Λ − , as convergent series for |z| < 1 (it can be analytically continued to z ∈ C). Note that for GL 2 ,
satisfies Heine's q-hypergeometric q-difference equation (5.4) with the parameters a, b, c given by
where the D er are the GL 2 Macdonald-Ruijsenaars q-difference operators. Conversely, if f is a meromorphic solution of (5.8) of the form f (t 1 , t 2 ) = W η (t, γ)u(qt 2 /k 2 t 1 ) for some u ∈ M(C * ), then u satisfies (5.4) with parameters a, b, c given by (5.7).
Proof. Direct computation.
Corollary 5.3 (GL 2 case). (i)
The normalized symmetric Macdonald polynomial E + (γ λ ; t) (λ = λ 1 ǫ 1 + λ 2 ǫ 2 with λ i ∈ Z and λ 1 ≤ λ 2 ) is given by
(ii) The monic basic Harish-Chandra series is explicitly given by
Proof. (i) Consider the solution
of the q-hypergeometric q-difference equation (5.4) with parameters a, b, c given by (5.7) and with γ = γ λ = (q
It is a polynomial in z of degree λ 2 − λ 1 (it is essentially the continuous q-ultraspherical polynomial). In addition, W (t, γ λ ) = q 
becomes a solution of Heine's q-hypergeometric q-difference equation (5.4) with respect to the new parameters (a, b, c) :
For the parameters (a, b, c) given by (5.4) (which indeed satisfy ac = qb), the transformed parameters become
i.e. the role of γ in (5.4) is taken over by w 0 γ = (γ 2 , γ 1 ). The resulting solution v(x) thus yields by Lemma 5.2 a solution of the system (5.8) of GL 2 Macdonald q-difference equations. It coincides, up to a quasi-constant multiple, with the GL 2 basic hypergeometric function E + (t, γ):
Proposition 5.4 (GL 2 case). We have
Proof. The monic GL 2 c-function expansion reads
where w 0 γ = (γ 2 , γ 1 ) and
On the other hand, by the three term recurrence relation [11, This gives the desired result.
Remark 5.5. Some symmetries and properties of E + (γ λ ; ·) and of E + are apparent from the explicit expressions, others relate to well known basic hypergeometric identities. For instance, the polynomial reduction formula E + (t, γ λ ) = E + (γ λ ; t)
for λ = λ 1 ǫ 1 + λ 2 ǫ 2 with λ i ∈ Z and λ 1 ≤ λ 2 can be verified on the level of their explicit expressions using Heine's transformation formula [11, (III.1)].
Remark 5.6. In the nonreduced rank one case, the quantum hypergeometric function has been expressed in [40] as a basic hypergeometric series without using the c-function expansion. In that case the nonreduced, rank one c-function expansion can be independently verified to be correct using basic hypergeometric series identities (we discuss this in detail in the next subsection). It is likely that the techniques of [40] can be applied in the present GL 2 setup, leading to an alternative proof of Proposition 5.4.
5.3.
The nonreduced case. We realize the root system R 0 ⊂ V 0 = V of type B n as R 0 = {±ǫ i } n i=1 ∪ {±(ǫ i ± ǫ j )} 1≤i<j≤n , with {ǫ i } n i=1 a fixed orthonormal basis of V . We take as ordered basis ∆ 0 = (ǫ 1 − ǫ 2 , . . . , ǫ n−1 − ǫ n , ǫ n ) so that R + 0,s = {ǫ i } n i=1 , R + 0,l = {ǫ i ± ǫ j } 1≤i<j≤n and θ = ǫ 1 , ϑ = ǫ 1 + ǫ 2 . We include n = 1 as R 0 = {±ǫ 1 }, the root system of type A 1 (it amounts to omitting in the formulas below the factors involving the long roots {±(ǫ i ± ǫ j )} i<j ). We have Λ = Q = n i=1 Zǫ i . We identify T ≃ C * n , taking t i := t ǫ i as the coordinates. Note that q θ = q For n = 1 the c-function expansion (Corollary 4.7) has been proven before using the theory of one-variable basic hypergeometric series in [21, 40] . Important ingredients in the rank one proof of the c-function expansion are the explicit basic hypergeometric series expressions for E + and Φ η , which we now recall.
Let n = 1. The eigenvalue problem (5.14) Df = ( a(γ + γ −1 ) − a 2 − 1)f of the Askey-Wilson second-order q-difference operator D has been studied in [18] . Explicit solutions were obtained in terms of the very well poised 8 φ 7 series see, e.g., [11] . On the other hand, we already observed that E + (γ −r ; ·) (r ∈ Z ≥0 ) is the inversion invariant, Laurent polynomial solution of (5.14) with spectral point γ = γ −r , and that both E + (·, γ) and Φ η (·, γ) satisfy (5.14). These solutions are related as follows.
with c η (γ) = aγ −1 , bγ −1 , cγ −1 , dγ −1 /η, qηγ/ d; q ∞ γ −2 , qγ/ d; q ∞ then becomes a special case of Bailey's three term recurrence relation (see [11, (III.37) ]) for very well poised 8 φ 7 -series, which follows by repeating the proof of [21, Prop. 1] (the current formula is more general since we are not restricting to a q-interval).
Remark 5.8. The fact that E + and Φ η are global meromorphic functions on C * × C * can be made manifest by expressing the 8 W 7 series as sum of two balanced 4 φ 3 series using Bailey's formula [11, (III.36) ], see for instance formula [21, (3. 3)] for E + (the basic r+1 φ r series (5.6) is called balanced if z = q and qa 1 a 2 · · · a r+1 = b 1 b 2 · · · b r ).
Remark 5.9. The E + (γ −r ; ·) (r ∈ Z ≥0 ) are the well known normalized symmetric AskeyWilson polynomials (see [1] ). By the above proposition, E + coincides up to a constant multiple with the Askey-Wilson function from [21] . As already noted at the end of Subsection 4, inversion and Plancherel formulas were derived in [21] for the so called Askey-Wilson function transform, whose kernel is the Askey-Wilson function and whose density measure (and the Plancherel measure) is given in terms of µ η (4.16). Crucial ingredients for obtaining the Plancherel and inversion formulas are the explicit c-function expansion and the selfduality of the Askey-Wilson function E + . It is an open problem to generalize these results on generalized Fourier transforms to arbitrary root systems.
