Here we give a necessary and sufficient condition for the convergence to a random max infinitely divisible law from that of a random maximum. We then discuss random max-stable laws, their domain of max-attraction and the associated extremal processes.
Introduction
Balkema and Resnick (1977) had introduced the notion of max infinitely divisible (MID) laws and later Rachev and Resnick (1991) geometric max infinitely divisible (GMID) laws and geometric max stable laws (GMS), see also Mohan (1998) . Since all distribution functions (d.f ) in R are MID, a discussion of MID laws is relevant for d.f s in R d , d ≥ 2, integer and the max operations are to be taken component wise. Thus in this paper, all d.f s are assumed to be in R d , d ≥ 2, integer. Rachev and Resnick (1991) also discussed certain connections between GMID/ GMS laws and extremal processes. From Balkema and Resnick (1977) we have the max-analogue of the classical de Finetti's theorem.
is MID iff for some d.f s {G n } and constants {a n > 0}
F (x) = lim n→∞ exp{−a n (1 − G n (x))}.
Random (N ) infinitely divisible (N ID) laws was introduced and developed by Gnedenko and Korolev (1996, section 4.6, p.137). This is based on N θ -sums, where N θ is a positive integer-valued random variable (r.v ) having finite mean with probability generating function (p.g.f ) P θ (s) = ϕ(
Here ϕ is a Laplace transform (LT) which is also the standard solution to the Poincare equation, ϕ(s) = P (ϕ(θs), s ≥ 0, θ ∈ Θ, P being a p.g.f. The r.v N θ has the following property.
→ U as θ ↓ 0, and the LT of U is ϕ, see Gnedenko and Korolev (1996, p.138 ). Now, we can study the limit distributions of random maximums using the transfer theorem for maximums by Gnedenko (1982) . Satheesh et al.(2008) briefly discussed the max-analogue of N ID laws to obtain stationary solutions to a generalised max-AR(1) scheme. However, there was an inadvertent omission, as the discussion did not stress that the LT ϕ should also be the standard solution to the Poincare equation.
Proceeding from Satheesh et al. (2008) , we discuss random MID (N MID) laws that is the maxanalogue of N ID laws, in section 2. In section 3 we discuss random max-stable laws and their domain of max-attraction, generalise certain results on GMS laws in Rachev and Resnick (1991) to random max-stable laws and the extremal processes associated with it.
Random MID laws
We begin by defining N MID laws analogous to the N ID laws of Gnedenko and Korolev (1996) correcting the omission mentioned above. Notice that we are describing a random maximum. 
Proof. By virtue of the continuity of p.g.f s, for every θ ∈ Θ we have
Now we have an analogue of theorem 1.1, a de Finetti type theorem, for N MID laws.
Theorem 2.2 Let ϕ be the standard solution to the Poincare equation
Proof. See the proof of theorem 3.5 in Satheesh et al.(2008) .
Hence the above representation is essentially the weak limit of random-maximums under the transfer theorem for maximums. The next result facilitates the construction and/ or identification of N MID d.f s. 
Since ϕ is continuous we can proceed as
where
Note the fact that every Poisson maximum is MID and every MID d.f is the weak limit of Poisson maximums (Balkema and Resnick, 1977) . Conversely, consider
where H(x) is MID and ϕ is the LT of the d.f Λ. Now ϕ(− log H(x)) is N MID since the above is the integral representation of a d.f that is the weak limit under the transfer theorem for maximums. This completes the proof.
, that is independent of {X θ,i }, for every θ ∈ Θ and
iff there exists a d.f G(x) that is MID and
Proof. The sufficiency of the condition (2.2) follows from the transfer theorem for maximums by invoking the relation θ[
Since ϕ is a LT we have
Again, since ϕ(0) = 1, this implies that lim
) is a d.f that is N MID for every θ ∈ Θ, by theorem 2.1, lim θ↓0 ϕ(
) is also N MID. Hence there exists a d.f H(x) that is MID such that
On the other hand for |κ| ≤ 1 we have log G
Hence by (2.4) and (2.5) we get from (2.6)
Now applying the transfer theorem for maximums it follows that
Hence by (2.1) H(x) ≡ G(x). That is, by (2.7), (2.2) is true with G(x) being MID, completing the proof.
Random max-stable laws
Notice that the core of theorem 2.4 is that it identifies the limit of partial N θ -maximums of certain component r.v s as a function of the limit of partial maximums of the same component r.v s and viceversa. This description thus enables us to define random max-stable (N max-stable) laws analogous to the N stable laws of Gnedenko and Korolev (1996) and their domains of N max-attraction. This is facilitated by prescribing 1 θ = n in theorem 2.4. Notice also that here the discussion can be for d.f s in R. Proof. Since F (x) is N max-stable we have the following representation for every θ ∈ Θ
Notice that H and H θ are d.f s of the same type, Barakat et al. (2009) . Since H is max-stable, H θ also is max-stable. Thus the above representation describes an N max-stable d.f as an N θ -sum of d.f s of the same type for every θ ∈ Θ, proving the result.
We now generalise Proposition 3.2 on GMS laws in Rachev and Resnick (1991) to N max-stable laws.
(iv) There exists a multivariate extremal process {Y (t), t > 0} governed by a max-stable law and an independent r.v Z with d.f F and LT ϕ such that F (x) = P {Y (Z) ≤ x}.
Proof. (i) ⇒ (ii)
. F is N max-stable implies F = ϕ{− log H}, where H is max-stable. This implies exp{−ϕ −1 (F )} = H is max-stable.
(ii) ⇒ (iii). From the representation of a max-stable d.f by an exponent measure µ we have from (ii)
(iii) ⇒ (iv). By (iii) we have an exponent measure µ corresponding to the max-stable law identified in (ii). Let {Y (t), t > 0} be the extremal process governed by this max-stable law. That is
(iv) ⇒ (i) is now obvious. Thus the proof is complete.
A notion that is closely associated with max-stable laws is their domain of max-attraction, Resnick (1987, p.12, 38, 263) . The notion of geometric max-attraction for GMS laws were discussed by Rachev and Resnick (1991) and Mohan (1998) . We now briefly discuss this for N max-stable laws. 
Recalling that ϕ is continuous and that max-attraction of G to H is equivalently specified by
we have the following result as an immediate consequence of theorem 2.2. 
