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Abstract
We study the space of all kinematically allowed four photon and four graviton S-matrices,
polynomial in scattering momenta. We demonstrate that this space is the permutation
invariant sector of a module over the ring of polynomials of the Mandelstam invariants
s, t and u. We construct these modules for every value of the spacetime dimension D,
and so explicitly count and parameterize the most general four photon and four graviton
S-matrix at any given derivative order. We also explicitly list the local Lagrangians that
give rise to these S-matrices. We then conjecture that the Regge growth of S-matrices in
all physically acceptable classical theories is bounded by s2 at fixed t. A four parameter
subset of the polynomial photon S-matrices constructed above satisfies this Regge criterion.
For gravitons, on the other hand, no polynomial addition to the Einstein S-matrix obeys
this bound for D ≤ 6. For D ≥ 7 there is a single six derivative polynomial Lagrangian
consistent with our conjectured Regge growth bound. Our conjecture thus implies that
the Einstein four graviton S-matrix does not admit any physically acceptable polynomial
modifications for D ≤ 6. A preliminary analysis also suggests that every finite sum of
pole exchange contributions to four graviton scattering also such violates our conjectured
Regge growth bound, at least when D ≤ 6, even when the exchanged particles have low
spin.
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1 Introduction
1.1 Motivation
Consider a compactification of Type II string theory on Rp × M10−p1. The string spectrum
on this background includes four dimensional gravitons. Graviton scattering amplitudes at
loop level are sensitive probes of the detailed structure of the manifold M10−p. At genus zero,
however, graviton scattering amplitudes depend on M10−p only through an overall multiplicative
factor. When expressed in terms of Gp, the effective p dimensional Newton constant, these tree
amplitudes are completely independent of M10−p. These amplitudes are also the same in IIA
theory, IIB theory and Type I theory (see Appendix A.1 for a discussion).
The universality of tree level graviton scattering amplitudes is a special case of a broader
phenomenon. Consider the set of all worldsheet vertex operators that are identity in the M10−p
sector and are invariant separately under (−1)FL , (−1)FR and Ω in the Rp sector2. Let the
collection of spacetime particles corresponding to the BRST cohomology classes of all such
vertex operators be denoted by CIIp
3. Consider the collection of all tree level S-matrices4
with every external particle in CIIp . The general result is that these scattering amplitudes are
all universal5; moreover every pole in each of these S-matrices results from the exchange of a
particle in CIIp . There are no poles from the exchange of particles outside the sector C
II
p . These
facts - which follow immediately from the general structure of string worldsheet perturbation
theory (see Appendix A.1)- have a striking target space interpretation. They imply that the
classical target space dynamics of the sub-sector CII -which we schematically denote by S(CIIp )-
is a universal consistent truncation of classical type II (or type I) string theory on Rp ×M10−p.
The discussion of the previous paragraphs has an immediate generalization to Heterotic
compactifications. Classical graviton scattering amplitudes for the Heterotic string onRp×M10−p
are universal (independent of M10−p) once they are expressed in terms of Gp. Once again
gravitons in such Heterotic compactifications belong to a collection of particles CHp Heterotic
theories admits a consistent truncation to the universal dynamical system S(CHp ). S(C
H
p ) is
a universal consistent truncation of the classical dynamics of all Heterotic string theories on
Rp ×M10−p.
In the limit gs → 0 6 graviton scattering amplitudes for type II/ Heterotic theory on Rp ×
M10−p reduce to the tree amplitudes computed using S(CIIp ) or S(C
H
p ). Similarly, in the low
energy limit string scattering amplitudes in a wide class of compactifications (not necessarily at
1As usual M10−p must be a manifold whose worldsheet sigma model is a (1, 1) superconformal field theory with
ĉ = 10− p. For example, when p = 4 M6 could be a Calabi-Yau manifold.
2FL and FR are the left and right moving worldsheet Fermion number operators while Ω is the worldsheet
orientation reversal operator.
3CIIp is, of course, an infinite collection of particles of and includes particles with arbitrary spins.
4Expressed in terms of Gp.
5In the sense that they are independent of M10−p, and are also the same in IIA theory, IIB theory and Type I
theories.
6gs is the string coupling.
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small gs) reduce to tree amplitudes computed using the Einstein action
SEinstein =
∫ √−gR.
We are not aware of any other classical theory which accurately captures string scattering
amplitudes in any parametric limit of string theory.7.
The richness of the now known examples of consistent string compactifications has dampened
early hopes that constraints imposed by consistency alone would permit a simple classification
of quantum theories of gravity. The discussion above suggests that the situation is much more
hopeful in the classical limit. As discussed above, the zoo of known quantum theories of gravity
displays a surprising universality in the classical limit. Indeed, to the best of our knowledge, the
data from all known string compactifications is consistent with the following bold conjecture8
• Conjecture 1: There exist exactly three classical gravitational S-matrices9 that are con-
sistent with a set of physically motivated ‘low energy’ constraints (including stability of
the vacuum, factorization on poles, causality and positivity of energy). These are the
Einstein S-matrix generated by SEinstein, the type II S-matrix generated by S(CIIp ) and the
Heterotic S-matrix generated by S(CHp ).
By the phrase ‘classical gravitational S matrices’ in the statement above we mean the
collection of all S matrices with external particles taken to be any members of minimal
classical truncation that includes gravity in the theory under study and not just the S
matrices of gravitons themselves.
Conjecture 1 is very striking but it is also extremely bold, and the evidence in its favour
is, as yet, rather limited (see Appendix A for a brief discussion). We will not directly
study this conjecture - which may well turn out to be incorrect as stated - in this paper.
We have nonetheless included a discussion of Conjecture 1 because it implies (but is not
implied by) the considerably weaker Conjecture 2 below, which is directly relevant to the
analysis of this paper:
• Conjecture 2: The only consistent classical gravitational S-matrix whose exchange poles
are bounded in spin is the Einstein S-matrix.
Conjecture 2 in turn implies (but is not implied by) the still weaker conjecture:
• Conjecture 3: The only consistent classical gravitational S-matrix with only graviton
exchange poles is the Einstein S-matrix.
7Classical theories that admit a consistent truncation to one of the three theories - say e.g. S(CIIp ) - yield the
same result for gravitational S-matrices as S(CIIp ) itself. For our purposes we thus regard all such theories as
equivalent to S(CIIp ).
8Conjectures 1-3 were outlined by one of us in a talk at String 2018 [1]. Suggestions very similar to these
have also been made over a period of several years by Nima Arkani Hamed (private communication); similar
considerations may also have partly motivated the analysis of [2]
9i.e. S-matrices that are analytic functions of momenta apart from poles.
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We have used observations about string compactifications to motivate this ‘Russian doll set’
of three successively weaker conjectures. Once motivated, however, these conjectures can be
studied on their own terms without any reference to string theory. The direct study, refinement
and possible eventual proof of these conjectures appears to us to be a very interesting research
program. In this paper we will initiate (or more accurately continue) a study of these conjectures.
We will make some progress towards establishing conjectures 3 and 2. We will not directly study
conjecture 1 in this paper; however our technical results may have bearing on related studies in
the future.
1.2 Three graviton Scattering
The three conjectures described in the previous subsection apply to n graviton scattering for all
n ≥ 3. The case n = 3 is particularly simple. It follows from kinematical considerations that
the most general 3 graviton S-matrix is a linear combination of the two derivative structure ( see
(4.22)), the four derivative structure (see (4.23)) and the six derivative structure (see (4.24)). In
other words the most general 3 graviton S-matrix in any theory of gravity - classical or quantum
- is specified by three real numbers.
In a classic paper whose results have partly motivated the current work 10, Camanho, Edel-
stein, Maldacena and Zhibeodov (CEMZ) [2] demonstrated that a classical theory with 3 grav-
itational S-matrices that include a non-zero admixture of the four derivative and six derivative
three graviton structures necessarily violates causality unless its four graviton scattering ampli-
tude include contributions from the exchange of poles of arbitrarily high spin. The constraints
follow from a particular sign of the Shapiro-time delay which in turn corresponds to the sign of
the phase shift in flat space. In AdS similar argument has been made in [3].
Constraints of causality have also been used in the past to constrain sign of certain higher
derivative terms in the low energy Lagrangian [4, 5].
It thus follows from the results of [2] that the three graviton scattering amplitude is neces-
sarily two derivative - i.e. that of the Einstein theory - in any causal classical theory of gravity
whose four graviton S-matrices have exchange contributions that are bounded in spin. In other
words CEMZ have already established Conjecture 2 of the previous subsection for the special
case of 3 graviton scattering11. The uniqueness of graviton three point function has also been
demonstrated using causality in conformal field theory [6, 7]. In an alternative approach, used in
[8], the authors show that if the scattering amplitude obeys a bound in the Regge limit then the
effect of shockwaves on a probe commutes which in turn implies the uniqueness of the Einstein
gravity three point function.
The CEMZ result already makes a case for the validity of Conjecture 2. We should, how-
ever, be careful not to overstate the strength of this evidence. As we have reviewed above,
three graviton S-matrix is specified by a finite number of parameters because it is kinematically
10Conversations with N Arkani-Hamed, over a period of several years, also form part of the motivation for the
current work.
11The authors of [2] also rule out exchanges of particles of spin > 2 when spectrum of such particles is bounded
in spin. They do this using the classical Regge growth conjecture stated at the beginning of section 1.4.
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special. On the other hand four and higher point scattering amplitudes are specified by a finite
number of functions of kinematical invariants (s and t in the case of four graviton scattering)
and so an infinite number of real parameters. While the Einstein three graviton scattering am-
plitude describes a surface of co-dimension 2 in the space of all kinematically allowed 3 graviton
scattering amplitudes, the four point (or higher) scattering amplitude describes a surface of
infinite codimension in the space of all kinematically allowed classical four (or higher) graviton
scattering amplitudes.
It follows that CEMZ type result for four graviton scattering would qualitatively strengthen
the evidence for Conjectures 2 or 3. In the rest of this paper we will focus on the study
of four graviton scattering. We will first present an exhaustive kinematical classification and
parameterization of local classical four graviton S-matrices and then attempt to cut down the
space of allowed S-matrices by proposing a physical criterion that acceptable S-matrices must
obey.
1.3 Classification and parameterization of polynomial four graviton
scattering amplitudes
Consider any classical theory of gravity interacting with other fields. We assume that the
equations of motion of our theory are local, i.e. the number of derivatives is finite. When
expressed as functions of the polarizations i and momenta pi the four graviton S-matrices of
any such theory may have poles corresponding to the exchange of particles. Let us focus on the
pole corresponding the exchange of the particle P . The residue of this pole is completely fixed
by the on-shell three particle ggP scattering amplitude.
Now all three particle scattering amplitudes are kinematically fixed to be a linear combination
of a finite number - in this case lets say dg(P ) - structures. It thus follows that the residue of
the four graviton scattering amplitude is a quadratic form in dg(P ) undetermined constants
(the coefficients behind the dg(P ) structures in the three point function). The precise structure
of this quadratic form is completely fixed by kinematical considerations. The most general
exchange S-matrix is a sum over such a structure for every exchanged particle. Once all pole
contributions have been subtracted out, the rest of the amplitude is a polynomial in polarizations
and momenta. Below we often refer to this as the ‘analytic part’ or the ‘polynomial part’ of the
scattering amplitude.
As there is no definite bound on the degree of the polynomial part of the S-matrix, the
number of parameters needed to specify the most general polynomial S-matrix is not finite.
However polynomial S-matrices can be graded by their dimension (i.e. number of powers of pi).
The number of parameters, n(m), needed to specify the most general dimension m S-matrix is
finite. It is convenient to encapsulate the information of n(m) for all m in the S-matrix partition
function
ZS-matrix(x) =
∞∑
m=0
n(m)xm. (1.1)
In the classification part of this paper, among other things, we present explicit results for the
partition function (1.1) separately for parity odd and parity even structures, and separately in
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every dimension. We now briefly explain how we obtain these results, and at the same time
accomplish an explicit construction of the space of polynomial S-matrices.
Not every polynomial in the polarizations and momenta is an acceptable S-matrix. S-matrices
have to satisfy three additional constraints. First, all acceptable S-matrices must be Lorentz
invariant (all indices must contract in pairs or with a Levi-Civita tensor). Second, the S-matrices
must obey the constraints of gauge invariance ( see (2.5)). Finally, the S-matrices of four identical
Bosonic particles must enjoy invariance under the permutation group S4 that permutes the data
(i, pi), i = 1 . . . 4 of the four scattering particles.
For a reason that will soon become clear, it turns out to be useful to impose the constraint
of S4 invariance in two steps. S4 has a Z2 × Z2 normal subgroup that leaves the kinematical
variables s, t, and u (see (2.2)) invariant. The coset space obtained by modding S4 out by Z2×Z2
is S3 (see (2.27)). It follows that we can impose S4 invariance by first imposing the constraint of
Z2×Z2 invariance and later imposing the constraint of S3 invariance on the resultant structure.
We refer to the set of Lorentz, gauge and Z2 × Z2 invariant polynomials of i and pi as ‘quasi
invariant’ S-matrices. As s, t and u are all individually Lorentz, gauge and Z2 × Z2 invariant,
it follows that the product of a quasi invariant S-matrix and any polynomial of s, t and u is
itself also a quasi invariant S-matrix. In mathematical parlance the set of gauge and Lorentz
invariant polynomials of pi and i is a module - which we call the local module (see subsection
2.4) - over the ring of polynomials s, t and u. It turns out that the most useful way to think of
the space of polynomial S-matrices is to think of it as the S3 invariant part of the local module.
The local module is finitely generated and so is completely characterized by its generators,
which in turn are labeled by their S3 transformations properties and their dimension (i.e. deriva-
tive order). In mathematics, the simplest modules are freely generated. It turns out that the
local module of quasi invariant S-matrices is freely generated when D ≥ 5. In this case the
partition function (1.1) is completely determined by the spectrum of generators of the module
by
ZS-matrix(x) =
∑
J
x∆JZRJ(x) (1.2)
where the index J labels the generators of the local module (note, of course, that J has nothing
to do with angular momentum), ∆J is the ‘dimension’ (more accurately derivative order) of the
J th generator, RJ is the representation of S3 in which the J
th generator transforms and the
functions ZR(x) are listed in (2.44).
The local module is not freely generated when a linear combination of the descendants of
different generators vanishes. We refer to all such linear combinations as ‘relations’ or sometimes
as ‘null states’. The set of relations themselves form a module. The relation module is completely
characterized by its generators. In the context under study in this paper it turns out that the
relation modules are themselves always freely generated (i.e. there are no relations for relations).
When the local module is not freely generated - this turns out to be the case when D ≤ 4 - it
follows that
ZS-matrix(x) =
∑
J
x∆JZRJ(x)−
∑
I
x∆IZRI(x) (1.3)
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dimension even partition function odd partition function
D ≥ 10 x4(2 + 3x2 + 2x4)D 0
D = 9 x4(2 + 3x2 + 2x4)D 0
D = 8 x4(2 + 3x2 + 2x4)D 0
D = 7 x4(2 + 3x2 + 2x4)D x3D
D = 6 x4(2 + 3x2 + 2x4)D x12D
D = 5 x4(2 + 3x2 + 2x4)D 0
D = 4 x4(2 + 3x2 + 2x4 − (x4 + x6))D x4(1 + 2x2 + x4 − (x4 + x6))D
D = 3 x4(1 + x2 + x4 − (x4 + x6))D x9D
Table 1: Final Result for the partition function over 4 photon S-matrices. Here D = 1
(1−x4)(1−x6)
where the sum over J runs over all module generators, while the sum over I runs over all relation
generators; ∆I and RI are the dimension and S3 label of the I
th relation generator.
The reason that the local module is not freely generated in D = 4 (and D = 3) presumably
has to do with the fact that scattering in these dimensions is very special. In particular scattering
in D = 4 is often more conveniently expressed in the spinor helicity formalism than in terms
of polarizations as in this paper. Using this formalism a great deal is known about photon and
graviton S matrices in D = 4 (see e.g. [9] and references therein). It would be interesting to re
derive the results of this paper - specialized to D = 4 - using this formalism. We leave this to
future work.
It follows that a complete identification of the generators of the local module (and of the
relation module when it exists) immediately determines the partition function over S-matrices
(1.1). In sections 5, 6 and related Appendices we have explicitly presented all generators of the
local module, and also all generators of the relations modules (when they exist). We have also
presented an explicit parameterization of all the S3 invariant descendants of these generators,
and so an explicit parameterization of all polynomial S-matrices both for the case of 4 photon
as well as the case of 4 graviton scattering. The results of these sections permit an immediate
computation of the partition function over S-matrices. The final results for the case of photons
and gravitons are given in Table 1 and 2. The results in this table are presented in terms of the
quantity D. 12
In this paper we have also obtained the results of Tables 1 and 2 in a second independent
way which we now describe. Every polynomial gauge invariant S-matrix can be obtained from
the four graviton (or four photon) part of a finite derivative gauge invariant contact term in
Lagrangian. As far as four photon / graviton terms are concerned, almost 13 all gauge invariant
12D = 1(1−x4)(1−x6) is not to be confused with the number of Space-time dimensions D.
13We describe the exceptions below.
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dimension Even partition function Odd partition function
D ≥ 10 x8(x−2 + 6 + 9x2 + 10x4 + 3x6)D 0
D = 9 x8(x−2 + 6 + 9x2 + 10x4 + 3x6)D 0
D = 8 x8(x−2 + 6 + 9x2 + 10x4 + 3x6)D 0
D = 7 x8(x−2 + 6 + 9x2 + 10x4 + 3x6)D x8(2x−1 + 3x+ 2x3)D
D = 6 x8(6 + 9x2 + 10x4 + 3x6)D 3x10(x2 + x4 + x6)D
D = 5 x8(4 + 7x2 + 8x4 + 3x6)D x11(x2 + x4 + x6)D
D = 4 x8(2 + 2x2 + 3x4 − x6 − x8)D x8(1 + x2 + 2x4 − x6 − x8)D
Table 2: Final Result for the partition function over 4 graviton S-matrices
Lagrangians are obtained by taking the products of derivatives of four field strengths / Riemann
tensors. Lagrangians that differ off-shell but agree on-shell produce the same S-matrix (see
section 4 for an explanation of a more careful version of this statement). For this reason the
partition function over all polynomial S-matrices can be evaluated (up to a small error that is not
difficult to separately account for, see below) by computing the partition function over degree
four polynomials of derivatives of the field strength / the Riemann tensor, modulo equations of
motion and modulo total derivatives. We have explicitly evaluated these ‘Plethystic’ partition
functions in subsection 4.3 using matrix model techniques. The results of this evaluation are
presented in Tables 6 and 7 respectively. Similar techniques were used in [10] to compute the
partition function on “operator bases” in effective field theories and were generalized to compute
partition function on S-matrices in [11]. 14
We have explained that the plethystic partition function evaluates the S-matrix partition
function (1.1) only up to a small error. The error has to do with the fact that it is sometimes
possible to find gauge invariant Lagrangians - e.g. Chern Simons Lagrangians - that cannot be
constructed out of the product of (derivatives of) four field strengths or four Riemann tensors.
Another source of error is that some local Lagrangians generate trivial S-matrices whenever
they are total derivatives - even if they are total derivatives of objects (like Chern Simons
terms) which themselves cannot be written as products of field strength operators. In sections
5 and 6 we have carefully corrected for each of these errors. Once the corrections are taken into
account Tables 6 and 7 reduce to Tables 1 and 2 presented above, providing a highly non-trivial
check of our construction of the most general four graviton and four photon S-matrices.
In sections 5 and 6 and relevant appendices we have also presented an explicit listing of
the non linearly gauge invariant Lagrangian whose four photon / four graviton contact term
produces each of the polynomial S-matrices that we have explicitly classified and listed in the
same sections.
14We thank T. Hartman for drawing our attention to the papers [10] and [11] while commenting on a preliminary
version of this paper.
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1.4 A conjectured bound on Regge scattering
The work reviewed above yields a complete classification and parameterization of all local four
graviton S-matrices, analogous to (but much more complicated than) the 3 parameter param-
eterization of 3 graviton S-matrices. In their classic analysis [2] were able to the use physical
criteria (the requirement of causality) to constrain the parameters that appeared in the most
general three point function. We will now attempt to do the same for the the four point function.
More specifically, we will constrain classical theories using a conjecture on a bound of the Regge
growth of classical scattering amplitudes that we now state
• Classical Regge Growth Conjecture: The S-matrix of a consistent classical theory
never grows faster than s2 at fixed t - at all physical values of momenta and for every
possible choice of the normalized polarization vector i.
The conditions for ‘consistency’ of a classical theory in this conjecture are the same as those spelt
out in Conjecture 1 earlier in this introduction. In the rest of this subsection we will summarize
the evidence for the Classical Regge Growth (CRG) Conjecture. In the next subsection we will
explore its consequences.
The first piece of evidence in favor of the CRG conjecture is that it is always obeyed by two
derivative theories involving particles of spin no greater than two - theories that we independently
expect to be consistent. The two derivative nature of interactions ensures that both contact
contributions as well as s and u channel exchange contributions grow no faster than s in the
Regge limit. t channel exchange graphs on the other hand grow no faster than sJ where J is the
spin of the exchanged particle. Since we have assumed J ≤ 2, all contributions obey the CRG
conjecture.
The next piece of evidence in support of the conjecture described in this subsection is that
it is obeyed by all classical string scattering amplitudes. Recall that, for instance the Type II
string scattering amplitudes grow in the Regge limit like
s2+
1
2
α′t (1.4)
As t is negative at physical values of momenta it follows that this behavior obeys our conjecture.
Note also that (1.4) reduces to s2 in the limit α′ → 0, matching with the fact that gravitational
amplitudes, which grow like s
2
t
in the Regge limit, saturate the CRG bound.
The strongest evidence for the CRG conjecture follows from the observation that the CRG
conjecture is tightly related to the chaos bound[12]. We pause to review how this works. Working
in a large N unitary CFT in D ≥ 2 consider a four point 〈OOOO〉 where O is a real scalar
operator and the insertion points are taken to be(
± sinh
(τ
2
)
,± cosh
(τ
2
))
.
All insertions are denoted by the doublet (t, x); insertions all lie completely in the (t, x) plane.
The authors of [12] used the unitarity of the CFT to demonstrate that the growth of the
connected correlator 〈OOOO〉 with boost times τ cannot be faster than eτ . This result holds in
the large N limit for boost times τ large compared to unity but small compared to lnN .
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The chaos bound has also been used by Simon Caron-Huot to show that the OPE coefficients
are analytic functions of spin and to derive a powerful “inversion formula” for the same [13].
Physical aspects of the inversion formula have been clarified in [14]. The application of the chaos
bound to correlators of spinning operators was considered in [15] 15.
Let us now study a situation in which the CFT under study has a bulk dual. Let the bulk
field dual to the operator O be denoted by φ. Let us suppose that the fields φ in the bulk has a
standard quadratic term and also has a have a local four point self interaction of the schematic
form φ∂...∂φ∂...∂φ∂...∂φ. One can use the usual rules of AdS/CFT to directly compute the
correlator 〈OOOO〉 of the previous paragraph, and so evaluate its growth with τ . The authors
of [20, 21] were able to carry through this computation for the most general bulk contact term
using the classical bulk theory. They discovered the following interesting fact. Any bulk vertex
which, in flat space, would give rise to an S-matrix that grows like sm+1 in the Regge limit, turns
out to give a contribution to 〈OOOO〉 that grows with boost time like emτ . It follows that at
least in AdS space, any bulk interaction associated with a flat-space S-matrix that grows faster
than s2 at fixed t leads to a boundary correlator that violates a field theory theorem, and so
must classically inconsistent. A similar connection between CFT correlators and bulk exchange
diagrams has been analyzed in [22].
Although the results described above have been carefully verified only for scalar operator
insertions, we feel it is likely that they will continue to hold for insertions of all spins. The tight
connection between the CRG and the Chaos bound, is, in our opinion, striking evidence in favor
of the CRG conjecture.
Note that the CRG conjecture immediately implies the non existence of a consistent interact-
ing theory of higher spin particles (of bounded spin) propagating in flat space. Let the highest
spin in the theory be J > 2. As the spin J particle is assumed to be interacting, there exists
an S-matrix that receives contributions from spin J exchange. In the t-channel this exchange
contribution scales like sJ , violating the CRG conjecture. This argument has been used in [2]
to rule out the possibility of spectrum of particles of spin > 2 that is bounded in spin.
1.5 Consequences of the CRG conjecture
It is now possible to scan through the explicit results of the classification of S-matrices reviewed
in subsection 1.3 and determine the subclass of S-matrices that obeys the CRG conjecture. We
first present the complete result of this exercise for polynomial S-matrices and then present some
preliminary partial results for exchange amplitudes.
15See [16, 17, 18, 19] for generalizations.
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1.5.1 Polynomial amplitudes
The scattering of four identical scalars
For D ≥ 3 the most general local contact scalar interaction term that obeys the CRG bound is
given by
S =
∫
dDx
(
a1
(
φ4
)
+ a2
(
φ2∂µ∂νφ ∂µ∂νφ
)
+ a3
(
φ2∂µ∂ν∂ρφ ∂µ∂ν∂ρφ
))
. (1.5)
This implication of the CRG has been used effectively to compute the four point function of
certain scalar operators in a theory with slightly broken higher spin symmetry [23].
The scattering of four identical photons
For D ≥ 4 the most general parity even local contact four photon interaction term that obeys
the CRG bound is given by
S =
∫
dDx
(
a1Tr
(
(F 2)
)2
+ a2Tr
(
F 4
)
+ a3Tr (∂µFF∂
µFF ) + a4 (FabTr (∂αF∂bFF ))
)
. (1.6)
(where matrix multiplication is implied and traces are over Lorentz indices of Fµν , and a1, a2,
a3 and a4 are constants). In D = 3 the most general parity even local four photon interaction
term that obeys the CRG bound is given by
S =
∫
d3x
(
a2Tr
(
F 4
)
+ a3Tr (∂µFF∂
µFF )
)
. (1.7)
Additionally, in special dimensions there are some parity odd local contact Lagrangians that
obey the CRG bound. These are the action
S =
∫
d7x (A ∧ F ∧ F ∧ F ) (1.8)
in D = 7 and the action
S =
∫
d4x
(
b1Tr (F ∧ F ) Tr
(
F 2
)
+ b2mnabFabTr (∂mF∂nFF )
)
. (1.9)
in D = 4, where b1 and b2 are constants.
The scattering of four identical gravitons
In D ≤ 6 there are no contact four graviton Lagrangians consistent with the CRG conjecture.
For D ≥ 7 the unique such Lagrangian is the second Lovelock Lagrangian
χ6 =
∫ √−g(1
8
δg[aδ
h
b δ
i
cδ
j
dδ
k
e δ
l
f ] R
gh
ab R
ij
cd R
kl
ef
)
. (1.10)
The S-matrix that follows from this Lagrangian is proportional to
(1 ∧ 2 ∧ 3 ∧ 4 ∧ p1 ∧ p2 ∧ p3)2 . (1.11)
If we assume the validity of the CRG conjecture, the results just presented amount to a proof
of Conjecture 3 for the special case of 4 graviton scattering for D ≤ 6.
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1.5.2 Exchange contributions
We have not yet completed a thorough analysis of the Regge behavior of all possible exchange
amplitudes; we leave this exercise for future work. In this subsection we summarize a few
preliminary results.
Exchange diagrams in the t channel generically scale like sJ where J is the largest number
of symmetrized indices in the representation that labels the exchanged particle. This sJ scaling
holds independent of the nature of the external particles, and so applies equally to scalar, photon
and graviton scattering. It follows that the exchange of particles with J ≥ 3 generically violates
the CRG conjecture. Exchange of particles with J ≤ 2 never violates the CRG bound in the t
channel but may violate this conjecture in the s and u channels. As the contribution in the s
channel and u channel is analytic in t, the violations in these channels mean violations at zero
impact parameter. This is in contrast with the t-channel where the CRG bound for J ≥ 2 is
violated at finite impact parameter16.
The behavior of scattering in the s and u channels is sensitive to the nature of the external
scattering particles. In the case of four external scalars or four external photons it is easy to
find examples of exchange contributions that do not violate the CRG bound. We have, for
example, explicitly computed the contribution to four photon scattering from the exchange of
a massive particle of arbitrary mass and demonstrated that its Regge growth is slower than s2.
In the case of external gravitons, on the other hand, we have shown by explicit computation
that the exchange of massive scalars or massive spin two particles always leads to an S matrix
that violates the CRG bound - and moreover violates it in a manner that cannot be canceled
by a compensating local contribution17. The same is also true of exchange of a massless spin
two graviton whenever the three graviton scattering amplitude deviates from the Einstein form.
More generally we have demonstrated in section 7 - under some hopefully reasonable assumptions
- that every exchange contribution to four graviton scattering in D ≤ 6 - other than graviton
exchange with the Einstein three point scattering - violates the CRG bound in a way that cannot
be compensated for by local counter term contributions.
Tightened up versions of the arguments described above would amount to a proof of Con-
jecture 2 for the special case of four graviton scattering for D ≤ 6. Of course the proof would
rely on the validity of the CRG conjecture.
16We thank Douglas Stanford for highlighting this issue to us.
17The AdS version of this statement has previously been argued in [24, 25]. They have shown that in a large
N CFT with a spectrum that has a large gap ∆gap to higher spin (spin 3 or higher) single trace primaries,
the three point function coefficient 〈TµνTρσO〉 where O is either a scalar, a spin two operator, is shown to be
suppressed by inverse powers of ∆gap. In [24], the authors use conformal Regge theory and in [25], the authors
use average null energy condition to establish the bounds on the three point function coefficients. In the present
context, the result should mean that coupling between two gravitons and φ, where φ is either a scalar, a spin
two particle, must vanish when there are no exchange poles corresponding to higher spin particles.
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1.6 Organization of this paper
In section 2 below we present a discussion of the general structural features of S-matrices for
four identical bosons, focusing especially on the module structure of polynomial S-matrices. In
section 3 we present an explicit construction of the so called bare module, a freely generated
module of ‘index structures’. The importance of this construction lies in the fact that the
physical local module is a submodule of the bare module. In section 4 we present a discussion
of local Lagrangians that give rise to local S-matrices, and present the results of the plethystic
counting of local Lagrangians described above. In sections 5 and 6 we present a detailed explicit
construction of the local modules of quasi invariant S-matrices for four photon and four graviton
scattering. We also present an explicit parameterization of the most general polynomial S-
matrices and the contact Lagrangians that give rise to these S-matrices. In section 7 we present
a preliminary discussion of the contribution of exchange diagrams to four scalar, four photon and
four graviton scattering. We also argue that all such contributions to four graviton scattering
appear to violate the CRG bound at least for D ≤ 6. In section 8 we end with a discussion
of open questions and future directions. The details of several calculations and expressions are
relegated to appendices.
2 Generalities of 2→ 2 S-matrix
In this section we review18 and discuss the general structural features of 2→ 2 S-matrices of four
identical bosonic scalars, photons or gravitons in an arbitrary number of spacetime dimensions.
2.1 Scattering data
2.1.1 Momenta
Consider the scattering of four massless particles in D-dimensional Minkowski space. Let pµi
be momentum of the ith particle. The masslessness of the scattering particles and momentum
conservation means
p2i = 0,
4∑
i=1
pµi = 0. (2.1)
We use the mostly positive convention and define Mandelstam variables,
s := −(p1 + p2)2 = −(p3 + p4)2 = −2p1.p2 = −2p3.p4
t := −(p1 + p3)2 = −(p2 + p4)2 = −2p1.p3 = −2p2.p4
u := −(p1 + p4)2 = −(p2 + p3)2 = −2p1.p4 = −2p2.p3.
(2.2)
The equalities in (2.2) follow from (2.1). Thanks to momentum conservation s + t + u = 0.
In the rest of the paper when we need to make a specific choice of independent Mandelstam
18In particular 2.1 2.3, 2.5 contain only well known results, and have been included in this paper only to establish
notation and to jog the reader’s memory.
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variables we will usually take these to s and t19.
2.1.2 Polarizations
The 2→ 2 S-matrix is a Lorentz invariant complex valued function of the momenta pi, together
with the data that specifies the internal or spin degree of freedom of each scattering particle.
Scalars
Scalar particles have no internal degrees of freedom, so 2 → 2 scalar S-matrices are functions
only of momenta. For D ≥ 4 Lorentz invariance ensures that S-matrices are, in fact, functions
only of s and t. In the special case D = 3, four scalar S-matrices can be either parity even or
parity odd. Parity even S-matrices are simply a function of s and t as in higher dimensions.
Parity odd S-matrices are given by µνρp
µ
1p
ν
2p
ρ
3 times a second function of s and t.
Photons
The internal degree of freedom of a photon may be taken to be its polarization vector µi . In
the Lorentz gauge (which we use throughout this paper in order to preserve manifest Lorentz
invariance),
i · pi = 0 (2.3)
The S-matrix must also be invariant under residual gauge transformations i.e. under the trans-
formations,
µi → µi + ζ(pi)pµi (2.4)
We will sometimes use the notation
ζ(pi) = ζi.
As ζ(pi) is a completely arbitrary function of pi
20 the four numbers ζi can be varied indepen-
dently of each other. It follows that the requirement of gauge invariance is simply the condition
that the S-matrix is separately invariant under each of the transformations
µi → µi + ζipµi (2.5)
separately for each i.
To summarize, a 4-photon S-matrix is a Lorentz invariant complex valued function S(pi, i),
subject to the condition (2.3). It depends linearly on each of the four polarizations µi and is
separately invariant under each of the four shifts (2.5).
19In the special case D = 2 the kinematics of four particle scattering degenerates and variables u and t can be
solved for in terms of s. Through this paper we will, however, always assume that D ≥ 3, and so s and t are
always independent variables.
20And as two of the particles participating in a four particle scattering event never have identical D-momenta.
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Gravitons
The internal degrees of freedom of a graviton can be parameterized by its traceless symmetric
polarization tensor hµνi . In Lorentz gauge,
hµνi p
ν
i = 0 (2.6)
As before, the S-matrix enjoys invariance under residual gauge transformations,
hµνi → hµνi + ζµi pνi + ζνi pµi , where ζi · pi = 0. (2.7)
Through most of this paper we will find it convenient to specialize to the special choice of
polarization
hiµν = 
i
µ
i
ν where ki · i = 0, i · i = 0 (2.8)
The gauge transformation parameter ζµi = ζi
i
µ, preserves the choice of the polarization (2.8)
and induces the gauge transformations
µi → µi + ζipµi . (2.9)
These transformations are same as the ones in (2.4) 21.
In conclusion, with the choice 2.8, a 4-graviton S-matrix S(pi, i), like the photon, is a Lorentz
invariant complex valued function S(pi, i) but this time one that is a bilinear function of each
of the i’s, subjected to the tracelessness condition i · i = 0.
2.1.3 Unconstrained polarizations
In the previous subsubsection we have expressed the S-matrix as shift invariant functions of
the polarization vectors i. It is possible to simultaneously ‘solve’ for the constraints on i
(tracelessness) and the constraints on the S-matrix (shift or gauge invariance) and re express
the S-matrix as a function of independent unconstrained variables as follows.
The momenta pi span a three dimensional subspace of D-dimensional Minkowski space. We
refer to this subspace as the scattering 3-plane. The polarization vectors i can be decomposed
into part transverse to the scattering plane ⊥i and part parallel to the scattering plane 
‖
i
i = 
⊥
i + 
‖
i (2.10)
21The special choice (2.8) does not result in loss of generality. Let S() denote the S-matrix with a single special
choice of polarization, hµν1 = 
µν . Then the linear combination
S(u+ v)− S(u)− S(v),
where u and v are orthogonal polarization vectors, yields the S-matrix for the choice of polarization hµν1 =
uµvν + vµuν and this sort of polarizations form a basis for general symmetric traceless tensors hµν1 . As the
S-matrix is linear in hµν1 , the S-matrix with the choice (2.8) carries the same information as the most general
4-graviton S-matrix.
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The condition i.pi = 
‖
i .pi = 0 forces 
‖
i to lie in a two dimensional subspace of the scattering
plane. Moreover the constraint that S-matrices are invariant under the shifts 
‖
i → ‖i + pi tells
us that the S-matrix is a function only of one of the two free components of 
‖
i . It follows that
- for the purpose of evaluating gauge invariant S-matrices - the set of inequivalent vectors 
‖
i
may be parameterized by a single complex number αi. We choose the following (arbitrary)
parameterization that obeys 
‖
i .pi = 0.

‖
1 = α1
√
st
u
(p2
s
− p3
t
)
+ a1p1

‖
2 = α2
√
st
u
(p1
s
− p4
t
)
+ a2p2

‖
3 = α3
√
st
u
(p4
s
− p1
t
)
+ a3p3

‖
4 = α4
√
st
u
(p3
s
− p2
t
)
+ a4p4.
(2.11)
The numbers ai represent the freedom to shift i by gauge transformations; ai are redundancies
of description and will not show up in any gauge invariant physical result. On the other hand
the parameters αi are physical. In particular

‖
i .(
‖
i )
∗ = |αi|2 (2.12)
(see also (2.16) below).
With these definitions in place we can write
i = 
⊥
i + 
‖
i . (2.13)
Equations (2.13) and (2.11) express the D component vector i in terms of the D−3 component
vector ⊥i and the single parameter αi and the redundant variables ai.
Unlike i, the pair (
⊥
i , αi) are unconstrained data in the case of photons. In the case of
gravitons the data still has to obey the single constraint22 - which is a consequence of the
tracelessness of i
⊥i .
⊥
i + α
2
i = 0 (2.15)
This constraint can be used to solve for ⊥i .
⊥
i in terms of α
2
i . In enumerating contraction
structures we simply omit all terms containing factors of ⊥i .
⊥
i . For counting purposes, therefore,
⊥i can effectively be treated as null.
22It is sometimes also useful to view the polarizations i as normalized according to the condition
i · ∗i = 1 ⇒ |⊥i |2 + |αi|2 = 1. (2.14)
Notice that i and i+pi have the same norm, so this condition is gauge invariant. We will not need to impose
this normalization condition in this paper.
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The expressions (2.11) and (2.13) allow us to convert any Lorentz and gauge invariant ex-
pression parity even expression for a photon/graviton S-matrix, initially presented as a function
of i and pi, into an function of (
⊥
i , αi) and (s, t). This function is separately linear/bilinear in
(⊥i , αi). Note that the individual momenta pi enter into this reduced form of the S-matrix only
through23 (s, t).
The converse of the assertion of the previous paragraph also holds. The translation formulae24
α1 = 2
p2.F
1.p3√
stu
, α2 = 2
p1.F
2.p4√
stu
, α3 = 2
p4.F
3.p1√
stu
, α4 = 2
p3.F
4.p2√
stu
. (2.16)
⊥1 = −2
p2.F
1
s
+ 2
p2.F
1.p3
tu
p3 − 2p2.F
1.p3
ts
p1 − 2p2.F
1.p3
su
p2
⊥2 = −2
p1.F
2
s
+ 2
p1.F
2.p3
tu
p3 − 2p1F
2.p3
us
p2 − 2p1.F
2.p3
ts
p1
⊥3 = −2
p2.F
3
u
+ 2
p2.F
3.p1
ts
p1 − 2p2.F
3.p1
tu
p3 − 2p2.F
3.p1
su
p2
⊥4 = −2
p2.F
4
t
+ 2
p2.F
4.p3
su
p3 − 2p2.F
4.p3
ts
p4 − 2p2.F
4.p3
tu
p2. (2.17)
where
F iµν = p
i
µ
i
ν − piνiµ (2.18)
is the manifestly gauge invariant Field strength and a.F.b ≡ aµFµνbν , allow us to re-express any
SO(D−3) parity invariant function of (⊥i , αi) and (s, t) with the correct homogeneity properties
as a manifestly Lorentz and gauge invariant S-matrix.
There is a slight subtlety in the discussion of parity odd S-matrices, i.e. S-matrices con-
structed out of a single factor of the D-dimensional Levi-Civita tensor ε. The reason these
structures are subtle is simply that ε tensors in different numbers of dimensions have different
numbers of indices and so do not simply map to one another. In order to resolve this subtlety
it will prove convenient to formally regard the ε tensor as one of the arguments of parity odd
S-matrices. From this viewpoint, a parity odd S-matrix is a Lorentz and gauge invariant func-
tion of pi, i and ε that has the property that is linear in ε (it also has the usual homogeneities
in i). We now define a D − 3 dimensional ε˜D−3 tensor by the equation,
ε˜D−3 = εµ1...µD−3µD−2µD−1µDp
µD−2
1 p
µD−1
2 p
µD
3 . (2.19)
23This follows from the fact ⊥i .pj = 0. While 
‖
i .pj 6= 0 the result of this dot product is given by αi times an
easily computed function of (s, t).
24In (2.17) we have presented one of many inequivalent looking - but actually equal - gauge and Lorentz invariant
expressions for αi and 
⊥
i . For instance the second of (2.17) follows from the observation that the expression
−2p2.F 1s equals ⊥1 plus a vector in the scattering three plane. ⊥1 is then isolated by removing the unwanted
vector via the subtractions in the last three terms on the RHS of the second line of (2.17). It is also true,
however, that −2p3.F 1t is proportional to ⊥1 plus a vector in the scattering 3 plane. This observation leads to
a different looking - but actually equal - expression of the schematic form ⊥1 = −2p3.F
1
t + subtractions.
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Note that ε˜D−3 is totally anti-symmetric under the S4 permutation of particles. It has mo-
mentum degree three. Note that ε˜D−3 is proportional to (stu)
1
2 εD−3, where εD−3 is a D − 3
dimensional Levi-Civita tensor. For this reason it is sometimes useful to work with the ‘normal-
ized’ tensor
N
(
ε˜D−3
)
=
ε˜µ1...µD−3√
stu
(2.20)
N(ε˜D−3) is proportional to the Levi-Civita tensor in D−3 dimensions up to a sign25. The action
of the permutation group on ε˜D−3 and N(ε˜D−3) is given by
P (ε˜D−3) = (−1)sgn(P )ε˜D−3, P (N(ε˜D−3)) = (−1)sgn(P )N(ε˜D−3) (2.21)
where P is an arbitrary permutation in S4 of the momenta p1 . . . p4. In other words both
ε˜D−3 and N(ε˜D−3) pick up a sign under every odd permutation (e.g. under single exchange
permutations).
When D is odd, we will choose to regard every parity odd S-matrix a function of ε˜D−3,
⊥i , αi and (s, t); the function in question is linear in ε˜
D−3 (it also has the usual homogeneities
in (⊥i , αi)). When D is even, on the other hand, we will choose to regard every parity odd
S-matrix a function of N(ε˜D−3), ⊥i , αi and (s, t); once again the function is linear in N(ε˜
D−3)
and has the usual homogeneities in (⊥i , αi)
26.
For parity odd structures, the formulae (2.17), (2.16), supplemented with (2.19) and (2.20),
map any SO(D − 3) invariant function of (⊥i , αi), (s, t) and ε˜D−3 (or N(ε˜D−3)) that is linear
in ε˜D−3 - and with the appropriate homogeneity properties in (⊥i , αi) - to a manifestly Lorentz
and gauge invariant S-matrix that is linear in ε and therefore is parity odd.
2.2 S4 permutation symmetry
Apart from the requirements of gauge and Lorentz invariance, the 2→ 2 S-matrix for identical
bosonic particles also enjoys invariance under under S4, the group that permutes the four scat-
tering particles. We now turn to a brief analysis of the action of this Bose symmetry and its
consequences.
2.2.1 Action of permutations on unconstrained data
In this subsection we discuss the action of the permutation group S4 act on the scattering data
(pi, 
⊥
i , αi). It turns out that this action is not as trivial as one might first guess.
25Note that the LHS of (2.20) is precisely defined (unlike the D− 3 Levi-Civita tensor which is precisely defined
only once we specify an orientation in the D − 3 plane orthogonal to the scattering plane).
26The reason we make this distinction between odd and even D will become clearer later in this paper. Roughly
speaking the reason goes as follows. We will see below that S-matrices can be expanded in a sort of Taylor
Series in momenta. In every dimension the basis functions of this expansion for parity even S-matrices all
have even powers of momenta. As far as parity odd S-matrices go, however, the basis functions are even in
momenta when D is even; the fact that N(ε˜D−3) is also even in powers of momenta makes (2.20) a natural
building block of such S-matrices. On the other hand the building blocks for parity odd S-matrices in odd D
are odd in momenta; the fact that (2.19) is cubic in momenta makes it a natural building block for S-matrices
in this case.
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Let B = (p1, p2, p3, p4), C = (α1, α2, α3, α4) and D = (
⊥
1 , 
⊥
2 , 
⊥
3 , 
⊥
4 ) each represent column
vectors of length 4. Let P be any permutation in S4. Let M(P ) denote the representation of S4
in its ‘defining’ (reducible) 4 dimensional representation. Clearly the column vectors B and D
transform under permutations as
B →M(P )B, D →M(P )D. (2.22)
(2.22) asserts that P acts on pi and 
⊥
i by permuting the i indices; this follows from definitions.
On the other hand permutations act on C in a more complicated way. This is because the
quantities αi are not completely physical; the equations (2.16) that define αi in terms of gauge
invariant data express αi as F
i
µν with indices contracted with two of the other (non i) scattering
momenta. Which momenta we choose to contract F iµν changes the answer only up to a sign. As
there is no permutation invariant way of making a choice of contracted momenta, the action of
permutations on αi permutes αi but only up to a sign
27. It follows that on general grounds the
action of permutations on C must take the form
C → D(P )M(P )C
where D(P ) is a diagonal matrix with diagonal entries ±1. In other words C transforms in a
projective representation of S4 with the phase ambiguities given by ±1. A simple explicit com-
putation using (2.16) demonstrates that D(P ) = (−1)sgn(P) so that the action of permutations
on C is given by
C → (−1)sgn(P)M(P )C. (2.23)
Note that the ‘anomaly’ in the transformation properties of αi is extremely simple. With our
choice of basis it is a phase that acts in the same way on all four αi. It follows immediately that
the action of permutations on even polynomials of αi is ‘non-anomalous’ whereas the action of
permutations on odd polynomials of αi is the naive action times (−1)sgn(P).
Parity even S-matrices are even functions of αi in every dimension
28. On the other hand
parity odd S-matrices are even function of the ⊥i (and hence of αi) when D is odd, but an odd
function of both ⊥i and αi when D is even
29.
We have already explained (see around (2.21) ) that it is convenient to regard parity odd
S-matrices as functions of ε˜D−3 (see (2.19)) when D is odd, but of N(ε˜D−3) (see (2.20)) when D
is even. We have also seen that ε˜D−3 and N(ε˜D−3) both transform under permutations as (2.21).
As far as S-matrices go, it is thus possible to absorb the anomalous phase in the transformation of
αi (see (2.23)) into a renormalized permutation transformation rule forN(ε˜
D−3) as we summarize
in detail in the next subsubsection.
27We can also see this in another way. It follows from (2.12) that |αi|2 is completely physical, so permutations
act on |αi|2 in the usual way; once again we see that the ambiguity is in the sign.
28The overall S-matrix is of combined degree 4 in α, ⊥ variables (in the case of photon scattering) and of
combined degree 8 in α and ⊥ (for the case of graviton scattering). Because the ⊥i always contract in pairs
in even scattering amplitudes, it follows that every term in such a scattering amplitude is an even function of
αi.
29This follows from the observation that in parity odd S-matrices exactly D− 3 of indices of the ε tensor have to
be contracted with the ⊥i ; other 
⊥
j s then contract in pairs. Thus the number of 
⊥
i - hence αi - that appear
in any given term in a parity odd S-matrix is odd if D − 3 is odd but even if D − 3 is even.
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2.2.2 Effective transformations under permutations
It follows from the analysis of the previous subsubsection that, as far as S-matrices go the
correct permutation transformation laws are captured the following effective rules. pi, αi and
⊥i all transform under permutations in the simple ‘non-anomalous’ manner
B →M(P )B, D →M(P )D, C →M(P )C (2.24)
Parity even S-matrices are separately of homogeneity one (two) in αi, 
⊥
i for photon (graviton)
S-matrices. Parity odd S-matrices also have the same homogeneity in αi, 
⊥
i , but in addition
are linear in ε˜D−3 (see (2.19)) when D is odd and in N(ε˜D−3) when D is even. ε˜D−3 transforms
under permutations as
P (ε˜D−3) = (−1)sgn(P )ε˜D−3, (2.25)
while N(ε˜D−3) are assigned the transformation properties
P
(
N(ε˜D−3)
)
= N(ε˜D−3) (2.26)
i.e. is invariant under permutations. We will use the rules summarized in this subsubsection to
compute the transformations of S-matrices under permutations in the rest of this paper.
2.3 Permutations: Z2 × Z2 and S3
The permutation group S4 has a special abelian subgroup Z2 × Z2 generated by (2143), (3412)
i.e. the subgroup of double transpositions30. The importance of this subgroup is that it leaves
all the Mandelstam variables s, t and u invariant.
Another feature of this subgroup is that it is normal31. As a result, the coset32 S4/(Z2×Z2)
inherits the group structure of S4. The coset group is easily identified. Every S4 group element
is Z2×Z2 equivalent to a unique element of the form (abc4). It follows that the Z2×Z2 ‘gauge
invariance’ can be fixed by adopting the ‘gauge fixing condition’ that particle 4 is not permuted.
This choice of gauge fixing clearly reveals the coset to be simply the S3 that permutes particles
1, 2 and 3. Thus we conclude that
S4
(Z2 × Z2) = S3. (2.27)
It follows that the condition of S4 invariance on the S-matrices can be imposed in two steps.
In the first step, we impose only Z2 × Z2 symmetry on the gauge invariant functions of µi and
pµi (with the necessary homogeneity properties in 
µ
i ). We call the S-matrices thus obtained,
quasi-invariant S-matrices. The coset group S3 acts linearly on the space of quasi-invariant
S-matrices. In order to obtain fully S4 invariant S-matrices we must further project the space of
30We label an element of S4 by the image of (1234) under that element. The group Z2 × Z2 consists of the two
listed generators together with the identity permutation (1234) and a fourth element (4321).
31Recall that a subgroup H ⊂ G is normal if it obeys the property that for any h ∈ H, ghg−1 ∈ H for all g ∈ G.
In other words, the normal subgroup is fixed by the adjoint action of the group.
32Here the coset is either by left action or by right action, both cosets are equivalent because subgroup is normal.
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quasi-invariant S-matrices down to its S3 invariant subspace. The importance of the notion of
quasi-invariant S-matrices lies in the fact that the multiplication of a quasi-invariant S-matrix
by a function of s, t leaves it quasi-invariant because (s, t) are themselves individually invariant
under Z2×Z2. It follows that the space of not-necessarily-polynomial quasi-invariant S-matrices
forms a vector space over functions of (s, t). It is intuitively clear - and we will see in great
detail below - that this vector space is finite dimensional.
2.4 Local S-matrices and a module structure
This paper is principally devoted to a study of a special class of S-matrices which we call local
S-matrices. We define these objects as S-matrices that are polynomial functions of i and pi.
In this subsection we turn our attention to such S-matrices. We focus, first on quasi-invariant
S-matrices, postponing the task of enforcing S3 invariance to later.
2.4.1 The local module
It is clear that the set of local S-matrices is closed under multiplication by any polynomial
p(s, t) and addition. This structure is reminiscent of the vector space except for one important
difference. Polynomials of (s, t) do not form a field but rather only a ring i.e. they do not
have multiplicative inverse33. Consequently, the set of local quasi-invariant S-matrices forms a
module, over the ring of polynomials of (s, t) and not a vector space. The identification of space
of local S-matrices with a module over a ring of polynomials of Mandelstam variables has also
been made in [11].
Viewed as a vector space over the field of complex numbers, the space of local quasi-invariant
S-matrices is, of course, infinite dimensional. Viewed as a module, however, this space is ‘finitely
generated’ as we now explain. We pause to introduce some (standard) mathematical terminology.
The elements of the form r · m, where m is a given element of the module and r is any
element of the ring, are said to form the span of m. We call the elements in the span of m,
the descendants of m34. Sometimes we denote the descendant of m in a more physical notation
r|m〉. A subset G = {gi} of the module M is said to generate M if the smallest submodule
which contains G is M itself. In other words, the union of spans of all descendants of gi is M
itself. A module M is said to be finitely generated if it has a finite generator (i.e. a generator
with a finite number of elements). A generator set G is said to generate M freely if the following
33This is a very important difference. In a genuine vector space if a vector a is a multiple of a vector b then it
is also true that the vector b is a multiple of the vector a. In a module, on the other hand, if a equals a ring
element times b then it is usually not true that b equals a ring element times a. In other words the notion of
proportionality is inherently hierarchical in a ring. We elaborate on this below.
34This is non-standard mathematical terminology but being physicists we connect well to the word “descendant”.
Note that the set of basis vectors of a conformal multiplet can be thought of as a module generated by the
primary operator over the ring of polynomials in Pµ. From this point of view, conformal descendants are
descendants in our sense. Similarly, the Verma module can be thought of as the module generated by the
primary operator over the ring of Virasoro creation operators.
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condition holds, ∑
i
ri · gi = 0 iff all ri = 0. (2.28)
In other words, every element of m is a unique linear combination of gi over the ring. A module
M is a free module if there exists a G that generates it freely. In this case the generator set G is
called the basis of M . A free module is the next best thing after a vector space. Understanding
its structure is equivalent to understanding its basis elements. When the module is not free, one
has to characterize the module by giving its generators and their relations35.
We can find the generators of the module of local quasi-invariant S-matrices in following way.
These S-matrices are obtained from local Lagrangians. We first look for a basis over complex
numbers of local quasi-invariant S-matrices of the lowest degree. Next we again look for a basis
over complex numbers of local quasi-invariant S-matrices of lowest degree that are not in the
span of the previously chosen elements, and so on. This process terminates at a finite degree
- intuitively because the gauge invariant field strengths built out of i have a finite number of
indices36 - more on this later. It follows that the module of local quasi-invariant S-matrices
is finitely generated. We will call this module, the local module for short and will label its
generators as EJ(pi, i) and the generator set as L.
As the local S-matrices are constrained by transversality and shift invariance of polarizations
i, and as these constraints involve the momenta pi that in turn define s, t and u, it is much less
clear that this module is freely generated, and, indeed we will find below that this is not always
the case.
2.4.2 The bare module
As we have already explained in subsubsection 2.1.3, the equations (2.11) and (2.13) allow us
to re-express any photon/graviton quasi-invariant S-matrix as a polynomial of (⊥i , αi) that is
simultaneously of degree one/two in each of these pairs of variables; the coefficients of this
polynomial expressions are functions of (s, t).
We now turn to a crucial point. If we start with a local quasi-invariant S-matrix, it is
possible to show that the resulting expression, written as a polynomial of (⊥i , αi), using (2.11)
and (2.13), has coefficients that are polynomials (rather than generic functions) of (s, t)37. We
will discuss this observation momentarily in the next subsubsection.
This motivates us to define a new module. We define the parity even part of the module
of bare quasi-invariant photon/graviton S-matrices, or bare module for short, over the ring of
35If the relations do not form a free module, then one has to characterize the relation module in the same way
and so on. This is called the free resolution of a module.
36Once all these indices are contracted with momenta, the remaining momentum indices have to contract with
each other yielding powers of s, t and hence belonging to the span of lower degree structures.
37This statement is not obvious as the RHS of (2.11) involves expressions that are not polynomial in s, t and
u. And indeed individual Lorentz invariant building blocks of S-matrices - like p2.F
1.p3 (see (2.16)) are not
individually polynomials in p and . When we put these building blocks together, however, we always recover
polynomials. For instance the product of four terms - p2.F
1.p3 and a a similar term for particle 2, 3 and 4 - is
proportional to (stu)2α1α2α3α4 (see (2.16)). We have checked by explicit computation in many many different
contexts, that this is the case. See, e.g.,(5.19), (5.52), (5.70) for explicit examples worked out in detail.
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polynomials of (s, t), to be the set of parity even (i.e. ε˜D−3 independent ) rotationally invariant
and Z2×Z2 invariant polynomials of (⊥i , αi) and (s, t) that are simultaneously of degree one/two
in each of the pair of variables (⊥i , αi)
38. Any basis of the vector space - over the field of complex
numbers - of rotationally invariant polynomials of (⊥i , αi) (subjected to the requirement of
Z2 × Z2 invariance and appropriate homogeneity requirements) forms a generating set for this
module39. Let us denote this generator set as B and its elements as eI(αi, 
⊥
i ). We sometimes
call eI “index structures”. Notice that our generators are all independent of s, t and so, in
particular, are of zero homogeneity in derivatives. As the variables ⊥i and αi are completely
unconstrained (in the case of photons) or obey only the momentum independent constraint
(2.43) (in the case of gravitons), it is clear that this choice generates our module finitely and
freely. This makes B the basis of the bare module. The key point - made at the beginning of
this subsubsection - is that the local module is a submodule of the free bare module.
The parity odd part of the bare module is defined in odd/even D in a similar manner, to be
set of rotationally invariant and Z2×Z2 invariant polynomials of (⊥i , αi) , (s, t) and ε˜D−3 (resp.
N(ε˜D−3)) that are linear in ε˜D−3 (resp. N(ε˜D−3)) and are also simultaneously of degree one or
two (corresponding to photons and gravitons) in each of the pair of variables (⊥i , αi). Basis
elements are functions of ε˜D−3, (resp. N(ε˜D−3)) αi, ⊥i only; there is no further dependence on
s and t. Note that these basis elements are of dimension zero in even D but of dimension 3 in
odd D.
Like its even component, the parity odd part of the bare module is also free. Once again the
module of parity odd local S-matrices is a submodule of the parity odd part of the bare module.
These observations allows us to carry out the program of characterizing the local module in
two steps. In the first step - carried out in detail in Section 3, we first completely characterize
the bare module by identifying eI ’s. This step is relatively simple. In the second step (which we
briefly discuss in the next subsubsection and then implement in detail in the subsequent sections
of this paper) we understand the embedding of the local module into the free bare module, and
thereby understand its structure and enumerate its elements.
2.4.3 Embedding the local module into the bare module
Remarkably we find that the generators of the local module EJ(pi, i) ∈ L are related to the
basis elements eI(αi, 
⊥
i ) ∈ B of the bare module as,
EJ(pi, i) =
∑
eI∈B
pIJ(s, t)eI(αi, 
⊥
i ). (2.29)
where pIJ(s, t) are polynomials
40 of s, t.
38In the case of the gravitational S-matrix, the variables (⊥i , αi) are also constrained to obey (2.15).
39At the end of subsection (2.3) we had explained that the set of not necessarily local quasi-invariant S-matrices
constitute a vector space over the field of functions of s, t, u. The generators of the bare module clearly also
define a basis for this vector space.
40The remarkable fact is that pIJ(s, t) is simply a polynomial without any negative or fractional powers. Unfor-
tunately we do not have a simple abstract proof of this statement, and it would be nice to find one. Nonetheless
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In our study of photon/graviton S-matrices later in this paper we encounter two cases. In
the first case, (this holds for both photon and graviton scattering when D ≥ 5), |L| = |B|41. In
the second case, which turns out to apply to both photon and graviton scattering in D = 4 and
also photon scattering in D = 3, |L| > |B|. In this subsection we briefly discuss these two cases
in turn.
Let us first consider the case |L| = |B|. In this case the local module is freely generated if
and only if the equation ∑
EJ∈L
rJ(s, t)EJ(pi, i) = 0, (2.30)
has no non-trivial solutions for polynomials rJ(s, t). Plugging the expansion (2.29) into (2.30)
and equating coefficients of eI we find that (2.30) turns into∑
J
pIJ(s, t)r
J(s, t) = 0. (2.31)
For each value of s and t, (2.31) is a set of |B| linear equations for |B| variables. This set of
equations has non-trivial solutions if and only if
Det [pIJ(s, t)] = 0. (2.32)
Equation (2.31) has no solutions unless (2.32) holds for every value of s and t. Equation (2.32)
is, of course, an extremely onerous condition, and we find that it is not met for the pIJ matrix
that arises in the study of S matrices with D ≥ 5. It follows, as a consequence, that the local
module is also freely generated for D ≥ 5.
In the case that |L| > |B| (which we encounter for D = 4 and also D = 3 for photons), on
the other hand, it is very easy to see that |L| cannot be freely generated42. Given that the local
module is not freely generated in D = 4, it is important to discover the relations in this module.
We will return to this question later in this paper.
2.5 Irreducible representations of S3 and fusion rules
As we have explained above, the space of physical (hence S4 invariant) S-matrices is the projec-
tion of the local module of S-matrices onto S3 singlets. In this subsection we discuss the nature
of this projection. As preparation for our discussion we first review elementary facts about S3
representation theory.
we have explicitly verified it in every dimension and for both photon and graviton scattering. The verification
has proceeded on Mathematica; in each dimension we have used Mathematica to explicitly re express the local
generators in terms of the bare generators and verified that the coefficients of this expansion are polynomials
in s, t, u.
41The symbol |A| denotes the number of elements in the set A.
42The argument for this is the following. If L were freely generated then the number of local quasi-invariant
S-matrices of degree d would grow like |L|d at large d. This is larger than the number of bare quasi-invariant
S-matrices, which grows like |B|d at large d, contradicting the fact that the local module is a submodule of
the bare module.
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The permutation group of three elements, S3, has three irreducible representations the one
dimensional totally symmetric representation which we call 1S, the one dimensional totally anti-
symmetric representation which we call 1A and a two dimensional representation with mixed
symmetry which we call 2M. The subscript for 2M emphasizes the mixed symmetry. It is
standard to associate the following Young diagrams with these representations,
1S = 1A = 2M = . (2.33)
It is easy to decompose an representation of S3, into the subspaces that transform, respectively, in
the 1S, the 1A and 2M representations. Complete symmetrization project onto the 1S subspace,
complete anti symmetrization projects onto the 1A subspace and whatever is left over, i.e. the
part that is annihilated by both complete symmetrization and complete anti symmetrization,
transforms in the 2M representation.
In order to get some familiarity with these representations, let us first consider a 3 dimen-
sional column vector whose elements are q1, q2, q3 respectively. The permutation group has a
natural action on this column vector; any given element σ of S3 maps this vector to the column
with entries qσ(1), qσ(2), qσ(3)
43. This linear map is generated by a (unique) 3×3 matrix M(σ) act-
ing on acting on the column (q1, q2, q3). The collection of matrices M(σ) yields a representation
of S3. We use the symbol 3 to denote this ‘defining’ representation of S3. This representation
is not irreducible but can be decomposed as44
3 = 2M + 1S. (2.34)
As a second exercise let us study the 6 dimensional representation, 6left generated by the left
action of S3 onto itself. It is not difficult to demonstrate (see appendix B) that
6left = 1S + 2 · 2M + 1A. (2.35)
Of course the same decomposition also applies for the 6right representation generated by the
right action of S3 on itself.
As our next example consider the adjoint action of S3 on itself σ → g−1σg, which also yields
a 6 dimensional representation 6adj. The adjoint representation can be decomposed into the 1S
(which acts on the identity element which is invariant under adjoint action) a 3 (which acts
on the 3 exchange permutations (213), (321), (132)), and a 2M (which acts on the two cyclical
permutations (231) and (312)). In equations
6adj = 1S + 2M + 3. (2.36)
43For instance the Z2 element that flips one and two gives (q2, q1, q3).
44To see why this is the case, note that the complete symmetrization the column x1, x2, x3 yields a column whose
elements are all equate to 2(x1 + x2 + x3). This column is permutation invariant and so transforms in the one
dimensional completely symmetric representation of S3. Removing this column one is left with the action of
S3 on a column (y1, y2, y3) whose elements are subject to the constraint y1 + y2 + y3 = 0, which generates the
2M representation.
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Of course the 3 can itself be further decomposed using (2.34).
The action of the adjoint representation on the permutation group is particularly important,
because the elements that transform in the same representation in (2.36) have equal eigenvalues
when acting on any representation. The identity element (symmetric representation in (2.36)),
of course, acts as unity on every representation. The cyclic elements (which transform in the
2M in (2.36)) obey the identity g
3 = 1. It follows that the eigenvalues of the cyclic elements are
cube roots of unity in any representation of the symmetric group. It is not difficult to verify
that each of these elements act as unity on the 1S and 1A representations but have eigenvalues
(e
2pii
3 , e−
2pii
3 ) in the 2M representation. Finally the exchange elements (which transform in the
3 in (2.36)) obey g2 = 1 and so always have eigenvalue ±1. These elements are represented
by unity in the 1S, by −1 in the 1A, and have eigenvalues (+1,−1) in the 2M dimensional
representation. Note also that the 2M (cyclical elements) together with the identity make up
the abelian group Z3 - the maximal abelian subgroup of S3.
Note that it is possible to choose a basis of the 3 representation such that the three basis
elements are respectively invariant under the three distinct exchange permutations. A converse
of this statement is also true. Consider a representation vector that is invariant under (say)
(213). Construct a set of three vectors given by this vector and its images under the two cyclic
permutations45. If the resultant set of 3 vectors are linearly independent then they transform
in the 3 representation of S3.
Recall that every S3 element, so in particular every two particle exchange in S3, is represented
by unity in the 1S representation. On the other hand every two particle exchange in S3 is
represented by −1 in the 1A representation. Finally the 2M representation somewhere right in
between the 1S and 1A in the following sense: every two particle exchange element is represented
by a 2× 2 matrix whose eigenvalues are ±1.
Second, given a collection of objects, n1S of which transform in the completely symmetric
representation, n1A of which transform in the completely antisymmetric representation and
n2M of which transform in the mixed two dimensional representation. It is clear from the
discussions of this subsection that our n1S + n1A + 2n2M dimensional vector space of objects
can be decomposed into a n1S + n2M dimensional subspace in which any particular exchange
operator, say (213), has eigenvalue plus one, and the complementary n1A + n2M dimensional
subspace in which the same exchange operator has eigenvalue −1. It follows that the Z2 invariant
subspace of our collection of objects is n1S + n2M dimensional.
We end this subsection with a presentation of the fusion rules of S3, i.e. the rules for the de-
composition of the direct products of every pair of irreducible representations of S3 into the sum
of irreducible representations. It is clear that the direct product of any representation R with
the symmetric representation is R. The remaining direct products of irreducible representations
are easily verified to be (see appendix B),
1A ⊗ 2M = 2M, 1A ⊗ 1A = 1S, 2M ⊗ 2M = 2M ⊕ 1S ⊕ 1A. (2.37)
45In more detail, the first basis element is invariant under (213) the second element under (321) and the third
element under (132).
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2.6 Projecting onto S3 singlets
We now return to a discussion of the local module and its S3 projection. It follows from
definitions that every bare and local quasi-invariant S-matrix, denoted as m(pi, i) and M(pi, i)
respectively, can be expressed as
m(pi, i) =
∑
eI∈B
pI(s, t)eI(αi, 
⊥
i ).
M(pi, i) =
∑
EJ∈L
PJ(s, t)EJ(pi, i).
(2.38)
where pI(s, t) and PJ(s, t) are polynomials of (s, t). The S4 invariant local S-matrices are
obtained by simply projecting the elements of the local module onto the trivial representation
of S3.
S(pi, i) =
∑
σ∈S3
Mσ(pi, i) =
∑
EJ∈L
∑
σ∈S3
P σJ (s, t)E
σ
J (pi, i). (2.39)
The superscript σ denotes the action of σ permutation. As the local module admits the action
of S3, its generators EJ ’s can be decomposed into irreducible representations of S3. Moreover
the space of functions of (s, t) can also be decomposed into irreducible representations of S3. It
follows from (2.39) that if a subset of EJ ’s transforms in any given irreducible representation R
of S3 then the functions PJ(s, t) must also transform in the same representation R
46.
In order to understand the detailed structure of the projection of the local module onto S3
invariants we thus need to understand the decomposition of the space of polynomials of (s, t)
into representations of S3. We turn to this question now.
2.7 Action of S3 on polynomials of (s, t)
The action of S3 on polynomials in (s, t) is best realized as permutations of (s, t, u), that belong
to the defining representation 3 of S3, subjected to the condition s + t + u = 0. To gain some
familiarity, let us work with some examples. To start with we ignore the constraint s+ t+u = 0
but impose it later.
At degree 0, we only have 1 which clearly transforms in the symmetric representation. At
degree 1, the space of polynomials is three dimensional, it decomposes into a symmetric and a
mixed representation. The explicit form of the symmetric is s+ t+ u and the two dimensional
mixed representation is formed by 2s − t − u and 2t − s − u. In order to verify the mixed
symmetry, note that complete symmetrization or anti symmetrization of these polynomials
vanish. At degree 2, the space of polynomials is 6 dimensional. It decomposes as two symmetric
s2 + t2 + u2 and st + tu + us and two mixed representations. The mixed representations are
spanned by (2s2 − t2 − u2, 2t2 − s2 − u2) and (2st − tu − us, 2tu − st − us) respectively. The
space of polynomials at degree 3 is 10 dimensional. It is decomposed as 3 symmetric, 3 mixed
46This conclusion follows from the fusion rules of S3 listed in the previous subsection.
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symmetric and 1 anti-symmetric. Here we will give explicit expression of the anti-symmetric
only, s2t+ t2u+ u2s− st2 − tu2 − us2.
Some of the representations discussed above vanish after imposing momentum conservation
s + t + u = 0. At degree 1, one mixed representation and at degree 2, one symmetric and one
mixed and at degree 3, one symmetric, one mixed and one anti-symmetric survive.
It is useful to count these polynomials by their representations into a partition function.
Again, we first ignore the constraint s+ t+ u = 0. The single variable partition function is
z(x) := Trx2∆ =
1
1− x2 . (2.40)
Here ∆ is the degree of momentum homogeneity. The partition functions over polynomials of
three variables with given transformation property are
Z˜(x) := Zno-sym = z(x)
3, Z˜1S,1A(x) =
1
6
z(x)3 ± 1
2
z(x)z(x2) +
1
3
z(x3),
Z˜2M(x) =
Z˜(x)− Z˜1S(x)− Z˜1A(x)
2
. (2.41)
The quantities Z˜R that appear in (2.41) are defined by
Z˜R =
∑
m
nR(m)x
2m (2.42)
where nR(m) is the number of S3 representations of type R that appear in the decomposition
of polynomials of s, t, u into representations of S3 at degree m
47.
The space of polynomials in representation R without the constraint is generated by the
space of polynomials in representation R with the constraint by multiplying it with polynomials
of a single variable s+ t+ u. For partition functions it means,
ZR(x) = (1− x2)Z˜R(x). (2.43)
Here ZR denotes the partition function over polynomials in the representation R with the
constraint s + t + u = 0. Using equations (2.41) and (2.43), we compute all the relevant
partition functions. We find
Z1S(x) = D, Z1A(x) = x
6D, Z2M(x) = (x
2 + x4)D,
Z3(x) = Z1S + Z2M(x) =
(
1 + x2 + x4
)
D
Z3A(x) = Z1A + Z2M(x) =
(
x6 + x2 + x4
)
D
Z6(x) = Z1S + Z1A + 2Z2M(x) =
(
1 + 2x2 + 2x4 + x6
)
D
where D =
1
(1− x4)(1− x6)
(2.44)
47The factor of 1/2 in th last of (2.41) follows from the fact that the 2M representation is two dimensional; the
partition function that counts representations is thus half the partition function that counts polynomials in
this representation.
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(the representation 3A is defined around (2.49) below).
The results (2.44) are easy to understand. The fully symmetric polynomials of s, t and u
are arbitrary polynomials of the dimension 4 letter s2 + t2 + u2 and the dimension 6 letter
stu. The lowest dimensional anti-symmetric polynomial occurs at dimension 6 and is given
by s2t − t2s − s2u + su2 − u2t + t2u. The most general antisymmetric function is obtained
by multiplying this element by an arbitrary polynomial of s2 + t2 + u2 and stu. Finally the
two lowest doublets of mixed polynomials occur at dimension 2 (s + t, s − t) and dimension 4
((s2 +t2−2u2), (t2 +u2−2s2)). The most general mixed polynomial is given by multiplying these
doublets by an arbitrary polynomial of s2 + t2 + u2 and stu. These comments give a complete
explanation of the formulae (2.44). See subsection 2.10 for a related discussion.
2.8 Standard Bases for representations of S3
Any function of s, t and u may be viewed as a function of t, u only. The action of the permuta-
tion group on such functions generically produces several new functions. The set of f(t, u) and
all its permutations clearly transforms in a representation of the permutation group. The rep-
resentations thus obtained differ depending on the symmetry properties of the function f(t, u)
that generate the orbit. We consider various cases in turn.
• If f(t, u) = f(u, t) = f(−t − u, u) then the the action of the permutation group leaves f
invariant. f transforms in the 1S representation of the permutation group.
• If f(t, u) = −f(u, t) = −f(−t − u, u) then the permutation group acts on f as f →
sgn(P )f . In this case f transforms in 1A representation of the permutation group.
• If f(t, u) = f(u, t) and
f(t, u) + f(−t− u, t) + f(u,−t− u) = 0 (2.45)
Then the triplet (
N2M,(1), N2M,(2), N2M,(3)
) ≡ (f(t, u), f(u, s), f(s, t)) (2.46)
transforms in the 2M representation. Note that∑
i
N2M,(i) = 0.
consistent with the fact that the 2M representation is two dimensional. In the rest of this
paper we will refer to (2.46) as the ‘symmetric’ basis for 2M representation. Note the
following property of the symmetric basis: the permutation 3 ↔ 4 (equivalently t ↔ u)
leaves the (1) basis element invariant. In a similar way the permutations 2↔ 4 (resp.2↔
3) leaves the (2) (resp.(3)) basis element invariant.
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• If f(t, u) = −f(u, t) and
f(t, u) + f(−t− u, t) + f(u,−t− u) = 0 (2.47)
then the triplet (
N˜2M,(1), N˜2M,(2), N˜2M,(3)
)
≡ (f(t, u), f(u, s), f(s, t)) (2.48)
also transforms in the 2M representation. Note that once again∑
i
N˜2M,(i) = 0.
We will refer to (2.48) as the ‘antisymmetric basis’ for 2M representation. In the antisym-
metric basis the permutation 3 ↔ 4 (equivalently t ↔ u) takes the (1) basis element to
minus itself. In a similar way the permutations 2↔ 4 (resp.2↔ 3) take the (2) (resp.(3))
basis elements to minus themselves.
• If f(t, u) = f(u, t) but (2.45) is not obeyed then the triplet (2.46), which we now denote
by (
N3,(1), N3,(2), N3,(3)
) ≡ (f(t, u), f(u, s), f(s, t)), (2.49)
transforms in the 3 representation. Of course the 3 is no more than the sum of a 1S -
namely the quantity on the LHS of (2.45) - and a 2M listed in the symmetric basis. (2.46)
is the only basis we will use for the 3 representation.
• Similarly, if f(t, u) = −f(u, t) but (2.47) is not obeyed then the triplet (2.48), which we
now denote by (
N˜3A,(1), N˜3A,(2), N˜3A,(3)
)
≡ (f(t, u), f(u, s), f(s, t)) (2.50)
transforms in the 3A representation. The 3A is no more than the sum of a 1A - namely
the quantity on the LHS of (2.45) - and a 2M in the antisymmetric basis. (2.50) is the
only basis we will use for the 3A representation.
• Finally, if f(t, u) obeys no symmetry property whatsoever, then the orbit of the permuta-
tion group on f is six dimensional; we obtain the 6left representation. One basis for this
representation is obtained follows. We can write f(t, u) as a sum of a symmetric and an
antisymmetric function
f(t, u) =
f(t, u) + f(u, t)
2
+
f(t, u)− f(u, t)
2
The symmetric part of f then generates a 3 while the antisymmetric part generates a 3A.
We can then use our standard basis for the 3 and 3A. This is indeed the strategy we will
adopt when we need to choose a basis for the 6left representation. We emphasize, however,
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that unlike in every other case described above our basis for the 6left is ambiguous in the
following manner. The decomposition of the 6left into the 3 and the 3A is convention
dependent. This can be understood in many ways. From a group theoretic viewpoint the
grouping of the 1S+2 ·2M+1A into a 1S+2M and a 1A + 2M is inherently ambiguous, as
there is no canonical way of choosing to associate one of the two 2M’s with the 1S and the
other 2M with the 1A. Given one such grouping, we can as well replace the two 2M’s by
any linearly independent linear combination of the two. From the practical constructive
point of view the procedure outlined above has a degree of arbitrariness because the basis
we obtain depends not just on the orbit of functions obtained from f(t, u) but also on
a choice of a particular function in the orbit (in this case f(t, u) itself, rather than, for
instance, f(u, s) to get the procedure going). Different choices of starting functions differ
in that they group different linear combinations of the two independent 2M’s with the 1S
and 1A. When we need a basis for objects that transform in the 6left below we will indeed
decompose this representation into the 3 and 3A, but will be very careful to explicitly
spell out the particular conventions that give meaning to this decomposition.
To end this subsection we present the explicit computation of a particular Clebsch-Gordon
coefficient. Recall that the 2M × 2M = 1S + 1A + 2M. Working with two copies of the 2M in
the symmetric basis we will now work out the explicit linear combination of products of original
basis elements that transform in the 1A. Let
(N
2M,(1)
1 , N
2M,(2)
1 , N
2M,(3)
1 ), (N
2M,(1)
2 , N
2M,(2)
2 , N
2M,(3)
2 ) (2.51)
represent two distinct vectors that transform in the symmetric representation of the 2M basis.
Then it is not difficult to verify that
N
2M,(1)
1
(
N
2M,(2)
2 −N2M,(3)2
)
+N
2M,(2)
1
(
N
2M,(3)
2 −N2M,(1)2
)
+N
2M,(3)
1
(
N
2M,(1)
2 −N2M,(2)2
)
(2.52)
transforms in the 1A representation
48.
48One quick way to see this is to specialize to the particular case in which the two abstract triplets above are
triplets of functions. Suppose the two 2Ms in symmetric basis be
(f1(t, u), f1(s, u), f1(u, t)), (f2(t, u), f2(s, u), f3(u, t))
(where all functions are symmetric in their arguments as appropriate for the symmetric basis). It is trivial to
verify that the function
f1(u, t) (f2(s, u)− f2(t, s)) + f1(s, u) (f2(t, s)− f2(t, u)) + f1(t, s) (f2(t, u)− f2(s, u)) (2.53)
is completely antisymmetric in its arguments and so transforms in the 1A representation.
The function in (2.53) is antisymmetric.
It follows that
N
3,(1)
1
(
N
2M,(2)
2 −N2M,(3)2
)
+N
3,(2)
1
(
N
2M,(3)
2 −N2M,(1)2
)
+N
3,(3)
1
(
N
2M,(1)
2 −N2M,(2)2
)
(2.54)
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2.9 Counting S-matrices
As we have seen, four particle S-matrices are always characterized by an infinite number of
parameters. However the number of parameters that appears at any given derivative order is
finite. For this reason it is useful to characterize the data needed to specify an S matrix by a
partition function
ZS-matrix(x) =
∞∑
m=0
n(m)xm (2.56)
where n(m) is the number of free parameters that appear in the most general polynomial S-
matrix at m derivative order49.
The local module structure presented above makes the computation of ZS-matrix(x) rather
simple. Let us first consider the case of both graviton and photon scattering in D ≥ 5. As
we have mentioned above, in this case the local modules are freely generated. The generators
of these modules, EσJ , are each characterized by their derivative dimension ∆J and their S3
representation RJ. It follows from (2.39) that in this case ZS-matrix(x) is given by
ZS-matrix(x) =
∑
J
x∆JZRJ(x) (2.57)
where ZRJ(x) are listed in (2.44).
Let us now turn to the case D ≤ 4. In this case the local Modules are not freely generated,
but instead have relations. As we will see below it turns out that the relation modules are all
themselves free (there are no relations for relations). Let the generators for the relations be
labelled by their derivative dimension ∆I and S3 representation RI. It follows that in D ≤ 4
the formula (2.58) is modified to
ZS-matrix(x) =
∑
J
x∆JZRJ(x)−
∑
I
x∆IZRI(x) (2.58)
where the sum over J runs over all module generators, while the sum over I runs over all relation
generators.
2.10 Regge growth
Recall that the generators of the bare module are zero order in derivatives in the parity even
sector, and also in the parity odd sector for even D. In these cases the generators are functions
of αi, 
⊥
i but are not separately functions of s, t and u. On the other hand when D is odd,
the parity odd generators are proportional to
√
stu times functions of αi, 
⊥
i . In order to deal
and
N
3,(1)
1
(
N
3,(2)
2 −N3,(3)2
)
+N
3,(2)
1
(
N
3,(3)
2 −N3,(1)2
)
+N
3,(3)
1
(
N
3,(1)
2 −N3,(2)2
)
(2.55)
also transform in the 1A representation of S3.
49In computing the derivative order we assign µ dimension zero.
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uniformly with all cases below, we introduce the variable a; a = 0 for parity even S-matrices in
every D and parity odd S-matrices in even D. a = 3 for parity odd S-matrices in odd D.
We will now derive a lower bound for the Regge growth for local S-matrices at 2n+ a order
in derivatives. In order to do this we note that every such S-matrix is an nth order descendant
of some bare generator. The generator in question might transform in the 1S, the 1A or the 2M
representation, or a linear combination of these. We take these cases up in turn.
Consider any bare generator, say |eS〉, that transforms in the 1S. As explained under (2.44),
the most general nth level descendant of this generator that itself transforms in the 1S represen-
tation is given, for n ≥ 2, by (∑
k,m
ak,m(stu)
k(s2 + t2 + u2)m
)
|eS〉 (2.59)
where the sum runs over all terms with 3k + 2m = n. It is easy to convince oneself that all the
S-matrices in (2.59) grow at least as fast as
s(2[
n+2
3 ]+
a
3 ) (2.60)
in the Regge limit50. where [m] represents the largest integer no smaller than m.
Now consider a bare generator |eA〉 that transforms in the antisymmetric representation.
The most general descendant at 2n+ a order in derivatives is given by(
s2u− u2s+ t2s− t2u− s2t+ u2t)(∑
k,m
ak,m(stu)
k(s2 + t2 + u2)m
)
|eA〉 (2.61)
where 3k + 2m = n − 3. For n = 3 and n ≥ 5 all terms in (2.61) grow at least as fast in the
Regge limit as51,
s(2[
n−1
3 ]+3+
a
3 ). (2.62)
Finally consider a bare generator multiplet that transforms in the 2M representation. Let
the triplet of basis vectors
(|e(1)M 〉, |e(2)M 〉, |e(3)M 〉)
transform in the 2M representation in the symmetric basis (see around (2.46))
52. The most
general 2n+ a derivative descendant of these basis vectors is given either by(∑
k,m
ak,m(stu)
k(s2 + t2 + u2)m
)(
s|e(1)M 〉+ t|e(2)M 〉+ u|e(3)M 〉
)
(2.63)
50When n = 3p, we obtain the slowest growth when ak,m is non-zero only for k = p and m = 0. When n = 3p+1
(and p ≥ 1) the slowest growth is achieved when ak,m is non-zero only when k = p − 1 and m = 2. When
n = 3p+ 2 we get the slowest growth for the monomial with k = p and m = 1.
51When n = 3p, we obtain the slowest growth when ak,m is non-zero only for k = p − 1 and m = 0. When
n = 3p+ 1 (and p ≥ 2) the slowest growth is achieved when ak,m is non-zero only when k = p− 2 and m = 2.
When n = 3p+ 2 we get the slowest growth for the monomial with k = p− 1 and m = 1.
52Note in particular that
|e(1)M 〉+ |e(2)M 〉+ |e(3)M 〉 = 0.
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with 3k + 2m = n− 1 or by(∑
k,m
ak,m(stu)
k(s2 + t2 + u2)m
)((
t2 + u2 − 2s2) |e(1)M 〉+(u2 + s2 − 2t2) |e(2)M 〉+(s2 + t2 − 2u2) |e(3)M 〉)
(2.64)
with 3k+ 2m = n− 2. All the S-matrices in (2.63) and (2.64) grow at least as fast in the Regge
limit as53
sα+
a
3
α = 2p+ 1 when n = 3p
α = 2p+ 1 when n = 3p+ 1
α = 2p+ 2 when n = 3p+ 2
(2.65)
Combining all the results above we conclude that every local S-matrix at 2n + a derivative
order grows at least as fast in the Regge limit as
sα(n)+
a
3
α(n) = 2p when n = 3p
α(n) = 2p+ 1 when n = 3p+ 1
α(n) = 2p+ 2 when n = 3p+ 2
(2.66)
The bound in the first line in the first line in (2.66) is saturated by the state (stu)p|eS〉, the
bound in the second line is saturated by the state
(stu)p
(
s|e(1)M 〉+ t|e(2)M 〉+ u|e(3)M
)
and the bound in the third line in (2.66) is saturated both by (stu)p(s2 + t2 + u2)|eS〉 and by
(stu)p
((
t2 + u2 − 2s2) |e(1)M 〉+ (u2 + s2 − 2t2) |e(2)M 〉+ (s2 + t2 − 2u2) |e(3)M 〉) .
As we have mentioned in the introduction, we are particularly interested in local S-matrices
that grow no faster than s2 in the Regge limit. We end this section with a complete listing of all
module elements that have this feature. For parity even S-matrices - or parity odd S-matrices
in even D these possibilities are
• At zero order in derivatives generators of the bare module in the 1S representation yield
S-matrices that grow like s0 in the Regge limit.
• At the two derivative level we have S-matrices of the form (2.63) with ak,m non-zero only
when k = m = 0. These S-matrices grow like s in the Regge limit.
53When n = 3p, we obtain the slowest growth from the term in (2.63) with k = p − 1 and m = 1. When
n = 3p+ 1 the slowest growth comes from the term in (2.63) with k = p and m = 0. When n = 3p+ 2 we get
the slowest growth for the monomial in (2.64) with k = p and m = 0.
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• At fourth order in derivatives we have S-matrices of the form (2.59) with ak,m = 0 unless
k = 0,m = 1. We also have S-matrices of the form (2.64) with ak,m = 0 unless k = m = 0.
These S-matrices grow like s2 in the Regge limit.
• At six derivative order the unique such S-matrix is of the form (2.59) with ak,m = 0 unless
k = 1 and m = 0.
All other local S-matrices - in particular all S-matrices that are of 8 or higher order in derivatives
- necessarily grow faster than s2 in the Regge limit.
In the case of parity odd S-matrices in odd D, the only Module elements that grow no faster
than s2 in the Regge limit are
• At 3 derivative order we have generators of the bare module in the 1S representation. The
corresponding S-matrices grow like s in the Regge limit.
• At the five derivative level we have S-matrices of the form (2.63) with ak,m non-zero only
when k = m = 0. These S-matrices grow like s2 in the Regge limit.
All other S-matrices - in particular all S-matrices of 7 or higher order in derivatives - grow faster
than s2 in the Regge limit.
3 Generators of the bare module
In this section we will enumerate and explicitly construct eI(αi, 
⊥
i ), the basis of the bare module
defined in subsection 2.4.2, both for four photon scattering and for four graviton scattering in
every spacetime dimension. We also keep track of the S3 transformation properties of eI . This
section is devoted purely to the study of the bare module. We postpone the study of the
embedding of the local module into the bare module that we construct in this subsection to
later in this paper, beginning with the next section in which we use a systematic plethystic
program to enumerate the analytic index structures EJ(pi, i).
3.1 Enumeration
In this subsection we count the rank of the bare module, i.e. the number of linearly indepen-
dent basis elements eI . As explained in subsection 2.4.2, these are simply the set of SO(D− 3)
and Z2 × Z2 invariant polynomials of αi and ⊥i with the appropriate homogeneity properties.
We separately enumerate parity odd and parity even generators of the bare module. As pho-
tons/gravitons have no propagating degrees of freedom when D ≤ 2 and D ≤ 3 respectively,
we restrict our attention to D ≥ 3 for photons D ≥ 4 for gravitons. In the next subsection
we will proceed to actually construct these basis elements (eI) and list their S3 transformation
properties.
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Under SO(D− 3), the effective polarization for photon takes values in the space ρ = (s⊕ v)
(for gravitons, ρ = (s⊕ v⊕ t))54. Here s, v, t are scalar, vector and symmetric traceless tensor
of SO(D − 3) respectively. The number of index structures is the number of singlets in
ρ⊗4|Z2×Z2 : i.e. (s⊕ v)⊗4|Z2×Z2 for photons, (s⊕ v⊕ t)⊗4|Z2×Z2 for gravitons (3.1)
where the notation |G stands for projection onto G invariants.
In order to perform the necessary enumeration we use the formula
ρ⊗4|Z2×Z2 = ρ4 	 3(S2ρ⊗ ∧2ρ). (3.2)
where S2ρ and ∧2ρ stand for the symmetric and antisymmetric square of ρ respectively. (3.2)
was derived and employed in [26] to study a closely related problem, namely the enumeration
of inequivalent tensor structures in CFT four point functions. We present a simple ‘physics’
derivation of (3.2) in Appendix C.
It follows from (3.2) that the dimensionality of ρ⊗4|Z2×Z2 can be enumerated by employing
the following simple algorithm. Let n1Sa and n
1A
a respectively represent the number of copies of
the SO(D − 3) representation a that appear in the symmetric and antisymmetric square of ρ.
Then the number of SO(D − 3) singlets in the Z2 × Z2 invariant tensor product of four copies
of ρ is given by, ∑
a
(
(n1Sa + n
1A
a )
2 − 3n1Sa n1Aa
)
=
∑
a
(
(n1Sa − n1Aa )2 + n1Sa n1Aa
)
. (3.3)
Using (3.3) the enumeration of simultaneous Z2×Z2 and SO(D−3) invariants is straightforward.
We have tabulated the result, in every dimension, in Table 3. Even though the counting based
on (3.3) only yields the total number of simultaneous SO(D− 3) and Z2×Z2 singlets, in Table
3 we have anticipated the results of the rest of this section (see subsection 3.2 and Appendix D)
to separate this total into the separate contribution of even and odd structures.
Note that the number of parity even structures do not depend on dimension for D ≥ 7.
This is because the most general configuration of four transverse polarizations ⊥i can always
be rotated to be in a specified 4 dimensional hyperplane orthogonal to the scattering plane -
say the hyperplane spanned by the directions 3, 4, 5, 6 if the scattering plane consists of the
directions 0, 1, 2. It follows that the most general scattering kinematics can be achieved if the
number of spacetime dimensions is 3 + 4 = 7. Any additional dimensions merely plays the role
of a spectator.
The analysis of the previous paragraph does not apply to parity odd amplitudes as they
depend on ε. The reason that the number of parity odd amplitudes stabilizes (to zero) for
D ≥ 8 may be understood as follows. Parity odd S-matrices are linear in the Levi-Civita
54As we have explained above, photon S matrices are separately linear in each of (⊥i , αi). Here 
⊥
i is the v while
αi is the s. On the other hand gravitational S-matrices are quadratic separately in each of (
⊥
i , αi); and are
evaluated subject to the constraint ⊥i · ⊥i + α2i = 0. The terms ⊥i ⊥i is the t above (this term is effectively
traceless as the constraint (2.15) allows us to trade its trace for α2i ), the terms αi
⊥
i is the v and the terms α
2
i
are the s.
40
photons even odd
D ≥ 8 7 0
D = 7 7 1
D = 6 7 1
D = 5 7 0
D = 4 5 2
D = 3 1 1
gravitons even odd
D ≥ 8 29 0
D = 7 29 7
D = 6 28 9
D = 5 22 3
D = 4 5 2
D = 3 - -
Table 3: Number of parity even and parity odd index structures for 4-photon and 4-graviton
S-matrix as various dimensions.
tensor ε. Lorentz invariance requires that all free indices of ε are contracted. As ε is completely
antisymmetric any given vector can contract with only one index of ε. As four particle scattering
amplitudes are functions of 7 independent vectors (the four polarization vectors i and the three
independent scattering momenta), parity odd S-matrices do not exist in D ≥ 8, but do exist in
D = 7, see table 3.
As on-shell inequivalent AdS bulk Lagrangians give rise to distinct boundary correlators, the
counting of graviton four point structures in D dimensions is the same as the counting of index
structures for stress tensor four point functions in a D − 1 dimensional conformal field theory.
This counting for parity even structures was performed in [27]. It agrees with the counting
presented here.
3.2 Explicit construction of eI and S3 transformations
In this subsection we explicitly construct the basis elements eI(αi, 
⊥
i ) and thereby obtain their
S3 transformation properties. Our construction is motivated by construction of index structure
for CFT four point functions in [28]. In the main text we present the details of our construction
only for D ≥ 7 and simply tabulate our final representation wise counting results in other
dimensions. Detailed construction for D < 7 are presented in appendix D.
The parity even and odd generators for photons will be denoted by the letters e and o
respectively. We will label the structures with the S3 representation they transform under. For
example, a parity even photon generator transforming in 3 will be denoted as e3. If there are
multiple of them then we also include an arbitrarily assigned serial number in the subscript. We
will only need to concern ourselves with 1S, 1A, 3 and 6left = 3⊕3A representation. We always
choose to work in standard representations (2.48) and (2.49) for 3 and 3A.
55 We will also
include the space-time dimension in the superscript when it needs to be emphasized. This helps
55i.e, the basis of structure transforming in 3 (resp. 3A) such that state (1) is Z2 symmetric (resp. antisymmetric)
under the swap 1↔ 2. States (2) and (3) are obtained from (1) by cyclic permutation 234→ 342.
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Figure 1: Parity even index structures of 4-photon scattering
especially in the case of parity odd structures which crucially depend on space-time dimensions.
Let us first consider the case of parity even structures for photons. The structures will be
labelled by the S3 representation they transform under.
In this case ρ⊗4|Z2×Z2 has 7 distinct basis elements (see table 3). Keeping in mind that
ρ = s + v, it follows that these 7 structures each have their origin in one (and only one) of the
tensor products56
s⊗4|Z2×Z2 , s⊗2v⊗2|Z2×Z2 , v⊗4|Z2×Z2 . (3.4)
A slight generalization of the enumeration method described in the previous subsection and
appendix C allows us to separately enumerate the basis elements in each of these sectors. We
find that there is one element in s⊗4|Z2×Z2 and three each in s⊗2v⊗2|Z2×Z2 and v⊗4|Z2×Z2 .
It is easy to explicitly construct these basis elements. Consider, for example, the sector
v⊗4|Z2×Z2 . The 3 basis elements in this sector are
e
(1)
3,1 = (
⊥
1 · ⊥2 )(⊥3 · ⊥4 ), e(2)3,1 = (⊥3 · ⊥1 )(⊥2 · ⊥4 ) e(3)3,1 = (⊥2 · ⊥3 )(⊥1 · ⊥4 ) (3.5)
It is easy to check that these structures are Z2×Z2 invariant as desired. Also, each of the three
elements listed in (3.5) happens to be invariant under a single Z2 exchange transformation57;
moreover the three elements are mapped to each other by the action of the cyclic elements of
S3
58. It follows from the discussion in the second last paragraph of subsection 2.5 that these
elements transform in the 3 representation of S3 defined in and around (2.34).
It is useful to introduce a graphical notation to denote structures such as those explicitly
presented in (3.5). Consider a graph with four vertices, one corresponding to each scattering
particle. A line between any two vertices denotes the contraction of an ⊥ at the corresponding
vertices; for instance a line between vertex 1 and vertex 2 signifies the term ⊥1 .
⊥
2 ; two lines
between the same two vertices represents two factors of this dot product59. Factors of αi are not
explicitly denoted in the graph, but are inserted into the corresponding expressions to saturate
56The tensor products s⊗3v and v⊗3s do not contribute as they contain no SO(D − 3) singlets.
57Viewed as elements of S3 = S4/(Z2 × Z2) and working in the ‘gauge’ in which the fourth particle is fixed, the
exchange elements that leave the three structures in (3.5) fixed respectively are (213), (321) and (132).
58See the discussion under (2.36) for a definition and listing of these cyclic elements.
59Restated, s, v, t are denoted by a vertex with valency 0, 1, 2 respectively. The contraction of indices means
connecting pairs of vertices by lines such that all the valencies are saturated.
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Figure 2: Parity even index structures of 4-graviton scattering.
homogeneity. With these conventions, the three expressions in (3.5) are represented by the three
graphs on the first line of 1. On the other hand the three structures that lie in the s⊗2v⊗2|Z2×Z2
sector are the Z2 × Z2 symmetrized versions of the graphs listed in the second line of figure
1. After Z2 × Z2 symmetrization, the algebraic expressions corresponding to the figures in this
second line are
e
(1)
3,2 =
(
⊥1 .
⊥
2 α3α4 + 
⊥
3 .
⊥
4 α1α2
)
, e
(2)
3,2 =
(
⊥1 .
⊥
3 α2α4 + 
⊥
2 .
⊥
4 α1α3
)
, e
(3)
3,2 =
(
⊥2 .
⊥
3 α1α4 + 
⊥
1 .
⊥
4 α2α3
)
(3.6)
As in the case of (3.5), the expressions in (3.6) are each invariant under a single Z2 exchange
element and are also mapped to each other by the action of Z3. It thus follows that the
expressions in (3.6) - like those in (3.5) - transform in the 3 representation of S3.
Finally the single structure in the s⊗4|Z2×Z2 is denoted by the very simple figure in the third
line of figure 1. The corresponding expression is simply α1α2α3α4, and clearly transforms in the
1S representation of S3. We denote it as eS. Using (2.34) it follows that the seven parity even
photon structures for D ≥ 7 transform under S3 as
7 = 3 · 1S + 2 · 2M (3.7)
We now turn to the explicit construction of the 29 parity even structures index structures for
gravitational scattering in D ≥ 7 (see table 3 ). The structures in question are all listed in figure
2. Several comments are in order. First, we re-emphasize that individual diagrams in figure 2 are
not always Z2×Z2 invariant but by the corresponding figure, we mean the object obtained after
Z2 × Z2 symmetrization60. Second, we have arranged the graphs in figure 2 so that structures
that lie in the same Z3 orbits all appear on the same line. More specifically, expressions denoted
by the diagrams in lines 1), 2), 3), 6), 7), 8) and 9) all transform in the 3 representation of S3.
60In other words Z2 × Z2 images, i.e. images under double transpositions, are implicitly added in our diagrams
when needed.
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Figure 3: Parity odd index structures of 4-photon and 4-graviton scattering in D = 7 respec-
tively. The ε˜ symbol is denoted by a red dot with D − 3 valency.
Terms signified by the diagrams in line 4) transform in the 6left dimensional representation (see
around (2.36)). And the terms denoted by the diagrams in lines 5) and 10) transform in the
trivial 1S representation of S3. Using (2.34),(2.35) it follows that the S3 representation content
of parity invariant graviton index structures is given by
29 = 10 · 1S + 9 · 2M + 1 · 1A. (3.8)
We now turn to a discussion of parity odd S-matrices in D ≥ 8. Such S-matrices are linear
in ε˜D−3 (see (2.19) for a definition). For D ≥ 8 the number of free indices of ε˜D−3 (or N(ε˜)D−3)
tensor is ≥ 5. As the only vectors available to contract with this tensor are the 4 ⊥i , there are
non parity odd S-matrix structures in ≥ 8.
Let us now construct the parity odd structures for photon S-matrix in D = 7. The tensor
ε˜4 has 4 free indices so it can be contracted with the 4 ⊥i in a unique way.
oD=7S = ε˜
4
µνρσ
⊥
1
µ⊥2
ν⊥3
ρ⊥4
σ = εαβγµνρσ p
α
1 p
β
2 p
γ
3 
⊥
1
µ⊥2
ν⊥3
ρ⊥4
σ. (3.9)
Consequently there is a single parity odd structure in ρ⊗4|Z2×Z2 for the case of photons in seven
dimensions. This S-matrix transforms in the 1S representation of S3
61. In equations
1 = 1 · 1S (3.10)
As for the case of parity even structures, it is useful to develop a graphical notation to denote
parity odd contraction structures. Our graphs now have 5 vertices; four for each of the scattering
particles and a red dot for ε˜D−3. The red vertex always has valency D− 3 i.e. always has D− 3
dotted lines emerging out of it. A dotted line between the red dot and, say, the vertex 1 denotes
that ⊥1 has contracted with one of the free indices of ε˜
D−3. The meaning of lines between usual
vertices is the same as for the parity even diagrams. With these conventions in place, the unique
61In order to obtain the correct symmetry transformation property of this term it is important to permute the
momenta that go into the definition of ε˜4 along with the factors of ⊥i . In order to avoid errors it is best to
express ε˜4 in term of ε using (2.19) - as has been done on the RHS of (3.9) - before performing permutations.
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photons even odd
n1S n2M n1A n1S n2M n1A
D ≥ 8 3 2 0 0 0 0
D = 7 3 2 0 1 0 0
D = 6 3 2 0 0 0 1
D = 5 3 2 0 0 0 0
D = 4 3 1 0 2 0 0
D = 3 1 0 0 0 0 1
gravitons even odd
n1S n2M n1A n1S n2M n1A
D ≥ 8 10 9 1 0 0 0
D = 7 10 9 1 3 2 0
D = 6 9 9 1 0 3 3
D = 5 7 7 1 0 1 1
D = 4 3 1 0 2 0 0
D = 3 - - - - - -
Table 4: Number of parity even and parity odd index structures for 4-photon and 4-graviton
S-matrix as various dimensions.
parity odd structure for 4 photon scattering in D = 7 is denoted by the first diagram in figure
3.
There are 7 parity odd structures for 4 graviton scattering in D = 7. These structures are
depicted in the second part of figure 3. The first two lines of this part of the figure depict
structures that transform under S3 in the 3 representation. The single structure in the last line,
of course, transforms in the 1S representation. In equations, the 7 parity odd graviton scattering
structures in D = 7 transform as
7 = 3 · 1S + 2 · 2M. (3.11)
In appendix D we have presented a detailed construction of all basis index structures - and
their S3 transformation properties for D = 6, 5, 4, 3. Here we content ourselves with merely
tabulating the S3 transformation properties of the basis of the bare module in every dimension
in table 4. Note of course that, for photons and gravitons, both for parity even and odd, in any
given dimension, n1S + 2n2M + n1A equals the total number of structures tabulated in 3
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4 Counting local Lagrangians
4.1 Local Lagrangians and local S-matrices
As we have mentioned in section 2.4, one of the principal goals in this paper is the enumeration
and explicit construction all local or polynomial S-matrices (recall Lorentz and gauge invariant
S-matrix are said to be local, analytic or polynomial if they are polynomial function of the
variables (pi, i)). The set of local four particle S-matrices is, of course, closely related to the
set of all local quartic Lagrangians62. There is an obvious map from the set of local gauge
invariant quartic vertices to the set of local 4 particle S-matrices. This map, however, is many
to one. Two Lagrangians generate the same S-matrix if they differ only by total derivatives
when evaluated on-shell (we will make this statement completely precise below). The map
from equivalence classes of Lagrangians to S-matrices can also be inverted. Given polynomial
S-matrix one can construct a local quartic Lagrangian vertex that is invariant under linearized
gauge transformations that gives rise to that S-matrix63. There exists, in other words, a one
to one map from the space of local equivalence classes of Lagrangians and local S-matrices; the
classification of local S-matrices is the same as the classification of equivalence classes of local
Lagrangians.
In the rest of this subsection we pause to explore the space of inequivalent Lagrangians -
and their connection with inequivalent four particle scattering - more carefully, separately for
the case of scalars, photons and gravitons.
4.1.1 Scalars
In this subsubsection we closely follow the analysis of [21]. Consider a theory of real massless
scalars φ invariant under the Z2 transformations φ → −φ. We wish to study the most general
local action for this theory, retaining only those terms that affect four scalar scattering. Z2
symmetry ensures that we need only consider terms in the Lagrangian that are quadratic and
quartic. We require that our scalar propagator have a single massless pole at p2 = 0. This
constraint (plus a convenient choice of normalization) determines the quadratic term in the
Lagrangian to be
S2 = −1
2
∫
dDx ∂µφ∂
µφ. (4.1)
The most general local quartic interaction Lagrangian takes the form
S4 =
∫
dDxL4, L4 =
∑
am1,m2,m3,m4∂
m1φ ∂m2φ ∂m3φ ∂m4φ (4.2)
where the schematic summation in the last line of (4.2) runs over both the number of derivatives
mi on the fields φ as well as the distinct ways of contracting the various derivative indices. A
62L(x) is a local Lagrangian if is is a function only of fields and their derivatives evaluated at x, subject to the
restriction that the number of derivatives acting on any field is bounded from above (i.e. is finite).
63The map from S-matrices to Lagrangians played an important role in [21] for scalars.
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tree diagram computation using the action (4.2) yields a 4 scalar S-matrix. This procedure
establishes a map from the space of local Lagrangians L4 (4.2) and the set of local S-matrices.
As mentioned in the introduction to this subsection, however, this map is many to one. Two
Lagrangians L4 yield the same S-matrix if
• They differ by a total derivative.
• They can be related to each other by a field redefinition.
Consider a field redefinition of the schematic form
φ→ φ+ δφ
δφ =
(∑
bm1,m2,m3∂
m1φ ∂m2φ ∂m3φ
) (4.3)
Up to terms of sextic and higher order that we ignore, the field redefinition (4.3) shifts L4 by
δL4 = ∂
2φ
(∑
bm1,m2,m3∂
m1φ ∂m2φ ∂m3φ
)
(4.4)
It follows that the space of quartic terms L4 may be divided up into equivalence classes. Two
local quartic terms lie in the same equivalence class either if they agree up to a total derivative
when we set ∂2φ = 064.
The map between equivalence classes of L4 and four scalar S-matrices is one to one. To see
this it is useful to move to momentum space. Let
φ(x) =
∫
ddk
(2pi)d
eik.x φ˜(k)
L4 =
∫ ∏
i
ddk
(2pi)d
ei(
∑
j kjxj) L˜4(k1, k2, k3, k4) φ˜(k1)φ˜(k2)φ˜(k3)φ˜(k4)
(4.5)
It follows from the discussion above that L˜14(k1, k2, k3, k4) and L˜
2
4(k1, k2, k3, k4) lie in the same
equivalence class if and only if
L˜14(k1, k2, k3, k4) = L˜
2
4(k1, k2, k3, k4) when (4.6)
4∑
i=1
ki = 0, and k
2
i = 0, i = 1 . . . 4 (4.7)
But L˜4(k1, k2, k3, k4), evaluated subject to (4.7), is precisely the tree level S-matrix evaluated
using the Lagrangian L65. It follows that the equivalence classes of quartic Lagrangian terms are
64In the introduction to this subsection we mentioned that Lagrangians that are ‘on-shell equivalent’ generate the
same S-matrices. In the context of the scalar theory we study in this subsubsection, the precise meaning of ‘on-
shell equivalent’ is ‘obeys the equation ∂2φ = 0. In the case of the photon/graviton studied in subsequent sub
subsections, ‘on-shell equivalent’ means obeys the (free Maxwell) / (vacuum Einstein) equations respectively.
65Up to a universal normalization factor.
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in fact labelled by their tree level S-matrix. Moreover any polynomial S-matrix S(k1, k2, k3, k4)
(defined on the space of momenta (4.7)) can be extended to a polynomial function of uncon-
strained variables k1, k2, k3 and k4 in many inequivalent ways. Choose any such extension,
name it L˜4(k1, k2, k3, k4). The equation (4.5) then may be viewed as a map from polynomial
S-matrices to (any particular representative of) the equivalence classes of local Lagrangians. It
follows that local 4 scalar S-matrices are in one to one correspondence with the equivalence
classes L4 described in this subsubsection.
Note that a complete classification of scalar field primaries transforming in any representation
and with arbitrary number of φs has been carried out using algebraic methods in [29, 30].
4.1.2 Photons
The discussion of electromagnetic Lagrangians parallels that of the previous subsubsection in
many respects but also has some new elements. To ensure gauge invariance, in this subsection we
study Lagrangians built only out of the field strengths Fµν
66 and work order by order in powers of
the field strength. We require our vector field in Lorentz gauge have a propagator proportional
to ηµν/p
2. This condition together with a convenient choice of normalization determines the
quadratic term in our Lagrangian to be
S2 = −1
4
∫
dDxFµνF
µν . (4.8)
As we do not demand that our theory have a Z2 invariance, the Lagrangian could have cubic
terms in the field strength. In Appendix E, however, we demonstrate that it is always possible
to perform a field redefinition of the form
Aµ → Aµ + δAµ
δAµ =
(∑
dn1,n2∂
m1F ∂m2F
)
µ
(4.9)
to set the cubic action S3 to zero.
It follows that the 3 photon S-matrix vanishes. This also means that the most general classical
S-matrix of a theory of photons (and no other fields) has no exchange poles and so is purely
local in nature, as was the case of the Z2 invariant scalar theory of the previous subsubsection.
The most general quartic Lagrangian takes the schematic form
S4 =
∫
dDxL4, L4 =
∑
am1,m2,m3,m4∂
m1F ∂m2F ∂m3F ∂m4F (4.10)
(where all indices on ∂µ and Fµν have been suppressed). A field redefinition of the schematic
form
Aµ → Aµ + δAµ
δAµ =
(∑
bn1,n2n3∂
m1F ∂m2F ∂m3F
)
µ
(4.11)
66This class covers almost all gauge invariant electromagnetic Lagrangians. The exceptions have to do with
Chern Simons terms which we ignore in this subsection but which we will account for later in the paper.
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generates of shift of L4
δL4 = ∂νF
µν
(∑
bm1,m2,m3∂
m1F ∂m2F ∂m3F
)
µ
. (4.12)
It follows that Lagrangians L4 that differ from each other by
• Total derivatives
• Terms that include ∂νF νµ
• Terms that include ∂[αFβγ] as a factor (such terms are, of course, identically zero when
expressed in terms of Aµ)
generate the same S-matrix and should be treated as equivalent to each other.
As in the case of scalars, equivalence classes of Lagrangians are labelled by their S-matrices.
Moreover we expect that there is a one to one map from classes of local Lagrangians to polyno-
mial S-matrices. See Appendix E.2 for a discussion.
4.1.3 Gravitons
In order to ensure diffeomorphism invariance, in this section we study gravitational Lagrangians
constructed out of the Riemann tensor67 and work order by order in powers of the Riemann
tensor68. Before commencing our discussion we pause to define some terminology. Throughout
this subsubsection the symbol H
(n)
µν [Rαβγδ] will denote the most general local functional that is
rank 2 symmetric tensor and that is nth order in the Riemann tensor, but with arbitrary powers
of the metric and arbitrary numbers of symmetrized derivatives69.
The unique diffeomorphism invariant action that is linear in Riemann tensors is, of course,
the Einstein action
SE =
∫ √−gR. (4.13)
67This covers almost all diffeomorphism invariant gravity Lagrangians. The exceptions to this rule are gravita-
tional Chern Simons terms which we ignore in this subsubsection, but whose effects we account for later in
this paper.
68We define an action to be of mth order in Riemann tensors if there is no manipulation that allows us to express
the same action as an expression of higher orders in Riemann tensors in a local manner. For instance, we
count an expression containing [∇µ,∇ν ] acting on m explicit copies of the Riemann tensor as being of degree
m + 1 as the antisymmetric combination of derivatives can be replaced by a Riemann tensor. An expression
that is of mth order in Riemann tensors does not contribute to n point scattering amplitudes of gravitons for
n < m. Terms of mth order typically do contribute to S-matrices for m and higher point S-matrices. There
are exceptions to this last rule; it is sometimes possible for an object to be of mth order in Riemann tensors
but to contribute to S-matrices only at order m+ 1 or higher.
69One example of an allowed functional is
H(1)µν = aRgµν +∇2Rgµν + cRµν + d∇α∇βRαµβν . . .
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In Appendix E we demonstrate that the field redefinition
δgµν = H
(1)
µν [Rαβγδ] (4.14)
may be used to cast the most general Lagrangian, quadratic in Riemann tensors, into the form
S = SE + SGB +
∫
O(Rαβγδ)3, (4.15)
where,
SGB =
∫ √−g δg[aδhb δicδjd] R ghab R ijcd
∝
∫ √−g (R2 − 4RµνRµν +RµνρσRµνρσ) . (4.16)
and O(Rαβγδ)3 denotes all terms that are of cubic or higher order in the Riemann tensor70. In
other words Einstein-Gauss-Bonnet is the most general action quadratic in the Riemann tensor
up to total derivatives or terms terms that involve explicit factors of Rµν and the Ricci scalar
R71.
When evaluated in a spacetime of the form
gµν = ηµν + hµν (4.17)
it turns out that the Gauss-Bonnet term in (4.15) starts out at order h3 (up to total derivatives).
It follows, in other words, that - despite the appearance - the Gauss-Bonnet term does not modify
the Einstein propagator but does contribute to three point scattering of gravitons. This term
is, of course, topological in D = 4.
In Appendix E we next demonstrate that field redefinitions of the form
δgµν = H
(2)
µν [Rαβγδ] (4.18)
can be used to cast the most general cubic correction to the Einstein-Gauss-Bonnet action into
the form
S = SE + SGB + aS
(1)
R3 + bχ6 +
∫ √−g (O(Rαβγδ)4) (4.19)
S
(1)
R3 =
∫ √−g (RpqrsR tupq Rrstu + 2RpqrsR t up r Rqtsu)
χ6 =
∫ √−g(1
8
δg[aδ
h
b δ
i
cδ
j
dδ
k
e δ
l
f ] R
gh
ab R
ij
cd R
kl
ef
)
=
∫ √−g(4R cdab R efcd R abef − 8R c da b R e fc d R a be f − 24RabcdRabceRde + 3RabcdRabcdR
+ 24RabcdR
acRbd + 16R ba R
c
b R
a
c − 12R ba R ab R +R3
)
(4.20)
70In four dimensions the Gauss-Bonnet term vanishes identically.
71In particular the Einstein equations Rµν = 0 tell us that we need only work with Riemann tensor - terms
containing Ricci tensor or Ricci scalar are effectively trivial.
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In other words, Einstein-Gauss-Bonnet corrected by two specific cubic terms is the most general
action cubic in Riemann tensors - up to total derivatives and terms that vanish by the Einstein
equations72.
When evaluated on the metric (4.17), the term χ6 starts out at order h
4
µν (up to total deriva-
tives). It follows in particular that this term does not contribute to three graviton scattering.
χ6 is field redefinition equivalent to the simpler looking expression
S
(2)
R3 =
∫ √−g (RpqrsR tupq Rrstu − 2RpqrsR t up r Rqtsu) (4.21)
(obtained by setting all terms involving Rµν in χ6 to zero). The reason that we prefer to use
χ6 rather than (4.21) in our action is the following; when evaluated on the configuration (4.17),
the expression S
(2)
R3 is of order h
4
µν only on-shell; when evaluated off-shell this expression is
of order h3µν . As a consequence, while the actions χ6 and S
(2)
R3 lead to the same polynomial
graviton 4 point function, this scattering amplitude has its source purely in contact terms in
the case of χ6, but in the more complicated sum of contact and exchange diagrams (which are
polynomial as on-shell 3 point functions vanish) in the case of S
(2)
R3 . Consequently χ6 is clearly
dynamically simpler than S
(2)
R3 , even though it superficially looks more complicated. χ6 also has
other interesting properties; it vanishes identically in less than six dimensions, and is topological
in d = 6. In fact χ6 is sometimes called the ‘6 dimensional Euler density’. It is also the second
in the sequence of Lovelock terms (the first is the Gauss-Bonnet term written above).
In contrast to χ6, S
(1)
R3 does contribute to the three point functions
73. In fact the Einstein
term, the Gauss-Bonnet term and S
(1)
R3 each contribute to three graviton scattering. It follows
that the most general 3 graviton S-matrix is a linear sum of 3 independent structures. The
Einstein action is quadratic in derivatives and leads to a 3 graviton S-matrix proportional to
AR = (1.23.p1 + 1.32.p3 + 2.31.p2)2 (4.22)
The Gauss-Bonnet action is quartic in derivatives and leads to a 3 graviton S-matrix proportional
to74
AR2 = (1 ∧ 2 ∧ 3 ∧ p1 ∧ p2)2 (4.23)
The Riemann cube term is sextic in derivatives and leads to a 3 graviton S-matrix proportional
to
AR3 = (TrF1F2F3)2 . (4.24)
As the 3-graviton S-matrix is non vanishing, 4-graviton S-matrices that follow from the
Lagrangian (4.19) have contributions from Feynman diagrams with a single graviton exchange.
72In four dimension another cubic term is present that is parity odd [31] εαβγδRαβabRγδcdRabcd. This is dual
to a parity violating three point function structure for stress tensors in three dimensions [32, 33]. We will not
consider exchange due to this term in this paper.
73The specific choice we have made for S
(1)
R3 is a bit arbitrary; we could have added any multiple of S
(2)
R3 to it
without changing its essential features.
74As remarked in the earlier footnote, this structure vanishes in D = 4 but a parity odd structure appears in its
place.
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Such exchange diagrams lead to S-matrices that are not polynomial in s, t and u but instead have
poles. We have explicitly evaluated the 4 graviton S-matrix that follows from the action (4.19).
Our results are presented in Section 7. Notice that the three graviton scattering amplitudes
AR2 and AR3 are gauge invariant75 even off-shell (i.e. even if k2i 6= 0). It follows that exchange
diagrams that sew together two of these vertices are individually gauge invariant76. On the other
hand AR is not off-shell gauge invariant (thought it certainly is on-shell gauge invariant). The
sum of all channels of exchange diagrams involving either one or two copies of AR is, therefore,
gauge invariant only once we add the contribution of the relevant polynomial contact term (this
is the explicit 4 hµν term in the Gauss-Bonnet action or in S
(1)
R3 in the case of an Einstein Gauss-
Bonnet or S
(1)
R3 exchange diagram or the explicit 4 hµν term in the Einstein action in the case of
an Einstein - Einstein exchange diagram.)
We pause here to note that the discussion of the previous paragraph illustrates the interesting
interplay between the on-shell invariance of S-matrices under linearized gauge transformations
and the non-linear off-shell gauge invariance of the Lagrangians that generate them. It might
at first seem that the requirement of linearized gauge invariance of S-matrices is a weaker
condition than the off-shell non-linear gauge invariance of Lagrangians; this is not the case.
Consider, for example, four point scattering in the pure Einstein gravity (the Einstein-Einstein
case discussed in the previous paragraph). As we have mentioned above, the exchange diagrams
by themselves are not linearized-gauge invariant, but the four graviton contact structure in the
Einstein-Hilbert Lagrangian is such that its linear-gauge transformations compensates the linear-
gauge transformation of the exchange term to render the full S-matrix linear-gauge invariant.
This works precisely because the non-linear gauge invariance of the Einstein Hilbert term relates
cubic and quartic vertices (the gauge transformation of the cubic vertex linear in hµν cancels the
linear gauge transformation of the quartic vertex i.e. gauge transformation that is independent
of hµν). This relation between the vertices guarantees that the sum of exchange and contact
diagrams generates a 4 graviton S-matrix that is on-shell, linearized gauge invariant.
As we have mentioned above, χ6 does not contribute to 3 graviton scattering, but does
contribute (polynomiallally) to four graviton scattering. The four graviton S-matrix that follows
from this term is proportional to
T1 = (1 ∧ 2 ∧ 3 ∧ 4 ∧ k1 ∧ k2 ∧ k3)2
∝ δi[aδjsδkdδlfδmg δnhδpj] 1i 2j3k4l p1mp2np3p1a2s3d4fp1gp2hp3j.
(4.25)
Finally we turn to local Lagrangians of quartic or higher order in Riemann tensors. These terms,
of course, do not contribute to 3 graviton scattering, but all give rise four graviton S-matrices
that are polynomial in i and ki. As above field redefinitions of the form
δgµν = H
(3)
µν [Rαβγδ] (4.26)
can be used to simplify the most general quartic correction to the Einstein-Gauss-Bonnet-
Riemann-cube action. Even up to the simplification afforded by the field redefinitions (4.26),
75i.e. are invariant under the shift i → i + ki.
76Off shell gauge invariance of the three point function is relevant here because the intermediate graviton is
off-shell in an exchange diagram.
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however, the most general action that is quartic in Riemann tensors, turns out to be character-
ized by an infinite (rather than a finite, as was the case at quadratic and cubic order) number of
parameters. In subsection (4.2) below we turn to the problem of enumerating such Lagrangians.
As in the previous subsubsection there is a close connection between gauge invariant local
S-matrices and equivalence classes of quartic local Lagrangians built out of the Riemann tensor.
To first approximation the relationship between these two structures is as for the gauge fields but
there are some additional complications stemming from the non-linear nature of the gravitational
field. The map from Lagrangians to S-matrices continues to be the obvious one. When evaluated
on-shell, Lagrangians that differ only by total derivatives or terms of order h5 or higher yield
the same S-matrix77. There is also a complication in the reverse map: it is possible for local
S-matrices to correspond to Lagrangians that are of lower than quadratic order in the Riemann
tensor, as we have already seen in the example of the second Riemann cube term above. Later
in this paper we will come to grips with all these complications in a quantitative manner.
4.2 Plethystic program for scalars
In the previous subsection we have argued that enumeration of four scalar S-matrices is isomor-
phic to the enumeration equivalence classes of local Lagrangians, quartic in φ. In this subsection
we explicitly count these equivalence classes graded by number of derivatives.
It is useful to define the single letter partition function i.e. partition function over all the
operators that involve a single field, modulo the free equation of motion. The space of such
operators for scalars is spanned by
∂µ1∂µ2 . . . ∂µlφ, for l = 0, . . . subjected to ∂µ∂
µφ = 0. (4.27)
The single letter partition function is easily obtained; (see e.g. [34, 35]); it is given by
is(x, y) = Tr x
∆yHii = (1− x2)D(x, y).
D(x, y) =
(D/2∏
i=1
(1− xyi)(1− xy−1i )
)−1
for D even
=
(
(1− x)
bD/2c∏
i=1
(1− xyi)(1− xy−1i )
)−1
for D odd. (4.28)
Here Hi stands for the Cartan elements of SO(D). The denominator factor D(x, y) encodes
the tower of derivatives on φ(x) keeping track of the degree and the charges under the Cartan
subgroup of SO(D). We have kept track of the Cartans of SO(D) because we will eventually
need to project polynomials built out of scalar letters to the space of SO(D) singlets below.
Equivalence classes of scalar Lagrangians are given by scalar quartic polynomials of the
expressions (4.27) modulo polynomials that are total derivatives. We will first enumerate all
77The stipulation about terms of higher order is necessary because the non-linearity of gravity makes it possible
for two terms built out of four Riemann tensors, that are distinct even on-shell at the non-linear level, to agree
at O(h4).
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quartic scalar polynomials we can make out of (4.27) and then subtract those polynomials that
are total derivatives. The partition function of polynomials of the expressions (4.27) - the so
called multi-letter partition function is given by the formula of Bose statistics
∞∑
k=1
tki(k)s (x, y) = exp
( ∞∑
n=1
tn
n
is(x
n, yn)
)
. (4.29)
where i
(k)
s to be the partition function over k-letter partition function, i
(1)
s = is.
The four-letter partition function - relevant for counting quartic Lagrangians - is easily read
off from equation (4.29):
i(4)s (x, y) =
1
24
(
i4s(x, y)+6i
2
s(x, y)is(x
2, y2)+3i2s(x
2, y2)+8is(x, y)is(x
3, y3)+6is(x
4, y4)
)
. (4.30)
This partition function over four particle states includes operators that are total derivatives
which we wish to remove. In conformal field theory language, this means we want to count only
primary scalar quartic operators. Assuming that there are no null states in the multiplet, if the
character of the conformal primary is P (x, y) then the character over its entire multiplet is given
by P (x, y)D(x, y) where D(x, y) encodes the contribution coming from the tower of derivatives.
So in order to obtain only the partition function over primaries, we need to divide i
(4)
s (x, y) by
D(x, y)78. The partition function over polynomials of (4.27), modulo total derivatives is given
by
i(4)s (x, y)/D(x, y). (4.31)
The partition function over scalar operators is now obtained simply by projecting onto SO(D)
invariant states. This is achieved by integrating i
(4)
s (x, y)/D(x, y) over the Haar measure of the
group. The resulting integral can be gauge fixed to the Cartan subgroup with the measure that
is the SO(D) version of the Van der Monde determinant ∆(yi) (see Appendix H for details)
IDs (x) :=
∮ bD/2c∏
i=1
dyi ∆(yi) i
(4)
s (x, y)/D(x, y). (4.32)
This integral and its generalizations to higher points were used to enumerate n-point scalar
S-matrices in D = 3 and D = 4 in [11].
It is somewhat cumbersome to evaluate this integral analytically for general dimensions.
However it is easy to come up with a conjecture for the final answer. Parity invariant scalar
scattering amplitudes are the same in every D ≥ 3. The argument is similar to the one made for
photons and gravitons (about asymptotic dimensions being 7) in the previous section. ForD ≥ 3,
the entire 4-particle scalar particle scattering can be chosen to lie in a 3-plane and the remaining
dimensions are mere spectators (unlike photons and gravitons, there are no polarizations that
can occupy transverse dimensions). Moreover there are no parity odd S-matrices for D ≥ 4
78As we will explain later, the assumption of not having null states is always valid for the scalar case but fails in
D = 9 both for photon and gravitons. In that case, we need to take care of the null state separately.
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dimension scalar partition function
D ≥ 4 D
D = 3 (1 + x9)D
D = 2 (1− x6)D
Table 5: Partition function over the space of Lagrangians involving four φ’s. This includes both
parity even and parity odd Lagrangians. D ≡ 1/((1− x4)(1− x6)).
while such structures do exist for D = 379. The correspondence between equivalence classes
of Lagrangians and S-matrices leads us to conjecture that the result of the integral (4.32) is
independent of D for D ≥ 4. We have obtained some direct evidence for this conjecture by
using Mathematica to evaluate (4.32) in a power series in x up to O(x20) in D = 4, 5, 6, 7,
and verifying the results are independent of D (and in fact equal to the results of the large D
computation, see below).
Given the conjecture described at the end of the previous paragraph, it is easy to evaluate
(4.32) for all D ≥ 4. This is done analytically by evaluating the integral in (4.32) in the large D
limit. The details of the computation are presented in Appendix H. Our final results - together
with the results in D = 3, 2 (in these special cases the integral is easily separately evaluated
analytically) are tabulated results in 5 (with D ≡ 1/((1− x4)(1− x6))).
Note in particular that Is(x) agrees with the partition function over S3 symmetric polyno-
mials of s, t, Z1S(x) for D ≥ 4. This is entirely expected because the scalar S-matrices are
precisely parameterized by S3 symmetric polynomials of s, t. So this exercise serves as a check
of something that we already know and expect. We will get new and more interesting results
when we apply this machinery to Lagrangians of photons and gravitons.
4.3 Photons and gravitons
The single letter partition function for scalars is(x, y) can be thought of as the following sum
is(x, y) = 1 + xχ + x
2 χ + x3 χ + x4 χ + x5 χ . . . . (4.33)
Here χR(yi) is the character of representation R of SO(D). We have suppressed the arguments
yi of χR in the above formula and will continue to do so when there is no danger of confusion.
In the rest of the section, Young diagrams stand for SO(D) representations unless otherwise
mentioned. That only symmetric traceless representations of SO(D) appear is clear from the
explicit form of the descendants (4.27). These are also the representations of scalar spherical
harmonics. This is also expected, because through state-operator map, the single-letter local
79The reason for this is simple. A parity odd S-matrix is proportional to µ1...µD All indices of this tensor have
to contract with some vector. However there are only three independent vectors in 3 dimensional scattering;
namely k1, k2 and k3. It follows that parity odd S-matrices exist in D = 3 but not for D ≥ 4.
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operators are in one to one correspondence with single particle states on sphere SD−1. The
spectrum of states is precisely that of the scalar spherical harmonics.
For photons, the single letter partition function over gauge invariant operators is obtained
by acting derivatives on the field strength Fµν , subjected to the equation of motion ∂
µFµν = 0
and the Bianchi identity ∂[ρFµν] = 0. The representations appearing after the action of a single
derivative on Fµν can be obtained by taking the direct product of rank 2 antisymmetric with a
vector,
⊗ = ⊕ ⊕ . (4.34)
The second and third representations stand for the Bianchi identity and equation of motion
respectively, both of which vanish. So we get a single irreducible representation after the action
of one derivative. Action of another derivative is obtained by the tensor product,
⊗ = ⊕ ⊕ ⊕ ⊕ . (4.35)
Again, the third and fourth representations vanish due to the Bianchi identity and equation
of motion respectively. The last one vanishes because ∂µ∂
µ = 0 (this follows from the Bianchi
identity and the equation of motion), and the second vanishes because the two derivatives can
not be anti-symmetrized. As a result, we again get the first one to be the only irreducible
representation. This reasoning continues in general and we get
iv(x, y) = xχ + x
2 χ + x3 χ + x4 χ + x5 χ + x6 χ . . . . (4.36)
The first term is Fµν and has a single derivative, hence a single power of x. These are precisely
the representations of vector spherical harmonics, which are the states of a gauge invariant
vector field on SD−1. This series is summed in appendix G. The final result, which was also
derived in e.g. [35], is given by
iv(x, y) = (((x− x3)χ − (1− x4))D(x, y) + 1)/x. (4.37)
For gravitons, the single letter partition function over gauge invariant operators is obtained by
acting derivatives on the Riemann tensor Rµναβ, subjected to the equation of motion ∂
µRµναβ =
0 and the Bianchi identity ∂[ρRµν]αβ = 0. Recall that the Riemann tensor enjoys the symmetries,
Rµναβ = Rαβµν = −Rνµαβ = −Rµνβα, Rµ[ναβ] = 0. (4.38)
It belongs to the following representation of SO(D),
⊕ ⊕ · (4.39)
The irreducible representations correspond to the Weyl tensor, Ricci tensor and Ricci scalar
respectively. The last two representations vanish on-shell and we are only left with the Weyl
tensor. Note also that this representation is precisely the representation of the first tensor
spherical harmonic. Just like the case of scalar and photon, we expect the graviton single
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dimension photon partition function
d ≥ 10 x4(2 + 3x2 + 2x4)D
d = 9 x4(2 + 3x2 + 2x4)D− x5
d = 8 x4(2 + 3x2 + 2x4)D + x4
d = 7 x4(x−1 + 2 + 3x2 + 2x4)D− x3
d = 6 x4(2 + 3x2 + 2x4 + x8)D
d = 5 x4(2 + 3x2 + 2x4)D
d = 4 x4(2 + 3x2 + 2x4 − (x4 + x6) + 1 + 2x2 + x4 − (x4 + x6))D
d = 3 x4(1 + x2 + x4 − (x4 + x6) + x5)D
Table 6: Partition function over the space of Lagrangians involving four Fµν ’s. This includes
both parity even and parity odd Lagrangians. Recall D ≡ 1/((1− x4)(1− x6)).
Blue: Parity Even. Red: Parity Odd. Yellow: Plethystic Miscount
letter partition function to be equal to the generating function for characters of tensor spherical
harmonics.
it(x, y) = x
2 χ + x3 χ + x4 χ + x5 χ + x6 χ + x7 χ . . . . (4.40)
The first term comes from Rµναβ and has a two derivatives, hence two powers of x. This series
is summed in appendix G.
it(x, y) = (((x
2 − x4)(1 + χ )− (x− x5)χ )D(x, y) + x2χ + xχ )/x2. (4.41)
Equipped with the single letter partition functions for photons (4.37) and gravitons (4.41),
the partition function over quartic vertices is obtained in the same way as for scalars. We
simply change the subscript s to v and t respectively in equation (4.29), (4.30) and (4.32).
Again, this computation difficult to perform analytically in general dimensions. As argued
earlier, we naively expect the counting of S-matrices to be independent of D for D ≥ 7. As
we will discuss in detail below, however, there are subtleties concerning parity odd operators
and null states for D = 7, 8, 9. For this reason we conjecture that the photon and graviton
versions of (4.27) are independent of D for D ≥ 10. Assuming this conjecture the photon and
graviton analogues of (4.27) for D ≥ 10 are easily evaluated by performing the relevant large D
computation (see Appendix H). Our results are listed in Tables 6 and 7 respectively. For D ≤ 9
we have evaluated the relevant integrals to high order (up to O(x26) for photons and O(x28) for
graviton partition functions); the results of these Mathematica experiments are all consistent
with particular conjectures for the results for this integral that we present in every dimension
in Tables 6 and 7 respectively. In [11], photon S-matrix partition function was computed for
D = 4. Our result matches with theirs.
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dimension graviton partition function
d ≥ 10 x8(x−2 + 6 + 9x2 + 10x4 + 3x6)D− (x6 − x8)
d = 9 x8(x−2 + 6 + 9x2 + 10x4 + 3x6)D− (x6 − x8)− 2x9
d = 8 x8(x−2 + 6 + 9x2 + 10x4 + 3x6)D− (x6 − x8) + 2x8
d = 7 x8(x−2 + 6 + 9x2 + 10x4 + 3x6 + 2x−1 + 3x+ 2x3)D− (x6 − x8)
−(x8)− (2x7)
d = 6 x8(6 + 9x2 + 10x4 + 3x6 + 3x2(x2 + x4 + x6))D
d = 5 x8(4 + 7x2 + 8x4 + 3x6 + x3(x2 + x4 + x6))D
d = 4 x8(2 + 2x2 + 3x4 − x6 − x8 + 1 + x2 + 2x4 − x6 − x8)D
Table 7: Partition function over the space of Lagrangians involving four Rµνρσ’s (no Rµν , no R).
This includes both parity even and parity odd Lagrangians.
Of course, the conjectures for the results of the plethystic integrals inD ≤ 9 were not obtained
blind but were motivated by physical considerations involving S-matrices which we describe in
detail in subsequent sections. The power series evaluation of the plethystic performed in this
subsection is a direct computational evidence for the correctness of these physically motivated
conjectures.
4.4 Module generators and Lagrangians
Earlier in this section we presented a detailed discussion of the correspondence between S-
matrices and Lagrangians (up to equivalences). Note that the correspondence described so far
relates two structures, both of which are S4 invariant. Lagrangians built out of identical bosonic
fields are automatically S4 invariant, while S matrices are S4 invariant by construction (see
Section 2.3 for a detailed discussion).
In our general discussion about the structure of S-matrices in Section 2 we found it useful
to regard S4 invariant S matrices as special members of a larger family of Z2 × Z2 invariant
‘quasi-invariant S-matrices’ (see subsection 2.4). Recall, in particular, that it is the space of
quasi-invariant polynomial S-matrices (rather than the space of fully S4 invariant polynomial S
matrices) that form a module. The space of physical (i.e. completely S4 invariant) polynomial
S matrices is obtained by first enumerating the modules of quasi-invariant S-matrices and then
projecting onto the subspace of S3 singlets.
As the module structure of local S-matrices plays a key role in their enumeration, it is
somewhat unsatisfying to have Lagrangian structures ‘dual’ only to fully S4 invariant S-matrices.
In particular, recall that S-matrix modules are labelled by their generators which, in general,
transform in non-trivial representations of S3. In this brief subsection we describe a procedure
that allows us to associate Lagrangians with generators of the local module even when the
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generators in question are not S3 invariant.
Any set of generators Ma of the local module (that transform in some representation of S3) is
naturally associated with an infinite class of genuine (S3 invariant) S-matrices S(Ma)as follows.
S(Ma) is defined as the restriction of the span of Ma to S3 singlets, i.e. restriction to S3 singlets
of module elements of the form r.Ma where r is an element of the ring (i.e. is a polynomial of s
and t). In other words S(Ma) are all the S3 invariant descendants of the generators.
Similarly any Lagrangian L can be associated with an infinite class of Lagrangians C(L)
defined as follows. C(L) is defined as the set of Lagrangians obtained by taking derivatives the
fields that appear in the Lagrangian and contracting the indices of these derivatives in pairs.
We say that a Lagrangian L is associated with the generators Ma if the set of S-matrices
obtained from the Lagrangians C(L) coincide with S(Ma). This association allows us to use
Lagrangians to label generators (and more generally elements) of the local module. We will use
this association in the next section.
As an example consider the photon Lagrangian Tr(F 2)Tr(F 2). The corresponding generators
of the local Module are Tr(F1F2)Tr(F3F4), Tr(F1F3)Tr(F2F4) and Tr(F1F4)Tr(F3F2); this set of
generators transforms in the 3 of S3.
For another example consider the photon Lagrangian term F ab∂aF
µν∂bF
νρF ρµ. In this case
the generators corresponding to the given Lagrangian consist of the single element
1
4
(F ab1 ∂aF
µν
2 ∂bF
νρ
3 F
ρµ
4 +F
ab
2 ∂aF
µν
1 ∂bF
νρ
4 F
ρµ
3 +F
ab
3 ∂aF
µν
4 ∂bF
νρ
1 F
ρµ
2 +F
ab
4 ∂aF
µν
3 ∂bF
νρ
2 F
ρµ
1 ). (4.42)
(4.42) had four terms rather than one because no single one of the terms above is Z2 × Z2
invariant. It is easy to see that the resultant expression (4.42) transforms in the completely
symmetric representation of S3.
5 Polynomial photon S-matrices and corresponding La-
grangians
Recall that quasi-invariant polynomial S-matrices form a module, called the local module. In
this section we completely characterize this module by specifying the generators EJ(pi, i) for
4-photon S-matrices (the case of graviton S-matrices is the topic of the next section). We
also present an explicit parameterization of the physical (S4 invariant) S-matrices that are
‘descendants’ of these generators and thereby present an explicit parameterization of the most
general allowed polynomial four photon and four graviton S-matrix in every dimension. Finally
we also present explicit expressions for the Lagrangians from which these S-matrices follow.
Before we dive into the analysis let us spare some time fixing up the notation and convention.
In the case of photons, we denote the parity even generators of the local module as ER and parity
odd generators as OR. The subscript R is either S,A or 3 denoting its S3 representation 1S,1A
or 3 respectively. When there are multiple generators transforming in the same representation
are present, we assign them serial numbers which are also denoted in the subscript. For example,
if there two symmetric parity even generators then they are denoted as ES,1 and ES,2. In the
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case when R = 3 or 3A, we use a superscript to denote the specific state of the three dimensional
representation (the transformation property of these generators are listed in (2.49) and (2.50)).
By convention, we always choose E
(1)
3 (or O
(1)
3 ) to be invariant under the swap 1 ↔ 2. The
second and the third components are obtained by permuting (234) → (342). This means, the
component (2) is invariant under the swap 1↔ 3 and the component (3) is invariant under the
swap 1↔ 4. In one case we have to deal with the generator transforming in 3A representation.
Recall that this is the representation obtained by acting on a state (1) that is antisymmetric in
the exchange of 1↔ 2 by the cyclic permutation (234)→ (342). Sometimes we also include the
space-time dimension in the superscript when it needs to be emphasized, e.g. E
D=4,(1)
3 .
For gravitons, we have the same notation except that the letters G and H are used, instead
of E and O, to denote the parity even and parity odd local module generators. In all cases,
the corresponding bare module generators are denoted by lower-case letters i.e. the parity even
and parity odd bare module generators for photons are denoted as e and o respectively and
for gravitons they are denoted as g and h respectively. In order to avoid excessive notation we
use the photon notation E,O and e, o for scalars as well. Hopefully this does not cause any
confusion as the discussion of the scalar case is very brief and serves as a warm up for the photon
and graviton analysis.
To construct the most general physical (i.e. S4 invariant) S-matrix in the span of a quasi-
invariant generator, say ER we need to take the “inner product” with a general polynomial of
(s, t) that transforms in the same representation R. For example, if R = S,
S = FES(t, u)ES. (5.1)
where the function FES(t, u) is totally symmetric under S3. When R = A,
S = FEA(t, u)EA. (5.2)
where the function FEA(t, u) is totally antisymmetric under S3.
The S-matrix is more involved for quasi-invariant structure that transforms in 3 representa-
tion of S3. It is given by
S = FE3(t, u)E(1)3 + FE3(u, s)E(2)3 + FE3(s, t)E(3)3 . (5.3)
where FE3(t, u) is a symmetric function in its two arguments (symmetry under the exchange
of t and u is the same as the symmetry under the exchange of 1 ↔ 2 which matches with the
symmetry of E
(1)
3 and so on). Sometimes, it helps use the shorthand
FE(1)3 (t, u) ≡ FE3(t, u), FE(2)3 (t, u) ≡ FE3(u, s), FE(1)3 (t, u) ≡ FE3(s, t). (5.4)
So that the above S-matrix can be written as
S =
∑
i=1,2,3
FE(i)3 (t, u)E(i)3 . (5.5)
The momenta functions (5.4) transform as noted in (2.49). The S-matrix corresponding to a
generator transforming in 3A representation is also given by the equation (5.3) except that
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the function F is antisymmetric rather than symmetric in its two arguments (consequently the
momenta functions transform as (2.50)). We will always label the function F by the quasi-
invariant structure that it multiplies.
5.1 Scalar polynomial S-matrices and corresponding Lagrangians
As a warm up for the main analysis of this section let us first consider the case of four scalar
scattering. As scalar S-matrices don’t have any index structures, the local module and the bare
module are identical (and so, in particular, are freely generated). In D ≥ 4, they both are
generated by a unique generator ES = 1 which is clearly S3 invariant (i.e. transforms in the 1S
representation of S3). The Lagrangian corresponding to this generator is simply φ
4.
5.1.1 Module generators and S-matrix partition functions
The module analysis of scalar S-matrices (see (2.58)) that the partition function ZS-matrix(x)
over S-matrices in this case - which we denote by ID≥4s (x) should simply be given by
ID≥4s (x) = D (5.6)
(see (2.44) for definitions). This prediction is precisely borne out by the partition function
obtained via plethystic counting (see Table 5).
All four scalar scattering amplitudes in D ≥ 4 are parity invariant. The reason for this
is easy to understand. 4-scalar scattering involves only 3 independent vectors (which can be
chosen to be any three of the four scattering momenta). It follows that no D ≥ 4 parity odd
S-matrix exists as the number of free indices in the Levi-Civita tensor exceeds the number of
independent vectors.
It is clear that the argument of the previous paragraph fails in D = 3 however. In this case
we have the following parity odd structure which is a second generator of the local Module (the
first generator continues to be unity)
OD=3A = εµνρk
µ
1k
ν
2k
ρ
3 . (5.7)
The generator (5.7) is precisely ε˜ in (2.19) for D = 3. The ‘Lagrangian’ associated with this
generator (in the sense of subsection 4.4) is80,
εµνρ∂µφ∂νφ∂ρφφ. (5.8)
Clearly (5.7) transforms in the anti-symmetric representation of S3 (see (2.25) )and so it
follows from (2.58) that it’s contribution to ZS-matrix(x) = ID=3s (x) is x3Z1A(x). It follows that
the study of the local S-matrix in this case predicts that
ID=3s (x) = Z1S(x) + x3Z1A(x) =
(
1 + x9
)
D (5.9)
80The Lagrangian (5.8) vanishes for symmetry reasons; however its ‘descendants’ (Lagrangians obtained by
taking derivatives of the four φ fields in (5.8) and contracting the indices in pairs) do not, in general, vanish.
Consequently the Lagrangian (5.8) - while trivial as a functional - is non-trivial as the Lagrangian that labels
module generators in the sense of subsection 4.4.
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in perfect agreement with the plethystic result reported in 5.
In D = 2, the scalar Lagrangians again are descendants of φ4. This would lead to the
expectation that the partition function over Lagrangians should be D. But in two dimensions
Mandelstam variables degenerate, either t or u vanish. Hence, the completely symmetric func-
tions of (s, t, u) are generated by only the four derivative generator s2+t2+u2. The six derivative
generator stu is identically zero. The partition function over Lagrangians is then, (1 − x4)−1.
This precisely matches the plethystic counting.
5.1.2 Explicit Expressions for most general S-matrix and corresponding Lagrangians
For completeness we present a completely explicit parameterization of the most general 4 scalar
S-matrix and associated Lagrangians. For D ≥ 4, there is a unique quasi-invariant generator
ES = 1. The general S-matrix is
S = FES(t, u) (5.10)
where this function is completely symmetric under the exchange of s, t, u.
Recall that FES(t, u) is a polynomial in t and u and so can be expanded as a finite sum of
the form
FES(t, u) =
(
FES
)
n,m
tnum (5.11)
It follows from the analysis of subsection 2.10 that the only S-matrices of the form (5.10) that
grow no faster than s2 in the Regge limit are
FES(t, u)|<s2 = a0 + a4(s2 + t2 + u2) + a6(stu). (5.12)
The Lagrangian from which the S-matrix (5.12) follows is proportional to
LD≥4 =
∑
m,n
(
FES
)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂νj∂µiφ
)
φ∂µiφ∂νjφ
)
. (5.13)
Turning now to D = 3, the most general scalar S-matrix is given by
FED=3S (t, u)ED=3S + FO
D=3
A (t, u)OD=3A (5.14)
where ED=3S = 1 and O
D=3
A = εµνρk
µ
1k
ν
2k
ρ
3 |Z2×Z2 as given in equation (5.7). The function
FED=3S (t, u) is a general polynomial that is completely symmetric under interchanges of s, t, u
while FOD=3A (t, u) is a general polynomial that is completely antisymmetric under the same in-
terchanges. We Taylor series expand the functions in (5.14) in a manner completely analogous
to (5.11). The Lagrangians from which the S-matrix (5.14) follows is proportional to
LD=3 =
∑
m,n
(
FED=3S
)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂νj∂µiφ
)
φ∂µiφ∂νjφ
)
− i
∑
m,n
(
FOD=3A
)
m,n
2m+n
(
m∏
i=1
n∏
j=1
αβγ
(
∂νj∂µi∂
αφ
)
∂βφ∂µi∂
γφ∂νjφ
)
.
(5.15)
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5.2 Construction of all parity even photon S-matrices for D ≥ 5
We now turn to the main topic of this section - the study of polynomial photon S-matrices. In
this subsection we begin this analysis by presenting an explicit construction of all parity even
S-matrices in D ≥ 5.
In appendix I, we have painstakingly shown that the most general parity even gauge invariant
Lagrangian can be obtained by taking linear combinations of pairs of contracted derivatives on
the three ‘generator’ Lagrangians
Tr(F 2)Tr(F 2), Tr(F 4), − F ab∂aF µν∂bF νρF ρµ (5.16)
The generators of the local module dual to these Lagrangians (in the sense of section 4.4) are
given by
E
(1)
3,1 = 8Tr(F1F2)Tr(F3F4), E
(2)
3,1 = 8Tr(F1F3)Tr(F2F4), E
(3)
3,1 = 8Tr(F1F4)Tr(F3F2),
E
(1)
3,2 = 8Tr(F1F3F2F4), E
(2)
3,2 = 8Tr(F1F2F3F4), E
(3)
3,2 = 8Tr(F1F3F4F2),
ES ' −6F ab1 ∂aF µν2 ∂bF νρ3 F ρµ4 |Z2×Z2
= 6
(−F ab1 ∂aF µν2 ∂bF νρ3 F ρµ4 − F ab2 ∂aF µν1 ∂bF νρ4 F ρµ3 − F ab3 ∂aF µν4 ∂bF νρ1 F ρµ2 − F ab4 ∂aF µν3 ∂bF νρ2 F ρµ1 ) .
(5.17)
We have demonstrated that quantities listed in (5.17) are the generators of the parity even
part of the local Module in every dimension. Note that there are two four derivative generators
in the 3 and one six derivative generators in the 1S of S3. The second subscript on E3 is simply
an arbitrarily assigned serial number.
It remains to check whether the parity even part of the local module is freely generated.
Note that the local module has 7 generators in every dimension. From Table 3 we see that the
number of generators of the parity even part of the bare module is 5 in D = 4 and 1 in D = 3.
As the number of generators of the local Module exceeds the number of generators of the bare
module, it follows (see subsubsection 2.4.3) that the local Module is not freely generated in these
dimensions. In D = 4 and 3 the local parity even S-matrix module is not completely specified
by their generators (5.17); we also need to specify the relations obeyed within the modules
generated by these generators. We will return to this point later in this subsection.
In D ≥ 5, on the other hand, we see from Table 3 that the bare module has exactly as
many generators as the local module (the representations of these generators also match those
of the local module: two in the 3 and one in the 1S). It follows that the local module is freely
generated unless the extremely stringent condition (2.32) is satisfied. We will demonstrate
below that (2.32) is not satisfied so that the local module is also freely generated. In this case,
therefore, parity even local S-matrix module - and so the space of all local parity even S-matrices
- is completely specified by the generators (5.17).
To proceed we express local module generators (5.17) in terms of the generators of the bare
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modules eI(αi, 
⊥
i ) that are constructed in section 3.2,
e
(1)
3,1(αi, 
⊥
i ) = (
⊥
1 · ⊥2 )(⊥3 · ⊥4 ), e(2)3,1(αi, ⊥i ) = (⊥1 · ⊥3 )(⊥2 · ⊥4 ),
e
(3)
3,1(αi, 
⊥
i ) = (
⊥
1 · ⊥4 )(⊥3 · ⊥2 )
e
(1)
3,2(αi, 
⊥
i ) = (
⊥
1 .
⊥
2 α3α4 + 
⊥
3 .
⊥
4 α1α2), e
(2)
3,2(αi, 
⊥
i ) = (
⊥
1 .
⊥
3 α2α4 + 
⊥
2 .
⊥
4 α1α3),
e
(3)
3,2(αi, 
⊥
i ) = (
⊥
1 .
⊥
4 α3α2 + 
⊥
3 .
⊥
2 α1α4)
eS(αi, 
⊥
i ) = α1α2α3α4. (5.18)
As explicitly indicated e3,1 and e3,2 transform in 3 of S3. We have
81:
E
(1)
3,1 = −8s2e(1)3,1 + 8s2e(1)3,2 − 8s2eS, E(2)3,1 = −8t2e(2)3,1 + 8t2e(2)3,2 − 8t2eS,
E
(3)
3,1 = −8u2e(3)3,1 + 8u2e(3)3,2 − 8u2eS,
E
(1)
3,2 = −2(u2e(2)3,1 + t2e(3)3,1) + 2(u(s− t)e(2)3,2 + t(s− u)e(3)3,2)− 2(t2 + u2)eS,
E
(2)
3,2 = −2(s2e(3)3,1 + u2e(1)3,1) + 2(s(t− u)e(3)3,2 + u(t− s)e(1)3,2)− 2(u2 + s2)eS,
E
(3)
3,2 = −2(t2e(1)3,1 + s2e(2)3,1) + 2(t(u− s)e(1)3,2 + s(u− t)e(2)3,2)− 2(s2 + t2)eS,
ES = 3 stu (e
(1)
3,2 + e
(2)
3,2 + e
(3)
3,2 − 2eS). (5.19)
With the explicit expressions (5.19) in hand it is not difficult to check that (2.32) is indeed
not obeyed and the local module is generated freely by the above generators (from (5.19), we
find, Det [pIJ(s, t)] = 393216s
5t5u5). It follows that (5.23) is indeed the expected answer for the
partition function over S-matrices.
For completeness we present an explicit parameterization of the most general parity even
S-matrix for four photon scattering in D ≥ 5 and also of the Lagrangians that generate these
S-matrices. The most general S-matrix is parameterized by two Z2 symmetric functions of t and
81If α(i) and β(j) transform in the 3 representation, then θ(i) = α(i)β(i), φ(1) = α(3)β(2) + α(2)β(3) and cyclic,
and ζ(1) = α(1)(β(2) + β(3)) and cyclic all also transform in the 3 representation. The reader can use these
rules - together with the fact that (s, t, u) transform in 2M and the triplets of functions (s
2, t2, u2), (st, tu, us)
transform in the 3 - to show that the expressions that appear on the RHS of the definitions of E
(i)
1 and E
(i)
2
transform in the 3.
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u, and one completely s, t, u symmetric function. Explicitly we have
SD≥5even = 4
(
FE3,1(t, u) (p1µ1ν − p1ν1µ) (p2µ2ν − p2ν2µ) (p3α3β − p3β3α) (p4α4β − p4β4α)
+FE3,1(u, s) (p1µ1ν − p1ν1µ) (p3µ3ν − p3ν3µ) (p2α2β − p2β2α) (p4α4β − p4β4α)
+FE3,1(s, t) (p1µ1ν − p1ν1µ) (p4µ4ν − p4ν4µ) (p3α3β − p3β3α) (p2α2β − p2β2α))
+4
(
FE3,2(t, u) (p1µ1ν − p1ν1µ) (p3ν3α − p3α3ν) (p2α2β − p2β2α) (p4β4µ − p4µ4β)
+FE3,2(u, s) (p1µ1ν − p1ν1µ) (p2ν2α − p2α2ν) (p3α3β − p3β3α) (p4β4µ − p4µ4β)
+FE3,2(s, t) (p1µ1ν − p1ν1µ) (p3ν3α − p3α3ν) (p4α4β − p4β4α) (p2β2µ − p2µ2β))
+FES(t, u)(
(p1a
1
b − p1b1a) p2a
(
p2µ
2
ν − p2ν2µ
)
p3b (p
3
ν
3
α − p3α3ν)
(
p4α
4
µ − p4µ4α
)
+ (p2a
2
b − p2b2a) p1a
(
p1µ
1
ν − p1ν1µ
)
p4b (p
4
ν
4
α − p4α4ν)
(
p3α
3
µ − p3µ3α
)
+ (p3a
3
b − p3b3a) p4a
(
p4µ
4
ν − p4ν4µ
)
p1b (p
1
ν
1
α − p1α1ν)
(
p2α
2
µ − p2µ2α
)
+ (p4a
4
b − p4b4a) p3a
(
p3µ
3
ν − p3ν3µ
)
p2b (p
2
ν
2
α − p2α2ν)
(
p1α
1
µ − p1µ1α
))
. (5.20)
The functions FE3,1(t, u),FE3,2(t, u) are each arbitrary functions that are symmetric in their
two arguments. These functions with permuted arguments transform in the 3 of S3 (see the
discussion around (2.46)) explaining the superscript 3 on these functions. On the other hand
FES(t, u) is a function that is completely symmetric under interchange of s, t and u.
It is not difficult to verify (see Appendix J) that the most general S-matrix of the form (5.20)
that grows no faster than s2 in the Regge limit is given by the four parameter set
FE3,1(t, u) = c1, FE3,2(t, u) = c2 + c3(u+ t), FES(t, u) = c4. (5.21)
The S-matrices parameterized by c1 and c2 are both four derivative. The S-matrices parameter-
ized by c3 and c4 are both 6 derivatives. All 4 S-matrices corresponding to ci, i = 1, 2, 3, 4 grow
like s2 in the Regge limit.
The three functions FE3,1(t, u),FE3,2(t, u) and FES(t, u) can be Taylor expanded in a manner
completely analogous to (5.11). The Lagrangians that generates the S-matrix (5.20) is given by
LD≥5even =
∑
m,n
(FE3,1)
m,n
2m+n
(
m∏
i=1
n∏
j=1
Tr
(
∂νj∂µiFF
)
Tr
(
∂µiF∂νjF
))
+
∑
m,n
(FE3,2)
m,n
2m+n
(
m∏
i=1
n∏
j=1
Tr
(
∂νj∂µiF∂µiFF∂νjF
))
+
∑
m,n
(FES)
m,n
2m+n
(
−
m∏
i=1
n∏
j=1
∂µi∂νjFabTr
(
∂µi∂aF∂νj∂bFF
))
.
(5.22)
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As mentioned above (5.20) and (5.22) describe the most general polynomial S-matrix (and
corresponding local Lagrangian) for parity even four photon scattering in dimensions D ≥ 5.
In these dimensions the three functions label polynomial S-matrices in a one to one manner;
every distinct choice of these functions yields a distinct S-matrix, and every polynomial S-matrix
corresponds to some choice of these functions.
In fact the expressions (5.20) and (5.22) also apply to D = 4 and D = 3. In this case,
however, the map between the functions FE3,1(t, u),FE3,2(t, u) and FES(t, u) and polynomial
S-matrices is many to one. While every S-matrix continues to correspond to some choice of
these three functions, many different choices of these functions yield the same local S-matrix
(this is another way of saying that the parity odd local S-matrix module in these dimensions is
not freely generated but has relations).
We now turn to a brief discussion of parity odd S-matrices, i.e. S-matrices that use a single
copy of the Levi-Civita tensor. As this tensor has a different numbers of indices in different
dimensions, the structure of the parity odd local module tends to be very specific to dimension.
However there is one universal statement about parity odd S-matrices that is easy to make,
namely that no such S-matrices exist for D ≥ 8. This simple fact follows from the observation
that in these the Levi-Civita tensor has 8 or more indices but only 7 independent vectors -
three momenta and four polarizations -for these indices to contract with. It follows that all four
photon S-matrices are parity even in D ≥ 8 (this fact is also clear from Table 3).
In the rest of this subsection we will use the discussion above to understand the detailed
structure of the local S-matrix module, the partition function over S-matrices, and also provide a
completely explicit parameterization of S-matrices and their corresponding Lagrangians dimen-
sion by dimension. In order to do this we will construct the parity odd local S-matrix modules
in the dimensions in which they exist. We will also completely characterize the relations in the
local parity even S-matrix module in D = 4 and D = 3. Finally we will reconcile our results
with the explicit results of plethystic counting presented in Table (6).
Finally a notational remark: In the rest of this subsection we use the notation ID=mv (x) for
the partition function ZS-matrix (see (2.56)) for the case of 4 photon scattering in m dimensions.
5.3 D ≥ 8:
In these dimensions all S-matrices are parity even. The local module of parity even S-matrices
is freely generated. The module (see (5.17)) has two 4 derivative generators both in the 3 and
one 6 derivative generator in the 1S.
It follows from (2.57) that the partition function (2.56) over S-matrices in these dimensions
is given by
ID≥8v (x) = 2x
4Z3(x) + x
6Z1S(x). (5.23)
It remains to compare the prediction (5.23) against the explicit results of plethystic counting
presented in Table 6. For D ≥ 10 the results reported in 6 match exactly with the prediction
(5.23); we view this matching as a highly non-trivial confirmation of (5.23).
It is at first puzzling, however, that the result of Plethystic 6 differs from (5.23) by −x5 in
D = 9 and +x4 in D = 8. The resolution to this apparent contradiction is that the plethystic
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procedure we adopted in 4.3 slightly miscounts the S-matrices in D = 9 and D = 8 as we now
explain.
Recall that the plethystic counting procedure of section 4.3 proceed in three steps.
• Step 1: We computed the partition function over operators built out of four (gauge invari-
ant and on-shell) letters.
• Step 2: We organized four letter operators into derivatives of primaries. Assuming de-
scendants were freely generated we obtained a partition function over primaries (non total
derivatives ) by multiplying the result of Step 1 by D−1.
• Step 3: We integrated the result of Step 2 over the SO(D) group with the Haar measure
to isolate SO(D) singlet primaries.
In D = 9 the error in the plethystic procedure lies in the assumption in step 2 that derivative
descendants are freely generated for all primaries. This assumption fails for one primary, namely
J = ∗F ∧F ∧F ∧F . Jµ is an identically conserved current (this follows from use of the Bianchi
identity) so that ∂µJ
µ = 0. Of course it is also true that ∂α1∂α2 . . . (∂µJ
µ) = 0. Borrowing
language from the representation theory of the conformal algebra, Jµ is the primary of a ‘short
representation’ and ∂µJ
µ is a primary null state. It follows that the contribution derivatives of
Jµ to the final result of Step 2 is
x4χ − x5 (5.24)
where χV is the SO(9) character of the vector and x
5 multiplies unity, the character of the
scalar. It follows that the contribution of this primary to the integral over the SO(9) gauge
group in Step 3 is −x5. Removing this fake contribution (by adding x5) turns the D = 9 entry
of Table 6 into the correct module prediction (5.23).
In D = 8 the plethystic counting makes the opposite error; it omits to recognize that the
quantity F ∧ F ∧ F ∧ F is a total derivative. The reason for this failing is that the plethystic
procedure (Step 2 above) only removes total derivatives of quartic polynomials built out of field
strength letters. However F ∧ F ∧ F ∧ F is the total derivative of the 7 dimensional Chern
Simons form which is not a polynomial in gauge invariant letters. In order to get the correct
S-matrix partition function in D = 8 we must, consequently, remove this total derivative by
hand, i.e. subtract x4 from the D = 8 entry of Table 6. Once again this procedure yields the
correct module prediction (5.23)82.
82Operators formed out of F ∧F ∧F ∧F by taking derivatives of the four field strengths and contracting indices
in pairs are also total derivatives. however it is not difficult to check that such operators can be written as
total derivatives of operators that are quartic in letters and so are correctly subtracted out by the plethystic
procedure. For example consider abcdefgh∂µFab∂
µFcdFefFgh. We write this as,
abcdefgh∂µFab∂
µFcdFefFgh = −2abcdefgh∂aFbµ∂µFcdFefFgh
= −2abcdefgh∂a (Fbµ∂µFcdFefFgh) + 2abcdefghFbµ∂µ∂aFcdFefFgh
+ 2abcdefghFbµ∂
µFcd∂aFefFgh + 2
abcdefghFbµ∂
µFcdFef∂aFgh
= −2abcdefgh∂a (Fbµ∂µFcdFefFgh)
(5.25)
where in going from the first line to the second line we have used Bianchi identity.
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In summary, the correct partition function over S-matrices is given by (5.23) for all D ≥ 8.
The most general S-matrix in these dimensions is given by (5.20) and the Lagrangian that
generates this S-matrix continues to be given by (5.22).
5.4 D = 7:
In this case the plethystic partition function reported in Table 6 can be recast as
2x4Z3(x) + x
6Z1S(x) + x
3Z1S(x)− x3. (5.26)
Once again the plethystic counting in D = 7 makes a small error; it omits to count the 3
derivative gauge invariant Lagrangian,
OD=7S = CS7 = ∗ (A ∧ F ∧ F ∧ F ) (5.27)
the 7 dimensional Chern Simons form, as this expression is not a polynomial in gauge invariant
letters83. This error is corrected for by adding x3 to (5.29) and so the corrected Plethystic result
predicts that
ID=7v (x) = 2x
4Z3(x) + x
6Z1S(x) + x
3Z1S(x) (5.29)
Note that in D = 7 (and all odd dimensions), contributions to the S-matrix partition function
even in x count parity even S-matrices while contributions that are odd in x count parity odd
structures84 It follows that (5.29) can be refined into
ID=7 evenv = x
4(2 + 3x2 + 2x4)D, ID=7 oddv = x
3D. (5.30)
The parity even part of the prediction (5.30) is precisely the partition function of a freely
generated module with generators (5.17). As described earlier in this subsection, this is the
expected structure of the local module for parity even S-matrices in this dimension. This
agreement is non-trivial confirmation of the module prediction that the most general local parity
even S-matrix in D = 7 continues to be given by (5.20) and the Lagrangian that generates this
S-matrix continues to be given by (5.22).
83On the other hand Lagrangians formed out of A ∧ F ∧ F ∧ F by taking derivatives and contracting indices in
pairs can be written entirely out of field strengths - up to total derivatives - and so are correctly counted by
the plethystic procedure. For example consider bcdefgh∂µAb∂
µFcdFefFgh
bcdefgh∂µAb∂µFcdFefFgh = −2bcdefgh∂µAb∂cFdµFefFgh
= −2bcdefgh∂c (∂µAbFdµFefFgh) + 2bcdefgh∂µFcbFdµFefFgh
+2bcdefgh∂µAbFdµ∂cFefFgh + 2
bcdefgh∂µAbFdµFef∂cFgh
= −2bcdefgh∂c (∂µAbFdµFefFgh) + 2bcdefgh∂µFcbFdµFefFgh (5.28)
where in going from the first to second step we have used Bianchi identity and we have removed the last two
terms in the second line using Bianchi identity again.
84This follows immediately from the fact that the Levi-Civita symbol has an odd number of indices when D
is odd. When D is even, on the other hand, parity odd and parity even S-matrices both yield even (in x)
contributions to the S-matrix partition function.
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We now turn to the study of the parity odd S-matrix module. In this case the parity odd
bare module has a single generator in the 1S which in fact coincides with the single parity odd
generator of the local module; the generator in question is given by
OD=7S = 1 ∧ 2 ∧ 3 ∧ 4 ∧ k1 ∧ k2 ∧ k3 (5.31)
and the corresponding Lagrangian is the 7 dimensional Chern Simons form that we have already
encountered above. As this generator has derivative dimension 3 its contribution to the S-matrix
partition function precisely agrees with (5.30). We thus have a complete ‘module’ explanation
for the corrected plethystic result (5.30).
The most general parity odd S-matrix in D = 7, is given by
SD=7odd = −i4FO
D=7
S (t, u)(8 ∗ (1 ∧ p2 ∧ 2 ∧ p3 ∧ 3 ∧ p4 ∧ 4)) (5.32)
where, as S in superscript suggests, the function FOD=7S (t, u) is an arbitrary completely sym-
metric function of s, t, u. This function FOD=7S (t, u) can be expanded as in (5.11). The parity
odd Lagrangian from which (5.32) follows takes the form
LD=7odd =
∑
m,n
(
FOD=7S
)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂νj∂µiA ∧ ∂µiF ∧ ∂νjF ∧ F
))
, (5.33)
There is exactly one parity odd photonic S-matrix that grows no faster than s2 in the Regge
limit; this is the S-matrix with FOD=7S (t, u) = const. Explicitly the S-matrix is given by (5.31)
- the generator of the local module which, in this case, also happens to be the generator of the
bare module. This momentum dependence of this S-matrix is
√
stu and so it scales like s in the
Regge limit.
5.5 D = 6:
In this case the plethystic partition function reported in Table 6 can be recast as
2x4Z3(x) + x
6Z1S(x) + x
6Z1A(x) (5.34)
In this case it turns out that the plethystic counting makes no errors, and (5.34) is the correct
formula for the partition function over S-matrices. The analysis of parity even module structures
presented earlier in this subsection predicts that the parity even part of the partition function
over S-matrices is given by (5.23) for all D ≥ 5, and so, in particular, for D = 6. Comparing
with (5.34) it follows that
ID=6,evenv = 2x
4Z3(x) + x
6Z1S(x), I
D=6,odd
v = x
6Z1A(x). (5.35)
The even part of the S-matrix is no different from higher dimensions; in particular the most
general parity even polynomial S-matrix continues to be given by (5.20) and the Lagrangian
that generates this S-matrix continues to be given by (5.22).
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We now turn to the parity odd S-matrix module. Once again the bare and local module
each have a single generator, from which it follows immediately that the local module is freely
generated. The generator of the local module is proportional to
OD=6A = stu · oD=6A (5.36)
(see (D.2)) an expression that is dual, in the sense of subsection 4.4, to the Lagrangian85
OD=6A = F
ab ∗ (∂aF ∧ ∂bF ∧ F ). (5.37)
As this generator has derivative dimension 6 and - like oD=6A (see (D.2)) transforms in the 1A
of S3, its contribution to the S-matrix partition function precisely agrees with (5.30). We thus
have a complete ‘module’ explanation for the plethystic result (5.35).
The most general parity odd S-matrix in D = 6 is given by
SD=6odd = FO
D=6
A (t, u)
(
8
(
p1a
1
b − p1b1a
)
p2ap
3
b ∗ (2 ∧ k2 ∧ 3 ∧ k3 ∧ 4 ∧ k4)
+8
(
p2a
2
b − p2b2a
)
p1ap
4
b ∗ (1 ∧ k1 ∧ 3 ∧ k3 ∧ 4 ∧ k4)
+8
(
p3a
3
b − p3b3a
)
p4ap
1
b ∗ (2 ∧ k2 ∧ 1 ∧ k1 ∧ 4 ∧ k4)
+8
(
p4a
4
b − p4b4a
)
p3ap
2
b ∗ (2 ∧ k2 ∧ 3 ∧ k3 ∧ 1 ∧ k1)
)
.
where the function FOD=6A (t, u) is a completely antisymmetric function of s, t and u. The parity
odd Lagrangian from which (5.38) follows takes the form
LD=6odd = −
∑
m,n
(
FOD=6A
)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂νj∂µiFab(∂µi∂aF ∧ ∂νj∂bF ∧ F )
))
. (5.38)
Recall that the generator (5.36) transforms in the 1A representation. Even though the
momentum dependence of the generator is stu (and so scales like s2 in the Regge limit) the first
descendant of this generator that is completely symmetric occurs at 12 derivative order (and
scales like s5 in the Regge limit). None of the parity odd S-matrices in D = 6 grow like s2 or
slower in the Regge limit.
5.6 D = 5:
Remarkably enough the plethystic partition functions in D = 5 is identical to that for D ≥ 10.
As in D = 6, the D = 5 plethystic result has no errors that need correction, so we conclude that
the correct S-matrix partition function is given by
ID=5 evenv = 2x
4Z3(x) + x
6Z1S(x), I
D=5 odd
v = 0. (5.39)
Every aspect of (5.39) is easy to understand from our module analysis. The fact that there are
no parity odd S-matrices is a consequence of the fact that the parity odd bare module vanishes
(see Table 3). And the parity even local module of S-matrices is freely generated starting with
the generators (5.17). As for D ≥ 8 most general polynomial D = 4 S-matrix and corresponding
Lagrangian is given by (5.20) and (5.22).
85While this Lagrangian vanishes as an expression it is non-trivial as the Lagrangian corresponding to the local
Module generator, in the sense of subsection 4.4.
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5.7 D = 4:
For all D ≥ 5, the number of generators of the local module agreed with the number of generators
of the bare module. Also, the condition (2.32) is not satisfied. As a result the local module
is also freely generated. In D = 4, we see a new phenomenon. The number of generators of
the local module is more than the number of generators of the bare module. Hence the local
generators obey certain relations. This happens both in the parity even as well as parity odd
sector. We discuss this case in detail below.
5.7.1 Parity even
The rank of the free bare module reduces from 7 to 5 in four dimensions as discussed in appendix
D while the generators of the local module EJ in equation (5.17) all remain non-zero. In order
to characterize the relations obeyed by EJ , we focus on the embedding of the local module into
bare module (5.19). As discussed in appendix D, in four dimensions, the bare structures e
D=4,(i)
3,1
for i = 1, 2, 3 become identical. Hence, eD=43,1 transforms in 1S - rather than 3 as in higher
dimensions (i.e. the 2M part of e3,1 trivializes in D = 4). We denote this generator as e
D=4
3→S. As
ED=4S doesn’t have e
D=4,(i)
3,1 it is unaffected by this change. The local generators E
D=4
3,1 and E
D=4
3,2
become,
E
(1)
3,1 = −8s2e3→S + 8s2e(1)3,2 − 8s2eS,
E
(1)
3,2 = −2(u2 + t2)e3→S + 2(u(s− t)e(3)S,2 + t(s− u)e(2)3,2)− 2(t2 + u2)eS. (5.40)
Here and in the rest of the subsection we drop the superscript D = 4 to avoid clutter (the (2)
and (3) components of (5.40) follow by cyclicity as in (5.18)). We have relations in the modules
generated by E
(i)
3,1 and E
(i)
3,2 whenever there are non-trivial solutions to the equations( ∑
i=1,2,3
1
2
FE(i)3,1(t, u)E(i)3,1
)
+
( ∑
i=1,2,3
1
2
FE(i)3,2(t, u)E(i)3,2
)
= 0. (5.41)
It is not difficult to see that there are two independent families of solutions,
FE3,11 (t, u) =
1
8
(s2 + t2 + u2)f(t, u),
FE3,21 (t, u) = tuf(t, u). (5.42)
and
FE3,12 (t, u) =
9
8
stu g(t, u),
FE3,22 (t, u) = −
1
2
(2(t3 + u3)− stu) g(t, u). (5.43)
where f(t, u) and g(t, u) are arbitrary functions that are symmetric in the two arguments.
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Completely explicitly, the most general S-matrix is specified a completely symmetric poly-
nomial FES(t, u) along with two variable symmetric polynomials FE3,1(t, u) and FE3,2(t, u) that
are subjected to the equivalence relations
FE3,1(t, u) ∼ FE3,1(t, u) + 9
8
stu g(t, u) +
1
8
(s2 + t2 + u2)f(t, u),
FE3,2(t, u) ∼ FE3,2(t, u)− 1
2
(2(t3 + u3)− stu) g(t, u) + tu f(t, u) (5.44)
where f(t, u) and g(t, u) are arbitrary functions symmetric in t and u.
The relation module is thus a rank two free module with one basis element at 8-derivative
(the first solution in (5.41) - recall that E3,1 and E3,2 themselves start at 4 derivative order)
and the other at 10-derivative (the second solution in (5.41)). Both generators of the relation
module transform in the symmetric representation. Their contribution to the partition function
is given by
− (x8 + x10)Z1S(x) = −(x8 + x10)D. (5.45)
It follows that module considerations lead us to predict that the partition function over parity
even S-matrices in D = 4 is given by
ID=4 evenv = 2x
4Z3(x) + x
6Z1S(x)− (x8 + x10)Z1S(x) (5.46)
We will compare the prediction (5.46) against the results of plethystic counting after incorpo-
rating contribution of parity odd S-matrices below.
Interestingly, both the relations (5.42) can be thought of as a consequence of a certain 6
derivative quasi-invariant structure reducing from 3 to 1S i.e. vanishing of the mixed represen-
tation 2M at 6 derivative. This quasi-invariant structure is,
E˜(1) ≡ 1
2
(uE
(2)
3,2 + t E
(3)
3,2) +
s
8
(E
(1)
3,1 + E
(2)
3,1 + E
(3)
3,1). (5.47)
It is easy to check that E˜(1) = E˜(2) = E˜(3). The first and the second relation (5.41) are simply
consequences of
sE˜(1) + tE˜(2) + uE˜(3) = 0, (s2 + 2ut)E˜(1) + (t2 + 2us)E˜(2) + (u2 + 2st)E˜(3) = 0 (5.48)
respectively, which hold true for any symmetric structure.
Note that the most general polynomial S-matrix - and the Lagrangian that generates it -
continues to be given by the equations (5.20) and (5.22). The subtlety in this case is that dis-
tinct choices of the three functions FED=43,1 (t, u), FED=43,2 (t, u) and FED=4S (t, u) do not all generate
distinct S-matrices; choices for these functions that differ by (5.42) yield the same S-matrix (and
same corresponding Lagrangian).
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5.7.2 Parity odd
It is not difficult to verify that the local module of parity odd S-matrices has two sets of
generators, one at 4 derivative order and the other at 6 derivative order; in the sense of subsection
4.4 these generators are ‘dual’ to the Lagrangians
∗ (F ∧ F )Tr(F 2), εµνρσF µν∂ρF ab∂σF bcF ca. (5.49)
The corresponding generators are
O
D=4,(1)
3 ≡ 2 ∗ (F1 ∧ F2)Tr(F3F4)|Z2×Z2 = 4 ∗ (F1 ∧ F2)Tr(F3F4) + 4 ∗ (F3 ∧ F4)Tr(F1F2),
OD=4S ≡ 6εµνρσF µν1 ∂ρF ab2 ∂σF bc3 F ca4 |Z2×Z2 = 6
(
εµνρσF
µν
1 ∂
ρF ab2 ∂
σF bc3 F
ca
4 + εµνρσF
µν
2 ∂
ρF ab1 ∂
σF bc4 F
ca
3
+ εµνρσF
µν
3 ∂
ρF ab4 ∂
σF bc1 F
ca
2 + εµνρσF
µν
4 ∂
ρF ab3 ∂
σF bc2 F
ca
1
)
.
While we have not carefully checked that there are no additional generators of the parity odd
local module at higher than six derivatives we strongly believe this to be the case (the matching
of our final result with plethystic counting can be thought of as extremely non-trivial evidence
in favor of this guess).
Here OD=43 transforms in 3 under S3 while O
D=4
S transforms in 1S. Naively, the contribution
of these terms to the partition function would have been
x4Z3 + x
6Z1S (5.50)
but just like in the case of parity even structures, OD=43 ’s do not generate the local module freely.
This is because the bare module is of rank 2 as described in appendix D. Its generators are
oD=4S,1 ≡ iN(ε˜)µ⊥4µα1α2α3|Z2×Z2 , oD=4S,2 ≡ iN(ε˜)µ⊥4µ⊥1ν⊥2να3|Z2×Z2 . (5.51)
Note that oD=4S,1 and o
D=4
S,2 both transform in the 1S representation under S3. The embedding of
the local module into the bare module is given below. In the rest of the subsection, again we
will suppress D = 4 superscript on the local and bare module generators to avoid clutter.
O
(1)
3 = 8s
2 (oS,1 − oS,2) , O(2)3 = 8t2 (oS,1 − oS,2) , O(3)3 = 8u2 (oS,1 − oS,2)
OS = 6stu (oS,1 − 3oS,2) . (5.52)
Note that O3 in (5.52) transform in the 3 even thought oS,1 and oS,2 transform in the 1S simply
because the triplet of functions (s2, t2, u2) transforms in the 3.
As we have mentioned above, O3 and OS do not generate the local module freely. As every
state in the OS module is proportional to oS,1 − 3oS,2 while every state in the O3 module is
proportional to oS,1 − oS,2, there can be no relations that involve both states generated by
O3 and states generated by OS; all relations that exist have to work module by module. As
stuFOS(t, u) vanishes only when FOS(t, u) = 0 it is clear that the module generated by OS has
no relations.
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On the other hand the three distinct generators O
(i)
3 are all ‘descendants’ of the same primary
state oS,1 − oS,2 so clearly there exist relations between these states. More generally the non-
trivial solution to the equations ∑
i=1,2,3
1
2
FO(i)3 (t, u)O(i)3 = 0. (5.53)
are given by the two families
FO31 (t, u) = 2tuf(t, u), FO32 (t, u) = (2(t3 + u3) + (t+ u)tu)g(t, u). (5.54)
where f(t, u) and g(t, u) are arbitrary functions that are symmetric in the two arguments.
It follows that the relation module is a rank two free module with one basis element at 8-
derivative (first solution in (5.54) ) and the other at 10-derivative (second solution in (5.54)).
The generators of the relation module are explicitly given by
2tuO
(1)
3 + 2usO
(2)
3 + 2stO
(3)
3
(2(t3 + u3)− stu)O(1)3 + (2(u3 + s3)− stu)O(2)3 + (2(s3 + t3)− stu)O(3)3 . (5.55)
Both these generators transform in the 1S representation. The contribution of the relations to
the S-matrix partition function is given by
− (x8 + x10)Z1S(x) = −(x8 + x10)D. (5.56)
Combining (5.50), (5.56) and (5.46), the module prediction for the D = 4 partition function
over S-matrices is given by
Ievenv = x
4(2 + 3x2 + x4 − x6)D = 2x4Z3 + x6Z1S − (x8 + x10)Z1S
Ioddv = x
4(1 + 2x2 − x6)D = x4Z3 + x6Z1S − (x8 + x10)Z1S .
Remarkably enough the prediction (5.57) matches exactly with the results of plethystic counting
in D = 4 (see Table 6). We view this match as an extremely non-trivial check of the completeness
of our understanding of photon S-matrices in D = 4.
The most general parity four photon parity odd S-matrix is given by
SD=4odd = 2FO3(t, u)
(
4 ∗ (p1 ∧ 1 ∧ p2 ∧ 2
(
p3µ
3
ν − p3ν3µ)
) (
p4µ
4
ν − p4ν4µ
)
+ (1→ 3, 2→ 4))
+2FO3(u, s) (4 ∗ (p1 ∧ 1 ∧ p3 ∧ 3 (p2µ2ν − p2ν2µ)) (p4µ4ν − p4ν4µ)+ (1→ 2, 3→ 4))
+2FO3(s, t) (4 ∗ (p1 ∧ 1 ∧ p4 ∧ 4 (p3µ3ν − p3ν3µ)) (p2µ2ν − p2ν2µ)+ (1→ 3, 4→ 2))
−FOS(t, u)×(
2 ∗ (p2 ∧ p3 ∧ p1 ∧ 1) (p2c2d − p2d2c) (p3d3e − p3e3d) (p4e4c − p4c4e)
+2 ∗ (p1 ∧ p3 ∧ p2 ∧ 2) (p1c1d − p1d1c) (p3d3e − p3e3d) (p4e4c − p4c4e)
+2 ∗ (p2 ∧ p1 ∧ p3 ∧ 3) (p2c2d − p2d2c) (p1d1e − p1e1d) (p4e4c − p4c4e)
+2 ∗ (p2 ∧ p3 ∧ p4 ∧ 4) (p2c2d − p2d2c) (p3d3e − p3e3d) (p1e1c − p1c1e)) (5.57)
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where FOS(t, u) is a general polynomial that is completely symmetric under S3 and FO3(t, u) is
a polynomial that is symmetric in the two arguments and is only defined up to the addition of
specific functions FO31 (t, u) and FO32 (t, u) given in equation (5.54).
Recall that all the S-matrices discussed in this section are descendants of the two completely
symmetric bare module generators oS,1 − oS,2 and oS,1 − 3oS,2. From the analysis of subsection
(2.10) we know that the six descendants of these bare generators that grow no faster than s2 in
the Regge limit are
(oS,1 − oS,2), (s2 + t2 + u2)(oS,1 − oS,2), stu(oS,1 − oS,2),
(oS,1 − 3oS,2), (s2 + t2 + u2)(oS,1 − 3oS,2), stu(oS,1 − 3oS,2) (5.58)
Of these six structures only (s2 + t2 + u2)(oS,1 − oS,2) and stu(oS,1 − 3oS,2) are elements of the
local module (see (5.52)). It follows that the only local parity odd photonic S-matrices in D = 4
that grow no slower than s2 in the Regge limit are those of the form (5.57) with FO3(t, u) and
FOS(t, u) both constant.
The functions that appear in (5.57) can be Taylor expanded as in (5.11). The Lagrangians
that generate the S-matrices (5.57) are given by
LD=4odd =
∑
m,n
(FO3)
m.n
2m+n
(
m∏
i=1
n∏
j=1
Tr∂νj∂µi(F ∧ F )Tr(∂µiF∂νjF )
)
+
∑
m,n
(FOS)
m.n
2m+n
(
m∏
i=1
n∏
j=1
∂νj∂µi(∗Fab)∂a∂µiFcd∂b∂νjFdeFec
)
,
(5.59)
Distinct choices of the two functions and do not all yield inequivalent S-matrices; choices
of functions that differ by shifts of the form (5.54) yield the same S-matrix and same effective
Lagrangian.
5.8 D = 3
5.8.1 Parity even
As we have noted in Appendix D the parity even part of the bare module in D = 3 is freely
generated by the single generator eS. The fact that there are no transverse direction to the
momenta plane - and so no transverse polarizations - ensure that e3,1 and e3,2 simply vanish in
this dimension.
The generators ED=33,1 , E
D=3
3,2 and E
D=3
S are easily evaluated in terms of eS, the generator of
the bare module. Suppressing the D = 3 superscript, we find
E
(1)
3,1 = −8s2eS, E(2)3,1 = −8t2eS, E(3)3,1 = −8u2eS,
E
(1)
3,2 = −2(t2 + u2)eS, E(2)3,2 = −2(u2 + s2)eS, E3,2 = −2(s2 + t2)eS,
ES = −6 stu eS. (5.60)
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Each of the generators transform in the 3 representation. It is easy to see that the 1S part and
the 2M parts of these two generators are both proportional to each other so that the generators
E
(i)
3,1 and E
(i)
3,2 are simply linear combinations of each other. The precise relationship between
them is
E
(i)
3,2 = −
1
4
E
(i)
3,1 +
∑3
j=1 E
(j)
3,1
4
(5.61)
For this reason we can simply ignore the generators E3,2 and work only with E3,1.
Now it is also easy to see that the singlet ES is a ‘level one’ descendant of E3,1. The precise
relationship is
ES =
1
4
(sE
(1)
3,1 + tE
(2)
3,1 + uE
(3)
3,1) (5.62)
Consequently, E
(i)
3,1 are the only independent local module generators and they transform in the
3. The Lagrangian ‘dual’ to these generators is simply
(TrF 2)2.
It is completely clear that the three E3,1 are simply level two descendants of the single
generator eS of the bare module. It follows that the local module is not freely generated but is
instead subject to relations. In particular the relations∑
i=1,2,3
1
2
FE(i)3,1(t, u)E(i)3,1 = 0 (5.63)
hold whenever
FE3,11 (t, u) = 2tu f(t, u), FE3,12 (t, u) = (2(t3 + u3) + (t+ u)tu) g(t, u). (5.64)
where f(t, u) and g(t, u) are arbitrary functions that are symmetric in the two arguments. The
functions g and f parameterize null modules. The generators of these modules are both in
the 1S representation and occur at 10 and 8 derivative order respectively. It follows that their
contribution to the partition function over S-matrices is given by
− (x8 + x10)Z1S(x) = −(x8 + x10)D. (5.65)
The full parity even part of the partition function, after taking into account the module
relations, is thus given by
ID=3 evenv = x
4Z3(x)− (x8 + x10)Z1S(x) (5.66)
in agreement with the restriction of the D = 3 part of the results of Table 6 to even powers of
x.
It is easy to check that
ID=3 evenv = Z1S(x)− 1 (5.67)
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(5.67) expresses the fact that the the restriction to singlets of the module generated by E
(i)
1 is the
same as the restriction to singlets of the bare module minus the contribution of the dimension
zero generator e3 itself.
The most general parity even S-matrix and corresponding Lagrangian are given by (5.20)
and (5.22) by setting FED=33,2 (t, u) = 0 and FED=3S (t, u) = 0 and FED=33,1 (t, u) is a polynomial
symmetric in (t, u) subject to the equivalence relation (5.64).
5.8.2 Parity odd
The local module of parity odd S-matrices is completely generated by the module elements ‘dual’
to the 5 derivative Lagrangian
αβγF
αβ∂γFabFbcFca (5.68)
The quasi-invariant local generators coming from this Lagrangian transform in representation
2M. They are given by
O
D=3,(1)
M =
1
3
(2αβγF 1αβ∂
γF 2abF
3
bcF
4
ca − αβγF 1αβ∂γF 3abF 4bcF 2ca − αβγF 1αβ∂γF 4abF 2bcF 3ca)
O
D=3,(2)
M =
1
3
(2αβγF 1αβ∂
γF 3abF
4
bcF
2
ca − αβγF 1αβ∂γF 4abF 2bcF 3ca − αβγF 1αβ∂γF 2abF 3bcF 4ca)
O
D=3,(3)
M =
1
3
(2αβγF 1αβ∂
γF 4abF
2
bcF
3
ca − αβγF 1αβ∂γF 2abF 3bcF 4ca − αβγF 1αβ∂γF 3abF 4bcF 2ca)(5.69)
The generators O
D=3,(i)
M are antisymmetric under the swap 1↔ 2, 1↔ 3 and 1↔ 4 respectively.
The fact that they transform in 2M means that
∑
iO
D=3,(i)
M = 0 (this last statement is a direct
consequence of the fact that the generators (5.69) are a level one descendant of the bare generator
abcp
a
1p
b
2p
c
3 and so transform in the 2M representation, simply because the triplet of functions
s, t, u transform in the 2M representation).
As the parity bare module has a single generator (see Appendix D) it follows immediately
that the parity odd local module is not freely generated. The explicit expression for the generator
of the bare module is
oD=3A = 4εabcp
a
1p
b
2p
c
3 α1α2α3α4.
The generators O
D=3,(i)
M above are given simply in terms of o
D=3
A by
(O
(1)
M , O
(2)
M , O
(3)
M ) = (s oA, t oA, u oA). (5.70)
We have dropped the superscript D = 3 to avoid clutter. It follows immediately from (5.70)
that
(u− t)O(1)M + (s− u)O(2)M + (t− s)O(3)M = 0 (5.71)
so that the LHS of (5.71) is a null state. Notice that our 7 derivative null state transforms in
the 1S. It follows that the partition function over parity odd S-matrices is given by
x5Z2M(x)− x7ZS(x) =
(
x7 + x9 − x7) D = x9D (5.72)
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to the partition function over S-matrices, in agreement with the restriction of the results of the
D = 3 part of Table 6 to odd powers of x.
The most general S-matrix coming from (5.68) is given by
SD=3odd = i
(
FOD=3M (t, u) (2 ∗ (p1 ∧ 1 ∧ p2) (p2c2d − p2d2c) (p3d3e − p3e3d) (p4e4c − p4c4e)
+(1↔ 2, 3↔ 4) + (1↔ 3, 2↔ 4) + (1↔ 4, 2↔ 3))
+ FOD=3M (u, s) (2 ∗ (p1 ∧ 1 ∧ p3) (p3c3d − p3d3c) (p2d2e − p2e2d) (p4e4c − p4c4e)
+(1↔ 2, 3↔ 4) + (1↔ 3, 2↔ 4) + (1↔ 4, 2↔ 3))
+ FOD=3M (s, t) (2 ∗ (p1 ∧ 1 ∧ p4) (p4c4d − p4d4c) (p3d3e − p3e3d) (p2e2c − p2c2e)
+(1↔ 2, 3↔ 4) + (1↔ 3, 2↔ 4) + (1↔ 4, 2↔ 3))) (5.73)
As their notation indicates, FOD=3M (t, u) is the most general antisymmetric polynomial of its
arguments satisfying
∑
iFO
D=3,(i)
M (t, u) = 0. Furthermore, it is subjected to
FOD=3M (t, u) ∼ FOD=3M (t, u) + (−t+ u)f(t, u), (5.74)
where f(t, u) is any function antisymmetric in its arguments. The equivalence relation is a
consequence of (5.71).
All parity odd S-matrices are descendants of the generator oD=3A that transforms in the 1A.
It follows immediately from subsection 2.10 that there are no S-matrices in the module of oD=3A
that yield S-matrices whose Regge growth is slower than s2 (the first S-matrix in this module
occurs at 9 derivative order and grows like s4 in the Regge limit). The most general descendant
Lagrangian that gives rise to S-matrix (5.73) is given by
LD=3odd =
∑
m,n
(
FOD=3M
)
m,n
2m+n
(
m∏
i=1
n∏
j=1
αβγ∂νj∂µiF
αβTr(∂γF∂µiF∂νjF )
)
.
(5.75)
5.9 Tree level 4-photon S-matrix in string theory
In this section, we apply our technology to tree level 4-photon S-matrix, first in Type I string
theory then in Bosonic string theory. We will simply express S-matrix in terms of our local
structures E3,1, E3,2 and ES.
Type I Superstring
The 4-photon scattering amplitude ([36]) is given by,
SType I = fType I(t, u)
∑
i=1,2,3
(E
(i)
3,2 −
1
4
E
(i)
3,1). (5.76)
78
where fType I(t, u) is specific S3 symmetric function. In terms of Lagrangians, this S-matrix is
obtained by considering specific derivative contractions on
LType I ∝ Tr(F 4)− 1
4
(Tr(F 2))2. (5.77)
This specific contraction of field-strength is sometimes called t8F
4, see for example [37], where
t8 is a tensor such that
Tr(F 4)− 1
4
(Tr(F 2))2 = tµ1...µ8Fµ1µ2 . . . Fµ7,µ8 . (5.78)
Bosonic string
The 4-photon scattering amplitude ([36]) in the case of bosonic strings is given by (5.20), with
FE3,1(t, u) = fBosonic(t, u)
( 1
32
(−(t+ u)
2
+ 1
)(
t
2
+ 1
)(u
2
+ 1
)
+
1
256
(4tu+ t2u2 + 2(t2 + u2))
)
FE3,2(t, u) = fBosonic(t, u)
(−1
8
(−(t+ u)
2
+ 1
)(
t
2
+ 1
)(u
2
+ 1
)
+
1
64
(t+ 2)(u+ 2)(
t2 + 2t(u− 1) + (u− 2)u) )
FES(t, u) = fBosonic(t, u)
( 1
96
(
(t+ u)2(−(2t+ 3)) + 2(t+ u)t2 − 3t2 + 16) ) (5.79)
where fBosonic(t, u) is specific S3 symmetric function.
6 Polynomial graviton S-matrices and corresponding La-
grangians
We now turn to a study of Gravitational S-matrices and corresponding Lagrangians.
6.1 D ≥ 8
As in the case of photon scattering, there are no parity odd gravitational S-matrices for D ≥ 8.
In the rest of this subsubsection we will provide a detailed description of the (automatically
parity even) local S-matrix module in D ≥ 8.
6.1.1 Modules generated by Lagrangians with 8 or fewer derivatives
No gravitational Lagrangian that is linear or quadratic inRµναβ produces a polynomial 4 graviton
S-matrix (see subsubsection 4.1.3). GS,1 ≡ χ6 is the unique 3 Riemann Lagrangian that produces
a polynomial S-matrix (see (4.20) and (4.25)). All other parity even Lagrangians that generate
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polynomial S-matrices can be written as the sum of products of derivatives of four Riemann
tensors.
The simplest four Riemann Lagrangians are those with eight derivatives. These are con-
structed from contractions of four Riemann tensors (no derivatives). All inequivalent contrac-
tions of four Riemann tensors have been enumerated in [38]. Excluding those structures that
involve R and Rµν and so can be removed by field redefinitions (see subsubsection 4.1.3), the
authors of [38] find 7 inequivalent contractions in D ≥ 8.
Five of the seven transform as 3 and are labeled as G3,i, i = 1, . . . , 5. One generator
transforms as 6left, it is labeled as G6. It is convenient to decompose 6left into 3 ⊕ 3A. We
label these pieces as G3,6 and G3A . All these are listed in (6.16) and the associated Lagrangians
are in (6.17). The remaining 8-derivative generator G3,9 transforms in the 3. The Lagrangian
associated to it is,
G3,9 = RpqrsRptruRtvqwRuvsw. (6.1)
Finally there is one additional subtlety that needs to be taken into account. Each of the seven
generators G3,1 . . . G3,6 and G3,9 have a single generator in the 1S
86. One linear combination of
these seven 1S structures is simply the third Lovelock term [37]
χ8 = 
abcdefghαβγδµνρσRabαβRcdγδRefµνRghρσ
∝ (G3,1 + 2G3,2 + 16G3,3 + 32G3,4 + 8G3,5 − 16G3,6 − 64G3,9) |S.
(6.2)
When expanded to fourth order in fluctuations, χ8 and all its ‘descendants’ simply vanish on-
shell. It follows that χ8 corresponds to no module element and plays no role in the discussion
that follows. When studying S-matrices, therefore, one of the seven 1S structures above - lets
say the 1S in G3,9 - can be re-expressed as a linear combination of the other six, and so is not
an independent module generator. As we remove the completely symmetric part from G3,9, let
us relabel it as G2M to reflect its correct transformation properties.
In the rest of this subsubsection we focus on the submodule - lets call it M8 - of the local
gravitational module that is generated by Lagrangians with at most 8 derivatives, i.e. the
(independent terms in) descendants of GS,1 plus G3,1 . . . G3,6, G3A and G2M
87. It turns out that
the submodule of interest to this subsubsection is freely generated (the same holds true for the
full local module). This statement - which is simply an unproved assertion at this stage - will
effectively be demonstrated later in this subsection by comparison of the ‘module’ and plethystic
partition functions.
Proceeding with the assumption that it is freely generated, we now provide two different but
equivalent descriptions of the submodule M8. The simpler of the two descriptions of our sub
module goes as follows. GS,1 is clearly a generator of our submodule. The module generated by
this 6 derivative element has exactly two 8 derivative ‘descendants’ which together transform in
a single copy of in the 2M. This 8 derivative 2M is a linear combination of the 8 eight derivative
86In each case this generator is simply the S-matrix that follows constructed from tree diagrams using the
Lagrangians ‘dual’ the module elements above - i.e. the Lagrangians listed in [38].
87In the next subsubsection we will continue to describe the rest of the local module (the part of the module
generated by terms with 10 or more derivatives).
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2M’s present in the generators dual to the eight derivative generators G3,1 . . . G3,6, G3A and
G2M . The relation can be expressed as follows. Let us define (r
(1), r(2), r(3)) = (s, t, u). Then,
for example88,
r(i) GS,1 = 4
(
−G(i)3,1− 2G(i)3,2− 16G(i)3,3 + 16G(i)3,4− 2G(i)3,5 + 10G(i)3,6 + 16G(i)2M + (4G
(i+1)
3A
− 4G(i+2)3A )
)
.
(6.3)
where (i+ 1) and (i+ 2) are defined cyclically; - for instance when i = 2, (i+ 1) = (3) and
(i+ 2) = (1).
This means, the LHS of (6.3) (i.e. the 8 derivative descendant of GS,1) together with the
generators G3,1 . . . G3,6 and G3A span the space of 8 derivative module elements. Note that G2M
does not appear in this list of generators; we have (6.2) to eliminate the 1S part of G3,9 and
have used (6.3) to eliminate the 2M part of this generator.
As GS,1, G3A and G3,1 . . . G3,6 are the generators of our (assumed freely generated) submod-
ule. It follows that the partition function over singlets of this submodule is given by
Z(x) = 5x8Z3(x) + x
8Z6(x) + x
6Z1S(x). (6.4)
While the description of the submodule M8 presented above is completely adequate for the
purpose of listing and counting S-matrices, it is not sufficient to allow us to find a Lagrangian
dual to each of these S-matrices. The reason for this is as follows. While GS,1 = χ6 itself is
a perfectly good Lagrangian, the S-matrices in the module generated by the module element
dual to GS,1 do not have obvious non linearly gauge invariant Lagrangian descriptions. This is
because GS,1 is the product of only 3 Riemann tensors, while in order to build the most general
descendant of a generator, we need to be able to act derivatives on four independent objects.
As all 8 derivative terms are given by products of four Riemann tensors, the descendants
of all such terms have obvious Lagrangian descriptions. For this reason we will now present a
second construction of M8 in terms of descendants of only 8 derivative elements. This description
allows us to associate a Lagrangian with every element of M8.
The second, slightly more complicated description of the submodule M8 goes as follows. Let
us study a slightly modified submodule - lets call it M ′8 - which is defined to equal the set of
all elements in M8 that have eight or more derivatives. Since the only element in M8 that had
fewer than 8 derivatives is only the generator GS,1, M
′
8 equals M8 minus (the module element
dual to) GS,1.
Clearly all 8 derivative Lagrangians, i.e. G3,1 . . . G3,6, G3A and G2M are generators of M
′
8.
Unlike M8, however, M
′
8 is not freely generated. This follows from the fact that one of the 8
derivative 2M generators of M
′
8 is a descendant of χ6, and so takes the form (see (6.3))
(|s〉, |t〉, |u〉) ≡ (s|GS,1〉, t|GS,1〉, u|GS,1〉) (6.5)
As |GS,1〉 is not a state in our modified submodule, (6.5) is does not express a relationship
between two states within the modified submodule. However we can use (6.5) to deduce relations
88Each of G3,1 . . . G3,5 transforms as 1S + 2M, G6 transforms as 1S + 1A + 2 ·2M and G2M transforms as 2M.
It follows that there are a total of 8 2M’s.
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within the submodule as follows. The most general state generated by the triplet (6.5) is
|χ〉 = As|s〉+ At|t〉+ Au|u〉 (6.6)
where the otherwise arbitrary functions of s, t, u, As, At and Au obey
As + At + Au = 0. (6.7)
Now the choice
As = (u− t)χ, At = (s− u)χ, Au = (t− s)χ (6.8)
(where χ is an arbitrary function of s, t, u) clearly obeys (6.7) and so gives a legitimate descendant
of the 2M (6.6). At the level of (6.6) this descendant is non-trivial. But once we substitute
(6.5) into (6.6) we immediately find that the state generated by (6.8) vanishes. In other words
the vanishing (6.6) with the choice (6.8) is a non-trivial relation within M ′8 (even though this
relationship is automatic when viewed within M8).
As χ is an arbitrary function, the relations (6.8) form a freely generated relation (or null
state) module whose primary (or generator) is (6.6) with χ = 1, i.e. is
(u− t)|s〉+ (s− u)|t〉+ (t− s)|u〉 (6.9)
As the triplets (|s〉, |t〉, |u〉) and (s, t, u) both transform like (2.46) under S3, it follows from (2.52)
that the 10 derivative state (6.9) transforms in the 1A. It follows that the partition function
over the module M ′8 is
Z(x) = 5x8Z3(x) + x
8Z6(x) +
(
x8Z2M(x)− x10Z1A(x)
)
(6.10)
Adding in the contribution of the six derivative state, it then follows that the partition function
over M8 is
Z(x) = 5x8Z3(x) + x
8Z6(x) +
(
x6 + x8Z2M(x)− x10Z1A(x)
)
(6.11)
Using the explicit expressions (2.44) it is easy to verify that
x6 + x8Z2M(x)− x10Z1A(x) = x6Z1S(x) (6.12)
so that (6.10) and (6.4) are actually the same equation.
6.1.2 The rest of the local submodule
In the previous subsubsection we have constructed the submodule of the local gravitational
module that is generated by 6 and 8 derivative terms. In this subsubsection we will construct
the rest of the local module. We proceed by guided guesswork; our guesses will be validated by
comparison with plethystic counting.
As we have already accounted for the contribution of GS,1, all remaining polynomial S-
matrices are produced by Lagrangians quartic in the Riemann tensor. In order to capture the
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contribution of such terms to four graviton S-matrices, it is sufficient to linearize each of the
four Riemann tensors and also to work on-shell. On-shell and at linearized order
Rµνρσ ∝ (pµν − pνµ)(pρσ − pσρ) ∝ FµνFρσ (6.13)
Note that the RHS of (6.13) is quadratic in  as expected. At fixed momentum the Riemann
tensor is - formally- the second symmetric power of field strengths
Rµνρσ(p) =
1
2
Fµν(p)⊗ Fρσ(p). (6.14)
One simple (but not necessarily exhaustive) way to construct polynomial graviton S-matrices
is to take the second symmetric tensor power of photon S-matrices. The set of all polynomial
gravitational S- matrices that can be constructed in this manner clearly form a submodule of
the complete local gravitational module. The symmetric products of the three generators of
the local photon module89 are a special set of states within this submodule. The products of
generators may be decomposed into familiar representations of S3 as follows
1
16
S2E3,1 = G3,1 ⊕G3,2, 1
16
S2E3,2 = G3,3 ⊕G3,4,
1
16
E(3,1 ⊗ E3,2) = G3,5 ⊕G6 = G3,5 ⊕G3,6 ⊕G3A ,
1
16
E(3,1 ⊗ ES) = G3,7, 1
16
E(3,2 ⊗ ES) = G3,8, 1
16
S2ES = GS,2. (6.15)
where S2 represents the symmetric square of an S3 representation. The new (with 10 or higher
number of derivatives) generators are G3,7, G3,8 and GS,2. They are labeled by their S3 trans-
formation properties as per the convention.More explicitly the generators so obtained are given
89Recall that the module of parity even polynomial photon S-matrices in D ≥ 5 was generated by two four
derivative generators E1 and E2 (both of which transform in the 3)and one six derivative generator E3 (which
transforms in the 1S)
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by
G
(1)
3,1 ≡
1
16
E
(1)
3,1 ⊗ E(1)3,1 = R1abpqR2abpqR3cdrsR4cdrs
G
(1)
3,2 ≡
1
16
E
(1)
3,1 ⊗ E(2)3,1|S = R1abpqR3abrsR4cdpqR2cdrs +R1abpqR4abrsR3cdpqR2cdrs
G
(1)
3,3 ≡
1
16
E
(1)
3,2 ⊗ E(1)3,2 = R1abpqR2cdrsR3bcqrR4dasp
G
(1)
3,4 ≡
1
16
E
(1)
3,2 ⊗ E(2)3,2|S = R1abpqR3cdqrR4bcrsR2dasp +R1abpqR4cdqrR3bcrsR2dasp
G
(1)
3,5 ≡
1
16
E
(1)
3,1 ⊗ E(1)3,2 = R1abpqR2abrsR3cdqrR4cdsp
G
(1)
3,6 ≡
1
16
E
(1)
3,1 ⊗ E(2)3,2|S = R1abpqR2abqrR3cdrsR4cdsp +R1abpqR2abqrR4cdrsR3cdsp
G
(1)
3A
≡ 1
16
E
(1)
3,1 ⊗ E(2)3,2|A = R1abpqR2abqrR3cdrsR4cdsp −R1abpqR2abqrR4cdrsR3cdsp
G
(1)
3,7 ≡
1
16
E
(1)
3,1 ⊗ ES|Z2⊗Z2 = R1abpq∂pR2abrs∂qR3cdstR4cdtr|Z2⊗Z2
G
(1)
3,8 ≡
1
16
E
(1)
3,2 ⊗ ES|Z2⊗Z2 = R1abpq∂pR2cdrs∂qR3bcstR4datr|Z2⊗Z2
GS,2 ≡ 1
16
ES|Z2⊗Z2 ⊗ ES|Z2⊗Z2 = R1abpq∂a∂pR2cdrs∂b∂qR3destR4eatr|Z2⊗Z2 . (6.16)
In (6.16) we have explicitly only listed the (1) components of the generators that transform in
3 and in one case in 3A and their transformation properties are given in (2.49) and (2.50).
The Lagrangians corresponding to all these generators are given by
G3,1 = RabpqRbaqpRcdrsRdcsr
G3,2 = RpqrsRpqtuRtuvwRrsvw
G3,3 = RpqrsRptruRtvuwRqvsw
G3,4 = −RpqrsRptuwRtvwsRqvru
G3,5 = RpqrsRpqtuRrtvwRsuvw
G6 = G3,6 ⊕G3A = RpqrsRpqrtRuvwtRuvws
G3,7 = Rpqab∂aRqpµν∂bRrsναRsrαµ
G3,8 = Rpqab∂aRqrµν∂bRrsναRspαµ
GS,2 = Rabpq∂p∂aRµνβγ∂q∂bRναγδRαµδβ.
(6.17)
In our discussion above we have already encountered the 6 eight derivative module elements,
G3,1 . . . G3,6 and G3A that arise in the symmetric product S
2(E3,1 + E3,2). Recall that these
elements, together with GS,1 = χ6, were the generators of the submodule M8 discussed in
subsubsection 6.1.1. The set of seven 8-derivative Lagrangians constructed out of Riemann
tensors has also appeared in [5]. Using Mathematica we have verified that this result has the
following extension to the full local gravitational module for D ≥ 7. The set of module elements
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GS,1, GS,2 and G3,1 . . . G3,8 and G3A are all independent generators of the the parity even part of
the local gravitational module. In other words no one of these objects can be written as a linear
sum over descendants of the others.
Note that we have only demonstrated that the module elements listed above are all genera-
tors; we have not algebraically demonstrated that there are no other generators of the module.
Nonetheless a comparison of the generators we have already identified with the generators of the
bare module suggests that this is indeed the case. Note that the generators of the local module
identified in the previous paragraph consist of one 1S at 6 derivative order, five 3s and one 6 at
8 derivative order, two 3s at 10 derivative order and one 1S at 12 derivative order. The number
(total of 29) and representation content of this collection of generators precisely matches the
number and state content of the bare gravitational module (see Table (3) and Fig.2).
It will turn out - and we will proceed under the assumption that - the list of generators
described above is exhaustive; i.e. that GS,1, GS,2 and G3,1 . . . G3,8 and G3A generate the local
gravitational module. This statement can be taken to be a guess at this stage, which will be
verified below by comparison with explicit results of plethystic counting below. As the number
of local generators matches the number of bare generators, it is of importance to know whether
the stringent condition (2.32) is obeyed. It turns out it is not. It follows that GS,1, GS,2 and
G3,1 . . . G3,8 and G3A generate the local gravitational module freely.
6.1.3 Explicit form of S-matrices and Lagrangians
We use the notation IDt (x) to denote the partition function over gravitational S-matrices in D
dimensions. Our analysis of the module structure presented above amounts to the prediction
that
ID≥8, event (x) = x
6Z1S + 5x
8Z3 + x
8Z6 + 2x
10Z3 + x
12Z1S (6.18)
The explicit form of the S-matrices (and corresponding local Lagrangians) summed over by
(6.18) are, respectively, listed in section K.1 (see (K.38), (K.25), (K.18), (K.10), (K.14), (K.1),
(K.6), (K.26) and (K.34)).
6.1.4 Comparison with Plethystic
As there are no parity odd S-matrices when D ≥ 8, it is particularly straightforward to compare
the parity even module predictions, (6.18), with the results of plethystic counting, Table 7.
Let us first consider the case D ≥ 10. In this case it is easy to check that the plethystic
partition function listed in Table 7 exceeds the module prediction (6.18) by x8 − x6. This
difference is easy to understand. The term −x6 reflects the fact that the plethystic counting
omits to count the Lagrangian GS,1 = χ6 (recall that the plethystic procedure only counts
operators built out of the products of four Riemann letters). On the other hand the extra x8
reflects the fact that the plethystic partition function incorrectly counts χ8, defined in (6.2),
as a non-trivial Lagrangian term. χ8 does not actually generate a non-trivial S-matrix as its
restriction to fourth order in amplitudes is a total derivative. The plethystic procedure does not
recognize this fact, as the object that χ8 is a total derivative of is not gauge invariant and so is
not itself a quartic polynomial of non-trivial letters.
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Let us now turn to D = 9. In this case the difference between the plethystic result and (6.18)
is −x6 + x8 − 2x9 The explanation for the x8 − x6 is the same as for D ≥ 10. The explanation
for the additional −2x9 is very similar to the explanation for the difference between plethystic
and module predictions for the D = 9 photon S-matrix (see above (5.24)). In the gravitational
case we have two conserved currents (that play the role that J = ∗F ∧ F ∧ F ∧ F played in the
analysis for D = 9 photons, see above (5.24)). These conserved currents are
∗ (F1 ∧ F2 ∧ F3 ∧ F4)Tr(F1F2)Tr(F3F4), ∗(F1 ∧ F2 ∧ F3 ∧ F4)Tr(F1F3F2F4). (6.19)
As in the photon case, each of these conserved currents contributes−x9 to the plethystic counting
of singlets. These terms do not correspond to genuine scalar Lagrangians. They represent an
error of the plethystic procedure. Once they are removed, the plethystic result reported in Table
7 matches perfectly with the correct S-matrix partition function (6.18).
In D = 8 the plethystic result differs from (6.18) by −x6 + x8 + 2x8. The explanation for
−x6 + x8 is the same as in D ≥ 10. The explanation for the additional 2x8 is, again, similar
to the explanation of the excess of x4 in the D = 8 photon plethystic partition function: the
plethystic procedure fails to recognize that some Lagrangian terms are total derivatives (and
so incorrectly counts them) because they are not total derivatives of objects formed from the
products of four gauge invariant letters. In this case the total derivatives that are incorrectly
counted by the plethystic procedure are the Lagrangians corresponding to the generators
∗ (F1 ∧ F2 ∧ F3 ∧ F4)Tr(F1F2)Tr(F3F4), ∗(F1 ∧ F2 ∧ F3 ∧ F4)Tr(F1F3F2F4). (6.20)
Explicitly the corresponding Lagrangians are
abcdefghRabαβRcdβαRefγδRghδγ ∼ ∗(Tr(R ∧R)Tr(R ∧R)),
abcdefghRabαβRcdβγRefγδRghδα ∼ ∗(Tr(R ∧R ∧R ∧R))
(6.21)
The Hodge dual of these Lagrangians can be expressed as total derivatives of non-gauge
invariant objects [39] (see appendix A)
Tr(R ∧R ∧R ∧R) = d[Tr(ω ∧ dω ∧ dω ∧ dω) + 8
5
Tr(dω ∧ dω ∧ ω ∧ ω ∧ ω)
+
4
5
Tr(dω ∧ ω ∧ dω ∧ ω ∧ ω) + 4
7
Tr(ω ∧ ω ∧ ω ∧ ω ∧ ω ∧ ω ∧ ω)
+2Tr(dω ∧ ω ∧ ω ∧ ω ∧ ω ∧ ω)]. (6.22)
Similarly,
Tr(R ∧R)Tr(R ∧R) = d[Tr(ω ∧ dω + 2
3
ω ∧ ω ∧ ω) ∧ Tr(R ∧R)]. (6.23)
where ωµab is the spin connection and in notations,
Tr(R ∧R)Tr(R ∧R) ∼ R ba cdR ab efR βα ghR αβ ij dxc ∧ dxd ∧ dxe ∧ dxf ∧ dxg ∧ dxh ∧ dxi ∧ dxj
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Tr(R ∧R ∧R ∧R) ∼ R ba cdR αb efR βα ghR aβ ij dxc ∧ dxd ∧ dxe ∧ dxf ∧ dxg ∧ dxh ∧ dxi ∧ dxj
Once again the extra 2x8 is simply an error of the plethystic procedure; once it is removed the
plethystic partition function agrees perfectly with (6.18).
In summary, for all D ≥ 8 the difference between the plethystic result and (6.18) is entirely a
consequence of the fact that the plethystic procedure counts S-matrices only up to minor errors.
Once we correct the plethystic result to account for these errors we do indeed recover (6.18),
the correct partition function over local S-matrices. The agreement between the (corrected)
plethystic result and (6.18) may be viewed as confirmation of the assumption made in 6.1.2,
namely that Lagrangians (6.17) plus χ6 are the full set of generators of the local graviton module,
and that this module is freely generated.
6.2 D = 7
As far as the parity even terms are concerned the only difference between D = 7 and D ≥ 8 is
that the expression χ8 defined in (6.2) vanishes identically in D = 7. From the point of view of
enumerating and listing S-matrices and their corresponding Lagrangians this makes absolutely
no difference, as, being a total derivative at four graviton order, χ8 did not contribute to four
graviton scattering anyway even when it did not identically vanish. It follows, in particular,
that (6.18) and all the results of subsubsection (6.1.3) apply unchanged to the parity even part
of the D = 7 S-matrix.
The fact that χ8 vanishes identically in D = 7 (and so is not counted by the plethystic pro-
cedure) does, however, impact the comparison of (6.18) with plethystic, as we see immediately
below.
Even though parity odd S-matrices exist and are counted by the plethystic procedure in
D = 7, it is easy to compare the parity even module prediction (6.18) with the results of
plethystic counting reported in Table 7 The reason for this is that the plethystic partition
function of Table 7 is easily decomposed into a part that receives contributions only from the
even part of the S-matrix and a part that receives contributions only from the odd part of
the S-matrix. The decomposition is as follows: even powers of x in Table 7 count parity even
structures while odd powers of x count parity odd structures.
The difference between the parity even part of the result reported in Table 7 and (6.18) is
−x6. As above this term reflects the fact that GS,1 = χ6, which continues to be well defined in
D = 7, is not captured by plethystic counting90.
Once we correct the plethystic result (by adding x6 to it to account for χ6), the even part
of the result reported in Table 7 agrees perfectly with the correct parity even partition function
(6.18).
90The difference is simply −x6 rather than x8 − x6 (as was the case in D ≥ 10) because χ8 is not counted - and
so is not over-counted - by the plethystic procedure in these dimensions.
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6.2.1 Parity odd S-matrices
We now turn to a study of the parity odd S-matrices in D = 7. As in subsubsection 6.1.2 we
proceed by guided guesswork and then use the results of plethystic counting to validate our guess.
The key insight of subsubsection 6.1.2 is that the symmetric square of photon module generators
play a special role in the gravitational module. In subsubsection 6.1.2 we only considered the
symmetric square of the parity even generators. Extending our considerations to parity odd
generators we obtain three parity odd elements of the gravitational module given by
HD=73,1 = O
D=7
S ⊗ E3,1, HD=73,2 = OD=7S ⊗ E3,2, HD=7S = OD=7S ⊗ ES. (6.24)
Recall that OD=7S is the unique parity odd photon local module generator in D = 7. It is
simply equal to the seven dimensional Chern-Simons term. The first two expressions in (6.24)
are of 7th order in derivatives, and transform in the 3. The last expression is of 9th order in
derivatives and transforms in the 1S. We have checked that the third expression in (6.24) is
not a linear combination of ‘descendants’ of the first two. Consequently all three expressions in
(6.24) are generators of the odd part of the local gravitational module. Note that the number
and representation content of the generators (6.24) matches the number and representation
content of the odd part of the bare module (see Table 3 and appendix D). As in subsubsection
6.1.2 it is thus natural to guess that (6.24) exhausts the space of odd generators in D = 7. We
proceed on this assumption - the correctness of this guess will be demonstrated by the agreement
with plethystic. If there are indeed no more generators, it is easy to check that the stringent
condition (2.32) is not obeyed so that the odd part of the local module is freely generated. We
thus tentatively predict that
ID=7, oddt = 2x
7Z3(x) + x
9ZS(x) (6.25)
The odd part of the plethystic partition function reported in Table 7 almost agrees with
(6.25); the difference between the plethystic result and (6.25) is -2x7 and is easy to understand.
It is a consequence of the fact that the first two generators in (6.24) cannot be written as products
of four Riemann tensor letters (even though all their ‘descendants’ can) and so these expressions
are not counted by the plethystic procedure. Once we correct the plethystic partition function
by adding in the contribution of these terms, it agrees perfectly with (6.25). This demonstrates
that (6.25) is indeed the correct partition function over odd S-matrices, and validates our guess
that the expressions in (6.24) are the only odd generators of the D = 7 module.
The explicit form of the most general parity odd D = 7 S-matrix is given in (K.48).
To end this subsection we explain how the non-linearly gauge invariant Lagrangians that
generate (K.48) may be determined. It is not difficult to obtain the Lagrangians dual to the
generators (6.24). In order to obtain these quantities we note that working on-shell and to linear
order in fluctuations, in the vierbein formulation of general relativity
(kµων(k)− kνωµ(k))ab ∝ Rµνab(k) ∝ Fµν(k)Fab(k) (6.26)
(6.26) can be used to find a linearization of the quantity (ωµ)ab. Up to gauge transformations
(ωµ)ab(k) = Aµ(k)Fab(k) (6.27)
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(it is easy to check that (6.27) implies (6.26); at least locally it follows that (6.26) in turn implies
that (6.27) holds up to gauge transformations). Using (6.27) and (6.26) it is easy to check that
the following linearizations hold
Tr(ω ∧ dω + 2
3
ω ∧ ω ∧ ω) ∧ Tr(R ∧R)]
∝ ∗(A1 ∧ F2 ∧ F3 ∧ F4)Tr(F1F2)Tr(F3F4) ∝ HD=73,1
Tr(ω ∧ dω ∧ dω ∧ dω) + 8
5
Tr(dω ∧ dω ∧ ω ∧ ω ∧ ω)
+
4
5
Tr(dω ∧ ω ∧ dω ∧ ω ∧ ω) + 4
7
Tr(ω ∧ ω ∧ ω ∧ ω ∧ ω ∧ ω ∧ ω)
+ 2Tr(dω ∧ ω ∧ ω ∧ ω ∧ ω ∧ ω)
∝ ∗(A1 ∧ F2 ∧ F3 ∧ F4)Tr(F1F3F2F4) ∝ HD=73,2
abcdefgRabαβRcαµν∂βRdeναRfgαµ
∝ ∗(A1 ∧ F2 ∧ F3 ∧ F4)Fαβ1 Tr(∂αF3∂βF2F4) ∼ HD=7S
Note that the third expression in (6.28) is a product of (derivatives of) four Riemann tensors.
The Lagrangians that generate the third generator listed in (6.24) are given by contracting
indices of the derivatives that act on each of these four Riemann tensors (as in, for instance, the
previous subsection).
On the other hand the situation with descendants of the first two (multiplets of) generators
of (6.24) is different. As the gauge invariant expressions for the Lagrangians dual to these
generators are not given as the products of four gauge invariant ‘letters (e.g. four Riemann
tensors)’, the prescription for obtaining (non-linearly) gauge invariant Lagrangians dual to the
descendants of these generators is less clear. In some ways this ‘puzzle’ is similar to that
encountered in subsubsection 6.1.1, and the resolution to this puzzle is also similar to that of
subsubsection 6.1.1. It is easy to find all the first level (i.e. two derivative) descendants of the
first two generators in (6.24). In each case - HD=73,1 and H
D=7
3,2 - there are 6 such descendants. It
is not difficult to recast the explicit expressions for each of these descendants in terms entirely
of products of field strengths (i.e. not involving explicit factors of the gauge non invariant Aµ).
It is thus possible to find a non-linearly gauge invariant Lagrangian dual to of each of these
two groups of level 1 descendants; the corresponding Lagrangians are quartic polynomials in
(derivatives of) Rµναβ. Consequently, non-linearly gauge invariant Lagrangians that give rise
to descendants of these level one descendants - i.e. any descendants of level 2 or higher in the
original module - are obtained, as usual, by contracting the indices of derivatives on these four
Riemann terms in pairs.
That is not, however, the end of the story. In each case the original module transformed
in a 3 and so had three generators. In each case the set of level one descendants transform
in the 2 · 2M + 1S + 1A and so are six in number. It follows that the modules generated by
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these new generators (which were level one descendants of the original generator) is not freely
generated but has relations. The generators of these relation modules occur at level two above
the generator of the original primary - or level one above the generators of the new module (the
analogue of M ′8 in subsection 6.1.1 ) - and are easily seen to transform in the 1A + 2M.
In summary, as in subsection 6.1.1 there are two different descriptions of the module gen-
erated by each of the first two terms in (6.24). The first simple description is that of a freely
generated module generated by the expressions in (6.24). The second consist of the special
seven derivative states listed in (6.24) plus the module generated by a 9 derivative primary in
the 6left (the new module is the analogue of M
′
8 in subsection 6.1.1; its primaries are the level
one descendants of the primaries of the original module) minus the states in the relation module
which is freely generated by 11 derivative primaries in the 2M plus the 1A. The fact that these
two descriptions are the same is captured by the true partition function identity
x7Z3(x) = x
7 + x9Z6left(x)− x11 (Z2M(x) + Z1A(x)) (6.28)
The second, more complicated, description for the module allows for a straightforward tran-
scriptions to Lagrangians.
While the algorithm for obtaining the (non-linearly gauge invariant) Lagrangians dual to
each of the generators of (6.24) is now clear, the final expressions are moderately lengthy, and
we do not provide an explicit listing of the corresponding Lagrangians, in the hope that the
interested reader would be able to re create these expressions without too much trouble.
6.3 D=6
6.3.1 Parity even
In D = 6 there are two changes in the space of 6 and 8 derivative generators of the even part
of the local graviton scattering module (see [38]). The obvious change is that GS,1 - which was
nonzero for all D ≥ 7 - vanishes identically for D ≤ 6.
The less obvious change in D = 6 goes as follows. Recall that at the algebraic level
G3,1 . . . G3,6, G3A and G3,9 were all completely independent for D ≥ 8. As explained above
in D = 7 (6.2) together with the vanishing of χ8, implied a linear equation between the La-
grangians G3,1 . . . G3,6, G3A and G3,9, and so between the 1S components of the generators ‘dual’
to these Lagrangians in the sense of subsubsection 4.4. In D ≤ 6 this relationship between the
1S components of the generators G3,1 . . . G3,6, G3A and G3,9 is enhanced to a similar relationship
between all components of the corresponding generators. In other words in D ≤ 6 the full 3
generator G3,9 is no longer independent of the generators G3,1 . . . G3,6, G3A , but can now be
written as a sum over the generators G3,1 . . . G3,6, G3A - see (6.3) for a formula. In six dimen-
sions the 2M part of the generator of G3,9 can be expressed as 2M of G3,1 . . . G3,6, G3A due to
vanishing of the LHS of (6.3) and the 1S part was already related to the 1S of the G3,1 . . . G3,6,
G3A due to vanishing of (6.2).
In subsubsection 6.1.1 we had two ways of generating the submodule of the local part of
the gravitational module generated by terms with 8 or fewer derivatives. The module M8 had
90
GS,1 as one of its generators and was freely generated. On the other hand the module M
′
8 did
not include GS,1 as a generator and consequently was not freely generated. For D ≤ 6 M8 and
M ′8 are simply identical as GS,1 vanishes identically. In D ≥ 7 the module M ′8 was not freely
generated because there was a ‘secret’ relationship between the 8 derivative 2Ms (see (6.5)).
This relationship led to relationships between the descendants of these 2Ms. For D ≤ 6 the fact
that |GS,1〉 vanishes identically turns (6.5) into the simpler equation
(|s〉, |t〉, |u〉) = 0 (6.29)
(the LHS is the linear combination of 4 R structures that would have been a descendant of χ6
for D ≥ 7). We can use (6.29) to simply remove G3,9 from the list of generators of M ′8. The
new module M8 is now freely generated by G3,1 . . . G3,6, G3A .
The end result of this slightly complicated discussion is simply that we continue to expect
the parity even part of the Graviton module to be freely generated in D = 6, but now with
one generator - namely χ6 - removed. This expectation is strengthened by the fact that we see
precisely the same reduction in bare structures (Table 3 and Appendix D). Our (slightly tentative
and to be conformed by comparison with plethystic) prediction for the partition function over
the parity even part of the D = 6 S-matrix
ID=6, event (x) = 5x
8Z3 + x
8Z6 + 2x
10Z3 + x
12Z1S (6.30)
The most general S-matrix and Lagrangian continue to be given by (K.46) and (K.47) but with
the function FGS,1(t, u) set equal to zero
6.3.2 Parity odd
In D = 6 (and every even dimension) parity odd and parity even S-matrices both contribute
terms even in x to the plethystic partition function. The contribution of parity odd and parity
even terms to the results of Table 7 cannot thus be easily disentangled. For this reason we need
to first analyze odd S-matrices before comparing our results with plethystic.
As in subsubsection 6.1.2 we can generate a submodule of the parity odd part of the D = 6
S-matrix by taking the direct product of the parity even and parity odd parts of the local photon
S-matrix modules. As in subsubsection 6.1.2 the direct product of generators of these photon
modules play a distinguished role in the corresponding product submodule. Recall that the
parity odd photon module has a single generator (see (5.37))
OD=6A = F
ab
1 ∗ (∂aF2 ∧ ∂bF3 ∧ F4). (6.31)
As the term in (6.31) is totally anti-symmetric, the tensor products of E3,1 and E3,2 with this
term transform in the 3A ≡ 2M ⊕ 1A. The explicit Lagrangians dual to these generators are
given by
HD=63A,1 ≡ OD=6A ⊗ E3,1 = abcdefR1µναβ∂αR2νµab∂βR3γδcdR4δγef
HD=63A,2 ≡ OD=6A ⊗ E3,2 = abcdefR1µναβ∂αR2νγab∂βR3γδcdR4δµef . (6.32)
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In addition to (6.32) there is a third set of 10 derivative generators that transform in the 3A;
these generators are given by
HD=63A,3 = 
abcdefF 1ab(∂cF
2
µν∂dF
3
ναF
4
αµ)(F
1
γδF
2
eρF
3
fρF
4
δγ) (6.33)
and are generated by the Lagrangian
abcdefRabγδ∂cRµνeρ∂dRναfρRαµδγ. (6.34)
We conjecture that the parity odd part of the local module is freely generated by the three
generators H3A,1, H3A,2 and H3A,3. Note that our guess matches the fact that the bare module
in this dimension also consists of 3 copies of the 3A. Note that the Lagrangians in (6.32) and
(6.33) themselves vanish as numbers because it they have no 1S part. However they do not
vanish as module generators in the sense of subsection (4.4).
Note that the tensor product of ES with the generator O
D=6
A also yields a parity odd module
element. This element transforms in the 1A; it is the completely antisymmetric part of the
generator dual to the 12 derivative Lagrangian
abcdefRµναβ∂µ∂αRδρab∂ν∂βRργcdRγδef . (6.35)
Assuming our conjecture is correct (6.35) must be a descendant of (6.34) and (6.32). We have
not explicitly checked this; it would be useful to do so.
The module prediction for the partition function over parity odd S-matrices is thus
ID=6 oddt = 3x
10Z3A(x) (6.36)
Remarkably enough the sum of the partition functions (6.36) and (6.30) exactly match the
D = 6 part of the the plethystic results reported in Table 7. This agreement is a consistency
check for all the guesses in our analysis of both the parity even and parity odd parts of the
D = 6 local module.
The explicit forms of the most general D = 6 parity odd S-matrices are given in (K.49), and
the Lagrangians that generate these S-matrices are listed in (K.50).
6.4 D = 5
6.4.1 Parity even
We have noted above that for D ≤ 6 generator G3,9 are not independent of G3,1 . . . G3,6, G3A .
In D = 5 there are further reductions (see [38]). It turns out, in particular, that the five eight
derivative LagrangiansG3,1 . . . G3,5 which lead to generators in the 3 are no longer independent of
each other but obey two linear relations (see (K.53) and (K.54) for details). These relations may
be used to remove two of the module elements - say G3,3 and G3,4 from the list of generators.
Remarkably enough we see a similar reduction in the number and representation content of
generators of the bare module in this dimension (see Table 3 and appendix D). We thus expect
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that the module continues to be freely generated (once again this guess is verified by the results
of plethystic counting below). In other words we tentatively predict that
ID=5, event (x) = 3x
8Z3 + x
8Z6 + 2x
10Z3 + x
12Z1S (6.37)
It is easy to check that (6.37) exactly matches the part of the D = 5 result reported in Table 7
that is even in x, confirming the guess that led to (6.37).
The most general parity even part of the S-matrix and Lagrangian continue to be given by
(K.46) and (K.47) but with the functions FG3,3(t, u) = 0 and FG3,4(t, u) = 0 set equal to zero.
6.4.2 Parity odd
There were are no parity odd photonic S-matrices in D = 5; as a consequence no parity odd
graviton S-matrices are generated by the direct product of photonic structures. Nonetheless
parity odd gravitational S-matrices do exist. We have verified that the lowest (derivative)
dimension generator for the parity odd part of the local module is
HD=53A = 
abcdeRαβcd∂α∂eRµνfg∂βRνµghRabhf = 
abcde
(
F 1αβ∂αF
2
µν∂βF
3
νµF
4
ab
) (
F 1cd∂eF
2
fgF
3
ghF
4
hf
)
.
(6.38)
This 11 derivative term transforms in 3A = 2M⊕1A. If (6.38) were to exhaust the set of parity
odd generators of the local module, then the number of generators and representation content
of the local module would match that of the bare module (see Table 3 and appendix D). This
leads us to guess that the parity odd part of the local module has no other generators, and that
this module is freely generated. This guess yields the following prediction
ID=5 oddt = x
11Z3A(x) (6.39)
It is easily verified that (6.39) agrees exactly with the part of the D = 5 result reported in Table
7 that is odd in x, verifying our guess for the structure of the odd part of the local module. The
most general parity odd S-matrix is listed in (K.55) and the corresponding Lagrangian is listed
in (K.56).
6.5 D = 4
6.5.1 Parity even
In D = 5 the independent generators of the parity even part of the local module were G3,1,
G3,2, G3,5, G3,6, G3,7, G3,8, G3A and GS,2. The list of parity even generators is further reduced
in D = 4 as follows. First, as noted in [38], G6 = G3,6 ⊕ G3A vanishes in D = 4. Next, as
again noted in [38], in D = 4 there is a new linear relationship between G3,1, G3,2 and G3,5
(see (K.59) for the exact relation). This relationship can be used to eliminate G3,2 from our
list of generators. Finally, and most subtly, in D = 4 the 10 derivative generators G3,7 and and
G3,8 both turn out to be ‘descendants’ of G3,1 and G3,5 (i.e. G3,7 and G3,8 lie in the module
generated by G3,1 and G3,5) (see (K.61) and (K.60)).
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It follows that the parity even part of the S-matrix module is generated by G3,1, G3,5 and
GS,2 (a total of 7 generators). We have verified that there are no further relations between these
generators themselves. However in this case the reduction in the number of generators of the
bare module is even greater (the bare module has 5 independent structures; one in the 3 and two
in the 1S see Table 3 and appendix D). As the local module has more generators than the bare
module it follows that it is not freely generated. This is not surprising. Recall G
(1)
3,1 = E
(1)
3,1⊗E(1)3,1
and G
(1)
3,5 = E
(1)
3,1⊗E(1)3,2 and from the discussion near equation (5.41) we know that E3,1 and E3,2
are not independent but obey the relation (5.41). Indeed (5.41) can be used to show that the
condition ∑
i=1,2,3
(
FG(i)3,1(t, u)G(i)3,1 + FG
(i)
3,5(t, u)G
(i)
3,5
)
= 0 (6.40)
has two independent families of solution
FG3,11 (t, u) = (−stu−
2
5
(
t3 + u3
)
)f(t, u), FG3,51 (t, u) = −4FG3,11 (t, u)
FG3,12 (t, u) = (2u2t2)g(t, u), FG3,52 (t, u) = −4FG3,12 (t, u). (6.41)
where g(t, u) and f(t, u) are arbitrary functions symmetric in the two arguments. It follows that
the relation module has two generators, both in the 1S, the first at 14 derivative order and the
second at 16 derivative order. The module prediction for the parity even part of the 4 Graviton
S-matrix is thus
ID=4, event (x) = 2x
8Z3 + x
12Z1S − x14Z1S − x16Z1S (6.42)
The most general parity invariant 4 graviton S-matrix in 4 dimensions (and corresponding
Lagrangian) can now be written down;
SET,4 =
1
4
(
FG3,1(t, u) [(p1p1q − p1q1p) (p2p2q − p2q2p) (p3r3s − p3s3r) (p4r4s − p4s4r)(
p1a
1
b − p1b1a
) (
p2a
2
b − p2b2a
) (
p3c
3
d − p3d3c
) (
p4c
4
d − p4d4c
)]
+ FG3,1(u, s) [3↔ 2] + FG3,1(s, t) [2↔ 4]
)
+
1
4
(
FG3,5(t, u) [(p1p1q − p1q1p) (p2p2q − p2q2p) (p3v3w − p3w3v) (p4v4w − p4w4v)(
p1r
1
s − p1s1r
) (
p2t 
2
u − p2u2t
) (
p3r
3
t − p3t 3r
) (
p4s
4
u − p4u4s
)]
+ FG3,5(u, s) [3↔ 2] + FG3,5(s, t) [2↔ 4]
)
+
1
16
(FGS,2(t, u))×[(
p1a
1
b − p1b1a
)
p2a
(
p2µ
2
ν − p2ν2µ
)
p3b
(
p3ν
3
α − p3α3ν
) (
p4α
4
µ − p4µ4α
)(
p1p
1
q − p1q1p
)
p2p
(
p2β
2
γ − p2γ2β
)
p3q
(
p3γ
3
δ − p3δ3γ
) (
p4δ
4
β − p4β4δ
)
+ (1↔ 2) + (1↔ 3) + (1↔ 4)] .
(6.43)
94
The most general descendant Lagrangian which gives rise to this is given by,
L4,E =
∑
m,n
(FG3,5)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂νj∂µiRpqrs
)
Rpqtu (∂µiRrtvw) (∂νiRsuvw)
)
+
∑
m,n
(FGS,2)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂µi∂νjRabpq
)
(∂p∂aRµνβγ) (∂q∂bRναγδ)Rαµδβ
)
+
∑
m,n
(FG3,1)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂µi∂νjRabpq
)
Rbaqp (∂µiRcdrs)
(
∂νjRdcsr
))
.
(6.44)
6.5.2 Parity odd
In D = 4, there are also two parity odd generators for the local module of S-matrices. One of
these be thought of as the tensor product H
D=4,(i)
3 = O
D=4,(i)
3 ⊗E(i)3,1. This term transforms in 3
of S3. In addition, there is a 12 derivative primary
HD=4S = 
abmnRmngh∂a∂gRcdij∂b∂hRdejkRecki = (∗F 1ab)Tr(∂aF 2∂bF 3F 4))((F 1αβ)Tr(∂αF 2∂βF 3F 4))
(6.45)
which transforms as 1S. We have 4 local generators while, as discussed in appendix D, the
bare module is of rank 2. There must exist relations in this case as well. It turns out that the
relations involve only the 3 components of H
D=4,(i)
3 and are independent of H
D=4
S . The relations
take the form ( ∑
i=1,2,3
FHD=4,(i)3 (t, u)HD=4,(i)3
)
= 0 (6.46)
with two families of solutions
FHD=431 (t, u) = (−2(t3 + u3)− stu)f(t, u)
FHD=432 (t, u) = (−4(t3u+ u3t) + 2t2u2)g(t, u). (6.47)
where g(t, u) and f(t, u) are arbitrary functions symmetric in the two arguments.
The relation module parameterized by the function f is headed by a 14 derivative primary
and transforms in the 1S representation. The relationship module parameterized by the function
g is headed by a 16 derivative primary and also transforms in the 1S. It follows that the partition
function over the parity even part of S-matrices is given by
ID=4 oddt = x
8Z3(x) + x
12Z1S(x)− x14Z1S(x)− x16Z1S(x). (6.48)
Remarkably enough the sum of the partition functions (6.48) and (6.42) exactly matches the
D = 4 plethystic partition function reported in Table 7, verifying the local S-matrix module
predicted above. The most general parity odd S-matrix is given by (K.64) and the corresponding
Lagrangian is given by (K.63).
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6.6 Regge growth of gravity S-matrices
In subsection 2.10 we have demonstrated that local S-matrices with 7 or more derivatives all
grow faster than s2 in the Regge limit. Of all the gravitational S-matrices that appear in the
lists provided in this section (in every dimension, and ranging over both parity even and parity
odd structures) there is only one that occurs at less than 7 derivative order. This is the S-matrix
that follows from χ6 (K.38) for D ≥ 7. This S-matrix is takes the schematic form stu×|b〉 where
|b〉 is a linear combination of the symmetric part of the bare generators listed in lines 1) and 2)
of Fig. 2. This S-matrix grows like s2 in the Regge limit.
It follows, in summary, that there are no local gravitational S-matrices that scale like s2 or
slower for D ≤ 6. For D ≥ 7 there is a unique S-matrix of this form, namely the S-matrix
(K.38).
6.7 Tree level 4-graviton S-matrix in string theory
Einstein gravity
In this section we reproduce the S-matrix coming from Einstein gravity in our basis. The
scattering amplitude for Einstein gravity is given by [40],
AEG4h =
−4κ2
stu
(
1
2
2.3 (s1.k34.k2 + t1.k24.k3) +
1
2
1.4 (s2.k43.k1 + t2.k13.k4)
+
1
2
2.4 (s1.k43.k2 + u1.k23.k4) +
1
2
1.3 (s2.k34.k1 + u2.k14.k3)
+
1
2
3.4 (t1.k42.k3 + u1.k32.k4) +
1
2
1.2 (t3.k24.k1 + u3.k14.k2)
−1
4
st1.42.3 − 1
4
su1.32.4 − 1
4
tu1.23.4
)2
(6.49)
In terms of notation introduced above,
S = −4κ
2
stu
(
1
32
G3,1 − 1
2
G3,6 +
1
16
G3,2 − 1
4
G3,5 +G3,4 +
1
2
G3,3)|1S . (6.50)
This implies that the following Lagrangian term reproduces the tensor structure of Einstein
gravity S-matrix. More precisely stu× AEG4h is reproduced by the following Lagrangian.
stuLEG4h ∝
1
32
(RpqrsRpqrs)
2 − 1
2
RpqrsRpqrtRuvwsRuvwt +
1
16
RpqrsRpqtuRtuvwRrsvw (6.51)
−1
4
RpqrsRpqtuRrtvwRsuvw −RpqrsRptruRtvwsRqvuw + 1
2
RpqrsRptruRtvuwRqvsw
Sometimes this Lagrangian is written as t16R
4 [37], where t16 is a sixteen index tensor which is
the square of eight index tensor t8 defined in (5.78).
LEG4h ∝ tµ1...µ8tν1...ν8Rµ1µ2ν1ν2 . . . Rµ7µ8ν7ν8 . (6.52)
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Type II
The 4-graviton amplitude in Type II superstring theory is given by [36]
Ass4h = h(s, t, u, α
′)AEG4h (6.53)
Hence this index structure is reproduced by the same Lagrangian term which reproduces Einstein
gravity up to momentum factors.
7 Exchange contributions
The most general classical (i.e. tree level) four particle S-matrix that follows from a local
Lagrangian is given as the sum of two kinds of terms. These are
• Local S-matrices (i.e. S-matrices that are polynomials in the variables i, ki). These S-
matrices, which have their origin in local contact type interactions in the Lagrangian, have
been the focus of this paper so far.
• Pole terms that come from the exchange of an intermediate particle.
In the earlier sections of this paper we have performed an exhaustive classification of local S-
matrices for four scalar, four photon and four graviton scattering. In this section we will present
a preliminary discussion of the pole contributions.
Consider for instance, a four graviton (gggg) scattering amplitude. Consider the pole con-
tribution to this amplitude from the exchange of a particle P of mass m that transforms in the
representation P of the massive Lorentz little group SO(D − 1). The most important thing
about this amplitude is that the residue of its pole is completely fixed by the on-shell three
particle S-matrix ggP 91. It follows that the most general S-matrix that comes from a local
Lagrangian is characterized by the masses and spins of the exchange particles P together with
the three point (ggP ) couplings - in addition to the data that specifies polynomial S-matrices.
In order to complete the classification of polynomial (e.g. 4 graviton) S-matrices presented
earlier in this paper into a complete classification of all S-matrices that could possibly originate
in local Lagrangians, all we need to do is to work out all possible ggP couplings, and stitch two
of these couplings together through the propagator for the particle P . Every element in this
program is straightforward to carry through. It is easy to list the representations P of P that
91Let s = −(k1 + k2)2 denote the exchange momentum. The full exchange diagram involves an intermediate
off-shell P particle of squared mass s- and so is completely specified only once we are given a ‘generalized’
three point amplitude in which the gravitons are on-shell but the particle P is off-shell. However all off-shell
extensions of the same on-shell amplitude agree when s = m2. Moreover these three point amplitudes are
polynomial in momenta, so the difference between the numerators exchange diagram built out of any two
distinct off-shell extensions of the same on-shell 3 point function contains at least one factor of (s−m2). This
overall propagator cancels the pole originating from the exchange propagator, and we are left with a polynomial
S-matrix.
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can have nonzero on-shell three point functions with our scattering particles92. It is also not
difficult to enumerate the most general kinematically allowed on-shell three point functions. The
spin P propagator is given simply by the projection - in index space - onto the representation
space P (in the D − 1 dimensional space orthogonal to k1 + k2 ) divided by s − m2. Sewing
these elements together allows us to explicitly construct the most general pole contributions to
S-matrices93.
In this paper we will not systematically carry through the program outlined in the previous
paragraph; we leave this exercise for future work. In this section and Appendix L we first
present a few sample computations of tree level four point exchange S-matrices. In particular
in Appendix L we present
• The most general pole contribution to four scalar scattering.
• One family of photon photon spin S exchange contributions to four photon scattering,
including, in particular the unique scalar exchange contribution to this process.
• One family of graviton graviton spin S exchange contributions to four graviton scattering,
including, in particular the unique scalar exchange contribution to this process.
In the main text below we also compute and present results for
• The most general graviton exchange contribution to four graviton scattering.
• The most general massive scalar exchange contribution to four graviton scattering.
• The most general massive spin two exchange contribution to four graviton scattering.
The main focus of our discussion in this section is the Regge growth of exchange contributions
to S-matrices. As in the case of contact interactions discussed earlier in this paper, we are
particularly interested in classifying those exchange contributions to 4 particle scattering that
grow no faster than s2 in the Regge limit. 94 It is very easy to see that the exchange of a
massive particle of spin J 95 in the t channel yields a contribution to scattering that cannot
grow faster than sJ . 96 Moreover we expect that this inequality is generically saturated - i.e.
that spin J exchange in the t channel will grow like sJ in the Regge limit (see Appendix L for
92For instance for scalar P scattering can be nonzero only if P transforms in the traceless symmetric represen-
tation with an even number of indices.
93When P is itself a graviton there are some minor additional complications, as we will see below.
94More generally we would like to classify those exchange contributions which grow no faster than s2 in the
Regge limit after being combined with suitable polynomial S-matrices of the sort we have enumerated earlier
in this paper. Any such combination of an exchange S-matrix plus a ‘local counterterm subtraction’ reflects
an addition to four particle scattering that is not ruled out by the CRG conjecture.
95Any massive exchanged particle transforms under some representation of the little group SO(D − 1). There
representations can be labelled by Young Tableaux. We say that a particle has spin J if the length of the
largest row in the Young Tableaux labelling that particle is J .
96The reason for this is as follows. In the t channel, the scattering particles are grouped into those with momenta
k1, k3 and those with momenta k2, k4. Contraction of momenta within a group - e.g. the dot products k1.k3 -
produces factor of t but never of s. Moreover the unique contraction of momenta between two groups - which
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examples). We thus expect that the exchange of spin J particles with J > 2 will always violate
the CRG conjecture; note that this violation is non polynomial in t and so cannot be canceled
by a local counterterm. This discussion applies equally well to the scattering of scalars, photons
and gravitons.
Let us now turn to the exchange of particles with spin ≤ 2. The t channel contributions to
such exchange processes are always consistent with the CRG conjecture. However the question of
whether the s and u channel contributions to exchange contributions violates the CRG conjecture
depends on the nature of the external particle. In Appendix L we demonstrate that spin zero
and spin 2 exchange contributions to four scalar and four photon scattering are both consistent
with the CRG conjecture even in the s and u channels. Quite remarkably, however, the explicit
computations presented in subsections 7.2 and 7.1 demonstrate that the same is not true for four
graviton scattering. In four graviton scattering all possible (non Einstein) exchange of massless
gravitons, massive scalars and massive spin 2 particles violate the CRG conjecture in a way that
cannot be fixed by a local counterterm.
Why did the sample low spin exchange contributions that we have explicitly computed violate
the CRG conjecture for the case of external gravitons? The key point here is that three point
ggP S-matrices appear always to be generated by Lagrangian couplings of (derivatives of) two
factors of the Riemann tensor to the particle P ; consequently the three point couplings are
always at least 4 derivative order in derivatives. 97 Assuming this to be the case, in subsection
7.3, we have given an argument that demonstrates that such exchange contributions always
violate the CRG conjecture in a way that cannot be canceled by local counterterms, at least in
D ≤ 6. The argument of subsection 7.3 applies to every exchange contribution including those
that we have not explicitly computed.
7.1 4 Graviton scattering from graviton exchange
In this section we construct and study all possible graviton exchange contributions to four
point scattering amplitudes of gravitons. As we have explained above, the pole contributions
to these exchange diagrams is given by sewing on-shell three point functions through graviton
propagators. The kinematically allowed on-shell 3 point functions for gravitons have been listed
in (4.22) , (4.23), (4.24) (in the exceptional case d = 4 the amplitude (4.23) is replaced by a
parity odd six derivative structure - we will not separately consider this special case). For the
happens through the propagator of the exchanged particle - is (k1 − k3).(k2 − k4). If the exchanged particle
has no more than J symmetrized indices, there cannot be more than J factors of (k1 − k3).(k2 − k4), simply
because the original three point function between two scattering particles and the exchanged particle could
not have had any vector - in this case k1 − k2 - contract with more than J indices of the exchanged particle.
See Appendix L for examples and more details.
97The assumption of this section - namely that ggp couplings are always 4 derivative or higher - can, easily
be verified by algebraic means - i.e. by simply constructing all gauge invariant ggP three point scattering
amplitudes. We leave this straightforward (but potentially lengthy) exercise to future work.
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convenience of the reader we reproduce the relevant expressions here9899.
AR = (1.23.p1 + 1.32.p3 + 2.31.p2)
2 (7.1)
AR
2
=(1 ∧ 2 ∧ 3 ∧ k1 ∧ k2)2 (7.2)
AR
3
= F 1abF
2
abF
2
cdF
3
cdF
3
efF
1
ef + perm. (7.3)
The graviton propagator is simple; it is
Gµν,ρσ =
1
k2
(
1
2
(ηµρηνσ + ηνρηµσ) − 1
D − 2 ηµνηρσ
)
. (7.4)
We will now use (7.1) and (7.4) to obtain the graviton exchange contribution for the four point
functions in a theory whose (ggg) three point function is given by
A = αRA
R + αR2A
R2 + αR3A
R3 . (7.5)
The general exchange S-matrix takes the form
A = α2RAR−R+αRαR2AR−R2 +αRαR3AR−R3 +α2R2AR2−R2 +αR2αR3AR2−R3 +α2R3AR3−R3 (7.6)
Note that the structures AR
2
and AR
3
are gauge invariant off-shell (i.e. without using k2i = 0).
It follows that exchange diagrams that sew two of these vertices together - i.e. AR2−R2 , AR2−R3
and AR3−R3 - are automatically gauge invariant separately in each channel. In other words
these three amplitudes are can be evaluated using the same sewing process utilized when the
exchanged particle is not a graviton but another particle100101.
The sewing process is easily performed in each channel: we find
98The R2 and R3 three point functions are sometimes quoted as
AR
2
= 2(1.23.p1 + 1.32.p3 + 2.31.p2)(1.p22.p33.p1)
and
AR
3
= 6(1.p22.p33.p1)
2
On-shell these expressions agree with those listed in (7.1). However the form of the expressions in (7.1) has
the added advantage that they are off-shell gauge invariant (i.e. gauge invariant without needing to use the
conditions k2i = 0.
99As remarked in the footnote of section 4.1.3, the Gauss-Bonnet term vanishes in D = 4 but a new parity odd
term appears that contributes to graviton three point function.
100In particular each of the amplitudes AR2−R2 , AR2−R3 and AR3−R3 can be decomposed admits a gauge
invariant decomposition into a piece that has an s pole, a piece that has a t pole and a piece that has a u
pole.
101On the other hand exchange pieces that involve one or two R vertices (i.e. terms proportional to one or two
powers of αR) cannot, in general, be decomposed as described above in a gauge invariant manner. This term
is best written in the form Bstu where B is a gauge invariant polynomial.
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AR2−R2 =
{
SG6 + SG3,1 ,
FG6(t, u) = 1
8s
,FG3,1(t, u) = −D
32(D−2)s
AR2−R3 =

SG3,6 + SG3,5 + SG3,1 + SG3,2 + SG3,7 + SG3A ,
FG3,6(t, u) = 3
8
, FG3,5(t, u) = −3
16
, FG3,1(t, u) = −3(D+2)
64(D−2) ,
FG3,2(t, u) = 3
32
, FG3,7(t, u) = 3
2s
, FG3A (t, u) = −12(t−u)
64s
.
AR3−R3 =

SG3,6 + SG3,5 + SG3,1 + SG3,2 + SG3,7 + SG3A ,
FG3,6(t, u) = 9s
32
,FG3,5(t, u) = −9s
32
,FG3,1(t, u) = −9(t2+u2+Dut)
64(D−2)s ,FG3,2(t, u) = −9s128 ,
FG3,7(t, u) = −9
4
, FG3A (t, u) = −9(t−u)
32
.
These S-matrices (7.7) are formally generated by the non local Lagrangians
(stu)AR2−R2 ∝
(
− D
4(D − 2)∇µ∇νRpqrsRpqrs∇
µRabcd∇νRabcd+2∇µ∇νRpqrsRpqrt∇µRuvwt∇νRuvws
)
(7.7)
(stu)AR2−R3
∝
(
6 ∇x∇y∇µRpqrs∇µRpqrt∇xRuvwt∇yRuvws − 12 ∇x∇y∇µRpqrsRpqrt∇x∇µRuvwt∇yRuvws
+ 6 ∇x∇y∇µRpqrsRpqtu∇x∇µRrtvw∇yRsuvw + 3(D + 2)
2(D − 2)∇x∇y∇
µRpqrsRpqrs∇x∇µRpqrs∇yRpqrs
+
3
2
∇x∇y∇µRpqrs∇µRpqtu∇xRtuvw∇yRrsvw + 12 ∇x∇yRµνab∇aRνµmn∇b∇xRαβnp∇yRβαpm
)
(7.8)
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(stu)AR3−R3
∝
(
− 36∇a∇b∇µ∇νRpqrs∇µRpqrt∇a∇νRuvwt∇bRuvws
− 18∇a∇b∇µ∇νRpqrsRpqtu∇a∇µ∇νRrtvw∇bRsuvw − 18∇b∇a∇µ∇νRpqrsRpqtu∇a∇µRrtvw∇ν∇bRsuvw
− 9
D − 2∇
a∇b∇µ∇νRαβcdRαβcd∇aRpqrs∇b∇µ∇νRpqrs
− 9D
2(D − 2)∇
a∇b∇µ∇νRαβcdRαβcd∇a∇µRpqrs∇ν∇bRpqrs + 9
2
∇b∇a∇µ∇νRpqrs∇µ∇νRpqtu∇bRtuvw∇aRrsvw
− 72∇l∇k∇γRµνab∇aRνµmn∇γ∇b∇kRαβnp∇lRβαpm
)
(7.9)
We now turn to the evaluation of the remaining three amplitudes; AR−R, AR−R2 and AR−R3 .
These amplitudes are distinguished by the fact that they sew diagrams including at least one
copy of the amplitude AR, which is gauge invariant on-shell but not off-shell. As the exchange
diagram includes an off-shell propagator, the corresponding diagrams are not gauge invariant.
Note that this complication is a direct consequence of the fact that the exchanged particle
is, itself, a graviton - rather than some completely different particle. This is why the three
point functions are not automatically gauge invariant when the exchanged particle is off-shell.
It follows that the three exchange diagrams discussed in this paragraph cannot be computed
simply by sewing the corresponding three point functions with the graviton propagator. In order
to recover gauge invariance we must also add in the contribution of contact 4 point terms from
the Einstein action (in the case of AR−R), the contribution of the contact term of the Gauss-
Bonnet action (in the case of AR−R2) and the contribution of the contact term from Riemann
cube action (in the case of AR−R3)102. A direct computation of four graviton tree level scattering
matrix starting with the Lagrangian
S =
∫ √
g (αRR + αR2(R
2 − 4RµνRµν +RµνρσRµνρσ) + αR3RµνρσRµνabRab ρσ ), (7.10)
is algebraically intensive. We use a different method.
We first note that the full gauge invariant result for each of AR−R, AR−R2 and AR−R3 is
given by the sum of a term with an s pole, a term with a t pole, a term with a u pole and a
polynomial contact term. Every such S-matrix can be manipulated into the form∑
i βiSi
stu
(7.11)
102For example, consider the R−R2 exchange which occurs at O(αRαR2). There is a polynomial contribution to
this exchange diagram from the Gauss bonnet term to fourth order in perturbation. Together the exchange
diagram and the contact piece are gauge invariant.
102
Here Si are the most general local gauge invariant S-matrices at 8 derivative order (in the case
of AR−R), 10 derivative order (in the case of AR−R2), and 12 derivative order (in the case of
AR−R3). Recall that we have already explicitly constructed a basis of all such local S-matrices
in section 6 above. βi are the as yet unknown constant coefficients of these basis structures.
In order to determine the as yet unknown constants βi we now impose the following con-
ditions. The expression (7.11) is a meromorphic function i and ki. Holding i and all other
components of ki constant, for a moment, we note that (7.11) has a pole in the variable s. We
impose the condition that the residue of this pole is the residue of the s channel exchange dia-
gram obtained by sewing the relevant 3 point functions through the graviton propagator (this
residue is gauge invariant, because it only samples the 3 point functions when all participating
particles are on-shell). This condition unambiguously determines all βi coefficients in the case
of the amplitudes AR−R and AR−R2 . The fact that these two amplitudes are unambiguously
determined by their poles is easy to understand. These amplitudes are, respectively, of homo-
geneity 2 and 4 in derivatives. An ambiguity in these amplitudes would be a gauge invariant
2 or 4 derivative polynomial S-matrix, and we have demonstrated above that no such S-matrix
exists.
On the other hand the amplitude AR−R3 is of homogeneity 6 in derivatives, and so is de-
termined by its poles only up to the addition of the unique 6 derivative local gauge invariant 4
graviton S-matrix (K.38). Algebraically we do indeed find that βi are determined only up to this
ambiguity103. In reporting our answer below we make an arbitrary choice to fix this ambiguity.
Our final results are
103The fact that βi are determined only up to this ambiguity is very natural from a Lagrangian viewpoint.
While the Lagrangians that gave rise to the Einstein and Gauss-Bonnet 3 point functions were unique, the
Lagrangians that give rise to the R3 3 point function have a one parameter ambiguity, parameterized by the
coefficient of the second Lovelock terms - which is an R3 term whose contribution to the 3 graviton S-matrix
vanishes. It is thus clear that the 4 point function that follows from the exchange of such a vertex has a
contribution from the 2nd Lovelock term with an undetermined coefficient.
103
AR−R =

SG3,6 + SG3,5 + SG3,3 + SG3,4 + SG3,1 + SG3,2 ,
FG3,6(s, t) = −1
64stu
, FG3,5(t, u) = −1
32stu
, FG3,3(t, u) = −1
32stu
,
FG3,4(t, u) = −1
8stu
,FG3,1(t, u) = 1
256stu
,FG3,2(t, u) = 1
128stu
,
AR−R2 =

SG3,6 + SG3,5 + SG3,3 + SG3,4 + SG3,8 + SG3,7 + SG3A ,
FG3,6(s, t) = 1
32tu
, FG3,5(t, u) = −1
16tu
, FG3,3(t, u) = 1
4tu
,
FG3,4(t, u) = 1
4tu
,FG3,8(t, u) = 1
stu
,FG3,7(t, u) = −1
4stu
,FG3A (t, u) = −(t−u)
32stu
AR−R3 =

SG3,6 + SG3,5 + SG3,3 + SG3,4 + SG3,1 + SG3,2 + SG3,8 + SGS,2 + SG3A ,
FG3,6(t, u) = −3s2+2t2+2u2
128stu
, FG3,5(t, u) = 3
64s
, FG3,3(t, u) = −2tu−10s2
64stu
,
FG3,4(t, u) = 5
16s
,FG3,1(t, u) = 3tu+s2
512stu
,FG3,2(t, u) = −tu−s2
256stu
,FG3,8(t, u) = −1
tu
,
FGS,2(t, u) = −1
3stu
,FG3A (t, u) = −s(t−u)
128stu
.
(7.12)
The non-local effective Lagrangians that generate these amplitudes are
(stu)AR−R ∝
(
1
32
(RpqrsRpqrs)
2 − 1
2
RpqrsRpqrtRuvwsRuvwt +
1
16
RpqrsRpqtuRtuvwRrsvw
− 1
4
RpqrsRpqtuRrtvwRsuvw −RpqrsRptruRtvwsRqvuw + 1
2
RpqrsRptruRtvuwRqvsw
)
(stu)AR−R2 ∝
(
− 2 (∇µRpqrsRpqrt∇µRuvwtRuvws) + 2(∇µRpqrsRpqtu∇µRrtvwRsuvw)
− 8 (∇µRpqrs∇µRptruRtvuwRqvsw)− 8 (∇µRpqrs∇µRptuwRtvwsRqvru)
− 8Rαβab∇aRβγcd∇bRγδdeRδαec + 2Rαβab∇aRβαcd∇bRγδdeRδγec
) (7.13)
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Exchange Regge behavior (large s, fixed t) Regge behavior after subtraction
AR−R s2/t -
AR−R2 s2 -
AR−R3 s2t -
AR2−R2 s3 -
AR2−R3 s4 s3t
AR3−R3 s5 s4t
Table 8: Regge behavior of exchange diagrams
(stu)AR−R3 ∝
(
(−∇µ∇νRpqrs∇µ∇νRpqrtRuvwtRuvws + 2∇µ∇νRpqrsRpqrt∇µ∇νRuvwtRuvws
+∇µ∇νRpqrs∇νRpqrt∇µRuvwtRuvws) + 3
2
∇µ∇νRpqrsRpqtu∇µRrtvw∇νRsuvw
− 10∇µ∇νRpqrs∇µ∇νRptruRtvuwRqvsw − 11∇µ∇νRpqrs∇νRptruRtvuw∇µRqvsw
+ 10∇µ∇νRpqrs∇µRptuw∇νRtvwsRqvru + 1
8
∇µ∇νRabcdRabcdRpqrs∇µ∇νRpqrs
+
5
16
∇µ∇νRabcdRabcd∇νRpqrs∇µRpqrs − 1
4
∇µ∇νRpqrs∇µ∇νRpqtuRtuvwRrsvw
− 3
8
∇µ∇νRpqrs∇νRpqtuRtuvw∇µRrsvw − 32∇µRαβab∇µ∇aRβγcd∇bRγδdeRδαec
− 8
3
Rabcd∇a∇cRαβγδ∇b∇dRβµδνRµανγ
)
(7.14)
While it is not manifest from the expressions above, we have checked that all scattering am-
plitudes involving the Gauss-Bonnet 3 point function vanishes for D = 4 , as expected (recall
the Gauss-Bonnet Lagrangian is topological in 4 dimensions; in particular its contribution to 3
graviton scattering vanishes).
Regge growth
The Regge behavior of the amplitudes constructed in this section is easily determined104. In
every case the ‘t channel contributions’ (i.e. the terms in the S-matrix that are non polynomial in
t when expressed as functions of particle momenta and i) grow no faster than s
2, consistent with
the fact that we are studying the exchange of a spin 2 particle. All other contributions to the S
104As usual one obtains the Regge behavior by explicitly decomposing the polarizations into transverse and
parallel components using (2.11) and (2.13) and evaluating the resulting S-matrix at large s, keeping t fixed.
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matrix are analytic in t. It follows from dimensional analysis that these remaining contributions
can grow no faster than s (in the case of AR−R), or s2 (in the case of AR−R2). Dimensional
analysis would have allowed AR−R3 s3 growth but we find that the amplitude actually grows
more slowly like s2t.
In the case of AR2−R2 the sum of s and u channel exchanges gives rise to an S-matrix that
is 6th order in derivatives and grows like s3 - and so faster than s2 - in the Regge limit. It is
easy to see that this faster than s2 growth cannot be canceled by a local counter-term. This
can be seen in two equivalent ways. First, in our exhaustive classification of local counter-terms
earlier in this paper there is only one S-matrix that is of sixth order in derivatives, and this
S-matrix grows like s2t rather than like s3 in the Regge limit. Equivalently, we have explicitly
constructed the Lagrangian that gives rise to the AR2−R2 S-matrix (see (7.7)) and it simply is
not local, even in the Regge limit.
In the case of AR3−R3 the S-matrix is 10th order in derivatives and grows like s5 - and so
considerably faster than s2 - in the Regge limit. This growth can be slightly ameliorated by
counter-term subtractions. The explicit S-matrix for this term is listed in (7.7). Notice that
in (7.7) the functions F are all polynomials. It follows that all the contributions from these
functions can be canceled by local counter-terms. The only piece in AR3−R3 that cannot be
cancelled by a local counter-term is the part of the S-matrix parameterized by FG3,1(t, u) =
−9(t2+u2+Dut)
64(D−2)s . After a further local counter-term subtraction we are left with FG3,1(t, u) ∝ tut+u .
In both the u and the s channels the subtracted FG3,1(t, u) is now proportional to t in the Regge
limit, resulting in a (maximally subtracted ) scattering amplitude that scales like s4t in the
Regge limit.
Finally, in case of AR2−R3 the explicit S-matrix (see (7.7)) is of 8 derivative order and grows
like s4. Once again counter-term subtractions can be used to reduce this growth down to s3t. In
particular, the contribution to this S-matrix from FG3,7(t, u) = 3
2s
- a term which clearly cannot
be cancelled by a local counter-term - grows like s3t. It follows that local counter-terms cannot
be used to further reduce the Regge growth of this S-matrix.
Our final results are summarized in Table 8. Plugging the results of Table 8 into (7.6) we
conclude that the only graviton exchange contributions (7.6) that grow no faster than s2 in the
Regge limit are those with αR2 = αR3 = 0
105106.
The uniqueness of Einstein gravity three point function has also been argued in [8] on account
of violation of the “superconvergence sum rule” for non-zero αR2 or non-zero αR3 .
7.2 4 graviton scattering from exchanges of massive particles
In this section we compute the pole contributions to four graviton scattering from
• The exchange of a massive scalar.
105While AR−R,AR−R2 and AR−R3 grow like s2 the remaining 3 amplitudes grow faster than s2. The fact that
the coefficient of AR2−R2 must vanish forces αR2 to vanish. The fact that the coefficient of AR3R3 must also
vanish forces αR3 to vanish.
106Also note that the six derivative contact term ambiguity that one encounters in AR−R3 , scales as stu and
hence is Regge allowed.
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• The exchange of a massive spin 2 particle.
• The exchange of a massive spin l particle, assuming that the graviton - graviton - spin l
three point S-matrix takes one of three kinematically allowed forms.
The chief qualitative observation we will make is that (in contrast with the scalar and photon
case) all of the exchange contributions to four graviton scattering that we compute grow faster
than s2 in the Regge limit even after accounting for possible local counter-term subtractions.
7.2.1 Massive scalar exchange
A three point scattering amplitude between two gravitons and a scalar is a polynomial in 1, 2,
k1 and k2 that is of second order in 1 and 2 and is also invariant under the Bose flip 1↔ 2 of
the external gravitons. We consider three point functions for which the external gravitons are
on-shell but the higher spin particle is allowed to be off-shell (or, equivalently, is of indeterminate
mass). In other words the expressions we construct will not be functions of p21 and p
2
2 (because
these vanish) but will be allowed to depend on p1.p2. The most general expression that meets
these conditions is given by
A(1.p2)
2(2.p1)
2 +B(1.2)
2 + C(1.2)(1.p2)(2.p1) (7.15)
Where A, B and C are arbitrary functions of p1.p2. The requirement that the S-matrix also
enjoys invariance under i → i + ciki fixes the three point function to take the form
A(1.p2 2.p1 − p1.p2 1.2)2 = ARµναβ1 Rµναβ2 (7.16)
where, once again, A is an arbitrary function of p1.p2. (7.16) is off-shell gauge invariant for every
choice of the function A. Different choices of A yield four graviton exchange amplitudes that
differ only in polynomial pieces. For simplicity we choose A to be a constant. The Lagrangian
that generates the scattering amplitude (7.16) is given by
RabcdR
abcdφ (7.17)
where φ is the massive scalar field.
The S-matrix that follows by stitching together two copies of (7.16) through a scalar prop-
agator is proportional to SG3,1 (see (K.1)) with
FG3,1(t, u) = 1
s−m2 . (7.18)
The S-matrix described above is formally generated by the non local Lagrangian
A = 1
s−m2
(
RabcdRabcdRpqrsRpqrs
)
. (7.19)
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Regge growth
In the Regge limit i.e. large s fixed t, it is easily verified that the amplitude (7.18) grows like
s3. To be precise, we analyze the Regge behavior from each channel :
Ss →s3
(
(−1 + ⊥1 · ⊥2 )2(−1 + ⊥3 · ⊥4 )2
)
(7.20)
St →t4
(
(−1 + ⊥1 · ⊥3 )2(−1 + ⊥2 · ⊥4 )2
)
(7.21)
Su →− s3
(
(−1 + ⊥1 · ⊥4 )2(−1 + ⊥2 · ⊥3 )2
)
. (7.22)
Notice that the t channel contribution grows like s0 (in agreement with general expectations
for the t channel growth in the exchange of a spin zero particle)., The leading Regge growth is
from the s and u channel, but they arise with opposite signs, and naively we may think that
they might cancel. However, their growth comes with different polarization vectors, and hence
cannot cancel for generic choice of the polarization vectors. Hence, the Regge growth for the
amplitude is s3, which arises from s and u channels. In the Regge limit FG3,1(t, u) = 1
s
. The
only available 6 derivative local counter-term is GS,1, and the S-matrix it gives rise to does not
cancel that coming from (7.18). It follows that the s3 Regge growth from scalar exchange is
irreducible (i.e. cannot be further reduced by local counter-term subtraction).
7.2.2 Massive spin 2 exchange
We now consider the contribution of an exchange of a massive spin two particle to four graviton
scattering. The massive spin 2 field Sµν is symmetric and traceless. We take its polarization
tensor to be µ3
ν
3 and its momentum to be p3. Note that 3.3 = 0 and p3.3 = 0.
The independent data for the scattering amplitude is given by five vectors; p1, p2, 1, 2
and 3. Recall that the final S-matrix is a scalar. Any scalar built out of a set of vectors is
a polynomial in the seven independent dot products of these vectors We start by writing the
Lorentz invariant building blocks involving the three particles :
A1 = 1.p2 A2 = 2.p1 A3 = 3.(p1 − p2)
b12 = 1.2 b23 = 2.3 b13 = 1.3 (7.23)
Note that A3 is antisymmetric under 1 ↔ 2. The most general polynomial built out of
(7.23) that is of homogeneity two in each of 1, 2 and 3 and also has the 1↔ 2 Bose exchange
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symmetry is a linear combination of the structures
A = b12b23b13 (7.24)
B = b13b23A1A2
C = b213A
2
2 + b
2
23A
2
1
D = b23b12A1A3 − b13b12A2A3
E = A23b
2
12
F = A3b23A2A
2
1 − A3b13A1A22
G = A23A1A2b12
H = A23A
2
1A
2
2
where the coefficients of the linear combination are arbitrary functions of p1.p2. It is not difficult
to verify that only two linear combinations of (7.24) are invariant under 1 → 2 + c1p1 and
2 → c2p2. One of the two gauge invariant S-matrices occurs at four derivative order and is
given by (p1.p2)
2A− (p1.p2)B − 12(p1.p2)D − 14(p1.p2)E + 12F + 14G, or more explicitly by(
p1.2p2.1− p1.p21.2
)(
1.3
(
p1.2p2.3− p1.p22.3
)
+ p1.3
(
p2.12.3− 1.2p2.3
))
(7.25)
The 3 particle S-matrix (7.25) may be rewritten in terms of field strengths as
F ab1 F
ab
2 F
cµ
1 F
cν
2 S
µν (7.26)
The Lagrangian that yields this 3 point function is :
RabcµR
abc
νS
µν (7.27)
It is not difficult to check that the 3 point function (7.25) may, in fact, be rewritten as
(1 ∧ 2 ∧ 3 ∧ p1 ∧ p2)2 (7.28)
and so is identical in structure to the 3 graviton scattering amplitude from the Gauss-Bonnet
term (4.23).
There is another gauge invariant combination of the building blocks, at the level of six
derivatives, which is 1
2
(p1.p2)
2E − (p1.p2)G+ 12H, or more explicitly by
A6 = (p1.3 p2.3)(p1.2p2.1 − p1.p21.2)2 (7.29)
In terms of the Field strength , the above structure becomes :
− pµ1F ab1 F ab2 pν2F cd1 F cd2 Sµν (7.30)
The Lagrangian structure which yields this 3 point function is :
B = ∇µRabcd∇νRabcdSµν (7.31)
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Formally defining F µν3 it is not difficult to verify that A6 may be rewritten as
A6 ∝ (TrF1F2F3)2 (7.32)
and so is the analogue of the 3 graviton scattering amplitude (4.24).
Note that the three point functions from (7.27) and (7.31) are both gauge invariant even
off-shell (i.e. without using p21 = p
2
2 = 0)
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In summary, there are exactly two graviton- graviton - massive spin-2 3-point functions. The
first is the analogue of the Gauss-Bonnet 3 point coupling for three gravitons. The second is
the analogue of the Riemann cube 3 point coupling for 3 gravitons. In the case that particle
3 is massive, there is no analogue of the Einstein 3 point coupling for 3 gravitons. At least at
the algebraic level the lack of a structure analogous to the Einstein 3 graviton coupling is a
consequence of the fact that that (4.22) is gauge invariant only on-shell; the manipulations that
ensure this make crucial use of the fact that p23 = 0 and have no extension to p
2
3 6= 0108.
In summary, the most general 3 point function is given by
α4A4 + α6A6 (7.33)
The most general massive spin two exchange contribution to four graviton scattering is thus
given by by stitching these two three point functions with a massive spin-2 propagator
Pµ1µ2,ν1ν2(p) =
1
p2 +m2
(
1
2
(
θµ1ν1θµ2ν2 + θµ1ν2θµ2ν1
)
− 1
D − 1θµ1µ2θν1ν2
)
(7.34)
and yields a 4 graviton scattering amplitude of the form
A = α24A4,4 + α4α6A4,6 + α26A6,6 (7.35)
107In fact the amplitudes are even formally off-shell gauge invariant under fictitious gauge transformations for
the particle 3. This observation is not really physical as, on-shell, the transformation 3 → 3 + p3 does not
preserve the condition 3.p3 = 0 as particle 3 is massive.
108Under the gauge transformation 1 → 1 + λp1, this is proportional to
(p1 · p22 · 3)
which vanishes only on-shell. Hence there are no possible gauge-invariant massive deformations of the three
point function coming from Einstein gravity.
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The explicit expressions for A4,4, A4,6 and A6,6 are easy to obtain and are given by
AA−A =
{
SG3,6 + SG3,1 ,
FG3,6(s, t) = 1
4(s−m2) , FG3,1(t, u) = 8+D16(1−D)(s−m2)
AA−B =

SG3,5 + SG3,1 + SG3,2 + SG3,7 + SG3A ,
FG3,5(t, u) = s
2(s−m2) , FG3,1(t, u) = 3s8(−1+D)(s−m2) ,
FG3,2(t, u) = s
8(s−m2) , FG3,7(t, u) = 4s−m2 , FG3A (t, u) = 2(t−u)4(s−m2)
AB−B =
{
SG3,1 ,
FG3,1(t, u) = (−2+D)(u2+t2)−2Dut
16(−1+D)(s−m2) .
(7.36)
The non-local Lagrangians which generate these amplitudes are quite non-trivial functions of
the mass m.
(s−m2)(t−m2)(u−m2)AA−A =
(
1
2
∇µ∇νRpqrsRpqrt∇µRuvwt∇νRuvws
− m
2
2
∇µRpqrsRpqrt∇µRuvwtRuvws − m
2
2
∇νRpqrsRpqrtRuvwt∇νRuvws + m
4
2
RpqrsRpqrtRuvwtRuvws
+
(D + 8)
32(1−D)∇µ∇νRabcdRabcd∇
µRpqrs∇νRpqrs − m
2(D + 8)
32(1−D)∇µRabcdRabcd∇
µRpqrsRpqrs
− m
2(D + 8)
32(1−D)∇νRabcdRabcdRpqrs∇
νRpqrs +
m4(D + 8)
32(1−D) RabcdRabcdRpqrsRpqrs
)
(7.37)
The reader can check the Lagrangian (7.37) indeed generates the S-matrix of AA−A in the first
line of (7.36). The product factor (t − m2)(u − m2) cancels with the contribution of the m2
and m4 terms in (7.37) to give the required momenta functions in (7.36). To avoid clutter, we
suppress the O(m2,m4) terms in writing down the non-local Lagrangians for AA−B and AB−B
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Exchange Regge behavior (large s, fixed t) Regge behavior after subtraction
ARRφ s3 -
AA−A s3 -
AA−B s4 s3t
AB−B s5 s4t
Table 9: Regge behavior of exchange diagrams for massive particles
(s−m2)(t−m2)(u−m2)AA−B =
(
∇γ∇δ∇µRpqrs∇µRpqrt∇γRuvwt∇δRuvws
+ 2∇γ∇δ∇µRpqrsRpqrt∇µ∇γRuvwt∇δRuvws −∇γ∇δ∇µRpqrsRpqtu∇µ∇γRrtvw∇δRsuvw
+
3
4(D − 1)∇γ∇δ∇
µRpqrsRpqrs∇µ∇γRabcd∇δRabcd − 1
4
∇γ∇δ∇µRpqrs∇µRpqtu∇γRtuvw∇δRrsvw
− 2∇γ∇δRµνab∇aRνµmn∇b∇γRαβnp∇δRβαpm +O(m2)
)
(s−m2)(t−m2)(u−m2)AB−B =
(
D − 2
4(D − 1)∇
µ∇ν∇γ∇δRabcdRabcd∇γRmnop∇µ∇ν∇δRmnop
+
D
4(1−D)∇
µ∇ν∇γ∇δRabcdRabcd∇µ∇νRmnop∇γ∇δRmnop +O(m2)
)
(7.38)
Regge growth
The analysis (and final results) of Regge behaviors of the amplitudes AA−A, AA−B and AB−B
is essentially identical in structure to the analysis of the Regge growth in AR2−R2 , AR2−R3 and
AR3−R3 . The Regge behavior of the different amplitudes is listed in table 9.
7.3 Exchange contribution to gravitational scattering and Regge growth
Above we have computed the contributions to graviton scattering from the exchange of massive
scalars and massive spin two particles (we have also computed one series of exchange contri-
butions from the exchange of massive spin 2l particles). In each case we have seen that the
exchange contributions grow faster than s2 in the Regge limit, and also that this growth cannot
be sufficiently tamed (i.e. brought down to growth like s2 or slower) by the subtraction of local
counter-term contributions. In this subsection we argue (under a plausible but not completely
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justified assumption) that this feature is general: it applies to the contribution to four graviton
scattering from the exchange of any particle, atleast when D ≤ 6.
7.3.1 Regge growth of general exchange contributions
The contribution to gravitational scattering of the exchange of a massive particle of any spin
takes the form
S = |α1〉
s−m2 +
|α2〉
t−m2 +
|α3〉
u−m2 . (7.39)
Here |αi〉 are elements of the local Module (this follows from the fact that 3 point functions are
local and gauge invariant).
Let us suppose that |αi〉 are of 2nth order in derivatives. It follows that
(s−m2)(t−m2)(u−m2)S (7.40)
is local, and of degree 2n + 4 in derivatives. We note for later use that the part of (7.40) that
is of order 2n+ 4 in derivative is given by
stuS (7.41)
It follows that the growth of (7.40) is no slower that sα(n+2)+
a
3 where α(n) is listed in (2.66).
It then follows that the growth of S in the Regge limit is at least as fast as sα(n−1)+a3 . In
the special case that a = 0 the exchange contributions always grow faster than s2 whenever
n− 1 > 3, i.e. for n > 4.
Let us now focus on the borderline ‘dangerous’ case n = 4. In this case we obtain an exchange
S-matrix S that grows like s2 in the Regge limit only when the quantity in (7.41) is of the form
3(stu)2|gS〉
where |gS〉 is a symmetric generator of the bare module (see subsection 2.10) 109. When this is
the case the S-matrix is given by
S = 3(stu)|gS〉 (7.42)
Comparing (7.42) and (7.39) we conclude that an exchange S-matrix can have the ‘dangerous’
s2 growth only if and only if the module elements |αi〉 take the form
|α1〉 = s(stu)|gS〉, |α2〉 = t(stu)|gS〉, |α3〉 = u(stu)|gS〉. (7.43)
7.3.2 Structure of |αi〉 for the case of gravitational scattering.
Let us now specialize to the special case of exchange contributions to four graviton scattering
by a particle of general spin, χmn... We expect - and assume - that the three point function
between χmn.. and two gravitons to take the schematic form
χmn..RabcdRefgh (7.44)
109The factor of 3 is inserted for later algebraic convenience.
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where all indices are appropriately contracted and the three point functions may also involve
extra derivatives110. The contribution of the exchange of χmn.. to four graviton scattering thus
leads to an S-matrix of the form (7.39) with |αi〉 given by descendants of four Riemann structures,
i.e. by elements of the module described in subsubsection 6.1.1.
We have argued in the previous subsubsection that such a contribution can grow like s2
or slower only |αi〉 are 8 derivative objects (i.e. are linear combinations of the four Riemann
generators described in subsubsection 6.1.1) and additionally if (7.43) holds. However the only
multiplet of four R structures that is of the form (7.43) are the descendants of |GS,1〉 (see
subsubsection 6.1.1, in particular see (6.3))111. We conclude that the only possible exchange
contribution that grows no faster than s2 in the Regge limit is one proportional to the S-matrix
from GS,1. It follows, in particular, that all exchange contributions to graviton scattering in
D ≤ 6 grow faster than s2 in the Regge limit.
Note that while we have not been able to rule out the possibility of an exchange contribu-
tion proportional to GS,1 in D ≥ 7, it is entirely possible that such a term is never actually
generated112. We leave the careful investigation of this point to the future.
7.3.3 Counter-term cancellation
Say we have an exchange contribution that grows faster than s2 in the Regge limit. In this
section we investigate whether its growth can be cancelled by a local counter-term.
Let us once again focus on S-matrices of the form (7.39), and focus on the part of |αi〉 that
is of 8th order in derivatives. We have just argued that all such terms grow faster than s2 in
D ≤ 6. The denominator in (7.39) turns the 8 derivative numerator into a six derivative S
matrix. It is immediately clear in D ≤ 6 that this six derivative term cannot be cancelled by
local counter-terms, simply because we have carefully enumerated all available counter-terms
earlier in this paper, and all these counter-terms are of 8 or higher order in derivatives when
D ≤ 6.
It follows that it is impossible to use local counter-terms to cancel the offending large s
behavior of exchange diagrams unless the 8 derivative part of |αi〉 vanish. It seems extremely
unlikely that this can happen unless |αi〉 itself vanishes113.
110Note that a coupling of the schematic form χmn..Rabcd induces mixing between χmn.. and the graviton at
quadratic order. Such couplings are eliminated by field redefinitions. The lowest order couplings that survive
after field redefinitions render the Lagrangian diagonal at quadratic level are those of the form (7.44).
111The fact that no other multiplet of four Riemann structures are of the form (7.43) follows from the fact that
the module M8 described in subsubsection 6.1.1 is freely generated. Had another relation like (6.3) existed,
there would have been null states in M8 - of exactly the same form as the null states of M
′
8.
112Such a term can only be generated |α1〉 = s|GS,1〉 is a sum of ‘perfect squares’; it is entirely possible that this
is not the case. We hope to address this issue in the future
113Exchange contributions are not homogeneous in derivatives. An |αi〉 that, for instance, starts out at 10th
order in derivatives also has a piece at 8th order in derivatives obtained by Taylor expanding the answer in
m2.
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7.3.4 Cancellation between exchange diagrams
The reader may wonder whether the offending Regge behavior in exchange contributions to
gravitational scattering can cancel between themselves. Could, for instance, the contribution
from the exchange of a particle at mass m1 in some representation cancel offending part from the
exchange of a particle of mass m2 in the same representation? We believe this cannot happen
for the reasons we now describe.
When the particle exchanged lies in a representation with four or more symmetrized Lorentz
indices, it is kinematically obvious that cancellation cannot sufficiently improve Regge behavior.
This is because the exchange of such particles lead to violation of s2 growth even in the t channel.
The violating contribution in this channel scales like
sl
t−m2 .
As the functional form of this amplitude is a function of t with complicated m2 dependence, it
is obvious that the Regge growths of particles of different mass cannot cancel each other.
When the particle exchanged lies in a representation with three or fewer symmetrized indices,
the faster than s2 Regge growth appears in the s and u channels. The dependence of these
violations on m2 are relatively simple. Even though this is the case, two different exchange
contributions cannot cancel against each other, simply because each exchange contribution is a
perfect square; contributions that are proportional to each other are all of the same sign, and
so can only add and never cancel. The positivity demanded above follows from the requirement
that all exchange particles have the right sign kinetic term, and that all three point couplings
are real - these are both constraints that any sensible classical theory should clearly have.
8 Discussion
Even though this paper and related appendices runs over more than a hundred and fifty pages
a great deal remains to be done.
The principal technical accomplishment of this paper is the detailed classification of all
polynomial four photon and four graviton S-matrices114. The exhaustive classification presented
in this paper has been arrived at with the aid of some guided guesswork. While our final results
have passed several non-trivial consistency checks and so are very likely correct, it would be
useful re-derive our classification in a mathematically rigorous manner. The methods of [10]
and [11] may prove useful in this regard.
It would be useful - and should not be difficult - to complete the detailed classification of
exchange contributions to four photon and four graviton scattering initiated in section 7. In
particular it would be useful to convert the arguments presented in section 7 for the absence of
114Somewhat unrelated to the main theme of the paper, our classification of polynomial S-matrices can be
thought of the classification of counter-terms that contribute to four photon and four photon scattering. We
thank R. Loganayagam for this observation.
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exchange contributions to four graviton S-matrices consistent with the CRG bound into a tight
mathematical proof for the same result.
Assuming the validity of the CRG conjecture, the analysis of this paper comes very near to
establishing Conjectures 1 and 2 (see the introduction) for the case of four graviton scattering
at least for D ≤ 6. Note that the CRG conjecture is also violated by exchange contributions
using the three point scattering amplitudes from the Gauss-Bonnet and three Riemann terms
(see (4.20)). In other words the CRG conjecture, in addition to constraining four graviton
scattering, also gives an alternate derivation of the results for three graviton scattering obtained
in [2].
Apart from tightening up the arguments presented in this paper there are two major direc-
tions in which it would be interesting to move forward.
First it is unsatisfactory that progress towards establishing Conjectures 1 and 2 accomplished
in this paper itself relies on a conjecture, namely the CRG conjecture. It would be very satisfying
to prove this conjecture - and more generally to understand how once can systematically analyze
the constraints of causality, positivity of energy, stability etc imposed on classical scattering
matrices. We believe that such an analysis may not be too difficult to undertake. We hope to
report on the results of such an analysis in future work.
Next, in this paper we have focused on the study of four point functions. In order to complete
a classification of classical theories of gravity it is important that we are able to generalize our
analysis to the study of 5 and higher point scattering amplitudes as well. Such a study might
require a generalization of the CRG conjecture to higher point scattering, a result that would
be easiest to obtain once (and if) we are able to prove the CRG conjecture for four particle
scattering. The generalization of the analysis of this paper to the study of five and higher point
gravitational scattering may also backreact on the study of four graviton scattering. Note, in
this connection that even assuming the validity of the CRG conjecture we have not been able
to demonstrate Conjectures 2 and 3 for four point scattering in D ≥ 7. In these dimensions the
Lagrangian (1.10) - when added to the Einstein Lagrangian - generates a four graviton S-matrix
consistent with the CRG conjecture. It is conceivable, however, that the Lagrangian (1.10) is
ruled out because it generates unacceptable contributions to 5 or higher graviton scattering, in
much the same way that the Gauss-Bonnet coupling is ruled because of its effect of four graviton
scattering. A generalization of the CRG conjecture to 5 (and higher) points would be needed
to constrain 5 (and higher) point graviton scattering. An inelastic bound on chaos might be
relevant for these considerations [41].
Through this paper we have focused our attention on S matrices in flat space. What impli-
cations do our results have for consistent classical asymptotically AdS solutions of gravity? It
seems very likely to us that conjectures 2 and 3 have clear AdS analogues. The AdS analogue of
conjecture 3 is the following claim. Consider any large N CFT in which the stress tensor and its
multitraces are closed under the OPE at leading nontrivial order in 1/N . The AdS analogue of
conjecture 3 asserts that the leading order large N stress tensor correlators in any such theory
must be those generated by classical Einstein gravity in the bulk. It seems quite likely that
this result is correct. It has already been demonstrated [6, 7] that the single trace stress tensor
exchange contributions to four point functions in such theories necessarily have the structure
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that would follow from a dual bulk Einstein action (this is the AdS version of the causality
results of [2]). As in the case of external scalars [23], the inversion formula [13] for stress tensor
correlators at large N should allow us to determine double trace exchange contributions 115 to
the same process almost uniquely in terms of single trace exchange. If it turns out that the
words ‘almost uniquely’ in the previous sentence can be replaced by ‘uniquely’ 116 then the AdS
analogue of conjecture 3 would have been established at the level of 4 point functions. This
will be the case provided that the four point function computed from any local bulk interaction
violates the chaos bound; we expect this to be the case at least in D ≤ 6 because of the close
relationship between Regge growth and the chaos bound.
The AdS analogue of conjecture 2 would be the claim that large N stress tensor correlators
with a finite number of single trace exchange contributions are all also generated by the classical
Einstein action in the bulk117. At the level of 4 point functions, it may be possible to establish
this conjecture by generalizing the arguments of [6, 7] to demonstrate that any non stress tensor
single trace exchange contribution to the four stress tensor correlator (plus arbitrary double
trace contributions to the same correlator) always violates causality (equivalently the chaos
bound). It seems entirely possible to us that this result is true; this is already been studied to
some extent in [24, 25].
We note that there is no simple AdS analogue of conjecture 1. Stress tensor correlators in
N = 4 Yang Mills theory are nontrivial functions of the single continuous parameter λ. This
lack of universality does not necessarily indicate a problem with conjecture 1, but may instead
have its roots in the limited nature of the universality on Rp×M10−p postulated in conjecture 1
(universality applies only within a consistent truncation and not in solutions - like presumably
AdS compactifications - that lie outside this truncation).
Returning to flat space, once several issues discussed in this section have been cleared up, and
the status of Conjectures 2 and 3 is completely clarified, it may be possible to begin a meaningful
study of the utterly fascinating possibility that string theory is the unique consistent classical
extension of Einstein gravity, as effectively asserted in Conjecture 1. We leave these for future
endeavors.
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A Discussion of Conjecture 1
A.1 Universality of the consistent truncation
The type II genus g n graviton scattering amplitude on Rp ×M10−p is schematically given by
the formula
A =
∫
dzdτ 〈V1(z1)V2(z2) . . . Vn(zn)〉R
p×M10−p+ghosts
Sτ
(A.1)
where Vi is the vertex operator for the i
th graviton, zi is the insertion point of this operator and
the superscript of 〈〉 denotes the CFT in which the expectation value is taken, and the subscript
indicates the manifold on which this expectation is computed. Sτ is a genus g Riemann surface
with modulus τ . The integral is over τ as well as (some of - i.e. the non fixed subset of) the zi.
As graviton vertex operators lie entirely in the Rp + ghosts part of the CFT (A.1) can be
rewritten as
A =
∫
dτZM10−p(Sτ )
(∫
dz 〈V1(z1)V2(z2) . . . Vn(zn)〉Rp+ghostsSτ
)
(A.2)
where ZM10−p(Sτ ) is the partition function on the Riemann surface Sτ of the sigma model on
M10−p. For g ≥ 1 (A.1) is a detailed probe of the manifold M10−p. In the special case g = 0,
however, the Riemann surface - a sphere - has no moduli so (A.2) further simplifies to
A = ZM10−p(S2)
∫
dz 〈V1(z1)V2(z2) . . . Vn(zn)〉Rp+ghostsS2 (A.3)
Note that the only dependence of (A.3) on M10−p is through a single multiplicative constant
ZM10−p(S
2) which sets the effective value of the p dimensional Newton constant.
The correlator that appears on the RHS of (A.3) can, in principle, be computed as follows.
We take the two Vi(zi) operators that are nearest to each other and use the OPE to expand the
product of these two operators in a series of single operators. For each of the operators that
appears in this series we can then once again replace the product of the two nearest Vi with a
sequence of other operators and so on. We can continue this process until the only operator
insertion left is the identity. At this stage the correlator on the RHS of (A.3) is a number equal
to the S2 partition function of the Rp + ghost sigma model
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As the Vi are separately invariant under (−1)FL , (−1)FR and Ω, all operators that appear
on the RHS of the OPEs described above also have this property. It follows from the discussion
of the previous paragraph that the graviton scattering amplitude is the same in type IIA, type
IIB and also in type I theory. Moreover it also follows that the exchange poles that appear in
the relevant amplitudes all correspond to particles whose vertex operators are simultaneously
invariant under (−1)FL , (−1)FR and Ω.
A.2 Warped Compactifications
The universality of graviton scattering amplitudes described in subsection A.1 was a consequence
of the fact that the sigma model on Rp ×M10−p is the sum of two completely non interacting
sigma models; namely the sigma model on Rp and the sigma model on M10−p. The argument
of subsections A.1 does not go through for warped compactifications, i.e. compactifications on
a spacetime of the schematic form
ds2 = eχ(y)dx2µ + gij(y)dyidyj (A.4)
(here xµ are coordinates on Rp while yi are coordinates on M10−p).
If it is possible to find consistent backgrounds of string theory of the form (A.4) in which
gs can parametrically be taken to zero while the volume (and nature) of the compact manifold
M10−p is held fixed then graviton scattering on such compactifications would likely deviate from
type II or Heterotic versions of the Virasoro Shapiro amplitude. Such examples would thus
violate conjecture 1 - and would be of great interest as they would generate new examples of
consistent classical gravitational scattering amplitudes.
It is not, however, clear to us if examples of the form (A.4) do exist. In the rest of this
subsection we provide a brief discussion of this point118.
One class of examples of warped compactifications is obtained by turning on RR fluxes (see
e.g. [42]) on cycles ofM10−p. However the dilaton is often a fixed scalar in such compactifications,
and so cannot be taken to be parametrically small. When this is the case the corresponding flux
compactifications do not contradict Conjecture 1.
Models with a flat dilaton potential may be obtained by turning off fluxes but placing
Rp space filling branes and orientifold planes at points in M10−p. In Type IIB theory with
p = 4, for instance, these branes would be D3 branes. The total number of branes in such
situations is fixed to be an order one number - by the requirement that the dilaton tadpole vanish
(equivalently from the D3 brane charge Gauss law). The dilaton potential is now completely flat
and the dilaton can be made parametrically small. As the number of branes is held fixed while
taking gs → 0, however, the cylinder, Klein bottle and Mobius strip contributions to 4d gravity
scattering amplitudes are a factor of gs smaller than the contribution of closed string tree level
exchange119 and can be ignored in the gs → 0 limit. Thus graviton scattering amplitudes in
this case once again reduce to the type II Virasoro Shapiro formula, and Conjecture 1 is not
violated.
118We thank A. Maharana and S. Trivedi for very useful discussions on these issues.
119Reflecting the fact that open strings, for instance, only run in loops in closed string scattering.
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If M10−p is non-compact - e.g. is R6 when p = 4 - then there is no constraint on the number
N of D3 branes. In this the limit gs → 0, N → ∞ with gsN fixed, the contribution of open
string loops to closed string scattering is of the same order as the contribution of closed string
tree exchanges. As the AdS/CFT correspondence has emphasized, the dual description of these
open string loop diagrams is summarized by closed string propagation a geometry that is non-
trivially warped in the neighborhood of the N branes. As M10−p is non-compact, however, in
this example the function χ(y) (see (A.4)) is non-constant only on an infinitesimal fraction of the
internal space. For this reason the p dimensional gravitational S matrices in such a manifold are
again given by the IIB Virasoro Shapiro amplitude120. Once again conjecture 1 is not violated.
In summary, while it remains possible that the g → 0 limit of compactifications of the form
(A.4) exist and supply conterexaxmples to Conjecture 1, we have not been able to come up with
a clear instance of such a counterexample.
A.3 Constructing counter examples
One could also try to come up with counter examples for conjecture 1 by simply guessing a
gravity scattering amplitude that meets all consistency requirements. Such an attempt was
made (for scalars), for instance, in [43]. Without the clear identification of a genuine string
compactification that gives rise to the relevant amplitude, however, it would be difficult to be
sure that a gravitational version of something like [43] is a genuine counter example to Conjecture
1. In order to establish this we would have to have an ansatz for all point scattering amplitudes
of all the fields that lie within the minimal consistent truncation that contains gravity. This is,
of course, a tall order, one that would be difficult to come up with. 121 122
B Action of S3 on functions of (s, t, u)
In this section we study polynomials of s, t and u graded by their degree. We will be particu-
larly interested in decomposing the space of such functions into distinct representations of the
permutation group S3 which permutes the three variables. We will perform our study both for
unconstrained functions of s, t and u, as well as for ‘constrained’ functions, i.e. functions that
are regarded as identical if they agree when s + t + u = 0. We start with a brief discussion of
the permutation group S3 and its representations.
B.1 S3 and its irreducible representations
Let us first recall that the group S3 has six elements. An element of the permutation group
is said to be odd or even depending on whether it is built out of an odd or even number
120Moreover with a value of Newton’s constant that is strictly zero.
121In order to be at all convincing, an ansatz construction would at least need to specify the four particle
scattering amplitudes external particles taken to be any of the fields in the minimum consistent truncation.
This also sounds like a tall order.
122We thank J. Penedones, S. Trivedi and S. Zhiboedov for discussions on this point.
120
of permutations. We label an element of S3 by the result of the action of that element on
(1, 2, 3), Thus (1, 2, 3), the identity element I is even. The other two even elements are the
cyclical permutations C = (2, 3, 1) and C−1 = (3, 1, 2). The set of even elements of S3 form the
abelian subgroup Z3. The odd elements of this group are the three permutations P12 = (2, 1, 3),
P13 = (3, 2, 1) and P23 = (1, 3, 2).
If we think of 1, 2 and 3 as basis elements of a three dimensional vector space then the
action above yields a representation of S3 in terms of 3 × 3 matrices. The representation is
clearly reducible: all permutation elements act as identity on the basis vector (1 + 2 + 3). This
one dimensional representation is the completely symmetrical representation of S3; this is the
representation labelled by three boxes in the first row of the Young Tableaux.
On the other hand the two dimensional set of vectors with 1 + 2 + 3 = 0 mix only among
themselves under the permutation group, and so transform under a 2 dimensional representation
of this group. A convenient basis for this space is found by diagonalizing C. Let
B1 = e
− 2pii
3 |1〉+ |2〉+ e 2pii3 |3〉, B2 = e 2pii3 |1〉+ |2〉+ e− 2pii3 |3〉 (B.1)
Then
C
 B1
B2
 =
 e− 2pii3 0
0 e
2pii
3
 B1
B2
 (B.2)
The action of the permutations on the same basis is given by
P12
 B1
B2
 =
 0 e− 2pii3
e
2pii
3 0
 B1
B2

P23
 B1
B2
 =
 0 e 2pii3
e
−2pii
3 0
 B1
B2

P13
 B1
B2
 =
 0 1
1 0
 B1
B2

(B.3)
Note that the phases that appear in the top right corner of the three matrices (B.3) are, respec-
tively, e−
2pii
3 , 1 and e
2pii
3 . Of course the redefinition B1 → αB1 changes each of these phases by
α. It follows that while the actual value of each phase is convention dependent, the ratios of the
phases are physical (convention independent). We will encounter this fact below.
The equations (B.2) and (B.3) give a complete characterization of this two dimensional
irreducible representation of S3 (this is the representation labelled by the Young Tableaux with
two boxes in its first row and one in its second row, or equivalently two boxes in the first column
and one in the second column). From the fact that P 2ij = 1 it follows that the eigenvalues of the
operator Pij = ±1 in every representation of S3. In this particular 2 dimensional representation
it is easily verified that the two eigenvalues of Pij are plus one and minus one for every choice
of i and j.
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Though it does not show up in the decomposition described above, there is a third irreducible
representation of S3. This is the completely antisymmetric representation labelled by a Young
tableaux with three boxes in the first column. In this one dimensional representation, every
even element of the permutation element acts as unity (identity) while every odd element as −1
(negative identity).
B.2 Left action of S3 on itself
Now consider the left action of S3 on itself. This clearly generates a 6 dimensional reducible
representation of the permutation group. Clearly the basis vector
(123) + (231) + (312) + (213) + (321) + (132)
I + S + S−1 + P12 + P13 + P23
(B.4)
transforms in the one dimensional symmetric representation. Similarly the basis vector
(123) + (231) + (312)− (213)− (321)− (132)
I + S + S−1 − P12 − P13 − P23
(B.5)
transforms in the one dimensional antisymmetric representation. What remains is the four
dimensional vector space of elements
A(123) +B(231) + C(312) + p(213) + q(132) + r(321)
with A + B + C = 0 and p + q + r = 0. It is not difficult to decompose this four dimensional
vector space into a direct sum of two copies of the two dimensional irreducible representation
defined in the previous subsection. Define
b±1 = e
− 2pii
3 [(123)± (132)] + [(231)± (213)] + e 2pii3 [(312)± (321)]
b±2 = e
2pii
3 [(123)± (132)] + [(231)± (213)] + e− 2pii3 [(312)± (321)].
(B.6)
With this definition it is easy to see that b+1,2 and b
−
1,2 transform in representation 2M.
B.3 Clebsch-Gordon rules
Let us use the symbols 1S, 1A and 2M to denote the symmetric, antisymmetric and 2 dimensional
irreducible representations of S3. Clearly
1S ×R = R (B.7)
where R denotes any of the irreps 1S, 1A or 2M. On the other hand we have
123.
1A × 1S = 1A, 1A × 1A = 1S, 1A × 2M = 2M (B.8)
123The first two relations in (B.8) are obvious. In order to see the last relation note that 1A × 2M is a two
dimensional vector space. Let a be the vector that transforms in the 1A and let (B1, B2) be the doublet of
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Finally we have
2× 2M = 1S + 1A + 2M (B.9)
To see how (B.9) works, let us use the tensor product vectors B1B1, B1B2, B2B1 and B2B2 as
a basis for the four dimensional space 2× bf2. The vector
B1B2 +B2B1 (B.10)
transforms in the singlet 1S representation. The vector
B1B2 −B2B1 (B.11)
transforms in the 1A representation. Finally the action of S3 on the doublet of vectors B2B2
B1B1
 (B.12)
is given precisely by the matrices listed in (B.2) and (B.3). It follows that this doublet of vectors
transforms in the 2M representation of S3.
B.4 Functions of 3 variables and the permutation group.
Consider a function of three variables s, t and u. Let the permutation group S3 act on these
three variables. Given any particular function f(s, t, u), the action of the permutation group
generates up to 5 new functions.
If the original function was invariant under a subgroup of the permutation group then we
would obtain fewer than 5 new functions. Let us first suppose that this is not the case. In
this case the six dimensional linear vector space of the obtained functions transforms in a six
dimensional representation of S3. In fact the representation we find is identical to that of the
previous subsection (representation of S3 by left action on itself). So we obtain one copy of the
symmetric representation, one copy of the antisymmetric representation and two copies of the
two dimensional representation.
Consider a general function f(s, t, u). Given any such function it is easy to break it up into a
part that is completely symmetric, a part that is completely antisymmetric and a part that lies
somewhere in the (generically 4 dimensional) representation vector space of the two dimensional
vectors that transform under S3 according to (B.2) and (B.3). It is easily verified that the doublet of tensor
product vectors  −aB1
aB2

also transforms under the permutation group precisely as listed in (B.2) and (B.3). It follows that the two
dimensional vector space 1A × 2M transforms in the 2M representation of S3.
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representations. We have
f(s, t, u) = f sym(s, t, u) + f as(s, t, u) + fmixed(s, t, u)
f sym(s, t, u) = P symf =
1
6
(f(s, t, u) + f(t, u, s) + f(u, s, t) + f(t, s, u) + f(u, t, s) + f(s, u, t))
f as(s, t, u) = P asf =
1
6
(f(s, t, u) + f(t, u, s) + f(u, s, t)− f(t, s, u)− f(u, t, s)− f(s, u, t))
fmixed(s, t, u) = Pmixedf =
1
3
(2f(s, t, u)− f(t, u, s)− f(u, s, t))
(B.13)
It is easy to verify that P sym, P as and Pmixed all square to themselves and so are projectors.
Moreover they project onto orthogonal subspaces, so that the product of two non equal projectors
vanishes. Finally, these projectors commute with the action of the permutation group. The last
equation in (B.13) asserts that the polynomials that transform in the mixed representations
vanish under Z3 symmetrization as well as under complete symmetrization (these two facts
imply these functions also vanish under complete anti-symmetrization).
C Z2 × Z2 invariance
In this Appendix we present a simple physics derivation of the formula (3.2).
Consider any ‘single particle Hilbert space’ with a basis single particle eigenstates |i〉 with
definite values of the commuting charges Jm and a single particle partition function
Trρ
(∏
m
yJmm
)
=
∑
i
〈i|
∏
m
yJmm |i〉 = z(ym) (C.1)
Next consider the Hilbert space of two identical bosons/fermions, each of whose single particle
Hilbert space is ρ. Let the corresponding Hilbert spaces be denoted by S2ρ and ∧2ρ respectively.
S2ρ and ∧2ρ may, respectively, be thought of as the projection of the two (distinguishable)
particle Hilbert spaces onto the subspaces on which the permutation operator P(12) (exchange
of the two particles) has eigenvalue ±1. It follows that
TrS2ρ
(∏
m
yJmm
)
=
∑
i1,i2,
〈iii2|
(∏
m
yJmm
)(
1 + P(12)
2
)
|i1i2〉 = z
2(ym) + z(y
2
m)
2
TrΛ2ρ
(∏
m
yJmm
)
=
∑
i1,i2,
〈iii2|
(∏
m
yJmm
)(
1− P(12)
2
)
|i1i2〉 = z
2(ym)− z(y2m)
2
(C.2)
where we have used the fact that
〈i1i2|
(∏
m
yJmm
)
P(12)|i1i2〉 = 〈i1i2|
(∏
m
yJmm
)
|i2i1〉 = δi1,i2〈i1|
(∏
m
(y2m)
Jm
)
|i1〉 (C.3)
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Next consider the Hilbert space ρ of four distinguishable particles, each of whose single
particle state space is spanned by |i〉. The partition function over this Hilbert space is, of
course, given by
Trρ⊗4
(∏
m
yJmm
)
=
∑
i1,i2,i3,i4
〈iii2i3i4|
∏
m
yJmm |i1i2i3i4〉 = z4(ym) (C.4)
Finally consider the same partition function but now over the four distinguishable particle
Hilbert Space projected onto the subspace of Z2 × Z2 invariants, i.e. the space ρ⊗4|Z2×Z2 . We
find
Trρ⊗4|Z2×Z2
(∏
m
yJmm
)
=
∑
i1,i2,i3,i4
〈iii2i3i4|
(∏
m
yJmm
)(
1 + P(2143) + P(3412) + P(4321)
4
)
|i1i2i3i4〉
=
1
4
∑
i1,i2,i3,i4
(
〈i1i2i3i4|
∏
m
yJmm |i1i2i3i4〉+ 〈i1i2i3i4|
∏
m
yJmm |i2i1i4i3〉
+ 〈i1i2i3i4|
∏
m
yJmm |i3i4i1i2〉+ 〈i1i2i3i4|
∏
m
yJmm |i4i3i2i1〉
)
=
z4(ym) + 3z
2(y2m)
4
=z4(ym)− 3
(
z2(ym) + z(y
2
m)
2
)
×
(
z2(ym)− z(y2m)
2
)
(C.5)
(In going from the second to the third line of (C.5) we have used manipulations similar to (C.3).)
Comparing (C.5), (C.4) and (C.2) we conclude that
Trρ⊗4|Z2×Z2
(∏
m
yJmm
)
= Trρ⊗4
(∏
m
yJmm
)
− 3TrS2ρ
(∏
m
yJmm
)
TrΛ2ρ
(∏
m
yJmm
)
(C.6)
an equation that can schematically be written in the form (3.2) i.e.
ρ⊗4|Z2×Z2 = ρ⊗4 − 3S2ρ⊗ Λ2ρ (C.7)
In the context of the discussion around (3.2) the single particle Hilbert Space ρ is the space
of photon or graviton polarizations. Jm are the SO(D−3) Cartan charges. The projection onto
SO(D − 3) singlets could be achieved by integrating (C.6) over the SO(D − 3) Haar measure.
D Bare index structures in low dimensions
In this appendix we will complete the discussion of subsection 3.2 by constructing parity even
and parity odd generators of the bare module for photons (called e’s and o’s respectively) and
for gravitons for D < 7.
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D.1 Photons
D = 6:
In this case, the parity even bare structures are the same as those in i.e D ≥ 7 (i.e. continue to be
given by the construction depicted in Fig. 1 and so continue to transform in the representations
listed in (3.7)). The parity odd structure which transforms in the 1A representation. This
structure is simply
oD=6A = N(ε˜
3)µνρ
⊥
1
µ⊥2
ν⊥3
ρ |Z2×Z2 =
εαβγµνρ p
α
1 p
β
2 p
γ
3√
stu
⊥1
µ⊥2
ν⊥3
ρ |Z2×Z2 . (D.1)
Writing out the sum over Z2×Z2 orbits explicitly (and using p4 = −p1− p2− p3 to simplify the
expressions), this structure is proportional to
oD=6A =
εαβγµνρ p
α
1 p
β
2 p
γ
3√
stu
(
⊥1
µ⊥2
ν⊥3
ρ α4 + 
⊥
2
µ⊥1
ν⊥4
ρ α3 + 
⊥
3
µ⊥4
ν⊥1
ρ α2 + 
⊥
4
µ⊥3
ν⊥2
ρ α1
)
(D.2)
According to the rules spelt out in subsubsection 2.2.2, (D.2) transforms in the completely
antisymmetric representation of S4 (and so, in particular, in the 1A representation S3 = S4/(Z2×
Z2).
D = 5:
As above, the parity even bare structures are the same as those in D ≥ 7 (i.e. continue to be
given by the construction depicted in Fig. 1 and so continue to transform in the representations
listed in (3.7)).
We now turn to parity odd structures. A priori, one could have tried to make parity odd
structures using ε˜2µν . We need to be either in subsector v
⊗4 or v⊗2s⊗2. We consider these two
cases in turn.
In the first case, when we contract one pair of vectors using ε˜, the other needs to be contracted
with Kronecker δ. An example of such a term is the Z2 × Z2 symmetrized version of(
ε˜2µν
⊥
1
µ⊥2
ν
) (
⊥3 .
⊥
4
)
Explicitly performing the Z2 × Z2 of this term we obtain
ε˜2µν
(
⊥1
µ⊥2
ν
(
⊥3 .
⊥
4
)
+ ⊥2
µ⊥1
ν
(
⊥4 .
⊥
3
)
+ ⊥3
µ⊥4
ν
(
⊥1 .
⊥
2
)
+ ⊥4
µ⊥3
ν
(
⊥2 .
⊥
1
))
= 0 (D.3)
Consequently there are no Z2 × Z2 symmetric expressions in v⊗4.
The analysis for the second case is very similar. One can write down singlets in the sector
v⊗2s⊗2: for example (
ε˜2µν
⊥
1
µ⊥2
να3α4
)
Z2×Z2 symmetrization kills these structures - the algebra that demonstrates this is very similar
to (D.3).
It follows that there are no parity odd photon scattering structures in D = 5.
126
D = 4:
In this case, there is a reduction in the number of parity even structures compared to the higher
dimensions and also there are two parity odd structures. Let us first discuss the parity even
case. In D = 4, ⊥i are vectors of SO(1), they can simply be thought of as numbers. Given this,
the three states of e3,1,
(⊥1 · ⊥2 )(⊥3 · ⊥4 ), (⊥2 · ⊥3 )(⊥1 · ⊥4 ) (⊥3 · ⊥1 )(⊥2 · ⊥4 ) (D.4)
are now indistinguishable from each other and so transform in the 1S representation. We denote
this structure as e3→S.
On the other hand the structure e3,2, which transformed in the 3 for D ≥ 5, continue to
transform in 3 even in D = 4. Similarly the symmetric structure eS continues to transform in
the 1S in D = 4 as it did for D ≥ 5. In summary, the parity even bare photon structures in
D = 4 transform in the
3 + 2 · 1S. (D.5)
We now turn to parity odd structures. All such structures lie either in the vs⊗3 or in the
v⊗3s and are given by the Z2 × Z2 symmetrization
oD=4S,1 =
(
N(ε˜)µ
⊥
4µ
)
α1α2α3|Z2×Z2 and oD=4S,2 =
(
N(ε˜)µ
⊥
4µ
)
⊥1ν
⊥
2να3||Z2×Z2. (D.6)
Explicitly performing the Z2 × Z2 symmetrization we obtain
oD=4S,1 = N(ε˜)µ
(
⊥1
µα2α3α4 + 
⊥
2
µα1α3α4 + 
⊥
3
µα1α2α4 + 
⊥
4
µα1α2α3
)
oD=4S,2 = N(ε˜)µ
(
⊥3
µ⊥1
ν⊥2
να4 + 
⊥
1
µ⊥4
ν⊥3
να2 + 
⊥
2
µ⊥3
ν⊥4
να1 + 
⊥
4
µ⊥1
ν⊥2
να3
) (D.7)
The term in the first line of (D.7) is manifestly an S4 (and so an S3) singlet. Though it is less
manifest, the same is also true of the term in the second line of (D.7). This result follows upon
using the identity
⊥i
ν⊥j
ν⊥k
µ = ⊥j
µ⊥i
ν⊥k
ν (D.8)
((D.8) holds because ⊥i all point along the same direction in D = 4). Using the rules of
subsubsection 2.2.2 the D = 4 parity odd structures transform in the
2 · 1S. (D.9)
D = 3:
In this case, ⊥i does not exist. The S-matrix for photons becomes the same as the S-matrix for
scalars. For scalars there is a single parity even structure as well as a single parity odd structure.
The parity even and parity odd structures are,
eS = 1, o
D=3
A = εαβγp
α
1p
β
2p
γ
3 . (D.10)
respectively. Remember that they have implicit factors of α1α2α3α4.
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D.2 Gravitons
D = 6:
The parity even structures for D ≥ 7 were all constructed and diagrammatically depicted in Fig.
2. The structures depicted in Fig. 2 transformed in the representations listed in (3.8) which we
reproduce for convenience
29 = 10 · 1S + 9 · 2M + 1 · 1A. (D.11)
The parity even structures in D = 6 differ from those in D ≥ 7 in only one respect. The
equation
(⊥1 ∧ ⊥2 ∧ ⊥3 ∧ ⊥4 )2 = 0. (D.12)
holds in D = 6 (though not for D ≥ 7) because the four transverse polarizations lie in only
three dimensions hence their anti-symmetrized product vanishes. The equation (D.12) is parity
even and clearly transforms in the 1S representation. Since the equation involved terms with
eight factors of ⊥, it follows that (D.12) implies that a particular linear combination of the 1S
part of subfigures 1) and 2) in Fig. 7 vanish. It follows that the parity even structures in D = 6
have one less 1S structure than their counterpart in D ≥ 7. In summary, the parity even bare
structures in 6 dimensions transform in the
28 = 9 · 1S + 9 · 2M + 1 · 1A. (D.13)
As the ε˜ tensor has 3 free indices, parity odd structures potentially appear in sectors with
3, 5 or 7 free indices (we need at least 3 free indices to saturate those in ε˜ and the rest can
contract in pairs), i.e the subsectors v⊗3s, tv⊗3, t⊗2vs and t⊗3v. Note also that all structures
that appear in each of these sectors are necessarily parity odd (the odd number of indices can
only all contract if there is a free ε˜).
We take up these subsectors in turn. We will first count the number of SO(3) × (Z2 × Z2)
invariants in each sector separately and then explicitly construct these structures in order to
deduce their S3 representation counting.
In order to count the structures we proceed along the lines of Appendix C. To count the
singlets in any given sector we evaluate a trace of the sort listed in the first of (C.5). In this trace
we allow the indices i1, i2, i3, i4 to range over all all values constrained by the net representation
content. For instance in the channel t⊗2vs two of the four indices i1, i2, i3, i4 should range over
the polarizations of the tensor, one of them should range over the polarizations of the vector
while the last one should be the (unique) polarization of the scalar. One possibility is that i1 is
the scalar, i2 is the vector and i3 and i4 range over values for the tensor. Of course the is can be
distributed between representations in different ways. In this sector the total number of ways
in which this assignment can be made is 4× 3 = 12. In each of the other three sectors namely
v⊗3s, tv⊗3 and t⊗3v, it is easy to check that the i’s can be distributed between representations
in 4 ways. Each of the different ways of assignment runs in the trace in the first line of (C.5).
Now the first line of (C.5) involves inner products of states sandwiched with a Z2 × Z2 per-
mutation operator. It is easy to verify that no distribution of i’s among available representations
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Figure 4: The left figure shows that there is a single Z2×Z2 orbit in subsectors t⊗3v, tv⊗3, v⊗3s.
The right figure shows the three distinct Z2 × Z2 orbits in the subsector t⊗2vs.
is left invariant by any Z2 × Z2 permutation; this is true for each choice of sectors. It follows
that every matrix element involving a non-trivial permutation element in the first line of (C.5)
vanishes. The only matrix elements that do not vanish are those involving the identity operator.
It follows that the RHS of the first line of (C.5) can be replaced by
A
∑
i1,i2,i3,i4
〈iii2i3i4|
(∏
m
yJmm
)
|i1i2i3i4〉
where i1, i2, i3, i4 are assigned to the representations in any given particular way and the
number A is the total number of ways of making this assignment divided by 4. In other words
A = 3 in the t⊗2vs sector but is equal to unity in the v⊗3s, tv⊗3 and t⊗3v sectors.
We thus conclude that the total number of simultaneous SO(3) and Z2 × Z2 singlets in any
given sector is simply A times the number of SO(3) singlets in the Clebsch-Gordon decompo-
sition of the corresponding representations (the CG decomposition is done without imposing
any symmetry constraints). The procedure described above has a generalization to every D124.
The case D = 6 is particularly simple as in this case t, v, s are simply spin 2, spin 1 and spin 0
representations of SO(3) and their fusion rules are very familiar.
There is another more combinatorial way of understanding the conclusion of the last para-
graph. For each of the subsectors t⊗3v, tv⊗3, v⊗3s all assignments of is to representations are
related by Z2 × Z2 transforms. In the subsector t⊗2vs, distinct assignments of is to represen-
tations lie in three distinct Z2 × Z2 orbits. This is explained graphically in figure 4. This is
why number of simultaneous SO(3) and Z2 × Z2 singlets in t⊗2vs is thrice the number of CG
singlets.
We now consider the sectors one at a time. Consider v⊗3s. The number of CG singlets in
the product of 3 vectors is unity. As A = 1 we have a single structure. It is easy to construct
124When D is odd, however, the separation into parity even and parity odd structures is more difficult for the
bare module as ε˜ then has an even number of free indices.
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the corresponding structure; it is given by
N
(
ε˜3
)
µνρ
(
⊥1
µ⊥2
ν⊥3
ρα1α2α3α
2
4 + 
⊥
2
µ⊥1
ν⊥4
ρα2α1α4α
2
3 + 
⊥
3
µ⊥4
ν⊥1
ρα3α4α1α
2
2
+ ⊥4
µ⊥3
ν⊥2
ρα4α3α2α
2
1
)
.
(D.14)
According to the rules of subsubsection 2.2.2 this structure transforms in the 1A representation.
Next let us turn to the t⊗3v. Once again in this case A = 1 and the number of CG singlets
is 3 so we have 3 structures. These structures are easily constructed; they are given by
N
(
ε˜3
)
µνρ
(
⊥1
µ⊥2
ν⊥3
ρα4 + 
⊥
2
µ⊥1
ν⊥4
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⊥
3
µ⊥4
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⊥
4
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ν⊥2
ρα1
)(
⊥1 .
⊥
2 
⊥
3 .
⊥
4
)
,
N
(
ε˜3
)
µνρ
(
⊥1
µ⊥3
ν⊥2
ρα4 + 
⊥
3
µ⊥1
ν⊥4
ρα2 + 
⊥
2
µ⊥4
ν⊥1
ρα3 + 
⊥
4
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ν⊥3
ρα1
)(
⊥1 .
⊥
3 
⊥
2 .
⊥
4
)
,
N
(
ε˜3
)
µνρ
(
⊥1
µ⊥4
ν⊥3
ρα2 + 
⊥
4
µ⊥1
ν⊥2
ρα3 + 
⊥
3
µ⊥2
ν⊥1
ρα4 + 
⊥
2
µ⊥3
ν⊥4
ρα1
)(
⊥1 .
⊥
4 
⊥
3 .
⊥
2
)
Using the rules of subsubsection 2.2.2 the three structures in (D.15) clearly transform in 3A.
In t⊗2vs we have 1 CG singlet but A = 3 and so we have three structures. These structures
transform in the 3A representation and are given by
N (ε˜3)µνρ
((
⊥1
µ⊥2
ν⊥3
ρα24α3 + 
⊥
2
µ⊥1
ν⊥4
ρα23α4
)
⊥1 .
⊥
2 +
(
⊥3
µ⊥4
ν⊥1
ρα22α1 + 
⊥
4
µ⊥3
ν⊥2
ρα21α2
)
⊥3 .
⊥
4
)
,
N (ε˜3)µνρ
((
⊥1
µ⊥3
ν⊥2
ρα24α2 + 
⊥
3
µ⊥1
ν⊥4
ρα22α4
)
⊥1 .
⊥
3 +
(
⊥2
µ⊥4
ν⊥1
ρα23α1 + 
⊥
4
µ⊥2
ν⊥3
ρα21α3
)
⊥2 .
⊥
4
)
,
N (ε˜3)µνρ
((
⊥1
µ⊥4
ν⊥3
ρα22α3 + 
⊥
4
µ⊥1
ν⊥2
ρα23α2
)
⊥1 .
⊥
4 +
(
⊥3
µ⊥2
ν⊥1
ρα24α1 + 
⊥
2
µ⊥3
ν⊥4
ρα21α4
)
⊥3 .
⊥
2
)
,
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Turning to the tv⊗3 sector, A = 1 and there are 2 CG singlets so we have 2 structures.
As it is clear that there is no t in the totally symmetric or anti-symmetric cube of v, these 2
structures necessarily transform in 2M representation. Explicitly they take the form,
130
N (ε˜3)µνρ
((
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2
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,
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In summary, the parity odd part of the D = 6 bare module has 9 structures which transform
under S3 as
9 = 3 · 1A ⊕ 3 · 2M. (D.17)
D = 5:
Let us discuss parity even case first. As the transverse symmetry is SO(2) it is best to consider
t, v and s as states with charge ±2,±1 and 0 respectively. In the asymptotic dimension, in the
t⊗4 subsector, there are six parity even Z2 × Z2 symmetric singlets as denoted in the first two
lines of figure 2; these transformed in the 2 · 3 = 2 · 2M + 2 · 1S. In the previous subsection
the relationship (D.12) removed one of these 1S representations leaving us with 2 · 2M + 1S.
The number of states in the t⊗4 sector is further reduced as we now see. In D = 5 all states
in this sector have charges ±2 states. The only neutral combination has charge assignments
2, 2,−2,−2. This set of charges has a 3 dimensional orbit which transform in 3 of S3125.
In the same way the neutral charge assignments the sector t⊗2v⊗2 is 2,−2, 1,−1. We have
6 neutral combinations of these charges that transform in the 6left under S3. The number 6 is
three less than the 9 parity invariant structures in the t⊗2v⊗2 sector in D ≥ 6 (see subfigs 3)
and 4) ) in Fig. 2)126.
Next, the subsector t⊗3s clearly doesn’t contain any singlets in D = 5 (recall that this sector
had one singlet for D ≥ 6 , see sub fig 5) of Fig. 2.
It is easy to do a similar counting in the sectors t⊗2s⊗2, v⊗2s⊗2, v⊗4 and s⊗4. In these
sectors we find 3, 3, 3 and 1 states respectively. All these results are the same as for D ≥ 6; the
corresponding structures are all parity even and all transform in the same representations of S3
(and in fact are given by the same expressions) as for D ≥ 6.
The chief new result is in the sector tv⊗2s. In this sector we have two possible charge
assignments; the (2,−1,−1, 0) and the (−2, 1, 1, 0). One of these charge assignments generate
125The tensor structures in question can be taken to be either that represented in subfig 1) or subfig 2) of Fig
2 (these two tensor structures, which are distinct in D ≥ 7 are proportional to each other in D = 5; this is
what leads to the reduction of 6 to 3 structures).
126In this case the independent tensor structures can be taken to be that depicted in subfig 4) of Fig. 2 (the
tensor structure of subfig 3) is linearly related to that of subfig 4) in D = 5 - this accounts for the reduction
of structures from 9 to 6.
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a 3S and the other 3A. giving us a total of six states, twice the number in D ≥ 6. 3 of these
states are parity even, transform in the 3 and are depicted in subfig 7) of Fig 2. The other 3A
is parity odd and is given by the explicit expression
ε˜2µν
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2
3 + 
⊥
1
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2
2
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⊥
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)
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In summary, in D = 5 we have 22 parity even structures which transform in
22 = 7 · 1S + 7 · 2M + 1 · 1A. (D.19)
On the other hand we have 3 parity odd structures which transform in the
3 = 1A + 2M (D.20)
D = 4:
As in the case of photons, the graviton polarizations are essentially numbers. Hence the result for
the counting of structures is the same as the one in the case of photons. Physically this is to be
expected since the massless particles in D = 4 have two helicities regardless of their spin. More
concretely, due the fact that ⊥i s are basically numbers, any appearance of the quantity 
⊥
i
2 in
the bare module can be replaced by α2i due to the tracelessness of the graviton fluctuations (see
eqn (2.15)). Recall that in order to enumerate the possible SO(D−3) singlets in subsection 3.1,
we had decomposed the effective polarization as ρ = (s⊕v⊕t) (see (3.1)). In D = 4, the t part
can be replaced by s using (2.15). Hence at the level of group theoretic enumeration undertaken
in subsection 3.1, the counting for gravitons is the same as that of photons. In terms of explicit
bare module structures, consider the following two possible graviton bare module structures in
D = 4
(⊥1 · ⊥2 )α1α2α23α24|Z2⊗Z2 , (⊥1 · ⊥2 )(⊥2 · ⊥3 )α1α3α24|Z2⊗Z2 (D.21)
Using (2.15), we can replace ⊥2
2 appearing in the second structure by α22 and hence is equal
to one of the structures present in the S3 orbit of the first structure. The bare module for the
gravitons in D = 4 therefore is given by that of the photons after the replacement ⊥i → αi⊥i
and αi → α2i . In equations the parity even module is given by,
gD=43→S = (
⊥
1
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gS,1 = (α
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2
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2
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4) (D.22)
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Similarly the parity odd module is generated by,
hD=4S,1 =
(
N(ε˜)µ
⊥
4µ
)
α21α
2
2α
2
3α4|Z2×Z2 and hD=4S,2 =
(
N(ε˜)µ
⊥
4µ
)
⊥1ν
⊥
2να1α2α4α
2
3||Z2×Z2.
(D.23)
E Details concerning photon Lagrangians
E.1 Triviality of 3-F structures
In this appendix we prove that any 3-F structure and its descendants identically vanish when
we impose equations of motion, and Bianchi identity. we write them here for convenience
∂µFµν = 0, and ∂aFbc + ∂bFca + ∂cFab = 0 (E.1)
Both together imply the following, as shown
∂µ∂µFab = 0
Using Bianchi Identity : L.H.S. = ∂µ(−∂aFbµ − ∂bFµa)
Using E.o.M. : = 0
(E.2)
Now, let’s consider a general descendant term, where some derivatives are contracted among
themselves. If they act on the same F , (E.2) shows that any such term is just 0. In case they
act on different F s, we use momentum conservation to write it as
kiµk
j
µ =
1
2
(
(ks)2 − (ki)2 − (kj)2) (E.3)
where s in the superscript is for the particle label apart from i, j. Each of the three terms on
r.h.s. are 0 by (E.2). Therefore, all the descendants of any 3-F structure are 0. Next we consider
the contraction of derivatives with F s.
E.1.1 6 derivatives
There is only one term that one can write down. Firstly, both the indices of an F can not
contract with the same particle momenta, because of anti-symmetry of F . Therefore, one index
of F 1 contracts with k2 and and other with k3 127. Similarly for F 2 and F 3. The term is
k1ck
1
eF
1
abk
2
ak
2
fF
2
cdk
3
bk
3
dF
3
ef (E.4)
Under 1↔ 2 this is antisymmetric, therefore 0.
127the possibility that both indices of F 1 contract with F 2 or F 3 is equivalent to this up to momentum conser-
vation.
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E.1.2 4 derivatives
Next consider a basic structure with 4 derivatives. As there are a total of 4 derivatives, both
free indices of at least one field strength must contract with derivatives. Actually both free
indices of exactly one field strength must contract with derivatives128. Let this special field
strength be F 3. By use of momentum conservation we can choose the momenta that contract
the indices of F 3 to be k1 and k2, again no contraction with the same ki. One momentum index
must also contract with one of the indices of F 1 - we can use momentum conservation to set
this momentum to either k1 or k3. Similarly we can choose to ensure that the momentum that
contracts F 2 is either k2 or k3. This gives us a total of 4 basic structures
F 3µν
(
k1µk
2
νk
1
ak
2
bF
1
aβF
2
bβ
)
F 3µν
(
k1µk
2
νk
3
ak
3
bF
1
aβF
2
bβ
)
F 3µν
(
k1µk
2
ν
(
k1ak
3
b + k
3
ak
2
b
)
F 1aβF
2
bβ
)
F 3µν
(
k1µk
2
ν
(
k1ak
3
b − k3ak2b
)
F 1aβF
2
bβ
) (E.5)
The expressions in the first three lines of (E.5) involve the contraction of F 3µν with structures
that are symmetric under 1 ↔ 2. These structures all vanish after integrating over k1 and k2.
On the other hand the structure in the last line of (E.5) vanishes because of equations of motion
(k1aF
1
aβ = 0 and k
2
bF
2
bβ = 0).
E.1.3 2 derivatives
First, is the case when both the derivatives are contracted with the same F , say F 3. There is
one possible term, up to momentum conservation
k1µk
2
νF
1
abF
2
baF
3
µν (E.6)
Again, indices of F can not contract with the same particle momenta. This term is anti-
symmetric under 1↔ 2, and therefore 0.
Next, consider the case when both the derivatives are contracted with different F s, say F 1
and F 2. Similar to the argument for 4 derivative case, there are 4 terms
F 3µν
(
k1ak
2
bF
1
aµF
2
bν
)
F 3µν
(
k3ak
3
bF
1
aµF
2
bν
)
F 3µν
((
k1ak
3
b + k
3
ak
2
b
)
F 1aµF
2
bν
)
F 3µν
((
k1ak
3
b − k3ak2b
)
F 1aµF
2
bν
) (E.7)
As for the case of 4 derivatives, the first three of these terms are 0 because of anti-symmetry
under 1↔ 2 and the last one is 0 because of equations of motion.
128If the four were to contract with the 4 indices of 2 field strengths then the indices of the remaining field
strength would have to contract with each other, and that is not allowed.
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E.2 Local photon Lagrangians and polynomial S-matrices
In order to make contact with the S-matrices described earlier in this paper we now specialize
to Lorentz gauge ∂.A = 0. In this case the Maxwell equation reduces to129
∂2Aµ = 0, ∂.A = 0. (E.8)
In this gauge it follows that different L4 belong to the same equivalence class if they differ
only by total derivatives once one imposes (E.8) In momentum space
Aµ(x) =
∫
ddk
(2pi)d
eik.x µ(k)
L4 =
∫ ∏
i
ddk
(2pi)d
ei(
∑
j kjxj) L˜µ1µ2µ3µ44 (k1, k2, k3, k4) µ1(k1)µ2(k2)µ3(k3)µ4(k4)
ki.i = 0, (k1)µL˜
µ1µ2µ3µ4
4 (k1, k2, k3, k4) = 0 similar eq for 1↔ i
(E.9)
The equations of motion (E.8) and momentum conservation merely impose (4.7). As L˜µ1µ2µ3µ44 (k1, k2, k3, k4),
subject to (4.7), is the gauge invariant tree level S-matrix obtained from our theory, it follows
immediately that equivalence classes of L4 are labelled by their S-matrices as in the scalar case
studied in the previous subsubsection. We believe130 that every local gauge invariant S-matrix
defines an equivalence class of local and manifestly gauge invariant quartic Lagrangians L4. It
follows that local 4-photon S-matrices are in one to one correspondence with equivalence classes
L4 in (4.10). In subsection 4.2 later in this section we turn to the problem of enumerating
inequivalent quartic Lagrangians L4, and so, effectively, inequivalent 4 photon S-matrices.
F S-matrices from Lagrangians no more than cubic in
Rαβγδ
F.1 Identities of the Riemann tensor
In this section we list all the identities and symmetry properties of the Riemann tensor that we
will be using in the subsequent analysis to determine the diffeomorphism invariant Lagrangian
structures.
1. The symmetry properties of the Riemann tensor,
Rabcd = −Rbacd = −Rabdc, Rabcd = Rcdab (F.1)
129While Aµ is harmonic only in Lorentz gauge, it follows from the Bianchi identity and the Maxwell equations
that ∂2Fµν = 0 in any gauge. Consequently if we choose to work in a gauge invariant manner, Lagrangians
that differ from each other by terms that include a factor of ∂2Fµν = 0 are also in the same equivalence class.
130(E.9) can be re expressed entirely in terms of Field strengths using (2.10), (2.11), (2.16) and (2.17). It should
be possible to demonstrate that resulting expression is a local functional of Field strengths (at least in parity
invariant situations). We have not undertaken this exercise; we leave its completion to the interested reader.
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2. The algebraic Bianchi identity
Rabcd +Racdb +Radbc = 0 (F.2)
3. The differential Bianchi identity
∇aRbcde +∇bRcade +∇cRabde = 0 (F.3)
4. The contracted Bianchi identity, which we get from the differential Bianchi identity by
contracting the Riemann tensor appropriately.
∇aRce +∇bRcabe −∇cRae = 0 (F.4)
5. Commutator of derivatives
[∇f ,∇e]Rabcd = RpbcdRpafe +RapcdRpbfe +RabpdRpcfe +RabcpRpdfe (F.5)
We will be using these identities and symmetry properties of the Riemann tensor along with
integration by parts judiciously to fix the independent Lagrangian terms.
Through this Appendix we focus only on results that are true in every dimension; in particular
we ignore dimension dependent structures like  and never make use of special identities for the
Riemann tensor that work only in special dimensions.
F.2 Terms quadratic in Rαβγδ
The unique Lagrangian that is linear in Rαβγδ is clearly the familiar two derivative Einstein
Lagrangian itself.
Let us now turn to terms built out of two copies of the Riemann tensor. One Lagrangian of
this form is the Gauss-Bonnet Lagrangian (4.16) which we reproduce here for convenience:
SGB =
∫ √−g δg[aδhb δicδjd] R ghab R ijcd
∝
∫ √−g (R2 − 4RµνRµν +RµνρσRµνρσ) . (F.6)
Since we are classifying terms up to ‘equations of motion’ this Lagrangian is equivalent to
S =
∫ √−gRabcdRabcd (F.7)
We will now argue that every other Lagrangian term quadratic in two Riemann tensors is
equivalent to (F.7), plus terms that are cubic or higher order in Rabcd.
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To see how this works, we first note that the symmetries of the Riemann tensor and the
algebraic Bianchi identity ensure that the second potentially independent index contraction of
4 derivative two Riemann terms
S =
∫ √−gRabcdRacbd (F.8)
is in fact proportional to (F.7). Using (F.1), we can systematically relate (F.8) to (F.7) as
follows
RabcdR
acbd = Rabcd
(−Rabdc −Radcb)
= RabcdR
abcd −RabcdRacbd
∴ RabcdRacbd =
1
2
RabcdR
abcd (F.9)
where in the first line we have used the algebraic Bianchi identity and in the second line we have
used the symmetry properties of the Riemann tensor.
We next turn two Riemann terms involving derivatives. In all such terms the derivative
indices are either contracted with indices in one of the Riemann tensor, or with some other
derivative. In the first case an integration by parts can always be used to have the derivative
whose index contracts with (say) the a index of Rabcd, act on (derivatives of) Rabcd itself. We
can then move ∇a through all the other derivatives acting on Rabcd - along the way generating
three Riemann terms (the extra factor of Riemann comes from commuting derivatives) which
we are allowed at this stage to ignore - until we obtain an expression that is some derivative of
∇aRabcd. The contracted Bianchi identity (F.3) then sets this term equal to expressions involving
Rµν which are field redefinition trivial. We present two examples of such manipulations
•
S =
∫
∇aRbcfe∇bRacfe
= −
∫ (∇b∇aRbcfe)Racfe + C∂M
= ĈRµν + C∂M + C˜R3
•
S =
∫ √
g∇a∇bRecfd∇e∇fRacbd
=
∫ √
g∇e∇f∇a∇bRecfdRacbd + C∂M
= ĈRµν + C∂M + C˜∇R∇RR
(here ĈRµν denotes a Lagrangian term which has at least one factor of Rµν or its derivatives.
C∂M denotes a total derivative and C˜R3 denotes a term that is cubic or higher order in Riemann
tensors).
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Next, terms in which derivative indices are contracted with one another can be converted
into the first kind of terms (those in which derivative indices are contracted with an a free index
in the Riemann tensor) by use of the differential Bianchi identity. For example
S =
∫ √
g∇µRabcd∇µRacbd
=
∫ √
g (−∇aRbµcd −∇bRµacd)∇µRacbd
=
∫ √
g∇µ (−∇aRbµcd −∇bRµacd)Racbd + C∂M
=
∫ √
g (−∇a∇µRbµcd −∇b∇µRµacd)Racbd + C∂M + C˜R3
= ĈRµν + C∂M + C˜R3
where in the second line we have used the differential Bianchi identity. In the third line we have
used integration by parts to get the total derivative term C∂M. In the fourth line we have used
commutator of derivatives to get the C˜R3 term which is of higher order in Riemann tensor and
hence will be dealt with when we classify terms with three Riemann tensors. Finally we use the
contracted Bianchi identity to relate this to the Ricci tensor term ĈRµν .
For another example of such terms consider
S =
∫ √
g∇µ∇νRabcd∇µ∇νRacbd
=
∫ √
g∇ν∇µ∇µRabcdRacbd + C∂M
=
∫ √
g∇ν∇µ∇µ (−∇aRbνcd −∇bRνacd)Racbd + C∂M
= ĈRµν + C∂M + C˜∇R∇RR
Similar manipulations can be used to show that all expressions involving derivatives of two
Riemann tensors can be turned into terms involving three or more Riemann tensor, up to terms
that can be removed by field redefinitions.
F.3 Terms cubic in the Riemann tensor
Finally let us consider terms built out of three copies of the Riemann tensor. Let us first study
terms with no derivatives. It is easy to convince oneself that there are two independent terms
of this form ([38]).
RpqrsR tupq Rrstu, R
pqrsR t up r Rqtsu (F.10)
All possible non-zero index contractions of three Riemann tensors to yield scalars can be obtained
from this two by repeated application of the symmetry properties and the algebraic Bianchi
138
identities. Let us consider an explicit example: R rspq RrtsuR
tu
pq
R rspq RrtsuR
tu
pq = R
rs
pq (−Rrsut −Rruts)Rtupq
= R rspq RrstuR
tu
pq −R rspq RrtsuRtupq
∴ R rspq RrtsuRtupq =
1
2
R rspq RrstuR
tu
pq (F.11)
In the second line we have used the algebraic Bianchi identity and subsequently used the symme-
try properties of the Riemann tensor. Similar manipulations can be performed for any non-zero
contraction of three Riemann tensors (and no additional derivatives) to reduce it to one of the
two forms or a linear combination of both.
We note that the combination
RpqrsR tupq Rrstu − 2RpqrsR t up r Rqtsu, (F.12)
which up to terms proportional to Rµν is proportional to the second Lovelock term
χ6 =
1
8
abcdef
ghijklR ghab R
ij
cd R
kl
ef
= 4R cdab R
ef
cd R
ab
ef − 8R c da b R e fc d R a be f − 24RabcdRabceRde + 3RabcdRabcdR
+ 24RabcdR
acRbd + 16R ba R
c
b R
a
c − 12R ba R ab R +R3
(F.13)
does not contribute to the graviton 3 point function. This may be verified using the fact that
with our standard choice of polarization, the on-shell Riemann tensor evaluates to
Rabcd =
1
2
FabFcd
Fab = (kaeb − kbea), hab = eaeb (F.14)
an expression that is both gauge invariant and satisfies the necessary symmetry properties of
the Riemann tensor (also - on-shell - both the algebraic Bianchi identity and the differential
Bianchi identity are satisfied).
We now turn to a discussion of terms with derivatives on three copies of the Riemann tensor.
The basis for structures with two derivatives on three Riemann tensors have been discussed in
[38].
RpqrsR tuvp ∇v∇sRqtru, Rpqrs∇qRtuvp∇sRtuvr
Rpqrs∇rRtuvp∇sRtuvq, Rpqrs∇vRt up r∇vRtqus (F.15)
We will now demonstrate that all such terms are field redefinition equivalent to terms in-
volving four or more Riemann tensors.
1 ∫ √
gRpqrsR tuvp ∇v∇sRqtru =
∫ √
gRpqrsR tuvp ∇v(−∇rRqtus −∇uRqtsr)
= −
∫ √
gRpqsrR tuvp ∇v∇rRqtsu + C ′R4
∴
∫ √
gRpqrsR tuvp ∇v∇sRqtru ∼
1
2
C ′R4 (F.16)
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2 ∫ √
gRpqrs∇rRtuvp∇sRtuvq = −
∫ √
gRpqrs∇s∇rRtuvpRtuvq + C∂M
∼ C ′R4 + C∂M
(F.17)
3 ∫ √
gRpqrs∇vRt up r∇vRtqus = −
∫ √
g(∇vRpqrsRt up r∇vRtqus +RpqrsRt up r∇v∇vRtqus) + C∂M∫ √
gRpqrs∇vRt up r∇vRtqus =
−1
2
∫ √
gRpqrsRt up r∇v∇vRtqus + C∂M
∼ ĈRµν + C ′R4 + C∂M
(F.18)
4 ∫ √
gRpqrs∇qRtuvp∇sRtuvr = −
∫ √
gRpqrs(∇vRtupq +∇pRtuqv)∇sRtuvr∫ √
gRpqrs∇qRtuvp∇sRtuvr =
−1
2
∫ √
gRpqrs∇vRtupq∇sRtuvr
=
−1
2
∫ √
gRpqrs∇vRtupq(−∇vRturs −∇rRtu vs )∫ √
gRpqrs∇qRtuvp∇sRtuvr =
1
4
∫ √
gRpqrs∇vRtupq∇vRturs
∼ ĈRµν + C ′R4 (F.19)
Although we have only explicitly demonstrated the triviality of derivative terms involving two
derivatives above, the method used to demonstrate this triviality is general. In order to demon-
strate this, we have used the differential Bianchi identity and total derivatives judiciously to
bring these structures to the schematic form (say)
RpqrsR tuvp ∇v∇uRqtsr
As the reader can see this is a higher point function due to the antisymmetry of the ∇v and ∇u.
This extends to higher derivative terms as well.
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G Single letter index for photons and gravitons
In section 4.2 and 4.3, we have argued that the single letter indices for scalars, photons and
gravitons are,
is(x, y) = 1 + xχ + x
2 χ + x3 χ + x4 χ + x5 χ + . . .
iv(x, y) = xχ + x
2 χ + x3 χ + x4 χ + x5 χ + . . .
it(x, y) = x
2 χ + x3 χ + x4 χ + x5 χ + . . . (G.1)
respectively. For scalars, it is easy to see that this series is summed to
is(x, y) = (1− x2)D(x, y)
where D(x, y) is a function given in (4.28). In this section, we will sum the series corresponding
to photons and gravitons.
is(x, y)(xχ ) = (xχ )(1 + xχ + x
2 χ + x3 χ + x4 χ + . . .)
= xχ + x2 χ + x3 χ + x4 χ + . . .
x2 + x3 χ + x4 χ + x5 χ + x6 χ + . . .
x2 χ + x3 χ + x4 χ + x5 χ + x6 χ + . . . (G.2)
The second equality is organized such that first line is the traceless symmetrized product, second
line is the trace and the third line is the antisymmetric product. Comparing to (G.1),
is(x, y)(xχ ) = (is(x, y)− 1) + x2(is(x, y)) + x iv(x, y),
⇒ x iv(x, y) = ((x− x3)χ − (1− x4))D(x, y) + 1. (G.3)
We proceed in the same way to sum the graviton single letter index.
is(x, y)(x
2 χ ) = (x2 χ )(1 + xχ + x2 χ + x3 χ + x4 χ + . . .)
= x2 χ + x3 χ + x4 χ + . . .
x3 χ + x4 χ + x5 χ + x6 χ + . . .
x3 χ + x4 χ + x5 χ + x6 χ + . . .
x4 χ + x5 χ + x6 χ + x7 χ + . . .
x4 χ + x5 χ + x6 χ + x7 χ + . . .
x4 + x5 χ + x6 χ + x7 χ + . . . (G.4)
In the second equality, the first line is the product that is symmetrized in both indices. The
second line is where one index is contracted and other is symmetrized. Third is where one index
is symmetrized and other anti-symmetrized. In the fourth line one index is contracted and other
is anti-symmetrized. In the fifth line both the indices are anti-symmetrized and finally in the
sixth line both indices are contracted. Using (G.1), this equality becomes,
is(x, y)(x
2 χ ) = (is(x, y)− 1− xχ ) + x2(is(x, y)− 1) + x (iv(x, y)− xχ )
+x3 iv(x, y) + x
2 it(x, y) + x
4 is(x, y),
⇒ x2it(x, y) = ((x2 − x4)(1 + χ )− (x− x5)χ )D(x, y) + x2χ + xχ . (G.5)
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H Evaluating plethystic integrals
In this section, we present the details of the Haar integral (see (4.32)) for scalars, photons
and gravitons. The Haar integral that we need to evaluate is the following
IDj (x) :=
∮ bD/2c∏
i=1
dyi ∆(yi) i
(4)
j (x, y)/D(x, y). (H.1)
where i
(4)
j (x, y) denotes the four particle partition function and j denotes whether we are con-
sidering the partition function for scalars, photons or gravitons. The integral over yi in (4.32)
is a closed anti-clockwise circular contour about yi = 0. From (4.30), i
(4)
j (x, y) can be expressed
in terms of the single letter partition function,
i
(4)
j (x, y) =
1
24
(
i4j(x, y)+6i
2
j(x, y)ij(x
2, y2)+3i2j(x
2, y2)+8ij(x, y)ij(x
3, y3)+6ij(x
4, y4)
)
. (H.2)
The quantity D(x, y) is given by
D(x, y) =
(D/2∏
i=1
(1− xyi)(1− xy−1i )
)−1
for D even
=
(
(1− x)
bD/2c∏
i=1
(1− xyi)(1− xy−1i )
)−1
for D odd. (H.3)
where yi are the charges under the cartan subgroup of SO(D). ∆(yi) is the Van der Monde
determinant for SO(D). For even dimensions (D = 2N), the Haar measure is given by,
∆e(yi) =
2
(∏N
j=1
(∏j−1
i=1
(
yi +
1
yi
− yj − 1yj
)))2
(2pii)N2NN !
∏N
i=1 yi
(H.4)
For odd dimensions (D = 2N + 1), the Haar measure is given by,
∆o(yi) =
(∏N
k=1
(
1− yk − 1yk
))(∏N
j=1
(∏j−1
i=1
(
yi +
1
yi
− yj − 1yj
)))2
(2pii)NN !
∏N
i=1 yi
(H.5)
and the integral over yi in (4.32) is a closed circular contour about yi = 0.
H.1 D ≥ 10
We expect the result of the plethystic integral to stabilize for D ≥ D∗ where D∗ is a critical
integer. From numerical experiments (i.e. evaluating the plethystic integrals on Mathematica in
a power series in x to high orders in x - see the next subsection) we have found strong evidence
that D∗ = 10. Assuming this is the case, the plethystic integral for D ≥ 10 can be evaluated in
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the large D limit. In this subsection we will proceed to perform this evaluation. To be specific
we work with the case D = 2N (the case D = 2N + 1 turns out to give the same answer).
Setting yi = e
iθi and ignoring overall constants, we note that the Haar measure exponentiates
as follows.∏
1≤i<j≤N
(
cosθj − cosθi
)2
∝
∏
1≤i<j≤N
sin2
θi + θj
2
sin2
θi − θj
2
∝
∏
1≤i<j≤N
∣∣∣e i(θi+θj)2 − e−i(θi+θj)2 ∣∣∣2∣∣∣e i(θi−θj)2 − e−i(θi−θj)2 ∣∣∣2
∝
( ∏
1≤i<j≤N
∣∣∣1− e−i(θi+θj)∣∣∣∣∣∣1− ei(θi+θj)∣∣∣) ( ∏
1≤i<j≤N
∣∣∣1− ei(θj−θi)∣∣∣∣∣∣1− e−i(θj−θi)∣∣∣)
∝
(∏
1≤i≤j≤N
∣∣∣1− e−i(θi+θj)∣∣∣∣∣∣1− ei(θi+θj)∣∣∣) (∏1≤i<j≤N ∣∣∣1− ei(θj−θi)∣∣∣∣∣∣1− e−i(θj−θi)∣∣∣)∏N
i=1
∣∣∣1− e2iθi∣∣∣∣∣∣1− e−2iθi∣∣∣
∝ e− 1n
∑
n(
∑
1≤i≤j≤N(e
i(θi+θj)+e−i(θi+θj))+
∑
1≤i<j≤N(e
i(θj−θi)+e−i(θj−θi))−
∑N
i=1(e2iθi+e−2iθi))
∝ e− 12n
∑
n((TrOn)2−TrO2n) (H.6)
where O is the orthogonal matrix in diagonal form
O ∼

y1 0 0 · · · 0
0 1
y1
0 · · · 0
0 0 y2 · · · 0
0 0 0 1
y2
· · · 0
· · · · · · · · · · · · · · ·
0 0 · · · yN 0
0 0 0 · · · 1
yN

In going from the fourth line to the fifth line of (H.6) we have converted the range of the product
in the first term in the numerator from i < j to i ≤ j (and correspondingly divided out the
extra terms); this manipulation was needed in order to rewrite the numerator as a trace after
exponentiation.
As an aside it is interesting to compare the measure (H.6) with the measure for a U(2N)
matrix integral, evaluated for a matrix whose eigenvalues happen to fall into complex conjugate
pairs as is necessarily the case for an orthogonal matrix. In other words consider a U(2N) matrix
with eigenvalues eiαm where α1 = θ1, α2 = −θ1, α3 = θ2, . . . α2N = −θN . It is well known that
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the Haar measure for a Unitary matrix integral is proportional to∏
m 6=n
∣∣∣1− e−i(αm−αn)∣∣
= e−
1
n
∑
n TrU
nTrU−n
(H.7)
We note that at leading order in the large N limit, (i.e. at order N2) the O(2N) measure (H.6)
is the square root of the U(2N) measure. At first sub-leading order (i.e. order N), however,
the O(2N) measure has an extra contribution - the terms proportional to TrO2m in the last line
of (H.6) that have no analogue in the case of U(2N) matrix integrals. The additional terms
in the O(2N) measure come from exponentiating denominator in the 5th line of (H.6)131. The
physical origin of this this term lies in the fact that for every eigenvalue θi, the O(2N) matrix
automatically has another eigenvalue −θi; there is no volume factor proportional to |1 − e2iθi|
associated with this happenstance. From a more formal mathematical point of view, in (H.10)
the trace over the adjoint representation (antisymmetric matrices) of O(2N)
1
2
(
(TrO)2 − TrO2)
replaces the trace over the U(N) adjoint representation
(TrU)(TrU)†
in (H.7). The order N contribution to the O(2N) measure will play an important role in our
evaluation below.
In the large N limit, (TrOn)2 scales as N2 while TrO2n scales as N . For this reason we find
it convenient to work below with the order unity variables ρn by the relations
(TrOn)2 = N2ρ2n, TrO2n = Nρ2n
We will now explain how the O(2N) matrix integrals that appear in the plethystic integrals
can be explicitly evaluated in the large N limit. For simplicity we present all details for how this
works only for the plethystic integral over scalar Lagrangian; the photon and graviton integrals
work in a similar way.
The four-particle scalar partition function is given by,
i(4)s (x, y) =
1
24
(
i4s(x, y) + 6i
2
s(x, y)is(x
2, y2) + 3i2s(x
2, y2) + 8is(x, y)is(x
3, y3) + 6is(x
4, y4)
)
is(x, y) = (1− x2)D(x, y) (H.9)
131To see this completely explicitly we note that once we insert the values of αm described above into (H.7) it
turns into  ∏
1≤i≤j≤N
∣∣∣1− e−i(θi+θj)∣∣∣∣∣∣1− ei(θi+θj)∣∣∣
2  ∏
1≤i<j≤N
∣∣∣1− ei(θj−θi)∣∣∣∣∣∣1− e−i(θj−θi)∣∣∣
2 (H.8)
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The Haar integrand for the scalar case becomes,
i(4)s (x, y) =
1
24
(
6D(x4, y4)
D (x, y)
− 6 (x2 − 1)3 (x2 + 1) D(x, y)D (x2, y2)+ (x2 − 1)4 D(x, y)3 − 6x8D(x4, y4)
D (x, y)
+
3 (x4 − 1)2 D(x2, y2)2
D (x, y)
+ 8
(
x2 − 1)2 (x4 + x2 + 1) D (x3, y3)) (H.10)
The quantity D (xn, yn)m can be exponentiated as follows.
D (xn, yn) = e
∑
m
Nρmnx
mn
m = e
∑
m
nNαnmρmx
m
m (H.11)
where αnm is non-zero only if n = 0 mod m. After putting together (H.6)and (H.10), (4.32)
becomes,
IDs (x) =
∫ Dρne− 12n(N2ρ2n−Nρ2n)i(4)s (x, y)/D(x, y)∫ Dρne− 12n (N2ρ2n−Nρ2n) (H.12)
where we have defined the measure Dρn ∝
∏
n dρn and we have been careful enough to factor
out by the group volume. Each of the 6 terms in (H.10) can now be converted into a Gaussian
integral over the variables ρn. For example the first term in (H.10) can be evaluated as∫ Dρne− 12n(N2ρ2n−Nρ2n)D(x4, y4)/D(x, y)∫ Dρne− 12n (N2ρ2n−Nρ2n) =
∫ Dρne− 12n(N2ρ2n−2Nβ2nρn−8Nρnxnα4n+2Nρnxn)∫ Dρne− 12n (N2ρ2n−2Nβ2nρn)
= e
(∑∞
n=1
x2n(4α4n−1)2
2n
+
∑∞
n=1
xn(4α4n−1)β2n
n
)
=
1
(x4 − 1)2 (x4 + 1) (H.13)
where in the second line we have introduced the fictitious counting parameter β2n which is non-
zero only if n = 0 mod 2, and in going from the second to the third lines in (H.13) we have
performed the Gaussian integrals over ρn.
Each of the six terms in (H.10) may be integrated in a similar manner. Summing all the
results we find that the integral (H.12) evaluates to
IDs (x) =
1
(1− x4)(1− x6) = D (H.14)
In the case of scalars we believe (and numerical experiments indicate) that (H.14) is correct not
just for D ≥ 10 but in fact for D ≥ 4.
In order to count photon Lagrangians we need to perform a similar integral.
IDv (x) =
∫ Dρne− 12n(N2ρ2n−Nρ2n)i(4)v (x, y)/D(x, y)∫ Dρne− 12n (N2ρ2n−Nρ2n) (H.15)
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where i
(4)
v (x, y) is given by (H.9) and the single letter partition function is given by (4.37),
iv(x, y) = ((x− x3)χ − (1− x4))D(x, y) + 1. (H.16)
where χ = Nρ1. The only difference in this case is the appearance of factors of χ (y
m) or
equivalently Nρm in the Haar integrand due to the multi-particle partition function. This is
taken care of in the following manner: We introduce the following fictitious term in the integrand
e
∑
n
Nγ1nρn
n
where we will set γ1n to zero at the end of our computation. The factors of χ (y
m) appearing in
the Haar integrand can then be rewritten as derivatives with respect to γ1n. Operationally, we
do the saddle point analysis first and then take the derivatives with respect to γ1n to account
for the χ (ym) terms in the Haar integrand132. Following this algorithm and performing a fair
amount of algebra we finally obtain
IDv (x) =
x4 (2x4 + 3x2 + 2)
x10 − x6 − x4 + 1 = x
4
(
2x4 + 3x2 + 2
)
D (H.18)
The generalization of this method to the case of the graviton plethystic integral is a straightfor-
ward one and we find
IDT (x) =
∫ Dρne− 12n(N2ρ2n−Nρ2n)i(4)T (x, y)/D(x, y)∫ Dρne− 12n (N2ρ2n−Nρ2n)
=
(x8(7 + 10x2 + 10x4 + 2x6 − x8 + x10))
(1− x4 − x6 + x10)
= x8(7 + 10x2 + 10x4 + 2x6 − x8 + x10)D
(H.19)
132As an example we work out the number of singlets in the product of two vector representations in arbitrarily
high dimensions.
Iχv (x) =
∫ Dρne− 12n (N2ρ2n−Nρ2n)χ2∫ Dρne− 12n (N2ρ2n−Nρ2n)
=
∫ Dρn ∂2γ11
(
e−
1
2n (N
2ρ2n−Nρ2n)+
Nγ1nρn
n
)
∫ Dρne− 12n (N2ρ2n−Nρ2n)
∣∣∣
γij=0
= ∂2γ11
e
∑∞
n=1
(
2β2nγ
1
n+(γ
1
n)
2
2n
)∣∣∣
γij=0
= (2β21γ
1
1 + (β
2
1)
2 + (γ11)
2 + 1) e
∑∞
n=1
(
2β2nγ
1
n+(γ
1
n)
2
2n
)∣∣∣
γij=0
= 1 (H.17)
This is consistent with our expectation that only one singlet is there in the tensor product of two vector
representation of SO(D).
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H.2 D < 10
For D < 10 the results (H.18) and (H.19) are no longer correct. In these dimensions we have
not been able to perform the Haar integrals in for the photon or graviton plethystic formulae
analytically. We nonetheless have strongly motivated conjectures for the exact results for these
integrals using numerical integration as we now explain.
As above we make the change of variables
yi = e
iθi
As above, the the contour integral over yi becomes and angular integral over θi ∼ (0, 2pi). The
Haar measure becomes,
∆e(θi) =
21−N
(∏N
j=1
(∏j−1
i=1 2 (cos (θi)− cos (θj))
))2
(2pi)NN !
∆o(θi) =
(−1)N
(∏N
k=1 (cos (θk)− 1)
)(∏N
j=1
(∏j−1
i=1 2 (cos (θi)− cos (θj))
))2
(2pi)NN !
The quantity D changes to
De(x, θi) =
1∏N
i=1 (1− 2x cos (θi) + x2)
(H.20)
Do(x, θi) =
1
(1− x)∏Ni=1 (1− 2x cos (θi) + x2) (H.21)
The Haar integral now becomes
IDj (x) =
∫ 2pi
0
. . .
∫ 2pi
0
∆e,o(θi)i
(4)
j (x, θi)/De,o(x, θi) (H.22)
In order to perform this integral, we first first note that we expect the result of the plethystic
integral to be a finite linear sum over the partition functions Z1S(x), Z2M and Z1A(x) (see
(2.44)) plus (maybe) a finite polynomial accounting for the ‘errors’ in the plethystic procedure
(i.e. the difference between the plethystic partition function and the partition function over
S-matrices). Given that each of Z1S(x), Z2M and Z1A(x) equals a polynomial times D and given
that 1/D is itself a polynomial, it follows, in other words, that we expect the plethystic partition
function times 1/D to be a finite polynomial in x. Motivated by these observations we multiply
the plethystic integrand by 1/D, Taylor series expand the result in x around 0. The coefficient
of every power of x in the result is an integral over θi. We then evaluate these numerically
using the Gauss-Kronrod method. As the numerical integration procedure is very accurate and
can be performed very rapidly, we are able to perform this integral up to x26. We thus able to
verify that the polynomials in x are indeed finite (they terminate) and to evaluate all nonzero
coefficients. Our final results are summarized in 5, 6 and 7 for D ≤ 10.
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I Most general quartic photon Lagrangian
In this section we will demonstrate that the Lagrangians (5.16) generate all parity even photon
S-matrices in every dimension.
All parity even gauge invariant contributions to the Lagrangian that contribute to 4 photon
scattering consist of products of derivatives (of arbitrary number) multiplying 4 Fµν fields in
such a way that all indices contract so that the Lagrangian is a scalar.
I.1 Terms with 6 derivatives on 4 Fµν are all descendants
It is very easy to see that every term involving 6 or more derivatives (distributed and contracted
in any manner among the 4 Fµν operators) is a ‘descendant’ Lagrangian (i.e. the module elements
‘dual’ to these Lagrangians are always descendants of more elementary generators). In order
to see why this is the case, suppose it were not true. Then there must be a scalar expression
built out of 4 Fµνs and 6 derivatives in which none of the derivatives contract with each other.
It follows that both indices of at least two Fab operators must contract with derivatives. A
candidate term of this term might be
∂aFµν∂µFab∂b∂ν∂
pFmn∂
mFpn (I.1)
in which the indices of the first two field strength operators are both contracted with derivatives.
In order to see that the term above is trivial we use the the Bianchi identity
∂aFµν = −∂µFνa − ∂νFaµ
to re-express the first field field strength in (I.1) as a sum of two other terms. This gives us a
sum of terms, each of which is a product of four field strengths. Note, however, that both of
these terms have a pair of derivatives with contracted indices, and so both terms are descendants
as we wanted to show.
The reader can easily convince herself that exactly the same argument can be made whenever
two separate field strength operators have both their indices contracted with derivatives. Let
the two field strengths of this form be the ‘first’ and the second Fµν operators in the expression.
The two derivatives that contract with the second Fµν must act on distinct Fαβ fields (else the
expression would vanish by the antisymmetry of Fab ). Moreover neither of these derivatives can
act on the second field itself (else the expression would vanish by the equations of motion). An
integration by parts can be used to ensure that none of the derivatives act on the ‘fourth’ Fµν .
With this convention it follows that one of the two derivatives that contracts with the second
Fµν must act on the ‘third’ Fµν while the second derivative must act on the first Fµν . We can
now replace the expression involving the derivative acting on the first Fµν by two different terms
via the Bianchi identity. A moment’s consideration will convince the reader that both these
terms are descendants.
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I.2 Terms with 4 derivatives on 4 Fµν are also all descendants
Let us now turn to terms involving four derivatives acting on the four Fµν operators. The reader
can quickly convince herself that there are five terms of this sort that are not obviously trivial.
These terms are
T 41 = ∂δ∂νFαaFβa∂α∂βFνβFδb
T 42 = ∂νFαa∂δFβa∂αFνb∂βFδb
T 43 = ∂δ∂γFaαFaβ∂αFbγ∂βFbδ
T 44 = ∂β∂dFabFbc∂α∂aFcdFαβ
T 45 = ∂γ∂αFab∂δ∂βFbaFαβFγδ
(I.2)
(Any other expression that the reader may care to write down can be manipulated into one of
the five forms above up to total derivatives - without, at this stage, the use of Bianchi identities).
It is now possible to employ Bianchi identities to find relations between the structures T 4i
(i = 1 → 5). The relations we obtain turn out to be strong enough to allow us to deduce
that each of the terms listed in (I.2) actually are actually trivial. The algebra involved in these
demonstrations is lengthy - so we only report one sample computation
T 41 = k
3
αF
1
αak
3
βF
2
βak
1
γF
3
γbk
1
δF
4
δb
= −k3αF 1γαk3βF 2βak1aF 3γbk1δF 4δb − k3αF 1aγk3βF 2βak1αF 3γbk1δF 4δb
= −k3αF 1γαk3βF 2βak1aF 3γbk1δF 4δb + Idesc
= k3γF
1
γαk
3
βF
2
βak
1
aF
3
bαk
1
δF
4
δb + k
3
bF
1
γαk
3
βF
2
βak
1
aF
3
αγk
1
δF
4
δb + Idesc
= k3αF
1
γαk
3
βF
2
βak
1
aF
3
γbk
1
δF
4
δb + k
3
bF
1
γαk
3
βF
2
βak
1
aF
3
αγk
1
δF
4
δb + Idesc
= k3αF
1
γαk
3
βF
2
βak
1
aF
3
γbk
1
δF
4
δb − k2bF 1γαk3βF 2βak1aF 3αγk1δF 4δb + Idesc
∴ T 41 ∼ −k2bF 1γαk3βF 2βak1aF 3αγk1δF 4δb + Idesc ∼ I˜desc
(I.3)
In deriving this we have used Bianchi identity between the first k1 and F 1 in the second line. In
the fourth line we use Bianchi identity between first k3 and F 3. The structure in the sixth line
is due to momentum conservation and antisymmetry of Fab. In the final step, to go from Idesc
to I˜desc, we have used Bianchi identity between k
2 and F 2.
Similar manipulations can be used to prove that all of the T 4i s are descendants of structures
with no more than two derivatives on Fµν . It follows that there is no Lagrangian structure built
out of four field strengths and four derivatives that generates a ‘primary’ S-matrix.
I.3 Primary structures with two derivatives on four field strengths
The situation is a bit more complicated with terms involving two derivatives of the four field
strengths. By using the equivalence of terms that differ by total derivatives, the reader can
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convince herself that there there are fourteen naively inequivalent structures at this order. They
are
T 21 = ∂bFβa∂aFαbFθαFθβ
T 22 = ∂bFβa∂aFβbFµνFµν
T 23 = ∂bFβa∂aFαbFθβFθα
T 24 = Fβa∂aFαb∂bFθαFθβ
T 25 = Fβa∂aFβb∂bFµνFµν
T 26 = Fβa∂aFαb∂bFθβFθα
T 27 = ∂βFbaFθβ∂aFbαFθα
T 28 = FαaFβb∂aFαθ∂bFβθ
T 29 = FαaFβb∂b∂aFαθFβθ
T 210 = FbαFaα∂bFµν∂aFµν
T 211 = FbαFaα∂a∂bFµνFµν
T 212 = FαaFβb∂aFβθ∂bFαθ
T 213 = FαaFβb∂a∂bFβθFαθ
T 214 = Fab∂aFµν∂bFνρFρµ
(I.4)
T 21 and T
2
3 are equivalent up to re-labelling.
Once again these naively independent structures are not really all distinct; once again Bianchi
identities may be used to relate these 14 structures. It turns out that Bianchi identities generates
13 non-trivial identities between the structures listed in (I.4). These identities can use used to
relate each of these structures to a single independent term which we choose to be
T 2I = Fab∂aFµν∂bFνρFρµ (I.5)
Once again the algebra to establish these results is to lengthy to record in entirety; once again
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we only present some (in this case 2) sample manipulations.
T 21 = k
2
aF
1
βak
1
bF
2
αbF
3
θαF
4
θβ
≡ k1aF 2βak2bF 1αbF 3θαF 4θβ
= k2bF
1
αbk
1
aF
2
βaF
3
θαF
4
θβ
= T 23
= −k2aF 1abk1βF 2αbF 3θβF 4θα − k2aF 1bβk1aF 2αbF 3θβF 4θα
= −k2aF 1bak1βF 3θβF 2bαF 4θα +O
(
desc(TrF 4)
)
= −k2aF 1bak1βF 3θβF 2bαF 4θα +O
(
desc(TrF 4)
)
= k2bF
1
bak
1
βF
3
θβF
2
αaF
4
θα + k
2
αF
1
bak
1
βF
3
θβF
2
abF
4
θα +O
(
desc(TrF 4)
)
= k2aF
1
abk
1
βF
3
θβF
2
αbF
4
θα + k
2
αF
4
θαk
1
βF
3
θβF
1
baF
2
ab +O
(
desc(TrF 4)
)
= k2aF
1
abk
1
βF
3
θβF
2
αbF
4
θα + T
2
10 +O
(
desc(TrF 4)
)
∴ T 21 = T 23 ∼ T 210 +O
(
desc(TrF 4)
)
(I.6)
The steps in the manipulation are as follows. In the second line we relabel (1↔ 2) to establish
the fact that T 21 ∼ T 23 in momentum space. In the fifth line, we use Bianchi identity corre-
sponding to particle 1. In the eighth line we use Bianchi identity corresponding to particle 2.
Equating the seventh and tenth line we obtain the final identity. Hence we have the Lagrangian
term T 21 is identical to T
2
10 up to descendants of four photon Lagrangians of derivative order 4.
Let us now look at a second example
T 26 = k
2
aF
1
βak
3
bF
2
αbF
3
θβF
4
θα
= −k2αF 1βak3bF 2baF 3θβF 4θα +O
(
desc(TrF 4)
)
= −k2αF 1θαk3bF 2baF 4βaF 3θβ +O
(
desc(TrF 4)
)
= −k2αF 1θαk3bF 2abF 3βθF 4βa +O
(
desc(TrF 4)
)
∴ T 26 ∼ O
(
desc(TrF 4)
)
(I.7)
where we have used Bianchi identity corresponding to the second particle and re-labelling
of (1 ↔ 4). In this way all the Lagrangian structures can be represented in terms of T 210 and
descendants of TrF 4 and (TrF 2)2.
J Most general parity even photon S-matrix that grows
no faster than s2 in the Regge limit
In this subsection we will classify all local 4 photon S-matrices that grow no faster than s2 in
the Regge limit for every choice of polarization vectors. Consider the most general S-matrix
from (5.20).
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SE
(1)
3,1 = F3,1(t, u)(−8s2e(1)3,1 + 8s2e(1)3,2 − 8s2eS),
SE
(2)
3,1 = F3,1(u, s)(−8t2e(2)3,1 + 8t2e(2)3,2 − 8t2eS),
SE
(3)
3,1 = F3,1(s, t)(−8u2e(3)3,1 + 8u2e(3)3,2 − 8u2eS),
SE
(1)
3,2 = F3,2(t, u)(−2(u2e(2)3,1 + t2e(3)3,1) + 2(u(s− t)e(2)3,2 + t(s− u)e(3)3,2)− 2(t2 + u2)eS),
SE
(2)
3,2 = F3,2(u, s)(−2(s2e(3)3,1 + u2e(1)3,1) + 2(s(t− u)e(3)3,2 + u(t− s)e(1)3,2)− 2(u2 + s2)eS),
SE
(3)
3,2 = F3,2(s, t)(−2(t2e(1)3,1 + s2e(2)3,1) + 2(t(u− s)e(1)3,2 + s(u− t)e(2)3,2)− 2(s2 + t2)eS),
SES = (FES(t, u))(3 stu (e(1)3,2 + e(2)3,2 + e(3)3,2 − 2eS)). (J.1)
For the purpose of analyzing the Regge growth, let us rearrange the terms in the S-matrix
(5.20) in the following way. We consider terms in the S-matrix which are proportional to the
bare generator e’s from each of the local generators E’s.
SE3,1|e3,1 = −8F3,1(t, u)s2e(1)3,1 − 8F3,1(u, s)t2e(2)3,1 − 8F3,1(s, t)u2e(3)3,1,
SE3,2|e3,1 = −2
(
(F3,2(u, s)u2 + F3,2(s, t)t2)e(1)3,1 + (F3,2(t, u)u2 + F3,2(s, t)s2)e(2)3,1
+(F3,2(t, u)t2 + F3,2(u, s)s2)e(3)3,1
)
,
SES|e3,1 = 0.
S|e3,1 = SE3,1 + SE3,2 + SES|e3,1 . (J.2)
For the terms proportional to e
(1)
3,2 and its permutations, we obtain,
SE3,1|e3,2 = 8FE3,1(t, u)s2e(1)3,2 + 8FE3,1(s, u)t2e(2)3,2 + 8FE3,1(t, s)u2e(3)3,2,
SE3,2|e3,2 = 2
(
(FE3,2(s, u)u(t− s) + FE3,2(t, s)t(u− s))e(1)3,2
+ (FE3,2(t, u)u(s− t) + FE3,2(t, s)s(u− t))e(2)3,2
+(FE3,2(t, u)t(s− u) + FE3,2(s, u)s(t− u))e(3)3,2
)
,
SES|e3,2 = FES(t, u)(3 stu (e(1)3,2 + e(2)3,2 + e(3)3,2))
S|e3,2 = SE3,1 + SE3,2 + SES|e3,2 . (J.3)
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And finally, for terms proportional to eS,
SE3,1 |eS = (−8FE3,1(t, u)s2 − 8FE3,1(s, u)t2 − 8FE3,1(t, s)u2)eS,
SE3,2 |eS = −2
(
FE3,2(s, u)(u2 + s2) + FE3,2(t, s)(s2 + t2) + FE3,2(t, u)(t2 + u2)
)
eS,
SES|eS = −6stuFES(t, u) eS,
S|eS = SE3,1 + SE3,2 + SES|eS . (J.4)
Let us first study terms proportional to e
(3)
3,1 of the S-matrix (These are given by the last line
in (J.2)). Provided that D ≥ 4 the condition that the S-matrix grow no faster than s2 is only
met provided the same condition holds independently for the coefficients of e
(1)
3,1 and e
(2)
3,1. Our
condition is thus simply that
− (8u2FE3,1(t, s) + 2s2FE3,2(s, u) + 2t2FE3,2(t, u)) (J.5)
(together with the two crossing related expressions) grow no faster than s2 in the Regge limit.
If we assume that FE3,1 and FE3,2 are polynomials then the expression in (J.5) is a polynomial
of degree 2 or greater. Moreover it is symmetric under interchange of s and t. The only
polynomials that meet these conditions and still do not grow faster than s2 are s2 + t2, st,
s2t+ t2s and s2t2. Now if the polynomial in (J.5) were to evaluate to s2t2 then the (permutation
related) polynomial that occurs in the bracket of the first line of (J.2) (proportional to e
(1)
1 ) would
evaluate to s2u2. As this expression grows faster than s2 and so is disallowed. We conclude that
the expression in (J.5) must be a linear combination of s2 + t2, st and s2t+ t2s.
Let us now turn to the result of (J.4) above. Notice that the part of this answer that
depends on FE3,1 and FE3,2 is proportional to the term in (J.5) completely symmetrized (i.e.
is proportional to the sum of the three brackets in the last three lines of (J.2)). Given the
conditions of the last paragraph, this term automatically grows no faster than s2 in the Regge
limit. It follows that (J.4) grows no faster than s2 in the Regge limit provided the same is true
of −stuFES(t, u). This condition immediately forces FES(t, u) to be a constant.
Finally, let us turn to the expression in (J.3) above. The coefficient of e
(3)
3,2 in that expression
is given by
8u2FE3,1(t, s) + 2s(t− u)FE3,2(s, u) + 2t(s− u)FE3,1(t, u) + 3stuFES(t, u) (J.6)
As we now know that FES(t, u) is a constant, the term proportional to FES(t, u) in this expres-
sion is proportional to stu and so automatically grows no faster than s2 in the Regge limit. In
order that our S-matrix grow no faster than s2 at fixed t, it must be that the same is true of
the expression
8u2FE3,1(t, s) + 2s(t− u)FE3,2(s, u) + 2t(s− u)FE3,2(t, u) (J.7)
By repeating the reasoning in the paragraph under (J.5) it must be that (J.7), like (J.5), is a
linear combination of the polynomials s2 + t2, st, and stu.
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In summary we require that the expressions in (J.5) and (J.7) must simultaneously be (pos-
sibly different) linear combinations of the three polynomials listed above. If FE3,1 and FE3,2
are constants, then both (J.5) and (J.7) are automatically linear combinations of s2 + t2 and
st. The only other possibility for FE3,1 and FE3,2 is that they are proportional to the (unique
symmetric degree one) polynomial s + t. If we suppose that FE3,1(s, t) = a(s + t) and that
FE3,2(s, t) = b(s+ t) then (J.5) evaluates to
−4au3 − b (s2t+ t2s)
The condition that this expression grow no faster than s2 in the Regge limit sets a = 0. With
this condition (J.7) evaluates to
−st(s− u)− st(t− u) = −3stu
So b is allowed to be non-zero. In conclusion, the most general photon S-matrix that grows no
faster than s2 is given by (5.20) with the momenta polynomials specified by
FE3,1(s, t) = a1, FE3,2(s, t) = b1 + b2(s+ t), FES(s, t) = c1 (J.8)
where a1, b1, b2 and c1 are all arbitrary constants.
K Explicit S-matrices for four graviton scattering
In this appendix we provide a completely explicit listing of gravitational S-matrices in every
dimension.
K.1 D ≥ 8
When D ≥ 8 4 gravity scattering is necessarily parity even. In these dimensions the generators
of the local S-matrix module are GS,1 = χ6 (see (4.20) and (4.25)) along with G3,1, . . . G3,8, G3A
and GS,2 (see (6.16)).
It is relatively straightforward to list the S matrices generated by G3,1, . . . G3,8, G3A , GS,2
as well as the Lagrangians that generate these S-matrices. It is also straightforward to list
the S-matrices generated by GS,1. As explained in subsection 6.1.1, however, the fact that
the Lagrangian GS,1 has only three factors of the Riemann tensor complicates the listing of
Lagrangians dual to these S-matrices. As explained in subsection 6.1.1, one can find a solution
to this problem by adopting an alternate view of the S-matrix module; a view in which we
include generator G3,9 instead of GS,1 but the module is now not freely generated but is instead
subject to the relations (6.9).
In this subsection we first perform the simple part of our listing. We list the S-matrices
generated by G3,1, . . . G3,8, G3A , GS,2. After this is done we return to question of listing the
Lagrangians that generate the ‘descendant’ S-matrices of GS,1.
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• The S-matrix corresponding to G3,1 in (6.17) is specified by the polynomial FG3,1(t, u)
which exhibits a Z2 symmetry (t↔ u). In equations,
SG3,1 =
1
4
(FG3,1(t, u) [(p1p1q − p1q1p) (p2p2q − p2q2p) (p3r3s − p3s3r) (p4r4s − p4s4r)(
p1a
1
b − p1b1a
) (
p2a
2
b − p2b2a
) (
p3c
3
d − p3d3c
) (
p4c
4
d − p4d4c
)]
+ FG3,1(s, u) [3↔ 2] + FG3,1(s, t) [2↔ 4] ).
(K.1)
The most general descendant which gives rise to S-matrix in (K.1) is given by,
LG3,1 =
∑
m,n
(FG3,1)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂µi∂νjRabpq
)
Rbaqp (∂
µiRcdrs) (∂
νjRdcsr)
)
. (K.2)
We have defined the momenta polynomials as,
FG3,1(t, u) =
∑
m,n
(FG3,1)
m,n
tmun. (K.3)
In order to see the fact that Lagrangian (K.2) results in the S-matrix (K.1), we note that
RabpqRbaqpRcdrsRdcsr (K.4)
linearizes to give Tr(F 1F 2)Tr(F 3F 4)Tr(F 1F 2)Tr(F 3F 4) plus permutations. Once lin-
earized, it is clear that the structure has extra Z2 symmetry of 1 to 2 exchange. The
descendant Lagrangian (K.2) therefore linearizes to,
LG3,1 =
1
16
∑
m,n
(FG3,1)
m,n
2m+n
(
m∏
i=1
n∏
j=1
∂µi∂νj
(
F 1abF
1
pq
)
F 2baF
2
qp∂
µi
(
F 3cdF
3
rs
)
∂νj
(
F 4dcF
4
sr
))
.
(K.5)
plus permutations.
• The S-matrix corresponding to G3,2 in (6.17) is specified by the momenta polynomial
FG3,2(s, u) which has the Z2 symmetry (s↔ u). Explicitly it is given by
SG3,2 =
1
4
(FG3,2(s, u) [(p1p1q − p1q1p) (p2p2q − p2q2p) (p3v3w − p3w3v) (p4v4w − p4w4v)(
p1r
1
s − p1s1r
) (
p4r
4
s − p4s4r
) (
p2t 
2
u − p2u2t
) (
p3t 
3
u − p3u3t
)]
+ FG3,2(t, u) [3↔ 2] + FG3,2(s, t) [3↔ 4] ).
(K.6)
The most general descendant is
LG3,2 =
∑
m,n
(FG3,2)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂µi∂νjRpqrs
)
(∂µiRpqtu)Rtuvw (∂
νjRrsvw)
)
. (K.7)
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That the descendant Lagrangian (K.7) generates the S-matrix (K.6) is easy to see; the
Lagrangian
RpqrsRpqtuRtuvwRrsvw (K.8)
linearizes to give Tr(F 1F 2)Tr(F 3F 4)Tr(F 1F 4)Tr(F 2F 3) plus permutations. This structure
has an obvious extra Z2 symmetry of 1 to 3 exchange. The descendant Lagrangian (K.7)
then linearizes to give,
1
16
∑
m,n
(FG3,2)
m,n
2m+n
(
m∏
i=1
n∏
j=1
∂µi∂νj
(
F 1pqF
1
rs
)
∂µi
(
F 2pqF
2
tu
)
F 3tuF
3
vw∂
νj
(
F 4rsF
4
vw
))
. (K.9)
plus permutations.
• The most general S-matrix corresponding G3,3 in (6.17) is specified by the momenta poly-
nomials FG3,3(s, u) which is symmetric under (s↔ u).
SG3,3 =
1
4
(FG3,3(s, u) [(p1p1q − p1q1p) (p2p2t − p2t 2p) (p3t 3v − p3v3t ) (p4q4v − p4v4q)(
p1r
1
s − p1s1r
) (
p2r
2
u − p2u2r
) (
p3u
3
w − p3w3u
) (
p4s
4
w − p4w4s
)]
+ FG3,3(t, u) [3↔ 2] + FG3,3(s, t) [3↔ 4] ).
(K.10)
The most general descendant Lagrangian that gives rise to the S-matrix (K.10) is as follows
LG3,3 =
∑
m,n
(FG3,3)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂νj∂µiRpqrs
)
(∂µiRptru)Rtvuw (∂
νjRqvsw)
)
. (K.11)
In order to see the fact that Lagrangian (K.11) results in the S-matrix (K.10), we note
that
RpqrsRptruRtvuwRqvsw (K.12)
linearizes to Tr(F 1F 2F 3F 4)Tr(F 1F 2F 3F 4) plus permutations. This structure, like Tr(F 4)
again has Z2 symmetry of 1↔ 3, which manifests in the u↔ s symmetry of the momenta
functions FG3,3(s, u). It follows therefore the Lagrangian (K.11) linearizes to
1
16
∑
m,n
(FG3,3)
m.n
2m+n
(
m∏
i=1
n∏
j=1
∂νj∂µi(F
1
pqF
1
rs)∂
µi(F 2ptF
2
ru)F
3
tvF
3
uw∂
νj(F 4qvF
4
sw)
)
(K.13)
plus permutations.
• The S-matrix corresponding to G3,4 in (6.17) is specified by the momenta polynomials
FG3,4(s, t) with the Z2 symmetry (s↔ t). The explicit S-matrix is as follows
SG3,4 =
1
4
(FG3,4(s, t) [(p1p1q − p1q1p) (p2p2t − p2t 2p) (p3t 3v − p3v3t ) (p4q4v − p4v4q)(
p1r
1
s − p1s1r
) (
p2u
2
w − p2w2u
) (
p3w
3
s − p3s3w
) (
p4r
4
u − p4u4r
)]
+ FG3,4(s, u) [3↔ 4] + FG3,4(u, t) [2↔ 4] ).
(K.14)
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The most general descendant which gives rise to this S-matrix is given by
LG3,4 =
∑
m,n
(FG3,4)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂νj∂µiRpqrs
)
(∂µiRptuw) (∂
νjRtvws)Rqvru
)
. (K.15)
In order to see the fact that Lagrangian (K.15) results in the S-matrix (K.14), we note
that
RpqrsRptuwRtvwsRqvru (K.16)
linearizes to Tr(F 1F 2F 3F 4)Tr(F 1F 3F 2F 4) plus permutations. This structure has Z2 sym-
metry of 2 ↔ 3 (and hence the Z2 symmetry of the momenta polynomials FG3,4(s, t)).
When linearized, the most general descendant Lagrangian (K.15) becomes,
1
16
∑
m,n
(FG3,4)
m,n
2m+n
(
m∏
i=1
n∏
j=1
∂νj∂µi(F
1
pqF
1
rs)∂
µi(F 2ptF
2
uw)∂
νj(F 3tvF
3
ws)F
4
qvF
4
ru
)
. (K.17)
plus permutations.
• The S-matrix corresponding toG3,5 in (6.17) is specified by momenta polynomials FG3,5(t, u)
which has a Z2 symmetry in (t↔ u).
SG3,5 =
1
4
(
FG3,5(t, u) [(p1p1q − p1q1p) (p2p2q − p2q2p) (p3v3w − p3w3v) (p4v4w − p4w4v)(
p1r
1
s − p1s1r
) (
p2t 
2
u − p2u2t
) (
p3r
3
t − p3t 3r
) (
p4s
4
u − p4u4s
)]
+ FG3,5(u, s) [2↔ 3] + FG3,5(s, t) [2↔ 4]
) (K.18)
The S-matrix (K.18) is produced by the general descendant Lagrangian
LG3,5 =
∑
m,n
(FG3,5)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂νj∂µiRpqrs
)
Rpqtu (∂
µiRrtvw) (∂
νiRsuvw)
)
. (K.19)
In order to see the fact that Lagrangian (K.19) results in the S-matrix (K.18), we note
that
RpqrsRpqtuRrtvwRsuvw (K.20)
linearizes to Tr(F 1F 2)Tr(F 3F 4)Tr(F 1F 3F 2F 4) plus permutation. The general descendant
Lagrangian (K.19) therefore linearizes to
1
16
∑
m,n
(FG3,5)
m,n
2m+n
(
m∏
i=1
n∏
j=1
∂νj∂µi
(
F 1pqF
1
rs
)
F 2pqF
2
tu∂
µi
(
F 3rtF
3
vw
)
∂νi
(
F 4suF
4
vw
))
(K.21)
plus permutations.
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• The most general S-matrix generated by G6 = G3,6 ⊕ G3A is specified by an arbitrary
polynomial FG6(t, u) with no symmetry restrictions. The corresponding S-matrix is
SG6 =
1
4
FG6(s, t) [(p1p1q − p1q1p) (p2p2q − p2q2p) (p3u3v − p3v3u) (p4u4v − p4v4u)(
p1r
1
s − p1s1r
) (
p2r
2
t − p2t 2r
) (
p3w
3
t − p3t 3w
) (
p4w
4
s − p4s4w
)]
+ S3 permutations (also act on s, t, u).
(K.22)
This S-matrix (K.22) is produced (up to proportionality) by the Lagrangian
LG6 =
∑
m,n
(FG6)
m.n
2m+n
(
m∏
i=1
n∏
j=1
(
∂µi∂νjRpqrs
)
(∂µiRpqrt) (∂
νiRuvwt)Ruvws
)
(K.23)
The fact that (K.23) yields the S-matrix (K.22) follows from the fact that
RpqrsRpqrtRuvwtRuvws (K.24)
linearizes to Tr(F 1F 2)Tr(F 3F 4)Tr(F 1F 2F 3F 4) plus permutations (where the superscript,
as usual, labels particles). It follows that the Lagrangian (K.23) linearizes to
1
16
∑
m,n
(FG6)
m.n
2m+n
(
m∏
i=1
n∏
j=1
∂µi∂νj
(
F 1pqF
1
rs
)
∂µi
(
F 2pqF
2
rt
)
∂νi
(
F 3uvF
3
wt
)
F 4uvF
4
ws
)
(K.25)
plus permutations. The replacement rule ∂µ → ikµ then turns (K.25) into (K.22).
• The S-matrix corresponding to G3,7 in (6.17) is specified by FG3,7(t, u) which has Z2
symmetry of (t↔ u). Explicitly,
SG3,7 =
1
16
(FG3,7(t, u) (p1p1q − p1q1p) (p2p2q − p2q2p) (p3r3s − p3s3r) (p4r4s − p4s4r)
+ FG3,7(s, u) (p1p1q − p1q1p) (p3p3q − p3q3p) (p2r2s − p2s2r) (p4r4s − p4s4r)
+ FG3,7(t, s) (p1p1q − p1q1p) (p4p4q − p4q4p) (p3r3s − p3s3r) (p2r2s − p2s2r))((
p1a
1
b − p1b1a
)
p2a
(
p2µ
2
ν − p2ν2µ
)
p3b
(
p3ν
3
α − p3α3ν
) (
p4α
4
µ − p4µ4α
)
+
(
p2a
2
b − p2b2a
)
p1a
(
p1µ
1
ν − p1ν1µ
)
p4b
(
p4ν
4
α − p4α4ν
) (
p3α
3
µ − p3µ3α
)
+
(
p3a
3
b − p3b3a
)
p4a
(
p4µ
4
ν − p4ν4µ
)
p1b
(
p1ν
1
α − p1α1ν
) (
p2α
2
µ − p2µ2α
)
+
(
p4a
4
b − p4b4a
)
p3a
(
p3µ
3
ν − p3ν3µ
)
p2b
(
p2ν
2
α − p2α2ν
) (
p1α
1
µ − p1µ1α
))
(K.26)
The S-matrix (K.26) is generated by the descendant Lagrangian
LG3,7 = −
∑
m,n
(FG3,7)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂µi∂νjRpqab
)
(∂aRqpµν) (∂b∂
µiRrsνα) (∂
νjRsrαµ)
)
(K.27)
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In order to see that S-matrix (K.26) is generated by (K.27), we note that
Rpqab∂aRqpµν∂bRrsναRsrαµ (K.28)
linearizes to give Tr(F 1F 2)Tr(F 3F 4)F 1abTr(p
2
aF
2p3bF
3F 4) plus permutations. This struc-
ture again has only Z2 symmetry of 3 ↔ 4. The descendant Lagrangian (K.27) then
linearizes to give
− 1
16
∑
m,n
(FG3,7)
m,n
2m+n
(
m∏
i=1
n∏
j=1
∂µi∂νj
(
F 1pqF
1
ab
)
∂aF
2
qpF
2
µν∂b∂
µi
(
F 3rsF
3
να
)
∂νj
(
F 4srF
4
αµ
))
(K.29)
plus permutations.
• The S-matrix corresponding to G3,8 in (6.17) is specified by the momenta functions
FG3,8(s, u) which has the Z2 symmetry (s↔ u). In equations,
SG3,8 =
1
16
(FG3,8(s, u) (p1p1q − p1q1p) (p2q2r − p2r2q) (p3r3s − p3s3r) (p4s4p − p4p4s)
FG3,8(t, u) (p1p1q − p1q1p) (p3q3r − p3r3q) (p2r2s − p2s2r) (p4s4p − p4p4s)
+ FG3,8(t, s) (p1p1q − p1q1p) (p3q3r − p3r3q) (p4r4s − p4s4r) (p2s2p − p2p2s))((
p1a
1
b − p1b1a
)
p2a
(
p2µ
2
ν − p2ν2µ
)
p3b
(
p3ν
3
α − p3α3ν
) (
p4α
4
µ − p4µ4α
)
+
(
p2a
2
b − p2b2a
)
p1a
(
p1µ
1
ν − p1ν1µ
)
p4b
(
p4ν
4
α − p4α4ν
) (
p3α
3
µ − p3µ3α
)
+
(
p3a
3
b − p3b3a
)
p4a
(
p4µ
4
ν − p4ν4µ
)
p1b
(
p1ν
1
α − p1α1ν
) (
p2α
2
µ − p2µ2α
)
+
(
p4a
4
b − p4b4a
)
p3a
(
p3µ
3
ν − p3ν3µ
)
p2b
(
p2ν
2
α − p2α2ν
) (
p1α
1
µ − p1µ1α
))
(K.30)
The descendant is of the general form
LG3,8 = −
∑
m,n
(FG3,8)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂µi∂νjRpqab
)
(∂a∂
µiRqrµν) (∂bRrsνα) (∂
νjRspαµ)
)
(K.31)
Reader can convince himself/herself that the descendant Lagrangian (K.31) gives rise to
the S-matrix (K.30) by noting that
Rpqab∂aRqrµν∂bRrsναRspαµ (K.32)
linearizes to give Tr(F 1F 2F 3F 4)F 1abTr(p
2
aF
2p3bF
3F 4) plus permutations. This structure
has neither Z2 × Z2, which although is preserved by the first trace but broken by the
FTr(...) part, nor it has S3 which is preserved by the FTr(...) part but broken by the
Tr(F 4) part. Only Z2 is preserved, that is just 2 ↔ 4 flip symmetry. Consequently the
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Z2 × Z2 symmetrization had to be done explicitly in (K.30). The descendant Lagrangian
(K.31) then linearizes to
− 1
16
∑
m,n
(FG3,8)
m,n
2m+n
(
m∏
i=1
n∏
j=1
∂µi∂νj
(
F 1pqF
1
ab
)
∂a∂
µi
(
F 2qrF
2
µν
)
∂b
(
F 3rsF
3
να
)
∂νj
(
F 4spF
4
αµ
)) |Z2×Z2
(K.33)
• The S-matrix corresponding toGS,2 in (6.17) is given by the momenta polynomial FGS,2(s, t)
which is fully symmetric in s, t and u. The explicit expression for the S-matrix is given by,
SGS,2 =
1
16
(FGS,2(s, t))×[(
p1a
1
b − p1b1a
)
p2a
(
p2µ
2
ν − p2ν2µ
)
p3b
(
p3ν
3
α − p3α3ν
) (
p4α
4
µ − p4µ4α
)(
p1p
1
q − p1q1p
)
p2p
(
p2β
2
γ − p2γ2β
)
p3q
(
p3γ
3
δ − p3δ3γ
) (
p4δ
4
β − p4β4δ
)
+ (1↔ 2) + (1↔ 3) + (1↔ 4)]
(K.34)
The most general descendant Lagrangian giving rise to (K.34) is
LGS,2 =
∑
m,n
(FGS,2)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂µi∂νjRabpq
)
(∂µi∂p∂aRµνβγ) (∂
νj∂q∂bRναγδ)Rαµδβ
)
(K.35)
It is easy to see that the descendant Lagrangian (K.35) generates the S-matrix (K.34).
Consider the Lagrangian
Rabpq∂p∂aRµνβγ∂q∂bRναγδRαµδβ (K.36)
which linearizes to give F 1pqTr(p
2
pF
2p3qF
3F 4)F 1abTr(p
2
aF
2p3bF
3F 4) plus permutations. This
structure has S3 symmetry, because 2, 3, 4 can be permuted and the structure remains
invariant. The descendant Lagrangian (K.35) linearizes to give,
1
16
∑
m,n
(FGS,2)
m,n
2m+n
(
m∏
i=1
n∏
j=1
∂µi∂νj(F
1
abF
1
pq)∂
µi∂p∂a(F
2
µνF
2
βγ)∂
νj∂q∂b(F
3
ναF
3
γδ)F
4
αµF
4
δβ
)
(K.37)
plus permutations.
• Finally we turn to the specification of the S-matrices descended from GS,1. If we are
interested in specifying only the S-matrix - and not the Lagrangian that gives rise to
this S-matrix - this job is easily done. In addition to the S-matrices already listed in
this appendix we have one additional contribution specified by FGS,1 , a fully symmetric
polynomial of s, t, u that is otherwise unconstrained. The S-matrix is given by
S
GS,1
D≥7 = 24(3FGS,1(t, u)ijklmnpasdfghj1i 2j3k4l p1mp2np3p1a2s3d4fp1gp2hp3j) (K.38)
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At the level of S-matrices we have now completed our listings. The most general sum of
(K.38), (K.22), (K.18), (K.10), (K.14), (K.1), (K.6), (K.30), (K.26), (K.34) gives the most
general local S-matrix for gravitational scattering in D ≥ 8.
• If, on the other hand, we are also interested in listing the Lagrangians that give rise to
the S-matrices that descend from GS,1 we are forced to proceed differently. In this case
we do not include (K.38) in our listing of S-matrices but instead replace (K.38) by the
most general S-matrix corresponding to G3,9 (6.1). Such an S-matrix is given by the
momenta polynomial FG3,9(t, u) which is symmetric in s↔ u. As the 1S part of G3,9 can
be eliminated using (6.2), only the 2M part suffices for us. This means we further impose,
FG3,9(t, u) + FG3,9(u, s) + FG3,9(s, t) = 0. (K.39)
The explicit expression for the S-matrix is given by,
SG3,9 =
1
4
(FG3,9(t, u) [(p1p1q − p1q1p) (p2p2t − p2t 2p) (p3t 3v − p3v3t ) (p4u4v − p4v4u)(
p1r
1
s − p1s1r
) (
p4s
4
w − p4w4s
) (
p2r
2
u − p2u2r
) (
p3q
3
w − p3w3q
)]
+ FG3,9(u, s) [2↔ 3] + FG3,9(s, t) [2↔ 4] ).
(K.40)
The most general descendant Lagrangian giving rise to (K.40) is
LG3,9 =
∑
m,n
(FG3,9)
m,n
2m+n
(
m∏
i=1
n∏
j=1
(
∂µi∂νjRpqrs
)
Rptru(∂
µiRtvqw)(∂
νjRuvsw)
)
(K.41)
It is easy to see that the descendant Lagrangian (K.41) generates the S-matrix (K.40).
Consider the Lagrangian
RpqrsRptruRtvqwRuvsw (K.42)
which linearizes to give F 1pqF
2
ptF
3
tvF
4
uvF
2
ruF
1
rsF
4
sw plus permutations. The descendant La-
grangian (K.35) linearizes to give,
1
16
∑
m,n
(FG3,9)
m.n
2m+n
(
m∏
i=1
n∏
j=1
(
∂µi∂νjF
1
pqF
1
rs
)
F 2ptF
2
ru(∂
µiF 3tvF
3
qw)(∂
νjF 4uvF
4
sw)
)
(K.43)
plus permutations.
With this new point of view, the most general gravitational S-matrix is now given by a
sum of (K.22), (K.18), (K.10), (K.14), (K.1), (K.6), (K.30), (K.26), (K.34) and (K.40).
However as we have explained in subsection 6.1.1, this way of listing the most general
S-matrix - and most general Lagrangian - is ‘over complete’. The fact that
r(i) GS,1 = 4
(
−G(i)3,1−2G(i)3,2−16G(i)3,3+16G(i)3,4−2G(i)3,5+10G(i)3,6+16G(i)3,9+(4G(i+1)3A −4G
(i+2)
3A
)
)
.
(K.44)
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tells us (see (6.8)) that F ’s obeys the following equivalence relation.
FG3,1(t, u) ∼ FG3,1(t, u)− (u− t)h(t, u),
FG3,2(t, u) ∼ FG3,2(t, u)− 2(u− t)h(t, u),
FG3,3(t, u) ∼ FG3,3(t, u)− 16(u− t)h(t, u),
FG3,4(t, u) ∼ FG3,4(t, u) + 16(u− t)h(t, u),
FG3,5(t, u) ∼ FG3,5(t, u)− 2(u− t)h(t, u),
FG3,6(t, u) ∼ FG3,6(t, u) + 10(u− t)h(t, u),
FG3,9(t, u) ∼ FG3,9(t, u) + 16(u− t)h(t, u),
FG3A (t, u) ∼ FG3A (t, u)− 4s h(t, u). (K.45)
where h(u, t) is a totally antisymmetric function under S3. And also FG3,9(t, u) satisfies
(K.39).
We can summarize the above discussion by stating that the general most general parity
invariant s-matrix in D ≥ 7 is given by
S =
( 8∑
i=1
SG3,i
)
+ SG3A + SGS,1 + SGS,2 . (K.46)
which is obtained from the general Lagrangian
L =
( 9∑
i=1
LG3,i
)
+ LG3A + LGS,2 . (K.47)
K.2 D = 7
Even
In D = 7 the parity even S-matrices continue to be given by (K.46).
Odd
The most general S-matrix is specified by the momenta functions FHD=73,1 (t, u) and FHD=73,2 (t, u)
that has Z2 symmetry under the two arguments and FHD=7S (t, u) that is completely symmetric
under S3.
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SH
D=7
3,1 = −4i(FHD=73,1 (t, u) (p1a1b − p1b1a) (p2b2a − p2a2b) (p3c3d − p3d3c) (p4d4c − p4c4d)
+FHD=73,1 (s, u) (p1a1b − p1b1a) (p3b3a − p3a3b) (p2c2d − p2d2c) (p4d4c − p4c4d)
+FHD=73,1 (t, s) (p1a1b − p1b1a) (p4b4a − p4a4b) (p3c3d − p3d3c) (p2d2c − p2c2d))
(∗(81 ∧ p2 ∧ 2 ∧ p3 ∧ 3 ∧ p4 ∧ 4))
SH
D=7
3,2 = −4i(FHD=73,2 (s, u) (p1a1b − p1b1a) (p2b2c − p2c2b) (p3c3d − p3d3c) (p4d4a − p4a4d)
+FHD=73,2 (t, s) (p1a1b − p1b1a) (p3b3c − p3c3b) (p4c4d − p4d4c) (p2d2a − p2a2d)
+FHD=73,2 (u, t) (p1a1b − p1b1a) (p4b4c − p4c4b) (p2c2d − p2d2c) (p3d3a − p3a3d))
(8 ∗ (1 ∧ p2 ∧ 2 ∧ p3 ∧ 3 ∧ p4 ∧ 4))
SH
D=7
S = 4i(FHD=7S (t, u))
(
(
p1α
1
β − p1β1α
)
p2α
(
p2γ
2
δ − p2δ2γ
)
p3β
(
p3δ
3
µ − p3µ3δ
) (
p4δ
4
γ − p4γ4δ
)
+
(
p2α
2
β − p2β2α
)
p1α
(
p1γ
1
δ − p1δ1γ
)
p3β
(
p3δ
3
µ − p3µ3δ
) (
p4δ
4
γ − p4γ4δ
)
+
(
p3α
3
β − p3β3α
)
p2α
(
p2γ
2
δ − p2δ2γ
)
p1β
(
p1δ
1
µ − p1µ1δ
) (
p4δ
4
γ − p4γ4δ
)
+
(
p4α
4
β − p4β4α
)
p2α
(
p2γ
2
δ − p2δ2γ
)
p3β
(
p3δ
3
µ − p3µ3δ
) (
p1δ
1
γ − p1γ1δ
)
)
(8 ∗ (1 ∧ p2 ∧ 2 ∧ p3 ∧ 3 ∧ p4 ∧ 4))
(K.48)
The Lagrangians generating S-matrix (K.48) are listed in (6.28)
K.3 D = 6
Even
As mentioned in the main text, the most general S-matrix and Lagrangian continue to be given
by (K.46) and (K.47) but with the function FGS,1(t, u) set equal to zero.
Odd
The most general parity odd S-matrix inD = 6 is specified by the momenta functions FHD=63A,1(t, u),FHD=63A,2(t, u)
and FHD=63A,3(t, u) all of which are antisymmetric in first two arguments. All three structures
transform in 3A = 2M ⊕ 1A.
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The Explicit S-matrix is as follows, dropping the D = 6 superscript.
SH3A,1 =
1
16
(FH3A,1(t, u) (p1a1b − p1b1a) (p2b2a − p2a2b) (p3c3d − p3d3c) (p4d4c − p4c4d)
+FH3A,1(s, u) (p1a1b − p1b1a) (p3b3a − p3a3b) (p2c2d − p2d2c) (p4d4c − p4c4d)
FH3A,1(t, s) (p1a1b − p1b1a) (p4b4a − p4a4b) (p3c3d − p3d3c) (p2d2c − p2c2d))(
8
(
p1α
1
β − p1β1α
)
p2αp
3
β ∗ (2 ∧ k2 ∧ 3 ∧ k3 ∧ 4 ∧ k4)
+8
(
p2α
2
β − p2β2α
)
p1αp
3
β ∗ (1 ∧ k1 ∧ 3 ∧ k3 ∧ 4 ∧ k4)
+8
(
p3α
3
β − p3β3α
)
p2αp
1
β ∗ (2 ∧ k2 ∧ 1 ∧ k1 ∧ 4 ∧ k4)
8
(
p4α
4
β − p4β4α
)
p2αp
3
β ∗ (2 ∧ k2 ∧ 3 ∧ k3 ∧ 1 ∧ k1)
)
SH3A,2 =
1
16
(FH3A,2(s, u) (p1a1b − p1b1a) (p2b2c − p2c2b) (p3c3d − p3d3c) (p4d4a − p4a4d)
+FH3A,2(t, s) (p1a1b − p1b1a) (p3b3c − p3c3b) (p4c4d − p4d4c) (p2d2a − p2a2d)
FH3A,2(u, t) (p1a1b − p1b1a) (p4b4c − p4c4b) (p2c2d − p2d2c) (p3d3a − p3a3d))(
8
(
p1α
1
β − p1β1α
)
p2αp
3
β ∗ (2 ∧ k2 ∧ 3 ∧ k3 ∧ 4 ∧ k4)
+8
(
p2α
2
β − p2β2α
)
p1αp
3
β ∗ (1 ∧ k1 ∧ 3 ∧ k3 ∧ 4 ∧ k4)
+8
(
p3α
3
β − p3β3α
)
p2αp
1
β ∗ (2 ∧ k2 ∧ 1 ∧ k1 ∧ 4 ∧ k4)
8
(
p4α
4
β − p4β4α
)
p2αp
3
β ∗ (2 ∧ k2 ∧ 3 ∧ k3 ∧ 1 ∧ k1)
)
SH3A,3 =
1
16
(
FH3A,3(s, t)
(
abcdef
(
p1γ
1
δ − p1δ1γ
) (
p2e
2
ρ − p2ρ2e
) (
p3f
3
ρ − p3ρ3f
) (
p4δ
4
γ − p4γ4δ
)
((
p1a
1
b − p1b1a
)
k2c
(
p2µ
2
ν − p2ν2µ
)
k3d
(
p3ν
3
α − p3α3ν
) (
p4α
4
µ − p4µ4α
)− (p4a4b − p4b4a)
k3c
(
p3µ
3
ν − p3ν3µ
)
k2d
(
p2ν
2
α − p2α2ν
) (
p1α
1
µ − p1µ1α
))
+
(
p2γ
2
δ − p2δ2γ
) (
p1e
1
ρ − p1ρ1e
) (
p4f
4
ρ − p4ρ4f
) (
p3δ
3
γ − p3γ3δ
)((
p2a
2
b − p2b2a
)
k1c
(
p1µ
1
ν − p1ν1µ
)
k4d
(
p4ν
4
α − p4α4ν
) (
p3α
3
µ − p3µ3α
)− (p3a3b − p3b3a)
k4c
(
p4µ
4
ν − p4ν4µ
)
k1d
(
p1ν
1
α − p1α1ν
) (
p2α
2
µ − p2µ2α
)))
+ FH3A,3(u, t)(2↔ 4) + FH3A,3(s, u)(3↔ 4)
)
(K.49)
The most general descendant Lagrangian which gives rise to (K.49) is given by
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LH3A,1 = −
∑
m,n
(FH3A,1)
m,n
2m+n
(
m∏
i=1
n∏
j=1
abcdef (∂µi∂νjRµναβ)∂αRνµab∂
µi∂βRγδcd∂
νjRδγef
)
,
LH3A,2 = −
∑
m,n
(FH3A,2)
m.n
2m+n
(
m∏
i=1
n∏
j=1
abcdef (∂µi∂νjRµναβ)∂
µi∂αRνγab∂βRγδcd∂
νjRδµef
)
,
LH3A,3 = −
∑
m,n
(FH3A,3)
m.n
2m+n
(
m∏
i=1
n∏
j=1
abcdef (∂µi∂νjRabγδ)(∂
µi∂cRµνeρ)(∂
νj∂dRναfρ)Rαµδγ
)
,
(K.50)
Consider the following Lagrangian structures,
abcdefRµναβ∂αRνµab∂βRγδcdRδγef , 
abcdefRµναβ∂αRνγab∂βRγδcdRδµef
abcdefRabγδ∂cRµνeρ∂dRναfρRαµδγ. (K.51)
The linearized structure in momentum space is proportional to
1
16
(Tr(F 1F 2)Tr(F 3F 4))(abcdefF 1αβ∂
αF 2ab∂
βF 3cdF
4
ef ),
1
16
(Tr(F 1F 2F 3F 4))(abcdefF 1αβ∂
αF 2ab∂
βF 3cdF
4
ef )
1
16
abcdefF 1ab(∂cF
2
µν∂dF
3
ναF
4
αµ)(F
1
γδF
2
eρF
3
fρF
4
δγ). (K.52)
plus permutations. It is therefore easy to see that the descendant Lagrangian (K.50) gives rise
to S-matrix (K.49).
K.4 D = 5
Even
There is further reduction of 2 Z2 symmetric structures in this dimension. To be precise there all
the Lagrangians giving rise to the labelled Lagrangians G3,1−G3,6 are not linearly independent.
We find the following relation between the s-matrices.
6∑
i=2
SG3,i = 0 (K.53)
with
FG3,6(t, u) = 5α
2
− 2β, FG3,5(t, u) = −α
2
, FG3,3(t, u) = 2β
FG3,4(t, u) = 2α, FG3,1(t, u) = −6α+5β
8
. (K.54)
The structures we choose to reduce: LG3,3 and LG3,4 .
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Odd
The most general parity odd S-matrix in D = 5 is specified by the momentum function
FHD=53A (t, u) which transforms in 2M + 1A = 3A of S3. As a result this function is antisym-
metric in the two arguments.
The explicit S-matrix is as follows,
SH
D=5
3A = −i
(
FHD=53A (s, t) (4 ∗ (p4 ∧ 4 ∧ p1 ∧ 1 ∧ p2) (p2f2g − p2g2f) (p3g3h − p3h3g) (p4h4f − p4f4h)(
p1α
1
β − p1β1α
)
p2αp
3
β
(
p2µ
2
ν − p2ν2µ
) (
p3ν
3
µ − p3µ3ν
)
+ (1↔ 2, 3↔ 4) + (1↔ 3, 3↔ 4)
+(1↔ 4, 2↔ 3))
+FHD=53A (t, u) (4 ∗ (p2 ∧ 2 ∧ p1 ∧ 1 ∧ p3) (p3f3g − p3g3f) (p4g4h − p4h4g) (p2h2f − p2f2h)(
p1α
1
β − p1β1α
)
p3αp
4
β
(
p3µ
3
ν − p3ν3µ
) (
p4ν
4
µ − p4µ4ν
)
+ (1↔ 2, 3↔ 4) + (1↔ 3, 3↔ 4)
+(1↔ 4, 2↔ 3))
+FHD=53A (u, s) (4 ∗ (p3 ∧ 3 ∧ p1 ∧ 1 ∧ p4) (p4f4g − p4g4f) (p2g2h − p2h2g) (p3h3f − p3f3h)(
p1α
1
β − p1β1α
)
p4αp
2
β
(
p4µ
4
ν − p4ν4µ
) (
p2ν
2
µ − p2µ2ν
)
+ (1↔ 2, 3↔ 4) + (1↔ 3, 3↔ 4)
+(1↔ 4, 2↔ 3))) (K.55)
The S-matrix (K.55) is obtained from the following descendant Lagrangian The most general
descendant is given by
LH
D=5
3A =
∑
m,n
(
FHD=53A
)
m,n
2m+n
(
m∏
i=1
n∏
j=1
abcde((∂µi∂νjRαβcd)∂
µi∂α∂eRµνfg∂
νj∂βRνµghRabhf
)
,
(K.56)
The Z2 antisymmetry of the momentum function FH
D=5
3A (t, u) is explicit in momentum space
and can be seen by re-labelling the second and the third Riemann tensor in (K.56) and using
conservation equation.
That the S-matrix (K.55) is obtained from the Lagrangian (K.56) is evident when one con-
siders the Lagrangian
abcdeRαβcd∂α∂eRµνfg∂βRνµghRabhf
The linearized structure in momentum space is given by,
abcde
(
F 1αβ∂αF
2
µν∂βF
3
νµF
4
ab
) (
F 1cd∂eF
2
fgF
3
ghF
4
hf
)
(K.57)
plus permutations.
K.5 D = 4
Even
The independent parity even structures are just three.
(RabcdRabcd)
2, RpqrsRpqtuRrtvwRsuvw
Rabcd∇a∇cRefe′f ′∇b∇dRfgf ′g′Rgeg′e′ (K.58)
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We show the reduction of the local module as follows. From [38], we know that the S-matrix
corresponding to G6 = G3,6 ⊕ G3A vanishes. The relations that among the rest 8 derivative
Lagrangians are as follows.
SG3,5 + SG3,1 + SG3,2 = 0
with, FG3,5 = 1, FG3,1 = −1
4
, FG3,2 = 1
2
. (K.59)
We use this to eliminate G3,2 from our basis. We also find linear relations between the s-matrix
at 10 derivative level,
SG3,8 + SG3,7 = 0
with, FG3,8 = −4, FG3,7 = 1. (K.60)
Thus at 10 derivative level we only have G3,7 as the basis structure. Finally we find the following
relation between the descendants of G3,1, G3,5 and G3,7.
SG3,7 + SG3,1 + SG3,5 = 0
with FG3,7 = 18, FG3,5(t, u) = −4(t+ u), FG3,1(t, u) = (t+ u). (K.61)
This can be used to eliminate G3,7. Finally we are left with G3,1, G3,5 and G3,9 as our local
module generator in D = 4. The most general parity even s-matrix is given by,
SD=4even = S
G3,1 + SG3,5 + SG3,9 . (K.62)
Odd
The most general parity odd S-matrix in D = 4 is parameterized by the momenta functions
FOD=43 (t, u) and FOD=4S (t, u), where the first function is symmetric in the two arguments while
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the second one is completely symmetric under S3. The explicit S-matrix is as follows,
SO
D=4
3 =
1
8
FOD=43 (t, u) (4 ∗ (p1 ∧ 1 ∧ p2 ∧ 2) (p3µ3ν − p3ν3µ) (p4µ4ν − p4ν4µ) (p1a1b − p1b1a)(
p2b
2
a − p2a2b
) (
p3c
3
d − p3d3c
) (
p4d
4
c − p4c4d
)
+ (1→ 3, 2→ 4))
+
1
8
FOD=43 (u, s) (4 ∗ (p1 ∧ 1 ∧ p3 ∧ 3) (p2µ2ν − p2ν2µ) (p4µ4ν − p4ν4µ) (p1a1b − p1b1a)(
p3b
3
a − p3a2b
) (
p2c
2
d − p2d2c
) (
p4d
4
c − p4c4d
)
+ (1→ 2, 3→ 4))
+
1
8
FOD=43 (s, t) (4 ∗ (p1 ∧ 1 ∧ p4 ∧ 4) (p3µ3ν − p3ν3µ) (p2µ2ν − p2ν2µ) (p1a1b − p1b1a)(
p4b
4
a − p4a4b
) (
p3c
3
d − p3d3c
) (
p2d
2
c − p2c2d
)
+ (1→ 2, 3→ 4))
SO
D=4
S =
1
16
(
FOD=4S (t, u)
)
(
2 ∗ (p2 ∧ p3 ∧ p1 ∧ 1) (p2c2d − p2d2c) (p3d3e − p3e3d) (p4e4c − p4c4e) (p1α1β − p1β1α) p2α (p2γ2δ − p2δ2γ)
p3β
(
p3δ
3
µ − p3µ3δ
) (
p4δ
4
γ − p4γ4δ
)
+2 ∗ (p1 ∧ p3 ∧ p2 ∧ 2) (p1c1d − p1d1c) (p3d3e − p3e3d) (p4e4c − p4c4e) (p2α2β − p2β2α) p1α (p1γ1δ − p1δ1γ)
p3β
(
p3δ
3
µ − p3µ3δ
) (
p4δ
4
γ − p4γ4δ
)
+2 ∗ (p2 ∧ p1 ∧ p3 ∧ 3) (p2c2d − p2d2c) (p1d1e − p1e1d) (p4e4c − p4c4e) (p3α3β − p3β3α) p2α (p2γ2δ − p2δ2γ)
p1β
(
p1δ
1
µ − p1µ1δ
) (
p4δ
4
γ − p4γ4δ
)
+2 ∗ (p2 ∧ p3 ∧ p4 ∧ 4) (p2c2d − p2d2c) (p3d3e − p3e3d) (p1e1c − p1c1e) (p4α4β − p4β4α) p2α (p2γ2δ − p2δ2γ)
p3β
(
p3δ
3
µ − p3µ3δ
) (
p1δ
1
γ − p1γ1δ
))
(K.63)
The most general descendant corresponding to the S-matrix (K.64) is given by
LO
D=4
3 =
∑
m,n
(
FOD=43
)
m.n
2m+n
(
m∏
i=1
n∏
j=1
abij(∂µi∂νjRabef )Rijfe∂
µiRcdgh∂
νjRdchg
)
, (K.64)
LO
D=4
S =
∑
m,n
(
FOD=4S
)
m.n
2m+n
(
m∏
i=1
n∏
j=1
abmn(∂µi∂νjRmngh)∂
µi∂a∂gRcdij∂
νj∂b∂hRdejkRecki
)
,
It can be easily seen that the descendant Lagrangian (K.63) generates the S-matrix (K.64).
Consider the following parity odd Lagrangians
abijRabefRijfeRcdghRdchg, 
abmnRmngh∂
a∂gRcdij∂
b∂hRdejkRecki.
Roughly these structures, when linearized, can be represented as the tensor product of the
electromagnetism structures. The symmetries also become manifest.
Tr(F 1∧F 2)Tr(F 3F 4)(Tr(F 1F 2)Tr(F 3F 4)), (∗F 1ab)Tr(∂aF 2∂aF 3F 4))((F 1ab)Tr(∂aF 2∂aF 3F 4)).
plus permutations. Therefore (K.63) generates the S-matrix (K.64).
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L Sample Exchange contributions to four point scatter-
ing
L.1 Most general exchange contribution to four scalar scattering
Consider a massive particle in a representation P of its Lorentz little group SO(D − 1). Such
a particle can have a nonzero three point functions with either two scalars, two photons or two
gravitons, only if P is vectorial rather than spinorial in nature. It follows that we can have
exchange contributions to four scalar, four photon or four graviton scattering only when the
exchanged particle transforms in a representation P that can be built by symmetrizing and
anti-symmetrizing vectors (and then removing traces from the symmetric parts). Any such
representation is labelled by a Young Tableaux.
Now consider a particle with momentum p3 in such a representation of the little group. On-
shell states of this particle are labelled by a polarization tensor, whose indices are all orthogonal
to p3 and are otherwise appropriately symmetrized/ anti-symmetrized and trace removed. Now
consider the on-shell 3 point function between such a particle and two massless scalars with
momentum p1 and p2. As the amplitude is Lorentz invariant, all indices of the polarization tensor
associated with the particle P have to be contracted with p1−p2, the only vector available (recall
that the polarization tensor is orthogonal to p1 + p2 = −p3). As all indices of the polarization
tensor are contracted with the same vector, it follows that the three point function vanishes
unless P is labelled by a completely symmetric Young Tableaux, i.e. a Tableaux with a single
row, i.e. is a traceless symmetric tensor, eµ1...µl . In this case the three point function of two
massless scalars with this representation is necessarily proportional to
(p1 − p2)µ1(p1 − p2)µ2 . . . (p1 − p2)µl eµ1...µl .
This three point function has the necessary Bose symmetry under interchange of 1 and 2 (and
so is nonzero) only if l is even.
The propagator for a massive spin l particle is given by
Pβ1β2...βlα1α2...αl
p2 +m2
where P is the projection operator that first projects all vector indices orthogonal to the momen-
tum p that runs through the propagator, and then projects the resulting (D − 1)l dimensional
Hilbert space (generated by the direct product of the l vectors orthogonal to p) onto the sub-
space of spin l traceless symmetric tensors. It follows that the scalar four point function that
results from the exchange of a spin l particle is proportional to
(p1 − p2)α1 . . . (p1 − p2)αlPβ1β2...βlα1α2...αl(p3 − p4)β1 . . . (p3 − p4)βl
(p1 + p2)2 +m2
(L.1)
The explicit formula [44, 45] for the propagator Pβ1β2...βlα1α2...αl is complicated by the requirement of
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tracelessness. This requirement determines the projector to be 133
P(s)µ1...µl,ν1...νl =
{
[l/2]∑
p=0
(−1)pl!(2l +D − 2p− 5)!!
2pp!(l − 2p)!(2l +D − 5)!!Θµ1µ2Θν1ν2 . . .Θµ2p−1µ2pΘν2p−1ν2p
×Θµ2p+1ν2p+1 . . .Θµs,νs
}
sym(µ),sym(ν)
, (L.2)
where
Θµν = ηµν − pµpν/p2 (L.3)
is the projector onto the spatial slice orthogonal to pµ and [l/2] is largest integer smaller than
or equal to l/2 and sym(µ) denotes the operation of symmetrizing over the l µ indices, i.e the
operation 1
l!
∑
P where the sum is over all l! permutations P of the indices µi and sym(ν) means
something similar. Let us define
a = (p1 − p2)µΘµν(p1 − p2)ν
b = (p3 − p4)µΘµν(p3 − p4)ν
c = (p1 − p2)µΘµν(p3 − p4)ν
(L.4)
It follows from (L.1) and (L.2) that the spin l exchange is given, up to a proportionality constant,
by [44, 45] A simple computation yields
a = s, b = s, c = u− t, (L.5)
S =
(ab)
l
2
(p1 + p2)2 +m2
ADl
(
c√
ab
)
+ crossing (L.6)
where we have defined the polynomial
ADl (x) ≡
[l/2]∑
p=0
(−1)pl!(2l +D − 2p− 5)!!
2pp!(l − 2p)!(2l +D − 5)!! (x)
l−2p =
1
2l(D−3
2
)l
C
D−3
2
l (x), (a)b ≡
Γ(a+ b)
Γ(a)
.
(L.7)
which is proportional to the Gegenbauer polynomial C
D−3
2
l (x). Substituting (L.5) into (L.6) we
obtain
S ∝ s
l
m2 − sA
D
l
(
u− t
s
)
+
tl
m2 − tA
D
l
(
s− u
t
)
+
ul
m2 − uA
D
l
(
t− s
u
)
. (L.8)
133S.M. would like to thank P. Nayak, R. Sinha R. Soni and R. Poojari for detailed discussions - and initial
collaboration on a related project [46] - on contributions to the S matrix of tree level exchanges to higher spin
exchanges, that proved useful while writing this section.
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Regge growth
In the Regge limit the first and third lines in (L.8) - that correspond to s channel and u channel
exchange - are qualitatively different from the second line (t channel exchange).
The leading behavior of the t channel graph is obtained from the term p = 0 in the second
line of (L.8). and is given by (sl)/(m2 − t). Note that this expression is not a polynomial in t.
As ‘impact parameter space’ is roughly Fourier conjugate to t space, it follows that t channel
exchange leads to non-trivial scattering at finite impact parameter in the Regge limit. Note the
contrast with contact interactions (studied in detail earlier in this paper). As the S-matrices that
follow from contact interactions are polynomial in s as well as in t, such interactions contribute
to scattering in the Regge limit only at zero impact parameter.
Note that, on the other hand, that at leading order in the Regge limit s and u channel
scattering amplitudes are proportional to sl−1 and ul−1. Recall that since l is even, the leading
terms from the s and u channel cancel with each other. However the first sub-leading terms
yield an S-matrix proportional to
2m2sl−2 + 3(l − 2p)sl−2t
This behavior is analytic in t and so contributes only to scattering at zero impact parameter.
The leading large s behavior is of the sort that can be reproduced (and so also cancelled) by a
local ‘counter-term’ whenever l ≥ 2.
At any rate the second term of (L.8) gives the dominant growth of the S-matrix in the Regge
limit, and this growth is proportional to sl. Note in particular that the exchange of a massive
spin zero scalar leads to scattering with Regge growth s0, while the exchange of a massive spin
2 particle leads to an amplitude that grows in the Regge limit like s2. All higher spin exchanges
yield scattering amplitudes that grow faster than s2 in the Regge limit. As the corresponding
term is non analytic in t it cannot be mimicked or cancelled by a local counter-term.
It is often asserted that scattering due to exchange of a spin l particle leads to a scattering
amplitude that grows like sl in the Regge limit. As we have already seen in the simple example of
scalar scattering, this claim is really correct only in the t channel - the channel that contributes
to scattering at nonzero impact parameter. Amplitudes in the s and u channels need not grow
like sl. In the example we have seen so far the growth in these channels is slower than sl; below
we will also encounter examples in which the growth is faster.
L.1.1 Angular dependence and spherical harmonics
In this subsubsection we will rewrite the first of the three terms (L.8) in the center of mass
frame, i.e. the frame in which p1 + p2 is a vector that points in the time direction. In this
frame the Θ projects onto space. p1 − p2 and p3 − p4 are purely spatial vectors. In this frame
|~p1| = |~p2| = p and
s = 4p2, t = 2p2(1− cos θ), u = 2p2(1 + cos θ), so u− t
s
= cos θ (L.9)
where θ is the scattering angle.
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For the purposes of evaluating (L.1), Θµν → δij (i and j are spatial indices). In this frame
the projector listed in (L.2) is a traceless symmetric tensor in the indices µi for any fixed values
of the indices νj. It follows that the projector is a spin l scalar spherical harmonic of SO(D−1).
The precise spherical harmonic obtained depends on the value of the indices νi. In particular,
if we dot all ν indices of the projector with a fixed vector ~β we obtain the unique spherical
harmonic invariant under all the SO(D − 2) rotations that keep ~β fixed134. If we now dot the
the µi indices with a second vector ~α such that the angle between ~β and ~α is θ, we obtain |α|l|β|l
times the value of this special spherical harmonic at angle θ. Plugging in the explicit formula
for the projector yields the following explicit formula for the ‘rotationally symmetric spherical
harmonic’ as a function of cos θ
ADl (cos θ) =
[l/2]∑
p=0
(−1)pl!(2l +D − 2p− 5)!!
2pp!(l − 2p)!(2l +D − 5)!! (cos(θ))
l−2p
Using the last of (L.9) we see that the the first term in (L.8) is proportional to
sl
Al(cos θ)
s−m2 .
where θ is the scattering angle [47].
L.2 Four photon scattering from massive spin s exchange
The three particle photon-photon-P S-matrix is, in general, nonzero when P belongs to a larger
class of representations than the traceless symmetric tensors. Although it is not difficult to enu-
merate the representations P which can consistently couple to two photons, we will not pause
to record the results of this exercise, postponing it (and several other aspects of a systematic
enumeration of exchange contributions to four photon scattering) to future work. In this sub-
section we simply focus on the special case for which P is traceless symmetric135. Without loss
of information we can choose the polarization of the exchanged particle to take the form
eµ1...µl = (3)µ1(3)µ2 . . . (3)µl , (3)µk
µ
3 = 0, 3.3 = 0
We will now construct the most general 3 point coupling between two photons and a spin l
particle. Let the two photons have polarizations and momenta 1, k1 and 2, k2. Let the spin l
particle have mass m and momentum k3. The photon photon spin l on-shell 3 point functions
are necessarily polynomials of the following Lorentz invariant building blocks
A1 = 1.(k2 − k3), A2 = 2.(k1 − k3), A3 = 3.(k1 − k2),
b12 = 1.2, b23 = 2.3, b13 = 1.3,
(L.10)
134If we choose the fixed vector to be the ‘z’ axis we find the generalization of the m = 0 spherical harmonic of
SO(3).
135As the D = 4 little group is SO(3), traceless symmetric tensors are the only vectorial representations that
exist in this case, so the limited analysis presented in this subsection is actually exhaustive for the case D = 4.
172
The most general polynomial of degree 1 in 1 and 2 and of degree l in 3 is a linear combination
of the five structures
A1A2A
l
3, b12A
l
3 b13A2A
l−1
3 b23A1A
l−1
3 b13b23A
l−2
3 (L.11)
Under the interchange
(1, k1)↔ (2, k2) (L.12)
A1 ↔ A2, b12 ↔ b12, b13 ↔ b23, A3 ↔ −A3 (L.13)
When l is odd, the only Bose symmetric linear combination of the five structures listed in (L.11)
is proportional to
(A2b13 + A1b23)A
l−1
3 (L.14)
When l is even, on the other hand, any linear combination of the following four structures
A1A2A
l
3, b12A
l
3 b13A2A
l−1
3 − b23A1Al−13 b13b23Al−23 (L.15)
is Bose symmetric.
We now turn to the constraints imposed by the photonic gauge invariance. Under gauge
transformation i → i + ciki the building blocks transform as
δA1 = −c1m2, δA2 = −c2m2, δA3 = 0,
δb12 =
1
2
c1A2 +
1
2
c2A1, δb23 = −1
2
c2A3, δb13 =
1
2
c1A3
(L.16)
It is easily verified that the odd structure (L.14) is not gauge invariant. As a consequence the
three point functions between two photons and a traceless symmetric l rank tensor vanishes
when l is odd.
When l is even, on the other hand, it is easily verified that the most general Bose symmetric
gauge invariant 3 point function is a linear combination of the two structures C1 and C2 where
C1 = A
l
3
(
A1A2 + 2m
2b12
)
C2 = A
l−2
3
(−b12A23 + (b13A2 − b23A1)A3 + 2m2b13b23) (L.17)
C1 is proportional to the S-matrix that follows from the Lagrangian
(∂µ1 . . . ∂µlFαβ)F
αβSµ1...µl
while C2 is proportional to the S-matrix that follows from the Lagrangian
(∂µ3 . . . ∂µlFµ1α)Fµ2αSµ1...µl
where Sµ1...µl represents the linearized spin l field.
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The four point function that follows by stitching two C1 exchanges through the spin l prop-
agator is particularly simple136. It is proportional to E3,1. The S-matrix is (5.20) with the
function FE3,2(t, u) = 0, FES(t, u) = 0 but
FE3,1(t, u) = c s
l
m2 − sA
D
l
(
u− t
s
)
.
where c is a real number.
Regge growth
Unlike the scalar case the analysis here is a bit different because of the momenta dependence of
the tensor structure E3,1 multiplying FE3,1 . The Regge limit i.e. large s at fixed t limit of the
S-matrix yields the following behavior for each channel.
Ss → sl−1
(
s2eS − s2e(1)3,2 + s2e(1)3,1
)
St → s
l
m2 − t
(
t2eS − t2e(2)3,2 + t2e(2)3,1
)
Su → −sl−1
(
s2eS − s2e(3)3,2 + s2e(3)3,1
)
(L.18)
Ss + Su → sl+1
((
e
(3)
3,2 − e(1)3,2
)
+
(
e
(1)
3,1 − e(3)3,1
))
. (L.19)
As in the case of 4 scalar scattering, the t channel exchange gives rise to a term that scales
like sl; the coefficient of this term is non analytic in t. It follows that the exchange contribution
for l > 2 grows faster than s2 (in a way that cannot be cancelled by a local counter-term). Of
course the t channel exchange contributions from l = 2 and l = 0 grow no faster than s2.
Let us now study s and u channel exchanges. Unlike the case of scalars, these channels yield
the dominant contribution - ∝ sl+1 - to photon scattering. As in the case of scalar scattering
subsection L.1, the contributions from s and u exchange appear with opposite signs. In this
case, however, the two contributions appear with different polarization dependences, and hence
do not cancel for generic choice of the polarization vectors. As for the scalars, however, this
leading behavior can be cancelled by a contact term proportional to
Tr
(
∂µ1 . . . ∂µl−1F∂µ1 . . . ∂µl−1F
)
Tr
(
F 2
)
provided that l ≥ 2. It follows that the combined contribution of spin l exchange plus the
canceling counter-term grows no faster than s2 for l = 2 (the same is true for l = 0; in this case
there is no canceling counter-term).
136The most general exchange contribution of a massive spin l particle is given by stitching together two three
point functions of the form aC1 + bC2. We leave the analysis of this general case to future work.
174
L.3 Massive spin l exchange contribution to 4 graviton scattering
The scalar Lagrangian (7.17) and the Spin 2 Lagrangian (7.31) are the first two members of
a one parameter Lagrangians that describe the three point coupling between massive spin l
particles - i.e. massive particles transforming in the traceless symmetric l index representation
of SO(D − 1) with even l- with two gravitons. The Lagrangians in question are
∇µ1∇µ2 ......∇µlRabcdRabcdSµ1µ2.......µl (L.20)
In this subsubsection we compute the contribution of exchange amplitudes sewing two of these
three point functions to 4 graviton scattering137. The resultant S-matrix clearly has the same
index structure as the Lagrangian (RabcdR
abcd)2. As a consequence, when the S-matrix is written
in the form K.1, the only nonzero function is FG3,1(t, u). Explicitly we find
FG3,1(t, u) = s
l
m2 − sA
D
l
(
u− t
s
)
. (L.21)
Regge growth
Here we analyze the Regge behavior from sewing the three point functions arising from (L.20).
We list the behavior channel by channel :
Ss →sl−1
(
s4(−1 + ⊥1 · ⊥2 )2(−1 + ⊥3 · ⊥4 )2
)
(L.22)
St →sl
(
t4(−1 + ⊥1 · ⊥3 )2(−1 + ⊥2 · ⊥4 )2
)
(L.23)
Su →− sl−1
(
s4(−1 + ⊥1 · ⊥4 )2(−1 + ⊥2 · ⊥3 )2
)
(L.24)
As expected, the contribution from the t channel scales like sl. For l ≥ 4 this manifestly non-
local contribution grows faster than s2. The special cases l = 0 and l = 2 have already been
analyzed in detail above; recall that we found that in these cases the combined contribution
of s and u channel exchange grows faster than s2 even after any possible local counter-term
subtraction.
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