In this paper, a non-overlapping second-order domain decomposition method for solving three-dimensional hyperbolic partial differential equation is proposed. Unconditional stability of the algorithm is analyzed. Numerical experiments show that the method is stable and very efficient.
Introduction
Hyperbolic partial differential equation describes a number of interesting physical problems in diverse areas such as: fluid dynamics and aerodynamics, solid mechanics, astrophysics, the theory of elasticity, optics, electromagnetic waves, direct and inverse scattering, and the general theory of relativity. In this paper, we consider the three-dimensional linear second-order hyperbolic partial differential equation of the form u tt + a(x, y, z, t)u t + b(x, y, z, t)u = c(x, y, z, t)u xx + d(x, y, z, t)u yy (1) +e(x, y, z, t)u zz + f (x, y, z, t) defined in {(x, y, z, t)|0 ≤ x, y, z ≤ 1, 0 ≤ t ≤ T }, with initial conditions u(x, y, z, 0) = φ(x, y, z), u t (x, y, z, 0) = ψ(x, y, z) in Ω, (2) and boundary condition u(x, y, z, t) = g(x, y, z, t) on the boundary ∂Ω, 0 ≤ t ≤ T,
where ∂Ω is the boundary of Ω = {(x, y, z)|0 ≤ x, y, z ≤ 1}. There are many implementations on hyperbolic problems such as: finite volume method with grid refinement technique [2] , finite difference scheme for adaptive mesh refinement [5] , two-time level alternating direction implicit (ADI) finite volume scheme [9] , and many others. For three-dimensional hyperbolic problems, there are Galerkin alternating-direction method [6] , unconditionally stable ADI method [7] , operator splitting technique [8] . However, most of these methods emphasized mainly on the stability, not on the efficiency. Domain decomposition (DD) is one of the techniques for solving partial differential equation. The method is very efficient especially when a parallel computer is used. In the method, the original spatial domain is decomposed into subdomains and the pde in each subdomain is solved in parallel manner. Jun [3, 4] has proposed unconditionally stable DD methods for linear second-order hyperbolic equations in one and two space dimensions. In general, implementation of DD method to solve high dimensional hyperbolic problem is somewhat complicated. So far, there is no literature dealing with three-dimensional hyperbolic problem using efficient domain decomposition technique.
In this paper, we focus on domain decomposition method to solve three dimensional hyperbolic problem. The paper is organized as follows. In the next section we introduce new algorithm and analyze its stability. In Section 3, numerical results on the performance of the method are reported with respect to accuracy and efficiency. Then we make concluding remarks in Section 4.
Algorithm and Stability
In this section, we describe new domain decomposition algorithm to solve the problem (1)-(3). A finite difference scheme is used to discretize the partial differential equation with the central difference formulas. We let w 
. And we denote a( It is well-known [1] that the classical fully explicit three-level finite difference scheme referred to as the fully explicit scheme (FES) is conditionally stable and the scheme can be written as follows: (4) and the classical fully implicit three-level scheme referred to as the fully implicit scheme (FIS) is unconditionally stable, which can be written as
These FES and FIS are used to be compared with our new scheme, in this paper. Now we describe new finite difference scheme to solve hyperbolic problem (1)-(3) using domain decomposition technique. Suppose, for the simplicity, we decompose the spatial domain into non-overlapping stripwise subdomains along the x-direction shown in Figure 1 . Then it is easy to see that the adjacent subdomains share an interface plane. In order to solve each divided subdomain problem independently, the values at the interface points need to be estimated in advance. Under uniformly spaced interface planes assumption, the distance between adjacent interface planes is 1 P if the domain is decomposed into P subdomains. Let H = 1 P . Then using the central difference scheme for u(x, y, z, t), we obtain u xx (x, y, z, t) =
u(x+H,y,z,t)−2u(x,y,z,t)+u(x−H,y,z,t) H 2
+ O(H 2 ) at the interface plane. We note that H is an integer multiple of Δx. Thus we define an operator at the interface plane asŵ
, where w After estimating interface values, each sub-problem is solved by the fully implicit scheme. Then we repeat this process until the last time level. We call the whole procedure the second-order implicit prediction (SIP) method. Stencils of the method at each time level are given in Figure 2 . The whole SIP scheme is summarized as the following.
<Second-order Implicit Prediction (SIP) algorithm>
• Step1: Predict interface values using Equation (6) w n tt + a Figure 2 . Stencils of the SIP scheme at each time level Now we provide a theorem for the unconditional stability and truncation errors of the prediction scheme and the interior scheme of the SIP algorithm, respectively. In the theorem, we see the accuracy of the interface prediction along the x-direction of the new method is of second order H 2 .
Theorem 2.1. The interface prediction scheme and the interior scheme of the SIP method are both unconditionally stable and the error terms are |w
Proof. It is well-known [1] that the fully implicit scheme (FIS) is unconditionally stable. The SIP interface scheme is a kind of FIS, in which the step size of the x-direction is H. Thus, the SIP interface scheme is unconditionally stable. Suppose the domain is decomposed into P subdomains. Thenŵ
2 ), and w
2 ). So we can easily see that the truncation error is |w
Note that H is an integer multiple of Δx. Similarly, the interior scheme of SIP is FIS itself, which explains the unconditional stability. Finally, we clearly see that |w
When we solve the hyperbolic problem using the finite difference method, it is important to approximate the value at the grid point (x i , y j , z k , t 1 ). We definẽ
. Then we approximate the value w 1 ijk by
Numerical Experiments
In this section, we present the results from our numerical experiments on the proposed second-order implicit prediction (SIP) algorithm. The fully implicit scheme (FIS) is used for our benchmark comparison since it is a well known unconditionally stable scheme. For the numerical experiments, we solve the following two model problems for different values of step sizes. The initial and boundary conditions and f (x, y, z, t) are derived from the exact solution u = e −t sinh x sinh y sinh z. All our numerical experiments are carried out on a IBM System x3400 M3 server with Intel Xeon E5630 CPU running at 2.53GHz.
Model Problem 1 (MP1):
u tt + 2e
First, we investigate the unconditional stability for the SIP scheme. We compare the proposed SIP scheme of 10 subdomains, SIP(10), with the fully explicit scheme (FES) using Equation (4) and the fully implicit scheme (FIS) using Equation (5 Second, we analyze the efficiency of the proposed SIP scheme. One measurement for the efficiency of a parallel algorithm is parallel CPU time (PCPU) which is defined by total CPU time (TCPU) divided by the number of subdomains (P ). Table 2 shows maximum error, TCPU, and PCPU of the model problems using the SIP scheme with various P but fixed λ = 3. We see in Table 2 that PCPU decreases significantly when the number of subdomains P increases, which means that SIP(P ) is very efficient. 
Conclusion
In this paper, we proposed a non-overlapping stripwise domain decomposition scheme for solving three-dimensional linear second-order hyperbolic partial differential equations. The non-overlapping stripwise decomposition generates interface planes in three-dimensional problem. The prediction scheme of the proposed method at the interface plane is an implicit scheme and of second order accuracy. Unconditional stability of the method was analyzed and demonstrated using numerical experiments in this paper. Numerical results show that the new method is as accurate as the classical implicit three-level finite difference scheme or even more accurate, but the one is much more efficient than the other. The method performed very well not only at constant coefficient problems, but also at variable coefficient problems and singular problems.
