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Box splines, tensor product multiplicities
and the volume function
Colin McSwiggen∗
Abstract
We study the relationship between the tensor product multiplicities of
a compact semisimple Lie algebra g and a special function J associated
to g, called the volume function, which arises in symplectic geometry and
random matrix theory. Building on box spline deconvolution formulae
of Dahmen–Micchelli and De Concini–Procesi–Vergne, we develop new
techniques for computing the multiplicities from J , answering a question
posed by Coquereaux and Zuber. In particular, we derive an explicit
algebraic formula for a large class of Littlewood–Richardson coefficients
in terms of J . We also give analogous results for weight multiplicities,
and we show a number of further identities relating the tensor product
multiplicities, the volume function and the box spline. To illustrate these
ideas, we give new proofs of some known theorems.
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1 Introduction
An important combinatorial problem in representation theory is the determi-
nation of tensor product multiplicities. Given two irreducible representations
Vλ, Vµ of a compact semisimple Lie algebra g, or equivalently of the connected,
simply connected group G with Lie algebra g, we would like to compute the
decomposition
Vλ ⊗ Vµ =
⊕
ν
CνλµVν ,
where λ, µ, ν are the corresponding highest weights. Since characters combine
multiplicatively under the tensor product and additively under the direct sum,
this is equivalent to computing the structure constants of the ring generated by
the irreducible characters of G:
χλχµ =
∑
ν
Cνλµχν .
Much is known about this problem from a combinatorial perspective, including
algorithms for computing the multiplicities, although in general the problem
is #P-complete [30]. The most widely studied case is g = su(n), where the
multiplicities are usually called Littlewood–Richardson coefficients as they are
described by the famous Littlewood–Richardson rule [27].
In this paper we study the relationship between the multiplicities Cνλµ and
a special function J associated to g, called the volume function (see Definition
2.0.2 below), which takes three arguments in a Cartan subalgebra t ⊂ g:
J (α, β; γ), α, β, γ ∈ t.
The volume function is of independent significance in both symplectic geometry
and random matrix theory. We develop multiple methods for computing Cνλµ
from J , and we demonstrate how each of these two objects can be used to study
the other, leading to new results as well as new proofs of known theorems.
The original motivation for this study was a question posed by Coquereaux
and Zuber in [8, sect. 2.3], where they showed that certain values of the vol-
ume function for su(n) can be expressed algebraically in terms of Littlewood–
Richardson coefficients. The result is a pair of identities that they called the
J -LR relations (see (6) below), which were later extended to arbitrary g in [5].
Coquereaux and Zuber asked whether these relations might be inverted, yield-
ing an expression for Cνλµ in terms of J . We will answer this question in the
affirmative, although the formulae that we obtain will be more or less explicit
depending on g and on the highest weights (λ, µ, ν).
A concrete illustration of the relationship between Cνλµ and J comes from a
construction of Berenstein and Zelevinsky [1], who defined a polytope Hνλµ such
that Cνλµ is equal to the number of points in H
ν
λµ with integer coordinates. It
was shown in [5] that J (λ, µ; ν) equals the volume of Hνλµ. Recovering C
ν
λµ from
J therefore amounts to computing the number of integer points in Hνλµ given
the volumes of the whole family of polytopes {Hγαβ}α,β,γ∈t. In the terminology
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of geometric quantization, J (λ, µ; ν) is a semiclassical approximation of Cνλµ, so
that an expression for Cνλµ in terms of J can be interpreted as exactly recovering
a “quantum” object from its classical limit. General methods for counting lattice
points in polytopes based on this type of volume data have been developed by
Brion and Vergne in [4] and by Szenes and Vergne in [36], but here we take a
different approach.
Our methods are based on the idea of box spline deconvolution. It follows
from a formula of De Concini, Procesi and Vergne [12] that for certain fixed
values of α and β, J (α, β; γ) can be represented as a convolution of two measures
on t: a finitely supported measure that encodes the multiplicities Cνλµ, and a
continuous measure called a box spline (see Definition 2.0.4). Therefore one way
to think about computing Cνλµ from J is as a deconvolution problem. To this
end, it is necessary to study the box spline itself in some detail. The problem of
inverting the convolution with the box spline was studied in depth by Dahmen
and Micchelli in the 1980’s [9, 10] and more recently by Vergne and collaborators
[12, 15, 38], who introduced the idea of using box spline deconvolution to study
representation-theoretic multiplicity problems. We will review a number of these
authors’ results below.
The main new technique in this paper, introduced in section 5, is to simplify
the problem by restricting J to a lattice. By moving to this discrete setting
we lose no relevant information, but the deconvolution problem becomes more
tractable, leading to new formulae for the multiplicities. We also obtain a
reformulation of the J -LR relations in terms of a finite difference operator D
that we call the box spline Laplacian. This finally allows us, in Theorem 5.4.3,
to derive the following concise expression for Littlewood–Richardson coefficients
of su(n), which holds when the triple (λ, µ, ν) lies sufficiently far from a certain
hyperplane arrangement in t3:
Cνλµ =
⌊d/2⌋∑
k=0
(
−
1
2
D
)k
J (λ′, µ′; ν′), (1)
where d = 12 (n − 1)(n − 2) and the primes indicate the shift by the Weyl
vector. The precise sense of (1), including notational details and the required
assumptions on (λ, µ, ν), is explained below in sections 5.3 and 5.4.
The box spline convolution and deconvolution identities of [12] are general
statements in index theory, and they presumably could be used to extend the
techniques of this paper to the more general problem of decomposing a repre-
sentation of G into irreducible representations of an arbitrary closed connected
subgroup. We do not pursue this line of reasoning in full, but we illustrate it
at the end of the paper by showing how the same techniques can be used to
compute weight multiplicities of an irreducible representation of G, leading to
an analogue of (1) for Kostka numbers.
3
Organization of the paper
In section 2 we define the volume function and the box spline associated to g,
and we review some of their properties. We then recall a formula of [12] that
represents the volume function as a convolution with the box spline. In section
3 we review some generalities on box spline deconvolution due to [10, 12, 15].
We discuss in particular the case g = su(n), which is special among the cases
that we consider because it admits a particularly straightforward expression
for the deconvolution operator, leading to an integrodifferential formula for the
Littlewood–Richardson coefficients.
Most of the statements in sections 2 and 3 are fairly direct consequences
of the deconvolution theorems of [10, 12, 15] and of formulae for the volume
function derived in [5, 8]. Accordingly, these two sections should be regarded
primarily as a review of known results, with the goal of working out in detail an
important special case of the more general considerations in [12, 15]. We have,
however, recorded several explicit formulae and derivations that do not seem to
have appeared previously in the literature.
In section 4, we use these representations of J and Cνλµ to give new proofs
of three known results: the differentiability class of J (Corollary 4.1.1), the
semiclassical asymptotics expressing J as a scaling limit of tensor product mul-
tiplicities (Corollary 4.2.2), and a theorem of Rassart [33] and Derksen–Weyman
[13] stating that for fixed (λ, µ, ν), the Littlewood–Richardson coefficient CNνNλNµ
of su(n) is a polynomial in N ∈ N (Theorem 4.3.1). We include these proofs
mainly for illustrative purposes: the first two demonstrate the utility of the De
Concini–Procesi–Vergne convolution formula, while the third provides intuition
for geometric arguments that we will use later in the proof of Theorem 5.4.3.
Section 5 contains our main new results. Here we replace the volume function
and the box spline with discrete approximations and study convolutions on the
root lattice or the weight lattice rather than on the entire Cartan subalgebra. We
find that in some ways this dramatically simplifies the deconvolution problem;
in fact, for any given (λ, µ, ν), only finitely many values of J are needed to
compute the tensor product multiplicity. We give two methods for calculating
Cνλµ in this discrete setting: an algorithm (Theorem 5.1.2) and an integral
formula (Theorem 5.1.3). Since J can be expressed in terms of Harish-Chandra
orbital integrals (see (2) below), for g = su(n) these results give the Littlewood–
Richardson coefficients in terms of the HCIZ integral (see (4) below).
Next we derive some identities for the discretized box spline on the root lat-
tice, and we introduce a finite difference operator called the box spline Laplacian
that provides a convenient representation of discrete convolution with the box
spline (Proposition 5.3.2). As a consequence, we obtain an alternate formula-
tion of the J -LR relations. Finally, we draw on results from all of the previous
sections to prove a formula for Littlewood–Richardson coefficients as a linear
combination of values of J (Theorem 5.4.3), which holds for “typical” dominant
weights (λ, µ, ν) of su(n).
Section 6 sketches how the techniques in this paper are equally applicable
to the simpler problem of computing weight multiplicities.
4
2 The volume function and the box spline
Let G be a compact, semisimple, connected, simply connected Lie group of rank
r with Lie algebra g, and t ⊂ g a Cartan subalgebra with Weyl group W . Fix
a G-invariant inner product 〈·, ·〉 identifying g ∼= g∗, as well as a choice Φ+ ⊂ t
of positive roots.
We will study a function J associated to g, called the volume function. It
is defined in terms of Harish-Chandra orbital integrals,
H(x, y) :=
∫
G
e〈Adgy,x〉dg, x, y ∈ t⊗ C, (2)
where dg is the normalized Haar measure. These integrals admit an exact
expression due to Harish-Chandra [19]:
∆g(x)∆g(y)H(x, y) = ∆g(ρ)
∑
w∈W
ǫ(w)e〈w(y),x〉, x, y ∈ t, (3)
where ∆g(x) :=
∏
α∈Φ+〈α, x〉 is the discriminant of g, ǫ(w) is the sign of w ∈W ,
and ρ := 12
∑
α∈Φ+ α is the Weyl vector.
Example 2.0.1. An important special case1 of (3) is the Harish-Chandra–
Itzykson–Zuber (HCIZ) integral over the unitary group U(N),
∫
U(N)
etr(AUBU
†)dU =
(
N−1∏
p=1
p!
)
det(eaibj )Ni,j=1
∆(A)∆(B)
, (4)
whereA and B areN -by-N matrices with eigenvalues (a1, . . . , aN ) and (b1, . . . , bN )
respectively, and ∆(A) =
∏
i<j(ai − aj) is the Vandermonde determinant [20].
Definition 2.0.2. For α, β, γ ∈ t we define the volume function as
J (α, β; γ) :=
∆g(α)∆g(β)∆g(γ)
(2π)r |W |∆g(ρ)3
∫
t
∆g(x)
2H(ix, α)H(ix, β)H(ix,−γ) dx. (5)
It is a homogeneous piecewise polynomial function of the triple (α, β, γ) ∈ t3,
of degree |Φ+| − r. We usually take α, β fixed and regard J (α, β; γ) as a W -
skew-invariant function of γ ∈ t, in which case it is supported on a union of |W |
convex polytopes in t.
The volume function arises naturally when studying a probabilistic general-
ization of Horn’s problem, which asks about the possible eigenvalues of a sum
of two Hermitian matrices whose eigenvalues are known. Moreover, J (α, β; γ)
can be interpreted geometrically both as the volume of a symplectic reduction
of the product of coadjoint orbits Oα ×Oβ ×O−γ and as the volume of a con-
vex polytope constructed by Berenstein and Zelevinsky [1] whose integer points
1Although U(N) is not semisimple, (4) follows readily from (3) with G = SU(N).
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count tensor product multiplicities. We refer the reader to [5, 6, 8] for details
of the above and for further background on the volume function.
As a first illustration of the relationship between J and the tensor product
multiplicities Cνλµ := dimHomg(Vλ ⊗ Vµ → Vν), we recall one of the J -LR
relations shown in [5, prop. 2], expressing certain values of J in terms of Cνλµ.
Let Q ⊂ t be the root lattice and C+ ⊂ t the dominant Weyl chamber.
We will say that a triple (λ, µ, ν) of dominant weights of g is compatible if
λ + µ − ν ∈ Q, as this is a well-known necessary condition for Cνλµ 6= 0. Let a
prime denote the shift of a weight by the Weyl vector: λ′ = λ+ ρ. Let K ⊂ Q
be the set of dominant elements of the root lattice that lie on the interior of the
convex hull of the Weyl orbit of ρ, and for κ ∈ K define rκ = J (ρ, ρ;κ
′). Then
for (λ, µ, ν) compatible, we have [5, eqn. 28]:
J (λ′, µ′; ν′) =
∑
κ∈K
∑
τ∈λ+µ+Q
∩ C+
rκC
τ
λµC
ν
τκ =
∑
κ∈K
rκC
ν
λµκ, (6)
where Cνλµκ := dimHomg(Vλ ⊗ Vµ ⊗ Vκ → Vν) is the multiplicity of Vν in
the triple tensor product. The index τ runs over all dominant elements of the
translated root lattice λ+µ+Q. A similar formula for J (λ, µ; ν) with unshifted
weights is given in [5, eqn. 29].
Remark 2.0.3. The J -LR relations offer a starting point for deducing prop-
erties of J from those of Cνλµ and vice versa. For example, in [7] Coquereaux
and Zuber showed that the total multiplicity of a tensor product of two ir-
reducible representations is unchanged by conjugating one of the highest
weights: ∑
ν∈λ+µ+Q
Cνλµ =
∑
ν∈λ+µ+Q
Cνλµ, (7)
where µ := −w0(µ) for w0 the longest element of W . Summing over ν in
the J -LR relations (6) or [5, eqn. 29] and using (7), we obtain analogous
properties for J :
∑
ν∈λ+µ+Q
∩ C+
J (λ′, µ ′; ν′) =
∑
ν∈λ+µ+Q
∩ C+
J (λ′, µ′; ν′), (8)
∑
ν∈λ+µ+Q
∩ C+
J (λ, µ; ν) =
∑
ν∈λ+µ+Q
∩ C+
J (λ, µ; ν). (9)
The present paper grew out of a desire to answer a question posed by Co-
quereaux and Zuber in [8]: is there an “inverse” formula to (6) that expresses
Cνλµ in terms of J ? We will find that in fact we can compute C
ν
λµ from J in
multiple ways. All of them involve a piecewise polynomial measure called a box
spline.
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Definition 2.0.4. For X ⊂ t a finite collection of vectors, we define a measure
Bc[X ] on t by∫
t
f dBc[X ] =
∫ 1/2
−1/2
· · ·
∫ 1/2
−1/2
f
( ∑
α∈X
tαα
) ∏
α∈X
dtα, f ∈ C
0(t). (10)
This measure Bc[X ] is the centered box spline associated to the set X .
We will mainly study Bc[Φ
+], which is a probability measure supported on
the convex hull of the Weyl orbit of ρ. It has a density b with respect to the
Lebesgue measure dx on t induced by the inner product 〈·, ·〉, so that∫
t
f dBc[Φ
+] =
∫
t
f(x)b(x) dx, f ∈ C0(t).
The density b is a piecewise polynomial function of degree |Φ+| − r. From the
definition (10) we find the following symmetries:
b(−x) = b(x), x ∈ t, (11)
b(w(x)) = b(x), x ∈ t, w ∈W. (12)
For a general introduction to box splines, see [11, 32].
We take the probabilist’s sign convention for the Fourier transform of a Borel
measure µ on t,
F [µ](x) :=
∫
t
ei〈ξ,x〉dµ(ξ), x ∈ t.
A direct calculation then reveals that
F
[
Bc[Φ
+]
]
(x) =
∏
α∈Φ+
ei〈α,x〉/2 − e−i〈α,x〉/2
i〈α, x〉
= j
1/2
g (x), (13)
where jg is the function sometimes called the “Jacobian of the exponential map,”
well known to representation theorists due to its appearance in the Kirillov
character formula (see (15) below).
The box spline Bc[Φ
+] controls the relationship between the volume function
and the tensor product multiplicities. This is a consequence of a very general
formula in index theory due to De Concini, Procesi and Vergne [12, prop. 5.14]
(see also [15, sec. 3]), which relates the box spline to a quantity called the
infinitesimal index of a transversally elliptic symbol. As a special case, their
formula implies the following expression for J as the convolution of Bc[Φ
+] and
a finitely supportedW -skew-invariantmeasure that encodes the coefficients Cνλµ.
Let δx denote the measure assigning unit mass to the point x ∈ t.
Proposition 2.0.5 (De Concini–Procesi–Vergne). Let λ, µ ∈ t be dominant
weights of g. Then
J (λ′, µ′; γ) = b(γ) ∗
( ∑
ν∈(λ+µ)+Q
∩ C+
Cνλµ
∑
w∈W
ǫ(w)δw(ν′)
)
. (14)
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Recall that Q denotes the root lattice and C+ the dominant Weyl cham-
ber, so that the sum over ν in (14) runs over dominant weights satisfying the
compatibility criterion λ+ µ− ν ∈ Q.
Although one could deduce Proposition 2.0.5 from [12, prop. 5.14] by invok-
ing index-theoretic constructions, it is more instructive to give a detailed proof
specialized to the context that we consider here. The argument below follows a
method sketched in [31, lem. 5.2].
Remark 2.0.6. If g contains no simple summands isomorphic to su(2), then
J and b are both continuous functions of γ ∈ t. In these cases, (14) and
all equations relating J and b below hold pointwise on t. If g does contain
one or more su(2) summands, then both J and b have jump discontinuities
on the boundaries of their respective supports, and all expressions for J in
terms of b should be understood to hold almost everywhere with respect to
Lebesgue measure. Away from these boundary discontinuities we identify J
and b with their locally continuous versions, so that we may talk about their
pointwise values at all other points of t.
Proof of Proposition 2.0.5. Recall the Kirillov character formula for compact
connected Lie groups [23]:
j
1/2
g (x)χλ(e
x) =
∫
Oλ′
ei〈ξ,x〉dβOλ′ (ξ), x ∈ t. (15)
Here χλ is the irreducible character of G with highest weight λ, Oλ′ is the
coadjoint orbit of λ′, and dβ is the Liouville measure of the Kostant–Kirillov–
Souriau symplectic form on the coadjoint orbit.
Consider now the direct product G × G. This group is also compact and
connected, and its irreducible representations take the form Vλ ⊗ Vµ, where Vλ
and Vµ are irreducible representations of G. Denote the character of such a
representation by χ˜λ⊗µ. The diagonal subgroup G∆ ⊂ G ×G acts on Vλ ⊗ Vµ
by the usual representation of G on the tensor product, so identifying G ∼=
G∆ we have χ˜λ⊗µ|G∆ = χλχµ. To compute the decomposition of Vλ ⊗ Vµ
into irreducible representations Vν , it thus suffices to decompose χ˜λ⊗µ|G∆ into
irreducible characters χν .
We start by using the Kirillov character formula (15) to obtain an expression
for χ˜λ⊗µ. The coadjoint orbit of G×G corresponding to the irreducible repre-
sentation Vλ ⊗ Vµ is Oλ′ × Oµ′ . The positive roots of G × G are Φ
+ ⊔ Φ+,
i.e. we count each positive root of G twice, once for each factor, so that
j
1/2
g⊕g(x, y) = j
1/2
g (x)j
1/2
g (y). Putting all this into (15), we get:
j
1/2
g (x)j
1/2
g (y)χ˜λ⊗µ(e
(x,y)) =
∫
Oλ′×Oµ′
ei(〈ξ,x〉+〈η,y〉)dβOλ′×Oµ′ (ξ, η),
(x, y) ∈ t⊕ t.
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Restricting to the diagonal x = y, this becomes
jg(x)χ˜λ⊗µ(e
(x,x)) = jg(x)χλ(e
x)χµ(e
x) = jg(x)
∑
ν
Cνλµχν(e
x)
=
∫
Oλ′×Oµ′
ei〈ξ+η,x〉dβOλ′×Oµ′ (ξ, η), x ∈ t. (16)
Next we use the well-known fact that the symplectic volume of Oν′ is equal
to ∆g(ν
′)/∆g(ρ) (see e.g. [28, sect. 4] for this computation). This allows us to
reduce the integral over Oλ′ ×Oµ′ to two integrals over G with respect to the
normalized Haar measure dg, so that (16) becomes
jg(x)
∑
ν
Cνλµχν(e
x) =
∆g(λ
′)∆g(µ
′)
∆g(ρ)2
H(ix, λ′)H(ix, µ′). (17)
Applying Kirillov’s formula (15) again to each χν and then using the Harish-
Chandra integral formula (3), we find that the left-hand side of (17) can be
rewritten as
jg(x)
∑
ν
Cνλµχν(e
x) = j
1/2
g (x)
∑
ν
Cνλµ
∫
Oν′
ei〈ξ,x〉dβOν′ (ξ)
= j
1/2
g (x)
∑
ν
Cνλµ
∆g(ν
′)
∆g(ρ)
H(ix, ν′)
=
j
1/2
g (x)
∆g(ix)
∑
ν
Cνλµ
∑
w∈W
ǫ(w)ei〈w(ν
′),x〉. (18)
Equating this last expression to the right-hand side of (17) and multiplying
through by ∆g(ix), we finally obtain
j
1/2
g (x)
∑
ν
Cνλµ
∑
w∈W
ǫ(w)ei〈w(ν
′),x〉
=
∆g(λ
′)∆g(µ
′)
∆g(ρ)2
∆g(ix)H(ix, λ
′)H(ix, µ′). (19)
Now we take the inverse Fourier transform, over t, of each side of (19). On
the left-hand side, we have
F
−1
[
j
1/2
g (x)
∑
ν
Cνλµ
∑
w∈W
ǫ(w)ei〈w(ν
′),x〉
]
(γ)
= b(γ) ∗
(∑
ν
Cνλµ
∑
w∈W
ǫ(w)δw(ν′)
)
. (20)
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On the right-hand side, we have
F
−1
[
∆g(λ
′)∆g(µ
′)
∆g(ρ)2
∆g(ix)H(ix, λ
′)H(ix, µ′)
]
(γ)
=
1
(2π)r
∆g(λ
′)∆g(µ
′)
∆g(ρ)2
∫
t
∆g(ix)H(ix, λ
′)H(ix, µ′)e−i〈x,γ〉dx
=
∆g(λ
′)∆g(µ
′)
(2π)r |W |∆g(ρ)2
∫
t
∆g(ix)H(ix, λ
′)H(ix, µ′)
(∑
w∈W
ǫ(w)e〈w(ix),−γ〉
)
dx
=
∆g(λ
′)∆g(µ
′)∆g(γ)
(2π)r |W |∆g(ρ)3
∫
t
∆g(x)
2H(ix, λ′)H(ix, µ′)H(ix,−γ) dx, γ ∈ t, (21)
where in the last line we have again applied the Harish-Chandra formula (3)
and have used the fact that ∆g is homogeneous of degree |Φ
+| = (dim g− r)/2
to cancel factors of −1 and i.
Comparing (21) to the definition (5) of J , we see that this last expression
is equal to J (λ′, µ′; γ), completing the proof.
To conclude this section, we quickly derive a more compact expression for
J . For g = su(n), the identity below reduces to [40, eqn. 18].
Proposition 2.0.7. Define the function ψαβ : t→ C by
ψαβ(x) = (−i)
|Φ+|
∑
w,w′∈W
ǫ(ww′)
∆g(x)
ei〈x,w(α)+w
′(β)〉. (22)
Then J (α, β; γ) = F−1[ψαβ ](γ).
Remark 2.0.8. Some care is required in interpreting both the definition of
ψαβ and the inverse Fourier transform in Proposition 2.0.7. For x such that
∆g(x) = 0, we understand the expression (22) as a limit; the double sum
over the Weyl group then introduces cancelations such that ψαβ vanishes.
Moreover when g contains a simple summand isomorphic to su(2), the usual
integral representation of the inverse Fourier transform of ψαβ is not ab-
solutely convergent and must instead be interpreted as a Cauchy principal
value.
Proof. We may assume that ∆g(α) and ∆g(β) are both nonzero, since other-
wise J and ψαβ both vanish and there is nothing to prove. Applying Harish-
Chandra’s formula (3) to the definition (5) and canceling factors of ∆g, we can
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rewrite
J (α, β; γ) =
(−i)|Φ
+|
(2π)r |W |
∫
t
1
∆g(x)
(∑
w∈W
ǫ(w)ei〈w(x),α〉
)( ∑
w′∈W
ǫ(w′)ei〈w
′(x),β〉
)( ∑
w′′∈W
ǫ(w′′)e−i〈w
′′(x),γ〉
)
dx
=
(−i)|Φ
+|
(2π)r |W |
∫
t
∑
w,w′,w′′∈W
ǫ(ww′w′′)
∆g(x)
ei〈x,w(α)+w
′(β)−w′′(γ)〉dx,
where the integral is interpreted according to the discussion in Remark 2.0.8.
Using the W -invariance of the inner product and the W -skewness of ∆g, we
can reindex the triple sum as a double sum, giving
J (α, β; γ) =
(−i)|Φ
+|
(2π)r
∫
t
∑
w,w′∈W
ǫ(ww′)
∆g(x)
ei〈x,w(α)+w
′(β)−γ〉dx (23)
= F−1[ψαβ ](γ) (24)
as desired.
3 Unimodularity and the Aˆ(Φ+) operator
As we will see below in section 5, the coefficients Cνλµ can always be recovered
from J . In other words, the convolution in Proposition 2.0.5 is invertible.
However, when g = su(n), the inverse admits a particularly convenient form
that is more explicit than in most other cases. This is due to the fact that the
positive roots of su(n) are unimodular,2 meaning that any collection of positive
roots spanning t also generates the root lattice Q. Direct calculations with the
other classical and exceptional root systems reveal that the series su(n) are the
only compact simple Lie algebras with this property.
Unimodularity of Φ+ implies – in a delicate sense that we will shortly make
precise – that convolution with Bc[Φ
+] can be inverted by a differential operator.
By applying this operator to J and taking a limit, we can recover Cνλµ in a
relatively explicit form. This result is an application of a deconvolution formula
originally proved by Dahmen and Micchelli in [10] and dramatically expanded
by Vergne and collaborators in [4, 12, 15, 36, 38]. In fact similar deconvolution
results hold even when the positive roots are not unimodular, however in these
situations the explicit formulae in terms of differential operators do not allow
Cνλµ to be recovered from J alone but rather require knowledge of a larger family
of piecewise polynomial functions. Accordingly we do not treat such cases here
and instead refer the reader to [15, 38] for the relevant results. In section 5 we
will develop a different approach to deconvolution for both the unimodular and
non-unimodular cases.
2This use of the term “unimodular” is not to be confused with the different notion of a
unimodular (i.e. self-dual) lattice. Indeed the root lattice of su(n) is not unimodular.
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To start, we review some generalities on convolution with the box spline. Let
CQ be the space of complex-valued functions on Q and consider the operator
T : CQ → L1loc(t) defined by
Tm(γ) = b(γ) ∗
∑
ν∈Q
m(ν) δν , m : Q→ C. (25)
If Tm 6= 0, then Tm is a piecewise polynomial function of degree d := |Φ+|− r.
Proposition 2.0.5 expresses J (λ′, µ′; γ) in the form (25), up to an inconse-
quential translation of Q by λ+µ. Therefore, if we hope to recover Cνλµ from J ,
the first question we should ask is whether T is injective. The answer depends
on whether or not Φ+ is unimodular. In particular, from [9, thm. 3.2] and [10,
thm. 4.1] we have:
Theorem 3.0.1 (Dahmen–Micchelli). If Φ+ is unimodular, then T is injective
on all of CQ. If Φ+ is not unimodular, then T has a nontrivial kernel in ℓ∞(Q).
Fortunately, to compute Cνλµ from J , we only need T to be injective on
finitely supported functions, and indeed this always holds (see section 5.1).
However, Theorem 3.0.1 makes the unimodular case much simpler to handle. It
allows many nice results for g = su(n) that do not hold in other cases, including
the deconvolution formula that we now develop.
For any g, we can write down an infinite-order differential operator Aˆ(Φ+)
that acts as a partial inverse to T on a very specific class of functions. It is
defined by
Aˆ(Φ+) =
∏
α∈Φ+
∂α
e
1
2
∂α − e−
1
2
∂α
, (26)
where ∂αf(x) :=
d
dt
∣∣
t=0
f(x+ tα) for f ∈ C1(t). We interpret this operator as a
series expansion, recognizing that we can write
Aˆ(Φ+) =
∏
α∈Φ+
aˆα(∂),
where
aˆα(x) =
〈α, x〉
2
csch
(
〈α, x〉
2
)
and csch is the hyperbolic cosecant. We have the Taylor series
csch(z) =
1
z
−
∞∑
n=1
2(22n−1 − 1)B2n
(2n)!
z2n−1
where
B2n =
2n∑
k=0
k∑
j=0
(−1)j
(
k
j
)
j2n
k + 1
, n = 1, 2, . . .
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is the (2n)th Bernoulli number, with B0 = 1. This gives
Aˆ(Φ+) =
∏
α∈Φ+
(
∞∑
n=0
(21−2n − 1)B2n
(2n)!
∂2nα
)
=
∑
~n
( ∏
α∈Φ+
(21−2nα − 1)B2nα
(2nα)!
)
∂2~n
(27)
where in this last expression ~n = (nα) runs over multi-indices with |Φ
+| com-
ponents, and ∂2~n =
∏
α∈Φ+ ∂
2nα
α .
The significance of Aˆ(Φ+) is that it allows us to invert T on a particular space
D(Φ+), defined as follows. Let Π(t) denote the space of polynomial functions
on t. Then
D(Φ+) := { p ∈ Π(t) | p = Tm for some m ∈ CQ }. (28)
In [9], Dahmen and Micchelli characterized D(Φ+) as the solution space of a
certain system of partial differential equations and computed its dimension.3 In
[10], they proved the following (see also [12, thm. 2.23]):
Theorem 3.0.2 (Dahmen–Micchelli). The map p 7→ T (p
∣∣
Q
) is an isomorphism
of D(Φ+), with inverse Aˆ(Φ+).
The above holds for any g, but in the unimodular case we can use Aˆ(Φ+)
to construct a global inverse of T , giving a general deconvolution formula also
shown in [10] (see also [15, thm. 2.1]):
Theorem 3.0.3 (Dahmen–Micchelli, Duflo–Vergne). Suppose that Φ+ is uni-
modular and let m : Q → C. Choose a vector η in the positive cone generated
by Φ+ such that η does not lie in any hyperplane spanned by elements of Φ+.
Then
m(ν) = lim
t→0+
Aˆ(Φ+)Tm(ν + tη), ν ∈ Q. (29)
Remark 3.0.4. The limit in (29) ensures that we only ever evaluate Aˆ(Φ+)Tm
on the interior of a polynomial domain. This allows us to truncate the series
expansion (27) so that Aˆ(Φ+) acts locally as a finite-order operator.
Observing that the translation Q→ λ+µ+Q in (14) is inconsequential for the
deconvolution formula, we obtain the following corollary to Proposition 2.0.5
and Theorem 3.0.3, which is the sought-after expression for the Littlewood–
Richardson coefficients.
Corollary 3.0.5. Let g = su(n) and choose η as in Theorem 3.0.3. For a com-
patible triple (λ, µ, ν) of dominant weights, the Littlewood–Richardson coefficient
is expressed in terms of the volume function as
Cνλµ = lim
t→0+
Aˆ(Φ+)J (λ′, µ′; ν′ + tη), (30)
where the differential operator acts in the third argument of J .
3In fact the results of [9, 10] are much more general than what we state here, as they
concern arbitrary box splines not necessarily associated to root systems.
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Note that J is a piecewise polynomial of degree d, so that following Remark
3.0.4 above, we can replace Aˆ(Φ+) in (75) with its series expansion to this same
order. Thus we have expressed Cνλµ as a finite sum of derivatives of J . Putting
together (27), (75) and Proposition 2.0.7, we can write Corollary 3.0.5 in a more
explicit form:
Proposition 3.0.6. For g = su(n), η as in Theorem 3.0.3, (λ, µ, ν) a compat-
ible triple of dominant weights, and ψλ′µ′ as in (22),
Cνλµ = lim
t→0+
∑
|~n|≤⌊d/2⌋
( ∏
α∈Φ+
(21−2nα − 1)B2nα
(2nα)!
)
∂2~nF−1[ψλ′µ′ ](ν
′ + tη). (31)
Example 3.0.7. For su(2) and su(3), d = 0 and 1 respectively, so only the
degree 0 term of Aˆ(Φ+) acts non-trivially, and we recover the well-known result
(see [8]):
Cνλµ = J (λ
′, µ′; ν′). (32)
The first non-trivial case is su(4), where we have d = 3, so that we must expand
Aˆ(Φ+) to second order:
Cνλµ = lim
t→0+
(
1−
1
24
∑
α∈Φ+
∂2α
)
J (λ′, µ′; ν′ + tη). (33)
4 First applications
In this section we use Propositions 2.0.5 and 3.0.6 to give new proofs of three
known results: the regularity of J , the semiclassical limit by which J (λ, µ; ν)
approximatesCνλ,µ for λ, µ, ν large, and a polynomiality property of the Littlewood–
Richardson coefficients. These methods provide insight into various analytic and
combinatorial properties of both J and the tensor product multiplicities. The
considerations of subsections 4.1 and 4.2 depend only on Proposition 2.0.5 and
apply to arbitrary compact semisimple g, while in section 4.3 we take g = su(n).
4.1 Regularity of J
In [5, 8], the regularity of J was established via Fourier-analytic arguments,
essentially by studying the decay of the function ψαβ . The following corollary
to Proposition 2.0.5 provides an alternative proof of the regularity of J . Recall
that the density b(γ) of Bc[Φ
+] is a piecewise polynomial function of degree
d = |Φ+| − r, supported on the convex hull of the Weyl orbit of ρ.
Corollary 4.1.1. Fix arbitrary α, β ∈ t. As a function of γ, J (α, β; γ) has at
least as many continuous derivatives as b(γ).
Proof. By the W -skewness of J , it suffices to consider the case that α, β, γ all
lie in the dominant Weyl chamber. Proposition 2.0.5 implies the statement in
the case that α = λ′, β = µ′ for λ, µ a pair of dominant weights.
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The statement for arbitrary α, β then follows from an approximation argu-
ment. First note that if g has a simple summand isomorphic to su(2), then
J and b are both discontinuous and there is nothing to prove. Thus we may
assume that J is continuous in γ, and indeed in all three of its arguments due
to the symmetries of the definition (5). For any ε > 0 we can then choose sε > 0
and dominant weights λε, µε such that
|J (α, β, γ)− J (λ′ε/sε, µ
′
ε/sε, γ)| < ε.
By homogeneity, J (λ′ε/sε, µ
′
ε/sε, γ) = s
−d
ε J (λ
′
ε, µ
′
ε, sǫγ), which means that
J (λ′ε/sε, µ
′
ε/sε, γ) also has at least the same regularity in γ as b does. Let
D be any constant-coefficient differential operator acting on J in the third ar-
gument, such that DJ (λ′/s, µ′/s, γ) is a continuous function of γ whenever λ, µ
are dominant weights and s > 0. Since points of the form λ′/s are dense in the
dominant chamber, we find that DJ defines a continuous piecewise polynomial
function on t3. In particular, DJ (λ′ε/sε, µ
′
ε/sε, γ) converges uniformly in γ as
ε → 0, so that its limit is a continuous function of γ and equals the derivative
DJ (α, β, γ).
In general the regularity of b depends on g, but it may be determined based
on the following standard fact about box splines (see e.g. [32, sect. 1.5]):
Theorem 4.1.2. If all subsets of Φ+ obtained by deleting k + 1 roots span t,
then b ∈ Ck(t).
Using Theorem 4.1.2, we can determine the regularity of J for all of the
classical series of compact Lie algebras.
Example 4.1.3. When g = su(n) the subset {ei−ej | 1 ≤ i < j ≤ n−1} ⊂ Φ
+,
obtained by removing the n−1 roots of the form ei−en, does not span t. On the
other hand, a simple induction argument reveals that all subsets of Φ+ obtained
by removing n − 2 roots do span t. For su(n) we thus find that J ∈ Cn−3(t)
in agreement with the results obtained by Fourier analysis in [5, 8], while we
expect in general that J 6∈ Cn−2(t).
When g = so(2n) the subset {ei ± ej | 1 ≤ i < j ≤ n − 1} ⊂ Φ
+, obtained
by removing the 2n− 2 roots of the form ei ± en, does not span t, whereas all
subsets of Φ+ obtained by removing 2n− 3 roots do span t. We thus find that
J ∈ C2n−4(t), while we expect in general that J 6∈ C2n−3(t).
For g = so(2n + 1), the subset {ei, ei ± ej | 1 ≤ i < j ≤ n − 1} ⊂ Φ
+,
obtained by removing 2n− 1 roots (the short root en and all roots of the form
ei±en), does not span t, whereas all subsets of Φ
+ obtained by removing 2n−2
roots do span t. We thus find that J ∈ C2n−3(t), while in general J 6∈ C2n−2(t).
Again this result agrees with remarks in [5, sect. 4.4] based on Fourier analysis.
Repeating the argument above but replacing the short roots ei of Bn with
the long roots 2ei of Cn, we find the same result for sp(2n) as for so(2n+ 1).
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4.2 Stretched multiplicities and the semiclassical limit
There are various ways in which J can be understood to provide a “semiclassical
approximation” of the multiplicities Cνλµ. In [1], Berenstein and Zelevinsky
constructed polytopesHνλµ such that C
ν
λµ is equal to the number of integer points
in Hνλµ. In [5] it was shown that J (λ, µ; ν) equals the volume of H
ν
λµ, leading to
an asymptotic equality between J (λ, µ; ν) and Cνλµ as λ, µ, ν grow large. Also
in [5], the J -LR relations were shown to express J (λ, µ; ν) and J (λ′, µ′; ν′) as
local averages of tensor product multiplicities, offering a more precise picture of
the relationship between J and Cνλµ for finite λ, µ, ν while recovering the same
asymptotic equality. Here we show how the box spline convolution identity for
J provides yet one more perspective on the semiclassical approximation.
Given a triple of highest weights (λ, µ, ν) with λ+µ−ν ∈ Q, we can study the
stretched multiplicities CNνNλNµ for positive integersN . Much is known about the
stretched multiplicities: for example, since the inequalities defining the polytope
Hνλµ are linear in (λ, µ, ν), C
Nν
NλNµ is equal to the number of integer points in
the dilated polytope NHνλµ. It follows that the stretched multiplicities for fixed
(λ, µ, ν) are given by a quasipolynomial function of N , and that
J (λ, µ; ν) = lim
N→∞
1
Nd
CNνNλNµ. (34)
This is what is usually meant by the statement that J is a “semiclassical limit”
of tensor product multiplicities; we refer the reader to [5] for details. The main
observation in this subsection is that the asymptotic relationship (34) can also be
understood in terms of the following exact relationship between J and CNνNλNµ.
Proposition 4.2.1. For λ, µ dominant weights of g,
J (λ + ρ/N, µ+ ρ/N ; γ)
=
1
Nd
b(Nγ) ∗
( ∑
ν∈(λ+µ)+N−1Q
∩ C+
CNνNλNµ
∑
w∈W
ǫ(w) δw(ν+ρ/N)
)
, (35)
where the sum over ν runs over those elements of the scaled and translated root
lattice (λ+ µ) +N−1Q that lie in the dominant Weyl chamber C+.
Proof. Proposition 2.0.5 gives
J (Nλ+ ρ,Nµ+ ρ; γ) = b(γ) ∗
( ∑
ν∈(Nλ+Nµ)+Q
∩ C+
CνNλNµ
∑
w∈W
ǫ(w)δw(ν+ρ)
)
= b(γ) ∗
( ∑
ν∈(λ+µ)+N−1Q
∩ C+
CNνNλNµ
∑
w∈W
ǫ(w)δw(Nν+ρ)
)
.
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Scaling γ by N on both sides, we obtain
J (Nλ+ρ,Nµ+ρ;Nγ) = b(Nγ) ∗
( ∑
ν∈(λ+µ)+N−1Q
∩ C+
CNνNλNµ
∑
w∈W
ǫ(w)δw(ν+ρ/N)
)
.
The homogeneity of J then gives (35).
The following immediate corollary is a distributional version of the semiclas-
sical limit (34). Let dγ denote Lebesgue measure on t and let =⇒ denote weak
convergence of finite signed measures.
Corollary 4.2.2. For λ, µ dominant weights of g,
1
N |Φ+|
∑
ν∈(λ+µ)+N−1Q
∩ C+
CNνNλNµ
∑
w∈W
ǫ(w) δw(ν) =⇒ J (λ, µ; γ) dγ. (36)
Proof. Letting N →∞ in (35) and recalling that d = |Φ+| − r, we obtain
J (λ, µ; γ) = lim
N→∞
1
Nd
b(Nγ) ∗
( ∑
ν∈(λ+µ)+N−1Q
∩ C+
CNνNλNµ
∑
w∈W
ǫ(w) δw(ν+ρ/N)
)
= lim
N→∞
N rb(Nγ) ∗
(
1
N |Φ+|
∑
ν∈(λ+µ)+N−1Q
∩ C+
CNνNλNµ
∑
w∈W
ǫ(w) δw(ν)
)
almost everywhere dγ.
Since ||b||L1 = 1, the sequence of functions N
rb(Nγ) is an approximation to
the identity as N →∞, which implies the desired result.
4.3 The Littlewood–Richardson polynomial
In this subsection we take g = su(n). For a compatible triple (λ, µ, ν) of domi-
nant weights of su(n), the function P νλµ(N) = C
Nν
NλNµ is in fact a polynomial in
N , called the Littlewood–Richardson polynomial, rather than merely a quasipoly-
nomial. This polynomiality property of the stretched Littlewood–Richardson
coefficients was proven by Rassart [33] using vector partition functions and sep-
arately by Derksen and Weyman [13] using semi-invariants of quivers. Both
[13] and [33] mention a third, unpublished proof by Knutson [24] that follows
from the “[Q,R] = 0” theorem in geometric quantization (see [18, 29, 37]). This
result confirmed part of a conjecture by King, Tollu and Toumazet [21], who
later studied the degrees and factorization properties of these polynomials in
[22]. Here we will use box spline deconvolution to give yet another proof of the
polynomiality of P νλµ.
We essentially follow Rassart’s recipe with different ingredients; the reader
will find no technical breakthroughs. Rather, we include this proof to introduce
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and motivate a number of geometric constructions that we will use again in
section 5.4. In particular, the argument illustrates the relationship between the
domains of polynomiality of Cνλµ and those of J , which will be important in the
proof of Theorem 5.4.3.
Before giving the proof, we first recall some definitions and briefly sketch
Rassart’s argument. For our purposes, a hyperplane arrangement HA in a Eu-
clidean space V is a finite union of (affine) hyperplanes. The chamber complex
associated to HA is a partition of V , consisting of all connected components of
V \ HA together with the common refinement of the hyperplanes. Each set in
this partition is called a chamber. If HA is centered, meaning that all of the
hyperplanes pass through the origin, then the chamber complex partitions V
into convex polyhedral cones.
By [1] the multiplicity Cνλµ equals the number of integer points in the
polytope Hνλµ. By standard results about vector partition functions (see e.g.
[35]), this implies that there is a minimal centered hyperplane arrangement
LRn ⊂ t
3, called the Littlewood–Richardson arrangement, such that Cνλµ is a
quasi-polynomial function on each chamber of the associated chamber complex.
In particular, Cνλµ is quasipolynomial on rays starting at the origin, so that
P νλµ(N) is a quasipolynomial function of N .
Rassart defines the Steinberg arrangement SAn to be the union of all affine
hyperplanes of the form
〈σ(α + ρ) + τ(β + ρ)− (γ + 2ρ), θ(ωj)〉 = 0, α, β, γ ∈ t, (37)
for σ, τ, θ ∈ W = Sn (the symmetric group) and ωj a fundamental weight.
By analyzing the Kostant–Steinberg formula [34] for the multiplicities Cνλµ (see
(46) below), he concludes that Cνλµ is in fact polynomial in (λ, µ, ν) on each
connected component of t3 \SAn. He then shows that each cone in the chamber
complex of LRn contains an arbitrarily large ball lying in some component of
t3\SAn, implying that the quasipolynomial determining C
ν
λµ on each cone must
in fact coincide with one of the polynomials determining Cνλµ on t
3 \ SAn.
The proof below is similar in structure to Rassart’s argument but uses dif-
ferent techniques at each step. Proposition 3.0.6 plays the role of the Kostant–
Steinberg formula, while a different hyperplane arrangement, which we call the
ρ-shifted Duistermaat–Heckman arrangement, plays the role of SAn.
Theorem 4.3.1 (Rassart, Derksen–Weyman). For a fixed compatible triple
(λ, µ, ν) of dominant weights of su(n), P νλµ(N) is a polynomial in N with degP
ν
λµ ≤
1
2 (n− 1)(n− 2).
Proof. We identify su(n) with the space of n-by-n traceless anti-Hermitian ma-
trices, and t with the space of traceless diagonal matrices. Using standard
techniques from the theory of Duistermaat–Heckman measures [16], one can
show (see e.g. [5, sect. 2.1] for an explicit calculation) that the boundaries of
the domains of polynomiality of J are contained in the hyperplanes∑
i∈I
αi +
∑
j∈J
βj −
∑
k∈K
γk = 0, α, β, γ ∈ t, (38)
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where I, J,K ⊂ {1, . . . , n} with |I| = |J | = |K|, and α = diag(α1, . . . , αn), etc.
We call the hyperplane arrangement (38) the Duistermaat–Heckman arrange-
ment DHn.
In our chosen parametrization of t, we find ρ = 12diag(n − 2j + 1)
n
j=1. Ap-
plying the Weyl shift to the arguments in (38) we find that as a function of
(α, β, γ) ∈ t3, the regions of polynomiality of J (α′, β′; γ′) are cut out by the ρ-
shifted Duistermaat–Heckman arrangement DHρn consisting of the hyperplanes∑
i∈I
(αi − i) +
∑
j∈J
(βj − j)−
∑
k∈K
(γk − k) = −
1
2
(n+ 1)|I|, (39)
where again |I| = |J | = |K|. The arrangement DHρn is not centered, but its
hyperplanes do all pass through the point−(ρ, ρ, ρ), so that its chamber complex
consists of convex polyhedral cones over this point.
Define P (α, β, γ) = limt→0+ Aˆ(Φ
+)J (α′, β′; γ′ + tη), with η defined as in
Theorem 3.0.3. By Corollary 3.0.5, for (λ, µ, ν) a compatible triple of dominant
weights, we have Cνλµ = P (λ, µ, ν). For (α, β, γ) not lying on one of the hy-
perplanes (39), P (α, β, γ) can be represented as a finite linear combination of
J (α′, β′; γ′) and its derivatives. If (α, β, γ) does lie on one of the hyperplanes
(39), then taking the limit in (31) we find that P (α, β, γ) can be represented
as a finite linear combination of φ and its derivatives, where φ(α, β, γ) is the
local polynomial expression of J (α′, β′; γ′) on one of the neighboring connected
components of t3 \ DHρn.
On every connected component of t3 \ DHρn, J (α
′, β′; γ′) either vanishes or
is a polynomial of degree |Φ+|−(n−1) = 12 (n−1)(n−2). Moreover, by (23) the
zeroth-order term of Aˆ(Φ+) is 1. Thus we find that on every chamber of DHρn,
P (α, β, γ) is a polynomial of degree at most 12 (n − 1)(n − 2), and its degree
is exactly 12 (n − 1)(n − 2) except on chambers where J (α
′, β′; γ′) vanishes or
which lie on the boundary of a chamber where J (α′, β′; γ′) vanishes.
We have now shown the existence of a locally polynomial expression for
Cνλµ. However, we cannot yet conclude the polynomiality of P
ν
λµ(N), because
the arrangement DHρn is not centered, so that a ray starting at the origin may
pass through multiple polynomial domains. To finish the proof, we compare
DHρn to the centered arrangement LRn, following a similar geometric intuition
to [33, thm. 4.1] but using a different argument.
Consider the union of hyperplane arrangements LRn ∪ DH
ρ
n. The cham-
ber complex of this arrangement is the common refinement of the chamber
complexes of LRn and DH
ρ
n. Let C be any cone of the chamber complex
of LRn. Then C is partitioned into finitely many convex polyhedral cham-
bers of LRn ∪ DH
ρ
n, each of which is contained in a single chamber of DH
ρ
n.
There must be at least one chamber R of this partition that is unbounded with
dimR = dimC. This region R lies in a single polynomial domain of the locally
polynomial function P defined above. Thus we know that Cνλµ is expressed as a
quasipolynomial q(λ, µ, ν) on C and by a polynomial P (λ, µ, ν) on R, so that at
all lattice points (λ, µ, ν) in R, q(λ, µ, ν) and P (λ, µ, ν) must agree. It follows
that on the entire cone C, q is in fact a polynomial and equals the polynomial
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that expresses P locally on R.
Finally, fix a compatible triple (λ, µ, ν) of dominant weights. The points
(Nλ,Nµ,Nν) lie on a ray starting at the origin and therefore lie in a single cone
of LRn, so that P
ν
λµ(N) = q(Nλ,Nµ,Nν) for some polynomial q as above. Thus
P νλµ is a polynomial in N with degP
ν
λµ ≤ deg q ≤
1
2 (n−1)(n−2) as desired.
5 Discrete convolution and deconvolution
In this section we consider a discrete analogue of Proposition 2.0.5, which yields
several new results. First we use this observation to show two different methods
for computing the multiplicities Cνλµ from finitely many values of J , which work
irrespective of unimodularity. Next we derive some combinatorial identities
involving the box spline, which we use to relate Proposition 2.0.5 to the J -LR
relation (6) and to express the discrete convolution with b on the root lattice in
terms of a finite difference operator called the box spline Laplacian. Finally we
prove that for g = su(n), “typical” Littlewood–Richardson coefficients can be
computed as an explicit finite linear combination of values of J .
Our starting point is the observation that if we restrict attention to γ = ν′
with ν ∈ λ+ µ+Q, then Proposition 2.0.5 says the following:
Corollary 5.0.1.
∑
ν∈λ+µ+Q
J (λ′, µ′; ν′) δν′ =
(∑
τ∈Q
b(τ) δτ
)
∗
∑
τ∈λ+µ+Q
∩ C+
Cτλµ
∑
w∈W
ǫ(w) δw(τ ′). (40)
Proof. All measures appearing in (40) are supported on the weight lattice P ⊂ t.
The convolution of two arbitrary measures on P may be written(∑
τ∈P
fτδτ
)
∗
(∑
τ∈P
gτδτ
)
=
∑
τ∈P
∑
ν∈P
fνgτ−ν δτ , (41)
where {fτ , gτ}τ∈P are some coefficients.
From Proposition 2.0.5 we have
J (λ′, µ′; ν′) =
∑
τ∈λ+µ+Q
∩ C+
Cτλµ
∑
w∈W
ǫ(w)b(ν′ − w(τ ′)), (42)
so that∑
ν∈λ+µ+Q
J (λ′, µ′; ν′) δν′ =
∑
ν∈λ+µ+Q
∑
τ∈λ+µ+Q
∩ C+
Cτλµ
∑
w∈W
ǫ(w)b(ν′ − w(τ ′)) δν′ .
Comparing the right-hand side above to (41) and observing that ν′−w(τ ′) runs
over Q for each fixed ν, we conclude (40).
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Corollary 5.0.1 has the same form as Proposition 2.0.5 but involves measures
that we can think of as discrete approximations of J and b. In section 5.2 we
show that this statement is actually equivalent to the J -LR relation (6). One
consequence of Corollary 5.0.1, which we show in the next subsection, is that
tensor product multiplicities can be computed from the volume function in all
cases, whether or not Φ+ is unimodular. Moreover, for a given triple (λ, µ, ν),
only finitely many values of J (λ′, µ′; γ) are required, and it is not necessary to
compute derivatives of J as in Corollary 3.0.5.
5.1 Finite deconvolution on a lattice
In this subsection we give two methods for computing Cνλµ from J : a con-
structive algorithm for computing the multiplicities algebraically, and a method
based on Fourier analysis leading to an integral representation of the multiplic-
ities. These two methods are complementary, since the integral representation
is easy to write down but may be difficult to evaluate analytically, while the
algebraic procedure is straightforward to execute computationally but does not
lead a priori to a clean formula.
We start with the algebraic approach. The key insight is that no information
is lost by considering only the discrete measure in (41) rather than the full
function J . This is immediate from the following lemma, which provides a
general deconvolution algorithm for finitely supported functions on a lattice.
The result below must be well known, but the precise statement that we need
was difficult to find in the literature, so we prove it here.
Lemma 5.1.1. Let Λ be a lattice, let f : Λ → C and g : Λ → C be finitely
supported functions, and suppose that f is not uniformly zero. Let h = f ∗ g be
their convolution, i.e.,
h(λ) =
∑
µ∈Λ
f(µ)g(λ− µ), λ ∈ Λ.
Then g can be computed from f and h using finitely many arithmetic operations.
Proof. The algorithm follows a recursive procedure. At each iteration we solve a
linear programming problem that allows us to determine one additional nonzero
value of g. When all nonzero values of g have been computed, the procedure
terminates.
First observe that ||h||ℓ1 = ||f ||ℓ1 ||g||ℓ1 . Therefore if h is uniformly zero then
g must be uniformly zero, and we are done. Suppose therefore that h is not
uniformly zero.
Let V = Λ ⊗ R be the real span of Λ. Given a function ϕ : Λ → C, let
supp(ϕ) ⊂ Λ denote its support and Conv(ϕ) ⊂ V denote the convex hull of
supp(ϕ). Since supp(h) is finite and non-empty, Conv(h) has at least one vertex.
Choose such a vertex τ ; we can then find a linear functional ℓ ∈ V ∗ such that τ
maximizes ℓ uniquely over Conv(h). From this unique maximization property
and the fact that supp(h) is contained in the Minkowski sum supp(f)+supp(g),
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it follows that there is a unique way of writing τ = τ1+τ2 with τ1 ∈ supp(f) and
τ2 ∈ supp(g). Moreover, τ1 and τ2 are the unique maximizers of ℓ over Conv(f)
and Conv(g) respectively, so we can compute τ1 by linear programming and τ2
as τ − τ1.
By definition we have
h(τ) =
∑
µ∈Λ
f(µ)g(τ − µ) = f(τ1)g(τ2) +
∑
µ6=τ1
f(µ)g(τ − µ).
But we have just argued that τ1 is the unique µ ∈ supp(f) such that τ − µ ∈
supp(g), so the last sum above vanishes, giving h(τ) = f(τ1)g(τ2). We conclude
that g(τ2) = h(τ)/f(τ1).
Having determined g(τ2), we can remove τ2 from supp(g) and repeat the
procedure. That is, we apply the same algorithm to h′ = f ∗ g′, where g′(λ) =
g(λ) for λ 6= τ2 and g
′(τ2) = 0. Since supp(g) was assumed finite, after |supp(g)|
iterations we obtain the zero function, at which point we know that all values
of g have been determined and the algorithm terminates.
Recognizing that Corollary 5.0.1 expresses the restriction of J (λ′, µ′; γ) to
λ+ µ+ ρ+Q as a convolution of two finitely supported functions on P , we see
that we have shown the following.
Theorem 5.1.2. For any g and any dominant weights λ, µ, ν, the multiplicity
Cνλµ can be computed constructively as an arithmetic expression in finitely many
values of J (λ′, µ′; γ) and b(γ).
Although Lemma 5.1.1 does provide a constructive method for computing
Cνλµ in terms of J , the procedure may be quite lengthy, and the form of the
expression thus obtained may depend on λ and µ in a complicated way. It
will not necessarily be the case that the algorithm above leads to a compact or
transparent identity relating the volume function to the multiplicities. However,
for many triples of highest weights of su(n), a simple expression does indeed exist
for Cνλµ as a linear combination of values of J . We return to this topic in section
5.4 below.
It should also be noted that Theorem 5.1.2 depends crucially on the fact
that J (λ′, µ′; γ) is compactly supported. On the other hand, even though The-
orem 3.0.3 and its analogue for the non-unimodular case in [15] require more
information in a sense (e.g. derivatives of J ), they also apply in a more general
setting, as they do not assume compact support for the discrete distribution
appearing in the convolution with b.
Next we give the Fourier-analytic approach. Recall that the dual of the
weight lattice P is the coroot lattice Q∨. Let |Q∨| denote the volume of a
fundamental domain of Q∨. We have the following integral representation for
tensor product multiplicities.
Theorem 5.1.3. For any dominant weights λ, µ, ν of g,
Cνλµ =
1
(2π)r|Q∨|
∫
t/2πQ∨
∑
τ∈λ+µ+Q J (λ
′, µ′; τ ′)ei〈τ−ν,x〉∑
τ∈Q b(τ) cos(〈τ, x〉)
dx. (43)
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Proof. We think of P as the character group of a torus T ∼= t/2πQ∨. Taking
Fourier transforms on both sides of (40), we then obtain an equality of functions
on T :
∑
τ∈λ+µ+Q
J (λ′, µ′; τ ′) ei〈τ
′,x〉 =
(∑
τ∈Q
b(τ)ei〈τ,x〉
)( ∑
τ∈λ+µ+Q
∩ C+
Cτλµ
∑
w∈W
ǫ(w) ei〈w(τ
′),x〉
)
.
Because of the reflection symmetry b(τ) = b(−τ), we can write
∑
τ∈Q
b(τ)ei〈τ,x〉 =
1
2
∑
τ∈Q
b(τ)(ei〈τ,x〉 + e−i〈τ,x〉) =
∑
τ∈Q
b(τ) cos(〈τ, x〉),
and since
∑
τ∈Q b(τ) cos(〈τ, x〉) vanishes at most on a set of measure zero, the
following holds almost everywhere with respect to Haar measure on T :
∑
τ∈λ+µ+Q
∩ C+
Cτλµ
∑
w∈W
ǫ(w) ei〈w(τ
′),x〉 =
∑
τ∈λ+µ+Q J (λ
′, µ′; τ ′)ei〈τ
′,x〉∑
τ∈Q b(τ) cos(〈τ, x〉)
.
By inspecting the left-hand side, we see that the function above is clearly in-
tegrable on T . Therefore we can recover the coefficient Cνλµ by integrating the
right-hand side against e−i〈ν
′,x〉 with respect to the normalized Haar measure
(2π)−r|Q∨|−1dx, where dx is Lebesgue measure on a fundamental domain of
2πQ∨ in t. This completes the proof.
The integral in (43) is always absolutely convergent, as the argument above
implies that any zeros in the denominator of the integrand must be canceled
by zeros in the numerator. Since the sum in the numerator is what guarantees
such cancelations, we cannot necessarily pull it out of the integral. If we could
pull it out, however, then we could rewrite (43) in the much cleaner form:
Cνλµ =
∑
τ∈λ+µ+Q
J (λ′, µ′; τ ′) c(ν − τ),
where
c(κ) :=
1
(2π)r|Q∨|
∫
t/2πQ∨
e−i〈κ,x〉∑
τ∈Q b(τ) cos(〈τ, x〉)
dx, κ ∈ Q. (44)
In fact the function c would then provide a universal deconvolution kernel, such
that (∑
τ∈Q
c(τ)δτ
)
∗
(∑
τ∈Q
b(τ)δτ
)
= δ0.
This would be convenient, but in general it is impossible. The integral in
(5.1) is absolutely convergent if and only if the function
∑
τ∈Q b(τ) cos(〈τ, x〉)
is nowhere vanishing, and the following proposition shows that this fails in the
non-unimodular case.
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Proposition 5.1.4. If Φ+ is not unimodular, then
∑
τ∈Q b(τ) cos(〈τ, x〉) = 0
for some x ∈ t.
Proof. ByWiener’s Tauberian theorem [39], non-vanishing of
∑
τ∈Q b(τ) cos(〈τ, x〉)
is equivalent to the statement that the translates of b|Q are dense in ℓ
1(Q).
Since ℓ1(Q)∗ ∼= ℓ∞(Q), this in turn is equivalent to the statement that there is
no nonzero a ∈ ℓ∞(Q) such that∑
τ∈Q
a(τ)b(ν − τ) = 0
for all ν ∈ Q. By Theorem 3.0.1, however, we know that if Φ+ is not unimodular
then such an a ∈ ℓ∞(Q) does exist, so that
∑
τ∈Q b(τ) cos(〈τ, x〉) must vanish
somewhere on t.
Therefore in the non-unimodular case, (5.1) is not well defined a priori, and
we cannot expect a further simplification of (43).
The unimodular case is less clear, however. For su(2) and su(3), the denomi-
nator in (5.1) is equal to 1, giving c(0) = 1 and c(τ) = 0 for τ 6= 0, which recovers
(32). For su(4) and su(5) it is already difficult to study
∑
τ∈Q b(τ) cos(〈τ, x〉)
analytically, but numerical investigations suggest that it never vanishes. We
venture the following conjecture.
Conjecture 5.1.5. For Φ+ unimodular,∑
τ∈Q
b(τ) cos(〈τ, x〉) > 0, x ∈ t.
5.2 Identities for the box spline
We next use Corollary 5.0.1 to derive some identities regarding the values of the
box spline density b at points of the root lattice Q. One implication of these
results is that Corollary 5.0.1 is actually equivalent to the J -LR relation (6).
In the following subsection we will use these identities to express the discrete
convolution with b in terms of finite difference operators, which will be a key
ingredient in the proof of Theorem 5.4.3 in section 5.4 below. First we recall a
couple of classical multiplicity formulae that we will need in the proofs.
For λ, µ dominant weights of g, let multλ(µ) represent the multiplicity of the
weight µ in the irreducible representation Vλ. Let Part : Q→ N be the Kostant
partition function, which counts the number of distinct ways that an element of
the root lattice can be decomposed as a positive integer linear combination of
the positive roots. Then we have the Kostant multiplicity formula [26]:
multλ(µ) =
∑
w∈W
ǫ(w) Part(w(λ′)− µ′). (45)
In particular, (45) implies that multλ(µ) = 0 whenever µ lies outside the convex
hull of the Weyl orbit of λ.
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We also have the Kostant–Steinberg formula for Cνλµ [34]:
Cνλµ =
∑
w,w′∈W
ǫ(ww′) Part(w(λ′) + w′(µ′)− ν′ − ρ). (46)
Putting (45) and (46) together, we get:
Cνλµ =
∑
w∈W
ǫ(w)multλ(w(µ
′)− ν′). (47)
When all weights ν′ + w(ρ), w ∈ W lie in the interior of C+, (47) implies
that the J -LR relation (6) can be written,
J (λ′, µ′; ν′) =
∑
κ∈K,
τ∈Q∩C+
rκmultκ(τ)C
ν−τ
λµ . (48)
The first identity we will prove for b is:
Proposition 5.2.1. ∑
τ∈Q
b(τ) = 1. (49)
Proof. This follows from the general fact that the integer translates of a box
spline form a partition of unity (see [32, sect. 2.1]). However, we will give a
direct proof that provides an illustrative application of the semiclassical limit.
Choose dominant weights λ, µ such that
min
α∈Φ+
〈α, µ〉 > |λ|+ |ρ|. (50)
LetBs(x) denote the closed ball of radius s centered at x ∈ t. By (47), if C
ν
λµ 6= 0
then there must be some w ∈W such that w(µ′)− ν′ lies inside the convex hull
of the Weyl orbit of λ. In particular, this requires that ν′ ∈ B|λ|(w(µ
′)). The
condition (50) means that µ is at a distance greater than |λ| + |ρ| from the
boundary of C+, and this implies that B|λ|(w(µ
′)) ∩ C+ is nonempty only when
w = 1, so in fact we have ν ∈ B|λ|(µ). Additionally, (50) also implies that
Cνλµ 6= 0 only if ν, and therefore also ν
′, is at a distance greater than |ρ| from
the boundary of C+. Since the support of b is the convex hull of the Weyl orbit
of ρ, which is contained in B|ρ|(0), we therefore find that as w ranges over W ,
each measure (∑
τ∈Q
b(τ) δτ
)
∗
∑
τ∈λ+µ+Q
∩ C+
Cτλµǫ(w) δw(τ ′)
occurring on the right-hand side of (40) is supported on the interior of a single
Weyl chamber. From Corollary 5.0.1 we therefore obtain
∑
ν∈λ+µ+Q
∩ C+
J (λ′, µ′; ν′) δν′ =
(∑
τ∈Q
b(τ) δτ
)
∗
∑
τ∈λ+µ+Q
∩ C+
Cτλµ δτ ′ , (51)
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and computing the total mass on either side of (51) we find
∑
τ∈Q
b(τ) =
( ∑
ν∈λ+µ+Q
∩ C+
J (λ′, µ′; ν′)
)( ∑
τ∈λ+µ+Q
∩ C+
Cτλµ
)−1
.
To arrive at the equation above, we only used the condition (50). If λ, µ satisfy
(50) then so do the dilated weights Nλ,Nµ for integers N > 0, so that in fact
we have
∑
τ∈Q
b(τ) =
( ∑
ν∈Nλ+Nµ+Q
∩ C+
J ((Nλ)′, (Nµ)′; ν′)
)( ∑
τ∈Nλ+Nµ+Q
∩ C+
CτNλNµ
)−1
=
( ∑
ν∈λ+µ+N−1Q
∩ C+
J ((Nλ)′, (Nµ)′; (Nν)′)
)( ∑
τ∈λ+µ+N−1Q
∩ C+
CNτNλNµ
)−1
=
(
1
N r
∑
ν∈λ+µ+N−1Q
∩ C+
J (λ+ ρ/N, µ+ ρ/N ; ν + ρ/N)
)(
1
N |Φ+|
∑
τ∈λ+µ+N−1Q
∩ C+
CNτNλNµ
)−1
,
for anyN . From the semiclassical limit in Corollary 4.2.2, we see that asN →∞
this last expression must approach 1. But the left-hand side is independent of
N , so we must have
∑
τ∈Q b(τ) = 1.
Our second identity is an expression for b(τ), τ ∈ Q.
Proposition 5.2.2.
b(τ) =
∑
κ∈K
rκmultκ(τ), τ ∈ Q. (52)
Proof. Choose dominant weights λ, µ satisfying the condition (50), so that (51)
holds:
∑
ν∈λ+µ+Q
∩ C+
J (λ′, µ′; ν′) δν′ =
(∑
τ∈Q
b(τ) δτ
)
∗
∑
τ∈λ+µ+Q
∩ C+
Cτλµ δτ ′ .
As argued above in the proof of Proposition 5.2.1, for λ, µ satisfying (50), Cνλµ 6=
0 implies minα∈Φ+〈α, ν
′〉 > |ρ|. This means that (48) also holds for all ν with
Cνλµ 6= 0, so that in fact we have
∑
ν∈λ+µ+Q
∩ C+
J (λ′, µ′; ν′) δν′ =
(∑
τ∈Q
∑
κ∈K
rκmultκ(τ) δτ
)
∗
∑
τ∈λ+µ+Q
∩ C+
Cτλµ δτ ′ .
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Comparing the two previous displays, by the invertibility result of Lemma 5.1.1
we must have ∑
τ∈Q
b(τ) δτ =
∑
τ∈Q
∑
κ∈K
rκmultκ(τ) δτ ,
which completes the proof.
From Proposition 2.0.5 we also have
rκ =
∑
w∈W
b(κ′ − w(ρ)), (53)
which leads to the following further relations:
Corollary 5.2.3.
b(τ) =
∑
w∈W
ǫ(w)
∑
κ∈K
b(κ′ − w(ρ))multκ(τ), τ ∈ Q, (54)
rκ =
∑
w∈W
ǫ(w)
∑
ξ∈K
rξmultξ(κ
′ − w(ρ)), κ ∈ K. (55)
Example 5.2.4. For su(2) and su(3), we have K = Q ∩ supp(b) = {0} and
b(0) = 1.
For su(4) we have K = {0, α+}, where α+ is the single root that lies in C+,
while Q∩supp(b) consists of 0 and the 12 roots. We find r0 = 9/24, rα+ = 1/24,
and mult0(0) = 1, mult0(α+) = 0, multα+(α+) = 1, multα+(0) = 3. From
Proposition 5.2.2 we thus obtain b(0) = 1/2 and b(α) = 1/24 for α a root,
confirming that ∑
τ∈Q
b(τ) =
1
2
+ 12 ·
1
24
= 1.
For su(5), the τ ∈ Q with b(τ) 6= 0 are 0, the 20 roots, and the Weyl
orbit consisting of the 30 points of the form α+ β where α and β are any two
orthogonal roots. Computing as above we find b(0) = 1/4, b(α) = 1/30 for α
any root, and b(α + β) = 1/360 for β any root orthogonal to α, again giving∑
τ∈Q b(τ) = 1.
For so(5), there are two simple roots: a long root α1 and a short root α2.
We have K = {0, α1 + α2}, with r0 = 3/8 and rα1+α2 = 1/8, and Q ∩ supp(b)
consists of 0 and the 4 short roots. We find mult0(0) = 1, mult0(α2) = 0,
multα1+α2(0) = multα1+α2(α2) = 1. All together, this gives b(0) = 1/2 and
b(α) = 1/8 for α a short root, giving
∑
τ∈Q b(τ) = 1 as expected.
To end this subsection, we show how Proposition 5.2.2 can be used to de-
rive an equivalence between the J -LR relation (6) and the discrete convolution
identity (40). To avoid circularity, we need a different, less elementary proof
of Proposition 5.2.2, since the proof above uses (6). We will adapt a technique
originally used to prove the J -LR relations in [5], which is very different from
the methods used above. The calculation in [5] involves compactifying the in-
tegration domain in the definition (5) of J so that the integral runs over a
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maximal torus T ⊂ G. The first step is to rewrite the integral such that the in-
tegrand becomes periodic in 2πP∨, where P∨ is the coweight lattice. Then one
can expand the integrand in irreducible characters, carry out the integration on
T ∼= t/2πP∨, and derive the result from the Schur orthogonality relations. An
important step uses the following character expansion, shown by Etingof and
Rains in [17], for a periodization of j
1/2
g that appears in the integrand:
R(x) :=
∑
η∈2πP∨
j
1/2
g (x+ η) =
∑
κ∈K
rκχκ(e
x), x ∈ t. (56)
Using (56) and the same compactification trick, we can give an alternate proof
of Proposition 5.2.2, without appealing to the De Concini–Procesi–Vergne con-
volution formula or to the J -LR relations.
Alternate proof of Proposition 5.2.2. For τ ∈ Q, we have
b(τ) = F−1[j
1/2
g ](τ) =
1
(2π)r
∫
t
j
1/2
g (x) e
−i〈τ,x〉dx
=
1
(2π)r
∑
η∈2πP∨
∫
t/2πP∨
j
1/2
g (x+ η) e
−i〈τ,x+η〉dx
=
1
(2π)r
∑
η∈2πP∨
∫
t/2πP∨
j
1/2
g (x+ η) e
−i〈τ,x〉dx,
where the last equality holds because e−i〈τ,x+η〉 = e−i〈τ,x〉 for τ ∈ Q and η ∈
2πP∨. Applying (56) and the dominated convergence theorem, this becomes
b(τ) =
1
(2π)r
∫
t/2πP∨
( ∑
η∈2πP∨
j
1/2
g (x+ η)
)
e−i〈τ,x〉dx
=
1
(2π)r
∫
t/2πP∨
( ∑
κ∈K
rκχκ(e
x)
)
e−i〈τ,x〉dx
=
∑
κ∈K
rκ
∫
t/2πP∨
χκ(e
x)e−i〈τ,x〉
dx
(2π)r
.
Here dx/(2π)r is the normalized Haar measure on T ∼= t/2πP∨, so that the last
integral above is exactly multκ(τ), proving Proposition 5.2.2.
Furthermore, by sending x→ 0 in (56), it was observed in [5, eqn. 31] that∑
κ∈K
rκ dimVκ = 1. (57)
In light of Proposition 5.2.2, this also yields an alternate proof of Proposition
5.2.1.
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Finally, from Proposition 5.2.2 and the Kostant–Steinberg formula (46), we
obtain ∑
w∈W
ǫ(w) b(w(τ ′)− ν′) =
∑
κ∈K
rκC
ν
τκ. (58)
Comparing this with the discrete convolution formula (40) for J , we recover
the J -LR relation (6), and vice versa. We have thus shown that (40) and (6)
are equivalent.
5.3 The box spline Laplacian
In this subsection we introduce a finite difference operator called the box spline
Laplacian, which allows us to give a convenient new representation of the dis-
crete convolution with b. This leads in turn to a reformulation of the convolution
identity in Corollary 5.0.1 and to a representation of Aˆ(Φ+) as a finite difference
operator, both of which will be useful in section 5.4 below.
Definition 5.3.1. For τ in the weight lattice, let ∆τ and∇τ denote respectively
the forwards and backwards finite difference operators in the direction of τ :
∆τf(x) = f(x+ τ) − f(x),
∇τf(x) = f(x)− f(x− τ), f : t→ C.
Define the box spline Laplacian D by
D :=
∑
τ∈Q
b(τ)∇τ∆τ . (59)
The term b(0)∇0, while formally included, contributes nothing. We will some-
times consider ∆τ , ∇τ and D as operators on t
3, in which case we will always
assume that they act in the third argument, so that e.g.
∇τJ (λ
′, µ′; ν′) = J (λ′, µ′; ν′)− J (λ′, µ′; ν′ − τ).
The significance of D is that we can use it to represent the discrete convo-
lution with b as a finite difference operator.
Proposition 5.3.2. Let m : Q→ C and let
mb(ν) :=
∑
τ∈Q
b(τ)m(ν − τ), ν ∈ Q
be its discrete convolution with b on Q. Then
mb(ν) =
(
1 +
1
2
D
)
m(ν), ν ∈ Q. (60)
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Proof. Proposition 5.2.1 gives
mb(ν) = b(0)m(ν) +
∑
τ 6=0
b(τ)m(ν − τ)
=
(
1−
∑
τ 6=0
b(τ)
)
m(ν) +
∑
τ 6=0
b(τ)m(ν − τ)
= m(ν) −
∑
τ∈Q
b(τ)(m(ν) −m(ν − τ))
=
(
1−
∑
τ∈Q
b(τ)∇τ
)
m(ν).
By the reflection symmetry b(τ) = b(−τ) and the fact that ∇0 = 0, we can
rewrite this last expression to get
mb(ν) =
(
1−
1
2
∑
τ∈Q
b(τ)(∇τ +∇−τ )
)
m(ν).
The claim then follows from the observation that
(∇τ +∇−τ )m(ν) = −m(ν + τ) + 2m(ν)−m(ν − τ) = −∇τ∆τm(ν).
Proposition 5.3.2 leads to a useful reformulation of the discrete convolution
identity in Corollary 5.0.1. For any λ ∈ P , not necessarily dominant, let λ+ ∈ C+
denote the unique dominant element in the Weyl orbit of λ, and let λ∗ =
(λ′)+ − ρ. Define a function C on P
3 by
C (λ, µ, ν) := Cν∗λ∗µ∗ , (61)
observing that for λ, µ, ν all dominant, C (λ, µ, ν) = Cνλµ. Combining Corollary
5.0.1 and Proposition 5.3.2, we get:
Corollary 5.3.3. For (λ, µ, ν) a compatible triple of dominant weights of g,
J (λ′, µ′; ν′) =
(
1 +
1
2
D
)
C (λ, µ, ν). (62)
Recall that in the expression above, D acts in the third argument of C .
Example 5.3.4. For su(2) and su(3), D = 0, so that (62) just reads J (λ′, µ′; ν′) =
Cνλµ, which we already know from (32).
For su(4), from the values of b computed in Example 5.2.4, we find D =
1
12
∑
α∈Φ+ ∇α∆α, and (62) reads
J (λ′, µ′; ν′) =
(
1 +
1
24
∑
α∈Φ+
∇α∆α
)
Cνλµ, (63)
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which was already observed by Coquereaux and Zuber in [8, sect. 4.2.2].
For su(5), again using the values of b computed in Example 5.2.4, after some
manipulation we find
D =
1
15
∑
α∈Φ+
(
∇α∆α +
1
12
∑
β∈Φ+
〈β,α〉=0
(
∇α+β∆α+β +∇α−β∆α−β
))
. (64)
For so(5) we find D = 14
∑
α∈Φ+
short
∇α∆α, where the sum runs over the two
short positive roots, which are orthonormal vectors in t ∼= R2. Thus D is just
1/4 times the usual discrete Laplacian in two dimensions.
Remark 5.3.5. Proposition 5.3.2 might lead one to hope that the discrete
convolution with b could be inverted via the Neumann series(
1 +
1
2
D
)−1
= 1−
1
2
D +
1
4
D2 − · · · , (65)
but in general this is not the case. For (65) to hold, the series on the right-
hand side must converge in the operator norm on an appropriate Banach
space. This fails on many spaces of interest such as ℓ1(Q) or c0(Q), outside
the trivial cases of su(2) and su(3) where D = 0.
However, (65) does hold on the space D(Φ+) defined in (28): (1 + 12D)
is invertible on D(Φ+) due to Theorem 3.0.2, and since D(Φ+) is a space
of polynomials of degree d = |Φ+| − r, the following lemma shows that the
Neumann series truncates after ⌊d/2⌋ terms.
Lemma 5.3.6. Let p be a polynomial on t. If deg p ≥ 2 then degDp ≤ deg p−2,
and if deg p < 2 then Dp = 0.
Proof. This is immediate from the facts that
deg∇τp = deg∆τp ≤ max(deg p− 1, 0)
and that both ∇τ and ∆τ annihilate the constants.
Therefore, comparing to Theorem 3.0.2, we find that we have shown the
following representation of Aˆ(Φ+) as a finite difference operator.
Proposition 5.3.7. For p ∈ D(Φ+),
Aˆ(Φ+)p =
⌊d/2⌋∑
k=0
(
−
1
2
D
)k
p. (66)
5.4 An explicit algebraic formula for g = su(n)
In this subsection we take g = su(n). We show that, given an assumption on
the highest weights (λ, µ, ν) that holds for “typical” triples, we can write Cνλµ
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explicitly as a linear combination of values of J (λ′, µ′; γ) at lattice points. This
result can be thought of as a partial inverse to the J -LR relation (6).
Before stating the theorem, we need to give another definition.
Definition 5.4.1. Let d = |Φ+| − r = 12 (n − 1)(n − 2). We will say that a
compatible triple (λ, µ, ν) of dominant weights of su(n) is shielded if the points
ν′ + ⌊d/2⌋w(ρ), w ∈ W are dominant and all lie in the interior of a single
polynomial domain of J (λ′, µ′; γ).
Remark 5.4.2. For n = 2, all compatible triples are shielded. For n > 2
there are infinitely many non-shielded triples, but shielded triples are “typi-
cal” in the following sense. The non-analyticities of J are contained within
a centered hyperplane arrangement in t3, and any compatible triple (λ, µ, ν)
such that (λ′, µ′, ν′) lies further than a distance ⌊d/2⌋|ρ| from each of these
hyperplanes is shielded. (In fact this condition is much stronger and excludes
many shielded triples.) In particular, as λ and µ both grow large, the ratio
#{ ν | Cνλµ 6= 0, (λ, µ, ν) shielded }
#{ ν | Cνλµ 6= 0 }
goes to 1.
The main result of this subsection is then:
Theorem 5.4.3. For (λ, µ, ν) a shielded triple of dominant weights of su(n),
Cνλµ =
⌊d/2⌋∑
k=0
(
−
1
2
D
)k
J (λ′, µ′; ν′). (67)
Proof. The definition of a shielded triple implies that ν′ lies on the interior of
a polynomial domain of J (λ′, µ′; γ). This means that there exists a polynomial
q on t3 and an open cone Rq over −(ρ, ρ, ρ) ∈ t
3 with (λ, µ, ν) ∈ Rq, such that
J (α′, β′; γ′) = q(α, β, γ) for all (α, β, γ) ∈ Rq. Again from the definition of a
shielded triple, we then have J (λ′, µ′, ν′+ τ) = q(λ, µ, ν+ τ) for all τ ∈ Q lying
in the convex hull of the Weyl orbit of ⌊d/2⌋ρ.
For ν′ on the interior of a polynomial domain of J (λ′, µ′; γ) we can ig-
nore the limit in Proposition 3.0.6 expressing Cνλµ as a sum of derivatives of
J (λ′, µ′; γ). This implies that there exists a polynomial p on t3 such that, for
every compatible triple of dominant weights (η, ξ, θ) ∈ Rq, C
θ
ηξ = p(η, ξ, θ).
Let Rp be the minimal cone over the origin in t
3 containing all compatible
triples of dominant weights in Rq. By Theorem 4.3.1 the coefficients C
ν
λµ are
expressed by a piecewise polynomial function whose domains of polynomiality
are cones over the origin in t3, so we must have Cθηξ = p(η, ξ, θ) for all com-
patible triples (η, ξ, θ) ∈ Rp. Furthermore, since (λ, µ, ν) is shielded we have
Cν+τλµ = p(λ, µ, ν + τ) for all τ ∈ Q in the convex hull of the Weyl orbit of
⌊d/2⌋ρ, and in particular whenever b(τ) 6= 0.
Consider the intersection R := Rp ∩Rq, and its truncation
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S := { (x, y, z) ∈ R | dist((x, y, z), ∂R) > ⌊d/2⌋|ρ| } ⊂ t3,
where ∂R is the boundary of R and dist is the usual distance from a point to a
subset of a metric space. The set S is unbounded and in particular it contains
infinitely many compatible triples, all of which are shielded by construction. At
any such triple (η, ξ, θ), Corollary 5.3.3 then gives
q(η, ξ, θ) =
(
1 +
1
2
D
)
C (η, ξ, θ) =
(
1 +
1
2
D
)
p(η, ξ, θ).
Since the above holds at infinitely many points (η, ξ, θ) ∈ S, we must have
q = (1 + 12D)p everywhere on t
3.
By Lemma 5.3.6, it is impossible that Df = −2f for a nonzero polynomial
f , which means that 1 + 12D is injective on polynomials. Also by Lemma 5.3.6,
D⌊deg f/2⌋+1f = 0, so that the Neumann series (65) truncates, and we find
Cνλµ = p(λ, µ, ν) =
⌊d/2⌋∑
k=0
(
−
1
2
D
)k
q(λ, µ, ν).
Each term (− 12D)
kq(λ, µ, ν) in the sum above is a linear combination of quan-
tities q(λ, µ, ν + τ), where τ ∈ Q lies in the convex hull of the Weyl orbit of kρ.
As discussed above, since (λ, µ, ν) is shielded, q(λ, µ, ν + τ) = J (λ′, µ′; ν′ + τ)
for all such τ , giving the desired result
Cνλµ =
⌊d/2⌋∑
k=0
(
−
1
2
D
)k
J (λ′, µ′; ν′).
Remark 5.4.4. The polynomiality property of Cνλµ for su(n), discussed in
section 4.3, is crucial in the proof above. For arbitrary g we know that Cνλµ is
expressed by a piecewise quasipolynomial function, but the Neumann series
(65) for 1 + 12D may not converge when applied to quasipolynomials. This
is why we need to take g = su(n) in Theorem 5.4.3.
The same concerns about convergence motivate the notion of a shielded
triple. Since (65) may also fail to converge when applied to piecewise poly-
nomials, Definition 5.4.1 is designed to ensure that we only ever need to
apply any power of D to a single local polynomial expression for J .
Example 5.4.5. Comparing with Example 5.3.4, we find that for (λ, µ, ν) a
shielded triple of su(4),
Cνλµ =
(
1−
1
24
∑
α∈Φ+
∇α∆α
)
J (λ′, µ′, ν′). (68)
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Note the similarity to equation (33) computing Cνλµ from J using Aˆ(Φ
+) rather
than finite difference operators. In light of Proposition 5.3.7, this comes as no
surprise.
Similarly, for (λ, µ, ν) a shielded triple of su(5), we have
Cνλµ =
3∑
k=0
[
−
1
30
∑
α∈Φ+
(
∇α∆α+
1
12
∑
β∈Φ+
〈β,α〉=0
(
∇α+β∆α+β+∇α−β∆α−β
))]k
J (λ′, µ′, ν′).
(69)
6 Weight multiplicities
We conclude this paper by showing how the ideas of the preceding sections can
also be used to compute the weight multiplicities of irreducible representations
of g, leading in particular to a formula for Kostka numbers that is analogous to
Theorem 5.4.3. The theory for weight multiplicities is simpler than for tensor
product multiplicities, so we only sketch the proofs, as they amount to simplified
versions of arguments that we have already given above.
From the form (47) of the Kostant–Steinberg formula we find that for suffi-
ciently large k ∈ N,
multλ(µ) = C
µ+kρ
λ (kρ). (70)
Thus one can think of the weight multiplicities as degenerations of the tensor
product multiplicities that depend only on two parameters rather than three.
All of the constructions that we have developed for tensor product multiplicities
have analogues in this setting.
First we define the analogue of the volume function,
I(α;β) :=
∆g(α)
∆g(ρ)
F
−1
[
H(i ·, α)
]
(β), α, β ∈ t. (71)
As a function of (α, β) ∈ t2, I is a homogeneous piecewise polynomial of degree
d. We will usually fix α and consider I(α;β) as a function of β, in which case it
equals the density of the Duistermaat–Heckman measure for the action of the
maximal torus on the coadjoint orbit Oα. Just like tensor product multiplici-
ties, each weight multiplicity multλ(µ) equals the number of integer points in a
certain polytope [2, 3], and it can be shown by the method of [5, prop. 3] that
the d-dimensional volume of this polytope is equal to I(λ;µ).
Taking Fourier transforms on both sides of the Kirillov character formula
(15), we obtain an analogue of Proposition 2.0.5:
I(λ′;β) = b(β) ∗
∑
µ∈λ+Q
multλ(µ) δµ. (72)
This formula appeared in the literature at least as early as [14, eqn. 5.3].
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Restricting to the shifted root lattice λ+Q, we obtain a discrete version,
∑
µ∈λ+Q
I(λ′;µ) δµ =
(∑
τ∈Q
b(τ) δτ
)
∗
∑
τ∈λ+Q
multλ(τ) δτ , (73)
and by the same Fourier-analytic method as in Theorem 5.1.3 we find:
Theorem 6.0.1. For any dominant weights λ, µ of g,
multλ(µ) =
1
(2π)r|Q∨|
∫
t/2πQ∨
∑
τ∈λ+Q I(λ
′; τ)ei〈τ−µ,x〉∑
τ∈Q b(τ) cos(〈τ, x〉)
dx. (74)
It also follows that multλ(µ) can be computed algebraically from I using
the algorithm of Lemma 5.1.1.
We now take g = su(n). In this case the weight multiplicities are usually
called Kostka numbers and we write them as Kµλ rather than multλ(µ). From
Theorem 3.0.3 we have:
Corollary 6.0.2. Let g = su(n) and choose η as in Theorem 3.0.3. For domi-
nant weights λ, µ with µ ∈ λ+Q,
Kµλ = lim
t→0+
Aˆ(Φ+)I(λ′;µ+ tη), (75)
where the differential operator acts in the second argument of I.
By [2, thm. 5.1], there is a piecewise polynomial function P of degree d =
1
2 (n − 1)(n − 2) on t
2 such that Kµλ = P (λ, µ). Moreover [2, thm. 3.2] shows
that the domains of polynomiality of P are the same as those of I. This leads
to the following analogue of Definition 5.4.1:
Definition 6.0.3. We will say that a pair of weights (λ, µ) of su(n) is shielded
if λ is dominant, µ ∈ λ+Q, and the points µ+ ⌊d/2⌋w(ρ), w ∈ W all lie in the
interior of a single polynomial domain of I(λ′;β).
Then the same technique used to prove Theorem 5.4.3 gives:
Theorem 6.0.4. For (λ, µ) a shielded pair of weights of su(n),
Kµλ =
⌊d/2⌋∑
k=0
(
−
1
2
D
)k
I(λ′;µ). (76)
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