Abstract. In many semiparametric models, the parameter of interest is identified through conditional expectations, where the conditioning variable involves a singleindex that is estimated in the first step. Among the examples are sample selection models and propensity score matching estimators. When the first-step estimator follows cube-root asymptotics, no method of analyzing the asymptotic variance of the second step estimator exists in the literature. This paper provides nontrivial sufficient conditions under which the asymptotic variance is not affected by the first step single index estimator regardless of whether it is root-n or cube-root consistent. The finding opens a way to simple inference procedures in these models. Results from Monte Carlo simulations show that the procedures perform well in finite samples.
Introduction
Many empirical studies use a number of covariates to deal with the problem of endogeneity. Using too many covariates in nonparametric estimation, however, tends to worsen the quality of the empirical results significantly. A promising approach in this situation is to introduce a single-index restriction so that one can retain flexible specification while avoiding the curse of dimensionality. The single-index restriction has long attracted attention in the literature.
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Most literatures deal with a single-index model as an isolated object, whereas empirical researchers often need to use the single-index specification in the context of estimating a larger model. An example is a structural model in labor economics that requires a prior estimation of components such as wage equations. When single-index components are nuisance parameters that are plugged into the second step estimation of a finite dimensional parameter of interest, the introduction of single-index restrictions does not improve the convergence rate of the estimated parameter of interest which already achieves the parametric rate of √ n. Nevertheless, the use of a single-index restriction in such a Date: July 22, 2013.
For example, Klein and Spady (1993) and Ichimura (1993) proposed M -estimation approaches to estimate the single-index, and Stoker (1986) and Powell, Stock and Stoker (1989) proposed estimation based on average derivatives. See also Härdle, Hall, and Ichimura (1993) , Härdle and Tsybakov (1993) , Horowitz and Härdle (1996) , Fan and Li (1996) and Hristache, Juditsky and Spokoiny (2001).
1 situation still has its own merits. After its adoption, the model requires weaker assumptions on the nonparametric function and on the kernel function. This merit becomes prominent when the nonparametric function is defined on a space of a large dimension and stronger conditions on the nonparametric function and higher-order kernels are required. (See Hristache, Juditsky and Spokoiny (2001) for more details.) This paper focuses on semiparametric models, where the parameter of interest is identified through a conditional expectation function and the conditioning variable involves a single-index with an unknown finite dimensional nuisance parameter. We assume that there is a consistent first step estimator of this nuisance parameter. In this situation, a natural procedure is a two step estimation, where one estimates the single-index first, and uses it to estimate the parameter of interest in the second step. Among the examples are sample selection models and propensity score matching estimators. The examples will be discussed in detail later.
A distinctive feature of the framework of this paper is that the first step estimator of a single-index is allowed to be either √ n-consistent or
3
√ n-consistent. The latter case of 3 √ n-consistent single index estimators is particularly interesting, for the framework includes new models that have not been studied in the literature, such as the sample selection model with conditional median restrictions, or propensity score matching estimators with conditional median restrictions. These conditional median restrictions often lead to a substantial relaxation of the existing assumptions that have been used in the literature.
2
Dealing with the case of a nuisance parameter that follows cube-root asymptotics of Kim and Pollard (1990) in two step estimation is challenging. In typical two step estimation, the asymptotic variance of the second step estimator involves an additional term due to the first step estimation of the single-index component (e.g. Newey and McFadden (1994) .) Unless this term is shown to be negligible, one needs to compute this additional term by first finding the asymptotic linear representation of the first step estimator. However, in the case of a first step estimator that follows cube-root asymptotics, there does not exist such an asymptotic linear representation.
The main contribution of this paper is to provide a set of conditions under which the first step estimator, regardless of whether it is √ n-consistent or 3 √ n-consistent, does not have an impact on the asymptotic variance of the second step estimator. This result is convenient, because under these conditions, one can simply compute the asymptotic variance as if one knows the true nuisance parameter in the single-index. The result of this paper is based on a recent finding by the author (Song (2012)) which offers generic conditions under which conditional expectation functionals are very smooth. This smoothness is translated in our situation into insensitivity of the parameter of interest at a local perturbation of the single-index nuisance parameter.
To illustrate the usefulness of the result, this paper applies it to new semiparametric models such as semiparametric sample selection models with conditional median restrictions, and single-index matching estimators with conditional median restrictions. This paper offers procedures to obtain estimators and asymptotic variance formulas for the estimators.
This paper presents and discusses results from Monte Carlo simulation studies. The main focus of these studies lies on whether the asymptotic negligibility of the first step estimator's impact remains in force in finite samples. For this, it is investigated whether the estimators and the confidence sets based on the proposed asymptotic covariance matrix formula performs reasonably well in finite samples. Simulation results demonstrate clearly that they do so.
The main result of this paper is closely related to the literature of so-called generated regressors in nonparametric or semiparametric models. For example, Newey, Powell, and Vella (1999) and Das, Newey, and Vella (2003) considered nonparametric estimation of simultaneous equation models. Li and Wooldridge (2002) analyzed partial linear models with generated regressors when the estimated parameters in the generated regressors are √ n-consistent. Rilstone (1996) and Sperlich (2009) studied nonparametric function estimators that involve generated regressors. Recent contributions by Hahn and Ridder (2010) and Mammen, Rothe, and Schienle (2012) offer a general analysis of the issue with generated regressors in nonparametric or semiparametric models. None of these papers considered generated regressors with coefficient estimators that follow cube-root asymptotics. The paper is organized as follows. The paper defines the scope, introduces examples, and explains the main idea of this paper in the next section. Then Section 3 presents the formal result of the asymptotic distribution theory, and discusses their implications for exemplar models. Section 4 discusses Monte Carlo simulation results, and Section 5 presents an empirical illustration based on a simple female labor supply model. Some technical proofs are found in the Appendix.
2. The Scope, Examples, and the Main Idea 2.1. The Scope of the Paper. Let us define the scope of the paper. Suppose that
is a random vector, where all three random quantities W , S, and X, are assumed to be observable.
where X 1 is a continuous random vector and X 2 is a discrete random vector taking values from {x 1 , · · ·, x M }. Let Θ ⊂ R d be the space of a nuisance parameter θ 0 that is known to be identified. Denote U θ ≡ F θ (X ⊤ θ), where F θ is the CDF of X ⊤ θ. We assume that X ⊤ θ is a continuous random variable for all θ in a neighborhood of θ 0 . Given an observed binary variable D ∈ {0, 1}, we define
and when θ = θ 0 , we simply write µ 0 (U 0 ), where U 0 ≡ F θ 0 (X ⊤ θ 0 ). The support of a random vector is defined to be the smallest closed set in which the random vector takes values with probability one. For m = 1, · · ·, M, let S m be the support of X1{X 2 = x m , D = 1}. and S W be the support of W , and let ϕ : S W → R dϕ be a known map that is twice continuously differentiable with bounded derivatives on the interior of the where v denotes an unobserved factor that affects the outcome. The econometrician observes Y * only when a selection indicator D ∈ {0, 1} assumes number one, so that as for observed outcome Y , we write
This paper specifies D as follows:
where ε is an unobserved component, and θ 0 ∈ R d an unknown parameter. Sample selection models and their inference procedures have been extensively studied in the literature. The early generation of these models impose parametric distributional assumptions on the unobserved components (Heckman (1974) ). Gallant and Nychka (1987) , Cosslett (1990) and many others (e.g. Newey, Powell, and Walker (1990) , and Das, Newey and Vella (1999)) analyzed semiparametric or nonparametric models that do not require parametric distributional assumptions. A common feature for these various models is the following assumption:
ε is independent of X.
Condition (2.6) is mainly used to identify θ 0 through a single-index restriction
We consider the following assumptions.
Assumption SS0 : (i) (ε, v) is conditionally independent of Z given X ⊤ θ 0 . (ii) Med(ε|X) = 0, a.e., where Med(ε|X) denotes the conditional median of ε given X. (iii) The smallest eigenvalue of S ZZ (θ) is bounded away from zero uniformly over θ in a neighborhood of θ 0 .
Assumption SS0(i) is a form of an index exogeneity condition. Such an assumption has been used in various forms in the literature (e.g. Powell (1994) .) The distinctive feature of this model stems from Assumption SS0(ii) which substantially relaxes Condition (2.6). The relaxation allows the individual components of X and ε to be stochastically dependent. Assumption SS0(iii) is slightly stronger than the usual condition that
Under Assumptions SS0(i) and (iii), we can write the equation for observed outcomes as a partial linear regression model, and follow Robinson (1988) to identify β 0 as
, once θ 0 is identified. To see that this β 0 is a special case of (2.3), let 1 2 be a 2 × 1 vector of ones, S = 1 2 ⊗ Z, (the notation ⊗ represents the Kronecker product of matrices) and
where ϕ :
is an identity map. Note that a(θ) and b 0 are 2d Z × (d Z + 1) matrices. Furthermore, b 0 does not depend on θ. Given 2d Z × (d Z + 1) matrices a and b, we denote a 22 and b 22 to be the d Z × d Z lower-right sub-blocks of a and b, and denote a 11 and b 11 to be the d Z × 1 upper-left sub-blocks of a and b. Then define
whenever b 22 − a 22 is invertible. We can reformulate the identification result as follows:
which shows that β 0 is a special case of (2.3). (2003)), a single-index restriction on the propensity score can be useful in avoiding curse of dimensionality. When the propensity score is specified by logit or probit assumptions, the propensity score is strictly increasing in the single-index. In general, when the propensity score satisfies a single-index restriction and is a strictly increasing function of the single-index, identification of the average treatment effects on the treated through propensity score matching is equivalent to the identification through single-index matching, because the σ-field generated by the propensity score is the same as that generated by the singleindex.
In the current example, we develop what this paper calls a single-index matching estimator. The main merit of the single-index matching estimators is that the estimator does not require a parametric distributional assumption on the propensity score, while avoiding the curse of dimensionality. The distinctive feature of the estimator as a result of this paper's framework is that the single-index component is allowed to be estimable only at the cube-root rate. Such a case is relevant when the assumption of independence between the observed component and the unobserved component in the propensity score is relaxed into the assumption of conditional median independence.
Let Y 1 and Y 0 be potential outcomes of treated and untreated individuals and Z ∈ {0, 1} the treatment status, where Z = 1 for the status of treatment and Z = 0 for the status of non-treatment. 5 The econometrician observes Z and
.e., the treatment effect on the treated. We assume that X is a vector of observed covariates in R d and
where ε denotes the unobserved factor that affects the treatment status, and θ 0 is an unknown parameter. Define U θ = F θ (X ⊤ θ), where F θ is the CDF of X ⊤ θ and is assumed to be strictly increasing, and we write simply U 0 = U θ 0 . We also define the propensity score P (U θ ) = P {Z = 1|U θ }.
The first condition in Assumption SM0(i) is weaker than the unconfoundedness assumption, i.e., the assumption of conditional independence between (Y 1 , Y 0 ) and Z given U 0 , and as noted by Heckman, Ichimura, and Todd (1997) , this assumption together with Assumption SM0(ii) suffices for identification of the average treatment effect on the treated. Assumption SM0(ii) requires that the propensity score is away from 0 and 1. The new feature of the model is Assumption SM0(iii) which says that the conditional median of the observed component in the propensity score is zero once X is conditioned on. This condition is much weaker than the common assumption that ε and X are independent.
Under Assumption SM0, we can identify β 0 as follows:
It is not immediately seen that β 0 can be written in the form of (2.3), because the conditioning on Z = 0 in the inner conditional expectation is different from the conditioning on Z = 1 in the outer conditional expectation. To write it in the form of (2.3), rewrite
, in the form of (2.3) with D there simply replaced by 1.
2.3.
A Heuristic Summary of the Main Idea. As previously mentioned, the main contribution of this paper is to provide nontrivial sufficient conditions under which the first step estimator error ofθ does not affect the asymptotic distribution ofβ, regardless of whetherθ is √ n-consistent or
3
√ n-consistent. The development is based on the finding due to Song (2012) that under regularity conditions that are to be made precise later, the function a(θ) defined in (2.2) is very smooth in θ in a neighborhood of θ 0 . 6 More specifically, under regularity conditions, there exist C > 0 and ε ∈ (0, 1/2] such that for each η ∈ (0, ε],
where B(θ 0 ; η) denotes the η-ball around θ 0 , i.e., B(θ 0 ; η) ≡ {θ ∈ Θ : ||θ − θ 0 || < η}. The novel feature of the above bound lies in the fact that the exponent of η is 2 (not 1), which says that the map a is very smooth in a neighborhood of θ 0 .
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To see how this result serves our purpose, we write
by the continuous differentiability of map H. As for the last term, observe that
As long as ||θ − θ 0 || = o P (1), the term A n can be shown to be o P (1/ √ n) using the standard arguments of stochastic equicontinuity. 8 For this, standard arguments use empirical process theory. (e.g. Andrews (1994) .) To use empirical process theory, the crucial step is to obtain the asymptotic linear representation of
for some ψ i (θ) such that Eψ i (θ) = 0 and ψ i (θ)'s are i.i.d. across i's, where o P (1) is uniform local around θ 0 , and apply the maximal inequality to obtain the stochastic equicontinuity of the empirical process (i.e. the sum on the right hand side.) To see how this works intuitively, note that
Hence the asymptotic variance of the left hand side is equal to
As θ → θ 0 , the variance goes to zero, under minor regularity conditions for ψ i (θ). Hence we obtain
as θ → θ 0 . The actual argument is more complex than this, because what we have here isθ → P θ 0 , not θ → θ 0 . For this, standard arguments use empirical process theory to fill this gap. See Andrews (1994) for more details. The crucial step here is the derivation of the asymptotic linear representation in (2.9). The asymptotic linear representation based on a symmetrized nearest neighborhood estimator that is proved in the Appendix. As for B n , the result in (2.8) implies that with probability approaching one,
if ||θ −θ 0 || ≤ η n with probability approaching one. Ifθ = θ 0 +O P (n −1/3 ), we find that by taking η n = n −1/3 log n, the left-end term of (2.10) is o P (1/ √ n). Therefore, we conclude
This implies that if √ n(β − β 0 ) has an asymptotic normal distribution, the quantity √ n(β − β 0 ) has the same asymptotic normal distribution. ∆ 0 ] will become close to each other as θ becomes closer to θ 0 . How fast they become closer to each other will also depend on how fine the discretization is. In fact, using Lemma 4 of Song (2012), one can show that for some C 3 > 0,
become closer to each other faster when ∆ is smaller. (Note that the bound requires that ||θ − θ 0 || ≤ C 4 ∆, and hence one cannot make ∆ smaller without making θ closer to θ 0 .) Thus, we collect the results to obtain the following bound:
for some constants C 5 > 0 and C 6 > 0. Since one can take the discretization step ∆ arbitrarily small as long as the condition ||θ − θ 0 || ≤ C 4 ∆ is satisfied, we take ∆ = C −1 4 ||θ − θ 4 || to obtain the last bound in (2.12) as
where
4 . Thus we obtain the desired result
for some C > 0, and hence (2.8). 3. Inference and Asymptotic Theory 3.1. General Asymptotic Theory. Let us consider an estimation method ofβ. Instead of putting forth high level conditions, we choose a specific estimatorβ and provide low level conditions. Suppose that we are given an estimatorθ of θ 0 such thatθ
is a random sample from the joint distribution of (X, W, S, D).
and h is a bandwidth parameter. The estimator is a symmetrized nearest neighborhood (SNN) estimator. Symmetrized nearest neighborhood estimation is a variant of nearest neighborhood estimation originated by Fix and Hodges (1951) , and analyzed and expanded by Stone (1977) . Robinson (1987) introduced k-nearest neighborhood estimation in semiparametric models in the estimation of conditional heteroskedasticity of unknown form. The symmetrized nearest neighborhood estimation that this paper uses was proposed by Yang (1981) and further studied by Stute (1984) . Define
The heuristics here uses the assumption that ϕ is a linear map. When ϕ is nonlinear yet twice continuously differentiable, we can linearize it to obtain a similar bound. (See Song (2012) for details.)
The estimatorâ(θ) is a sample analogue of a(θ 0 ), where the conditional expectations are replaced by the nonparametric estimators and unconditional expectations by the sample mean. Suppose that we are given a consistent estimatorb of b 0 (Assumption G1(iii) below). Then, our estimator takes the following form:
We make the following assumptions. The assumptions are divided into two groups. The first group of assumptions (denoted by Assumptions C1-C3) are commonly assumed throughout the examples when we discuss them later. On the other hand, the second group of assumptions (denoted by Assumptions G1-G2) are the ones for which sufficient conditions will be provided later when we discuss the examples.
(ii) There exists ε > 0 such that for each θ ∈ B(θ 0 ; ε), (a) X ⊤ θ is continuous and its conditional density function given D = 1 is bounded uniformly over θ ∈ B(θ 0 ; ε) and bounded away from zero on the interior of its support uniformly over θ ∈ B(θ 0 ; ε), and (b) the set {x ′ θ : θ ∈ B(θ 0 ; ε), x ∈ S m } is an interval of finite length for all 1 ≤ m ≤ M.
is bounded, nonnegative, symmetric, compact supported, twice continuously differentiable with bounded derivatives on the interior of the support, and
Assumption C1(ii)(a) excludes the case where θ 0 = 0. Assumption C1(ii)(b) is satisfied when S m is bounded and convex. We can weaken Assumption C1(ii) by replacing it with certain tail conditions of X or X ⊤ θ at the expense of a more complicated exposition. Assumption C2 allowsθ to be either √ n-consistent or 3 √ n-consistent. Assumption C3 concerns the kernel and the bandwidth. Assumption C3(i) is satisfied, for example, by a quartic kernel:
(ii) (a) ϕ is twice continuously differentiable on the interior of the support of E[W |X] with derivatives bounded on the support of E[W |X], and (b) there exists η > 0 such that for all b ∈ B(b 0 ; η), H(·, b) is continuously differentiable at a = a(θ 0 ) and the derivative
is twice continuously differentiable with derivatives bounded uniformly over θ ∈ B(θ 0 ; ε) with some ε > 0. Assumption G1(i) requires moment conditions with p ≥ 4. Assumption G1(ii) is easy to check, because ϕ is explicitly known in many examples. Assumption G1(iii) requires thatb be a consistent estimator of b 0 . As we will see from the examples, a √ n-consistent estimator for b 0 is typically available. The smoothness conditions in Assumptions G2(i) and (ii) are often used in the literature of nonparametric estimation.
Theorem 1: Suppose that Assumptions C1-C3 and G1-G2 hold and that
Remarks 1 : The asymptotic covariance matrix V in Theorem 1 is the same asymptotic covariance matrix that one would have obtained had θ 0 been used instead ofθ. Therefore, the estimation error inθ does not affect the asymptotic distribution ofβ. When the nuisance parameter estimatorθ is √ n-consistent, such a phenomenon has been observed to arise in other contexts (e.g. Song (2009)). To the best of the author's knowledge, there has not been a literature that shows a similar phenomenon even whenθ is n 1/3 -consistent.
2: The computation of
can be done using the standard procedure. (e.g. Newey and McFadden (1994) ). Section 3.2 below derives the asymptotic covariance matrix V for the examples in Section 2.2. For the derivation, one does not need to rely on the form (2.3). Writing β 0 into the form (2.3) is done only to ensure that Theorem 1 is applicable.
3:
The proof of Theorem 1 uses a Bahadur representation of sample linear functionals of SNN estimators that is established in the Appendix. In fact, the representation can also be used to derive the asymptotic covariance matrix V , and is useful in various specification tests or estimation for semiparametric models.
4: Theorem 1 implies that there exists a simple bootstrap procedure forβ that is asymptotically valid, even if the first-step estimatorθ follows cube-root asymptotics. This is interesting given that nonparametric bootstrap fails forθ. (Abrevaya and Huang (2005) ). Since there is no clear advantage of using this bootstrap over the asymptotic covariance matrix of Theorem 1, this paper omits the details.
Examples Revisited.
In this section, we revisit the examples discussed in Section 2.2. In each example, we first provide sufficient conditions that yield Assumptions G1-G2. (Recall that Assumptions C1-C3 are made commonly in these examples.) Then we show how we construct an estimator of β 0 in detail. Finally, we present the asymptotic distribution ofβ along with the explicit asymptotic covariance matrix formula.
3.2.1. Example 1: Sample Selection Models with Conditional Median Restrictions. In this example, Assumptions G1-G2 are translated into the following conditions.
are twice continuously differentiable with derivatives bounded uniformly over θ ∈ B(θ 0 ; ε) with some ε > 0.
Since ϕ that constitutes a(θ) is an identity map in this example, Assumption G1(ii)(a) is already fulfilled by Assumptions SS1 and SS2(ii).
Let us consider an estimator of β 0 in the sample selection models in Example 1. Witĥ U k as defined previously, let
which are estimated versions of S ZZ (θ 0 ) and S ZY (θ 0 ). An estimator of β 0 is given by
ZZ ·Ŝ ZY . This is the estimator proposed by Robinson (1988) , except that we have a single-index in the conditional expectations. We also letβ beβ except thatθ is replaced by θ 0 .
Suppose that Assumptions C1-C3 and SS1-SS2 hold and that
The computation of V SS can be done in a standard manner. Under regularity conditions, the asymptotic variance V SS takes the following form:
The derivation can be obtained by using the Bahadur representation in the appendix (Lemma B3).
Example 2: Single-Index Matching Estimators of Treatment Effects on the Treated.
We introduce translations of Assumptions G1-G2 in this example.
To construct an estimator of the average treatment effect on the treated based on the single-index matching, we first definê
Then, the sample analogue principle suggestŝ
If we defineμ
we can rewrite the estimator aŝ
This takes precisely the same form as the propensity score matching estimators of Heckman, Ichimura, and Todd (1998), except that instead of propensity score matching, the estimator uses single-index matching.
As before, we letβ beβ except thatθ is replaced by θ 0 . Suppose that Assumptions C1-C3 and SM1-SM2 hold and that
Under regularity conditions, the asymptotic variance V SM takes the following form: with
A Monte Carlo Simulation Study
In this section, we present and discuss some Monte Carlo simulation results. We consider the following data generating process. Let
where U 1i is an i.i.d. random vector in R 3 constituted by independent random variables with uniform distribution on [0, 1], 1 is a 3 dimensional vector of ones, U 2i and η i are random vectors in R k with entries equal to i.i.d. random variables of uniform distribution on [0, 1]. The dimension k is chosen from {3, 6}. The random variable η 1i is the first component of η i . Then, the selection mechanism is defined as
where ε i follows the distribution of T i · ϕ(X ⊤ i θ 0 ) + e i , with e i ∼ N(0, 1), and T i and ϕ(·) are chosen as follows:
where t 1 denotes the t-distribution with degree of freedom 1 and Φ denotes the standard normal CDF. Hence the selection mechanism has errors that are conditionally heteroskedastic, and in the case of DGPs with AT and BT, heavy tailed. We define the latent outcome Y * i as follows:
independent of the other random variables. Therefore, v i in the outcome equation and ε i in the selection equation are correlated, so that the data generating process admits the sample selection bias. We set θ 0 to be the vector of 2's and β 0 = [2, 2, 2] ⊤ . In the simulation studies we estimated θ 0 by using the maximum score estimation to obtainθ.
We compare the performances of the two estimators of β 0 ,β(θ) ("Plug-inθ") and β(θ 0 ) ("Plug-in θ 0 ") in terms of mean absolute deviation (MAE) and mean squared error (MSE). Bandwidths for the estimation of
were chosen separately using a least-squares cross-validation method. If the role of the sample selection bias were already marginal, the estimation error effect ofθ would be small accordingly, preventing us from discerning the negligibility of the estimation error effect ofθ from the negligible sample selection bias. Hence, we also report the results from the estimation of β that ignores the sample selection bias (w/o BC: Without (Sample Selection) Bias Correction). Table 1 reports the average of MAEs and MSEs of estimators for the individual components of β 0 . It shows that the performance of the estimators remains similar regardless of whether θ 0 is used orθ is used. When the sample size is increased from 300 to 500, the estimators perform better as expected. The negligibility of the effect of the estimation error inθ is not due to inherently weak sample selection bias, as it is evident when we compare the results with those from the estimators that ignore the sample selection bias (w/o BC). In Tables 3 and 4 , the finite sample coverage probabilities of the confidence sets based on the asymptotic normal distribution are reported. These tables report only the coverage probabilities of the first component of the estimators of β 0 . The performance of the remaining components was similar. In Table 3 , the results were obtained from Specification A, and in Table 4 , from Specification B. Recall that Specification B is associated with a more severe selection bias than Specification A as we saw from Tables 1-2. First, observe that the performances between the estimator using true parameter θ 0 and the estimator using its estimatorθ is almost negligible in finite samples, as expected from the asymptotic theory. This is true regardless of whether we use three or six covariates. In Specification B, the confidence sets tend to undercover the true parameter, as compared to Specification A. Nevertheless, the difference in coverage probabilities between the estimator using θ 0 and the estimator usingθ is still very negligible. Finally, the performances do not show much difference with regard to the heavy tailedness of the error distribution in the selection equation, as seen from comparing results between Specifications AN and AT or between Specifications BN and BT.
Empirical Application: Female Labor Supply from NLSY79
In this section, we illustrate the proposal of this paper by estimating a simple female labor supply model:
where h i denotes hours that the i-th female worker worked, w i her hourly wage, Z 2i denotes other demographic variables. The following table shows different specifications that this study used. The data sets were taken from NLSY79 for the 1998 round. The data set used in this study contains 960 female workers, after eliminating the individuals with missing values for demographic variables used in this study. In particular, the data set excluded those with missing values for household's total income, because we cannot compute nonwife income or nonlabor income from the data sets. The income variables are in 1998 dollars. The following table offers summary statistics of the variables, and also compares them before and after the selection process. In this study, we focus on how the estimates of coefficients in the outcome equation vary across different specifications of X i and different methods of estimating θ 0 in the participation equation. We estimated the model using three different estimation methods. The first method is OLS, ignoring sample selection. The second method is Heckman's two step approach assuming the joint normality of the errors in the outcome and selection equations. The third method employs a semiparametric approach through the formulation of partial linear model and following the procedure of Robinson (1988) . As for the third method, this study considered two different methods of estimating the coefficients to X i : probit and maximum score estimation.
The results are shown in Tables 6-9 . (The covariates in Z i and X i were appropriately rescaled to ensure numerical stability.) First, nonwife income and the number of young and old children play a significant role in determining the labor supply of female workers. This result is robust through different model specifications, although the significance of nonwife income is somewhat reduced when one incorporates sample selection. The negative effect of the number of children is conspicuous, with the effect of the number of young children stronger than that of old children. In contrast, the significant role that the female worker's age and schooling appear to play in the case of OLS or Heckman's two step procedure with the joint normality assumption disappears or is substantially reduced, when one moves to a semiparametric model. Finally, it is interesting to observe that within the framework of a semiparametric model, the effects of log wage and nonwife income on labor participation are shown to be more significant in the case of using maximum score estimation than in the case of using a probit estimatorθ. This appears to be some evidence against the assumption that X i and ε i in the selection equation are independent. While a formal testing procedure seems appropriate, a direct test comparing the estimates are not available in the literature as far as the author is concerned. In particular, the standard Hausman type test will not have an asymptotically exact size because when the probit estimator and the maximum score estimator are both consistent, the asymptotic distribution of √ n{β(θ probit ) −β(θ mx.scr )}, θ probit denoting a probit estimator of θ 0 andθ mx.scr a maximum score estimator, will be degenerate. The latter degeneracy is a major implication of Theorem 1 in this paper. 
Conclusion
This paper focuses on semiparametric models where the identified parameter involves conditional expectations with a single-index as a conditioning variable. This paper offers a set of sufficient conditions under which the first step estimator of the single-index does not have a first order impact on the asymptotic distribution of the second step estimator. The remarkable aspect of the result is that the asymptotic negligibility of the first step estimator holds even when the estimator follows cube-root asymptotics. This asymptotic negligibility is also demonstrated through Monte Carlo simulation studies. The usefulness of this procedure is illustrated by an empirical study of female labor supply using an NLSY79 data set. Proof of Theorem 1: Without loss of generality, let K be [−1/2, 1/2]-supported. It suffices to focus on the case where H is R-valued. Letμ θ andÛ θ,i beμ andÛ i except thatθ is replaced by θ, and let µ θ and U θ,i be µ and U 0,i except that θ 0 is replaced by θ, where
We write A 1n (θ) as
where µ * θ (U θ,i ) lies on the line segment betweenμ θ (Û θ,i ) and µ θ (U θ,i ). Let 1 n,i = 1{|U 0,i − 1| > h/2}, and write B 2n (θ) as
For small ε > 0 and a positive sequence c n > 0 such that 0 < c n n 1/4 → 0 (see, e.g., the proof of Lemma A3 of Song (2009)
By Assumption C3(ii), c n h −1 → 0. As for C 1n (θ), we bound μ θ (Û θ,i ) − µ θ (U θ,i ) 1 n,i by (using (7.1))
from some large n on. The first term is O(n −1/2 h −1 √ log n) (e.g. see Lemma A4 of Song (2009)), and the second term is O P (1/ √ n), both uniformly over 1 ≤ i ≤ n and over θ ∈ B(θ 0 ; c n ). The latter rate O P (1/ √ n) stems from (7.1), and that µ θ (·) is continuously differentiable with a bounded derivative (see Assumption G2(ii)). Since ϕ ′′ (·) is continuous and bounded on the support of E[W |X, D = 1] (Assumptions C1(i) and G1(ii)(a)), sup θ∈B(θ 0 ;ε) |C 1n (θ)| = O P (n −1 h −2 (log n)). As for C 2n (θ), we bound
The rate O P (h) here is the convergence rate at the boundary (e.g. see Lemma A4 of Song (2009)). Therefore, for some C > 0, sup θ∈B(θ 0 ;cn)
We conclude sup θ∈B(θ 0 ;cn) |A 1n (θ)−B 1n (θ)| = o P n −1/2 . As for B 1n (θ), we apply Lemma B3 below to deduce that with P 1 ≡ P {D i = 1},
uniformly over θ ∈ B(θ 0 ; c n ). (With the help of Lemma B1 below, one can check that Assumptions B1-B3 in Lemma B3 are satisfied by the conditions of the theorem here.) We turn to A 3n (θ), which we write as
uniformly over θ ∈ B(θ 0 ; c n ). Combining the results so far, we find that √ n{â(θ) −a(θ)} is equal to
uniformly over θ ∈ B(θ 0 ; c n ). From this uniform linear representation of √ n{â(θ)−a(θ)}, it is not hard to show that sup θ∈B(θ 0 ;cn)
(For this, we can use Lemma B1 below to obtain an entropy bound for the class of functions indexing the processes in the linear representation of √ n{â(θ) − a(θ)}. Details are omitted.) Let H 1 (a, b) = ∂H(a, b)/∂a, and let the sequence c n chosen above be such that ||θ − θ 0 || = O P (c n ) and √ nc 2 n → 0 as n → ∞. We write
The second equality uses the first statement of (7.2) and continuity of H 1 (·, ·) (Assumption G1(ii)(b)). By the second statement of (7.2), D 1n = o P (1). As for D 2n , we apply Lemma A1 to deduce that
Thus we obtain the desired result. 
drawn from the distribution of a random vector (S, W, X) ∈ R d S +1+d X . Let S S , S X and S W be the supports of S, X, and W respectively. Let Λ be a class of R-valued functions on R d X with a generic element denoted by λ. We also let Φ and Ψ be classes of real functions on R and R d S with generic elements ϕ and ψ and letφ andψ be their envelopes. Let L p (P ), p ≥ 1, be the space of L p -bounded functions: ||f || p ≡ { |f (x)| p P (dx)} 1/p < ∞, and for a space of functions F ⊂ L p (P ) for p ≥ 1, let N [] (ε, F , || · || p ) denote the bracketing number of F with respect to the norm || · || p , i.e., the smallest number r such that there exist f 1 , · · ·, f r and ∆ 1 , · · ·, ∆ r ∈ L p (P ) such that ||∆ i || p < ε and for all f ∈ F , there exists 1 ≤ i ≤ r with ||f i − f || p < ∆ i /2. Similarly, we define N [] (ε, F , || · || ∞ ) to be the bracketing number of F with respect to the sup norm || · || ∞ , where for any real map f on R d X , we define ||f || ∞ = sup z∈R d X |f (z)|. For any norm || · || which is equal to || · || p or || · || ∞ , we define N(ε, F , || · ||) to be the covering number of F , i.e., the smallest number of ε-balls that cover F . Letting F λ (·) be the CDF of λ(X), we denote U λ ≡ F λ (λ(X)). Define
Let U n,λ,i ≡ 1 n−1 n j=1,j =i 1{λ(X j ) ≤ λ(X i )} and consider the estimator:
. The semiparametric process of focus takes the following form:
The main focus in this section is on establishing an asymptotic linear representation of ν n (λ, ϕ, ψ). The critical element in the proof is to bound the size of the class of conditional expectation functions G ≡ {g ϕ,λ (·) : (ϕ, λ) ∈ Φ × Λ}. We begin with the following lemma that establishes the bracketing entropy bound for G with respect to || · || q , q ≥ 1.
Lemma B1 : Suppose that the density f λ of λ(X) is bounded uniformly over λ ∈ Λ. Furthermore, assume that there exists an envelopeφ for Φ such that
Then for all ε > 0, q ≥ 1, and p ≥ 1,
Proof of Lemma B1 :
First, we show that for all η ∈ (0, 1], and for all ε > 0 and p ≥ 1,
Fix η ∈ (0, 1], ε > 0, and p ≥ 1, and choose two sets of brackets {ϕ j ,
j=1 that constitute ε-brackets for Φ and Λ, with respect to || · || p and || · || ∞ respectively, where
to be (1 + 8C Λ G Φ )ε/η-brackets of G η , affirming (7.3). We turn to G. For any (ϕ, λ) ∈ Φ × Λ, we obtain that for u ∈ [0, 1],
The second inequality follows by change of variables applied to the leading term. The last inequality follows because for all η ∈ (0, 1],
Fix ε > 0 and q ≥ 1. We select η = ε q/(q+1) and take
Then, certainly,
Therefore, the set {g jk,η ,∆ jk,η } N Φ ,N Λ j,k=1 forms the set of C Φ ε 1/(q+1) -brackets for G with respect to || · || q . This gives the desired entropy bound for G.
We are prepared to present the uniform Bahadur representation of ν n (λ, ϕ, ψ). Let Λ n ≡ {λ ∈ Λ : ||λ − λ 0 || ∞ ≤ c n }, where 0 < c n n 1/4 → 0. We let
⊤ , where X 1 is a continuous random vector and X 2 is a discrete random vector taking values in a finite set {x 1 , · · ·, x M }. We make the following assumptions.
and
(ii) (a) For q > 4 in (i) and for some b Λ ∈ (0, q/{(q + 1)(q − 1)}) and C > 0,
(b) For all λ ∈ Λ, the density f λ (·) of λ(X) is bounded uniformly over λ ∈ Λ and bounded away from zero on the interior of its support uniformly over λ ∈ Λ.
Assumption B2 : (i) K(·) is symmetric, nonnegative, compact supported, twice continuously differentiable with bounded derivatives, and K(t)dt = 1.
is twice continuously differentiable with derivatives bounded uniformly over (λ, ϕ) ∈ B(λ 0 ; ε) × Φ with some ε > 0.
The following lemma offers a uniform representation of ν n .
Lemma B2 : Suppose that Assumptions B1-B3 hold. Then,
Proof of Lemma B2: To make the flow of the arguments more visible, the proof proceeds by making certain claims and proving them at the end of the proof. Without loss of generality, assume that the support of K is contained in [−1, 1]. Throughout the proofs, the notation E i indicates conditional expectation given (W i , S i , X i ). Letρ ϕ,λ,i (t) ≡ (n−1)
. Put π ≡ (λ, ϕ, ψ) and Π n ≡ Λ n × Φ × Ψ, and write
First, we show the following:
K. SONG
We turn to r A 1n (π), which we write as
). We will now show that (7.4) sup
. Later we will show the following:
We turn to A 1n (π) which we write as
Write B 1n (π) as
As for C 1n (π), we show the following later.
We deduce a similar result for B 2n (π), so that we write
Now, we show that D 1n (π) and D 2n (π) cancel out asymptotically. As for D 1n (π), using Hoeffding's decomposition and taking care of the degenerate U-process (e.g. see C3 and its proof below),
uniformly over π ∈ Π n . Similarly, as for D 2n (π), we can write it as
uniformly over π ∈ Π n . Note that E ψ n,λ,i ∆ ϕ,λ,ij K ′ h,ij does not depend on a particular choice of the pair (i, j) as long as i = j, so that
, uniformly over π ∈ Π n , and that sup π∈Πn |A 1n (π)| = o P (1), which, together with (C2), completes the proof of (7.4) .
It remains to show that
We define q π n,ij ≡ ψ n,λ,i ∆ ϕ,λ,ij K λ ij and write R 1n (π) as
Then, {u n (π) : π ∈ Π n } is a degenerate U-process on Π n . We write (7.8) as
We will later show the following two claims.
We conclude from these claims that uniformly over π ∈ Π n ,
Then the proof of Lemma B2 is completed by showing the following.
Proof of C1: From the proof of Lemma A3 of Song (2009) (by replacing λ with F λ • λ there), it follows that
using (29) of Song (2009). Hence, uniformly over 1 ≤ i ≤ n and over λ ∈ Λ,
As for the leading term, we apply (23) of Song (2009) and Assumption B3 to deduce that uniformly over 1 ≤ i ≤ n and over (λ, ϕ) ∈ Λ × Φ,
where 1 n,λ,i = 1 {|1 − U n,λ,i | > h}. Also, observe that (e.g. see arguments after (29) of Song (2009))
Therefore, we bound r B 1n (π) by
for some C 1 , C 2 > 0, uniformly over π ∈ Π n with large probability. From (7.11) and (7.12) , the first term is equal to O P (n −1/2 h −2 (− log h)) = o P (1) uniformly over 1 ≤ i ≤ n. As for the second term, from (7.11) and (7.12) , it is bounded with large probability by
for some C > 0 with large probability. Hence (C1) is established.
Proof of C2:
) by (7.10) , with large probability, we bound |A 2n (π)| by the absolute value of (7.14)
Using the standard U statistics theory, we bound the leading term by
The expected value of the sum above is bounded by
so that the leading term of (7.14) is o(1). On the other hand,
Take p ≥ 4 as in Assumption B1. By Lemma A1 of Song (2009) and Assumptions B1(ii) and B3(iv),
, where
By Assumption B1(i) and Lemma B1, log N [] (ε, H, || · || q ) ≤ Cε −(q+1){b Φ ∨b Λ } . Combining this with (7.15), the entropy bound for Ψ in Assumption B1(i), (7.15) , and the fact that sup x∈S X E ψ (S)|X = x < ∞ and sup x∈S X E [φ(W )|X = x] < ∞, we find that
From (7.13), we take an envelope of F 1 asξ 1 (s, x) = 2ψ(s)||K ′ || ∞ and an envelope of
Certainly, ||ξ 1 || p < ∞ and ||ξ 2 || p < ∞ by Assumption B1(i). Using the maximal inequality of Pollard (1989) 10 and using the fact that b Ψ ∨ [(q + 1){b Φ ∨ b Λ }] < 2 (Assumptions B1(i) and B1(ii)(a)), we find that
By the fact that max 1≤j≤n sup λ∈Λn |δ
Proof of C4:
Observe that
Define F 3 = {ζ π (·, ·) : π ∈ Π n }. Take p ≥ 4 as in Assumption B1. Then, similarly as in the proof of (C3), we can show that (7.16) log
for some C > 0. With
By change of variables, the integral inside the bracket becomes
10 The result is replicated in Theorem A.2 of van der Vaart (1996).
After tedious algebra (using the symmetry of K), we can show that the outside integral in (7.17) is O(h 3 ). Therefore, ||ζ|| 2 = O(h 3/2 ) as n → ∞. Applying this and the maximal inequality of Pollard (1989) ,
for some C > 0. By (7.16) , the last term is of order O(h
, we obtain the wanted result.
Proof of C5: Let us defineJ
, and q π n,ij is defined prior to (7.8) . Take q > 4 as in Assumption B1. Using similar arguments as in (C3), we can show that for some C > 0, log
for some C > 0. Furthermore, as in the proof of C3, we can take an envelope ofJ n that is L q -bounded. By Theorem 1 of Turki-Moalla (1998), p.878, for some small ε > 0,
Therefore, sup π∈Πn |u 1n (π)| = O P (n −1/2+1/q+ε h −1 ) = o P (1) by taking small ε > 0 and using Assumption B2(ii) and the fact that q > 4. Hence the proof is complete.
Proof of C6:
For i = j, we write
We focus on E 1n first. Note that
where ·dF Y,λ denotes the integration with respect to the joint distribution of (W i , U λ,i ) and
After some tedious algebra, we can show that the last term in (7.18) is O(h 3 ) (see the proof of C4). Using the similar arguments as in the proof of (C4), we find that sup π∈Πn |E 1n (π)| = o P (1).
We turn to E 2n . It is not hard to see that for all λ ∈ Λ n ,
The first equality follows because U λ,i follows a uniform distribution on [0, 1] for all λ ∈ Λ. Furthermore, we have
using bracketing entropy conditions for Ψ, Φ, and Λ n , Lemma B1, and the maximal inequality of Pollard (1989) . Therefore, we find that sup π∈Πn |E 2n (π)| = o P (1).
Let D i ∈ {0, 1} be a binary random variable and for d ∈ {0, 1}, define
Consider the estimator:
Similarly as before, we define
The following lemma presents variants of Lemma B2.
Lemma B3 : Suppose that Assumptions B1-B3 hold, and let P d ≡ P {D = d}, and
(ii) If there exists ε > 0 such that
Proof of Lemma B3: (i) Write
Using the arguments in the proof of Lemma B2, we can write
By applying Lemma B2 to both terms, we obtain that
ψ,λ (U λ,i ) g
ϕ,λ (U λ,i )
ψ,λ (U λ,i ) g [1] λ (U λ,i ) g [1] ϕ,λ (U λ,i ) g [1] λ (U λ,i )
ϕ,λ (U λ,i ) g [1] λ (U λ,i )
+ o P (1).
Note that E g [1] ψ,λ (U λ,i ) g [1] λ (U λ,i ) D i ϕ(W i ) − g [1] ϕ,λ (U λ,i ) g [1] λ (U λ,i )
= E E g [1] ψ,λ (U λ,i ) ϕ(W i ) − g [1] ϕ,λ (U λ,i ) g [1] λ (U λ,i ) |U λ,i , D i = 1 = E g [1] ψ,λ (U λ,i )E ϕ(W i ) − g [1] ϕ,λ (U λ,i ) g [1] λ (U λ,i ) |U λ,i , D i = 1 = 0.
Therefore, using similar arguments in the proof of Lemma B2, we conclude that uniformly over (λ, ϕ, ψ) ∈ Λ n × Φ × Ψ, ν n,1 (λ, ϕ, ψ) = 1
ψ,λ (U λ,i ) g [1] λ (U λ,i ) D i ϕ(W i ) − g [1] ϕ,λ (U λ,i ) g [1] λ (U λ,i )
(ii) Write ν n,0 (λ, ϕ, ψ) = 1
ϕ,λ,i (U n,λ,i ) g
λ,i (U n,λ,i ) − g
[0]
ϕ,λ (U λ,i ) g λ (U λ,i )
.
ϕ,λ (U λ,i ) g
ϕ,λ (U λ,i ) (g
λ,i (U n,λ,i ) + o P (1)
ψ,λ (U λ,i ) g ϕ,λ (U λ,i ) g
Note that E g [1] ψ,λ (U λ,i ) g
is equal to E E g [1] ψ,λ (U λ,i ) g
ϕ,λ (U λ,i ) g From similar arguments in the proof of Lemma B2, uniformly over (λ, ϕ, ψ) ∈ Λ n ×Φ×Ψ, ν n,0 (λ, ϕ, ψ) = 1
ϕ,λ (U λ,i ) g 
Under regularity conditions, we can write B 1n as
Using Lemma B3(i), we find that both the sums above are equal to o P (1/ √ n). Following similar arguments forS ZY − S ZY , we conclude that 
As for the first term, observe that u Plugging this into the first sum of (8.2), we find thatβ − β 0 = S −1 ZZ ξ n + o P (1/ √ n), where
Therefore the asymptotic variance is obtained through Assumption SS0 (i). 
Z i µ 0 (U 0,i ) −μ(Ũ i ) ≡ A 1n + A 2n , say.
Let P d ≡ P {Z = d}, d ∈ {0, 1}. As for A 1n , it is not hard to see that
Z i (µ 1 (U 0,i ) − µ 0 (U 0,i ) − β 0 ) + o P (1).
As for A 2n , we apply Lemma B3(ii) to deduce that it is equal to
Combining A 1n and A 2n , we find that √ n(β − β 0 ) = 1 √ n n i=1 γ i + o P (1), where
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