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Una de les amenaces principals pel medi ambient actualment són els incendis, 
aquests moltes vegades degut a la perillositat són difícils de sobrevolar i fer-ne 
un reconeixement.  
 
És per això que el grup ICARUS, un equip d’investigadors de la Universitat 
Politècnica de Catalunya està treballant en el projecte d’un UAV, un vehicle 
aeri no tripulat capaç de sobrevolar zones d’alt risc per a un pilot com poden 
ser incendis forestals i que serveixi d’ajuda per a equips de salvament. 
 
Aquest UAV porta incorporades dues càmeres, una visual i una tèrmica per a 
fotografiar la zona per on es sobrevola. A partir d’aquestes fotografies és 
capaç de detectar i localitzar els punts calents d’un incendi, però degut a la 
distorsió de les càmeres poden haver-hi errors en la localització i altres 
mesures.  
 
Aquest treball està pensat per a corregir aquest error en temps real durant el 
vol de l’aeronau per a que pugui fer mesures pertinents quan es detectin punts 
d’interès en les imatges. 
 
El processat de les imatges ha d’estar implementat en el llenguatge de 
programació C# i anirà a bord de l’UAV. Aquest, quan es produeixi la detecció 
d’ un punt calent, després de fer la correcció de la fotografia en calcularà les 
coordenades exactes i enviarà una alarma amb la posició a l’estació terrena. 
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Wildfires are a serious problem in most countries. Most often, this kind of 
hazards are difficult to fly and make a reconnaissance. For this reason, the 
ICARUS group, a team of researchers from Polytechnic University of Catalonia 
(UPC), is working on an Unmanned Aerial Vehicle (UAV) capable of flying 
above hazardous areas and report information to rescuers. 
This UAV is equipped with two cameras, one visual and one thermal. The UAV 
scans the fire area while taking photos with both cameras. From these images, 
the UAV is able to detect and localize warm points, but the distortion of the 
cameras introduces errors. 
The objective of this project is to correct the error in the images due to the 
distortion of the cameras in real time during the flight of UAV to improve the 
quality of the images and reduce the localization error. 
Processing of images has to be implemented in C# programming language 
and will be executed on board the UAV. When a warm point is detected, after 
the correction of the distortion on images, localization will be calculated and 
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Capítol 1. Introducció 
 
El tema que es tractarà en aquest treball és l’estudi de mètodes i procediments 
que es poden seguir per a fer el calibratge de càmeres tèrmiques i visuals. 
 
Les imatges que es poden obtenir amb qualsevol càmera presenten errors en 
la projecció d’un objecte 3D al pla imatge degut, entre d’altres coses, a la 
geometria interna de la càmera i la seva òptica.  
 
El procés de calibratge d’una càmera pretén parametritzar els errors que es 
cometen en la projecció per a que sigui possible la seva correcció. Degut a la 
gran complexitat d’obtenir aquests paràmetres, els mètodes que es fan servir 
per al calibratge utilitzen models ideals on es simplifiquen molts factors, tot i així 





Aquest treball s’ha desenvolupat amb ICARUS, un grup de recerca de la UPC 
(Universitat Politècnica de Catalunya) que es troba actualment treballant en el 
projecte SKY-EYE [Pastor et al., 2011]. Aquest projecte treballa en la utilització 
d’un vehicle aeri no tripulat (UAV per les sigles en anglès Unmanned Aerial 
Vehicle) per a suport en tasques d’extinció d’incendis.  
 
La funció de l’UAV (Figura 1.1) consisteix en sobrevolar una zona per, amb 
l’ajuda d’una càmera visual i una altre tèrmica, detectar i localitzar punts calents 
en zones incendiades  i obtenir imatges aèries que serveixin d’ajuda als 
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Degut a la distorsió que pateixen les càmeres, hi ha un error en els càlculs de 
posicionament per georeferenciació que es dona quan es detecta un punt 
calent i s’han d’enviar les coordenades calculades a partir de les imatges. La 
magnitud d’aquests errors varien en funció de l’altura, angle i velocitat de l’UAV 
i cal corregir-los. L’error és diferent a les dues càmeres i cal fer un calibratge 
per separat a cada una d’elles. 
 
El sistema pot fer un mosaic amb les imatges corregides de tot el recorregut 
d’interès de l’UAV durant el seu vol, aquestes imatges per a que el mosaic es 
pugui realitzar necessiten tenir un solapament mínim. Això implica una mínima 
freqüència d’adquisició de fotografies determinada per les condicions de vol. 
 
 
1.2 Definició del projecte 
 
L’objectiu del projecte és establir un procediment per calibrar les càmeres 
embarcades a l’UAV, corretgir-ne la distorsió i avaluar el seu impacte.  
Per aconseguir-lo, ens hem plantejat els següent objectius específics: 
  
 
 Estudiar els mètodes de calibratge existents. 
 
A la literatura es presenten diferents mètodes de calibratge. Cal analitzar 
les diferències per decidir quin s’adapta millor a les nostres necessitats. 
 
 
 Obtenir els paràmetres de calibratge de les dues càmeres a bord de 
l’UAV.  
 
Per a que sigui possible corregir les imatges que prenen les càmeres a 
bord de l’helicòpter és necessari haver obtingut abans els paràmetres 
que defineixen la seva distorsió. 
 
 
 Idear un mecanisme per al calibratge de càmeres tèrmiques. 
 
Per a fer servir el model de calibratge és necessari fer fotografies a un 
pla on apareguin punts de referència coneguts. En el cas de les càmeres 




 Programar l’algoritme de correcció de la distorsió de les imatges en 
llenguatge C#. 
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El sistema que treballa a bord de l’UAV està dissenyat amb llenguatge 
de programació C#, per aquest motiu el processat d’imatges digital ha de 
ser programat en el mateix llenguatge.  
 
 
 Avaluar la millora en la localització de punts calents. 
 
La georeferenciació a partir de les fotografies es pot veure afectada per 
la distorsió d’aquestes de manera que es farà un estudi per avaluar 
l’error comès i valorar si és necessari corregir-lo. 
 
 
 Avaluar la viabilitat de corregir la distorsió en temps real. 
 
Durant el vol de l’UAV serà necessari tenir informació de la posició en 
temps real d’objectes il·lustrats a les fotografies obtingudes, és per això 
que el processat d’imatge ha de ser en temps real. 
 
 
1.3 Organització del treball 
 
El primer capítol del treball és una breu introducció per a conèixer el tema que 
es tractarà i posar en context aquest projecte. 
A continuació s’explicarà de manera teòrica quins mètodes i models existeixen 
per al calibratge de càmeres així com les eines utilitzades. També es 
descriuran els paràmetres que defineixen l’error en la projecció d’un objecte 3D 
al pla imatge d’una càmera. 
Al tercer capítol es descriu la metodologia que s’ha fet servir per extreure els 
paràmetres de calibratge de les càmeres tèrmica i visual. Es presenten els 
paràmetres i diagrames de distorsió obtinguts i s’analitza l’impacte de la 
distorsió en l’error de georeferenciació. 
En el següent capítol s’explica com s’ha aplicat l’algoritme de processat 
d’imatges en el llenguatge de programació C#. Com a resultat, es mostra la 
millora de qualitat de les imatge i el temps d’execució. 
Finalment, el capítol cinquè s’exposen les conclusions finals del projecte,  fent 
un resum dels resultats obtinguts i possibles millores. 
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Capítol 2. Calibratge de càmeres digitals 
 
Existeixen molts mètodes de calibratge que utilitzen diferents models per a 
obtenir els paràmetres de les càmeres. S’entén per model de càmera aquell 
que explica com un punt 3D es projecta en el pla imatge d’una càmera (2D). El 
model més utilitzat s’anomena model de forat (més conegut pel terme anglès 
pin-hole) i utilitza com a referència per al calibratge un patró de punts de 
posició coneguda sobre un mateix pla. 
El model pin-hole és el més utilitzat per la seva simplicitat i perquè és el que 
requereix un menor número de paràmetres de calibratge. Aquest model, a 
diferència d’altres, no parametritza aspectes òptics com la distància 
d’enfocament, la profunditat o l’ apertura. Per a la nostra aplicació ja compleix 
els requisits ja que les càmeres sempre treballen amb un valor de zoom 
constant. També existeixen altres models, com és el cas de Gauss que 
parametritza distorsió amb zoom variable. 
Per al model pin-hole, durant tot el procés d’obtenció dels paràmetres de 
calibratge i per al post processat de les fotografies, les propietats internes de la 
càmera com el zoom o l’enfocament han de romandre fixes.  
Existeixen moltes fonts d’error que afecten als resultats finals obtinguts. Alguns 
d’ells poden estar relacionats amb el model de càmera utilitzat i altres poden 
ser deguts al procés físic de formació de les imatges. D’aquestes podem 
mencionar el fet que les imatges resultants siguin digitals i produeix un soroll 
pel propi procés de quantificació, tot i que aquest error es troba per sota de mig 
píxel. El resultat final també es pot veure afectat pel nombre de punts del nostre 
patró o el nombre d’imatges que utilitzem per al calibratge que més endavant 
s’explicarà. El fet d’agafar varies imatges per al calibratge  fa més probable que 
la mitja de tots el punts s’acosti al valor real que busquem i l’error a causa del 
soroll es vegi atenuat.  
Els mètodes de calibratge són aquells processos que utilitzen els models 
mencionats anteriorment per a obtenir els paràmetres que defineixen la 
distorsió d’una càmera i es poden agrupar en funció de varis criteris: 
 
 Computació lineal vs. no lineal 
 
Lineal: Fan servir tècniques de resolució de sistemes d’equacions 
lineals. Són molt senzills d’implementar i molt ràpids. [Aziz i Karara, 
1971], [Faugeras, 1993], [Hall et al., 1982]. 
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No lineal: Es basen en l’ús de mètodes iteratius. Generalment es 
requereix d’una aproximació inicial obtinguda d’un mètode lineal. Són 
més lents però permeten resoldre models de càmera més complexes. 
[Faugeras, 1993], [Heikkila i Silven, 1996], [Tsai, 1987]. 
 
 
 Calibratge explícit vs. implícit 
Explícit: S’obtenen el valors de cada un dels paràmetres que formen el 
model. [Heikkila i Silven, 1996], [Tsai, 1987]. 
 
Implícit: S’obtenen matrius de transformació que contenen el conjunt de 
tots els paràmetres. [Zhang, 1998], [Faugeras, 1993]. 
 
 
 Calibratge en un pas vs. múltiples passos 
Un sol pas. En cada cicle del procés de resolució s’actualitzen tots els 
paràmetres a la vegada. [Ahmed et al., 1999], [Faugeras, 1993]. 
 
Múltiples passos. En cada fase s’obtenen un conjunt de paràmetres 
diferents, es fan servir aproximacions en els primers passos per als 
paràmetres que encara no han sigut calculats, aplicant els resultats que 
es van obenint als següents passos. [Batista., 1998], [Tsai, 1987], 
[Weng et al., 1982].  
 
 
 Patró en un pla vs. múltiples plans 
 
Únic pla: Tots els punts del patró es troben en un mateix pla. Aquí  una 
de les components de les coordenades 3D sempre serà zero. [Batista, 
1998],  [Tsai, 1987]. 
 
Múltiples plans: Dintre d’aquest grup es poden distingir dos tipus. Per 
una banda aquells que necessiten conèixer la relació entre els plans, 
que generalment formen un angle de 90º entre ells.  I per altre banda 
estan els que l’angle entre plans és calculat durant el procés de 
calibratge. [Yu et al., 1998]. 
 
 
2.1 Model de càmera 
 
S’entén com a model de càmera aquell que explica com un punt en un sistema 
de coordenades 3D es projecta en el pla imatge 2D d’una càmera. Els models 
de càmera que s’intenten resoldre són simplificacions de la realitat ja que en 
cas contrari suposaria un temps i cost de computació molt elevats.  Tot i amb 
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2.1.1 Model de Pin-hole. 
 
També anomenat model de forat, és el més simple i per tant el que necessita 
menys paràmetres per a ser representat. Es basa en que la projecció d’un punt  
s’obté de la intersecció d’una línia que passa per aquest punt i el centre de 




Figura 2.1 Model Pin-hole 
 
 
Aquest model aplica una matriu de projecció per transformar les coordenades 
3D dels punts d’un objecte a coordenades 2D de la imatge. 
 
 
     (2.1) 
 
 
On M = [Xw, Yw, Zw, 1]
t és el vector que conté les coordenades del punt en el 
sistema de referència exterior a la càmera, P és una matriu de 3x4 denominada 
matriu de projecció, m = [u, v, 1]t és el vector de les coordenades del punt 
projectat a la imatge i transformat a píxels. El símbol indica que els elements 
dels dos costats són equivalents excepte per un factor de proporcionalitat. 
 
La matriu P ve definida per una sèrie de paràmetres que es poden classificar 
en dos tipus.  






Són els paràmetres fixes propis de cada càmera i defineixen la seva geometria 
interna, són essencials per a fer el posterior processat de la imatge. Aquests 
romanen constants fins que les propietats internes de la càmera varien. 
 
 Factor d’escala (kx, ky). És un paràmetre que indica la proporció de la 
mida d’un objecte vist en la realitat respecte la seva projecció en el pla 
imatge. La proporció pot ser diferent en cada eix. Freqüentment aquest 
paràmetre es divideix en:  
 
 
o Distància focal. És la distància entre el centre òptic de la lent i el 





Figura 2.2 Distància focal 
  
 
o Relació d’aspecte. És la relació entre l’alçada i l’amplada dels 
píxels i té com a valor 1 si els píxels són quadrats.  
 
 
o Factor de conversió píxel – mil·límetres. Indica el número de 
píxels per mil·límetre que fa servir la càmera en el seu sensor 
intern. 
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 Punt principal. És el centre òptic de la lent a la imatge, aquest punt 
acostuma a ser difícil d’obtenir amb exactitud i en alguns casos és 
preferible fer una aproximació i definir-ho com a centre de la imatge. 
 
 
 Coeficient d’inclinació: Coeficient per determinar l’angle que formen 
les arestes verticals i horitzontals dels píxels. En el cas ideal aquest 




Figura 2.3 Descripció coeficient d’inclinació 
 
 
 Coeficients de distorsió: L’error comès en els píxels pot variar de 
manera radial i/o tangencial, aquests paràmetres són els que descriuen 





Els paràmetres extrínsecs serveixen per a convertir el sistema de coordenades 
3D del món real al sistema de coordenades 3D o 2D de la càmera. Per a fer la 
conversió necessitarem els paràmetres de rotació i translació respecte els 
dos sistemes. 
Considerarem la rotació una matriu de 3x3 amb el nom Rc i la translació un 
vector de 3 posicions anomenat Tc. 
Si tenim un punt P = [x, y, z] referenciat al sistema de coordenades 3D del món 
real i el volem passar al sistema de coordenades de la càmera necessitem 
realitzar la següent operació: 
 
 
     (2.2) 
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On Tc és la posició de l’origen de coordenades del món real al sistema de 




Figura 2.4 Conversió de coordenades 3D del món real a 2D/3D de la càmera 
 
 
2.1.2 Model de Gauss 
 
El model de Gauss (també anomenat de lent prima) intenta resoldre aspectes 
que el model de pin-hole no pot explicar. Pot reproduir els efectes del zoom a 
partir de la variació de la distància focal i parametritzar-lo, però a més modela 
la distància d’enfocament, la profunditat del camp i l’apertura de la càmera. 
La formació de la imatge en aquest model es basa en el fet que tots els raigs 
de llum paral·lels al eix òptic convergeixen en el focus. La projecció d’un punt 
en el pla imatge s’obté com la intersecció del raig paral·lel a l’eix òptic que 





Figura 2.5 Formació imatge model de Gauss 
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Aquest model planteja la següent relació entre la distància focal  nominal (f) i 
la distància d’enfocament (foc). 
 
 
    (2.3) 
 
 
On Z és la distància de l’objecte M a la càmara i f + foc és la distància focal 
efectiva. 
El valor de la distància focal nominal s’acostuma a agafar del fabricant, en 
canvi, la distància focal efectiva depèn de la distància d’enfocament que hi hagi 
en cada instant.  En el model de pin-hole aquestes distàncies es parametritzen 
com una sola ja que no es contempla l’enfocament. [Hecht i Zajac, 1979]. 
 
 
2.2 Mètodes de calibratge 
 
A continuació s’anomenaran els mètodes més importants que fan servir el 




2.2.1 Tsai (1987) 
 
Com gairebé tots els mètodes que es veuran, es basa en el model pin-hole i 
només fa servir un únic coeficient per a la distorsió radial. El sistema que 
planteja els següents paràmetres de forma explícita: 
Intrínsecs: distància focal, coeficient de distorsió radial i factor d’escala. 
Extrínsecs: rotació, translació. 
El mètode té dues fases, fa servir la computació lineal en el primer pas i en el 
segon un mètode d’optimització iteratiu. Permet fer servir un diedre o un pla 
com a patró per a fer el calibratge, la desavantatge és que l’eix òptic s’aproxima 
al valor del centre de la imatge. [Tsai, 1987]. 
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2.2.2 Lineal   
 
Es fa servir normalment com a aproximació inicial de la matriu de transformació 
per a aplicar-ho a altres mètodes. L’objectiu és minimitzar l’error que es 
produeix entres les coordenades reals de l’objecte a la imatge i les obtingudes 
degut a la projecció dels punts de l’objecte fent servir la matriu de 
transformació. 
A partir de la matriu que s’obté podem extreure els paràmetres: 
Intrínsecs: centre eix òptic, factor de conversió i grau ortogonalitat. 
Extrínsecs: translació i rotació. 
El principal avantatge d’aquest mètode és la seva rapidesa, els resultats es 
poden fer servir en altres mètodes iteratius com a aproximació inicial, el 
desavantatge és que no modela la distorsió. 
 
 
2.2.3 Faugueras (1993) 
 
Es basa en la resolució d’un sistema d’equacions de manera matricial, on la 
matriu resultant conté els paràmetres de calibratge. Els paràmetres que podem 
obtenir són: 
Intrínsecs: centre eix òptic, factor d’escala i no ortogonalitat. 
Extrínsecs: translació i rotació. 
El mètode tan sols necessita una imatge amb el patró per al calibratge però no 




2.2.4 Batista (1996) 
 
El mètode fa servir la detecció de punts sobre un pla i només necessita una 
imatge. Els paràmetres intrínsecs i extrínsecs s’obtenen de manera implícita i 
es necessita una aproximació lineal inicial com a paràmetres d’entrada. 
Algunes aproximacions inicials que fa són: distorsió nul·la, ortogonalitat 
perfecta, factor de proporció igual a zero i centre òptic coincident amb el centre 
de la imatge. 
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Un cop finalitzades totes les fases del procés es té els paràmetres: 
Intrínsecs: distància focal, factor d’escala, punt principal, no ortogonalitat i 
distorsió radial.  
Extrínsecs: translació i rotació. 
Per al càlcul de la distància focal fa servir el model de Gauss, així n’obté la 
distància d’enfocament, que juntament amb la distància focal proporcionada pel 
fabricant es pot calcular la distància focal efectiva. Això permet calibrar 
càmeres amb zoom variable i diferents enfocaments. [Batista, 1998]. 
 
 
2.2.5 Zhang (2000) 
 
El mètode de Zhang fa servir el model pin-hole i necessita el càlcul previ d’una 
aproximació lineal per a un refinament iteratiu. 
El calibratge es realitza amb una sèrie de punts situats sobre un mateix pla 
seguint un patró, per a que el mètode funcioni es necessiten com a mínim tres 
imatges on aparegui el patró des de diferents angles. El número d’imatges pot 
ser inferior si es fixen els valors d’alguns paràmetres intrínsecs.  Per exemple si 
no es calcula l’ortogonalitat del pla imatge només són necessàries dues 
imatges. [Zhang, 1999], [Zhang, 2000]. 
Els paràmetres que se’n obtenen són: 
Intrínsecs: centre òptic, factor d’escala i distorsió radial. 
Extrínsecs: rotació i translació. 
 
 
2.2.6 Heikkilä i Silvén (1997) 
 
És un mètode orientat a càmeres amb distància focal molt petita, en aquests 
tipus de càmera la lent pot introduir una gran distorsió a la imatge. Corregeix 
distorsió radial i tangencial en polinomis de segon ordre.  
De manera similar a Zhang, utilitza el model pin-hole i fa servir com a 
paràmetres d’entrada aproximacions calculades amb altres mètodes lineals per 
ajustar-ne els valors a partir de càlculs iteratius. [Heikkila i Silven, 1997], 
Els paràmetres que se’n obtenen són: 
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Intrínsecs: distància focal, centre òptic, factor d’escala i les distorsions radial i 
tangencial. 
Extrínsecs: rotació i translació. 
 
 
2.3 Camera Calibration Toolbox 
 
El programa en Matlab que es fa servir en aquest treball per extreure els 
paràmetres intrínsecs de les càmeres ha sigut desenvolupat per l’investigador 
Jean-Yves Bougue. L’algoritme que s’utilitza fa servir els mètodes de l’apartat 
2.2 Zhang i Heikkilä. 
S’ha escollit el Camera Calibration Toolbox perquè els mètodes de Zhang i 
Heikkila ja han sigut provats amb èxit en altres aplicacions de sensors aeris. 
[Ridley et al., 2003], [Gorsevski i Gessler, 2009].  
El model que s’utilitza és el de pin-hole, que fa servir imatges d’un pla amb 
punts que segueixen un patró.  
Els paràmetres que se’n obtenen són els següents:  
Intrínsecs: distància focal, centre òptic, asimetria i distorsió radial i tangencial. 
Extrínsecs: rotació i translació. 
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A continuació s’explicarà el procediment que s’ha de seguir per a fer el 
calibratge d’una càmera fent servir el programa en Matlab de Jean-Yves 
Bouguet un cop ja s’han obtingut les fotografies del patró de punts sobre un pla.  
En aquest exemple el patró sobre un pla que s’utilitza és un tauler d’escacs, 
agafant com a punts de referència els vèrtexs dels quadrats. La càmera que es 
calibrarà és la càmera visual  Lumenera Le375C-DN, la diferència que hi ha 
respecte el procés de calibratge de la càmera tèrmica FLIR A320 és el mètode 
d’obtenció de les fotografies que s’explicarà en capítols següents. 
 
 
3.1 Metodologia  
 
Amb l’ajuda del programa en Matlab Camera Calibration Toolbox obtindrem els 
paràmetres de calibratge. El primer que s’ha de fer és executar la funció 




Figura 3.1 Formulari principal Camera Calibration Toolbox  
 
 
Podrem escollir dues opcions, en funció de les prestacions del nostre ordinador 
utilitzarem una o l’altre. Si es tria l’opció estàndard, a l’hora de carregar les 
imatges seran totes emmagatzemades a la memòria. En canvi amb la segona 
opció es carregaran d’una en una i en memòria com a màxim tindrem una  
fotografia en cada moment. L’avantatge de carregar-les d’una en una és que 
fem servir menys memòria però el procés és més lent. En aquest exemple 
s’escollirà el mode estàndard. 
Independentment de l’opció que es triï, apareixerà el següent formulari (Figura 
3.2).  
 




Figura 3.2 Funcions Camera Calibration Toolbox 
 
 
El pròxim pas és indicar quines imatges es faran servir per extreure els 
paràmetres que busquem. Triem l’opció Image names i a la pantalla de Matlab 
se’ns indicarà que escrivim el nom de la imatge sense enumerar. Totes les 
imatges tenen que tenir el mateix nom base i només estar diferenciades per 
una numeració final. Per exemple, si tenim una fotografia amb el nom 
calib_imatge1, totes les altres imatges han de tenir el mateix nom base 
canviant la numeració (calib_imatge2, calib_imatge3, calib_imatge4 etc). Un 
cop introduït el nom base, ens demanarà el format de les imatges i acte seguit 
aquestes seran carregades.  
Un cop carregades les imatges ens tornarà a aparèixer el formulari de la figura 
3.2, aquest cop volem extreure les cantonades del tauler de cada fotografia que 
hem carregat seleccionant l’opció Extract grid corners. Aquest pas ens 
permetrà analitzar la distorsió i obtenir els paràmetres que busquem indicant 
manualment les cantonades del tauler. 
Podem escollir si fer servir totes les imatges carregades o només algunes 
concretes. En cas de voler totes les imatges, per defecte es seleccionaran 
totes. Si el que volem és una selecció de les imatges introduirem un vector amb 
el número de les imatges que volem, per exemple [1 4 5 7] (imatges 1, 4, 5 i 7). 
Seguidament ens preguntarà si volem fer servir un algoritme per calcular 
automàticament el nombre de vèrtex que conté la quadricula del nostre tauler, 
però és recomanable fer-ho manualment ja que si la càmera té molta distorsió 
pot haver-hi errors. 
Per ordre de numeració, apareixeran les imatges. Per a cada una d’elles hem 
de seleccionar i sempre en el mateix sentit i ordre, les quatre cantonades de la 
part de quadricula que volem fer servir (Figura 3.3). 
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Figura 3.3 Selecció dels vèrtexs  
 
 
Un cop seleccionats els quatre vèrtexs es definiran automàticament els eixos X 
i Y del tauler. El primer clic que hem fet sempre serà l’origen i el segon marcarà 
la direcció del eix Y, per això és important seguir sempre el mateix ordre. 
Si hem desactivat l’algoritme que calcula automàticament el nombre de 
rectangles al llarg dels eixos, en aquest pas els haurem d’introduir manualment 
així com la longitud en mil·límetres de les arestes dels rectangles. 
En acabar es genera automàticament una malla, on els vèrtexs coincideixen 




Figura 3.4 Malla generada 
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En molts casos, hi ha un error d’uns quants píxels que és possible corregir, es 
demanarà que s’indiqui si és necessari una correcció de la distorsió radial. 
No sempre serà necessari fer aquesta correcció, però en algunes imatges com 





Figura 3.5 Error dels vèrtexs 
 
 
La manera de trobar el valor aproximat de la distorsió radial que cal afegir és 
fer prova i error. El rang de valors d’aquest paràmetre acostuma a variar entre 
±1. 
 
Per aquest cas en concret, amb una distorsió radial de -0.7 píxels-2  obtenim 




Figura 3.6 Posició dels vèrtexs corregits 
 
 
Aquest valor de distorsió no s’utilitza com a paràmetre final en el procés de 
calibratge, únicament es té en compte per a posicionar de la manera més 
exacte possible els punts.  
Un cop extrets tots els vèrtex de les imatges es guardarà automàticament un 
arxiu amb extensió .mat  anomenat calib_data.mat que conté tota la informació 
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generada sobre les fotografies (posicions dels vèrtex, mida de les quadrícules 
etc.). 
En algunes fotografies cap la possibilitat de que la distorsió sigui tant 
accentuada que variar el paràmetre de distorsió radial no sigui suficient per a 
fer coincidir la malla generada amb els vèrtex del tauler. Per aquests casos, un 
cop acabada l’extracció dels punts executarem la funció 
manual_corner_extraction. Aquesta funció ens permetrà seleccionar 
manualment cada punt i tenir una màxima precisió.  Apareixeran les imatges 
amb els vèrtex calculats prèviament  i s’haurà de clicar el punt que li correspon 
al vèrtex encerclat i així amb tots els restants (Figura 3.7). Si un punt ja està 




Figura 3.7 Extracció manual dels vèrtexs 
 
 
3.1.1 Validació de resultats  
 
Per a qualsevol càmera, abans de validar els resultats s’ha de fer un anàlisis 
dels possibles errors comesos, aquest pas s’ha de fer sempre un cop arribada 
aquesta fase del calibratge. El fet de tenir múltiples imatges de referència per 
obtenir els paràmetres de calibratge pot donar lloc a una incertesa o desviació 
estàndard. 
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Executant la funció Analyse error podrem veure la imatge de la figura 3.8 que 
mostra l’error comès entre els punts dels vèrtex que hem seleccionat per a 
cada imatge i els calculats amb els paràmetres extrets al final del calibratge, 




Figura 3.8 Error del calibratge 
 
 
Cada punt de la gràfica correspon a l’error d’un dels vèrtex en una de les 
imatges. Es pot apreciar que per exemple la imatge corresponent al color verd 
té molts errors. Si es clica sobre d’un dels punts d’interès, per exemple el que 
es troba encerclat, apareixerà un missatge indicant a quina imatge correspon i 
el número de vèrtex exacte. 
Es pot veure que és un punt que pertany a la imatge número quinze, amb la 
funcio Reproject on Images seleccionem la imatge quinze per a veure en detall 
l’error (Figura 3.9). 
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Figura 3.9 Error detallat 
 
 
Si fem un zoom a la imatge (Figura 3.10), es pot apreciar que partint des de el 
punt teòricament corregit, aplicant la distorsió final calculada hi ha un error en 
algun cas superior als dotze píxels en relació amb el punt que nosaltres hem 
seleccionat en el procés d’extracció dels vèrtex. 
A la figura 3.10, la recta de color verd situada a la part inferior dreta de la 
imatge, és la recta on es posicionaria el vèrtex un cop corregida la imatge. 
Partint d’aquest punt i aplicant la distorsió que s’ha calculat, si el procés 
d’extracció dels vèrtex no s’ha fet bé el punt resultant apareixerà en un píxel 




Figura 3.10 Desviació del punt corregit detallat 
 
 
L’error es pot donar per varies raons, una possible d’elles és que no haguem 
extret amb precisió els vèrtex d’aquesta imatge en concret. En aquest cas 
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sembla ser aquest el problema ja que cap dels dos punts correspon al vèrtex 
del tauler de la fotografia i la tendència del punt calculat apunta cap al vèrtex 




Figura 3.11 Tendència de la desviació del punt corregit 
 
 
Per a corregir-ho farem servir la funció Recomp. Corners, aquesta funció fa una 
cerca automàtica del vèrtex al voltant del punt que hem seleccionat 
manualment. Aquest mètode donarà bons resultats si els vèrtexs estan ben 
definits, si el resultat no és satisfactori és recomanable tornar a seleccionar els 
punts de manera manual.  
Repetint el procés per a totes les imatges amb un error notable, la millora del 
resultat pot ser important. 
També es poden eliminar aquelles fotografies que presentin un grau d’error 
massa elevat i els vèrtex no estiguin ben definits. Pel que l’extracció dels punts 
és molt inexacte. 
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Figura 3.12 Error del calibratge corregit 
 
 
Finalment s’obté un error màxim de 4.7 píxels (Figura 3.12) en el pitjor dels 
casos, si s’analitzen les imatges s’arriba a la conclusió de que és un valor 
acceptable ja que un vèrtex es podria donar com a vàlid un punt dintre d’un 




Figura 3.13 Quadrat de 5x5 píxels 
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3.2 Càmera visual Lumenera Le375C-DN 
 
La càmera visual a bord de l’UAV es mostra a la figura 3.14, és de la marca 





Figura 3.14 Lumenera Le375C-DN 
 
 
Les seves especificacions més importants són les de la Taula 3.1. 
 
 
Taula 3.1 Especificacions Lumenera Le375C-DN  
 
Distància focal 10 mm (Valor que s’ha utilitzat per al calibratge). 
Sensor d’imatge  1/2” format, color, 7.7mm x 6.1mm 
Píxels efectius 2048 x 1536 
Rang dinàmic 55dB 
Imatges per segon 10 fps a 2048x1536, 33 fps a 1024x768 
Dimensions (W x H x D)  1.9” x 2.5” x 5.0” (sense incloure les lents) 
 
 
3.2.2 Fotografies realitzades 
 
Com s’ha esmentat abans per al calibratge és necessari realitzar una sèrie de 
fotografies a una superfície plana amb una quadrícula dibuixada. Per al nostre 
cas fem servir un tauler d’escacs com el de la figura 3.15. 
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Figura 3.15 Fotografia per al calibratge de la càmera visual 
 
 
En total s’han realitzat quinze fotografies des de diferents angles i distàncies 
per a trobar tots els punts possibles de distorsió. En el mosaic següent podem 




Figura 3.16 Mosaic de fotografies càmera visual 
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El nombre de fotografies que s’han de realitzar dependrà de la distorsió de la 
càmera i el grau d’exactitud que es vulgui aconseguir. Per a la nostra aplicació 
es fan entre deu i vint fotografies cobrint tots els angles i distàncies possibles. 
A l’hora d’escollir la quadrícula sobre una superfície plana (que serà el nostre 
patró) és important que la quadrícula dibuixada sigui uniforme, no és necessari 
que sigui quadrada, n’hi ha prou amb que sigui rectangular però no pot variar la 
longitud dels costats d’un quadrilàter a un altre. La quadrícula tampoc té que 
tenir necessàriament el mateix número de rectangles als dos eixos. 
Un cop realitzades les fotografies és possible veure la posició relativa del tauler 
respecte la càmera de dues maneres, considerant la càmera estàtica (Figura 








Figura 3.18 Posició relativa càmera visual amb tauler centrat 
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3.2.3 Paràmetres obtinguts 
 
Els paràmetres intrínsecs finals obtinguts en unitats de píxel amb les funcions 
de Matlab són: 
 Distància focal: 3589 píxels. 
 Centre òptic: [961; 899] píxels. 
 Asimetria: 0 píxels. 
 Distorsió radial i tangencial :[-0.469 ; -1.16 ; -0.006 ; 0.008 ; 0] píxels. 
 
 
Si es vol fer una interpretació de manera visual dels paràmetres de distorsió 
s’ha d’executar la funció visualize distorsions.mat que genera els diagrames de 





Figura 3.19 Distorsió tangencial Lumenera Le375C-DN 
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Figura 3.20 Distorsió radial Lumenera Le375C-DN 
 
 
Es pot veure com la distorsió radial és la que afecta més a la nostra càmera, 
amb una distorsió màxima superior als 110 píxels. La distorsió total resultat de 




Figura 3.21 Distorsió total Lumenera Le375C-DN 
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3.2.5 Impacte de georeferenciació 
 
Les imatges obtingudes durant el vol serveixen per a localitzar mitjançant 
georeferenciació punts d’interès com poden ser punts calents d’un incendi. Si 
sabem quants píxels d’error tenen les imatges sense corregir podem fer una 
estimació de quin error en distància estem cometent a l’hora de calcular 
posicions. A la taula 3.2 podem veure la longitud que representa cada píxel a 
les imatges obtingudes amb la càmera Lumenera Le375C-DN en funció de 
l’alçada. Les columnes LH i LV indiquen respectivament la longitud horitzontal i 
vertical que cobreixen les imatges a una alçada determinada. 
Per al cas d’un vol de 100 metres cada píxel té una longitud de 3,3 cm. Si 
considerem que l’error màxim que obtenim amb la càmera distorsionada és de 
110 píxels i la mitja d’error són de 20,15 píxels, estem corregint un error màxim 
en georeferenciació de 3,63 m i de 0,66 m de mitjana. 
 
 




3.3 Càmera tèrmica FLIR A320 
 
 















100 0,033 67,9 49,1 0.66 3,63 
200 0,066 135,8 98,2 1.33 7,26 
300 0,099 203,7 147,4 1,99 10,89 
400 0,132 271,6 196,5 2,65 14,57 
500 0,165 339,5 245,6 3,32 18,15 
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Figura 3.22 Càmera Tèrmica FLIR A320 
 
 
Porta integrat un sistema infraroig que permet mesurar i detectar la temperatura 
que es troba en el seu camp de visió, segons el fabricant té les següents 
característiques (Taula 3.3). 
 
 
Taula 3.3 Especificacions Càmera tèrmica FLIR A320 
 
Distància focal 18 mm 
Zoom digital 1-8x 
Camp de visió 25° × 18.8° 
Resolució 320 x 240 píxels 
Dimensions 170 × 70 × 70 mm 
Pes 0,7 kg 
 
 
3.3.2 Fotografies realitzades 
 
Les fotografies per a la càmera tèrmica són més complicades de realitzar ja 
que si utilitzéssim el tauler d’escacs que hem fet servir per a la càmera visual 
no veuríem res degut a que no existeix contrast de temperatura. 
Per a veure una quadrícula amb la càmera necessitem un diferencial de 
temperatura que la descrigui. Per això utilitzarem una planxa elèctrica amb 
quadrats de cartolina retallats a sobre formant un tauler d’escacs semblant a al 
que hem fet servir per a l’altre càmera. La cartolina estarà més freda que la 
planxa els primers minuts, és quan s’ha d’aprofitar per a fer les fotografies ja 
que el diferencial de temperatura és més gran. El resultat és el següent (Figura 
3.23). 
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Figura 3.23. Patró de referència càmera tèrmica 
 
 
En total s’han fet deu fotografies de la planxa, en el mosaic de a continuació 




Figura 3.24 Mosaic fotografies càmera tèrmica 
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Els quadrats de cartolina utilitzats són de 3x3 cm i el número de quadrats fets 
servir per al calibratge són de 5x8 quadrats. Tot i que n’hi hagin més, els 
quadrats del perímetre es descarten al no estar ben delimitats.  
Les diferents posicions es poden veure considerant com a referència la càmera 








Figura 3.26 Posició relativa càmera tèrmica amb tauler centrat 
 
 
3.3.3 Paràmetres obtinguts 
 
Els paràmetres intrínsecs finals en unitats de píxel obtinguts amb les funcions 
de MATLAB són: 
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 Distància focal: 1674 píxels. 
 Centre òptic: [298; 234] píxels. 
 Asimetria: 0 píxels. 
 Distorsió radial i tangencial : [0.473; -36.650; 0.004; 0.002 ; 0] píxels. 
 
 
3.3.4 Diagrames de distorsió 
  
 
La distorsió tangencial de la càmera tèrmica és casi  inexistent (Figura 3.27). El 




Figura 3.27 Distorsió tangencial FLIR A320 
 
 
La distorsió radial és més gran que la tangencial (Figura 3.28), tot i així els 
nivells d’error estan molt per sota de la càmera visual. 
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Figura 3.28 Distorsió radial FLIR A320 
 
 
La suma de la distorsió tangencial i radial tampoc té nivells d’error gaire 
elevats, on presenta un major error de manera exponencial és als extrems de la 




Figura 3.29 Distorsió total FLIR A320 
34  Capítol 3. Estimació dels paràmetres de les càmeres 
   
 
3.3.5 Impacte de georeferenciació 
 
A la Taula 3.4 tenim per a una inclinació de la càmera de 0º, la mida que fan els 
píxels sobre el terreny respecte l’alçada de la càmera tèrmica. Les columnes 
LH i LV indiquen la longitud de terreny horitzontal i vertical respectivament que 
cobreixen les fotografies realitzades a una altura determinada. Amb aquesta 
informació es pot fer una aproximació de l’error que cometem en distància a 
l’hora de calcular punts en concret.  
 
 














100 0,138 44,3 33,1 0,64 4,14 
200 0,277 88,7 66,2 1,29 8,31 
300 0,415 133,0 99,3 1,93 12,45 
400 0,553 177,4 132,4 2,58 16,59 
500 0,691 221,7 165,5 3,22 20,73 
 
 
A la taula  podem veure que per un vol d’uns 100 m,  cada píxel té una longitud 
de 13,8 cm. Si la nostra càmera tèrmica té un error màxim de 30 píxels i 4,67 
de mitjana, en total estem corregint 4,14 m d’error màxim i 0,64 m de mitjana 
en la georeferenciació. 
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Capítol 4. Correcció de la imatge 
 
El codi original en Matlab de Jean-Yves Bouguet s’ha tingut que passar al 
llenguatge de programació en C# amb algunes modificacions respecte 
l’original. Aquest capítol tractarà sobre l’algoritme que s’utilitza per a fer la 
correcció de les imatges i els resultats que s’han obtingut. 
 
 
4.1 Algoritme de correcció 
 
Un cop tenim els paràmetres de calibratge podem fer la correcció de qualsevol 
imatge captada amb les càmeres. 
Per a fer els càlculs en llenguatge de programació C# s’ha posat els 
paràmetres del mateix tipus en  els vectors següents.  
 
fc = vector de 2 posicions (Distància focal) 
cc = vector de 2 posicions (Punt principal) 
kc = vector 5 posicions (Distorsió radial i tangencial) 
la no ortogonalitat és un únic valor i l’anomenarem alphac. 
 
Agafant un punt aleatori xn = [x, y] de la imatge original que volem processar, el 
primer que s’ha de fer és corregir-li la distorsió de la lent. 
Es considera primer la variable 
 
     (4.1) 
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On dx és la distorsió tangencial.  
 
   (4.3) 
 
 
Finalment, un cop corregida fem la projecció del punt xn al pla de la imatge. 
 
   
(4.4) 
 





On KK és una matriu de 3x3.  
 
   (4.6) 
 
 
Aplicant aquesta equació a tots els punts  de la imatge de manera seqüencial  
obtindrem un vector de mida  igual al nombre total de píxels de la fotografia que 
indica la posició que té que tenir cada píxel original un cop corregit. A aquest 
vector l’anomenarem ind_new, cada valor d’aquest vector descriu la posició 
d’un píxel a la imatge. De manera que passem de tenir dues coordenades per a 
un píxel a només una. 
L’ordre que s’ha de seguir per aplicar l’equació i extreure’n el vector és, agafant 
com a origen la cantonada superior esquerra de la imatge, anar seguint píxel 
per píxel d’esquerra a dreta i saltant a la següent fila un cop s’ha arribat al 
extrem de la fotografia, començant un altre cop per l’extrem esquerra (Figura 
4.1). 
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Figura 4.1 Numeració dels píxels 
 
 
Per a cada fotografia que es vol corregir es crearà una imatge en blanc on 
anirem escrivint en l’ordre establert cada píxel nou (Figura 4.2). El vector 
ind_new  indica quina és la posició del píxel a la imatge original que va a la 
següent posició de la imatge processada. Es pot considerar aquest processat 




Figura 4.2 Procés de correcció d’imatge 
 
 
Un dels problemes a l’hora de fer processats d’imatge digital és que la mida 
dels píxels de les imatges acostumen a ser de 24 bits i en molts casos en el 
llenguatge de programació que utilitzem no tenim variables d’aquesta mida 
exacte. En cas d’utilitzar una variable més gran, els bits sobrants s’afegirien al 
següent bit, corrompint la imatge.    
Per a solucionar-ho la imatge original es descompon en tres imatges de 8 bits 
per píxels, una per cada component (vermella, verda i blava) (Figura 4.3), de 
forma que podem treballar amb variables de tipus byte de 8 bits. 
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Figura 4.3 Descomposició d’imatge en RGB 
 
 
4.2 Optimització del codi 
 
Per a fer el codi en C# el més ràpid possible s’han fet unes modificacions 
respecte el codi original. El codi original en Matlab calcula el vector ind_new per 
a cada component RGB de la imatge (Figura 4.4). Com que ind_new és sempre 
el mateix per a totes les components RGB i a totes les fotografies que fa la 
càmera en general, s’ha optimitzat el codi per a consumir menys memòria i 
reduir el temps de processat. Això ha permès reduir de manera dràstica el 
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Figura 4.4 Seqüència del codi corrector d’imatge sense optimitzar 
 
 
Un cop optimitzat el codi, el vector ind_new es calcula durant el primer 




Figura 4.5 Seqüència del codi corrector d’imatge optimitzat 
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Un altre optimització que s’ha fet respecte el codi original ha sigut aplicar el 
criteri del veí més proper a l’hora de dibuixar píxels. El càlcul de la distorsió 
proporciona com a resultats posicions de píxels que no són exactes, idealment 
aquestes coordenades són valors enters, per a corregir-ho el codi original fa 
una ponderació dels quatre píxels al voltant del punt resultant, en el nostre cas 
per simplificar-ho aplicarem el criteri del veí més proper, que es basa en agafar 




Figura 4.6 Criteri veí més proper 
 
 
4.3 Resultats experimentals 
 
Si corregim les imatges que hem fet servir per a obtenir els paràmetres de 
calibratge  podem fer una comparació de la millora, les figures 4.7 i 4.8 
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Figura 4.8 Tauler càmera visual corregit 
 
 
El mateix per a la càmera tèrmica, la figura 4.9 mostra la fotografia de la planxa 
original i la figura 4.10 la corregida, on es pot veure la millora de la distorsió. 
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Figura 4.11 Planxa càmera tèrmica corregida 
 
 
L’algoritme també ha sigut aplicat a fotografies fetes amb les càmeres des de 
l’aire. Els resultats mostren una clara millora en la distorsió que es pot veure en 
edificis, carreteres i altres objectes, les figures 4.12 i 4.13 mostren una imatge 
de la càmera visual original i corregida respectivament. 
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Figura 4.13 Imatge corregida de carretera amb la càmera visual 
 
 
Un altre exemple dels resultats el veiem amb la càmera tèrmica, les figures 
4.14 i 4.15 mostren les imatges original i corregida respectivament. 
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Figura 4.15 Imatge corregida carretera amb càmera visual 
 
 
4.4 Temps d’execució 
 
El processat d’imatge, s’ha de fer en temps real, el temps d’execució ha de ser 
el mínim possible  tant per al processat de les fotografies realitzades amb la 
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càmera visual com la tèrmica. Els resultats següents han sigut obtinguts amb 
un processador Intel(R) Core(TM)2 Duo CPU E8400 3.00 GHz. 
Durant el vol de l’helicòpter on aniran instal·lades les càmeres s’hauran d’anar 
fent una sèrie de fotografies del terreny a intervals regulars, això vol dir que 
hem de fer el processat de les imatges visual i tèrmica dintre del temps entre 
obtenció de fotografies.  
Un cop l’helicòpter ha fet totes les fotografies del terreny, es farà un post 
processat de les imatges per a construir un mosaic. El requisit que es necessita 
per a fer-ho és que les imatges han d’estar solapades com a mínim un 60%. 
Aquest solapament és el que ens limita el temps entre fotografies i vindrà donat 
per l’alçada respecte el terra, velocitat de l’helicòpter i inclinació de les càmeres 
durant l’obtenció d’aquestes. A la taula 4.1 es pot veure el temps mínim entre 
fotografies per a tenir un solapament determinat en vols de 30 metres d’altura. 
Els valors suposen que les càmeres tenen una inclinació de 0º respecte el 




Taula 4.1 Temps entre fotografies 
 
 Freqüència de les fotografies 
(p/s) 1.0 0.7 0.5 0.4 0.3 0.3 0.3 
(s/p) 1 1.5 2 2.5 3 3.5 4 
Velocitat 
(m/s) 
1 91% 86% 81% 77% 72% 67% 63% 
1.5 86% 79% 72% 65% 58% 51% 44% 
2 81% 72% 63% 53% 44% 34% 25% 
2.5 77% 65% 53% 41% 30% 18% 6% 
3 72% 58% 44% 30% 16% 2% -12% 
3.5 67% 51% 34% 18% 2% -15% -31% 
 
 
4.4.1 Codi sense optimitzar 
 
Si es considera el cas amb una altura respecte el terra de 30 metres i una 
velocitat de 2 m/s, per a tenir un solapament superior o igual al 60% es 
necessita obtenir fotografies cada 2 seg. 
El temps que es triga en fer el processat d’una imatge no és funció del grau de 
distorsió que presenti sinó del nombre de píxels que tingui tenint en compte que 
sempre fem servir el mateix processador. 
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La càmera visual Lumenera Le375C-DN té una resolució de 2048 x 1536 píxels 
i es triguen 18,542 segons en fer el processat d’una imatge amb el codi sense 
optimitzar (veure figura 4.4). 
Si ara analitzem el mateix cas amb la càmera tèrmica FLIR A320 tenim que per 
a fotografies de resolució 640 x 480 píxels, sense fer cap optimització al codi de 
processat d’imatge es necessiten 2,103 segons per a cada imatge.  
 Amb aquest temps no és possible obtenir les fotografies corregides en temps 
real si a més tenim en compte que s’ha de sumar el temps que es trigarà a fer 
el processat de la fotografia tèrmica i la visual ja que comparteixen el mateix 
processador i les fotografies es fan simultàniament amb les dues càmeres. És a 
dir que la suma del temps del processat per a la imatge visual i tèrmica com a 
màxim pot ser igual a l’interval entre fotografies (Figura 4.16). 
 
 
Figura 4.16 Distribució del temps en l’interval entre obtenció de fotografies 
 
 
4.4.2 Codi optimitzat 
 
Tornant a analitzar el temps de processat per a imatges de 2048 x 1536 píxels 
corresponents a la càmera visual Lumenera Le375C-DN, amb el codi optimitzat 
tenim un temps previ al processat de les imatges on es calcula el vector 
ind_new de 5,2 segons. Un cop calculat el vector, el temps de processat per a 
cada una de les imatges és de 0.13 segons.  
Per al cas de la càmera tèrmica FLIR A320 amb imatges de resolució 640 x 
480 píxels i amb el codi optimitzat, es necessita un temps per al càlcul del 
ind_new de 0,533 seg. i de 0,013  seg. per al processat de cada imatge.  
Tenint en compte només el temps efectiu de processat d’imatge i descartant el 
temps per al càlcul del vector ind_new, la suma de temps per al cas d’imatges 
visuals i tèrmiques és molt inferior als 2 segons d’interval entre fotografies. 
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Aquesta millora permet que l’helicòpter pugui anar a més velocitat, voli a una 
altura més baixa, o simplement obtenir imatges amb més solapament per a 
millorar els resultats del mosaic. 
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Capítol 5. Conclusions 
 
El problema que es vol resoldre amb aquest projecte és la correcció digital de 
la distorsió en imatges obtingudes amb càmeres a bord d’un UAV. El principal 
motiu d’aquesta correcció és reduir l’error en la georeferenciació a partir de les 
imatges i la millora de qualitat de les imatges per la seva utilització en altres 
aplicacions com per exemple la realització d’un mosaic. 
Els resultats obtinguts amb els mètodes de Zhang i Heikkila han sigut 
satisfactoris, s’han detectat i corregit errors en georeferenciació de fins a 4,14 
metres en vols de 100 metres d’alçada. El temps de processat de les imatges 
és molt inferior al màxim limitat per la freqüència d’obtenció de les imatges. 
L’error comès per la distorsió no és crític per aquesta aplicació en concret, però 
la càrrega de treball que suposa corregir-lo és molt petita. 
També s’ha ideat un mecanisme per a extreure els paràmetres de calibratge 
d’una càmera tèrmica i elaborat una guia per al calibratge de qualsevol càmera. 
Si alguna de les càmeres de l’UAV hagués de ser substituïda, amb aquest 
projecte es poden seguir els passos per a fer-ne el calibratge de nou. 
Algunes millores que es podrien fer en el sistema seria fer un calibratge de les 
posicions relatives de les càmeres tèrmica i visual per a que estiguin 
perfectament posicionades de manera paral·lela, d’aquesta manera es 
milloraria la fusió de les imatges tèrmica i visual. 
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Annexe 2: Codi de processat  d’imatge en llenguatge de 
programació C# 
 
L’aplicació que s’ha fet servir per a corregir les fotografies consta d’un formulari 




Figura 1 Formulari de l’aplicació 
 
 
On podem carregar les imatges amb el botó Load a l’esquerra del formulari, i 
amb el botó Calibrate les corregim i mostrem a la dreta. 
 


















    public partial class Form1 : Form 
    { 
        //Valors de calibració Camera Tèrmica 
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        /*DenseVector fc = new DenseVector(new[] { 1674.446142303782, 
1669.592781214394 }); 
        DenseVector cc = new DenseVector(new[] { 298.4672465827480, 
234.2266846122930 }); 
        DenseVector kc = new DenseVector(new[] {0.473597849923937, -
36.650807003874680, 0.004933534467065, 0.001917370866521, 0 }); 
        float alpha_c = 0; 
        CalibrationData calib = new CalibrationData(fc, cc, kc, alpha_c, 480, 
640);  */ 
 
        //Valors Calibració Camera Normal 
        DenseVector fc = new DenseVector(new[] { 3589.337263334915, 
3552.475258657817 }); 
        DenseVector cc = new DenseVector(new[] { 961.8939623618298, 
899.3480198397614 }); 
        DenseVector kc = new DenseVector(new[] { -0.469040900712430, -
1.167113327418569, -0.006980730865519, 0.008886715569814, 0 }); 
        float alpha_c = 0; 
 
        CalibrationData calib; 
 
 
        Bitmap bmp; 
        Bitmap bmpRec; 
        
        public Form1() 
        { 
            InitializeComponent(); 
     
            calib = new CalibrationData(fc, cc, kc, alpha_c, 1536, 2048); 
            calib.Obtenir_parametres(); 
 
        } 
 
         
 
        private void button1_Click(object sender, EventArgs e) 
        { 
            OpenFileDialog openfile = new OpenFileDialog(); 
            if (openfile.ShowDialog() == DialogResult.OK) 
            { 
                bmp = new Bitmap(openfile.FileName); 
                pictureBox1.Image = bmp; 
            } 
 
        } 
 
        private void button3_Click(object sender, EventArgs e) 
        { 
            if (bmp != null) 
            { 
                SaveFileDialog savefile = new SaveFileDialog(); 
                if (savefile.ShowDialog() == DialogResult.OK) 
                { 
                    bmpRec.Save(savefile.FileName); 
                } 
            } 
        } 
 
        private void button2_Click(object sender, EventArgs e) 
        { 
            bmpRec = calib.UndistortNearestNeighbour(bmp); 
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            pictureBox2.Image = bmpRec; 
        } 

















    [Serializable] 
    public class CalibrationData 
    { 
        private DenseVector fc; 
        private DenseVector cc; 
        private DenseVector kc; 
        private double alpha_c; 
        private DenseMatrix KK; 
        private DenseMatrix KK_inv; 
 
        public double[] a1; 
        public double[] a2; 
        public double[] a3; 
        public double[] a4; 
 
        public double[] NearestN; 
         
        public double[] ind_lu; 
        //private double[] ind_ru; 
        //private double[] ind_ld; 
        //private double[] ind_rd; 
        public double[] ind_new; 
 
        int nr; 
        int nc; 
 
        public CalibrationData() 
        { 
 
 
        } 
   
        public CalibrationData(DenseVector fc1, DenseVector cc1, DenseVector kc1, 
double alpha_c1, int nr2, int nc2) 
        { 
            fc = fc1; 
            cc = cc1; 
            kc = kc1; 
           alpha_c = alpha_c1; 
           KK = new DenseMatrix(new[,] { {fc[0], alpha_c*fc[0], cc[0] },{ 0, 
fc[1], cc[1] }, { 0, 0, 1 }}); 
           KK_inv =(MathNet.Numerics.LinearAlgebra.Double.DenseMatrix) 
KK.Inverse(); 
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           nr = nr2; 
           nc = nc2; 
        } 
 
        public double[] extractdistance() 
        { 
            int newrow; 
            int newcolumn; 
 
            double[] distance = new double[ind_lu.Length]; 
 
            int row = 0; 
            int column = 0; 
             
            for (int i = 0; i < ind_lu.Length; ++i) 
            {    
               
                newcolumn = (int)(NearestN[i] / nr) - 1; 
                newrow = (int)(NearestN[i] % nr) - 1; 
 
            
                distance[i] = Math.Sqrt(Math.Pow((newcolumn - column),2) + 
Math.Pow((newrow - row),2)); 
 
                column++; 
                if (column == nc) 
                { 
                    row++; 
                    column = 0; 
                } 
            } 
            return distance; 
        } 
 
  
        public void Obtenir_parametres() 
        { 
            DenseMatrix x; 
            DenseVector px; 
            DenseVector py; 
 
            rect1(out x, out px, out py); 
            DenseMatrix xd = apply_distorsion(x, kc); 
 
            rect2(x, px, py, xd);         
        } 
 
        public unsafe void  Undistort() 
        { 
          
            Bitmap bmp = new Bitmap(@"..\..\..\images\prova3.jpg"); 
            BitmapData bmd = bmp.LockBits(new Rectangle(0, 0, bmp.Width, 
bmp.Height), ImageLockMode.ReadOnly, bmp.PixelFormat); 
 
            Bitmap recBmp = new Bitmap(bmp.Width, bmp.Height, bmp.PixelFormat); 
            BitmapData recBmd = recBmp.LockBits(new Rectangle(0, 0, recBmp.Width, 
recBmp.Height), ImageLockMode.WriteOnly, bmp.PixelFormat); 
      
            byte* rp = (byte*)recBmd.Scan0; 
            int columna; 
            int fila; 
62  ANNEXES 
   
 
            fixed (double* ind_lu_ptr = ind_lu, a1_ptr = a1, a2_ptr= 
a2,a3_ptr=a3, a4_ptr = a4) 
            {       
                double* a1p = a1_ptr; 
                double* a2p = a2_ptr; 
                double* a3p = a3_ptr; 
                double* a4p = a4_ptr;       
                double* lup = ind_lu_ptr; 
                rp = (byte*)recBmd.Scan0; 
               
                for (int i = 0; i < ind_new.Length; ++i)//Treure DenseMatrix i 
Densevectors 
                { 
                  columna = (int)(*lup / nr) - 1; 
                  fila = (int)(*lup++ % nr) - 1; 
                   *rp++ = (byte)(*((byte*)bmd.Scan0 + 3 * (columna) + 0 + 
((fila) * bmd.Stride)) * *a1p + *((byte*)bmd.Scan0 + 3 * (columna) + 3  + ((fila 
) * bmd.Stride)) * *a2p + *((byte*)bmd.Scan0 + 3 * (columna) + 0 + ((fila+1) * 
bmd.Stride)) * *a3p + *((byte*)bmd.Scan0 + 3 * (columna)+ 3 + ((fila + 1) * 
bmd.Stride)) * *a4p); 
                   *rp++ = (byte)(*((byte*)bmd.Scan0 + 3 * (columna) + 1 + 
((fila) * bmd.Stride)) * *a1p + *((byte*)bmd.Scan0 + 3 * (columna) + 4  + ((fila 
) * bmd.Stride)) * *a2p + *((byte*)bmd.Scan0 + 3 * (columna) + 1 + ((fila+1) * 
bmd.Stride)) * *a3p + *((byte*)bmd.Scan0 + 3 * (columna)+ 4 + ((fila + 1) * 
bmd.Stride)) * *a4p); 
                   *rp++ = (byte)(*((byte*)bmd.Scan0 + 3 * (columna) + 2 + 
((fila) * bmd.Stride)) * *a1p++ + *((byte*)bmd.Scan0 + 3 * (columna) + 5  + 
((fila ) * bmd.Stride))**a2p++ + *((byte*)bmd.Scan0 + 3 * (columna) + 2 + 
((fila+1) * bmd.Stride))**a3p++ + *((byte*)bmd.Scan0 + 3 * (columna)+ 5 + ((fila 
+ 1) * bmd.Stride)) * *a4p++);                 
                } 
            } 
            recBmp.Save("prova3punteros.jpg"); 
            bmp.Dispose(); 
            recBmp.Dispose(); 
        } 
 
        public unsafe void UndistortNearestNeighbour(Bitmap bmp) 
        { 
            BitmapData bmd = bmp.LockBits(new Rectangle(0, 0, bmp.Width, 
bmp.Height), ImageLockMode.ReadOnly, bmp.PixelFormat); 
 
            Bitmap recBmp = new Bitmap(bmp.Width, bmp.Height, bmp.PixelFormat); 
            BitmapData recBmd = recBmp.LockBits(new Rectangle(0, 0, recBmp.Width, 
recBmp.Height), ImageLockMode.WriteOnly, bmp.PixelFormat); 
 
            byte* rp = (byte*)recBmd.Scan0; 
            int columna; 
            int fila; 
            fixed (double* ind_lu_ptr = ind_lu, a1_ptr = a1, a2_ptr = a2, a3_ptr 
= a3, a4_ptr = a4,near_ptr = NearestN) 
            { 
                double* near = near_ptr; 
 
                for (int i = 0; i < ind_new.Length; ++i; 
                { 
                    columna = (int)(*near / nr) ; 
                    fila = (int)(*near++ % nr) ; 
 
                    *rp++ = (byte)(*((byte*)bmd.Scan0 + 3 * (columna) + 0 + 
((fila) * bmd.Stride))); 
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                    *rp++ = (byte)(*((byte*)bmd.Scan0 + 3 * (columna) + 1 + 
((fila) * bmd.Stride))); 
                    *rp++ = (byte)(*((byte*)bmd.Scan0 + 3 * (columna) + 2 + 
((fila) * bmd.Stride))); 
                     
                }        
            } 
            recBmp.Save("visual2_rect.jpg"); 
            bmp.Dispose(); 
            recBmp.Dispose(); 
        } 
 
        public void rect1(out DenseMatrix x, out DenseVector px, out DenseVector 
py)  
        { 
 
            var eyeR = DenseMatrix.Identity(3); 
            px = new DenseVector(nr * nc); 
            py = new DenseVector(nr * nc); 
 
            int pos = 0; 
            for (int i = 0; i < nr; i++) //Funció Reshape de MATLAB 
            { 
                for (int j = 0; j < nc; j++) 
                { 
                    px[pos] = j + 1; 
                    py[pos] = i + 1; 
                    pos++; 
                } 
            } 
 
            DenseVector px_substract1 = new DenseVector(px.Subtract(1));            
DenseVector py_substract1 = new DenseVector(py.Subtract(1)); 
            DenseVector ones = new DenseVector(px.Count, 1.0); 
            DenseMatrix matrix1 = new DenseMatrix(px_substract1, py_substract1, 
ones); //Unim els DenseVector per convertir-ho en una matriu 
 
            var rays = Multiplicacio(KK_inv, matrix1);//Multipliquem la matriu 
per la inversa de KK 
             
            var R_transp = eyeR.Transpose(); 




            x = new DenseMatrix(2, rays2.ColumnCount);//Es crea la matriu que 
tindra les files rays2(1,:)/rays2(3,:) i rays2(2,:)/rays2(3,:) 
            for (int i = 0; i < rays2.ColumnCount; ++i) 
            { 
                x[0, i] = rays2[0, i] / rays2[2, i]; 
                x[1, i] = rays2[1, i] / rays2[2, i]; 
            } 
        } 
 
 
        public void rect2(DenseMatrix x, DenseVector px, DenseVector py, 
DenseMatrix xd) 
        { 
         
            var px2 = 
((xd.Row(1).Multiply(alpha_c).Add(xd.Row(0))).Multiply(fc[0])).Add(cc[0]); 
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            var py2 = (xd.Row(1).Multiply(fc[1])).Add(cc[1]);  //Comprovar 
numèricament 
                   
            double[] px2_w0 = new double[px2.Count]; 
            double[] py2_w0 = new double[px2.Count]; 
            double[] px_w0 = new double[px.Count]; 
            double[] py_w0 = new double[py.Count]; 
            int cont = 0; 
 
            for (int i = 0; i < px2.Count; ++i) 
            { 
                if ((Math.Floor(px2[i]) >= 0) && (Math.Floor(px2[i]) <= (nc - 2)) 
&& (Math.Floor(py2[i]) >= 0) && (Math.Floor(py2[i]) <= (nr - 2)))                
                { 
                     
                    px2_w0[cont] = px2[i];//Aqui guardem els valors de px2 i py2 
que compleixen amb la condició, les posicions que sobren són 0's que s'han 
d'eliminar 
                    py2_w0[cont] = py2[i]; 
                    px_w0[cont] = px[i]; 
                    py_w0[cont] = py[i]; 
                    
                    cont++;//Nombre de caselles que s'omplen  
                } 
 
            } 
            DenseVector px_0; 
            DenseVector py_0; 
            DenseVector px2_wo0; 
            DenseVector py2_wo0; 
            DenseVector px_wo0; 
            DenseVector py_wo0; 
            if (cont < (px2.Count))//Si hi sobren posicions al vector, les hem 
d'eliminar 
            { 
                px_0 = new DenseVector(cont); 
                py_0 = new DenseVector(cont); 
 
                px2_wo0 = new DenseVector(cont); 
                py2_wo0 = new DenseVector(cont); 
 
                px_wo0 = new DenseVector(cont); 
                py_wo0 = new DenseVector(cont); 
 
                for (int i = 0; i < cont; ++i) 
                { 
                    px2_wo0[i] = px2_w0[i]; 
                    py2_wo0[i] = py2_w0[i]; 
 
                    px_0[i] = (double)Math.Floor(px2_w0[i]); 
                    py_0[i] = (double)Math.Floor(py2_w0[i]); 
 
                    px_wo0[i] = px_w0[i]; 
                    py_wo0[i] = py_w0[i]; 
                     
                } 
            } 
            else 
            {  
                px2_wo0 = new DenseVector(px2_w0); 
                py2_wo0 = new DenseVector(py2_w0); 
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                px_0 = new DenseVector(px2_w0.Count()); 
                py_0 = new DenseVector(py2_w0.Count()); 
 
                px_wo0 = new DenseVector(px_w0); 
                py_wo0 = new DenseVector(py_w0); 
 
                for (int i = 0; i < px2.Count; ++i) 
                {                  
                    px_0[i] = (double)Math.Floor(px2_wo0[i]);//Agafar px_0 per 
nearest neighbour 
                    py_0[i] = (double)Math.Floor(py2_wo0[i]); 
                } 
            } 
 
            var alpha_x = px2_wo0.Subtract(px_0); // A px2_wo0 sense arrodonir li 
Restem px_0 arrodonit   
            var alpha_y = py2_wo0.Subtract(py_0); 
 
            var vara1 = (alpha_y.Multiply(-1.0).Add(1.0)); 
            var vara2 = (alpha_x.Multiply(-1.0).Add(1.0)); 
 
            a1 = new DenseVector(alpha_y.Count); 
            a2 = new DenseVector(alpha_y.Count); 
            a3 = new DenseVector(alpha_y.Count); 
            a4 = new DenseVector(alpha_y.Count); 
 
            int[] near = new int[alpha_y.Count()]; 
            double max; 
            
 
            for (int i = 0; i < alpha_x.Count; ++i) 
            { 
                a1[i] = vara1[i] * vara2[i]; 
                a2[i] = vara1[i] * alpha_x[i]; 
 
                a3[i] = alpha_y[i] * vara2[i]; 
                a4[i] = alpha_y[i] * alpha_x[i]; 
 
                 
            } 
 
            vara1 = null; 




            ind_lu = 
(MathNet.Numerics.LinearAlgebra.Double.DenseVector)px_0.Multiply(nr).Add(py_0.Add
(1)); 




            NearestN = 
(MathNet.Numerics.LinearAlgebra.Double.DenseVector)(px_0.Multiply(nr)).Add(py_0); 
 
          
 
        } 
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        public DenseMatrix apply_distorsion(DenseMatrix x, DenseVector k) 
//Funció en cas de només haver-hi 1 variable de sortida, si n'hi han 2 és 
diferent 
        { 
 
            int length_k = k.Count; 
            if (length_k < 5) 
            { 
 
                var k_ = new DenseVector(new[] { 0.0, 0.0, 0.0, 0.0, 0.0 }); 
 
                for (int i = 0; i < k.Count(); ++i) 
                { 
                    k_[i] = k[i]; 
                } 
                k = k_; 
            } 
 
            int n = x.ColumnCount; 
         
            DenseMatrix xd = new DenseMatrix(2, x.ColumnCount); 
            double r2; 
            double r4; 
            double r6; 
            double cdist; 
            DenseMatrix xd1 = new DenseMatrix(2, x.ColumnCount); 
            double a1; 
            double a2; 
            double a3; 
            DenseMatrix delta_x = new DenseMatrix(2, x.ColumnCount); 
 
            for (int i = 0; i < x.ColumnCount; ++i) 
            { 
 
                r2 = (x[0, i] * x[0, i]) + (x[1, i] * x[1, i]); 
                r4 = r2 * r2; 
                r6 = r4 * r2; 
 
                //Radial Distortion 
 
                cdist = 1 + (k[0] * r2) + (k[1] * r4) + (k[4] * r6); 
                xd1[0, i] = cdist * x[0, i]; 
                xd1[1, i] = cdist * x[1, i]; 
 
                //tangential distortion 
 
                a1 = 2 * x[0, i] * x[1, i]; 
                a2 = r2 + (2 * (x[0, i] * x[0, i])); 
                a3 = r2 + (2 * (x[1, i] * x[0, i])); 
 
                delta_x[0, i] = k[2] * a1 + k[3] * a2; 
                delta_x[1, i] = k[2] * a3 + k[3] * a1; 
 
            } 
            xd = xd1 + delta_x; 
            return xd; 
 
        } 
 
        public DenseMatrix Multiplicacio(DenseMatrix A, DenseMatrix B) 
        { 
            DenseMatrix Result = new DenseMatrix(A.RowCount, B.ColumnCount); 
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            for (int i = 0; i < A.RowCount; i++) 
            { 
                for (int j = 0; j < B.ColumnCount; j++) 
                { 
 
                    for (int k = 0; k < A.ColumnCount; k++) 
                    { 
                        Result[i, j] = Result[i, j] + (A[i, k] * B[k, j]); 
                    } 
                } 
            } 
 
            return Result; 
 
        } 
 
    } 
} 
 
 
 
