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Abstract of thesis entitled: 
GPU: The Paradigm of Parallel Power for Evolutionary Com-
putation 
Submitted by FOK Ka Ling 
for the degree of Master of Philosophy 
at The Chinese University of Hong Kong in August 2005 
Evolutionary Algori thm (EAs) are inspired by a biological phe-
nornonon: Darwin's theory of evolution. They are effective and 
robust methods for solving many practical problems such as 
feature selections, electrical circuit synthesis, and data mining. 
However, they may take a very long time to find the solutions 
especially when the problems are large in scale and difficult. 
This is due to the numerous fitness evaluations and complicated 
evolutionary operations involved. A promising approach to over-
come this l imitat ion is to parallelize these algorithms. In this 
thesis, we propose a paradigm to implement parallel EAs includ-
ing Evolutionary Programming (EP), Genetic Algor i thm (GA), 
and Mult i-Objective Genetic Algori thm (MOGA) on consumer-
level graphics cards. New data structures, as well as novel al-
gorithms, are introduced. We performed intensive experiments 
to compare our parallel EAs wi th an ordinary one and demon-
strated that our approach is much more effective. The exper-
imental results show that our approach achieves a significant 
speed-up up to a factor of five. We are the pioneer of using 
consumer-level graphics cards for Evolutionary Computation. 
We believe that this thesis provides a guideline for the general 
scientific computation using graphics processing unit (GPU) by 
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Our research aims at exploiting the computational power of the 
graphics processing unit (GPU) wi th a classic scientific comput-
ing known as the Evolutionary Computation. 
1.1 Evolutionary Computation 
Evolutionary Computation (EC) is inspired by Darwin's the-
ory of evolution [12], and Evolutionary Algori thm (EA), which 
serves as the general framework for the population-based opti-
mization techniques, is based on this theory that relies on the 
self-adaptive property of species when they undergo mutation 
and selection induced by external pressures. EA encompasses 
several major branches: evolutionary strategies (ES), evolution-
ary programming (EP), genetic algorithm (GA), and genetic 
prograinining (GP). These branches differ in the representa-
tions of solution and the evolutionary operators. Historically, 
EA plays an important role for ill-posed optimization problems 
7] as well as an approximation approach for NP-complete prob-
lems. The benefits of EA include: 
1. As a population-based algorithm, it searches the answers 
from a population of solutions rather than a single one. 
1 
CHAPTER. 1. INTRODUCTION 2 
2. I t uses only payoff information (objective function)； no 
other auxiliary information is needed. 
3. I t uses probabilistic transition rules, but not deterministic 
rules. Different potential answers can be exploited w i th 
multiple runs. 
Al though EA is conceptually very simple, i t can theoretically 
solve any problem that can be formulated as an optimization 
task. In addition, EA can incorporate problems that impose 
nonlinear constraints and random noise, which was not com-
forted well w i th the classic optimization techniques. Because of 
these special features, EA becomes one of the most promising 
solutions to many real-world problems. Nevertheless, EA suffers 
from one major l imitat ion - slow running speed. When applied 
to large-scale problems, EA becomes too slow due to the need 
for evaluating numerous objective functions. 
One way to overcome the time and size constraints of EA is 
to parallelize the algorithms, and several models have been gen-
erated by studies [44] that investigate this parallelization. They 
are: (1) Global parallel model; (2) Island distributed model; 
(3) Cellular (Coarse-grain) model. However, models from these 
studies suffer from either high communication cost, lack of global 
information, or expensive hardware, which prohibits them from 
practical usage. In this thesis, we propose a novel approach us-
ing consumer-level GPU (graphics processing unit) for tackling 
the above problems by exploiting its parallel and global memory 
access nature. 
1.2 Graphics Processing Unit 
Traditionally，graphics cards were employed as coprocessors to 
accelerate the rendering process. As technology advances, graph-
ics cards become fully programmable, which support not only 
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rendering, but also computing. Thus, modern graphics cards 
are named as Graphics Processing Unit (GPU). Moore's law 
states that the computational power of CPUs is doubled every 
18 months. The performance of GPUs is increasing at the rate 
of 2.5 - 3.0 times per year, which shows that it grows much faster 
than the traditional l imit. Nowadays, while a 3.0 GHz Pentium 
IV can perforin 6 Gflops in theory, a GeForce 6800 Ultra GPU 
by NV ID IA gives a performance up to 40 Gflops. Commodity 
graphics hardware thus becomes a cost effective parallel plat-
form for general computing. Many scientific algorithms have 
been implemented on GPU including sparse matr ix operation 
23], FFT [26], and D W T transformation [36]. However, mod-
ern GPU architectures stil l impose some major limitations: 
1. Limited number of input and output 
2. Slow data read back 
3. Lack of random number generator 
These limitations, as well as the processing model, make the 
general scientific computation on GPU to be a non-trivial task. 
1.3 Objective 
We aim at making use of GPU to accelerate the Evolutionary 
Algor i thm to achieve the theoretical l imit. Consequently, data 
structure and new algorithm are developed. Moreover, we want 
to exploit the features and limitations of GPU, which in turn 
provide a framework for the general scientific coniputation on 
GPU. 
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1.4 Contribution 
In this thesis, we proposed a tile-and-fragment data structure, 
which enhances the ease of visualization and the scalability of 
the algorithm. Moreover, we performed experiments to demon-
strate the importance of a high quality random number gen-
erator, which is not incorporated in GPU. We achieved a 3-5 
times improvement over the traditional software implementa-
t ion in terms on running time for Evolutionary Programming 
(EP). For Genetic Algorithm (GA), we proposed a hybrid ap-
proach for the process of parent selection, which is a mixture of 
global mate seeking and fine-grained computing. W i t h this ap-
proach, the whole process of GA can be executed solely on GPU 
wi th minimum data transfer. Finally, we have implemented a 
novel Multi-Objective Genetic Algori thm (MOGA), in which we 
combine every single idea we developed in this research. I t gives 
satisfactory results and shows significant speed-up in our exper-
iments. 
1.5 Thesis Organization 
This chapter gives an overview of the thesis and our contri-
butions. In Chapter 2, the theory and general framework of 
evolutionary computation are described, and the idea of paral-
lel evolutionary algorithms is reviewed. Chapter 3 depicts the 
history of GPU, the processing model, and their limitations. 
In Chapter 4, we present the general framework that we pro-
posed, which allows Evolutionary Programming to be executed 
on GPU. In Chapter 5, an advanced algorithm is provided for 
GPU implementation of Genetic Algori thm (GA). The novel 
Mult i-Objective Genetic Algori thm (MOGA) and the problem 
aroused during the process of solving the multi-objective opti-
mization and the underlying theory are discussed in Chapter 6. 
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Finally, conclusion and future work would be given in Chapter 
7. 




Evolution is a phenomenon that happens to species on a large 
time scale, and it is driven by the external pressure during the 
reproduction . Therefore, evolution is thus the result of na-
ture's effect on creatures to adapt the environment, which causes 
changes of entire species. Prom another point view, evolution 
can be considered as an optimization process. Attr ibutes of the 
creatures are changed and optimized wi th respect to the con-
straints. 
Evolutionary computation is the study of computational sys-
tems which inspired by the natural evolution and adaption [43 . 
The aim of evolutionary computation is to study and develop 
robust and efficient computational systems for solving complex 
real-word problems. Evolutionary computation contains several 
major branches, i.e. evolutionary strategies, evolutionary pro-
gramming, genetic algorithms, and genetic programming. Their 
difference are mainly the representation of potential solutions, 
and operators they used to modify the solutions. Since these 
algorithms are highly correlated and sharing the same com-
putational framework, they are called Evolutionary Algorithms 
(EAs). 
6 
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2.2 General Framework 
Evolutionary Algorithms (EAs) are weak search and optimiza-
t ion techniques inspired by natural evolution. In general, EAs 
include all population-based algorithms which use selection and 
recombination operators to generate new search points in a search 
space. They are genetic algorithms, genetic programming, evo-
lutionary programming, and evolution strategies [13 . 
1. Set 'I = 0 
2. Random generate the initial population P(0) 
3. REPEAT 
Evaluate the fitness of each individual in P{i) 
Select parents form P{i) based on the fitness value 
Apply search operators to the parents and produce gen-
eration P{i + 1) 
4. UNTIL the stopping criterion is satisfied 
Figure 2.1: A framework of Evolutionary Algorithms. 
In Fig. 2.1, the general framework of Evolutionary Algo-
rithms is shown. An evolutionary algorithm starts w i th a set 
of individual in the search space. This set forms a population 
for the algorithm. Usually, the init ial population is generated 
randomly by a uniform distribution. In each iteration of the 
algorithm, each individual is evaluated by the fitness function, 
and the termination function is invoked to determine whether 
the termination criteria, have been satisfied. The algorithm ter-
minates if acceptable solutions have been found or the com-
putational resources have been spent. Otherwise, a number of 
individuals are selected and used to replace the individuals in 
the population that were not selected for reproduction so that 
the population size remains constant. Then, the individuals 
in the population are manipulated by applying different evolu-
tionary operators. Individuals from the previous population are 
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called parent while those were created by applying evolutionary 
operators to the parents are called offspring. The consecutive 
processes of selection, manipulation, and evaluation form a gen-
eration of the algorithm. Fig. 2.1 specifies a whole class of EAs, 
the representation of the individuals and the searching operators 
applied are defined differently in various algorithms. 
2.3 Features of Evolutionary Algorithm 
EAs have been demonstrated to be effective and robust in search-
ing a very large and varied spaces in a wide range of applications 
such as feature selection [27], electrical circuits synthesis [22], 
and data mining [39, 40]. According to Occam's Razor, the 
simplest classifier or decision rule that can solve a particular 
problem is the best. EAs are conceptually very simple due to 
the inspired evolution idea. The success of EAs relies on the 
following unique advantages. 
2.3.1 Wide ly Applicable 
Unlike many classic optimization techniques, EAs do not impose 
any constraints to the problems to be solved. Evolutionary al-
gorithms can be applied to any problem that can be formulated 
as function optimization task[ l l ] . The state space (landscape) 
can be disjoint and non-linear. The procedure is representa-
tion independent,i.e. user can specify their own representation. 
The "step size" can be tuned in order to achieve best conver-
gency rate, or even can be controlled in a self-adaptive fash-
ion. Real-world problem often contains noise and multi-modal, 
which traditional optimization techniques fail to converge or be-
ing trapped into local optimal. EAs can directly incorporate ar-
bitrary constraints and offer significant advantages. These flex-
ibilities allow EAs to be applied on any kind of problems like 
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discrete combinatorial problems, mixed-integer problems etc. 
2.3.2 Parallelism 
EAs have a high degree of parallelism [32]. The evaluation of 
each solution can be handled in parallel [4]. Only selection re-
quires serial processing. The running time is inversely propor-
tional to the number of processors used. As parallel computers 
and distributed systems become popular, applying EAs on more 
complex problems becomes possible. 
2.3.3 Robust to Change 
Dynamic change of environment often force traditional optimiza-
tion methods to be restarted. EAs are robust to the change of 
environment. The previous population provides a basis for fur-
ther improvement, and in most of the case it performs better 
than re-initializing the whole population. Perhaps the great-
est advantage of EAs comes from the ability of solving problem 
that have no known solutions. Classic optimization techniques 
have been tackled for solving particular problems in restricted 
domain. Once the solution is not known or changed dynam-
ically, those techniques fail. The adaptiveness of EAs makes 
them perfectly suitable for dynamic changing environment. 
2.4 Parallel and Distributed Evolutionary Al-
gorithm 
EAs have been shown successfully to solve many practical prob-
lems. However, when applied to large and hard problems, the 
running time performance is not good. Memory availability is 
another important problem for EAs because large problem usu-
ally requires a large number of individuals. 
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The difficulty of the problem to be solved and the size of the 
population are closely related. In order to solve the substantial 
and real-world problems, a population size of thousands and a 
longer evolution process are required. A larger population size 
and a longer evolution process imply more fitness evaluations 
must be conducted and more memory are required. In other 
words, a lot of computational resources are required to solve the 
substantial and practical problems. However, this requirement 
cannot be fulfilled by normal workstations. Fortunately, these 
time-consuming fitness evaluations can be performed indepen-
dently for each individual in the population. Also, individuals 
i l l the population can be distributed among multiple computers. 
One promising way to overcome time and size constraints is 
Parallelization. Parallelization can take place at several levels, 
i.e. the population level or the fitness evaluation level. EAs have 
a high degree of inherent parallelism which is one of the motiva-
tion of studies in this field. In natural populations, thousands 
or even millions of individuals exist in parallel and these indi-
viduals operate independently with a l itt le cooperation and/or 
competition among them. This suggests a degree of parallelism 
that is directly proportional to the population size used in EAs. 
There are different ways to exploit parallelisms in EAs: Global 
parallel mode, Fine-grained mode and Island distributed mode. 
2.4.1 Global Parallel Evolutionary Algori thms 
Using a global population in the master processor is the most 
direct way for implementing parallel EA. A master process man-
ages the populations and hands out individuals. The master 
sends each individual to a slave processor and let the slave to 
find the fitness value of the individuals. After the fitness values 
of all individuals are obtained, the master processor selects some 
individuals from the population using some selection methods, 
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performs some genetic operations, and then creates a new set of 
offspring. The master sends each individual in the new popula-
tion to a slave again. Then, the above process is iterated unti l 
the termination criterion is satisfied. This architecture can be 
implemented on both shared memory multiprocessors as well as 
distributed memory machines, including networked computers. 
Fig. 2.2 shows a schematic view of the master-slave model. 
公》 / Master \ 
\ > 乙 ’ 广 S l a v e 、 
@ … y 
Figure 2.2: A schematic view of the master-slave model 
2.4.2 Fine-Grained Evolutionary Algorithms 
Fine-grained model is designed for massively parallel comput-
ers. Maspar is the paradigm of these parallel computers. In the 
fine-grained model, the individuals arc arranged in the form of 
two-dimensional grid. Each individual is assigned to a processor, 
the structure allows each individual to seek a mate which close 
to it, as shown in Fig. 2.3. This schema is also called grid model. 
A global random mating scheme is inappropriate because of the 
l imitation of the communication abilities of these computers. 
Each processor can select an individual in its neighborhood to 
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mate with probabilistically. Usually, only one offspring is pro-
duced and it becomes the new resident of that processor. The 
common property of different massively parallel evolutionary al-
gorithms is that the selection and mating processes are typically 
restricted to a local neighborhood. 
9 9 9 9 9 9 
0 - c b 6 cb CD d ) 
660666 
Figure 2.3: The coiiiniuiiicable neighbors (grey) of an individual (black) in 
fine-grained model. 
2.4.3 Island Distributed Evolutionary Algori thms 
Island model is inspired by the observation that natural popula-
tions tend to poss a spatial structure. The population is divided 
into semi-independent groups called demes. Denies have a lose 
coupling wi th other neighboring demes while having high corre-
lation within the deme. Fig. 2.4 shows the schematic view of 
island model. 
The island model separates subpopulations. By migrating 
individuals from one subpopulation to another, then the sub-
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Figure 2.4: A schematic view of the island model 
populations' information can be exchanged. Assume that there 
are 20 high performance processors and have a population of 
4000 individuals. We can divide the total population into 20 
subpopulations (islands or denies) of 200 individuals each. Each 
processor can then execute a normal evolutionary algorithm on 
one of these subpopulations. Occasionally, the subpopulations 
would swap a few individuals. This migration allows subpopula-
tions to share genetic material [38’ 19, 32, 31]. Since 20 indepen-
dent evolutionary searches occur concurrently, these searches is 
different in a certain extent. I t is because the ini t ial subpopu-
lations impose a certain sampling bias. Moreover, genetic dri f t 
tends to drive these subpopulations in different directions. By 
employing migratioii, island models are able to exploit differ-
ences in the various subpopulations. These differences maintain 
genetic diversity of the whole population and thus prevent the 
problem of premature convergence. 
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2.5 Summary 
Evolutionary Algorithms (EAs) are inspired by natural phenom-
enon. The underlying principle is simple but useful. I t has been 
shown that EAs can solve many practical problems and even pro-
vide good approximation to NP-complete problems. However, 
the slow running time imposes barrier for EAs to solve huge 
size and complex problems. Parallelization of EAs provides a 
promising solution. EAs exhibit a high degree of parallelism, 
individuals are treated independently wi th few interactions. I t 
is more natural to consider EAs in form of parallel rather than 
sequential, as chromosomes exist parallelly and independently in 
the real world. The running time of parallel EAs is much faster 
than sequential one as many processors executes simultaneously. 
Geniuses parallel models such as fine-grained model and island 
model enhance the parallelization furthermore. We foresee that 
parallelization wil l be the future path of EAs. Moreover, more 
and more problems can be solved using EAs as the consequence 
of parallel algorithm and technology advances. 
• End of chapter. 
Chapter 3 
Graphics Processing Unit 
3.1 Introduction 
Traditional computer graphics requires high computational power 
for vector transformation and rendering. Prior to the introduc-
t ion of GPUs, many companies like Silicon Graphics (SGI) de-
signed specialized and expensive graphics accelerator. These 
types of hardware are tailor made for ordinary fixed graphics 
pipeline, thus, they only provide limited programming flexibil-
ity. Consequently, the graphics accelerator did only one simple 
thing: accelerating the graphics. As time advance, the demand 
of graphics power is increasing. The obsolete concept of graphics 
acceleration no longer meet the requirements, therefore Graph-
ics Processing Unit (GPU) is introduced. The graphics hard-
ware pipeline is broken from its hard-wired elements into pro-
graininable pipelined processors. The first impact of GPU is 
the real-time detailed and realistic cinematic graphics render-
ing. However, we perceived that the supreme benefit of the 
programable GPU is user-level accessible parallel computation. 
W i t h the parallel computational power, simply casting of brute 
force approach running on GPU becomes possible. Moreover, i t 
leaves opportunity for designing tailor made parallel algorithm 
for GPU. In the era of GPUs, we foresee that we can enjoy the 
power of parallel processing for complex problem even in our 
15 
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home. 
3.2 History of GPU 
Modern GPUs are descended from the monolithic graphics chips 
of the late 1970s and 1980s. At that time, the most complex 
computer graphics system consisted of dozens of chips working 
together. As time and technology advance, hardware engineers 
integrated complicated multi-chip design into a single graphics 
chip. In 1987, IBM introduced V G A (Video Graphics Array) 
controller. At that time, VGA controller was only a simple hard-
ware that dump the output from CPU to the screen. In 1991, 
S3Graphics introduced the first single-chip 2D accelerator, S3 
86C911. NVIDIA introduced the term ”GPU” in late 1990s 
as a term for VGA controller or 3D graphics accelerator to de-
scribe the graphics hardware. In addition to the 3D hardware 
acceleration, today's GPUs include basic 2D acceleration and 
VGA frame buffer compatibility mode. Furthermore, most of 
the GPUs produced after year 2000 support MPEG primitives, 
such as motion compensation and iDCT. 
3.2.1 First-Generation GPUs 
The first-generation GPUs include NVIDIA's TNT2, ATI's Rage. 
In this generation, GPUs are capable of rasterizing pre-transformed 
triangles and applying one or two textures. This type of GPUs 
is identified by the lack of capability of vector and vertices trans-
formation. The transformation of 3D object vectors relies solely 
on CPU. Moreover, another l imitation of this generation GPUs 
is that it limits the number of textures access. 
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3.2.2 Second-Generation CPUs 
NVIDIA's GeForce 256 and ATI's Radeon 7500 appeared at 
lato 1990's. These GPUs offered transformation and lighting 
(T&L) , thus they are identified as the second generation GPU. 
The fast hardware T & L transform offload the CPU, which al-
lowing much faster rendering process. A set of math operators 
for coloring pixels is supported in this generation GPUs wi th 
limitation. This type of GPU is more configurable but not fully 
programmable. 
3.2.3 Third-Generation GPUs 
The introduction of NVIDIA's GeForceS series and ATI's Radeon 
8500 indicates the coming of third generation GPUs. These type 
of GPUs appeared at 2001, and provided full programniability 
on vertex processing, but not pixel-level programmability. The 
vertex-level programmability allows user to specify a program 
(sequence of commands) on a vertex. Although pixel-level pro-
grammability is not truly support, the GPUs are already applied 
to many scientific research [20] and image based rendering [41 . 
3.2.4 Fourth-Generation GPUs 
The fourth generation GPUs (2002 and on) includes NVIDIA's 
GeForce FX series, GeForce6 series and ATI's Radeon 9700. 
These GPUs support both vertex and fragment-level program-
mability. The GeForce 6 series even provides unlimited number 
of code execute per rendering cycle. This type of GPUs consist 
of 125 mill ion transistors and able to draw more than 200 mil-
lion triangles per second. Recently, wi th the SLI (Scalable Link 
Interface) technologie, two GPUs are able to work together and 
double the performance theoretically. 
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3.3 The Graphics Pipelining 
3.3.1 Standard Graphics Pipeline 
In fig. 3.1, the standard OpenGL rendering pipeline is shown. 
OpeiiGL is a graphics language that is designed as a streamlined, 
hardware-independent interface for different platforms. Thus, it 
can be referred as a standard graphics rendering pipeline. The 
pipeline operates in a, fashion with parallel and fixed order. A l l 
the geometry data is stored in the display list, and then trans-
formed to primitive type by the evaluator. Primitive types are 
vertices, control points and polynomial functions. The evalu-
ator also perform vertex transformation on each vertex, such 
as generating texture coordinates and lighting the vertex. Fi-
nally, the primitives undergo primitive assembly and rasteriza-
tion process. The results of the rasterization are sets of pixel 
locations and fragments. Pixel location, depth value and tex-
ture coordinates are associated with each fragment. After sev-
eral fragment processes, the fragment wil l be stored in frame 
buffer as form of a pixel. During the rasterization, serval tests 
like depth test, such as scissor test and alpha test are applied 
to each fragment. If any of the tests fails, the fragment wi l l be 
discarded. The final frame buffer (image) is formed by blending 
(interpolation) the passed fragments which associate wi th the 
corresponding pixel location. 
3.3.2 Programmable Graphics Pipeline 
In traditional graphics pipeline, the operations performed on 
vertices and fragments are hardwired. Due to the need of cine-
matic rendering from the games industry, there is a raise for the 
need of programmability in the rendering process. In the era 
of GPUs, two important programmability units, namely ver-
tex processor and fragment processor, are int roduced. Fig. 3.2 
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Figure 3.1: Traditional Graphics Pipeline 
shows the vertex processing and fragment processing stage in 
the pipeline of the programmable GPUs. Fig. 3.3 shows an 
example using 3D rendering pipeline on GPU. First, user need 
to define the vertex positions of a 3D triangles, and the texture 
coordinates associate wi th each vertex. Then, these texture co-
ordinates are needed for defining the correspondence of elements 
in the texture and the pixels on the screen. The defined vertices 
are then passed to the vertex processor for transformation. 
For each vertex, a vertex program (shader) is executed. The 
vertex processor fetches introductions repeatedly and executes 
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Figure 3.2: Programinable Graphics Pipeline 
unti l the the end of vertex program. For the current generation 
of GPUs, vector math operations on floating-point vectors, com-
ponent wise swizzling is natively supported. Advanced features, 
such as relative addressing, true branching and looping, are also 
supported in the newest generation of GPUs. I t should be no-
ticed that the shader program must be Single — Instruction — 
Multiple — Data (SIMD) in nature, i.e. the same set of oper-
ations has to be executed on different vertices. After the exe-
cution of the vertex program, the final result wi l l be rasterized 
into fragments by traditional rasterizer. The fragment processor 
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is responsible for the following rendering process. 
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Figure 3.3: 3D rendering using GPU 
The programmable fragment processors requires many math 
operations as vertex processors do. At the same time, they 
also support texturing operations. Texturing operators enable 
the access of texture images and mapping of the fragments. 
Newer GPUs" texture operators support full floating-point val-
ues, while older GPUs only support limited fixed-point data 
type. Then,each fragment wil l be processed by running the 
fragment shader. Again, the fragment shader should be SIMD 
in nature. Final pixel value wil l be calculated by interpolating 
fragments color associate with the pixel location. 
3.3.3 Fragment Processors for Scientific Computa t ion 
Fragment processors run in parallel and have speeding advan-
tages over CPU. As native graphics application requires large 
amount of floating-point calculation and vector inathernatics, 
GPUs is specially designed for the vcctor type floating point op-
erations and run much faster than CPU. For example, a 3GHz 
Pentium 4 can issue 6 billion floating-point multiplies per sec-
ond, while GeForce FX5900 Ultra can perform over 20 bill ion 
multiplies per second. 
As an example of utilizing GPU for scientific computing, we 
illustrate the addition of two M x N matrices, P and Q. Firstly, 
we define two right triangles (one upper and one lower) covering 
the M X N pixels as shown on the left hand side of Fig. 3.4. 
The vertex shader basically does nothing but only projects the 
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six vertices (of two triangles) onto the 2D screen. After ras-
terization, these two triangles are broken down into M x N 
fragments (or pixels). For each pixel, a fragment shader is ex-
ecuted. We then fed the matrices P and Q to this shader as 
two input textures (Fig. 3.4). A texture is basically an image 
wi th each pixel composed of four components, (r, g, 6, o )^. Each 
component is represented by 32-bit floating point. Therefore, 
one way to add two matrices is to storing P's elements in the 
r component of one input texture and Q's elements in the r 
component of another texture. Obviously, a more compact and 
practical representation is to store elements of P and Q in two 
components, say r and b, of the same texture. For clarity, we use 
two input textures. As the fragment shader is executed at each 
pixel (.X, y) independently and in parallel, it only contains one 
single addition statement and no looping is needed (Fig. 3.4). 
The statement fetches and sums P{x, y).r and Q(T,y).r, and 
stores the output in the third texture, 0{x, y).r. The notation 
.r specifies the r component of the pixel. The high performance 
is mainly contributed by this SIMD-type parallelism. 
p Q 
I I I I I H I y • 称 削 
笠 二 — _ _ i i 
(0,N-J) (M-l.N-l) % lift ^ 
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output aJU^j^J 
texture j黎HjwVH 
g f 顯 
o 
Figure 3.4: Addition of two matrices on GPU. 
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3.4 GPU-CPU Analogy 
We use mainly the fragment processors for scientific computa-
tion as their faster processor power and capable of texture op-
erations. GPU is a stream processor while CPU is an serial von 
Neumann architecture, the underlying methods of processing-
are totally different. There are some constraints should be ap-
plied to GPUs, thus not every program can be mapped onto the 
GPUs. The fundamental differences between GPUs and CPU 
are the memory and the processing model. 
3.4.1 Memory Architecture 
Traditional computer systems treat memory as a large array of 
memory block, and each can be accessed directly by an unique 
address. The analogy of memory on GPU is textures. A texture 
can be considered as an 2D array of memory blocks (texels) wi th 
limited size constraint, and each texel can have either 1,3 or 4 
channels. Like main memory, each texel has an unique address 
(texture coordinate), and the value (values in case of 3 or 4 
channels) stored can be accessed directly. I t is not as flexible as 
arrays, however, the three or four color channels design makes 
it be a perfect data structure for storing vector components of 
scientific computation [25]. Operations on memory is specially 
designed for multi-channel architecture. The cost for operations 
on multi-component are approximately the same as the opera-
tions on single component. The memory accessing speed of GPU 
is generally faster than main memory, i.e. (GDDR3 1050MHz 
on GeForce FX6800 Ultra v.s. DDR2 400MHz for PC3200 stan-
dard used in most Pentium IV system). Fetching data stored in 
GPU memory is thus considerably much faster. 
•t 
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3.4.2 Processing Model 
The processing model of GPUs are totally different from CPU. 
GPUs are stream processors while CPU is serial processor. The 
most essential difference between stream processor and serial 
processor is that every object in the stream processor is processed 
by the same function [35]. Prom user point of view, each frag-
ment executes the identity fragment program simultaneously 
and independently. The shader programs thus require SIMD 
in nature while having no intermediate results sharing. Another 
important difference is that the program is limited to undeter-
mined looping or branching. 
3.5 Limitation of GPU 
3.5.1 Limited Input and Outpu t 
We mainly use fragment program to perform calculations. Nor-
mally, textures are used as input. There is a size l imited on the 
textures, GeForceFX series support maximal size of 4096 x 4096. 
The total number of textures being accessed simultaneously is 
usually limited, (e.g. 16 textures on nVidia GeForce 6800). 
Moreover, the input textures cannot be used as output. The 
output of a fragment is limited to a single output vector. As a 
result, shader programs can only have a single output stream. 
For problems having large input and output, serval rendering 
pass is needed. 
3.5.2 Slow Data Readback 
Readback is one of the biggest limitations for computation on 
GPU [1]. The transferring rate from GPU to CPU is very slow 
compared wi th the GPU memory accessing speed. For sequen-
tial processing, data readback from GPU to CPU is unavoidable. 
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To avoid this penalty, computation must be performed on GPU 
as much as possible to avoid readback. We foresee that the 
upcoming PCI-E technology wil l alleviate this constraint. 
3.5.3 No Random Number Generator 
Random number is important to many scientific computation. 
GPUs have no native random number generators. Moreover, 
current generation of GPUs do not support bitwise operation 
which makes implementation of random number generation func-
t ion much harder. Although there is some research [34] on imple-
menting random number generator on GPUs, the quality of the 
random numbers generated still cannot meet the requirement 
of many scientific applications. In our research, we have tried 
implementing random numbers generator on GPU using Linear 
Conjugate Generator (LCG) method. Experiments shows that 
the quality of the random numbers generated is not good enough 
to achieve results we expected. Temporary, the only way is to 
transfer random numbers generated by software to GPU, which 
imposed the barrier of using GPUs as scientific computation. 
3.6 Summary 
The power of programable GPUs enable fast computation of 
wide variety of application. We demonstrate that the GPU can 
do a bit more than just rendering. The parallelism makes it 
be a fast solving tool for many problems. However, there are 
limitations on GPU for its stream programming model. This 
motivate us to rethink how we solve certain problems. As GPUs 
continue to grow at a rapid pace, it is likely that GPU becomes 
a mainstream for future general-purpose computation. 
• End of chapter. 
Chapter 4 
Evolutionary Programming on 
GPU 
4.1 Introduction 
Evolutionary programming (EP) is a method for simulating evo-
lution. EP is one of the main fields of evolutionary computation. 
EP was firstly introduced by Lawrence J. Fogel in 1960. I t was 
originally proposed as a procedure for generating machine intelli-
gence. The representation of individual coding is not fixed. The 
characteristic of EP is rather than using transformation operator 
(crossover), mutation operator is focused. For real-valued prob-
lems, Gaussian mutation and Cauchy mutation provide efficient 
search. The only drawback of EP is the slow fitness evaluation 
process and complex mutation process. Intuitively, EP is highly 
parallelizable; most of the operations can be performed in par-
allel. Aims at the SIMD-based GPU, we proposed a parallel EP 
algorithm wi th a three to seven times speed performance better 
than the tradit ional software implementation. 
4.2 Evolutionary Programming 
Both Evolutionary programming (EP) and genetic algorithm 
(GA) have been successfully applied to several numerical and 
26 
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optimization problems [6], [28]. While the classical GA requires 
the crossover and mutation processes, EP requires the mutation 
process only. Hence, for each generation of the evolution, EP 
is less computational intensive than GA. When implementing 
on GPU, the crossover process of GA induces more rendering 
passes than that of EP. 
One complete execution of the fragment shader is referred as 
one rendering pass. On current GPU, there is a significant over-
head for each rendering pass. The more the rendering passes are 
needed, the slower the program is. Since fragment shaders are 
executed independently on each pixel, no information sharing is 
allowed among the pixels. I f the computational result of a pixel 
A is used for computing an equation at pixel B, the computa-
tional result of A must be written to an output texture first. 
This output texture has to be fed to the shader for computating 
in the next rendering pass. Therefore, if the problem being tack-
led involves a chain of data dependency, more rendering passes 
are needed, and hence the speed-up is decreased. 
Since the crossover process of GA requires more passes and 
more data transferal than that of EP, EP seems to be more 
GPU-friendly (efficient to implement on GPU) than GA. Hence, 
by intuitive, we study the GPU implementation of EP instead 
of the classical GA. Without loss of generality, we assume the 
EP is used for a cost optimization function. The optimization 
is assumed for minimizing the cost function. Hence, our EP is 
used to determine a Xmm ？ such that 
V f , / ( f . . i n ) < / ( x ) (4.1) 
where x = {^^( l ) , 0；,；(2),..., Xi{k)} is a individual containing k 
variables; f : R^ R is the function being optimized. We 
adopted to use fast evolutionary programming (FEP) based on 
Cauchy mutation [42]. The FEP algorithm is described as fol-
lows: 
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1. Generate the initial population of fi individuals, each 
of which can be represented as a set of real vectors, 
{xi,rfi),i = 1,..., fJ^. Both Xi and rfi contain k indepen-
dent variables, 
Xi = {zi(l)，...’2;i(A；)} 
yfi = {."i(l)’...，."i(/0} 
2. Evaluate the fitness score for each individual ('Xi,r]i), 
i = 1,... of the population based on the objective 
function, / ( f ) . 
3. For each parent i f i ) , i = ..., f i , create an offspring 
Vi) as follows: 
for j = ... ^ k 
m = ” U) exp(;^/?(0’ 1) + ^ R M 1)) 
where X i { j ) , 7 ] i { j ) , x [ { j ) , and denote the j-th coin-
poiient of Xi, 7%, and respectively. Q denotes rari-
doiii iiunibers based on Caucliy distribution. R(0,1) de-
notes a normally distributed ID random number with 
zero mean and standard deviation of one. R{0,1) de-
notes a normally distributed ID random number with 
zero mean and standard deviation of one. Rj {0,1) indi-
cates a new random variable for each value of j . 
4. Calculate tho fitness of each offspring (£/ , 7f/). 
5. Conduct pairwise comparison over the union of parents 
{xi, rfi) and offspring (£/’ 7f/), for -i = 1 , . . . , (i. For each 
individual, q (tournament size) opponents are chosen 
randomly from all the parents and offspring. For each 
comparison, if the individual's fitness is better than or 
equal to that of opponent, it receives a "win". 
6. Select /.i individuals out of (.t^, f j l ) and (£/, ly'), i = 
1，…，",，that receive more win's to be parents of next 
generation. 
7. Stop if the stopping criterion is satisfied; otherwise go 
to Step 3. 
In the above pseudocode, Xi is the individual evolving and 
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rji controls the vigorousness of mutation of the Xi. In general, 
the computation of FEP is roughly divided into three types: (a) 
fitness evaluation (steps 2 and 4), (b) mutation and reproduction 
(step 3), and (c) selection (steps 5 and 6). These operators and 
their implementation on GPU wil l be discussed in the following 
sections. 
4.3 Data Organization 
Evolutionary programming uses chromosomes to encode the ob-
ject variables. Typically, a chromosome is composed of separate 
genes which taken on certain values {alleles). A locus identi-
fies a gene's position within the chromosome. Prom computer 
point of view, a chromosome is a composition of object variables. 
Each variable {gene) has a value [allele) of particular type such 
as float, double and integer. Thus, index locating the variable 
is the locus. Finally, a set of chromosomes grouped together is 
identified as population. Fig. 4.1 shows the concept and the 
terminology used. 
Suppose a population contains individuals and each indi-
vidual is consist of k real-valued variables [genes). For software 
implementation, an array is employed for representing an indi-
vidual. As GPU is tailored for parallel processing and optimized 
multi-channel texture fetching, all input data to GPU should 
be loaded in the form of textures. Fig. 4.2 shows how the / i 
individuals is represented in form of texture. Without loss of 
generality, we take k=32 as an example for i l lustration through 
this chapter. This amount of variables reflects the typical size 
of real-world problems. 
As each pixel in the texture contains quadruple of 32-bit 
floating point values we encode an individual of 32 
genomes into 8 pixels. In other words, the memory is more ef-
ficiently utilized if k is multiple of 4. This is also why we take 
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Figure 4.1: Generalized Data Structure 
A: = 8 x 4 = 3 2 a s a working example. Instead of mapping an 
individual to 8 consecutive pixels in the texture, we divide an 
individual into quadruple of 4 genes. The same quadruples from 
all individuals are grouped and they form a tile in the texture as 
shown in Fig. 4.2. Each tile iswxh = (i in size. The consecutive-
pixel representation is not adopted due to the implementation 
wi l l be complicated when k varies. Imagine the complication of 
genomes，offsets wi th in the texture when k increases from 32 to 
48. On the other hand, the fragmentation-and-tiling representa-
t ion is more scalable because k can be increased easily by adding 
more tiles. The sake of visualization is another reason. The de-
tails are described in Section 4.7.1. In our example, k = 32, 4x2 
tiles are formed. User can decide the organization of these tiles 
in the texture. The first tile (upper-left tile) in Fig. 4.2 stores 
genes 1 to 4, while the next ti le stores genes 5 to 8, and so on. 
Texture on GPU is not as flexible as main memory. Current 
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Figure 4.2: Representing individuals of 32 real-valued genes on textures. 
GPUs impose several l imitations. One of them is the size of tex-
ture must not exceed a certain l imit , e.^.4096x4096 on nVidia 
GeforceFX 6800. In other words, to fit the whole population in 
one texture on our GPU, we must satisfy /c/i < 4 x 4096^. For 
extremely large populations wi th a large number of variables, 
mult iple textures have to be used. Also, there are l imitat ions 
on the total number of textures that can be accessed simulta-
neously. The actual number is varies on different GPU models. 
Normally, at least 16 textures can be supported. 
4.4 Fitness Evaluation 
4.4.1 In t roduc t ion 
In order to compare different chromosomes, they need to be 
evaluates. Fitness evaluation is the process to determines the 
"goodness" of the individuals. The fitness value depends on the 
objective value(s) returned from the evaluating function that 
we want to optimize. Moreover, EP requires both objective and 
fitness evaluation, which are fundamentally different. The ob-
jective function defines the optimali ty condition which is related 
to problem domain, while fitness function measures how well a 
part icular solution satisfies that condition. The fitness value of 
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a particular solution is usually represented by a real-value which 
indicates the relative goodness to other solutions. The higher 
the fitness value, the better the individual (solution) is. 
4.4.2 Different Forms of Fitness Function 
For a single objective numerical maximization problem, the ob-
jective function is identical to fitness function. However, for 
solving minimization problem, we have to transform the fitness 
function. One of the possible transformations is shown below. 
T { f { x ) ) = M - f { x ) (4.2) 
where M is an upper bound of the objective function. 
A l l alternative transformation is 
T 酬 = K V m (4.3) 
where K is a positive constant. 
The above fitness evaluation functions can only be applied 
to single objective function optimization. For more complex 
multiple-objective functions optimization problems, a more com-
plex fitness evaluation function should be considered, and it wil l 
be discussed in the following chapter. Many real-world appli-
cations may be affected by noise, which influence the fitness 
calculation as well. Noisy fitness function [29] is another inter-
esting topic which had been invested for several years. The aim 
of noisy fitness function is to detect robust solutions by intro-
ducing random noise during fitness evaluation. Noisy fitness can 
be interpreted as a scale transformation 
T { f { x ) ) = f { x ) + S (4.4) 
where (Hs a scalar noise. 
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4.4.3 Parallel Fitness Function Evaluation using G P U 
The fitness evaluation is performed on each individual. Since 
these processes can be executed independently without interme-
diate value sharing, they are fully parallelizable. We designed 
fragment shaders for the fitness evaluation functions. Since we 
are dealing with the cost minimization functions, the fitness 
functions are transformed from objective functions as state in 
equation 4.2. We render a traditional rectangle with size w x h 
using 3D API. The graphics pipeline then tessellates the rec-
tangle into / i fragments. Each fragment then undergoes the 
fragment shader. Prom users point of view, each fragment is 
served by one processor simultaneously. This is similar to the 
fine-grained parallel model with the only difference that there 
is no l imitation on distance of communication between individ-
uals. Fig. 4.3 illustrates the evaluation shader graphically. The 
input of the shader program is the texture containing the chro-
mosomes stated as section 4.3, while output is the fitness values 
of the population. Recall that the individuals are broken down 
into quadruples and stored in the tiles within the textures. The 
evaluation shader hence looks up the corresponding quadruple 
in each tile during the evaluation. 
On the GPU, the output of fragment processors is writ ten 
to the frame buffer. We can consider the frame buffer is a two-
dimensional array which contents cannot be read directly. There 
are two ways to get the contents of frame buffer: Direct Readback 
and Render To Texture (RTT). Direct readback requires data 
to be transferred from GPU memory to main memory, while 
RTT techniques use a texture as a frame buffer. The difference 
between the two methods is that direct readback allows CPU to 
read the results while RTT allows only GPU to read the results. 
Apart from that, RTT's performance is much better than direct 
readback. The fitness values are output using RTT technique 
to an output texture of size w x h, instead of x 2h, because 
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each individual only returns a single value. 
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Figure 4.3: The shader for fitness evaluation. 
4.5 Mutation 
4.5.1 Introduct ion 
Mutat ion is severed as a transition operator. In biological point 
of view, mutation refers to the alteration of a segment of DNA, 
the carrier of genetic information. Simply speaking, mutation 
for EP is to introduce some "noise" to the information carrier, 
chromosome, in order to explore the solution domain which is 
not yet reached. Fig. 4.4 graphically shows a mutation process. 
I t should be noticed that some of the genes within the chromo-
some may not be mutated. I t is crucial that the mutated chro-
mosome preserves some of the genetic features from its original 
form. There are several variants of the mutation operator, they 
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Locat ion 
(Locus) 
1 2 3 4 5 
1.1 5 . 8 1 2 . 9 4 2 . 0 1 4 . 8 Chromosome 
^ ^ Mutation 
I 1 .1〔6.1〕— ]—27^ .艳.0爾—R:—8——I Mutated Chromosome 
、、 / \ / \ / 
\ / 
Mutated genes 
Figure 4.4: Concept of mutation. 
are strong form and weak form. I n the s t rong fo rm, t he posi-
t ion (loucs) selected for mutation changes its value, while in weak 
form, they change the value wi th a certain probability. There 
are one-position-mutation operator and all-positions-mutation 
operator. For one-position-mutation operator, only a single gene 
wi th in the chromosome are selected for mutation, usually it is 
assumed that all genes have the same mutation probability. 
x' 二 Mone(壬)=Mone{XuX2,…工“ = (XuX2,…，：^“ ...,Xk) 
(4.5) 
where x[ is a random value from the domain of i"】parameter. 
The position i is selected in a uniform random manner. 
For all-positions-mutation operator, we assume all the compo-
nents of the chromosome permutated in a similar fashion. For 
example, 
X' = Maii{X) = MAii{xuX2,...,Xk) = 0;，4，…，4) (4-6) 
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where the transition from Xi x[ are the same for i = 1，2，…k. 
Parallel EP algorithms usually adopt the all-positions-mutation 
operator as the mutation of each gene can be performed paral-
lelly wi th the same operations. 
4.5.2 Self Adaptive Muta t ion Operators 
Same as many optimization algorithms, EP relies on control-
ling parameters. One of the parameters is mutation size (the 
step size). Back et al. [33] described a Gaussain Evolutionary 
Programming (GEP) algorithm for adaptive mutation control. 
Each individual Xi is associated with a control vector rji is a 
vector wi th the same size as Xi which contains Gaussian random 
variables. After the mutation, an offspring (x-, iJl) is produced. 
Following shows the process of mutation. 
= ( 4 . 7 ) 
v'iU) = mU) exp(7'7V(0，1) + 调 { 0 , 1 ) ) (4.8) 
where j = 0 , 1 , / c , 1) denotes a normally distributed ran-
dom variable. N j i f i , 1) denotes a random number generated 
anew. Factor 7 and 7' are commonly set to (乂而 and 
Xin and Yong [42] proposed to use Cauchy mutation operator 
which replaces Equation 4.7 by 
工‘人 j ) = + mU^Ci (4.9) 
where Q, denotes a standard Cauchy random variable. 
The one-dimension Cauchy distribution function is 
1 1 X 
F 制 二；; + — arctan - (4.10) 
2 7T t 
where 力〉0 is a scale parameter. 
EP using Cauchy mutation operator is called Cauchy Evolution-
ary Programming (CEP). The shape of Cauchy density function 
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is similar to Gaussian density function but it approaches the axis 
slowly, such that an expectation does not exists, i.e. i t has an 
infinity variance. Research [42] stated that Cauchy mutation 
operator performs better on multi-modal functions while GEP 
outperforms CEP for simple problems. 
4.5.3 Mu ta t i on on G P U 
We employ all-positions mutation operator in strong form wi th 
Cauchy random variables for the sake of self adaptive and fast 
convergence. To accomplish the mutation process in GPU, we 
designed two fragment shaders, one for computing x ' and the 
other for i f . Fig. 4.5 illustrates these two shaders graphically. ‘ 
The Xi and fjl are stored in two input textures while the offspring 
are generated and written to two output textures and rf/. One 
fragment shader is responsible for computing while the other 丨 
is responsible for i f / . Besides, we also need three input textures 
of random numbers. • 
Parent texture Uniform random Uniform random | Unirorni random Parent texture Parent texture 
vi part texture 1 texture 2 | texture 3 A^-part ig-parj 
• � _ � _ � � 
<\ J 厂， ,0 /A 
• tt vw ii …，】Y,.•丨口 » Us • •丫 / , 7 产 • 
： \\\、 ，1CDF transform % ICDF transform •: I :• Caucliy transform / / / X ！ 
i ^ m m Mm\\\mmmJ/ \ . 
:Kra«ineiUShadfr V、、^  jl ： ‘ ： f l / Fragment Shader： 
I ~ 〜 4 y i ‘ i V L s — j 
i c ^ 一 ( 7 k 軌 I ！ i 、 丨 u f “ 丨 U K ) i / 
:••. • " . • • _ • " _ • • • • • • " • ••.••• ; : • . . " • : : • • 『 : 
Offspring j H f M f f B I Offspring 
Mutation of »)-part - .^part P H ^ B ^ I '蒙...[P…..M l A-part Mutation of je-part 
Figure 4.5: The two fragment shaders for mutation process. 
Mutat ion requires normally distributed random variables. Un-
fortunately, current GPU is not equipped wi th random number 
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generator. Hence the random numbers needed to be generated 
by CPU and fed to GPU in form of input textures. We di-
vide the process of random number generation into two steps. 
Firstly, CPU generates random variables wi th uniform distri-
bution. This is a sequential process. The generated random 
numbers are fed to GPU via input textures. Then, inside the 
fragment shaders, GPU converts them from uniform distribution 
to Gaussian distribution (77-part) or Cauchy distribution(a;-part) 
in parallel. 
Traditionally, the well-known Box-Miiller transformation [16 
is used for transforming random numbers of uniformly distribu-
t ion to normal distribution. The polar form of Box-Muller trans-
formation algorithm provides even faster and more robust solu-
t ion [9]. However, the number of iterations in Box-Muller trans-
formation depends on the data values. Such data-dependent 
looping is undesirable for SIMD-based GPU, as various proces-
sors execute different numbers of iterations. Instead of using 
Box-Muller transformation, we employ the direct inverse cumu-
lative normal distribution function (ICDF) as show in Fig.4.15 
as it does not require looping. I t trades accuracy for speed. The 
algorithm uses minimax approximation and the error introduced 
is relatively litt le. Our experiment shows that GPU implemen-
tat ion of ICDF is 2 times faster than CPU implementation of 
ICDF. ICDF on GPU is even more than 4 times faster than 
Box-Muller transformation on CPU. Cauchy transformation is 
relatively easy to achieve. The following shows the transforma-
t ion from uniform variable to Cauchy random variable. 
C(x) 二 tan((:z; — 0.5) * 7r)t (4.11) 
where x is a uniform random variable and t > 0 is the scale 
parameter. 
The offsprings produced wil l undergoes fitness value evalu-
ation before entering the stage of selection as discussed in the 
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Box-Muller Transformation 
00 float nl,n2,w, gl, g2 
01 REPEAT 
02 nl = 2.0 * A/^ ) — 1.0 
03 n2 = 2.0 * N Q — 1.0 
04 w = nl^ + n22 
05 UNTIL (w > 1.0) 
06 w = y^—2.0 * 111 {w)/w, 
07 gl = nl * w; 
08 g2 = n2 * w; 
09 return 
N{) generates a uniform distributed random number from 0.0 to 1.0 
Figure 4.6: Pseudo code of Box-Muller transformation 
following chapter. 
4.6 Selection for Replacement 
4.6.1 Introduct ion 
Aim at focusing the search process on the most promising re-
gions, selection for replacing individuals should be performed. 
This selection task decides whether an individual should be kept 
in the population or replaced. There are some important issues 
that selection should be taken care. First, the selection need 
to provide higher chances of survival for the fittest individuals. 
Second, the selection need to preserve the population diversity 
such that all the population covers all the promising search re-
gions. 
4.6.2 Classification of Selection Operator 
Selection takes place in the union of parent and offspring popu-
lations, and the individuals for formation of next generation is 
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picked out. There are several ways to implement the selection 
operator. The major strategies are elitist and pure. These two 
strategies have one common point is both of them use a uniform 
measurement metric for comparing individuals. In the single 
objective problem, the metric is the fitness value. Thus, the 
fitness value of offspring should be evaluated. In elitist strat-
egy, the portion of the best individuals of each generation are 
kept. This portion ratio is named as replacement rate. For pure 
selection strategy, all members of a population are allowed to 
be selected according to a pre-defined stochastic mechanism. I t 
is possible that some individuals that are not as fit as others 丨 
which are remained, while some individuals with higher fitness 
value are discarded. This is the trade off between convergence 
rate and solution quality. Premature convergence is the phe-
nomenon that the highly fitted (but not optimal) individuals 
rapidly come to dominate the population which causes it con-
verge to the local optimum point. However, there is stil l no 
conclusion that which selection operator performs better. ：' 
！ 
4.6.3 q -Tournament Selection 
For parallel implementation of EP, tournament selection is the 
most suitable one. Tournament selection is a kind of pure selec-
tion operator as discussed before. In the (/-tournament method, 丨： 
•J 
for each individual x in the population, a group of q individuals 
is randomly chosen from the population. The number q thus 
is called the tournament size. As a tournament result, a score 
is assigned to x. The score is a natural number between 0 and 
q which is representing how well the individual x is. Fig. 4.7 
shows the process of our (/-tournament selection. 
I t is noticed that we kept jj, (original population size) individ-
uals after the selection process in order to maintain a fixed pop-
ulation size. The first stage of selection, that is the competition 
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1. For each individual over the union of parents (xi, ffi) and offspring 
(《,./%'), i = 1 , . . . ,/、q opponents are chosen randomly from the union 
for comparisons. For each pairwise comparison, if the individual's fitness 
is better than or equal to that of the opponent, it receives a "win". 
2. Select [i individuals out of {xi, i f j ) and (£/, 7f/), i = 1,..., /^i, that receive 
more win's to be parents of next generation. 
Figure 4.7: Psuedocode of g-touriiamerit Selection 
is performed either on GPU or CPU. For GPU implementation, 
q textures of random values have to be generated by CPU and 
loaded to GPU memory in each evolution. On the other hand, 
for CPU implementation, only the fitness textures of both par-
ent and offspring population is transferred from GPU memory 
to main memory. The final result of selected individuals is then 
transferred back to GPU memory. 
I t seems that GPU implementation should be faster than the 
CPU one, as it parallelizes the competition. However, our ex-
periments show that using GPU to implement the competition 
is slower than that of using CPU. The major bottleneck of GPU 
implementation is the transferral of q textures towards the GPU 
memory. I t evidences the limitation of slow data transfer of 
current GPU. As the competition does not involve any time-
coiisuniing fitness evaluation (it only involves fitness compari-
son), the gain of parallelization does not compensate the loss 
due to data transfer. The data transfer rate is expected to be 
significantly improved by the future GPU. 
4.6.4 Median Searching 
After the competition process, selection is performed based on 
the win values. I t selects the best // individuals which have the 
highest win values and assigns them as the parents for the next 
generation. After the 2fi individuals is sorted in descending 
order according to the win values, the first // individuals are 
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then selected. For large population size, the sorting time is 
unbearably slow even using a 0{N\og{N)) sorting algorithm. 
Note that our goal is to pick the best // individuals, instead 
of sorting the individuals. These two goals are different. We can 
pick the best // individuals without sorting them if we know the 
median win value. The trick is to find the median without any 
sorting. 
( D ⑦ ⑦ ⑩ ⑨ ⑦ ③ ⑩ ⑩ 
J — OoiuUing 
V 
''2、 ，3、 
, i 2 、 h i m 
'0. ¥ ¥ m 
L~J I I t、： l K '1 BHQ I 
Bins ol value 0 1 2 3 4 5 
r \ 
Cumulative _ / ^ \ i p l i ^ l 
Values 0 1 2 3 / 4 5 
w 
med i a n 
Figure 4.8: Running example of median picking algorithm. 
Median searching has been well studied. Floyd and Rivest [37 
proposed a complex partition-and-conquer linear time algorithm. 
When a valid range of values is known and countable, median 
searching can be performed easily. To illustrate this idea, a run-
ning example is shown in Fig. 4.8. Suppose we have = 9 values 
(top of Fig. 4.8) and the valid range of value is an integer within 
0, q] where g = 5 in our example. Now, we construct g + 1 = 6 
C H A P T E R . 4. EVOLUTIONARY PROGRAMMING ON GPU 43 
bins as shown in the middle of Fig. 4.8. Therefore, in a linear 
time, we scan through all 9 values and form a histogram which 
show a count of each valid value (bin). Then we compute the cu-
mulative distribution function (bottom part of Fig. 4.8) based 
on the histogram. The median is the value whose cumulated 
sum exceeds half of the number of the elements, i.e. / i /2 = 4.5. 
In our example, value 3 is the median. Both the construction 
of histogram and cumulative distributed function are linear in 
time. Therefore, we can find the median in linear time with-
out sorting. Once the median is known, we can scan through 
the fitness values of all individuals and select those wi th fitness 
r 
values below or equal to the median. The process stops once [jl ; 
individuals are selected. 
i 
4.6.5 Min imiz ing Data Transfer 
To minimize the data transfer between the memory on GPU and 
the main memory, an index array storing the offset of each indi- ,‘: 
vidual in the textures is constructed before the selection. During f 
the selection, we only record the index of the selected individ-
uals, instead of the whole individuals (all genomes). The index 
array is then loaded to GPU in form of a texture. The actual 
individual replacement takes place on GPU based on the index 
texture. The final result is rendered to a texture which stores 
the individuals of the new generation. Wi th this approach, the 
textures of individuals are always retained in the GPU mem- / 
ory. These textures of individuals are never transferred to the 
main memory during the evolution, until the final generation 
is obtained. Only fitness textures, random textures and index 
textures are transferred between GPU and CPU during the evo-
lution. Since the fitness, random and index textures are smaller 
than the textures of individuals, this indexing approach mini-
mizes the data transfer and improves the performance signifi-
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Test Functions N S 
fi : Er=i ^(-100,100)" 
32(-100,100)" 
/3 : - + (Xi - 1)2} i2 (-30，30)汉 
A = 32(-500,500)" 
fa ： - 10cos(27ra:i) + 10} 32(-5.12,5.12)" 
Table 4.1: The set of test functions. N is the number of variables arid S 
indicates the ranges of the variables. 
cantly. 
4.7 Experimental Results 
We applied EP w i th Cauchy distr ibution to a set of benchmark 
opt imizat ion problems. Table 4.1 summarizes the benchmark 
functions, the number of variables and the search ranges. We 
conducted the experiments for 20 trials on both CPU and GPU. 
The average performance is measured. The experiment test bed 
was an Pentium IV 2.4 GHz wi th AGP 4X enabled consumer-
level GeForce 6800 Ul t ra display card, w i th 512 M B main mem-
ory and 256 M B GPU memory. The following parameters were 
used in the experiments: 
• populat ion size: /x = 400, 800，3200, 6400 
• tournament size: q = 10 
• standard deviation: a = 1.0 
• maximum number of generation: G = 2000 
Fig. 4.11 shows, by generation, the average fitness value of 
the best solutions found by our GPU approach w i th various pop-
ulat ion sizes in 20 trials. I t is found that better solutions can be 
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obtained for all functions if a larger population size is used. This 
phenomenon can be explained as if more search points are avail-
able in a larger population, the EP is less likely to be trapped 
in local minimum. 
However, EP wi th a larger population size wil l take longer 
execution time. Fig. 4.12 displays, by generation, the average 
execution time of the GPU and CPU approaches with different 
population sizes. Prom the graph, the execution time increases 
w i th the population size. However, our GPU approach is more 
efficient than the CPU implementation because the execution 
time of the former is much less than that of the latter if the 
population size reaches 800. Moreover, the efficiency leap be-
comes larger when the population size increases. 
The ratios of the average execution time of the GPU (CPU) 
approach wi th population sizes of 800, 3200, and 6400 to that of 
the corresponding approach wi th population size of 400 are sum-
marized in Table 4.2. I t is interesting to notice that, the CPU 
approach shows a linear relation between the number of individ-
uals and the execution time, while our GPU approach shows a 
sub-linear relation. For example, our GPU approach with popu-
lation sizes of 400 and 800 take about the same execution time. 
Moreover, the execution time of our approach wi th population 
size of 6400 is about 3 times of that wi th population size of 400. 
Definitely, this is an advantage when huge population sizes are 
required in the real-life applications. 
To study this phenomenon of our approach, the average exe-
cution t ime of different types of operations of the GPU (CPU) 
approach for the test function /s are presented in Table 4.3. I t 
shows that the fitness evaluation time of our GPU approach wi th 
different population sizes are about the same, because all indi-
viduals are evaluated in parallel. Moreover, the mutation time 
does not increase proportionally wi th the number of individuals, 
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GPU CPU 
fi h h U h fi h h U /s 
800 1.00 1.00 1.00 1.00 1.00 ~2.01 2.02 2l)2 2 m 
3200 2.02 2.02 2.02 2.02 2.02 "1.30 8.24 8A2 ^ 
6400 3.11 3.09 3.04 3.05 3.05 16.57 16.45 16.75 16.40 16.53 
Table 4.2: The ratios of the average execution time of the GPU (CPU) 
approach with different population sizes to that with population size of 400. 
H type competitioi speed- fitness speed- mutation speed- total spced-
& sclcc- up cvalua- up time up time up 
tion time tion time (sec) (sec) 
(see) (sec) 
4 0 0 C P U 3.32 0.80 7.28 0.28 16.19 26.79 
GPU 4.14 26.46 2.19 32.79 
8 0 0 C P U 6.70 0.91 14.86 0.68 32.49 54.05 L ^ 
GPU 7.33 2 1 ^ ^ 
3200 CPU 28.26 1.06 60.25 2.31 133.52 222.03 3.35 
GPU 26.72 26.12 13.46 66.30 
G400 CPU 56.69 1.08 118.91 5.41 267.30 10.44 442.95 
GPU 52.57 21.96 100.25 
Table 4.3: Experimental result summary of f^. 
because the mutation operations are also executed in parallel i. 
Similar results are also obtained for other test functions. Ta-
ble 4.4 displays the speed-ups of our GPU approach wi th the 
CPU approach. The speed-ups depend on the population size 
and the problem complexity. Generally, GPU outperforms CPU 
when the population size is larger than or equal to 800. The 
speed-up ranges from about 1.25 to about 5.02. For compli-
cated problems that require huge population sizes, we expect 
that GPU can achieve even better performance gain. 
iTlie mutation time increases with the number of individuals, because our GPU ap-
proach requires a number of random numbers generated by CPU. 
fi h h h h 
400 0.62 0.85 0.62 0.93 ~082 
800 1.25 ^ ^ 1.88 1.65 
3200 2.55 3.45 2.57 3.74 
6400 3.31 ^ ^ 5.02 4.42 
Table 4.4: The speed-up of the GPU approach. 
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Fig 4.13 displays the relation between the average fitness 
value of the best solutions and the average execution time. These 
curves can be interpreted as the time is needed to achieve the 
average fitness value. In general, EP with small population sizes 
can get good solutions in short runs. However, for long runs, 
EP wi th large population sizes always guarantee better solutions 
while EP wi th small population sizes wi l l saturate at some sub-
optimal positions. From the curves, GPU outperforms CPU at 
long runs (i.e. around 60 seconds). The execution time of GPU 
w i th large population sizes is approximately the same as that 
of CPU wi th small population sizes, while the former can find 
better solutions. 
As we described in previous chapter, we identified that ran-
dom number generator on GPU is not satisfactory for perform-
ing precise scientific calculations even it gives a faster running 
time. To show it, we implemented well-known Linear Conjugate 
Generator(LCG) method to generate random numbers. The 
LCG algorithm is shown below: 
Xi+i = (axi + b) mod c (4.12) 
where Xq is called the seed. To achieve good quality, a and c 
should be set as a large prime number. Since GPU currently 
only support floating point operation without real integer arith-
metics. Modulation operation on large prime number is not 
possible. That 's why this method stil l can't generate high qual-
i ty solution as the software one. Fig. 4.14 shows the comparison 
of the test functions using tradit ional random number generator 
and the LCG method. The figures show the minimum fitness 
value versus generation. Prom which, we can see the traditional 
random number approach always get better solution than the 
LCG one. Moreover, the LCG method may not guarantee for 
the convergence due to the short cycle of random numbers gen-
erated. 
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4.7.1 Visualization 
As GPU is designed for displaying, all on-board textures can be 
tr ivial ly visualized in real-time without much additional cost. 
Such visualization allows users to instantly observe individu-
als of the current generation. We designed two visualization 
schemes, namely gene-convergence and fi.tness-convergence. 
Recall that individuals are broken down into quadruples of 
genes (Fig. 4.2) and stored in g,b,a). By mapping the min-
imum and maximum genes values (alles) to [0, 255] (8-bit inte-
ger) , w e can regard the alles in each quadruple as a color and 
output to the screen. In other words, we visualize the genes 
map (Fig. 4.2). At the beginning of the evolution, the alles 
are basically random and hence displayed as a noise image in 
Fig. 4.9(a). As the population converges, the color of each tile 
becomes less noisy and converges to a single color. In fact, the 
actual color of each tile does not matter. The most important 
observation to aware is the apparentness of boundaries between 
two consecutive tiles, as different genes may converge to differ-
ent values. Fig. 4.9(a)-(d) show the gene-convergence map at 
iterations 100, 500, 1000, and 2000 respectively (The bound-
aries are more apparent when observed on screen with 
colors). Therefore, it is a useful indicator of convergence is the 
apparentness of the tile boundaries. 
• ••國 
(a) 100 (b) 500 (c) 1000 (d) 2000 
Figure 4.9: Four snapshots of gene-convergence visualization. 
The fitness-convergence visualization schcme is more tradi-
tional. In our fitness evaluation, we obtain a texture of fitness 
values. This texture is to the screen for inspection. Again, we 
map the fitness values to a range of color values for visualization 
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using simple shader program. As all of our test functions are 
minimizat ion problems, we map the minimum (0) and maximum 
fitness values to [0，255] gray levels for visualization. Fig. 4.10 
shows 4 snapshots of fitness values during the evolution. Simi-
larly, the first snapshot shows the randomness (noisiness) when 
the evolution begins. As the evolution continues, the fitness 
image converges to a less noisy image. mmmm 
(a) 100 (b) 500 (c) 1000 (d) 2000 
Figure 4.10: Four snapshots of fitness-convergence visualization. 
4.8 Summary 
We designed algorithm and tricks to allow EP runs on GPU. 
Our implementation break down the EP algorithm into mod-
ules, and let GPU performs parallel computation on certain 
modules. Fragmentation — and — tiling data organization tech-
nique has been proposed for scalability. The parallel EP is a 
hybr id approach that combines master-slave and fine-grained 
models. Competi t ion and selection are performed on CPU (i.e. 
the master) while fitness evaluation, mutation, and reproduction 
are performed by GPU which is essentially a massively parallel 
machinc w i th shared memory. Unlike other fine-grained parallel 
computers such as Maspar, GPU allows processors to commu-
riicatc w i th any other processors directly, thus fine-grained EP 
can be implemented on GPU wi th more flexibility. We have per-
formed experiments to compare our parallel EP on GPU and an 
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ordinary EP on CPU. I t is found that the speed-up factor of our 
parallel EP ranges from 1.25 to 5.02, when the population size 
is large enough. Moreover, there is a sub-linear relation between 
the population size and the execution time. Thus, our parallel 
EP is powerful for solving difficult problems that require huge 
population sizes. 
• End of chapter. 
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Figure 4.11: Fitness value of the best solution found by the GPU approach 
for function f i - f^. The results were averaged over 20 independent trials. 
(a)-(e) correspond to functions j\ - /s respectively. 
C H A P T E R . 4. EVOLUTIONARY PROGRAMMING ON GPU 52 
Tim® v» Ganeradon T«ne vs Genertfion 3S0! 1 1 1 I . —1 3S0| , , , , 1 ？.丨 • I 
, I GPU400 . / ] - * • • GPU400 
1 — GPU WO / — G P U 800 
I GPU 3200 / GPU 3200 
M O , GPU 6400 v m . y GPU MOO 「 Sofl¥<M«)0 / 
— Sof tw jwMO / SoftwarafiOO 
I Software 3200 / - v Software 3200 
‘ ^ ^ S o f t w v 6400 / + Soft ware 6400 
， — “ / — 
一 200j" / 1 —200 y 
M 丨：丨 /z -
^ ‘ 200 400 600 iS iooo~1200~UOO~1600IMO2000 ^ 200 m ^ iJSS1200~1400~1600 W ^ G«n*r«M3n Gen«raUon 
⑷ （b) Time vt. G«n«ration Time vi. Generation 3501 1 1 ！ 1 1——• 1 —1 350| 1 1 1 1 -I . 卞 I I rri 
丨 GPU400 ‘ / 令 GPU 400 
I — GPU 600 / — GPU 800 j — GPU3200 / 千 GPU3200 
v « - ^ 0 ^ 6400 , 0 0 . / - A - G P U 6400 
鄉 - ^ S o l t w a r i 4 0 0 咖 / + Soft 袖 r•咖 
I SoftwveSOO J 一 S o f t嫌 800 
I So t twM 3200 / ^ Software 3200 I V Softwafe6400 / Software 6400 
1 / 尸 / ^ 
• / • 一 200- jS ^ 
200 4M iS ^ i m I M ~ i i o o i S w ^ 0 200 400 600 800 1000 1200 1400 1600 1800 2000 Gtn«ntK)n Generation 
(c) (d) 
Jrrm v«.G«n«nlion 150, ‘ 1 VI I zn J • OPU400 
i / — GPU MO 
/ 一 GPU 3200 
m o L / GPU MOO ^ f Z • Software 400 
I / SoftwM 800 I / Softw«ra3200 
r 令 Software 6400 250 卜 Z 
〔；/z, 
卞 20  40  SS iwo^20014001600 Soo G«naration 
(e) 
Figure 4.12: Execution time of the GPU and CPU approaches for functions 
-/s. The results were averaged over 20 independent trials, (a)-(e) correspond 
to functions f i - /s respectively. 
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Figure 4.13: Fitness time graphs for functions f i - fs- The results were 
averaged over 20 independent trials, (a)-(e) correspond to functions j\ -九 
respectively. 
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Figure 4.14: Comparison of fitness value of the best solution found by the tra-
ditional random number and linear conjugate on GPU approach for function 
/ i - h . trials. 
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Inverse cumulative normal distribution function 
00 Function ICDF(p) 
01 v41 = -3.969683028665376e + 01 
02 A2 = 2.2094609842452056 + 02 
03 yl3 二 -2.759285104469687e + 02 
04 .44 = 1.383577518672690e + 02 
05 = -3.066479806614716e + 01 
06 A6 = 2.506628277459239e + 00 
07 B l = -5.447609879822406e + 01 
08 B2 = 1.615858368580409e + 02 
09 D3 = -1.556989798598866e + 02 
10 D4 = 6.680131188771972e + 01 
11 D5 = -1.328068155288572e + 01 
12 CI = -7.784894002430293e - 03 
13 C2 = -3.223964580411365e 一 01 
14 C3 = -2.400758277161838e + 00 
15 C4 = -2.549732539343734e + 00 
16 Cb= 4.374664141464968e + 00 
17 C6 = 2.938163982698783e + 00 
18 Dl = 7.784695709041462e - 03 
19 D2 = 3.224671290700398e - 01 
20 D3 = 2.445134137142996e + 00 
21 D4 = 3.754408661907416e + 00 
22 i ^LOH/二 0.02425 
23 PHIGH = 0.97575 
24 long double x\ 
25 long double q,r,u,e\ 
26 if ((0 < p) k (p < PLOW)) 
27 q = sJ-2*log{p)] 
X = ((( ( (CI * g + C2) " + C3) * g + (74) * g + C5) * g + C6)/ 
( ( ( (D l * (J + ^ 2 ) * + DS) * (/ + D4) * g + 1); 
28 else if ( (PLOH^ <= p) & {p <= PHIGH)) 
29 q = p- 0.5; 
30 r = q * q; 
31 x- = {{{((Al * r + yl2) * r + A3) * r + A4) * r + 45) * r + AQ) * q/ 
(({((Bl * r + i?2) * r + D3) * r + DA) * r + B5) * r + 1); 
32 else if {{PHIGH < p) k {p < 1)) 
33 q = sJ-2^log(l-p) 
34 x = - ( ( ( ( (C I * g + C2) * g + C3) * g + CA) " + C"5) " + C6)/ 
( ( ( (D l * g + D2) * g + DS) * g + JC>4) * g + 1); 
35 return x\ 
Figure 4.15: Pseudo code of Inverse cumulative normal distribution function 
Chapter 5 
Genetic Algorithm on GPU 
5.1 Introduction 
Genetic Algor i thm (GA) is another branch of evolutionary com-
putation. Like EP, GA is also a model of machine learning 
which derives its behavior from a metaphor of evolution in na-
ture. However, there are at least two important ways that make 
GA differs from EP [5]. First, typical GA involves encoding the 
problem as a string of representative tokens. Bitwise encoding 
is usually applied; genetic operators are applied on the encoded 
chromosome. Thus, an encoding and decoding schema should 
be defined. Nevertheless, real-values encoding is now in common 
for GA, thus the representation difference becomes a historical 
difference between GA and EP. Another major difference is the 
Evolutionary Operators (EVOPs). EP uses only mutation oper-
ator which simply changes the aspect of the solution according 
to a statistical distribution. GA adopts the use of recombina-
t ion operator (crossover) and mutation operator as EVOPs. As 
the new recombination operator is introduced, the underlying 
selection mechanism should be modified accordingly. Although 
EP is more GPU friendly, the evidence of high-quality solutions 
achieved by applying GA onto many practical problems makes 
i t to be an important issue for further investigation [44] [19 . 
56 
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5.2 Canonical Genetic Algorithm 
1. Set t = 0 
2. Initialize a chromosome population P(t) with population size fi. 
Each chromosome represents a real vector Xi contains k independent 
variables, 
i.e. Xi = {:ci(l),...，Xi{k)} 
3. Evaluate P{t) by using a fitness measure based on the objective 
function to be optimized. 
4. Return solution if termination condition is satisfied, else go to step 
5 
5. For each individual i in denoted by P/ , where i = 1,..., /a, 
select two parents Pparentii and Pparenti2 from P{t) using tournament 
selection. 
6. For each 尸/，recombine Plarentii and Plarenti2 using single point 
crossover producing offspring Pf^  and 
7. Mutate chromosomes in P^ forming population P^. 
Mutation is achieved by using Caucliy Density Function 
8. Evaluate the fitness of population 
9. For each individual i in P(t), compare P/ , Ffi and Ff〗, the one with 
highest fitiiesa will becomes individual i forming P{t + 1) 
10. t = t + 1 
11. Go to step 4. 
Above algorithm shows the canonical GA we implemented. 
From the pseudo-code, GA is similar to EP except steps five, 
six and nine. Steps 5 and 6 represent the paradigm of the GA, 
the parent selection and the crossover genetic operator. While 
step 9 represents the replacement scheme tailor for parallel GA. 
Other steps are the same as EP we previously described, so we 
wi l l focus on the parent selection, crossover and the replacement 
scheme in this chapter. 
5.2.1 Parent Selection 
Parent selection works as an analogy of selection operator in 
EP. In EP, selection is done by using tournament competition 
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between individuals, which exists in form of the union of par-
ent and offspring population. The goal of selection operator is 
to make EP keep searching on the most promising solution re-
gion (s). In the tournament selection, only chromosomes wi th 
more than medium quality (see chapter 4, section 4.6) alive. Al-
though there is sti l l selection operator in GA, the responsibility 
to keep potential solution relies on the parent seeking mecha-
nism. In other words, parent seeking allows good solutions hav-
ing higher chances to reproduce themselves, such that searching 
wi l l mainly involved in finest regions. 
Selection refers to the process how an individual being se-
lected as an parent to reproduce offspring. The selection op-
erators wi th in Genetic Algori thm is not specific, however the 
fitness of an individual usually induces a probability being se-
lected. The proportional selection algorithm includes roulette, 
truncation selection and stochastic tournament [17]. Stochas-
t ic tournament is chosen because of the following reasons. Firstly, 
i t requires no statical operation on the whole population while 
i t is needed for the roulette and truncation method. Secondly, 
i t is generally think that tournament selection yields a better 
result of large population. Thus, tournament selection tends to 
be the mainstream selection strategy. 
We adopt the local tournament selection method. For each 
chromosome £ “ two groups of q individuals is randomly chosen 
from the population. The number q is the tournament size. The 
twos wi th the best fitness values within the two groups wil l be 
selected as the parents of Xi and crossover and mutation. The 
problem is how we sample the individuals for the tournament 
group from the population. Usually this sampling is achieved 
by uniform random pick up from the whole population, and this 
refers to the global exploit. According to [2], the tournament 
size q of small population < 500) should be set at about five 
percents to ten per cents of the population size, i.e. for a pop-
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Illation size of 100, a minimum tournament size of 5 should be 
set. For larger population, this criteria can be loosen. However, 
the tournament size stil l need to be kept at a certain l imit, i.e. 
q > 20. GPU lacks the power of generating random number. For 
this kind of operation, a large texture containing random num-
bers should be transferred from main memory to GPU memory. 
In this specific problem, fi x q x 2 random variables should be 
transferred to GPU memory. Due to the memory bandwidth 
l imit , this requires considerably a huge amount of time. In tradi-
tional fine-grained computing model, each individual may access 
all its local neighbor and pick the best two to be the parents. 
This approach solves the problem of random number transfer-
ring problem as it is an deterministic method. However, this 
also imposes l imitation that may leads to slow convergence. We 
proposed a pseudo-deterministic model for balancing the num-
ber of random number transfer while enhancing the exploit of 
global information. Since we place the fitness values in from of 
a texture, thus there is an unique address of (a^, Pi) fitness value 
for each chromosome Xi where x w Pi = i. 
Fig. 5.1 shows the comparison between the global, local and 
our pseudo-deterministic approach of selecting one parent. And 
Fig. 5.2 shows the final address of parents selected for each chro-
mosome. We use the graph of global random approach as an ref-
erence, the noise-like pattern shows that the resulting address is 
purely random. The local mate seeking approach shows a trend 
of similar pattern between the chromosome, the graph displayed 
is an gratitude change of color. For the pseudo-deterministic ap-
proach, the graph displayed is mainly in a high level of random 
though there is some self similar pattern exists. For the tourna-
ment size of q, the pseudo-deterministic approach requires only 
q X 2 random numbers transferred from main memory to GPU 
memory comparing with the ^ x g x 2 for the global random 
approach. Prom the experiments, when q is large enough, i.e. 
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For EACH individual i For ALL individual i 
BEGIN BEGIN 
random pick an address (a-Vanrf, Vrand) parenti = {oci + I, Pi) 
parenti = {xmnd, Vrand) For j = 1 to q-1 
For j = 1 to <7 - 1 BEGIN 
BEGIN if (fitness[(af + j , P)] < fitness [parenti]) 
random pick an address (xrandi Vrand) parenti = (cvi + j , P) 
i f (f itness[(xranrf, yranrf)] < fitiiess[parenti]) E N D 




For ALL individual i 
BEGIN 
random pick an address {xmnd, ymnd) 
parenti = (cci + Xrand,Pi + Urand) 
For j = 1 to g — 1 
BEGIN 
random pick an address {Xrand, Vrand) 
if (fitness[parenti + {xrand, Vrand)] < fitness[paT'enti]) 




Figure 5.1: The three different selection algorithms, (a) Global selection, (b) 
Fiiie-graiiied local seeking, (c) Pseudo-deterministic seeking 
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q > 20, the result of pseudo-deterministic approach is compara-
ble to the global random approach wi th significant running time 
performance advantages. 
•國國 
(a) (b) (c) 
Figure 5.2: Figures of final bleeding mate address, (a) Global selection, (b) 
Fine-grained local mate seeking, (c) Pseudo-deterministic 
We implement our parent selection operator using a fragment 
shader. The input of the shader is the texture containing the 
fitness value of individuals, as well as 2 x ^ random numbers. 
Whi le the output of a fragment is the address of the breeding 
parents selected. Recall that output of a fragment can support 
up to four values, the address of the selected parent 1 is stored 
in (r, g) channel and the address of the parent 2 is stored in 
(6，a). Compare w i th the selection operator used in EP, the 
parent selection for GA gains advantage on the aspect of speed 
from parallel algorithm. EP requires fewer competitions but a 
sequential median picking. For our parallel GA parent selection 
approach, although more competitions are required, however, 
i t does not need a huge amount of random values transferal. 
Moreover, i t is important to notice that the whole process is 
solely executed on GPU without CPU intervention. The implicit 
parallelism gives a definitely advantage. 
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5.2.2 Crossover and Muta t ion 
Selection operator focus on the search on promising region of 
the solution space. However, it is not able to introduce new 
solution that does not appear in the immediate population. In 
order to escape from local optimal and introduce greater pop-
ulation diversity, recombination (crossover) and mutation op-
erators are introduced. There are several ways to implement 
the recombination operator, one of the most common way is 
single point crossover. For a chromosome Xi with k indepen-
dent variables, a cross over point L is an integer that between 
Q < L < k. Mathematically, single point cross over operator is 
define as the following function 
Consider two chromosome xi and Xmate-^  in this case C{xi^ Xmata)= 
—^ I 
where 
工 — 工 i ( l ) • • •工 i i ^L)工 rnate [L + 1) • • • 
i2 ~ ^7nate(l) . • • + 1) . •.工 
—• —• . • 
The two chromosomes 工〜丄 and x、。produced are called offsprings. 
Since crossover process requires only l itt le computer resources, it 
is not efficient to use a individual rendering pass to deal with it. 
To optimize the performance, we combined the process of recom-
bination and mutation into one. Fig. 5.3 graphically shows our 
shader implementation of recombination and mutation. Muta-
t ion is using Cauchy Mutation method stated in Chapter 4. For 
the shader, four textures of input is needed. The first one is the 
texture containing the chromosome of the population, which is 
used as the source of information carrier. The second one is the 
address texture returned from the parent selection shader. The 
th i rd one is the texture containing crossover positions of individ-
uals. While the last one is a texture containing random values 
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for Cauchy Mutation. In the shader program, each fragment 
acts as an tile of an individual, which grabs the corresponding 
parents tile according to the parent address texture. The two 
parents selected wil l undergo the process of crossover and mu-
tation, and finally two offspring are produced. Since we treat 
each fragment as an tile (containing four genes), and only one 
tile of an offspring can be output per fragment. Thus the frag-
ment shader should be executed twice in order to produce two 
offsprings per individual while having the role of parent 1 and 
parent 2 are swapped in the second run. 
Uni fonn runiluni Parent Address Cliroinosunic Uniform Random 
for iMutatfoii Texture Texture for Crossover 
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Figure 5.3: Shader for performing recombination and mutation 
5.2.3 Replacement 
Finally, we replace the population by comparing each individ-
ual wi th the two corresponding offsprings. The one having the 
best, fitness value replaces the individual. The GA continues 
to iterate unti l predefined criterion met. Unlike the sequential 
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Test Functions “ N S 
fi : E.li ^(-100,100)" 
^ = i2(-100,100)" 
h : E : ? “ ( ) O 0 r i + i -工?)2 + {xi - 1)2} 32 (-30,30广 
/ l ： i T (-500,500)^ 
h : - 10cos(27rxi) + 10} 3 2 ( - 5 . 1 2 , 5 . 1 2广 
Table 5.1: The set of test functions. N is the number of variables and S 
indicates the ranges of the variables. 
selection scheme used in EP, our GA use the fully parallel ap-
proach. I t should be important to notice that this replacement 
scheme is tailor made for the parent selection scheme stated 
above. The selection pressure is focused on the parent selection 
so that the replacement process can be simplified. The whole 
process of evolution is solely done within the GPU. The only 
data transferal between CPU and GPU are the random vari-
ables and crossover positions used in crossover and mutation, 
while there is no data download from GPU to CPU is needed. 
I t can be said that, the whole process if fully parallel, thus it 
gains the maximal benefit of the SIMD architecture. 
5.3 Experiment Results 
Our parallel GA is applied to the same set of benchmark op-
t imization problems described in chapter 4. The aim of the 
experiments is to show the performance difference of GA and 
EP using GPU. Table 5.1 shows the functions needed to be op-
timized. Fig. 5.4 shows the average fitness value against gen-
eration of each function. The result is averaged by 20 trails. 
As expected, larger population size yields faster convergence to-
wards better solution. I t is interesting to notice that GA con-
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GPU CPU 
fl h h h h fl h h U h 
400 10.96 10.72 10.75 10.66 10.75 12.07 ~T3.97 12.34~ 18.68 17.95 
800 14.36 14.52 14.43 14.39 14.14 24.58 ~28.28 2 5 . 0 ~ 37.12 ~ 36.29 
3200 ~37.35 37.3Q~ 37.53 37.39 ~37.54 101.86" 117.14 “ 103.96 150.77 147.77— 
6400 66.33 66.46 67.53 66.57 ~ 66.30 205.37 235.13 209.66" 304.14 297.78 
Table 5.2: Execution time for 2000 generations of function f i to f^ 
上 fl h h h h 
400 1.13 1.30 1.15 1.75 1.67 
800 1.71 1.95 2.52 
3200 2.71 3.14 — 2.77 “ 4.03 3.94 
6400 3.10 3.53 — 3.10 “ 4.57 4.50 
Table 5.3: Perfonnance leap ratio for 2000 generations of function f i to /s 
verges much faster than EP wi th the same population size and 
the same number of generation is used. This can be explained 
by the introduction of the new genetic operator: crossover oper-
ator. The recombination of good solutions eventually introduces 
better solution and leads to a fast convergence. 
Fig.5.5 shows the execution time of each function and Ta-
ble 5.2 summarizes the execution time for 2000 generations for 
both software and GPU approach. Prom the result, the GPU 
approach runs faster than software approach for all population 
size in all of the five functions. The ratio of performance leap 
is shown in Table 5.3. Prom the table, the ratio that GPU 
runs faster than software depends on the population size and 
objective function complexity. The larger the population size, 
GPU I CPU 
” fl h h U h fl h h h h 
800 1.34 1.35 1.34 1.35 "7.34 2.03 2.02 2.03 ~ 0 0 2.02 
3200 3.51 3.48 3.49 3.51 3.50 8.44 8.39 8.42 8.07 8.23 
6400 ^ ^ 6.24 "5.17 17 .d i~ 16.83 ~ 17.00 16.28 16.59 
Table 5.4: The ratios of the average execution time of the GPU (CPU) 
approach with different population sizes to that with population size of 400. 
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the bigger the advantage i t shows. And for more complex func-
tion, i.e. function that requires more mathematical computa-
tion, GPU shows more advantage in terms of execution time. 
Again, the ratio of execution time to population size (see Table 
5.4) exhibits the sub-linear relation for GPU approach, which is 
an definitely advantage for solving large and complex problems. 
I t is interesting to notice that, for the same function to op-
timize w i th the same population size, GA runs faster than EP. 
I t is because the parallel selection process of GA requires less 
t ime than the sequential selection process of EP, so this compen-
sates the additional time used in crossover operators. However, 
more important issue is that GPU approach has a greater per-
formance leap for parallel GA wi th compare to parallel EP for 
the same function wi th the same population size. At the first 
sight, EP is more GPU — friendly as it requires less rendering 
pass. However, due to the tailor made architecture, including 
the hybrid parent selection method and the correspondence re-
placement scheme, our GA does not require any data readback 
from GPU to CPU, yet giving a better performance. 
5.4 Summary 
Based on the idea used for implementing EP on GPU, we ex-
tended the idea and applied GA on GPU. Aiming for better 
performance, the parallel GA deploys a hybrid parent selec-
t ion scheme, which is a mixed version of global parent selection 
scheme and fiiie-graiiied local selection scheme. Wi th the cor-
respondence replacement scheme, our parallel GA requires min-
imal data transferral between CPU and GPU. We performed 
experiments to compare the parallel GA on GPU wi th the ordi-
nary software GA, as well as wi th parallel EP. I t is found that 
our parallel GA achieves a speed-up factor from 1.67 to 4.50 
when compare to ordinary GA approach. The sub-linear relation 
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between population size and execution time shows an evidence 
that our GA can handle the more complex problems. Finally, 
the comparison between parallel GA and parallel EP shows that 
the data transferral plays an important role for reducing running 
time, yet a better performance. By carefully design, GA can be 
efficiently runs on GPU without having much penalty for the 
l imitat ion of SIMD-based GPU. 
• End of chapter. 
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Figure 5.4: Fitness value of the best solution found by the GPU approach 
for function j\ - f^. The results were averaged over 20 independent trials. 
(a)-(e) correspond to functions / i - /s respectively. 
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Problems wi th multiple objectives arise in a natural fashion. Un-
like the single objective problems for EP and GA mentioned in 
previous chapters, Multi-Objective Problems (M〇Ps) present a 
possibly uncountable set of solutions. Special forms of evolution-
ary algorithm like Multi-Objective Genetic Algorithm (MOGA) 
10] [15] are arose to deal wi th these kind of problems. 
In daily life, one is confronted wi th multi-objective optimiza-
t ion problems. For example, buying things of good quality wi th 
low price. In this example, we are trying to optimize both the 
quality and price. These type of problems appear also in scien-
tific engineering and economic fields. The common part of these 
optimization problems is that both of them contain several op-
t imization criterions, which may or may not be conflicted wi th 
each others, to be considered. 
EC is considered to be one of the good choice of solving multi-
objective problems. Due to the population-based nature, a set 
of optimal solutions is kept which allows search for solutions in 
a single run. However, many traditional techniques developed 
for EC may not suitable for solving MOPs. In this chapter, we 
70 
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first provide a general overview of MOEC, and then how M〇GA 
implemented on GPU would be discussed. 
6.2 Definitions 
6.2.1 General M O P 
In general, multi-objective optimization problem consists of a 
number of objectives to be optimized simultaneously. These 
objectives usually associated with serval constraints. I t can be 
described as follows: 
Minimize/Maximize {x) 
subject to : 
仍(f) = 0 & h,{x) < 0 
The f i are objective functions to be optimized, while gj and 
hfc are constraints, 
6.2.2 Decision Variables 
The decision variables are the numerical quantities their values 
are used in an optimization problems. The decision variables 
are described in a vector form, which is denoted by x, where the 
vector contains n decision variables, i.e. x = (xi,x2, 
6.2.3 Constraints 
Most optimization problems impose restrictions due to exter-
nal environment or resources. Al l these restrictions must be 
satisfied in order to make the solution acceptable. In general, 
all the restrictions can be considered as constraints. There 
are two types of constraints, equality constraints and inequality 
constraints, which are expressed in form of : 
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9j{x) = 0 j = l , 2 , . . . , M (6.1) 
and 
hk{x) < 0 k = (6.2) 
Qj is the equality constraints, while hk is the inequality con-
straints. 
6.2.4 Feasible Region 
A vector xi that satisfy equations 6.1 and 6.2 is a feasible solu-
tion. While the set containing all vector Xi defines the feasible 
region Q. 
6.2.5 Op t ima l Solution 
For single objective optimization (assume minimization) func-
tion, an optimal / ( f * ) is defined as 
/ ( f * ) = minvfef^/(f) (6.3) 
Since the optimal solution has the smallest value, thus it is called 
global minimum. In multi-objective optimization problems, the 
idea of optimal solution is likely the same, equation 6.4 defines 
the definition of optimal solution. 
/ ( f * ) = optv 鄉 / ( f ) (6.4) 
"opt" is used for indicating the optimum of the vector func-
tion. However, the iiieaiiiiig of optimum is not well-defined. In 
a minimization function, vector x^ is partially less than another —^ 
vector x^ if and only if 
•/zOr—1) < f i 0 ) and 3ifi{x') < i = 1,2, ..,7V (6.5) 
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— —f In this case, we say x^ dominates the solution While a —^ —* 
solution x^ is no greater than if and only if 
< f i{x^) z = l ,2, . . ,7V (6.6) 
—* — 
We denotes dominates as x^ ：< x^. If there exists a situa-
t ion that 
Vxen工—* j 玄 (6.7) 
Then x* would be the desired solution and yet called ideal vector. 
In this case, there exists a single solution that optimizes all the 
functions evaluated. However, this rarely occurs in the real-
world problems, a more complex concept of optimal solution 
should be defined. 
6.2.6 Pareto Op t imum 
Concept of optimum is introduced by Francis Ysidro in 1881, 
while Vilfredo Pareto generalize this concept in 1896. A solution 
X* is Pareto opt imal if 
^ x M i i x ) = f i { x * ) 2 = (6.8) 
or 
V鄉灿(壬)> M工、)2 = 1,2 ’ …’ N (6.9) 
In words, aT* is Pareto optimal if there exists no vector x in 
the feasible region that dominates x*. The Pareto optimal set 
is defined as the set that containing all of the Pareto optimum 
solution. 
6.2.7 Pareto Front 
The objective values of Pareto optimal set always lie on the 
boundary of objective functions. The region that these objective 
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values lies on is called Pareto Front. To be clear, Pareto Opti-
mum Set is in the decision variable space, while Pareto Front is 
in the objective value space. Fig. 6.1 shows the mapping from 
decision variable space to the objective value space. Its Pareto 
Front is displayed in Fig. 6.2. In general, i t is hard to analyze 
the line or surface containing the pareto front. However, when 
sufficient number of non-dominated points is given, i t is possi-
ble to deduce the remaining non-dominated points and yet the 
Pareto front. 
F(x„xJ = { = min(x„xj = (F,(x.,xJ ,F/x„xJ ) 
y 个 , 、、 p t 
^ i i i 
；r^ F^ 
入2 1 2 
Decision Variable Space Objective Value Space 
Figure 6.1: Mapping from Decision Variable Space to Object Value Space 
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Figure 6.2: Example of minimizing two objective functions, the Pareto Front 
is marked with bold lines 
6.3 Multi-Objective Genetic Algorithm 
00 Initialize Population 
01 Evaluate Objective Values 
02 Assign Rank Based on Pareto Doriiiance 
03 Compute Niche Count 
04 Assign Linearly Scaled Fitness 
05 Assign Shared Fitness 
06 For i = ltoG 
07 Selection via Stochastic Universal Sampling 
08 Single Point Crossover 
09 Mutation 
10 Evaluate Objective Values 
11 Assign Rank Based on Pareto Dominace 
12 Compute Niche Count 
13 Assign Linearly Scale Fitness 
14 Assign Shared Fitness 
15 End Loop 
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Above shown the Multi-Objective Genetic Algor i thm 
( M O G A ) implemented by Fonseca and Fleming [14]. Prom 
which, genetic algorithm for multi-objective optimization is sim-
ilar to canonical genetic algorithm which includes the most im-
portant components like crossover, mutation and selection. How-
ever, wi th some steps added. The additional steps are include 
step 2 and step 11，step 3 and step 12, step 4 and step 13, step 5 
and step 14. These steps include some major components for ge-
netic algorithms solving multi-objective optimization problems. 
They are Ranking, Fitness Scaling, and Diversity Preservation. 
We wil l discuss all these components in detail in the following 
sections. 
6.3.1 Rank ing 
In multi-objective optimization, our objective is to optimize the 
objective functions. Since it usually contains more than one so-
lution, we aims to find out all the feasible solutions. In other 
word, we are looking for the Pareto Optimum Set. One of the 
special features of solutions in Pareto optimum set is that each 
individual of the set is non-dominated by the others, i.e. they 
don't dominate, or be dominated with corresponding to any oth-
ers. Goldberg [17] first proposed to use non-dominated ranking 
and selection to move a population towards the Preto optimum 
set. The ranking mechanism is used in many algorithms, i.e. 
NSGA [30], NPGA[21], and contains many variations. How-
ever, the basic idea is to find the set of decision vectors which 
is non-dominated in the population and give them the highest 
rank. The process continues for second rank, third rank, until 
the population is suitably ranked. The higher ranked individ-
uals then have higher chance for reproduction. Prom another 
point of view, the ranking contributes some (most) of the fit-
ness value of an individual. Usually, higher ranking individual 
CHAPTER 6. MULTI-OBJECTIVE GENETIC ALGORITHM 77 
refers to potentially better solution. 
6.3.2 Fitness Scaling 
For multi-objective optimization, although ranking (Pareto rank-
ing) plays an important role of determining how good a solution 
is, another auxiliary metric is needed when same rank situation 
occurs. Since we are now optimizing objective functions, one of 
the possible solution turns to a linear aggregating function. The 
typical form of linear aggregating functions is shown as follow: 
k 
fitness = (6.10) 
i = l 
where Wi > 0 are the weight factors of objective functions de-
pends on the importance of the k objective functions. I t is 
usually assumed that 
t 购 = l ( 6 . 1 1 ) 
Linear aggregation is easy to be understood and implemented. 
The weighted sum of the objective values gives a straight for-
ward guide for how a solution vector performs. Another reason 
using sealed fitness is that, the ranking process usually applies 
stochastic selection, i.e. each individual is compared with some 
but not all of the population. Due to the stochastic selection, 
the ranking value usually not equals to the true value. In this 
situation, the scaled fitness plays an important role for selection 
and discarding when same ranking occurs. 
6.3.3 Diversity Preservation 
Multi-objective GAs offer not only the global optimum but a 
suitable solutions, additional ability should be added to avoid 
converge towards a single solution, which is called diversity preser-
vation. We aim to maintain the diversity of individuals in the 
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population in order to explore the whole search space. There are 
serval ways to implement diversity preservation. One of the most 
famous techniques is fitness sharing proposed by Goldberg and 
Richarson [18]. In the fitness sharing mechanism, highly similar 
individuals in the population are penalized by a reduction in the 
fitness. This brings a pressure to individuals that stay at the 
local opt imum, thus causing them to move to a less dense area. 
The sharing function sh is shown as follow: 
仏⑷j.) 二 P — i f < Jshare 
0 else 
Where di j represents the distance (usually objective space dis-
tance) of two individuals i and j , a is the scaling factor which 
usually set to 1，and cTghare defines the maximum distance be-
tween individuals that suffered from distance penalty. This 
mechanism divides the population into niches [3], i.e. groups 
of individuals wi th in a predefined maximum distance. A niche 
count, rrii for each individual i is to sum up all the sharing func-
t ion values over the whole population. 
ni i = Y. sh{dij) (6.13) 
i = i 
In words, the niche count of an individual i is the relative density 
of that individual w i th a pre-defined distance parameter. The 
higher the niche count, the denser area the individual stays. 
Finally, a shared fitness which indicates how good an individual 
i w i th respect to both object values and the density is defined 
as follow: k 
fitness3.are i = ” ^ 购 綱 ( 6 . 1 4 ) 
rrii 
This method allows individuals from subpopulation around dif-
ferent opt ima in the fitness space to preserve the diversity. How-
ever, i t is computationally expensive w i th order of (n^). 
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6.4 A Niched and Elitism Multi-Objective Ge-
netic Algorithm on GPU 
W i t h the success of applying EP and GA on GPU, there is 
sti l l space for implementing harder (more complex) evolution-
ary problems on GPU. MOGA, a much slower algorithm than 
canonical GA, is a good choice to exploit the full power of GPU 
in evolutionary computation. Following shows the key steps of 
our algorithm for solving multi-objective optimization. 
00 Initialize population 
01 Loop 
02 Evaluate objective functions for each individual 
03 Calculate pairwise Pareto dominance and pairwise distance 
04 Calculate the maximum distance 
05 Evaluate fitness value of each individual using result from steps 3 and 4 
06 For each individual, select two parents using hybrid version of stochastic 
and fine-grained method 
07 Produce two offsprings using crossover and mutation 
08 Calculate pairwise Pareto dominance and pairwise distance of the union 
of original population and the offsprings produced 
09 Calculate the maximum distance of the union 
10 Calculate tho fitness value of offsprings and the original population 
11 Replace the individual using an archived replacement scheme 
12 End loop 
From which, it is more complex than canonical GA in terms 
of fitness value calculation and replacement scheme. Indeed, 
this algorithm is a hybrid implementation using both GPU and 
CPU. Steps 2, 3，5, 6, 7, 8，10 are run on GPU while steps 4, 
8, 11 are run on CPU. The tailored algorithm exploits the par-
allel computation power of GPU to achieve maximum benefits, 
while using CPU for unavoidable sequential steps. This hybrid 
architecture makes MOEA to run in the most efficient way. 
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6.4.1 Objective Values Evaluation 
Unlike single objective EP and GA, multi-objective GA contains 
more than one objective functions needed to evaluate. From lo-
cality and efficient point of view, we should reuse data fetched 
as many as possible. As fragment shader adopts a four com-
ponents vector output, we designed shader to evaluate at most 
four objective functions per rendering pass. Fig. 6.3 shows an 
example of the shader. Wi th this architecture, data fetching 
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Figure 6.3: Shader for performing multi-objective evaluations 
is reduced four times with compare to one objective evaluation 
per rendering pass. Moreover, the additional advantage is the 
reduction of context switching. Time is saved by switching less 
shader program into GPU memory. 
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6.4.2 Pairwise Pareto Dominance and Pairwise Dis-
tance 
For multi-objective GA, the determination of dominance and 
density contributes a huge amount of computational time. Pair-
wise Pareto dominance checking and pairwise distance calcula-
t ion in O(n^) time complexity. Because of this, large population 
size is not well-supported in current software implementation. 
However, these pairwise processes actually is SIMD-nature, and 
it is perfectly suitable for GPU implementation. 
Recall that the sharing function of traditional MOGA is ex-
pressed as 
山 、 f 1 - (；^)" i f dij < O-share 
s h ( d i j ) = 、〜—乂 
u]) I 0 else 
Where dij represents the distance (usually objective space dis-
tance) of two individuals i and j. a is the scaling factor which 
usually set to 1. And dshare defines the maximum distance be-
tween individuals that suffered from distance penalty. In or-
der to calculate the relative density, we proposed a different 
approach but having the similar idea. We define the sharing 
function as 
S h { d , j ) = 帖 < 〜hare (6.15) 
0 else 
Where dij represents the L2 (Euclidean) distance (in objective 
space) of two individuals i and j. cTshare represents predefined 
maximum distance. In words, we ignored the normalization in 
this stage. This is because we adopted a new fitness value eval-
uation function rather than using the traditional MOGA's one. 
And the final relative density of individual i is then represented 
as 
N 
density^ = sh{dij) (6.16) 
i = i 
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There are several ways to implement these pairwise oper-
ations on GPU. First, we can use a rotating wheel strategy. 
Fig.6.4 graphical illustrates the rotating wheel strategy. From 
which, each fragment is responsible for one chromosome. At 
each rendering pass j , the texture contains chromosome infor-
mation wi l l be rotate in the way shown in Fig. 6.4, so that we 
can compute pairwise distance between individual i and indi-
vidual i + j . After N — 1 rendering pass, each individual were 
computed its pairwise distance with all the others N — 1 indi-
viduals. And the N — 1 intermediate results wil l be summed up 
for the final results. 
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Figure 6.4: Rotating wheel pairwise distance strategy 
Another way to achieve the same result is using a so called 
straight way strategy. Fig. 6.5 shows the concepts of straight 
way strategy. Rather than rotating the texture, each fragment 
fetches the same data in each rendering pass. From the figure, 
the process takes N rendering pass to achieve the final result. 
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Although this approaches need one more rendering pass than the 
rotating wheel approach, experiments show that GPU do have 
some locality property. I t is faster to fetch the same data on 
each fragment than fetching different data. Thus, the straight 
way strategy is favored for the GPU implementation. 
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Figure 6.5: Straight way pairwise distance strategy 
We performed experiment to highlight the impact of speedup 
using GPU. In which, we tested the run-time of traditional pair-
wise distance of N individuals having dimension size of 4. Fig. 
6.6 graphically shows the growth of running time against in-
crease of population size. While Table 6.1 displays the actual 
figures. According to the results, GPU approach have a speedup 
gain over 7 times when problem size reached 1600, and much big-
ger speed gain is achieved when problem size grows larger. This 
results proven our GPU approach is scalable and has the ability 
to handle large size problem. 
Apart from pairwise distance, pairwise Pareto dominance 
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Figure 6.6: Relationship between run-time and problem size 
Size I 10 X 10 I 20 X 20 | 40 x 40 | 80 x 80 
GPU run time (sec) 0.016 0.063 0.219 1.453 
CPU run time (sec) 0.031 0.468 7.796 120.260 
" ^ e d u p ratio 1.94 7.43 35.59 82.77 
Table 6.1: Statistic of performing pairwise distance using CPU and GPU 
approach 
checking should also be able performed on GPU in parallel. 
Since data used for checking Pareto dominance is exactly the 
same for pairwise distance calculation, we put this two process 
into the same shader. So that output of a fragment contains 
the pairwise distance in R channel, while G channel contains 
the status if the individual is being dominated, the output of G 
channel contains a 1 if the individual is being dominated, or 0 if 
that individual is not dominated by the other. The final Pareto 
ranking of an individual is the sum of each rendering pass, i.e. 
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Rank./ = number of inidivudal domineites i (6.17) 
6.4.3 Fitness Assignment 
Fitness assignment plays a core role of the evolutionary process. 
I t determines how good an individual is. Unlike single objec-
tive optimization, the fitness assignment of multi-objective op-
t imizat ion is not yet have a standard solution. In single objective 
assignment� the fitness value of an individual is usually direct re-
lated to the object value which that individual gives. However, 
in multi-objective optimization, the fitness assignment should 
also consider relative density, raw objective values, and also the 
Pareto dominance count. In MOGA proposed by Horn, Naf-
pliotis & Goldberg [21], a fitness value is computed by scaled 
fitness and a niche count, which the fitness value is called a 
shared fitness. While in SPEA[45], fitness value of individual i , 
is considered as the number of population that dominated by i 
divided by the population size plus one, that is the strength of 
individual i. 
While both of the methods perform well, i t is not suitable for 
our parallel GPU approach. Since we stressed on large popula-
t ion, this approaches bring l i t t le information on either density 
estimation or fast convergence towards non-dominated solutions. 
We designed a hybrid version of fitness assignment, as well as a 
simulated annealing approach for controlling the step size. Fol-
lowing shows the fitness assignment for our approach: 
^ … 、， density,. , , rankj 、、 
fitness, = 2 - 1 - r ^ ^ + 厂 — — … . 
max(densityj) population size 
(6.18) 
where j = 1,2，...TV, and 0 < r < 1 is defined as the density 
and Pareto dominance ratio. I t controls the relative importance 
of density and the dominance ratio, i.e. a value of 0.5 means 
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both of the criterions are equally important. Noted that both 
the density and the rank is normalized in this step. In both the 
criterions, a 0 means the best quality solution while 1 means the 
worst. In the density criteria, a 0 represents that there is not 
any other individual are placed within the predefined distance 
(Jshare. I t iiieaiis that the individual is placed in the least dense 
area, thus enhancing the population diversity. For the domi-
nance function, a 0 represents the individual is not dominated 
by others, giving a non-dominated solution. The fitness value of 
individual i is the weighted average of the twos minus by two. 
From which, higher the fitness, better the individual. 
The selection of ratio r is a crucial step of the evolutionary 
process. I f r is set too low, the fitness value only depends on rel-
ative density, which wil l makes the population diverges. While 
if r is set too high, the population wil l have a great chance to 
trap i l l local optimal. Thanks to the parallel power of GPU, 
large population can be kept and be evaluated. W i th this ad-
vantage, we can decide algorithm, which diverts the individuals 
as much as possible in the earlier stage and hoping some of 
them are located in optimum, and then we gradually increase 
the pressure of non-dominated ranking, yielding non-dominated 
solutions. We can achieve that by turning the parameter r , we 
relate r w i th the number of evolution performed. We proposed 
r to be set as: 
r = (6.19) 
where t is number of evolution performed, G is maximum num-
ber of generation and a. is the scaled parameter. As we can see, 
r is small on the earlier stages of evolution, making fitness value 
stress on relative density. I t becomes small at the later stages 
of evolution which make selection pressure focus on the Pareto 
ranking, a controls the change rate of r , usually a = 2 gives 
good result. 
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6.4.4 Embedded Archiving Replacement 
Archiving [24] is the technique of using external storage (archive) 
to store the non-dominated solutions found so far. This archive 
memory is independent from the main population memory. The 
size of archive can be varying or fixed depends on the algo-
r i thm used. One important issue of archiving technique is up-
date. Archive stores non-dominated solutions, which does not 
dominates and dominated by each others. When a new individ-
ual is going to enter the archive, it should be checked with all 
the individual in the archive. If i t is dominated by either one of 
the solution in the archive set, then it is discarded and cannot 
enter the archive. However, if i t dominates any of the individ-
ual in the archive set, those individuals which being dominated 
should be eliminated from the archive pool, yielding a decrease 
size of archive pool. In one extreme case, if a newly found indi-
vidual dominates all the solutions in the archive pool, the whole 
archive wi l l be cleared and contains only this newly found solu-
tion. Individuals in the archive pool wil l often used for selection 
and mating purpose. That is, archive pool not only stores the 
non-dominated solutions, but also used as an mating pool for 
reproduction. 
For computation in GPU, data should be loaded in form of 
texture before it can be used. Texture is usually have its size 
fixed in advance. In order to implement archive on texture mem-
ory, data in the archive should be duplicated in the case when 
archive memory is not full. And a reordering and duplication of 
data should be performed when solution is removed from archive 
pool. And due to the insertion of data into archive pool is a se-
quential process, update should be performed one by one, paral-
lel update thus became infeasible. For all the reasons stated, it 
is not suggested to use traditional archiving technique for GPU 
implementation. For the sake of it, we proposed a novel embed-
ded archiving replacement scheme based on the idea of keeping 
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the non-dominated solutions found so far. Simply speaking, we 
embedded the archive pool into the population memory. So the 
population contains both the dominated and non-dominated so-
lutions. Recalled our evolution process includes following key 
steps: 
1. For each individual, select two parents using hybrid version of 
stochastic and fine-grained method 
2. Produce two offsprings using crossover and mutation 
3. Calculate pairwise Pareto dominance and pairwise distance of 
the union of offsprings and original population 
4. Calculate the maxiniiiin distance of the union 
5. Calculate the fitness value of offsprings and the original population 
6. Replace the individual using an archived replacement scheme 
In step 2, each individual produces two offsprings. We wi l l 
then recalculate the fitness value not only for the offsprings, but 
also the original population in order to reflect the situation as if 
the offsprings are one of member of the original population (step 
3,4,5). The trick to achieve archiving is to design a new replace-
ment scheme in step 6 using additional information calculated 
and preserving those non-dominated solutions. Following shows 
the algorithm of replacement scheme: 
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01 For each individual i in the population P、 
02 Compare individual i and its two offsprings off spring.“ and off spring 
03 Replace individual i with the one having highest fitness value in the 
above step forming P/gmp-
04 For the remaining two solutions that do not get selected, if they have a 
rank 0 for the Pareto dominance rank, put them into a global waiting list. 
05 End individual replacement. 
06 For each individual in the global waiting list, replaces one individual of P t ^ ^ 
that does not have a Pareto ranking of 0 
07 If not all the solution in the global waiting list can be replaced, it indicates 
that the whole population is consist of non-dominated solutions. Compression 
should be performed. 
08 Replacement end, and 户+i is formed. 
By using calculation of fitness value as if the original pop-
ulation and the offsprings produced as one enables the direct 
comparison of relative goodness. More important, i t allows us 
to tell which of the solution is non-dominated. This replacement 
scheme virtual ly embed the archive pool into the current pop-
ulation. Non-dominated solutions are kept by giving them the 
highest priority for replacement. The success of this algorithm 
relies on the fitness value evaluation of the union of current pop-
ulation and offsprings population. This process, which having 
a complexity of is computational prohibited for tradi-
tional software implementation. W i th the help of parallel GPU, 
we can evaluate the pairwise fitness, as well as pair wise Pareto 
dominance efficiently. We also designed replacement scheme, 
that partial ly divided the replacement process into parallel part 
and sequential part, that can fully utilizes the GPU power wi th 
CPU as co-processor. 
6.5 Experiment Result 
We applied standard numerical test functions for MOP on our 
parallel GPU MOGA. Table 6.6 summarizes the test functions 
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Binh Fonseca Lis Murata Rendon 
Our Approach (sec.) 25.3 23.4 27.3 24.1 ~25 .7 
NSGA-II (sec.) “ 85.8 ~ ~ 9 0 0 ~ 102.8 81.5 ~ 9 0 A ~ 
Speedup 3.391 3.846 3.766 3.381 3.506 
Table 6.2: Speed up of the running time of the multi-objective functions 
and the side constraints. We compare our parallel MOGA on 
GPU wi th the well-known traditional NSGA-II [8]. We selected 
NSGA-I I clue to the similarity of fitness evaluation function as 
well as the replacement scheme. And the NSGA-II is one of the 
most advanced multi-objective algorithm which gives very good 
approximation to the Pareto front. The comparison is made in 
respect to the closeness towards the Pareto front and the running 
time. Fig. 6.7 shows the comparison of solution found by our 
algorithm versus NSGA-II. Prom the figures, it is shown that 
our algorithm find solutions quite near to the NSGA-II, wi th 
a much less time spent. Table 6.2 shows the running time of 
both algorithms, having a population size of 500 and generation 
1000. We can deduce that, using the same amount of time, 
our algorithm can handle a larger population size, thus a better 
solution quality. 
Our algorithm support real-time showing of the solutions we 
found so far. From which, user can determines when to stop the 
process and visualize the evolution progress. Fig. 6.8 - Fig. 6.12 
shows different snap shots of the multi-objective functions. The 
population size we used was 10000. W i th a large population 
size, solutions found are very near to the Pareto optimum set, 
thus a good approximation to true solution. 
6.6 Summary 
We designed and implemented a parallel version of multi-objective 
genetic algorithms for GPU. We have applied novel algorithms 
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M O P Definition Constraints 
name 
Binli( l) F = { f i { x , y ) j 2 { x / y ) ) , where -5<x,y< 10 
f2{x,y) = {x-5f + {y-br 
Fonseca F = ( / i ( f ) , / 2 ( f ) ) , where -4 < < 4 
f2{x) = l-exp{-Etd^i + ± r ) 
Lis F = { f i ( x , y ) j 2 { x , y ) ) , where -5 < x,y < 10 
fi{x,y)=肿 + '"'2’ 
/2(工’ 机工-0.5)2 + (" 一 0.5)"^  
Miirata F = (/“工’ y), f2(x, y)), where 1 < < 4, 
= l<y<2 
f2{x,y) = x ( l - y ) + b 
Reiidon F = (/“工，y), /2(rc’ y), where -3 < a;, y < 3 
/l(工’ =x^+y^ + l 
f2{x,y) = x^ + 3y^ + l 
Table 6.3: MOP Numerical Test Functions 
and technique through out the whole project, like embedded 
archiving, the pseudo-random mate seeking, fragment-and-tile 
data structure, parallel pairwise distance calculation, onto this 
MOGA. Experiments show that it gives satisfactory result while 
having fast running time. Wi th the addition advantages of real-
time Pareto front showing, we expect this parallel MOGA can 
offers a good skeleton to scientists, users, and developers for 
solving multi-objective problems. 
• End of chapter. 
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Figure 6.7: The solution set found by our approach versus NSGA-II. (a) 
Binh function, (b) Fonseca function, (c) Lis fiiiiction, (d) Murata function, 
(e) Rendon function 
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• • • • 
(a) (b) (c) (d) 
F'igure 6.8: Snap shot for Biiili function, (a) 0认 generation, (b) 60认 genera-
tion, (c) 120''' generation, (d) 160"! generation 
• • • • 
(a) (b) (c) (d) 
Figure 6.9: Snap shot for Fonseca function, (a) generation, (b) 60"^ gen-
eration, (c) 120'" generation, (d) generation 
• • • • 
(a) (b) (c) (d) 
Figure 6.10: Snap shot for Lis function, (a) generation, (b) genera-
tion, (c) 120"' generation, (d) 160"i generation • • • • 
(a) (b) (c) (d) 
Figure 6.11: Snap shot for Murata function, (a) generation, (b) 
generation, (c) 120队 generation, (d) 160认 generation 
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(a) (b) (c) (d) 
Figure 6.12: Snap shot for Rendori function, (a) 0^ ''' generation, (b) 60''' 
generation, (c) 120"' generation, (d) 160"'. generation 
Chapter 7 
Conclusion 
We have proposed a framework for using Graphics Processing 
Unit (GPU) to perform Evolutionary Algorithms (EAs). Novel 
data structures, algorithms, and the concept of real-time visu-
alization are introduced. Intensive experiments are performed, 
and the results show that our implementation achieves a three 
to five times speed-up over the traditional software implemen-
tation. We also designed an advanced hybrid approach for se-
lection operator used in the Genetic Algorithm (GA). Wi th this 
approach, the whole process of GA can be executed solely on 
GPU and this approach successfully resolves the limitation of 
slow data transferral between CPU memory and GPU memory. 
Finally, we proposed a novel parallel Multi-Objective Genetic 
Algori thm (MOGA) which fully exploits the parallel computa-
tional power of the GPU. This algorithm produces results that 
are comparable to the most advanced NSGA-II algorithm, while 
giving a significant performance speed-up. As the pioneer of us-
ing GPU for evolutionary computation, we would like to extend 
the ideas gathered for further scientific computation. 
• End of chapter. 
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