The spread of Internet and social media led to be sentiment analysis an open research area.
Introduction
In the recent years, the attention about sentiment analysis is increased, due to its relationship with the mining of texts and processing of natural languages. The governments, companies, and agents benefit from the massive resources on the internet of opinions like reviews sites and personal blogs where this information is analyzed and exploring opinions. The primary goal of sentiment classification is exploring online texts (review, blog, comment, news, etc.) if they have positive or negative sentiments [1] . Sentiment analysis deals with detection the thoughts, feelings, and opinions. It is used normally to perceive Natural Language Processing (NLP). The basic goal is identifying the thoughts of the people about a specific topic [4] or determining the whole polarity of a text or document. This means SA is utilized for the extraction and retrieval of information from unstructured raw data then introduce them as judgement or assessment and is referred to as supervised or corpus-based. The other approach is using a list of words, these words are related to their polarities (+1 or −1), where the model determine overall text polarity from the single polarities of words or sentences in the text. This approached is referred to as lexicon-based or unsupervised [3] . The researches about the topic of SA can be classified as document, sentence, and aspect-/feature-levels sentiment analyses. Sentence-level analysis extracts the sentiment or the opinion which is expressed in a sentence while document-level analysis is involved with the whole document a single unit. Both types of analysis cannot discover what particularly people liked and disliked. Aspect-based sentiment analysis engage with approaches which determine entities / aspects in the inputted text concerning what opinion or attitude has been expressed [4] . Moreover, the sentiments that are expressed concerning those entities are determined. For instance, "although the service is not that good, I still love the food"; here, "service" and "food" are the entities about which opinion is stated. If the Aspectbased sentiment analysis method used, the model is determining the entities, then determine the opinions concerning those entities. This method is referred to as feature-level opinion mining as well [5] .
Sentiment analysis is used primarily in different fields such as: a) In the marketing field: The corporations used SA to improve marketing strategies and better understanding to customer opinions about the products. Also, it's possible to identify the responding to the campaigns or product launches, the opinion about the brand and the reasons why customers are reluctant to purchase products [6] . b) In the field of politics, it is utilized to review the political opinions, and discover the consistency and inconsistency of the political statements and actions. Also, it used for the prediction of the election results [6] . c) Sentiment analysis also is used to track and analyze social phenomena, for the spotting of potentially dangerous circumstances and identifying the overall attitude of the blogosphere [6] . d) Healthcare: There are many medical blogs on the internet. These blogs deal with medical information and health-care topics like types of diseases, treatments, and medications. As a result of the health-related experiences and medical histories these blogs provide for both patients and practitioners, sentiment analysis tools must be expanded to use it in the medical fields [7] . e) Decision making -One of the important fields which SA can be used is decision making systems. In the field of financial investment, many news, blogs, articles and tweets on every public company which SA can use them as a huge resource in order to explore the articles discussing companies and overall the sentiments that are related to them as a single score which may be utilized by an automated trading system. An example of this type of systems is Stock Sonar [8] .
f) The government agencies can discover general opinion and people's concerns by watching social media, due to its wide use especially in China, where the people can express their opinion about government policies and to expose corruptions and other violations of government officials. Moreover, it considers as a fast and popular way to report any bad attitude in the society [9] .
Our contribution in this paper is discovering the efficiency of the four machine learning tools (naïve Bayes (NB), J46, K. Nearest neighbor (KNN), and logistic regression (LR)). NB is a probabilistic classifier which utilizes Bayesian theory with the assumption that characteristics are stand-alone (occurrence of one characteristic does not affect the probability of others). J48 the algorithm is an extension of ID-3 algorithm and can makes a small tree. The method of divide and conquer is used in order to increase the decision trees. KNN constitute one of the popular schemes used for learning task under supervision. This scheme needs only to define the different between two instances. Essentially, KNN classifies a specific input element by appointing the most usual label among its k-nearest prototypes of the training group based on that different. LR is used to define the output or the result in the case of one or many separated variables. The form of output value may appear in binary form. Analysis of TripAdvisor.in for Reviews of Hotels. They used Clustering PAM Algorithm from data that extracted from CSV files with assistance of J48 algorithm, the resulting data after the clustering process considers a an input to be categorized and the data will associated to the dictionary words, after that, the negative and positive words will be gained from the reviews of hotels on TripAdvisor. Percentage of words gained for positive is 86% and a negative 14%. Term frequency-inverse document frequency (TF-IDF)) TF-IDF is a numerical statistic that detects the significance of a single word for one of the documents in a collection. The Tf -IDF is normally used to scale the data retrieval and text mining. If the TF-IDF value of was high this refers to how many the word is mentioned in a document, but it's conflicting with redundancy of a word in the corpus. This may be useful when several words are more common than others [24] .
The mathematical description of tfidf:
TF (T, D) represents the frequency of a word, IDF (T) is defined as:
Where DF (T) represents the number of documents in D which have the word.
|D| is the whole number of documents in a dataset.
Machine learning classification a) NB classifier
The naive Bayesian is considered as one of the simplest and popular classifiers. Its model determines the posterior likelihood of a class on the basis of allocation the word in the whole document. Bays theory is used in order to forecast the possibility which a particular group of features belongs to a certain label.
The initial label likelihood is called P (label), or the likelihood which a haphazard feature set the label. The P feature considers as the initial likelihood where a specific feature group is happened [25] .
b) KNN classifier
The kNN can be considered as a famous example of classifier, its techniques are very popular because it's simple and accurate. This classifier can ranks any neighbors documents score among a set of training documents. Moreover, a class labels of the k most similar neighbors is used in kNN classifier. In case of specific d document to be examined, the system is able to find kNN amongst training documents. The likeness score of every document of the nearest neighbor to the examined document has been utilized [26] . The weighted total in kNN classification can be expressed using the following equation: 
Where f( , ) or TF is the number of the appearances of "w" in a document "d" |D| refers to dataset size. f( , ) Or IDF represents the number of documents where "w" occurs in D.
2-
The output of the TFIDF is a vector that has several terms together with their term weight
machine learning classification
There are 4 popular classifiers, which are NB, LR, KNN, and J48, were chosen for the reason of determining the contingent of their performance on the approach of pre-processing which is applied on chosen data-sets.
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NB algorithm
Step1: Preparing a table of frequency from the dataset.
Step2: Finding probabilities to create a table of likelihoods.
Step3 
J48 decision tree algorithm
The tree can be build using the following basic steps: a) Be sure that all of the instances are within the same class, then the tree is a leaf and it is labeled with this class. b) Computing information and information gain for every attribute. c) Find the most optimal attribute of splitting, and this is related to the current selection criteria d) Making a decision node which can split on a_best. e) Recur on the sub-lists that are grained by splitting on a_best, and adding these nodes as children to the node
KNN clustering algorithm
a) The data should be loaded b) Initializing the k value c) For the sake of obtaining the projected class, repeating from 1 to the number of training data points. d) Determining the space between the testing data and every training data row. Furthermore, Euclidean distance is used as distance measure due to the fact that it's a very famous approach. The other measures which may be utilized are the cosine, Chebyshev, and others. e) Arranging the computed distance with an ascending order regarding to the values of distance. f) Obtaining highest k rows from the sorted array g) Obtaining the most common class of those rows h) Restore the forecasted class
LR algorithm
1-Obtain factors which increase the conditional possibility of G considering X with the use of training data.
2-Indicate pk (xi; θ) = Pr (G = k | X = xi; θ). 
Results
In this part, a discussion for the results gained using naïve Bayes, KNN, j 48, and Logistic regression applied to movie review documents are made a comparison of their relative performances on 3 parameters which are: precision, recall and F1-measure, as:
Precision can be defined as how many true positive value from all documents that assigned positive, which is given by
Recall is the count of the true positive of the real positive documents, and is represented by the following equation:
Lastly, F_measure is a weighted approach of recall and precision, and is calculated using the following equation: The results after applying TF-IDF on movie review example as shown in table (3): 
Conclusion and discussion
In the presented study, which is used four ML methods (naive Bayes, J48, KNN, and logistic regression), then TF-IDF method to extract features based on dataset of movie reviews and compare between the results obtained from four machine learning methods. the best thing about the system that it is naïve Bayes classifier for sentiment analysis of movie reviews is best performed than other classifier. J48 methods gave worst results because it does not take all
