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Abstract
We consider an inverse acoustic scattering problem in simultaneously recovering an em-
bedded obstacle and its surrounding inhomogeneous medium by formally determined far-
field data. It is shown that the knowledge of the scattering amplitude with a fixed incident
direction and all observation angles along with frequencies from an open interval can be
used to uniquely identify the embedded obstacle, sound-soft or sound-hard disregarding the
surrounding medium. Furthermore, if the surrounding inhomogeneous medium is from an
admissible class (still general), then the medium can be recovered as well. Our argument
is based on deriving certain integral identities involving the unknowns and then inverting
them by certain harmonic analysis techniques. Finally, based on our theoretical study, a fast
and robust sampling method is proposed to reconstruct the shape and location of the buried
targets and the support of the surrounding inhomogeneities.
Keywords: Inverse acoustic scattering, obstacle, medium, unique identifiability, simul-
taneous, formally-determined
1 Introduction
In this article we are concerned with the inverse scattering problem in recovering un-
known/inaccessible objects by acoustic wave probe associated to the Helmholtz system. It serves
as a prototype model to many inverse problems arising from scientific and technological appli-
cations [2, 4, 9, 30]. The unknown/inaccessible object is usually referred to as a scatterer and
it could be an impenetrable obstacle or a penetrable inhomogeneous medium. Many existing
studies tend to consider the recovery of either an obstacle or an inhomogeneous medium. We
consider the simultaneous recovery of an embedded obstacle and its surrounding inhomogeneous
medium, which makes the corresponding study radically challenging.
Mathematically, the inverse scattering problem is described by the following Helmholtz sys-
tem. Let D ⊂ Rn, n = 2, 3, be a bounded Lipschitz domain with a connected complement
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Dc := Rn\D. Let Ω be a bounded Lipschitz domain in Rn such that D b Ω and Ωc is connected.
Let V (x) ∈ L∞(Rn\D) be a complex-valued function with =V ≥ 0 and supp(V ) ⊂ Ω\D. D and
(Ω\D,V ), respectively, signify the impenetrable obstacle and the penetrable medium, where V
represents the medium parameter. Let u(x) be a complex-valued function that represents the
wave pressure. The time-harmonic acoustic scattering is described by the Helmholtz system as
follows, (
∆ + k2(1 + V )
)
u(x) = 0, x ∈ Rn\D, (1.1)
where u(x) = eikx·d+us(x), x ∈ Rn\D. To complement the Helmholtz system (1.1), we prescribe
the following boundary condition on ∂D,
B[u](x) = 0, (1.2)
and the following Sommerfeld radiation condition at +∞,
lim
|x|→+∞
|x|(n−1)/2
( ∂us
∂|x| − iku
s
)
= 0. (1.3)
Here, ui(x) := eikx·d with k ∈ R+ and d ∈ Sn−1 := {x ∈ Rn; |x| = 1} is known as the time-
harmonic plane wave, which is an entire solution to −∆w− k2w = 0. In (1.2), B[u] = u if D is a
sound-soft obstacle and B[u] = ∂u/∂ν if D is a sound-hard obstacle, where ν ∈ Sn−1 denotes the
exterior unit normal vector to ∂D. We refer to [12, 18] for the unique existence of an H1loc(Rn\D)
solution to the Helmholtz system (1.1)–(1.3). It is known that us has the following asymptotic
expansion [4, 26],
us(x, k, d) = γn
eik|x|
|x|n−12
{
u∞
(
x
|x| , k, d
)
+O
(
1
|x|
)}
as |x| → ∞, (1.4)
that holds uniformly in xˆ := x/|x| ∈ Sn−1, where
γn =

1
4pi , n = 3;
eipi/4√
8kpi
, n = 2,
(1.5)
is a dimensional parameter. u∞(xˆ, k, d) is known as the scattering amplitude, where xˆ, k and d
are referred to as the observation angle, wavenumber and incident direction, respectively. The
inverse scattering problem that we are concerned with is to recoverD and (Ω\D,V ) by knowledge
of u∞(xˆ, k, d). It is noted that u∞(xˆ, k, d) is (real) analytic in all of its arguments (cf. [4, 9]),
and hence if the scattering amplitude is known for xˆ from an open subset of Sn−1, then it is
known on the whole sphere Sn−1. The same remark holds equally for k and d.
There is a fertile mathematical theory for the inverse scattering problem described above. In
this work, we shall be mainly concerned with the unique recovery or identifiability issue; that is,
given the measurement data, what kind of unknowns that one can recover. The unique recovery
of purely a sound-soft D by knowledge of u∞(xˆ, k, d) for either i) all xˆ and d along with a fixed
k; or ii) all xˆ and k along with a fixed d; is due to Schiffer’s spectral argument [4, 9, 16]. The
unique recovery of purely a sound-hard D by knowledge of u∞(xˆ, k, d) for all xˆ and d along with
a fixed k is due to Isakov’s singular source method [10, 11]. The uniqueness of recovering purely
a sound-soft or a sound-hard D by knowledge of u∞(xˆ, k, d) with all xˆ and finitely many k and d
2
were considered in [1, 3, 7, 19]. The uniqueness of recovery of purely an inhomogeneous medium
(Ω, V ) by u∞(xˆ, k, d) for all xˆ and d along with a fixed k is mainly due to the CGO (complex
geometrical solutions) approach pioneered by Sylvester and Uhlmann [29, 25]. The recovery of a
complex scatterer as described above consisting of both an obstacle D and a medium (Ω\D,V )
was also considered in the literature, and the study in this case is also related to the so-called
partial data inverse problem [8]. If u∞(xˆ, k, d) for all xˆ and d but with a fixed k is used, then
the recovery results were obtained by assuming that either D is known in advance or (Ω\D,V )
is known in advance [13, 17, 23, 27, 8]. We also refer to [12, 20, 22] for the reconstruction of the
support of D and Ω under certain conditions on V . If u∞(xˆ, k, d) is known for all xˆ, d and k,
Hähner [6] show that the simply connected, sound-soft obstacle D together with the surrounding
inhomogeneous medium (Ω\D,V ) in R2 can be uniquely determined. Actually, Hähner use the
limit k → 0 and obtain uniqueness of the obtacle D from Schiffer’s uniqueness result. In the
arguments, only a single incident direction d is used and the result can be extended to obstacles
with several connected components. However, uniquness of the surrounding inhomogeneity need
all the incident directions. To our best knowledge, there is no unique recovery result available
in the literature in recovering both D and (Ω\D,V ) by knowledge of u∞(xˆ, k, d) for both xˆ and
k, but a fixed d. It is noted that the inverse scattering problem is formally determined with
the data just mentioned, and we shall consider it in the present article. Finally, we would like
to mention that there are some other studies by making use of dynamical measurement data in
recovering an inhomogeneous medium [5].
For the proposed inverse scattering problem, our mathematical argument can be briefly
sketched as follows. First, we derive the integral representation of the solution to the scat-
tering problem involving both the obstacle D and the medium (Ω\D,V ). Then, by considering
the low wavenumber asymptotics in terms of k, we can derive certain integral identities, which
can serve to decouple the scattering information of D from that of (Ω\D,V ). Finally, by using
certain harmonic analysis techniques, we can invert the previously obtained integral identities to
recover the obstacle and the medium. Inspired by the theoretical study in the current article as
well as a recent work [21] by one of the authors, where a fast and robust direct sampling method
is proposed using the far-field patterns u∞(xˆ, k, d) with many xˆ, d ∈ Sn−1 and a single k, we
develop a similar method by using the far-field patterns u∞(xˆ, k, d) with many xˆ ∈ Sn−1, many
k in an interval and one or few d ∈ Sn−1, to reconstruct the shape and location of the buried
target and the support of the surrounding inhomogeneity.
The rest of the paper is organised as follows. In Section 2, we present some preliminary
knowledge on the boundary layer potentials and volume potentials. Section 3 is devoted to the
derivation of the integral representation of the forward scattering problem. In Section 4, we
present the simultaneous recovery results. Finally, in Section 5, a sampling method based on the
idea from the uniqueness analyses is proposed to reconstruct the support of the buried object
and the surrounding inhomogeneity.
3
2 Preliminaries on integral operators
Let BR be a central ball of radius R such that Ω b BR. Set DR := Dc ∩ BR. Let Φ(x, y),
x, y ∈ Rn and x 6= y, be the fundamental solution to the Helmholtz equation, given by
Φ(x, y) :=

ik
4pih
(1)
0 (k|x− y|) = e
ik|x−y|
4pi|x−y| , n = 3;
i
4H
(1)
0 (k|x− y|), n = 2,
(2.6)
where h(1)0 and H
(1)
0 are, respectively, the spherical Hankel function and Hankel function of the
first kind and order zero. For any ϕ ∈ H−1/2(∂D), ψ ∈ H1/2(∂D) and φ ∈ L2(Ω\D), the
single-layer potential is defined by
(Sϕ)(x) :=
∫
∂D
ϕ(y)Φ(x, y)ds(y), x ∈ Rn\∂D,
the double-layer potential is defined by
(Kψ)(x) :=
∫
∂D
ψ(y)
∂Φ(x, y)
∂ν(y)
ds(y), x ∈ Rn\∂D,
and the volume potential is defined by
(GV φ)(x) :=
∫
Ω\D
Φ(x, y)V (y)φ(y)dy for x ∈ Rn,
respectively. It is shown in [24] that the potentials S : H−1/2(∂D) → H1loc(Rn\∂D), K :
H1/2(∂D) → H1loc(Rn\D), K : H1/2(∂D) → H1(D) and GV : L2(Ω\D) → H2(DR) are well
defined. We also define the restriction of S and K to the boundary ∂D by
(Sϕ)(x) :=
∫
∂D
Φ(x, y)ϕ(y)ds(y), x ∈ ∂D, (2.7)
(Kψ)(x) :=
∫
∂D
∂Φ(x, y)
∂ν(y)
ψ(y)ds(y), x ∈ ∂D (2.8)
and the restriction of the normal derivative of S and K to the boundary ∂D by
(K
′
ϕ)(x) :=
∂
∂ν(x)
∫
∂D
Φ(x, y)ϕ(y)ds(y), x ∈ ∂D, (2.9)
(Tψ)(x) :=
∂
∂ν(x)
∫
∂D
∂Φ(x, y)
∂ν(y)
ψ(y)ds(y), x ∈ ∂D. (2.10)
These boundary operators S : H−1/2(∂D) → H1/2(∂D), K : H1/2(∂D) → H1/2(∂D),
K
′
: H−1/2(∂D) → H−1/2(∂D) and T : H1/2(∂D) → H−1/2(∂D) are well defined [24, 26].
The restriction of the volume potential GV φ on the boundary ∂D is signified by GV φ, the corre-
sponding normal derivative is denoted by ∂νGV φ.
4
3 Integral representation for forward scattering problem
For the subsequent use of our studying the inverse problem, we derive in this section a certain
new integral representation of the solution to the forward scattering problem (1.1)-(1.3).
Theorem 3.1. The forward scattering problem (1.1)-(1.3) has at most one solution.
Proof. Clearly, it is sufficient to show that u = 0 in Rn\D if ui = 0 in Rn. Using Green’s theorem
in BR\D, with the aid of (1.1) and (1.2), we obtain that∫
∂BR
u
∂u
∂ν
ds =
∫
BR\D
[
|∇u|2 − k2(1 + V )|u|2
]
dx.
From this, since k > 0 and =V ≥ 0, it follows that
=
∫
∂BR
u
∂u
∂ν
ds = k2
∫
BR\D
=V |u|2dx ≥ 0.
By Rellich’s Lemma (cf. [4]), we deduce that u = 0 in Rn\BR and it follows by the unique
continuation principle that u = 0 in Rn\D.
The proof is complete.
Now, we turn to the existence of the solution to the forward scattering problem (1.1)-(1.3)
via the integral equation method.
Theorem 3.2. Let ui = eikx·d be an incident plane wave with the wavenumber k > 0 and incident
direction d ∈ Sn−1, and consider the scattering problem (1.1)-(1.3). Let u ∈ H1loc(Rn\D) be a
solution to the scattering problem (1.1)-(1.3).
(i) Assume that D is sound-soft, then the total wave field u|DR ∈ L2(DR) has the following
form
u = ui + k2GV u+ (K − iS)ψ in DR, (3.11)
where ψ ∈ H1/2(∂D) is determined by the following boundary integral equation
0 = ui + k2GV u+
1
2
ψ + (K − iS)ψ on ∂D. (3.12)
Furthermore, for (u|DR , ψ) ∈ L2(DR)×H1/2(∂D), the system of integral equations (3.11)–(3.12)
is uniquely solvable.
(ii) Assume that D is sound-hard, then the total wave field u|DR ∈ L2(DR) has the following
form
u = ui + k2GV u+ (S + ik3K ◦S 2)ϕ inDR, (3.13)
where S is the single-layer operator defined in (2.7) with the wavenumber formally replaced by
k = i and ϕ ∈ H−1/2(∂D) is determined by the following boundary integral equation
0 =
∂(ui + k2GV u)
∂ν
− 1
2
ϕ+ (K ′ + ik3T ◦S 2)ϕ on ∂D. (3.14)
Furthermore, for (u|DR , ϕ) ∈ L2(DR)×H−1/2(∂D), the system of integral equations (3.13)–(3.14)
is uniquely solvable.
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Proof. We shall only prove the case (i), and the other case (ii) can be shown by following a
similar argument.
Let u|DR ∈ L2(DR) be a solution to the system (3.11)-(3.12). Extending u into Rn\D by the
right hand side of (3.11). By the mapping properties of the volume and boundary layer potentials
(cf. [4, 24]), we have u ∈ H1loc(Rn\D). Since Φ is the fundamental solution to the Helmholtz
equation, one can deduce that ∆u+ k2(1 + V )u = 0 in Rn\D; that is, the equation (1.1) holds.
The boundary condition (1.2) satisfied by u are easily verified by combing the jump relations of
layer potentials (cf. [4, 24]) and the boundary equation (3.12). Furthermore, the scattered field
u − ui satisfies the radiation condition (1.3) due to the fact that the fundamental solution Φ is
radiating.
Next, we show that the system (3.11)-(3.12) is uniquely solvable for (u|DR , ψ) ∈ L2(DR) ×
H1/2(∂D). We write the system (3.11)-(3.12) into a matrix form
(A +B)X = F (3.15)
with
A :=
( −1 0
0 1/2 + K˜ − iS˜
)
, X :=
(
u
ψ
)
, F :=
( −ui
−ui
)
,
B :=
(
k2GV K − iS
k2GV (K − K˜)− i(S − S˜)
)
,
where K˜ and S˜ are the corresponding operators of K and S, respectively, with Φ replaced by
Φ0 defined in (4.18). We study the system in L2(DR)×H1/2(∂D) with respect to the canonical
norm. Clearly, the operator A is a bounded operator that has a bounded inverse. Furthermore,
all entries of the matrix operator B are compact in the corresponding spaces. This implies that
A + B is a Fredholm operator. Thus it suffices for us to show the uniqueness of the system
(3.15) in L2(DR)×H1/2(∂D). Let F = 0, then Theorem 3.1 implies that u = 0 in Rn\D. Define
v := (K − iS)ψ inRn\∂D.
Then, v = u = 0 in Rn\D and v|D ∈ H1(D) solves the following PDE,
∆v + k2v = 0 in D.
Furthermore, the jump relations yield that
−v− = ψ, −∂v−
∂ν
= iψ on ∂D,
where ± signify the approaching of ∂D from inside and outside of D. Interchanging the order of
integration and using Green’s first theorem over D, we obtain
i
∫
∂D
|ψ|2 ds =
∫
∂D
v−
∂v−
∂ν
ds =
∫
D
|∇v|2 − k2|v|2 dx.
Taking the imaginary parts of both sides of the above equation readily yields that ψ = 0 on ∂D.
The proof is complete.
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In Theorem 3.2, we choose an approach in using a combined form of volume, double- and
single-layer potential. Such a combination makes the integral equations uniquely solvable for
all wavenumber. However, difficulties will arise in the study of the low wavenumber behavior
of solutions to the exterior Dirichlet problems for the Helmholtz equation in two dimensions,
where the fundamental solution H(1)0 (k|x−y|) in the single-layer potential has no limit as k → 0.
Nevertheless, by following the idea in [15] due to Kress, and using a similar argument as in the
proof of Thoerem 3.2, we can obtain the following solution representation (3.16)-(3.17) for the
exterior Dirichlet problem in the two dimensional case.
Theorem 3.3. Assume that D ⊂ R2 is sound-soft, let u ∈ H1loc(R2\D) be a solution to the
scattering problem (1.1)-(1.3). Then the total field u|DR ∈ L2(DR) can also be given in the
following form
u = ui + k2GV u+
[
K + S ◦
(
W − 2pi
ln k
)]
ψ inDR, (3.16)
where W : H−1/2(∂D) → H−1/2(∂D) is defined by (4.20) and ψ ∈ H1/2(∂D) is determined by
the following boundary integral equation
0 = ui + k2GV u+
1
2
ψ +
[
K + S ◦
(
W − 2pi
ln k
)]
ψ on ∂D. (3.17)
Furthermore, for (u|DR , ψ) ∈ L2(DR)×H1/2(∂D), the system of integral equations (3.16)–(3.17)
is uniquely solved.
4 Unique recovery results
In this section, we are in a position to present the major recovery results for the proposed inverse
problem in determining D and (Ω\D,V ) by knowledge of u∞(xˆ, k, d) for all xˆ, k but a fixed d.
4.1 Low-wavenumber asymptotics
For the subsequent use, we first derive the low-wavenumber asymptotic expansions of the integral
representations of solutions in Theorem 3.2. Recall that the fundamental solution in Rn of the
Laplace’s equation is given by
Φ0(x, y) :=

1
4pi|x− y| , in R
3;
1
2pi
ln
1
|x− y| , in R
2.
(4.18)
In what follows, for a potential operator introduced in the previous section, say S, we use S˜
to denote the corresponding integral operator with Φ replaced by Φ0 defined in (4.18). Using
the series expansion for eik|x−y| of Φ in R3 and the expansions of the Bessel function J0 and
the Neumann function Y0 of order 0 (see Section 3.4 in [4]) in R2, respectively, the fundamental
solution to the Helmholtz equation has the following asymptotic expansion as k → +0,
Φ(x, y) = Φ0(x, y)
+

i
4pik − |x−y|8pi k2 +O(k3), in R3;
− 12pi ln k + c2 + |x−y|8pi k2 ln k + Ψ(x, y)k2 +O(k4 ln k), in R2,
(4.19)
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where c2 := ln 2/2pi − C/2pi + i/4 with C = 0.5722 . . . denoting the Euler constant and
Ψ(x, y) :=
|x− y|2
8pi
(
ln
|x− y|
2
+ C − 1− ipi
2
)
.
For ϕ ∈ H−1/2(∂D), we define the operators L : H−1/2(∂D) → C, M,N : H−1/2(∂D) →
H1/2(∂D) and W : H−1/2(∂D)→ H−1/2(∂D), respectively, by
Lϕ :=
∫
∂D
ϕ(y) ds(y);
(Mϕ)(x) :=
∫
∂D
|x− y|
8pi
ϕ(y) ds(y), x ∈ ∂D;
(Nϕ)(x) :=
∫
∂D
Ψ(x, y)ϕ(y) ds(y), x ∈ ∂D;
(Wϕ)(x) := ϕ− 1|∂D|
∫
∂D
ϕ(y) ds(y), x ∈ ∂D. (4.20)
It is clear that L ◦ W ≡ 0. Denote by Mϕ and Nϕ the potentials in Rn\∂D by the right
hand sides of Mϕ and Nϕ, respectively. For ψ ∈ H1/2(∂D), we also introduce the operators
P, P ′, Q,Q′ : H1/2(∂D)→ H1/2(∂D) as follows,
(Pψ)(x) :=
1
8pi
∫
∂D
∂|x− y|
∂ν(y)
ψ(y)ds(y), x ∈ ∂D,
(P ′ψ)(x) :=
1
8pi
∫
∂D
∂|x− y|
∂ν(x)
ψ(y) ds(y), x ∈ ∂D,
(Qψ)(x) :=
∫
∂D
∂Ψ(x, y)
∂ν(y)
ψ(y) ds(y), x ∈ ∂D,
(Q′ψ)(x) :=
∫
∂D
∂Ψ(x, y)
∂ν(x)
ψ(y) ds(y), x ∈ ∂D.
Denote by Pψ and Qψ the potentials in Rn\∂D by the right hand sides of Pψ and Qψ, respec-
tively. Finally, for φ ∈ L2(Ω\D), we define
UV φ :=
∫
Ω\D
V (y)φ(y) dy.
Lemma 4.1. Let ui = eikx·d be an incident plane wave with the wavenumber k > 0 and incident
direction d ∈ Sn−1, and consider the scattering problem (1.1)-(1.3).
(i) Assume that D is sound-soft. In the two dimensional case, the total wave field has the
following asymptotic expansion
u = F(1) +
∞∑
m=1
Cm(F , S˜, L,A)
(
1
ln k
)m
+ ikF(x · d)
+
∞∑
m=1
Dm(F , S˜, L,A)k
(
1
ln k
)m
−k2 ln k
[ 1
2pi
F ◦ UV ◦ F(1) + F ◦ (P +M ◦W ) ◦A(1)
]
8
−k2
[1
2
F(x · d)2 −F ◦ (1 + c2)UV ◦ F(1)−F ◦ G˜V ◦ F(1)
−F ◦ UV ◦ F ◦ (S˜ + c2L) ◦A(1)
−2piF ◦ (P +M ◦W ) ◦ [A ◦ (S˜ + c2L)− I] ◦A(1)
−F ◦ (−Q+ 2piM −N ◦W ) ◦A(1)
]
+O
(
k2
ln k
)
as k → +0 in R2\D, (4.21)
where A := (I/2 + K˜+L+ S˜ ◦W )−1, F := I− (K˜+L+ S˜ ◦W ) ◦A, Cm and Dm are functionals
defined by the operators F , S˜, L,A. In the three dimensional case, the total wave field has the
following asymptotic expansion
u = F(1) + ikF(x · d)
+k2
[
− 1
2
F(x · d)2 + F ◦ G˜V ◦ F(1)−F ◦ (P − iM) ◦A(1)
+
1
4pi
F ◦ L ◦A ◦ L ◦A(1)− i
4pi
F ◦ L ◦A(x · d))
]
+O(k3) as k → +0 in R3\D, (4.22)
where A := (I/2 + K˜ − iS˜)−1 and F := I − (K˜ − iS˜) ◦A.
(ii) Assume that D is sound-hard. In the two dimensional case, the total wave field has the
following asymptotic expansion
u = 1 + ik
[
x · d+ S˜ ◦B(d · ν)
]
+
k2 ln k
2pi
UV (1)
+k2
[
− (x · d)
2
2
− S˜ ◦B(d · ν)(x · d) + G˜V (1) + c2UV (1)
+S˜ ◦B ◦ ∂G˜V (1)
∂ν
]
+O(k3 ln k) as k → 0 in R2\D, (4.23)
where B := (I/2 − K˜ ′)−1. In the three dimensional case, the total wave field has the following
asymptotic expansion
u = 1 + ik
[
x · d+ S˜ ◦B(d · ν)
]
+k2
[
− (x · d)
2
2
− S˜ ◦B(x · d)(ν · d)− 1
4pi
L ◦B(ν · d)
+G˜V (1) + S˜ ◦B ◦ ∂G˜V (1)
∂ν
]
+O(k3) as k → 0 in R3\D, (4.24)
where B := (I/2− K˜ ′)−1.
Proof. We present the proof of (4.21) only, and the other asymptotic expansions can be proved
by following a similar argument.
Rewrite (3.16)-(3.17) into a matrix form I − k2GV −K − S ◦ (W − 2piln k)
k2GV
1
2I +K + S ◦
(
W − 2piln k
) ( u
ψ
)
=
(
ui
−ui
)
.
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We can deduce that
(
u
ψ
)
=
 I − k2GV −K − S ◦ (W − 2piln k)
k2GV
1
2I +K + S ◦
(
W − 2piln k
) −1( ui−ui
)
. (4.25)
Recall the asymptotic behavior (4.19), that is, for x 6= y, as k → +0,
Φ(x, y) = − ln k
2pi
+ [Φ0(x, y) + c2]
+
|x− y|
8pi
k2 ln k + Ψ(x, y)k2 +O(k4 ln k).
From this, patient but still straightforward, calculations show that, as k → +0,
k2GV = −k
2 ln k
2pi
UV + k
2(G˜V + c2UV ) +O(k2/ ln k),
K = K˜ + k2 ln kP + k2Q+O(k4 ln k),
S ◦
(
W − 2pi
ln k
)
= L+ S˜ ◦W − 2pi
ln k
(S˜ + c2L) + k2 ln kM ◦W
+k2(N ◦W − 2piM)− 2pik
2
ln k
N +O(k4 ln k).
Inserting these expansions into (4.25), using the fact that(
I −(K˜ + L+ S˜ ◦W )
0 I/2 + K˜ + L+ S˜ ◦W
)−1
=
(
I (K˜ + L+ S˜ ◦W ) ◦A
0 A
)
,
where A := (I/2 + K˜ + L+ S˜ ◦W )−1, we deduce that(
u
ψ
)
=
[
I +
2pi
ln k
(
0 F ◦ (S˜ + c2L)
0 −A ◦ (S˜ + c2L)
)
+k2 ln k
(
1
2piF ◦ UV −F ◦ (P +M ◦W )
− 12piA ◦ UV A ◦ (P +M ◦W )
)
+k2
(
−F ◦ (G˜V + c2UV ) −F ◦ (Q− 2piM +N ◦W )
A ◦ (G˜V + c2UV ) A ◦ (Q− 2piM +N ◦W )
)]−1
(
I (K˜ + L+ S˜ ◦W ) ◦A
0 A
)(
ui
−ui
)
.
Finally, (4.21) follows by a Neumann series argument, along with the use of the following expan-
sion
ui(x, k, d) = eikx·d = 1 + ik(x · d)− k2 (x · d)
2
2
+O(k3) as k → +0,
The proof is complete.
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4.2 Recovery of the embedded obstacle
We first consider the unique recovery of the embedded obstacle D, disregarding the surrounding
inhomogeneous medium (Ω\D,V ). To that end, in what follows, we introduce another scatter
consisting of an obstacle D̂ and a medium (Ω̂\D̂, V̂ ). Without loss of generality, we assume that
R is large enough such that both Ω and Ω̂ are contained in BR. Throughout the rest of the
section, we use û to denote the wave field associated with D̂ and (Ω̂\D̂, V̂ ). In what follows, we
shall show that if u∞ and û∞ are identically the same for certain measurement data set, then D
and D̂ must be identically the same as well disregarding (Ω\D,V ) and (Ω̂\D̂, V̂ ). This is always
true for the sound-soft case, whereas for the sound-hard case, we need impose a certain generic
geometric condition on the obstacles D and D̂ as follows.
Suppose that D and D̂ are both sound-hard and D 6= D̂. Let G be the unbounded connected
component of the complement of D∪D̂. If D 6= D̂, we know that either (R2\G)\D or (R2\G)\D̂
is nonempty. D and D̂ are said to be admissible if there exists a connected component, say D∗,
of (R2\G)\D or (R2\G)\D̂ such that the divergence theorem holds in D∗. Here, we note that
divergence theorem always holds in Lipschitz domains (cf. [24]). It is easily seen that ∂D∗ is
composed of finitely many Lipschitz pieces. One can show that if D∗ can be decomposed into
the union of finitely many Lipschitz subdomains, then the divergence theorem holds in D∗ and
hence both D and D̂ are admissible. Moreover, if both D and D̂ are polyhedral domains, then
D∗ is also a polyhedral domain and therefore both D and D̂ are clearly admissible.
Theorem 4.2. Let D and D̂ be two obstacles such that u∞(xˆ, k, d) = û∞(xˆ, k, d) for (xˆ, k) ∈ Σ×ζ
and a fixed d ∈ Sn−1, where Σ× ζ is any open subset of Sn−1×R+. Then D = D̂ if they are one
of the following two types:
(i) both D and D̂ are sound soft;
(ii) both D and D̂ are sound hard and satisfy the admissibility condition as described above.
Proof. Assume by contradiction that D 6= D̂. By analytic continuation, we first see that
u∞(xˆ, k, d) = û∞(xˆ, k, d) for (xˆ, k) ∈ Sn−1 × R+. By Rellich’s lemma (cf. [4]), from the as-
sumption u∞(xˆ, k) = û∞(xˆ, k) for all xˆ ∈ Sn−1 it can be concluded that the total waves fields
u(x, k) = û(x, k) for all x ∈ G. In particular, we have
u(x, k) = û(x, k) for x ∈ ∂BR, k ∈ (0,∞). (4.26)
Sound-soft Case. Consider first the case of sound-soft obstacles D and D̂. For the two
dimensional case, we define
u˜2 := (K˜ + L+ S˜ ◦W ) ◦A(x · d) in R2\∂D.
Then, it is readily verified that u˜2 uniquely solves the following exterior Dirichlet boundary value
problem
∆u˜2 = 0 in R2\D,
u˜2 = x · d on ∂D,
u˜2(x) = O(1) uniformly as |x| → ∞.
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Similarly, one can define ˜̂u2 associated to D̂. From (4.21) and (4.26), by comparing the coefficient
of the term k, we found that u˜2 = ˜̂u2 on ∂BR. Note that both u˜2 and ˜̂u2 are harmonic functions
in R2\BR and bounded at infinity. Thus by the uniqueness of the exterior Dirichlet problem for
Laplace’s equation [14], we conclude that u˜2 = ˜̂u2 in R2\BR. This further implies that u˜2 = ˜̂u2
in G by the analytic extension. Denote by v˜2 := u˜2−x ·d and ˜̂v2 := ˜̂u2−x ·d in R2\D and R2\D̂,
respectively. Then v˜2 is also harmonic in R2\D and vanishing on ∂D. Similarly, ˜̂v2 is harmonic
in R2\D̂ and vanishing on ∂D̂. Moreover, v˜2 = ˜̂v2 in G. Since D 6= D̂, we have v˜2 is a harmonic
function in D∗ with the homogeneous Dirichlet boundary v˜2 = 0 on ∂D∗. Using the maximum-
minimum principle in D∗ and further the analytic extension in R2\D, we conclude that v˜2 = 0
in R2\D. This readily implies u˜2 = x · d in R2\D. However, this leads to a contradiction since,
for |x| → ∞, u˜2(x) = O(1) uniformly in xˆ.
For the scattering problem in three dimensions, we define
u˜3 := K˜ ◦A(1) in R3\D.
Then, it is readily verified that u˜3 uniquely solves the following exterior Dirichlet problem
∆u˜3 = 0 in R3\D,
u˜3 = 1 on ∂D,
u˜3(x) = o(1) uniformly as |x| → ∞.
Similarly, one can define ˜̂u3 associated to D̂. From (4.26) and (4.22), by comparing the coefficient
of the term k0, we found that u˜3 = ˜̂u3 on ∂BR. By uniqueness of the exterior Dirichlet problem
for Laplace’s equation [14], we conclude that u˜3 = ˜̂u3 in R3\BR. This further implies that
u˜3 = ˜̂u3 in G by the analytic extension. Since D 6= D̂, we deduce that u˜3 is a harmonic function
in D∗ with Dirichlet boundary u˜3 = 1 on ∂D∗. Here, D∗ is the subdomain introduced earlier
when discussing the admissible sound-hard obstacles. Using the maximum-minimum principle
in D∗ and further the analytic extension in R3\D, we conclude that u˜3 = 1 in R3\D. This leads
to contradiction since, for |x| → ∞, u˜3(x) = o(1) uniformly in xˆ.
Sound-hard Case. We now turn to the case of sound-hard obstacles D and D̂. Introduce
the function
u˜N := S˜ ◦B(d · ν) inRn\D.
Then, it is verified that u˜N uniquely solves the following exterior Neumann problem
∆u˜N = 0 inRn\D,
∂u˜N
∂ν
= d · ν on ∂D,
u˜N (x) = o(1) uniformly as |x| → ∞.
Similarly, we introduce the function ˜̂uN associated to D̂. From (4.26) and (4.23)-(4.24), we
deduce that
u˜N = ˜̂uN on ∂BR.
From (4.26), (4.23) in R2 and (4.24) in R3, by comparing the coefficient of the term k, we
conclude that u˜N = ˜̂uN in G. Since D 6= D̂, we deduce that w(x) := u˜N (x)− d · x is a harmonic
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function in D∗ with the homogeneous Neumann boundary ∂w∂ν = 0 on ∂D
∗. Since both D and
D̂ are admissible, we may apply the divergence theorem in D∗ to have∫
D∗
|∇w|2dx =
∫
∂D∗
∂w
∂ν
wds = 0,
which further implies that w = c in D∗ for some constant c ∈ C. Again by the analytic
continuation, we conclude that w = c in Rn\D; that is, u˜N (x) = c+ d · x, x ∈ Rn\D. However,
this is a contradiction, since for |x| → ∞, one has that u˜N (x) = o(1) uniformly in xˆ.
The proof is complete.
4.3 Recovery of the surrounding medium
By Theorem 4.2, we see that the embedded obstacleD can be uniquely recovered, disregarding the
surrounding medium (Ω\D,V ). Now, we turn to the unique recovery of the medium parameter
V .
Theorem 4.3. Let (Ω\D,V ) and (Ω\D, V̂ ) be two mediums such that u∞(xˆ, k, d) = û∞(xˆ, k, d)
for (xˆ, k) ∈ Σ × ζ and a fixed d ∈ Sn−1, where Σ × ζ is any open subset of Sn−1 × R+. Then
V = V̂ under either one of the following admissibility conditions:
(i) D is sound soft and in two dimensional case L ◦ A(1) 6= 1, both V and V̂ are harmonic
functions in Ω\D satisfying the Dirichlet boundary conditions V = V̂ = 0 on ∂D;
(ii) D is sound hard and, both V and V̂ are harmonic functions in Ω\D satisfying the Neumann
boundary conditions ∂V /∂ν = ∂V̂ /∂ν = 0 on ∂D.
Proof. By a same argument as that for the proof of Theorem 4.2, one can show that the total
fields coincide in R3\BR, and furthermore their Cauchy date coincide on the boundary ∂BR, i.e.,
u(x, k) = û(x, k) and
∂u(x, k)
∂ν(x)
=
∂û(x, k)
∂ν(x)
, x ∈ ∂Ω, k ∈ (0,∞). (4.27)
Sound-soft D. Let us first consider the case that D is a sound-soft obstacle. We introduce
the function u˜D in Ω\D as follows,
u˜D :=

F ◦ G˜V ◦ F(1), for 3D case;
F ◦ G˜V ◦ F(1) + F ◦ (1 + c2)UV ◦ F(1)
+F ◦ UV ◦ F ◦ (S˜ + c2L) ◦A(1), for 2D case.
Then one can verify that u˜D is a solution to the following Dirichlet boundary value problem
∆u˜D = −V F(1) in Ω\D, u˜D = 0 on ∂D.
Similarly, we also introduce the corresponding function ˜̂uD associated to V̂ . From (4.27) and
(4.21)-(4.22), by comparing the term of order k2, one immediately has
u˜D = u˜D and
∂u˜D
∂ν
=
∂u˜D
∂ν
on ∂Ω. (4.28)
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Letting ξD := u˜D − ˜̂uD, we have
∆ξD = (V̂ − V )F(1) in Ω\D, (4.29)
and
ξD = 0 on ∂D and ξD =
∂ξD
∂ν
= 0 on ∂Ω. (4.30)
By the assumption, the difference VD := V̂ − V is a solution of the following boundary value
problem
∆VD = 0 in Ω\D and VD = 0 on ∂D. (4.31)
Using Green’s theorem in Ω\D, by (4.29), (4.30) and (4.31), we deduce that∫
Ω\D
F(1)|VD|2 dx
=
∫
Ω\D
(∆ξDVD − ξD∆VD) dx
=
∫
∂Ω
(
∂ξD
∂ν
VD − ξD ∂VD
∂ν
)
ds−
∫
∂D
(
∂ξD
∂ν
VD − ξD ∂VD
∂ν
)
ds
= 0.
This further implies that VD = 0 in Ω\D if the function f := F(1) is sign preserving in Ω\D.
That is, in such a case, one has the unique recovery result V = V̂ in Ω\D. Next, we show that
the function f is sign preserving in Ω\D. In the two dimensional case, f is harmonic in R2\D,
vanishing on ∂D and f(x)→ 1− L ◦ A(1) as |x| → ∞. Since 1− L ◦ A(1) is a constant, by the
maximum-minimum principle, the values of f in R2\D are between 0 and 1− L ◦A(1). Thus, f
is sign preserving in R2\D. In three dimensions, f is harmonic in R3\D, vanishing on ∂D and
f(x)→ 1 as |x| → ∞. Using again the maximum-minimum principle, we deduce that f is always
positive in R3\D. This completes the proof of the unique recovery of the medium (Ω\D,V ) in
the case that D is a sound-soft obstacle.
Sound-hard D. Consider now the case that D is a sound-hard obstable. We introduce the
function u˜N in Ω\D as follows,
u˜N :=
 G˜V (1) + S˜ ◦B ◦
∂G˜V (1)
∂ν , for 3D case;
G˜V (1) + S˜ ◦B ◦ ∂G˜V (1)∂ν + c2UV (1), for 2D case.
Then u˜N is a solution of the following Neumann boundary value problem
∆u˜N = −V in Ω\D, ∂u˜N
∂ν
= 0 on ∂D.
Similarly, we introduce the corresponding function ˜̂uN associated to V̂ . From (4.23)-(4.24) and
(4.27), by comparing the term of order k2, one immediately has
u˜N = u˜N and
∂u˜N
∂ν
=
∂u˜N
∂ν
on ∂Ω. (4.32)
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Letting ζN := u˜N − ˜̂uN , we have
∆ζN = V̂ − V in Ω\D, (4.33)
and
∂ζN
∂ν
= 0 on ∂D and ζN =
∂ζN
∂ν
= 0 on ∂Ω. (4.34)
By the assumption, the difference VN := V̂ − V is a solution of the following boundary value
problem
∆VN = 0 in Ω\D and ∂VN
∂ν
= 0 on ∂D. (4.35)
Using Green’s theorem in Ω\D, by (4.33), (4.34) and (4.35), we deduce that∫
Ω\D
|VN |2 dx
=
∫
Ω\D
(∆ζNVN − ζN∆VN ) dx
=
∫
∂Ω
(
∂ζN
∂ν
VN − ζN ∂VN
∂ν
)
ds−
∫
∂D
(
∂ζN
∂ν
VN − ζN ∂VN
∂ν
)
ds
= 0.
This readily implies that VN = 0 in Ω\D; that is, V = V̂ in Ω\D.
The proof is complete.
In Theorem 4.3, there are two admissibility conditions on the inhomogeneous medium
(Ω\D,V ) under which it can be uniquely identified. As an illustrative example, let us con-
sider the case that D is a polyhedron in Rn such that ∂D is consisting of finitely many cells Cj ,
j = 1, 2, . . . , α. Suppose that each cell has the following parametric representation
〈x, νj〉 = lj , x ∈ Cj , 1 ≤ j ≤ α,
where νj is the unit normal vector to Cj and lj is the distance between the cell Cj and the
origin . If D is sound-soft, we let (Ω\D,V ) be such that V is a piecewise polynomial function
associated to a certain polyhedral triangulation which as a whole is an H2-function. Moreover, it
is assumed that for the piece touching the cell Cj , the parametric form of the polynomial is given
by x · θj + τj , where θj ∈ Rn, τj ∈ R and θj/‖θj‖ = νj , τj = −‖θj‖ · lj . By properly choosing
the polynomials in the rest of the pieces, such a medium parameter function V is harmonic
(in the weak H2 sense) in Ω\D and satisfies the homogeneous Dirichlet boundary condition on
∂D. Hence, by Theorem 4.3, both D and (Ω\D,V ) can be uniquely recovered. Next, if D is
sound-hard, we let V be a piecewise function associated to a certain polyhedral triangulation
such that at each piece, it is a polynomial function, and as a whole it is an H2-function. In the
piece touching the cell Cj , we assume that V is of the form, x · θj + τj , where θj ∈ Rn, τj ∈ R
and θj ·νj = 0. By properly choosing the polynomials in the rest of the polyhedral pieces, we can
also make such a medium parameter function V harmonic (in the weak H2 sense) in Ω\D and
satisfy the homogeneous Neumann boundary condition on ∂D. Hence, by Theorem 4.3, both D
and (Ω\D,V ) can be uniquely recovered. Those remarks would find important applications if
one intends to design a numerical recovery scheme of general D and (Ω\D,V ) by the so-called
finite element method, where one can approximate D by a polyhedron and V by a piecewise
polynomial function.
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5 Numerics and discussions
From the theoretical analyses given in the previous sections, by letting k → +0, the buried obsta-
cles produce more contribution to the scattered field, and thus also to the far-field measurements.
In this sense, the contribution from the surrounding inhomogeneous medium can be regarded
as noise to the far-field measurements. It is natural to reconstruct the buried obstacle by using
the far-field measurements corresponding to low frequencies, while determining the surrounding
medium by the far-field measurements corresponding to regular frequencies.
In our numerical simulations, we used the boundary integral equation method to compute the
far-field patterns u∞(xˆl, km, dn) with xˆl = 2pil/L, l = 1, 2, · · · , L, 0 < k1 < k2 < · · · < kM , dn =
2pin/N for L equidistantly distributed observation directions and N equidistantly distributed
observation directions. We further perturb u∞(xˆl, km, dn) by random noise using
u∞δ (xˆl, km, dn) = (1 + δ
s1 + is2√
s21 + s
2
2
)u∞(xˆl, km, dn),
where s1 and 2 are two random values in (−1, 1) and δ presents the relative error.
In [28], Potthast proposed the Orthogonal Sampling method based on the following indicator
IPotthast1(z, dn) =
M∑
m=1
∣∣∣ L∑
l=1
u∞(xˆl, km, dn)eikxˆi·z
∣∣∣2, z ∈ Rn,
for some fixed incident direction dn. Motivated by the study in [21], we also consider the following
indicator
ILiu1(z, dn) =
∣∣∣ M∑
m=1
L∑
l=1
e−ikdn·zu∞(xˆl, km, dn)eikxˆi·z
∣∣∣2, z ∈ Rn.
The numerical simulations in [28] have shown that the indicator IMF (z, dn) can be used to find
the rough locations of the underlying obstacles, but the resolution to the shape reconstruction
is not so good. To solve this problem, Potthast suggested in [28] to use the following indicator
IPotthastN (z) =
N∑
n=1
M∑
m=1
∣∣∣ L∑
l=1
u∞(xˆl, km, dn)eikxˆi·z
∣∣∣2, z ∈ Rn,
with N incident directions dn, n = 1, 2, · · · , N . Similarly, we also consider the following indicator
ILiuN (z) =
∣∣∣ N∑
n=1
M∑
m=1
L∑
l=1
e−ikdn·zu∞(xˆl, km, dn)eikxˆi·z
∣∣∣2, z ∈ Rn.
In the following, we consider a benchmark example: the support of the surrounding inhomoge-
neous medium ∂Ω is given by a round square, parameterized by x(t) = 2.25(cos3 t+cos t, sin3 t+
sin t), 0 ≤ t ≤ 2pi, whereas the buried obstacle D is given by a sound-soft "kite", parameterized
by x(t) = (cos t + 0.65 cos 2t − 0.65, 1.5 sin t), 0 ≤ t ≤ 2pi. Figure 1 shows the original domain.
The research domain is [−6, 6] × [−6, 6] with 121 × 121 equally spaced sampling points. We
set the number of the observation directions L = 64, the contrast function q = 0.5. The re-
sults by using a single incident direction are shown in Figure 2. We observe that the indicators
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IPotthast1 and ILiu1 capture the location of the buried "kite" by using the data corresponding
to 10 equally distributed frequencies in [0.1, 2]. To reconstruct the support of the surrounding
inhomogeneous medium, we use 50 equally distributed frequencies in [0.1, 10]. The shape infor-
mation can be improved by using more incident directions. Figure 3 shows the reconstructions
with four incident directions. In particular, ILiuN gives a rough shape reconstruction for buried
"kite". From Figures 2 and 3, we found that our indicators ILiu1 and ILiuN seemingly produce
better reconstructions. We shall study the numerical method in a forthcoming paper.
−6 −4 −2 0 2 4 6
−6
−4
−2
0
2
4
6
True domain
Figure 1: True structure
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