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Abstract—We are interested in estimating, through simulation,
the probability of entering a rare failure state before a regen-
eration state. Since this probability is typically small, we apply
importance sampling. The method that we use is based on finding
the most likely paths to failure. We present an algorithm that
is guaranteed to produce an estimator that meets the conditions
presented in [10] [9] for vanishing relative error. We furthermore
demonstrate how the procedure that is used to obtain the change
of measure can be executed a second time to achieve even
further variance reduction, using ideas from [5], and also apply
this technique to the method of failure biasing, with which we
compare our results.
I. INTRODUCTION
In the past few decades more and more aspects of human
life have become dependent on the proper functioning of
technological systems. Some examples can be found in the
areas of electricity networks, water cleaning and healthcare
facilities. Due to the complexity of these models, they are
typically modelled as a stochastic, often Markovian, system,
giving rise to the model class of Highly Reliable Markovian
System (HRMS) models. Performance analysis of the system
then often comes down to evaluating a probability of interest,
either to be used as a performance measure of itself or as an
ingredient to compute a more complicated measure.
A very common example is the probability of the event
that, starting from the initial state (where the system works
normally), we reach a certain rare state before reaching a
regeneration state. We will from now on refer to this event as
Ψ. This probability is interesting for several reasons, mainly
because it can be used to efficiently compute an estimate for
the Mean Time To Failure (MTTF). Since the state space is
typically very large for HRMS models, numerical methods
are not computationally feasible. Additionally, since P(Ψ) is
typically very small for a highly reliable system, standard
Monte Carlo simulation requires an impractical number of
simulation runs before it can produce a reasonable estimate.
As an alternative, we use importance sampling [4], a
technique in which we do not simulate using the original
probability measure P, but using a simulation measure Q under
which Ψ is much more likely. The main problem is then to find
a suitable new measure Q for these HRMS models, a problem
which has been studied extensively throughout the past two
decades (see, e.g., [11] or [12]). The specific technique that we
will use in this paper to find Q is zero variance approximation.
The idea behind this technique is to define a norm d on the
state space such that d measures the ‘distance’ from each
state to the rare state. We then find a second norm w which
approximates for each state s the probability that Ψ holds if
one were to start in s. This approximation is given by the sum
of the probabilities of all paths (i.e., executions of the system)
starting in s that are dominant in the sense that the ‘distance’
that they cross compares well to d(s). The probability under
Q of jumping to a state z is then determined using how w
evaluated in this state compares to w evaluated among its
competitors.
In [10], sufficient conditions were given for a simulation
measure that uses zero variance approximation to satisfy the
desirable properties of bounded or vanishing relative error (for
a more detailed description of these properties, see [8]) under
the assumption that the model contains no high-probability
cycles. A high-probability cycle occurs when a state in the state
space can reach itself following a path of which the probability
is ‘high’ in the sense that it does not vanish in an appropriate
limiting regime (for more information on the issues arising
from the occurrence of high-probability cycles, see [6] or [7]).
Furthermore, the authors of [10] gave a few practical heuristics
that could be used to obtain a measure Q that satisfies these
properties.
In this paper, we will first give a precise algorithm for
finding a measure Q that gives an estimator with the vanishing
relative error property. This procedure works even when the
assumption of no high-probability cycles is dropped. Further-
more, we show how the algorithm can be used to obtain further
variance reduction, and show that if the same algorithm is
run in the system under the new measure Q, the variance of
the estimator can be cut back even further. We also apply
this technique to the method of failure biasing (see [12]
for a discussion of (balanced) failure biasing, and [6] for a
discussion of the general biasing scheme, which is well-suited
for models involving high-probability cycles), and compare
the performance of all the discussed methods to standard
simulation.
The rest of this paper is organised as follows: in Section
II we discuss the precise mathematical framework that under-
lies our algorithm, and discuss Balanced Failure Biasing. In
Section III we introduce the algorithm, based on Dijkstra’s
method. In Section IV we discuss how the algorithm can be
used to obtain further variance reduction for small extra cost.
Section V contains some numerical results and Section VI
concludes the paper.
II. MODEL SETTING
The highly reliable system is given in terms of a DTMC
with a (large) finite state space S. We assume that the system
starts in some state s0 ∈ S , and that there is a single rare
state sr ∈ S (in contexts where there is a set of rare states,
all those states can be merged into a single state). We also
assume that there is (after a potential merge) a regeneration
state s′0 ∈ S , typically one to which all transitions normally
going back to s0 are routed. The transition probability structure
in the DTMC is given by a matrix (pij)i,j∈S , which contains
for each pair of state i, j ∈ S the probability pij of jumping
from state i to state j (in practice, this matrix may be given
implicitly through a high-level description language). These
probabilities depend on  some rarity parameter inherent to
the model. Writing f(x) = Θ(g(x)) iff
0 < lim
x↓0
f(x)
g(x)
<∞,
we assume that all pij() = Θ(rij ), with rij ∈ [0,∞) and
In order to formally specify our probability of interest, let a
path ~x be a sequence x0, x1, . . . , x|~x| of states in S, with |~x|
equal to the number of steps in the path. Let a path ~x be part
of the event Ψ(s) if x0 = s, if x|~x| is the rare state sr and if
state xi is not equal to the regeneration state ∀i < |~x|. Then,
with P(~x) =
∏|~x|
i=1 p~xi−1~xi , we have
Ps(Ψ) ,
∑
~x∈Ψ(s)
P(~x), ∀s ∈ S. (1)
We are interested in finding Ps0(Ψ). With
1Ψ(x) =
{
1 if x satisfies Ψ,
0 else,
it then holds for all probability measures Q such that P
absolutely continuous with respect to Q that
P(Ψ) = EP(1Ψ) = EQ(LQ · 1Ψ),
with LQ = dP/dQ. The basic idea behind importance sam-
pling is to generate N ∈ N sample paths ~x1, . . . , ~xN using Q
to obtain the following estimator for P(Ψ):
pˆQ ,
1
N
N∑
i=1
1Ψ(~xi)LQ(~xi). (2)
The goal is now to find a measure Q that performs better
in terms of the variance of pˆQ than the trivial choice Q =
P. We will consider two distinct base methods for finding a
measure Q in this paper, Zero Variance Approximation (ZVA)
and Balanced Failure Biasing (BFB). We will discuss both of
them in the remainder of the section.
A. Zero Variance Approximation
As the name suggests, ZVA is based on approximating
the so-called zero variance measure, which can be written in
closed form as
qij = pij
Pi(Ψ)
Pj(Ψ)
. ∀i, j ∈ S (3)
This measure can be proven to produce an estimator with zero
variance (see [10]). Of course, we cannot use this measure in
practice as it requires exact knowledge of P(·)(Ψ), and this
knowledge would imply that we have already solved the main
problem. Hence, a common idea is then to come up with a
guess w for P(·)(Ψ), which we can then substitute for P(·)(Ψ)
in (3) (after which we normalise, so that
qij =
pijw(j)∑
k∈S pikw(k)
,∀i, j ∈ S.
Our method for finding a suitable w is to select only a subset
of the paths used in the summation of (1), which we will
call the dominant paths. In order to determine which paths to
select, we will define two related measures for the distance
between each state and the rare state sr. First, we define the
norm dΨ — intuitively, the smallest number of ’s needed to
reach sr— of a state s with respect to Ψ as
dΨ(s) = min{r : ∃~x ∈ ΦΨ(s) s.t. P(~x) = Θ(r)}.
We will write d(s) for short, and we say d(s) = ∞ if the
set of which the minimum is taken is empty. We assume that
d(s0) > 0. Define ΦrΨ(s) = {~x : ~x ∈ ΦΨ(s),P(~x) = Θ(r)}
to be the set of paths ~x with P(~x) of order r that hit the
rare state before the regeneration state, and define the function
w : S → R+ as the probability of the ‘dominant’ paths in Ψ:
w(s) =
∑
~x ∈ Φd(s)Ψ (s)
P(~x).
We substitute this function w in place of P(·)(Ψ) in (3).
The resulting estimator has vanishing relative error, using
the arguments made in [10], where it was proven that an
estimator based on (3) would have vanishing relative error
if lim↓0
w(s)
Ps(Ψ) = 1 for all s ∈ S. In the next section, we will
focus on an algorithm to determine both d and w for all s
with d(s) ≤ d(s0).
B. Balanced Failure Biasing
The idea behind failure biasing is to choose Q such that
paths ~x towards sr, which normally satisfy lim↓0 P(~x) = 0,
instead have Q(~x) = Θ(1). There exist several implemen-
tations of failure biasing, the most famous of which being
Balanced Failure Biasing (BFB), which can be proven to
satisfy bounded relative error under relatively mild conditions
(see [12]). One of these conditions is the absence of high-
probability cycles.
BFB is implemented as follows: in each state s ∈ S
we count the number of high-probability transitions (i.e.,
transitions to z such that rsz = 0) and call this number nh,
and count the number of low-probability transitions (i.e., such
that rsz > 0) and call this number nl. Note that it must hold
that nh > 0. If nl = 0, we simulate under P. Otherwise, we
let
qsz =
{
(1− p)/nh if rsz = 0,
p/nl if rsz > 0,
(4)
where p is some constant independent of . The choice of
p has an impact on the efficiency of the estimator, but not
on fundamental properties such as bounded relative error.
Throughout this paper we choose p = 12 .
III. DIJKSTRA-BASED ALGORITHM
Given an implicit description of P = (pij)i,j∈S through a
high-level language, a start state s0, rare state sr and regen-
eration state s′0, our goal is now to determine w(s) and d(s)
∀s ∈ H(s0), where we define H(s) , {z ∈ S : d(z) ≤ d(s)}
for convenience. The algorithm that we will describe in this
section consists of two phases, which we will describe in the
following two subsections.
A. Phase one
In the first phase, we use a procedure based on the well-
known Dijkstra algorithm for finding shortest paths in a graph
[3] to determine H(s0) and d′(s) , d(sr)−d(s) for all states
in this set. We keep track of a list Λ of visited states. We
initialise Λ = {s0} and d′(s0) = 0, and add each possible
successor state s of s0 to Λ, and set d′(s) = d′(s0)+rs0s. We
then choose the element s of Λ that has not been considered
before with the lowest d′(s), and repeat the same procedure
for this state. We continue until we have reached sr, then
complete the procedure for all states s with d′(s) = d′(sr)
before we terminate the first phase. The states in Λ then equal
H(s0), and for those states d = d(sr)− d′.
If, while running the procedure, we find that a state s
has a successor state z such that d′(s) = d′(z), we trigger
a loop-detection procedure. We claim that if there exists a
high-probability cycle in H(s0), it must be found this way.
To see this, consider a S ⊂ S such that all states in this
set are reachable from all other states in the set by a high-
probability path, then S will contain a high probability cycle.
Furthermore, it is easy to show that the reverse implication is
also true: each high-probability cycle must occur in such a set
S. We know that for all states s′ and s′′ in S, d(s′) = d(s′′)
— this can be simply shown by assuming the converse and
proving a contradiction. So if one state is considered during
the procedure, then all other states will be considered before
the procedure terminates. Consider s∗, the last state of S to be
considered. All its successors will be checked, and at least one
other state in S will be a successor, or s∗ could not have been
part of the cycle. This successor s∗∗ will have its d assigned
when it was added to Λ, and d(s∗) = d(s∗∗), so the procedure
is triggered if had not been earlier. And since all states in
H(d(s0)) are considered, this proves the claim.
The loop-detection procedure essentially boils down to
removing all low-probability transitions from the relevant part
of the DTMC and finding the Strongly Connected Component
(SCC) that contains the states s and z that triggered the
procedure, using the algorithm as described in [2]. Call this
SCC A. What we then do is come up with a new Markov
chain with the same state space and identical probabilities
Ps(Ψ) in the states, but with transition probabilities around the
high-probability cycles redistributed so that the new Markov
chain only has low-probability cycles. This can be done using
SCC-based state space reduction techniques described in [1].
Removing this cycle gives rise to a new probability matrix P ′,
and we update P ′ when we find additional loops in a similar
matter.
B. Phase Two
We begin the second phase in sr (N.B.: due to the fact
that sr is given implicitly through a high-level description,
this need not be trivial without the first phase). We then
again keep a list Λ′, and initialise Λ′ = {sr}, w(sr) = 1,
w(s) = 0 ∀s ∈ S, s 6= sr. For each predecessor s of sr that is
in H(s0), we add s to Λ′ if this had not been already and if
d(s) = d(sr) + kssr we update w(s) := w(s)+w(sr)p
′
ssr . We
then perform the same procedure for the state in Λ′ with the
lowest d which has not been considered before and continue
until we have determined w(s) for all s ∈ H(s0).
The new measure Q is then given as follows: for all states s,
each transition to a state s′ outside H(s0) is given by the old
probability pss′ . The probabilities of the transitions to all other
states z are given weight pszw(z), which are then rescaled
to make sure all outgoing transition probabilities sum up to
one. Note that for a state s outside H(s0), we do not have
lim↓0
w(s)
Ps(Ψ) = 1, but we conjecture that this does not matter
because the probability of ever entering this set goes to zero
asymptotically, so the condition is valid in the relevant limit.
IV. VARIANCE REDUCTION FOR FREE
Using the algorithm outlined in Section III, we have ob-
tained a new measure Q that gives us an estimator with
vanishing relative error. While this is a very desirable property
for an estimator, we can further improve upon this by using
quantities computed explicitly while running the algorithm.
Specifically, let ∆ be the event that the chosen path ~x is a
dominant path, i.e., it has P(~x) = Θ(d(s0)), and
P(∆) =
∑
~x ∈ Φd(s0)Ψ (s0)
P(~x) = w(s0) (5)
Running the exact same procedure, now under Q, we can
obtain Q(∆). The importance of these quantities becomes
clear through the following expression:
P(Ψ) =EP(1Ψ) = EQ(LQ · 1Ψ)
=EQ(LQ · 1Ψ|∆)Q(∆) + EQ(LQ · 1Ψ|¬∆)Q(¬∆)
=P(∆) + EQ(LQ · 1Ψ|¬∆)(1−Q(∆)).
(6)
If we were to estimate P(Ψ) directly using (2), we would also
incur variance through estimating P(∆) and Q(∆). However,
these quantities are known, and can be used directly. Hence
we propose the following two estimation procedures, based on
ideas presented in [5].
In the first procedure, we use knowledge of P(∆) and
estimate the probability contribution of the remainder. To
achieve this, we simulate under the new measure Q, and check
during the i-th run of the procedure if sample path ~xi was
part of ∆. If not, we record ui = LQ(~xi) · 1Ψ(~xi), and we
set ui = 0 otherwise. After having sampled N realisations
u1, . . . , uN , we use the following estimator for P(Ψ):
pˆ+Q , P(∆) +
1
N
N∑
i=1
ui.
The variance of the estimator is estimated by
σˆ2+Q ,
1
N
∑N
i=1 u
2
i −
(
1
N
∑N
i=1 ui
)2
N − 1 ,
which gives rise to the approximate 95%-confidence interval[
pˆ+Q − 1.96
√
σˆ2+Q , pˆ
+
Q + 1.96
√
σˆ2+Q
]
. (7)
In the second procedure, we use knowledge of both P(∆)
and Q(∆). We run the same procedure as before, generating
samples ui where ui is set to 0 if ~xi was part of ∆. After
having run N ∈ N simulations, M of which did not belong
to ∆, we use the following estimator for P(Ψ):
pˆ++Q , P(∆) +
1−Q(∆)
M
M∑
i=1
ui.
The variance of this estimator is estimated by
σˆ2++Q ,
(
1−Q(∆)2) 1M ∑Mi=1 u2i −
(
1
M
∑M
i=1 ui
)2
M − 1 ,
which gives rise to the approximate 95%-confidence interval[
pˆ++Q − 1.96
√
σˆ2++Q , pˆ
++
Q + 1.96
√
σˆ2++Q
]
.
In Section V, we will see how the estimators pˆ+ and pˆ++
perform in a number of case studies.
V. RESULTS
In this section we will investigate empirically the power
of the analysis of Sections III and IV. We will consider two
model settings: one realistic model and one artificial model.
All of these models are easy to understand, consisting of up
to eight states at most.
For each model, we first determine d and w evaluated for all
elements of the state space and display these values in Tables I
and III. We then display the results of simulation experiments
for several values of  in Tables II and IV. In each of the latter
three tables, we compare a number of simulation approaches,
namely standard Monte Carlo simulation (MC), the importance
sampling estimator using BFB as described in Section II-B
(BFB) and using the ZVA approach as described in Sections
II-A and III (ZVA). For both of the importance sampling
procedures we use three versions, the standard version, the
+-version in which we use knowledge of P(∆) and the ++-
version in which we use knowledge of both P(∆) and Q(∆)
(see Section IV). For all these cases, we display a 95%-
confidence interval for pˆQ based on the central limit theorem,
the total number of simulated runs N and the number of runs
M in which a non-dominant path was sampled (i.e., a path ~x
such that P(~x) 6= Θ(d(s0))). The run time of each simulation
experiment was set to one second.
A. Simple Queue
s′0
s0
s1 s2 s3 sr
1
  
1−  1−  1− 
Figure 1. Simple Queue
The first model that we consider is based on a simple HRMS
with one main component and three spares. The system as
a whole is down only when both the main component and
its three spares are broken. The active component fails with
rate , regardless of the number of broken components, and
a dedicated repairman repairs broken components with rate
1 − . This leads to the DTMC displayed in Figure 1. From
each state there is only a single dominant path that leads to
sr, which explains the simple structure of w in Table I.
s0 s1 s2 s3 sr s′0
d 3 3 2 1 0 ∞
w 3 3 2  1 0
Table I
FUNCTIONS w AND d FOR EXAMPLE OF FIGURE 1.
In Table II, we display the simulation results for this system.
As we can see, the importance sampling estimators appear to
be unbiased and clearly outperform the standard Monte Carlo
estimator for small values of . In this situation, every time a
dominant path ~x is sampled, the likelihood ratio LQ(~x) will
be the same, so there is not much variance from estimating
P(∆). Accordingly, ZVA++ is not much better than ZVA, and
ZVA+ is even worse. On the other hand, BFB+ and BFB++
are not very different, and both clearly outperform BFB. Also,
ZVA still outperforms BFB++.
B. Two paths
The model of Figure 2 is simple, yet sufficiently complex
to be able to make some basic remarks about the performance
of the methods introduced in this paper. There is a high-
probability cycle from s2 to s3, meaning that the approach of
[10] does not work in this situation (it would assign too much
probability mass to the paths going from s4 to sr). Using
 method pˆQ N M
10−1
MC 1.230·10−3 ± 2.06·10−5 11 140 877 11 100 400
BFB 1.218·10−3 ± 2.16·10−6 5 802 322 4 896 089
BFB+ 1.220·10−3 ± 5.54·10−7 6 346 972 5 552 942
BFB++ 1.220·10−3 ± 5.47·10−7 6 423 011 5 620 408
ZVA 1.220·10−3 ± 6.67·10−8 6 329 423 1 000 563
ZVA+ 1.220·10−3 ± 4.01·10−7 6 169 657 977 400
ZVA++ 1.220·10−3 ± 3.57·10−8 6 234 355 987 088
10−3
MC — 12 582 631 12 582 631
BFB 1.000·10−9 ± 2.09·10−12 6 157 319 5 197 053
BFB+ 1.002·10−9 ± 5.98·10−15 6 411 742 5 610 077
BFB++ 1.002·10−9 ± 5.9·10−15 6 544 998 5 727 838
ZVA 1.002·10−9 ± 5.27·10−17 6 997 838 13 790
ZVA+ 1.002·10−9 ± 3.35·10−14 6 846 839 13 660
ZVA++ 1.002·10−9 ± 1.69·10−17 6 932 086 13 736
10−4
MC — 12 423 092 12 423 092
BFB 9.998·10−13 ± 2.2·10−15 5 553 303 4 686 636
BFB+ 1.000·10−12 ± 6.04·10−19 6 310 829 5 521 492
BFB++ 1.000·10−12 ± 5.92·10−19 6 513 432 5 700 449
ZVA 1.000·10−12 ± 1.13·10−20 6 653 258 1 325
ZVA+ 1.000·10−12 ± 1.08·10−17 6 728 851 1 374
ZVA++ 1.000·10−12 ± 5.42·10−22 6 758 260 1 307
Table II
SIMULATION RESULTS FOR EXAMPLE OF FIGURE 1.
s′0
s0
s1
s2
s3
s4
sr
1
2
2
1−  1

1− 2− 2
1− 

Figure 2. Two Paths
the procedure outlined in Section III, we reduce the model of
Figure 2 to a similar DTMC where the transition from s2 to
sr has been given probability 1 and the transition from s3 to
s2 probability 1 (which it already had). On this DTMC, the
functions d and w are as displayed in Table III.
Because there is a high-probability cycle between s2 and
s3, BFB will not work well, as the resulting estimator will
without necessity incur extra variance by changing the tran-
sition probabilities ps2s3 and ps2sr . A possible remedy is
to apply the General Biasing Scheme as described in [6],
which is specifically constructed to be able to deal with high-
probability cycles. In this section, we simply instruct BFB to
simulate under the old measure in state s2 for the sake of a
fair comparison.
Some interesting observations can be made regarding Table
IV. First, we see that N , the number of paths sampled during
the one second run time, decreases as  decreases; this is
because we use the values psz from the unadjusted DTMC,
and as  decreases, the expected amount of time before the
loop between s2 and s3 is left increases. This can be solved
if we use the probability values from P ′ to plug into (3) and
the denominator of the likelihood ratio LQ.
s0 s1 s2 s3 s4 sr s′0
d 2 2 0 0 1 0 ∞
w 32 32 1 1  1 0
Table III
FUNCTIONS w AND d FOR EXAMPLE OF FIGURE 2.
Second, we see that the method of Section IV leads to
considerable variance reduction when  is moderately small
(at  = 10−3, there is a factor 20 improvement from ZVA
to ZVA++), but when  becomes so small that non-dominant
paths are not typically sampled any longer (remember that
we estimate EQ(LQ · 1Ψ|¬∆) using a measure constructed
for the dominant paths), we often end up with (zero or) one
sample(s), and no confidence interval of finite width can be
given. Using the standard ZVA estimator no non-dominant
paths are sampled either, but some information about the non-
dominant paths turns out to appear in the likelihood ratios,
which means that the standard ZVA is even better than the
one combined with the techniques of Section IV, where this
information is thrown away in favour of the exact computation
of P(∆). For BFB, the speed-up resulting from the analysis
of Section IV is again clearly visible.
 method pˆQ N M
10−1
MC 3.648·10−2 ± 1.20·10−4 9 324 420 8 805 623
BFB 3.657·10−2 ± 6.21·10−5 3 499 044 2 159 263
BFB+ 3.660·10−2 ± 3.56·10−5 3 700 330 2 313 214
BFB++ 3.658·10−2 ± 3.49·10−5 3 753 718 2 344 869
ZVA 3.658·10−2 ± 7.14·10−6 2 881 899 408 217
ZVA+ 3.659·10−2 ± 1.89·10−5 2 910 685 412 602
ZVA++ 3.659·10−2 ± 3.39·10−6 2 924 753 415 166
10−3
MC 2.885·10−6 ± 9.56·10−7 12 131 824 12 131 745
BFB 2.976·10−6 ± 4.28·10−8 56 339 35 078
BFB+ 3.006·10−6 ± 2.69·10−10 58 004 36 203
BFB++ 3.006·10−6 ± 2.65·10−10 58 790 36 693
ZVA 3.006·10−6 ± 3.67·10−11 51 842 113
ZVA+ 3.007·10−6 ± 1.25·10−9 52 031 121
ZVA++ 3.006·10−6 ± 1.59·10−12 52 127 115
10−4
MC — 11 973 346 11 973 345
BFB 3.107·10−8 ± 1.39·10−9 5 643 3 480
BFB+ 3.001·10−8 ± 7.85·10−13 6 066 3 809
BFB++ 3.001·10−8 ± 8.78·10−13 5 792 3 572
ZVA 3.001·10−8 ± 1.17·10−13 5 052 2
ZVA+ 3.0·10−8 ± ∞ 5 111 0
ZVA++ 3.001·10−8 ± ∞ 5 560 1
Table IV
SIMULATION RESULTS FOR EXAMPLE OF FIGURE 2.
VI. CONCLUSIONS
We have extended a method from [10] for simulating rare
events in models of highly reliable Markovian systems to
models which contain high-probability cycles, and numerically
demonstrated that this extension works well.
Furthermore, we have demonstrated how ideas from [5]
can be used to further reduce the variance. Our numerical
experiments show that the extra variance reduction strongly
varies with the model and its parameters. Further study is
needed to obtain better understanding of this.
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