A simple closed-form expression is derived for the low signal-to-noise ratio (SNR) asymptote of the Cramér-Rao bound (CRB) for estimating the SNR of binary phase shift keying modulated signals received over Nakagami-m fading channels with L branch equal gain combining diversity.
Introduction: In many communication systems, it is necessary to obtain an estimate of the channel signal-to-noise ratio (SNR) from received signals. Examples include SNR selection diversity combining [1] , channel quality estimation for link adaptation [2] , and optimum decoding of turbo codes on fading channels [3] . Since the system performance depends on the accuracy of the estimate, it is therefore of interest to assess the performance of any SNR estimator in terms of its bias and variance. A well-known lower bound for the variance of any unbiased estimator is the Cramér-Rao bound (CRB) [4] . This bound is particularly useful in making performance predictions of systems before any estimator is actually designed, and can serve as a benchmark for practical estimators. A CRB work on the SNR estimation of binary phase shift keying (BPSK) signals recently appeared in [5] for the additive white Gaussian noise (AWGN) channel, which is the simplest case among a variety of channel models. However, a fading channel with diversity reception is also of theoretical and practical interest in communications. In particular, we are interested in obtaining a closed-form CRB on the estimation of SNR for BPSK signals received over Nakagami-m fading channels with L branch equal gain combining diversity, for which case an estimator was recently proposed in [6] . This transmission model includes [5] as a simple case. Unfortunately, obtaining the exact CRB in closed form in such a case is highly prohibited indeed. However, assuming low SNR, which, for instance, is the case in turbo coding, in this Letter we derive a simple expression for the low-SNR asymptote of the CRB instead. As a special case, our asymptote reduces to that of the exact CRB for the AWGN channel presented in [5] .
System model: Assuming a BPSK signal received by L antennas through independent fading paths, the kth symbol received at the equal gain combiner output after coherent demodulation is
where K is the total number of observed data symbols, a i (k) and n i (k) denote the fading amplitude and zero-mean additive Gaussian noise with variance s 2 ¼ N 0 =2 at the kth symbol interval on the ith branch, respectively. E b corresponds to the energy per information bit. Assuming sufficient channel interleaving, the fading amplitude a i (k) 's are considered independent identically Nakagami-m distributed and independent of the noise. Nakagami-m distribution is a versatile statistical model spanning a range of well-known fading channels through the fading severity parameter m ! 0.5, such as Rayleigh (m ¼ 1), Ricean (an appropriate value of m for a Ricean factor) and AWGN (m ¼ 1) as special cases [7] . The smaller the parameter m, the more severe the fading. The probability density function (PDF) of 
, and our interest is to find the CRB on the estimation of the SNR g ¼ (E b =N 0 ).
Low-SNR CRB asymptote: Let us write the data vector obtained from (1) as
, 
in which p(v k jA k ; u) is readily determined to be
and E A k {Á} denotes expectation with respect to A k , we then obtain ln pðv; uÞ ¼ À K 2 lnð2pLlÞ À 1 2Ll
Closed-form evaluations of the expectations in (7) and (10) are unfortunately prohibited. This is true even for the AWGN channel case [5] , which is a simple case of our model here with m ¼ 1 and L ¼ 1. Therefore, finding a closed-form expression for the CRB g is not practical. Instead, assuming low SNR, we derive here a simple closedform expression for the low-SNR asymptote (i.e. when g ! 0 or, equivalently, S ! 0) of the CRB g for arbitrary values of L and m ! 0.5. To do this, we first expand the function exp(À(S 2 A k 2 )=(2Ll)) cosh((SA k v k )=(Ll)) in (10) into the Taylor series about S ¼ 0 with appropriate number of terms, take the expectation of each resulting term with respect to A k , substitute (10) upon evaluation into (7), and then finally identify the dominant term of (5) as S ! 0. This gives rise to the result
The moments M 2 and M 4 are Discussion: It is seen from (11) that the asymptotic CRB is inversely proportional to K, whereas it is inversely proportional to g 2 . The dependence of the asymptotic CRB on the parameters m, for m ! 0.5, and L, for L ¼ 1, 2, 3, 4, and 5, is shown in Fig. 1 as normalised to Kg 2 . Nevertheless, a thorough examination of (11) reveals that the term (M 4 À 3M 2 2 ) in the denominator becomes zero for m ¼ 0.5 and L ¼ 1 (worst-case fading), which causes the Fisher information matrix to be singular and thus making the bound to exclude this single case. However, the derivation of the bound for this case falls outside the scope of this Letter. It is seen from Fig. 1 that the dependence on the fading parameter m is very steep for, say, m 2, whereas approximately constant for about m ! 10 converging to that of the AWGN channel case. As for the parameter L, it is observed that largest diversity gain on the asymptotic CRB is obtained with 2-branch diversity and diminishing returns are realised with increasing order of diversity L, which is typical for all diversity techniques [1] . For a verification of our derivation, we have confirmed that the low-SNR asymptote of the CRB we have derived here in (11) coincides for m ¼ 1 and L ¼ 1 with that of the exact CRB given in [5] by also computing the asymptote from the expressions therein.
Conclusions:
We have derived the low-SNR asymptote of the Cramér-Rao bound on SNR estimates for BPSK in Nakagami-m fading channels with equal gain diversity combining. Since the exact bound is not available, the result we have obtained is important in that it gives insight into the behaviour of the bound for the number of observed data samples K, channel SNR g, fading severity parameter m, and diversity order L, when the SNR is small. 
