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A` PROPOS DES SPHE`RES SOUS-RIEMANNIENNES
L. RIFFORD
Abstract. Nous de´montrons qu’en l’absence de courbe minimisante
singulile`re, la fonction distance sous-riemannienne, localement lipschitzi-
enne hors de la diagonale, ve´rifie un the´ore`me de Sard. On en de´duit que
les sphe`res sous-riemanniennes sont des hypersurfaces lipschitziennes
pour presque tout rayon dans dSR(q0, Q).
Abstract. We prove that, in absence of singular minimizing curve,
the sub-riemannian distance function is locally Lipschitz outside the
diagonal and satisfies Sard’s theorem. Hence we deduce that the spheres
are Lipschitz hypersurfaces for almost every radius in dSR(q0, Q).
1. Introduction
Nous avons de´montre´ re´cemment dans [6] que pour toute varie´te´ riemanni-
enne lisse et tout point fixe´ sur celle-ci, presque toutes les sphe`res ge´ode´siques
centre´es en ce point sont des hypersurfaces lipschitziennes de la varie´te´ ;
l’objectif de cette note est de montrer que, sous de bonnes hypothe`ses, ce
re´sultat reste vrai dans le cas sous-riemannien.
2. Pre´liminaires
Pour tout comple´ment sur les notions introduites dans ces pre´liminaires,
on renvoie le lecteur aux deux textes [4] et [5].
2.1. Structures sous-riemanniennes. Soit Q une varie´te´ connexe C∞ de
dimension n. Une structure sous-riemannienne sur Q correspond a` la donne´e
d’un couple (D, g), ou` D est une distribution satisfaisant la condition du
rang, et ou` g est une me´trique riemannienne sur D.
On rappelle qu’une distribution sur Q est un sous-fibre´ vectoriel de classe
C∞ de TQ, et que celle-ci satisfait la condition du rang si, pour tout q ∈ Q,
Lie(D)[q] = TqQ.
2.2. Courbes horizontales. Une courbe horizontale (sur [0, 1]) est une
courbe absolument continue γ : [0, 1] → Q telle que pour presque tout
t ∈ [0, 1], γ˙(t) ∈ D[γ(t)]. Pour chaque point q0 fixe´ dans Q, l’ensemble des
courbes horizontales γ valant q0 pour t = 0 et dont la norme L
2, de´finie par
‖γ‖g,q02 :=
√∫ 1
0
g(γ˙, γ˙)dt
est finie, est une varie´te´ hilbertienne de classe C∞ ; on la note Ωq0 .
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2.3. L’application entre´e-sortie Eq0,1. On appelle application entre´e-
sortie au point q0 et en temps 1, l’application de´finie par
Eq0,1 : Ωq0 −→ Q
γ 7−→ γ(1).
Cette application est de classe C∞ sur Ωq0 . Le the´ore`me de Chow-Rashevsky
peut s’e´noncer de la manie`re suivante.
The´ore`me 2.1. Si D est une distribution satisfaisant la condition du rang,
alors pour tout q0 ∈ Q, l’application E
q0,1 est ouverte.
Il n’est pas difficile de de´duire de ce re´sultat que si la distribution D
satisfait la condition du rang, alors pour tout couple de points (q0, q1) dans
Q, il existe une courbe γ ∈ Ωq0 telle que γ(0) = q0 et γ(1) = q1.
Une courbe γ ∈ Ωq0 sera dite singulie`re s’il s’agit un point critique de
l’application entre´e-sortie Eq0,1, c’est a` dire si l’application line´aire TγE
q0,1 :
TγΩq0 → Tγ(1)Q n’est pas surjective.
2.4. La distance sous-riemannienne dSR(·, ·). La longueur d’une courbe
γ ∈ Ωq0 est donne´e par
longSR(γ) :=
∫ 1
0
√
g(γ˙(t), γ˙(t))dt (≤ ‖γ‖g,q02 <∞).
Pour tout couple de points (q0, q1) dans Q, on de´finit la distance sous-
riemannienne de q0 a` q1 comme e´tant l’infimum des longueurs des courbes
horizontales appartenant a` Ωq0 et valant q1 pour t = 1 ; on la note dSR(q0, q1).
D’apre`s le the´ore`me de Chow-Rashevsky, si la distribution D satisfait la con-
dition du rang, alors la distance est bien-de´finie et continue sur Q×Q. Dans
ce cas, la topologie de´finie par la distance sous-riemannienne sur Q coincide
avec la topologie de de´part sur Q. De plus, si Q munie de cette distance
de´finit un espace complet, alors pour tout couple de points (q0, q1) dans Q
il existe une courbe γ ∈ Ωq0 reliant q0 a` q1 telle que longSR(γ) = dSR(q0, q1)
; une telle courbe est dite minimisante.
On suppose a` partir de maintenant que la varie´te´ Q est munie d’une
structure sous-riemannienne (D, g), qu’elle est comple`te pour la distance
sous-riemanienne associe´e, et qu’aucune courbe minimisante non triviale
n’est singulie`re.
2.5. L’application exponentielle expq0. En fait, par l’ine´galite´ de Cauchy-
Schwarz, les courbes minimisantes parame´tre´es par la longueur sont exacte-
ment les courbes qui minimisent la norme L2. Donc si, pour tout cou-
ple de points (q0, q1) dans Q, on note par eSR(q0, q1) l’infimum des carre´s
des normes L2 des courbes horizontales reliant q0 et q1, on a dSR(·, ·) =√
eSR(·, ·).
Comme on suppose qu’il n’y a pas de singulie`re minimisante, toute courbe
minimisant la norme L2 est la projection d’une extre´male du champ hamil-
tonien
−→
H de H = 12g
∗, ou` g∗ est la come´trique de g. Ainsi il existe un ouvert
P de T ∗q0Q tel que pour tout p0 ∈ P l’extre´male du champ hamiltonien
−→
H
avec condition initiale (q0, p0) est de´finie sur [0, 1] et tel que si l’on note γp0
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la projection de cette extre´male sur Q, alors on a
∀q ∈ Q, dSR(q0, q) = min {‖γp0‖
g,q0
2 pour p0 ∈ P} .
L’application exponentielle expq0 : P → Q est de´finie comme e´tant l’application
qui a` p0 ∈ P associe expq0(p0) := γp0(1).
3. Un the´ore`me de Sard pour la distance sous-riemannienne
3.1. Gradients ge´ne´ralise´s de Clarke. Soit f : Q → R une fonction lo-
calement lipschitzienne sur Q. D’apre`s le the´ore`me de Rademacher une telle
fonction est presque partout diffe´rentiable sur Q, notons Df l’ensemble des
points de Q ou` f est diffe´rentiable. Pour tout q ∈ Q, le gradient ge´ne´ralise´
de Clarke de f au point q, note´ ∂f(q), est de´fini de la manie`re suivante :
∂f(q) := conv
{
lim
q′→q
Tq′f ou` q
′ ∈ Df
}
.
Par construction, pour tout q ∈ Q, l’ensemble ∂f(q) est un convexe compact
non-vide de T ∗qQ. On appelle point critique de f tout point de Q tel que 0 ∈
∂f(q) et on note Cf l’ensemble des points critiques de f dans Q. D’apre`s le
the´ore`me des fonctions implicites “non-lisse”, si q n’est pas un point critique
de f alors l’ensemble de niveau {q′ ∈ Q tel que f(q′) = f(q)} est localement
une hypersurface lipschizienne de Q. On renvoie le lecteur au livre [3] pour
une e´tude de´taillee du gradient ge´ne´ralise´ de Clarke.
Pour finir, nous dirons que f : Q→ R localement lipschitzienne ve´rifie le
the´ore`me de Sard si l’ensemble f(Cf ) est de mesure nulle dans R.
3.2. E´nonce´ du the´ore`me.
The´ore`me 3.1. Soit Q une varie´te´ connexe C∞ de dimension n munie
d’une structure sous-riemannienne (D, g) pour laquelle elle est comple`te, et
q0 un point fixe´ dans Q. Si aucune courbe minimisante issue de q0 n’est
singulie`re, alors la fonction dSR(q0, ·) est localement lipschitzienne sur Q \
{q0} et ve´rifie le the´ore`me de Sard.
Par le the´ore`me des fonctions implicites cite´ plus haut on obtient comme
corollaire que, sous les meˆmes hypothe`ses, pour presque tout r ∈ dSR(q0, Q)
la sphe`re sous-riemannienne SSR(q0, r) (c’est a` dire l’ensemble des q ∈ Q
tels que dSR(q0, q) = r) est une hypersurface lipschitzienne de Q.
3.3. Preuve du the´ore`me 3.1. Le the´ore`me 3.1 est en fait la conse´quence
du re´sultat suivant, corollaire de [6, Theorem 3].
Lemme 3.2. Soit V (resp. W) un ouvert de RN (resp. de Rn). Soit
f : V → W une submersion de classe C∞ et g : V → R de classe C∞. Soit
Φ :W → R de´finie par
∀x ∈ W, Φ(x) := inf {g(v) avec v ∈ V tel que f(v) = x} .
Si pour tout x ∈ W il existe un voisinage Wx de x (dans W) et un compact
Kx de V tel que pour tout x
′ ∈ Wx l’infimum dans la de´finition de Φ(x
′) est
atteint sur Kx, alors l’application Φ est localement lipschitzienne sur W et
ve´rifie le the´ore`me de Sard.
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Soit K un sous-ensemble compact de Q \ {q0}. Appelons K l’ensemble
des p0 ∈ P tels que expq0(p0) = q et ‖γp0‖
g,q0
2 = dSR(q0, q) pour un certain
q dans K. Sous les hypothe`ses du the´ore`me, il est facile de de´montrer que
l’ensemble K est un compact non-vide (voir par exemple [7]).
Quitte a` restreindre l’ensemble K et a` passer en coordonne´es locales le
long de chaque courbe minimisante joignant q0 a` un point de K, on peut
supposer qu’il existe m champs de vecteurs X1, · · · , Xm tels que D[q] =
vect{X1(q), · · · , Xm(q)} pour tout q ∈ Q. En outre, on peut e´galement
supposer que la famille {X1, · · · , Xm} est orthonorme´e pour la me´trique
g et que chaque champ Xi est complet. Ainsi chaque courbe horizontale
γ ∈ Ωq0 s’associe de manie`re unique a` un controˆle u ∈ L
2([0, 1];Rm) tel
que γ˙(t) =
∑m
i=1 ui(t)Xi(t) pour presque tout t ∈ [0, 1]; ce qui nous permet
dore´navant de confondre courbes horizontales et controˆles L2.
Soit p0 ∈ K ; appelons u
p0 le controˆle associe´ a` la courbe horizontale
γp0 . Par hypothe`se, il existe v
p0
1 , · · · , v
p0
n dans L2 tels que l’application
line´aire Tup0E
q0,1 : Vect{vp01 , · · · , v
p0
n } → Texpq0 (p0)
Q est surjective. De
plus, comme l’application Eq0,1 est de classe C1, il existe ǫp0 > 0 tel que
TuE
q0,1 : Vect{vp01 , · · · , v
p0
n } → TEq0,1(u)Q est surjective pour tout u ∈ L
2
ve´rifiant ‖u − up0‖2 < ǫp0 . Par ailleurs, comme l’application p0 7→ u
p0
est continue, il existe µp0 > 0 tel que ‖u
p′
0 − up0‖2 < ǫp0/2, pour tout p
′
0 ∈
B(p0, µp0)P. Par compacite´ de K, il existe un entier N et p
1
0, · · · , p
N
0 ∈ K tel
que K ⊂ ∪Nk=1B(p
k
0, µpk
0
). Posons Z := (Rn)N×P et de´finissons l’application
U : Z → L2 par
U(q
p1
0
1 , · · · , q
p1
0
n , · · · , q
pN
0
1 , · · · , q
pN
0
n , p0) :=
N∑
k=1
n∑
j=1
q
pk
0
j v
pk
0
j + u
p0 .
Par construction, on a
eSR(q0, q) = inf{‖U(Z)‖
2
2 avec Z ∈ Z tel que E
q0,1(U(Z)) = q}.
Quitte a` changer les v
pk
0
j (par exemple de manie`re a` ce qu’il existe des temps
distincts tj,k dans [0, 1] tels que chaque v
pk
0
j est C
∞ sur [0, 1] \ {tj,k} et non
diffe´rentiable en tj,k), on a que pour tout q ∈ K l’infimum dans la formule
ci-dessus est force´ment atteint pour Z ∈ {0nN} × K. Donc si l’on pose
V := max
{
‖v
pk
0
j ‖2 pour j = 1, · · · , n et k = 1, · · · , N
}
et ǫ := min
k=1,··· ,N
ǫpk
0
,
et si l’on note par V l’ouvert de Z constitue´ des couples (q, p0) tels que
|q
pk
0
j | <
ǫ
2nNV pour tout j = 1, · · · , n et k = 1, · · · , N , et tels que p0 ∈
∪Nk=1B(p
k
0, µpk
0
), alors l’application Eq0,1 ◦ U est une submersion de classe
C∞ sur V qui contient l’ensemble {0nN} × K. On peut donc appliquer le
lemme 3.2.
4. Remarques
En fait, Baryshnikov a demontre´ (sous des hypothe`ses un peu plus fortes)
dans [1] que les petites sphe`res sous-riemaniennes sont home´omorphes a` la
sphere euclidienne de dimension n. Par ailleurs, le re´sultat obtenu ici dans
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le cas de la fonction distance peut tre`s bien se de´montre´ pour d’autres types
de fonctions valeurs (voir [2]).
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