Let c : E(G) → [k] be a colouring, not necessarily proper, of edges of a graph G.
Introduction
We use standard terminology and notation of graph theory. The set {1, . . . , k} of k smallest positive integers is denoted by [k] . Given a simple graph G = (V, E), let c : E → [k] be an egde-colouring, not necessarily proper. For a vertex v ∈ V , let c(v) = (a 1 , . . . , a k ), where a i = |{u : uv ∈ E(G), c(uv) = i}|, for i ∈ [k]. If c is a proper colouring of vertices of G, then c distinguishes neighbours by multisets, and the smallest possible k for which such c exists is denoted by ndi m (G). Clearly, if a graph G contains K 2 as a component, then such a colouring does not exist. Karoński In this paper, we introduce another type of distinguishing adjacent vertices by edgecolourings, as it would be done by a colour-blind person. If a colour-blind person looked at two green edges and one red, they would see two edges of the same colour and one of another colour. The same they would see if they looked at two red edges and one green (see Figure 1 ). If we re-order the sequence c(v) = (a 1 , . . . , a k ) non-decreasingly, we obtain a sequence c
Note that there is a bijection between the set of all possible palettes of a vertex v of degree d and the set of all partitions of the integer d. We say that a colour-blind person can distinguish neighbours in a k-edge-colouring c : E → [k] if c * (u) = c * (v) for every edge uv ∈ E, i.e., c * is a proper colouring of the vertices of G. The smallest possible number k for which such colouring c exists is called the colour-blind index of a graph G, and is denoted by dal(G). The notation chosen refers to the English chemist John Dalton, who in 1798 wrote the first paper on colour-blindness. In fact, because of Dalton's work, the condition is often called daltonism. It has to be noted that there are infinitely many graphs for which the colour-blind index is not defined, e.g., odd cycles (cp. Observation 7). All graphs with undefined colour-blind index, known to us, have minimum degree at most three.
Conjecture 3.
There exists δ 0 such that dal(G) is defined for every graph G with δ(G) δ 0 .
Conjecture 4.
There exists a number K such that dal(G) K for every graph G for which dal(G) exists.
Results

Complete graphs
Let p(d) denote the number of partitions of an integer d, and let p(d, k) be the number of partitions of d into at most k components. The following observation is obvious. Proof. It follows immediately from Observation 5 that dal(K n ) is undefined for n 4 since Figure 2 shows that dal(K 5 ) = 4. This colouring can be extended for K 6 by adding a new vertex and colouring blue all edges incident to it. The suitable colouring of K 7 with three colors is given in Figure 2 . To prove the claim for n 8, we will show that for every s 4, there exists an edge-colouring of K 2s with three colours such that a colour-blind person can distinguish neighbours, and the vertex set can be partitioned into two subsets of equal size: a set A comprised of s vertices with the number of green incident edges greater than the numbers of blue and red ones (including a vertex v 0 having two blue incident edges and almost the same number of red and green ones, i.e., exactly s − 2 and s − 1, resp.), and a set B comprised of s − 1 vertices with the number of blue edges greater than the numbers of green and red ones, and a special vertex with a palette (1, s − 1, s − 1) where 1 is the number of red edges. Such edge-colouring of K 8 is presented in Figure 3 . For the induction step, we first add a new vertex u and colour every new edge uv according to the following rule: uv is coloured green for v ∈ A, and uv is blue for v ∈ B. Note that this way we increase only the quantity of the most frequent colour for every vertex, increasing nothing but the last element of its corresponding partition of 2s. Thus, we obtain an edge-colouring c of K 2s+1 such that a colour-blind person can distinguish neighbours, and c * (u) = (0, s, s). To obtain a required colouring of K 2s+2 , we again add a new vertex u ′ , and we colour every new edge u ′ v as follows:
and u ′ v 0 is red. Proceeding as before one may verify that this colouring of K 2s+2 meets our requirements (with v 0 playing the same role and u ′ taking the role of a special vertex of B in the subsequent induction step).
Regular bipartite graphs
Observation 7. The colour-blind index of any odd cycle is undefined. For even cycles,
Proof. There are only two partitions of 2, the degree of vertices in a cycle: (0, 2) and (1, 1). Hence for odd n, dal(C n ) is undefined since odd cycles are not 2-colourable. For even n, consecutive vertices on a cycle have to have palettes (0, 2) and (1, 1) alternately. Thus, each edge has to have one adjacent edge with the same colour and one with a different colour. Hence, we need a third colour for n ≡ 2 (mod 4).
Proof. We prove the following statement by induction on d: every d-regular bipartite graph with a bipartition V (G) = A ∪ B admits a colouring c of edges with at most three colours such that c * (u) = (0, . . . , 0, d) if and only if u ∈ A. As seen in the proof of Observation 7, the claim holds for every connected component of a 2-regular bipartite graph G, hence it also holds for G. Let d 3 and let G be a d-regular bipartite graph with a bipartition V (G) = A ∪ B. Consider a partial graph
, where M is a perfect matching of G (it exists since bipartite graphs are Class 1 and G is regular). By the induction hypothesis, G ′ has the electronic journal of combinatorics 20(3) (2013), #P23 a colouring of edges such that, for every vertex u ∈ A, all edges incident with u are of the same colour, say c u . Now it suffices to colour each edge e = uv ∈ M , where u ∈ A, with the colour c u .
Main results
Theorem 9. For every d-regular graph G of degree d 2 · 10 7 , dal(G) 6.
Theorem 10. For every R > 1, there exists δ 0 such that if G is any graph with minimum degree δ(G) δ 0 and maximum degree ∆(G) Rδ(G), then dal(G) 6.
3 Proofs of Theorems 9 and 10
The Local Lemma
To prove Theorems 9 and 10 we shall use the following variation of the Lovász Local Lemma, due to Erdős and Spencer [4] , sometimes referred to as the 'Lopsided' Local Lemma. Below we recall both its symmetric and general versions from Alon and Spencer [3] (Lemma 5.1.1, Corollary 5.1.2 and the comments below), the first of which is more convenient for proving Theorem 9. Given any digraph D and its vertex v, by N + (v) we shall denote the out-neighbourhood of v in D.
Theorem 11 (Lopsided Symmetric Local Lemma). Let A be a family of (typically bad) events in any probability space and let D = (A, E) be a directed graph with maximum out-degree ∆ + . Suppose that for each A ∈ A and every C ⊂ A N + (A),
where
Then Pr( A∈A A) > 0.
Theorem 12 (Lopsided General Local Lemma). Let A be a family of (typically bad) events in any probability space and let D = (A, E) be a directed graph. Suppose that there are real numbers x A ∈ [0, 1) (A ∈ A) such that, for each A ∈ A and every C ⊂ A N + (A),
Then Pr( A∈A A)
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Here B ← A (or A → B) means that there is an arc from A to B in D, so called lopsidependency graph. We use this nonstandard notation to avoid confusion with arcs in a different directed graph introduced in our construction below. Note that we may assume that A / ∈ C, since otherwise inequalities (3) and (1) trivially hold (for every non-negative p).
Random process
Suppose now we are given a set {1, 2, . . . , k} of available colours, and for each edge e of our graph G = (V, E) we independently choose an element of this set randomly and equiprobably, and denote it by c(e). By a bad event A uv in such random process we shall mean obtaining c * (u) = c * (v) for some edge uv ∈ E. It seems a natural approach to apply the Local Lemma in order to prove that the probability of choosing a colouring for which no bad event occurs is then positive.
Note that the colouring generated by such random process is determined by the outcomes for a set of independent random variables (X e ) e∈E , each associated with a single edge e ∈ E, and taking one of the values 1, 2, . . . , k with probability 1/k. Thus our approach for colouring G might be identified with a product probability space in which the probability of choosing a given edge colouring equals 1/k |E| .
Probability of a single bad event
Let S v denote the set of edges incident with a vertex v ∈ V , and for a given edge uv ∈ E, denote S uv := S u ∪ S v . Note that for a given edge e, the event A e (that the colour palettes on the ends of e are not distinguishable for a colour-blind person) depends only on the values of the random variables X f with f ∈ S e . Suppose now that k = 6, hence we are picking out edge colours from the set [6] = {1, 2, . . . , 6}. Consider any fixed colouring of the edges in S u , where u is a vertex of G with d(u) = d. Thus we are given a fixed partition c
Let v be a neighbour of u with d(v) = d, and suppose that the colours of all edges incident with v, except for uv, are yet to be chosen randomly and independently. Let us estimate the probability of a bad event of obtaining c * (v) = c * . First note that the colour of uv is irrelevant for the probability of distinguishing u from v in our circumstances (since a colour-blind person cannot "name" a given colour). In other words, Pr(c
. Thus it will be sufficient to bound the latter of these probabilities for our purposes. Note then that:
where the factor 6! is generated by the fact that we do not distinguish between a situation in which, e.g., colour 1 appears d 1 times and colour 2 appears d 2 times and the opposite, while
is just the number of distinct partitions of d elements (edges) into six (enumerated) subsets S 1 , . . . , S 6 of cardinalities d 1 , . . . , d 6 , resp., hence
Note that the factor , d 1 , . . . , d 6 are "as equal as possible". To see this, suppose that the opposite is true, i.e.,
. Hence for d ≡ r (mod 6), r ∈ {0, 1, . . . , 5},
where the maximum is taken over all partitions (d 1 , . . . , d 6 ) of d.
Lopsidependency graph
For the graph G = (V, E), we construct our lopsidependency graph D (which in fact is a digraph) as follows. Let its vertex set A consist of the bad events A e (with e = uv ∈ E and d(u) = d(v)) that the ends of e are not distinguishable for a colour-blind person. Note that no bad event is associated with an edge whose ends have distinct degrees. Further let us arbitrarily orient every edge of G. The resulting digraph will be denoted by
For every edge e ∈ E, we shall also denote its corresponding arc by − → e . Then for every event A e with − → e = (u, v) ∈ − → E we draw an arc from A e to every event A e ′ with e ′ ∈ f ∈Sv {e} S f , e ′ = e (i.e., e ′ is any edge, e ′ = e, incident to some edge f , f = e, incident to v).
Conditional probability
Consider an event
, and any family of events C ⊂ A (N + (A uv ) ∪ {A uv }). Note first that the event C∈C C, hence also C∈C C, is determined by the values of the random variables X f with f ∈ E 1 := Ae∈C S e . Moreover, by the choice of arcs for our lopsidependency graph, none of the edges from S v , except possibly uv, belongs to E 1 . Let us denote E = {e 1 , e 2 , . . . , e m } with S v = {e 1 , e 2 , . . . , e d } and e d = uv. Let S be a set of all (partial) colourings of the edges from {e d , . . . , e m } for which C∈C C holds, i.e., the set of vectors c = (c d , . . . , c m ) Pr(A uv |(X e d , . . . , X em ) = c).
Hence by (4) and (5), for d ≡ r (mod 6), r ∈ {0, 1, . . . , 5}, we have
Regular graphs
Assume that G is a regular graph of degree d ≡ r (mod 6), r ∈ {0, 1, . . . , 5}, where d 2 · 10 7 . For every A ∈ A, the number of its outgoing arcs, d
Consider an event A uv ∈ A with − → uv = (u, v) ∈ − → E and any family of events C ⊂ A (N + (A uv ) ∪ {A uv }). Then in order to prove the existence of a desired colouring, by Theorem 11, it is sufficient to show that
By inequality (6), it is then enough to prove that
We shall first show that the sequence (a d ) d 6·10 6 consists of six decreasing subsequences (a 6n+i ) n 10 6 , i = 0, 1, . . . , 5. For this purpose consider the following proportion:
where P r (d) is a polynomial of degree (at most) six, and 
Irregular graphs
Assume now that we are given a constant R > 1 and a graph G of maximum degree ∆ Rδ. We shall prove that if its minimum degree δ is large enough, i.e., larger than some constant δ 0 , then the general version of the Lopsided Local Lemma implies a positive probability of choosing a desired edge colouring in our random process. We do not give an explicit formula for δ 0 , and only use the expression 'for δ sufficiently large' when necessary. This can however be derived from the proof, and it surely grows along with R. Again consider an event A uv ∈ A with − → uv = (u, v) ∈ − → E , d(u) = d(v) = d ≡ r (mod 6), r ∈ {0, 1, . . . , 5} (∆ d δ δ 0 ), and any family of events C ⊂ A (N + (A uv ) ∪ {A uv }). This time we shall use the Stirling formula:
n! = n e n √ 2πne αn , where 1 12n + 1 < α n < 1 12n
to bound the right hand side of inequality (6) on the conditional probability Pr(A uv | C∈C C). By (6) and (7) we thus obtain:
where Q 4 (d) is a polynomial of degree (at most) four of a variable d (and we must assume r = 0 for the last equality to hold), and .
Hence for d sufficiently large, we have (including the case r = 0):
