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Abstract 
A suitable indexing scheme for multimedia information retrieval is the need of the hour and captured the attention of 
researchers. In content-based image retrieval applications, users wait for long query time to retrieve similar images from the 
dynamic growing database. A novel indexing scheme is proposed in this paper to achieve a fast response and higher 
precision of retrieval. The Dynamically Rearranged High Dimensional Data-tree is constructed using available high-
dimensional data with dimensionality reduction based on the occurrences of those values. The high-dimensional data or 
vectors are represented in the compact form and occupy less memory space. The vectors are clustered based on the patterns 
to support indexing by avoiding both overlapping of vectors and extra factors for clustering. There is no indication of 
degradation while database size is changed and it also prevents the effect of noisy vectors during retrieval, which help to 
improve the retrieval speed. Incremental indexing is an important functionality of the proposed tree, which is suitable for 
dynamic database. For experimental purpose, the coral image database used and found that the performance of the proposed 
indexing scheme is encouraging. 
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1. Introduction 
 
The size of multimedia database is dramatically increasing and it continues to grow every day. As a result, 
indexing and retrieval of images from multimedia database become a challenging issues and Content Based 
Image Retrieval (CBIR) is considered as an approach, where the low level features such as shape, texture and 
color are extracted from images. The extracted descriptors are represented as vectors. A feature vector is a high 
dimensional vector space and the similarity between the vectors is estimated using K-Nearest Neighbor (K-NN) 
search. It is linear search and requires O (n) distance computation where n is the number of vectors in the 
database and it is too expensive for large value of n. This demand has spurred a major interest in the research 
community to develop method that is fast with good precision of retrieval.  An indexing scheme is entailed to 
acquire a fast response from the retrieval system and thereby it reduces the retrieval time. An indexing scheme 
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helps significantly in minimizing the retrieval time since the technique does not need to glances the whole set 
of vectors while searching for vectors. It simply obtains the most related vectors based on the index. These 
vectors normally belong to the same group of the given query or to neighboring groups. Furthermore, the 
search space is limited to the most feasible groups may help to progress the retrieval accuracy since most of the 
noise vectors are prevented from contributing in retrieval.  
Indexing high dimensional data can be done using two techniques such as vector quantization and 
multidimensional indexing. The multidimensional can be further divided into two categories such as space-
partitioning and data partitioning methods. These methods represent the data in a hierarchical tree structure by 
splitting the data space progressively into smaller parts. Both are differentiated based on the way the division is 
performed. In space-partitioning, the KD-tree (Bentley, 1979) splits the feature space into predefined hyper-
planes irrespective of the feature vectors distribution. Such areas are disjoint and their combination covers the 
whole space. The main problem of KD-tree is that recognizing the position of the feature vector using each 
level of the tree. Further, fixed partitioning of space can result to an empty or few populated clusters 
particularly in high dimensions. The R-tree (Ren et al., 2003), SS-tree (White and Jain, 1996) and SR-tree 
(Bouteldja et al., 2006) are the most popular data partitioning approaches. The database items are distributed to 
partition the feature space. R-tree represents each node in the tree as hyper-rectangle by partitioning the space. 
The space is again partitioned into smaller for representing the children nodes. R-tree performed better 
compared to KD-tree, however, it suffers from the drawback of overlapping bounding rectangles in higher 
dimensions. It is outperformed in SS-tree, where the minimum bounding spheres is used. However, the 
overlapping of high dimensions is not fully rectified in SS-tree. The SR-tree is an enhancement of the R-tree 
and SS-tree, where the intersection of hyper-spheres and hyper-rectangles is performed to decide the shape of a 
partition. Due to the curse of dimensionality, the multidimensional indexing does not scale up well to high 
dimensional spaces. In addition, while the dimension increases, the partitions increase exponentially. However, 
these multidimensional indexing structures are mostly useful for medium dimensional feature spaces (Kiranyaz 
and Gabbouj, 2005). Principal Component Analysis (Tran and Lenz, 2001) and the latent semantic indexing 
(Praks et al., 2003) have avoided the curse dimensionality problem and reduced the dimension of feature 
vectors for retrieving images. The original feature vectors are considered as approximate of low dimensional 
transformed feature vectors. However, the most serious problem of these methods is reduction of the 
dimensionality, which leads to the loss of significant information in the feature space. The VA-File (Weber et 
al., 1998) is designed to tackle the problem known as 'dimensional curse
difficulty that search times grow linearly with the number of objects. The distance computation is other 
multidimensional indexing based approach and observed that this approach is costly and CPU intensive 
especially for high dimensional data spaces. Moreover, while a query point is located near a partition border of 
a nearest neighbor query algorithm, the performance degrades. This is due to the fact that it is necessary to take 
two decisions. For decreasing the retrieval precision, the neighboring partitions are avoided or for considering 
the neighboring partitions resulting in increasing computational requirements. Apart from the above mentioned 
limitations, the major disadvantage of multidimensional indexing is the incremental construction of the 
indexing tree. 
The vector quantization schemes are an alternative to the multidimensional techniques for generating image 
indexing scheme. Existing algorithms related to quantization schemas are mean shift based clustering (Jurie 
and Triggs, 2005), hierarchical K-means (Nister and Stewenius, 2006), agglomerative clustering (Leibe et al, 
2006), randomized trees (Moosmann et al., 2006) and Self Organizing Maps (Kaski et al., 1998). In these 
algorithms, set of data items are allocated into certain group so that the data items in same group are more 
related to other groups and those groups are signified by its centroid or single representative data item. Hence, 
it is enough to validate the query point with centroid rather than validating with entire data items. The 
similarity measure is used to select the best group (or) groups and the data items exist in those groups are 
calculated to return the K-NN. While the dimensionality of the input vector is high, these algorithms endure 
542   R Vishnu Priya and A Vadivel /  Procedia Technology  6 ( 2012 )  540 – 547 
from the expensive distance computation. Prior to clustering, the majority of these algorithms need to know the 
knowledge about the number of clusters, the initial partitions and the learning weights. However, it is noticed 
that these aspects are uncommon in the case of indexing framework. Besides SOM algorithm, many of these 
algorithms do not maintain the topological ordering of the data space. Recently, Qian  and Tagare et al.(2009) 
have proposed indexing algorithm using tree structure. In this work, Greedy and Optimal tree adaptation 
procedures are derived based on the performance formula. However, it suffers from the serious problem that 
there is always an overlapping the space. Han et al., (2004) proposed FP-tree for compact representation but it 
-
dimensional data is an important task for multimedia information retrieval. The indexing and clustering 
structure requires to be incremental such that already created structure should not be modified to greater extent 
due to increase in the database size. In our work, the color histogram of images are extracted and represented as 
high-dimensional data with 64 as dimension. The images from Corel database are used and the HPCH (Vadivel 
et al., 2008) is extracted.  These extracted feature vectors are represented as a branch using Dynamically 
Rearranged Prefix tree with Incremental & Interactive mining (Vishnu Priya and Vadivel, 2012) along with 
indexing table. Using DRHDD-tree, the vectors are represented in compact form and by indexing table the 
relevant vectors for the given query are retrieved effectively. The proposed tree is constructed with the 
dimensionality reduction by avoiding both overlapping of vectors and additional parameters for clustering. 
Further, while new vectors are processed and updated in the tree, the earlier content will not be altered and the 
new content will be updated in the tree seamlessly.  
The rest of the paper is organized as follows. In the next section, the dynamically rearranged vectors tree is 
presented. The functionality of proposed tree with retrieval methodology is described in Section 3. The 
experimental results are provided in Section 4 and we conclude the paper in the last section.  
 
2. The Proposed Approach  
  
    The High Dimensional Data (HDD) has more number of dimensions with a corresponding value in each 
dimension. These values are viewed as points, which represent the features of vectors. The sample HDD and its 
corresponding points are shown in Table 1. The Vid is the id of the vectors }v,v,v{ m21  , }d,d,d{ n21  are 
dimensions.  Vector  v1  is represented using points says  b, c, f, 0, e ,h, 0, 0, 0, 0  and its associated dimensions 
are d1, d2, d3, d4, d5, d6, d7, d8, d9, d10. The points a, b, c, e, f, g and h are implies the values 0.340, 0.1290, 
0.0317, 0.0248, 0.0870, 0.530 and 0.0459, respectively.  In general, the dimension of the vector can be 256 or 
128 or 64 and it is fixed based on the application requirement. In order to explain the proposed work, we 
assume that dimension of vector is 10, where the value ranges from [0-1].  
Table 1. Extracted features using the sample high-dimensional data 
Vid d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 
v1 b c f 0 e h 0 0 0 0 
v2 c a a 0 h f 0 0 0 0 
v3 0 0 g f e 0 c 0 h 0 
v4 0 a 0 0 0 h 0 b e 0 
v5 g 0 h 0 0 0 0 0 0 0 
v6 b c 0 0 0 0 0 0 0 0 
v7 0 0 c 0 g a b a 0 0 
v8 a e 0 0 f 0 0 0 b f 
v9 0 c 0 e h 0 a a 0 0 
v10  0 h a 0 a 0 f 0 0 e 
v11 0 b h 0 e f g 0 0 0 
v12 b 0 0 0 0 0 0 0 0 0 
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 In our approach, as preprocessing stage, the value of each dimension is analyzed for achieving the 
compactness. We obtain the index value of the vector in such a way that the frequency of occurrences of the 
index value is more. This property is used and the spatial redundancy of the index value is exploited in 
achieving compactness. Due to this redundancy, information is not lost and the computational overhead due to 
this process is effectively handled during retrieval. The proposed tree structure is found to be useful in 
achieving effective indexing along with the capability of fast retrieval. In addition, the spatial data is 
represented in compact form and avoids repeated process of the database while the database is updated with 
new spatial data. This helps to improve the retrieval speed and no sign of degradation while the database size is 
increased. The tree is constructed for these vectors in single scan of using two phases. 
  
2.1 Construction and Re-arranging Phase 
 
 In this phase, each HDD from the database is rearranged based on user specified order and the tree is 
constructed, where each branch signifies a vector with reduced dimensions. While other vector has same order, 
it is merged with common prefix by increasing the occurrences.  In Fig. 1, the constructed tree is shown, where 
each node consists of Vid, dimension and its associated point. For instance, the first node with the value 
<b:(d1,1)>,  represents the point in the first dimension (d1) of Vector
d1,1)>, <h:( d6,1)>, <c:( d2,1)>, <e:( d3,1)>, <f:( d5,1)> > represented the HDD  of the vector v1 with dimensions 
d1, d6, d2, d3, d5 having b, h, c, e and f as points of respective dimensions. The tree is constructed along with a 
Header Table (HT), which consists of distinct points along with corresponding frequency of occurrence. Both 
the HT and tree are pictorially shown in Figs. 1(a) and (b).  
 
 
Fig. 1. Constructed tree (a) Header Table (b) Tree with HDD 
 
       In order to signify the data in compact form, the tree is rearranged based on occurrences of points for 
merging the common parts of HDD of all vectors. Hence, the points in HT are sorted in descending order based 
on its occurrence and the tree is rearranged. Let the sorted order of the points in HT be HTsort. The point with 
highest occurrence will be on the top node and the one with lower occurrence will be in the bottom and it is 
happen in Rearranging phase (RP). This is being carried out for higher prefix sharing, which results in high 
compactness, occupies less space in memory and tree size is reduced considerably. 
 
                               (a)                                                                                                       (b) 
Fig. 2. Re-arranged tree (a) Indexed table with clustered Vector ids (b) Rearranged vector tree 
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         In RP, the tree (Fig. 1) is reconstructed to represent the HDD in the compact form. While rearranging the 
tree based on HTsort, each path of the branch is removed from the tree and sorted based on HTsort using array 
based technique and it is inserted back as a branch. In case, the order of points in branch is already in sorted 
order, the path is skipped and not sorted. This process is continued till the entire branches in the constructed 
tree are rearranged based on HTsort and the rearranged tree is depicted in Fig. 2(b), where the detail about the 
link is explain in the indexing phase. 
 
2.2 Indexing Phase 
 For indexing , the given set of vectors V= (v1, v2 vm z C= {c1, c2 cz}, 
where each vector can be represented by the set of points in n-dimensional space. In first step, the first  
dominant points of each vector are found and its respective dimension number is retained to form a pattern for 
identifying each vector uniquely. Those vectors having similar patterns are grouped into clusters and are 
uniquely identified by the respective pattern. Therefore, the vectors in a group are more similar to each other 
compared to the vectors in other groups. Once the initial clusters are defined say c1, c2 cz , which  is 
represented using pattern p1, p2  px, where , x==z and px signifies  k dimensions. We 
q  vectors v1, v2 vq in each cluster, where 0<q< ycy and c is a constant. It means, their 
exists many clusters but each cluster consists only few number of vectors and they are not sufficient for ranking 
the relevant vectors. Therefore, an iterative refinement approach is used to further refine the cluster and it 
would continue for the initial clusters until no more relocation is required. In next step, the total number of 
vectors in each cluster is verified and sufficient numbers of vectors are contained, no more relocation is 
performed. Otherwise the pattern used to represent the cluster is renamed by neglecting the last dimension 
number. Again, the relocation of cluster is continued for those clusters, which do not contain user specified 
vectors using the previous step until the cluster identified pattern with at least 1 dimension number. This 
iteration will lead to form clusters, which contain the considerable amount of vectors and it is uniquely 
identified using pattern. 
 The patterns along with its clustered vectors id are stored in the Indexed Table (ITpattern) using pattern, from 
which relevant vectors are effectively retrieved.  Each vid in ITpattern is pointing to the value of the first 
dimension (d1) of the respective vector and the first value is pointed to the values in second dimension and so 
on. The consecutive non-zero values of all the vectors are linked. The rearranged tree with link related to v1 is 
depicted in the Fig. 2 and due to the lacks of clarity the links related to the rest of the vectors are not shown. 
ITpattern shown in Fig. 2(a) can be used for indexing, where P represents the pattern and its associative vectors 
are shown under clusters field. It is noticed from Fig. 2(b) that by avoiding zeros, the consecutive non-zero 
values of respective vector is identified using links and the repeated values are overlapped to support 
compactness. Using this structure, the relevant information is retrieved from the compact tree. While giving the 
query vector, instead of checking with whole HDD, it is enough to compare with the related cluster.  The 
pattern is used to select the most suitable cluster (or) clusters and the vectors exist in those clusters are 
computed to return the K-NN. The runtime complexity of retrieval is O (m), where m is the number of vectors 
in selected clusters. In best case, the number of m<n and n is the total number of vectors in database and during 
worst case m=n.       
 
3. Incremental and Retrieval Phase 
 
       The proposed tree structure supports incremental such that the existing indexing structure is not disturbed. 
Each new vector is inserted as a branch into the rearranged tree and new HTsort is generated. The same 
procedure presented in Section 2 is followed for rearranging the newly constructed tree based on updated 
HTsort.  While vectors are updated, only the corresponding branch is modified and a new tree is constructed. 
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This is realistic due to the fact that the proposed tree represents each vector as a branch and the respective 
branch is identified uniquely by accessing Vid in starting node. The updated vectors are added into the 
respective cluster for retrieving relevant vectors. The compact tree is used for retrieving the relevant vectors for 
user provided query vector. The first  dominant dimensions of the respective query vector are used to form a 
pattern and it is matched with the pattern in ITpattern. The clustered vectors ids are retrieved using the relevant 
pattern and each point of a query vector is matched with the points of selected vectors in the tree using a 
distance metric through travelling the links. While travelling the links, the point of the respective dimension is 
not retained then the zero is assign to that dimension. We use Manhattan distances for similarity purpose. The 
similarity between the vectors is calculated and ranked accordingly. Usually, the vector with lowest distance is 
ranked first and the highest is ranked last.  
The structure of the proposed tree with indexing capability and the dimensionality reduction gives us 
effective retrieval, partitioning and compactness. The proposed indexing avoids overlap of vector in the 
multidimensional space and the quality of cluster is preserved. Moreover, it does not need any additional factor 
for clustering and the topological ordering of vectors is preserved. In addition, the incremental indexing is 
possible, which is very useful in multimedia database indexing with growing nature. 
 
4. Experimental results 
 
          We have used corel database with 10,000 images having 100 categories, where each category has 100 
images. The color content of each image is represented as color histogram (Vadivel et al., 2008). In our work, 
the total number of vector as V = 10,000 and the dimension of each V is D = 64. Thus, the total number of 
points Ptotal = V x D is 6,40,000 for  10,000 vectors. Based on our observation, it is noticed that most of the 
values to represent vector is 0s and also appearing contiguously. The total number of distinct point from all 
images PDist  = 9869. Due to this fact of repetition/ existing of more number of zeros, only PDist points are used 
to represent Ptotal points. Hence, all zeros are pruned from the tree (Fig. 2(b)) and the vectors are represented in 
compact form. Even though the database exist contradict to the above mentioned characteristics, it not affect 
retrieval efficiency but the size of both the tree and database are same. Further, the indexing rate will not lead 
to poor performance while the range of values is high along each dimension. Since, the maximum number of k 
selected to form pattern is <=7. Indexing is achieved by clustering the vector and totally 33 clusters are 
obtained, which consist of vectors within the range of [30, 1000]. It is found that at least 2500 vectors are 
required in each cluster 
relocated until the pattern identifies the cluster with 1 dimension number. It may not be sufficient to display the 
result using the few vectors in single cluster, hence the best 3 clusters are selected and all the vectors are 
computed to return K-NN. The first three dominant dimensions of query vectors are found and the clusters 
related to those dimensions are retained for computing the K-NN. It is found that the total number of vectors 
from three clusters is ranged from [65-1525]. We have retrieved from Corel with and without indexing and 
compared the output.  
We have executed both the works on selected queries and identified the top-20 results for performance 
comparison. We have evaluated the performance using three common metrics namely Precision, Recall and F1 
score. Precision is defined as in this paper [19], where the ground truth value for relevant vectors is known 
from database. It is measured by identifying the top-20 results for all query and taken the average for 
comparing the corresponding top-20 precision values. It is taken for the first 2, 5, 10, 15 and 20-NN vectors.  In 
Fig. 3(a), we have shown the average precision, where x-axis shows the different NN values and y-axis 
represents the average precision. Average precision of Indexed HDD (IHDD) and Entire HDD (EHDD) 
approaches are same for the top-15 results. It shows that the top-15 results provided for all the queries by both 
are found to be relevant. For 20-NN, the HDD achieves 85% and EHDD gives 89% as result. It observed that 
the EHDD performs 3% better than IHDD. This is due to the fact that EHDD consider all 10,000 vectors, while 
IHDD consider maximum 25% of total vectors. For retrieving relevant vectors the database size of IHDD 
546   R Vishnu Priya and A Vadivel /  Procedia Technology  6 ( 2012 )  540 – 547 
within the range of [1-2500] and it performance degrades 3% than EHDD. However, the retrieval speed is 
efficient comparing to EHDD and the precision of retrieval is high say 85% for the top-20 using the maximum 
database size of 25% of HDD. Thus, the IHDD achieves both efficiency and effectiveness for retrieving 








Fig. 3: Performance Metrics (a) Avg. Precision (b) Avg. Recall (c) Avg. F1 score     
In Fig. 3b, the x-axis shows the NN and y-axis shows the average recall of both the techniques. We note that, 
with the increase of top-K NN, the relevant average recall value also increases. For example, the average recall 
for the top-2 and top-20 vectors of the IHDD is 21.7% and 96.3% respectively. Similarly, the average recall for 
the top-2 and top-20 vectors of the EHDD is 5% and 71%. The proposed indexing approach performs better 
and it retrieved most of the relevant vectors in the database for the given randomly selected queries. Thus 
performances aggradation is due to the fact that the total number of vectors in the selected clusters is few and it 
is relevant. It means, the retrieval accuracy will progress by preventing the noise vectors from the contribution 
of retrieval.  In addition, we have also calculated the F1 score for both the techniques. In IHDD, the value of F1 
score at top-2 and top-20 is 35.8% and 91.7.3% and 9.5% and 79% for EHDD. We can notice that our indexing 
approach is performing better for the benchmark database. Thus, based on all the experimental results it is 
observed that the performance of the indexing approach is encouraging and this is due to the fact of considering 
only the relevant vectors for ranking among the given vectors. 
5.  Conclusion 
In general, content based indexing and retrieval techniques display a large number of images for a user 
query. It is found to be tedious for displaying most relevant images on the top of the result. The recent retrieval 
and indexing approaches suffer from the issues of curse of dimensionality, overlapping of vectors, need extra 
indexing approach without endure the above specified issues. A tree based structure is proposed and it can be 
dynamically rearranged based on the occurrences for merging the common values in vectors. While having 
common prefix to the repeated values, the vectors are represented in compact form and consumes less space in 
the memory. The tree is constructed with indexing table, where the vectors are clustered using patterns to avoid 
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overlapping of vectors in high-dimensional space and reduces the requirement of extra factors for clustering. 
The proposed tree can be slighted modified in the event of any modification in the database without developing 
the tree from scratch. The relevant images are retrieved both effectively with high precision of retrieval. The 
performance of the proposed work is carried out using various performance measures. The histograms 
extracted from images are considered as high-dimensional or vectors and the Corel benchmark dataset are used. 
It is observed that the precision of retrieval is good for top-20 nearest neighbor. This shows that the proposed 
approach is performing better and it is due to the fact that the contribution of noisy vectors is handled during 
retrieval. 
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