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Early diagnosis of possible risks in the physiological status of fetus and mother during 
pregnancy and delivery is critical and can reduce mortality and morbidity. For example, early 
detection of life-threatening congenital heart disease may increase survival rate and reduce 
morbidity while allowing parents to make informed decisions.  To study cardiac function, a 
variety of signals are required to be collected. In practice, several heart monitoring methods, 
such as electrocardiogram (ECG) and photoplethysmography (PPG), are commonly 
performed. Although there are several methods for monitoring fetal and maternal health, 
research is currently underway to enhance the mobility, accuracy, automation, and noise 
resistance of these methods to be used extensively, even at home. Artificial Intelligence (AI) 
can help to design a precise and convenient monitoring system. To achieve the goals, the 
following objectives are defined in this research:  
The first step for a signal acquisition system is to obtain high-quality signals. As the first 
objective, a signal processing scheme is explored to improve the signal-to-noise ratio (SNR) 
of signals and extract the desired signal from a noisy one with negative SNR (i.e., power of 
noise is greater than signal). It is worth mentioning that ECG and PPG signals are sensitive to 
noise from a variety of sources, increasing the risk of misunderstanding and interfering with 
the diagnostic process. The noises typically arise from power line interference, white noise, 
electrode contact noise, muscle contraction, baseline wandering, instrument noise, motion 
artifacts, electrosurgical noise. Even a slight variation in the obtained ECG waveform can 
impair the understanding of the patient's heart condition and affect the treatment procedure. 
Recent solutions, such as adaptive and blind source separation (BSS) algorithms, still have 
drawbacks, such as the need for noise or desired signal model, tuning and calibration, and 
inefficiency when dealing with excessively noisy signals. Therefore, the final goal of this step 
is to develop a robust algorithm that can estimate noise, even when SNR is negative, using the 
BSS method and remove it based on an adaptive filter. 
The second objective is defined for monitoring maternal and fetal ECG. Previous methods 
that were non-invasive used maternal abdominal ECG (MECG) for extracting fetal ECG 
(FECG). These methods need to be calibrated to generalize well. In other words, for each new 
subject, a calibration with a trustable device is required, which makes it difficult and time-
consuming. The calibration is also susceptible to errors. We explore deep learning (DL) models 
for domain mapping, such as Cycle-Consistent Adversarial Networks, to map MECG to fetal 
ECG (FECG) and vice versa. The advantages of the proposed DL method over state-of-the-art 
approaches, such as adaptive filters or blind source separation, are that the proposed method is 
generalized well on unseen subjects. Moreover, it does not need calibration and is not sensitive 
to the heart rate variability of mother and fetal; it can also handle low signal-to-noise ratio 
(SNR) conditions. 
Thirdly, AI-based system that can measure continuous systolic blood pressure (SBP) and 
diastolic blood pressure (DBP) with minimum electrode requirements is explored. The most 
common method of measuring blood pressure is using cuff-based equipment, which cannot 




solutions use a synchronized ECG and PPG combination, which is still inconvenient and 
challenging to synchronize. The proposed method overcomes those issues and only uses PPG 
signal, comparing to other solutions. Using only PPG for blood pressure is more convenient 
since it is only one electrode on the finger where its acquisition is more resilient against error 
due to movement.  
The fourth objective is to detect anomalies on FECG data. The requirement of thousands 
of manually annotated samples is a concern for state-of-the-art detection systems, especially 
for fetal ECG (FECG), where there are few publicly available FECG datasets annotated for 
each FECG beat. Therefore, we will utilize active learning and transfer-learning concept to 
train a FECG anomaly detection system with the least training samples and high accuracy. In 
this part, a model is trained for detecting ECG anomalies in adults. Later this model is trained 
to detect anomalies on FECG. We only select more influential samples from the training set 
for training, which leads to training with the least effort. 
Because of physician shortages and rural geography, pregnant women's ability to get 
prenatal care might be improved through remote monitoring, especially when access to 
prenatal care is limited. Increased compliance with prenatal treatment and linked care amongst 
various providers are two possible benefits of remote monitoring. If recorded signals are 
transmitted correctly, maternal and fetal remote monitoring can be effective. Therefore, the 
last objective is to design a compression algorithm that can compress signals (like ECG) with 
a higher ratio than state-of-the-art and perform decompression fast without distortion. The 
proposed compression is fast thanks to the time domain B-Spline approach, and compressed 
data can be used for visualization and monitoring without decompression owing to the B-spline 
properties. Moreover, the stochastic optimization is designed to retain the signal quality and 
does not distort signal for diagnosis purposes while having a high compression ratio.   
In summary, components for creating an end-to-end system for day-to-day maternal and 
fetal cardiac monitoring can be envisioned as a mix of all tasks listed above. PPG and ECG 
recorded from the mother can be denoised using deconvolution strategy. Then, compression 
can be employed for transmitting signal. The trained CycleGAN model can be used for 
extracting FECG from MECG. Then, trained model using active transfer learning can detect 
anomaly on both MECG and FECG. Simultaneously, maternal BP is retrieved from the PPG 
signal. This information can be used for monitoring the cardiac status of mother and fetus, and 
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Each year, 2.65 million stillbirths are estimated to occur worldwide, with 98% occurring 
in low- and middle-income countries and more than 45% after delivery [1]. Besides stillbirths, 
the rate of congenital disabilities is increasing; while most defects happen in the first month of 
pregnancy, wherein the heart is forming [2]. The most crucial period of fetus development is 
between 3 and 7 weeks of pregnancy because the heart is the first formed organ [3]. About 1% 
of fetuses are found to have heart arrhythmias. 10% percent of these arrhythmias are thought 
to be potential causes of morbidity [4]. Obstetricians will be able to make the best decisions 
before and after delivery if the fetal heart is carefully monitored [5]. One of the essential ways 
to reduce stillbirth and defect is monitoring the fetal status, especially cardiac status, to 
diagnose and treat early problems in the early stages.  
Although there are various ways to monitor the health status of fetuses and mothers, there 
is research still investigating to improve portability, precision, automation, and robustness 
against noise of these methods to be used widely even in the home. The best way to monitor a 
fetus's cardiac activity is to use magnetocardiography (MCG). However, the expensive cost of 
MCG makes it expensive for low- and middle-income economies [6]. Cardiotocography 
(CTG) and Doppler ultrasound are two current methods that have certain drawbacks. CTG, for 
example, can be used to determine the fetal heart rate (FHR) during the third trimester of 
pregnancy (after 28 weeks of pregnancy) and solely gives information on ventricular blood 
flow [7]. The widespread use of CTG monitoring in hospitals has also increased cesarean 
section deliveries' prevalence [8]. Compared to CTG diagnosis, the signal quality of 
electrocardiography (ECG) offers better findings even at 20 weeks of pregnancy [7]. The fetal 
ECG (FECG) can be measured invasively by placing an electrode on the fetus's scalp, but this 
can only be done after cervical dilation [9], which puts the fetus and the mother in danger. The 
FECG signal can also be measured by electrodes on the mother's abdomen (AECG) [10]. 
However, the FECG extraction is still under effect by many factors such as noises, artifacts, 
algorithm tuning, and lack of enough clinical data for validation. Nevertheless, the FECG is 
one of the best signals that can used for monitoring status of fetus and improving the FECG 
extraction technique is crucial for improving fetal heart status monitoring. 
There some structural differences between Fetal and adult hearts [11]. The left ventricle 
pumps blood throughout the body after birth, whereas the right ventricle pumps blood to the 
lungs for oxygenation. On the other hand, the placenta provides fetal oxygen; hence, blood is 
no longer pushed to the lungs. Alternatively, both ventricles work together to circulate blood 
to the body (including the lungs). While the mechanical functionality of the fetal heart differs 
from the adult heart, its electrical activity is comparable beat to beat [12]. Adults and fetuses 




complexes fluctuate throughout pregnancy and even after delivery [13]. For instance, the T-
waves, which are very weak for fetuses and infants, undergo the most significant alteration.  
Another signal that can be used for day-to-day cardiac monitoring is 
Photoplethysmography (PPG). PPG is a common optical technique for monitoring skin blood 
volume, pulse rate, and oxygenation changes. The PPG signal contains components aligned 
with both cardiac and respiratory rhythms and has been used to monitor heart and respiration 
rates [14]. Furthermore, PPG is easier to be recorded compared to ECG. ECG requires at least 
three electrodes to record the signal, while the PPG can be measured by only one connection. 
Besides, ECG is highly sensitive to subject motion, while many PPG-based devices in the 
market are used for health monitoring [15]. PPG and ECG are used in some studies to predict 
blood pressure [16]. Automatic blood pressure (BP) monitors are another well-known 
technology that is occasionally employed for day-to-day cardiac monitoring [17], [18] and is 
also essential for partograms [19]. However, all current precise BP measurement methods are 
based on a cuff that requires a second person with expertise. Moreover, the cuff is sensitive to 
movement, and cuff-based devices require calibration. In this regard, improving PPG signal 
interpretation for measuring BP without the need for ECG is merit. 
Traditional ECG uses twelve electrodes for measuring heart activity for a short time. Holter 
is another standard method for recording ECG that records the heart activity for 24 hours or 
more [20]. Besides, emerging wireless sensor networks (WSNs) and the internet of things 
helped bring new technologies like wearable and WSN-based ECGs, which need transmitting 
signals [21]. Depending on application types, the ECG signal can be recorded with 100 to 500 
Hz sampling frequency [22], and as an example, three channels of 24 hours ECG can typically 
take over two hundred megabytes. Therefore, transmitting signal is a challenge that would be 
more difficult with increasing resolution, sampling frequency, number of channels, and 
number of signals. Signal compression is one of the solutions for sending and storing signals 
[23]. However, the compressing and decompressing parts need to be fast and with the most 
negligible loss, especially for monitoring vital signs, which are very important to be visualized 
precisely and in real-time. 
 Artificial intelligence (AI) has achieved enormous popularity in the medical field in the 
last few years [24], [25]. Various AI systems are undergoing massive study to maximize the 
efficiency of routine clinical diagnosis and make the routine simpler. It can be exceedingly 
complex, even for experienced physicians, to accurately detect possible cardiac disorders from 
different signals. Not only is it inconvenient for subjects and technicians to record multiple 
signals, but increasing the number of signals increases the potential for noise, making diagnosis 
more difficult. 
The general task of software development is to code a computer program based on an 
algorithm that produces a given output for a particular input. This perspective is modified by 
machine learning since portions of the computer program remain undetermined. The primary 
objective of training an AI model is to find a generalizable model that is appropriate even for 
new data samples that have not been used in the training phase. New data samples can also be 
correctly processed for such a model and, thus, the computer can learn to deal with new 




is currently known. However, in a human way of thinking, all approaches used are still not 
"intelligent," but rather deal with various kinds of pattern recognition. 
In the aspect of the learning procedure, AI can be categorized into five different methods, 
including supervised learning, unsupervised learning [26], semi-supervised learning [27], self-
supervised learning [28], and reinforcement learning [29]. Machine learning for several years 
worked primarily on hand-crafted features, where a statistical explanation of patterns was 
utilized, e.g., texture and color. In recent years, the concept of hand-crafted features has shifted 
to "deep learning" (DL) [30] approaches, where an artificial neural network trains not only the 
classifier but also extracts features. Figure 1.1 shows an overview of different AI categories 




Feature Engineering (Hand-Crafted Features) as well as Deep Learning
Machine ability to solve problem
Artificial General Intelligence
Usually outperform Machine Learning models with hand-crafted features
Require large amount of data for training
 
Figure 1-1. Overview of different AI categories and their relations. 
Deep learning has been one of the most effective machine learning techniques in the last 
decade [31]. A deep learning model requires the availability of a large dataset for training to 
learn the dataset's interesting features; accordingly, training the model with a limited dataset 
typically results in an overfitted model. Transfer learning (TL) is a popular technique for 
dealing with data limitation [32] that obtain information in one problem domain and 
transferring it to a different but similar problem. For example, the knowledge learned while 
identifying adult ECG anomalies may be applied to classifying FECG anomalies. The transfer 
learning models usually require to be fine-tuned on a small portion of new domain data. This 
can decrease the effort of labeling large number of datasets, however, manually annotating 
data is still costly and time-consuming, especially when subject expertise is required.  
Overall, the AI can improve maternal and fetal heart monitoring to reduce fetal defect, 
stillbirth, and maternal fatality. This improvement contains but is not limited to: denoising 
recorded signals for better diagnosis, improving FECG extraction quality using AECG, 
predicting BP from only PPG, detecting anomaly from least annotated FECG signals, and 





 Literature review 
The first step after recording signals is to filter and clean them from the noises and artifacts. 
Different types of digital filters such as finite impulse response and infinite impulse response 
filters [33], [34] have been utilized to eliminate signal noises. These filters work when the 
parameters of signals and channels are well-known. However, they cannot efficiently remove 
all types of noises when signals are nonstationary [35]. In this regard, adaptive filters are 
introduced to adapt filter coefficients according to signal changes in time. 
Nevertheless, adaptive filters have some disadvantages, e.g., the convergence rate depends 
on the input signal's power spectral density [36]. Hence, if the power spectrum of signals has 
a flat and uniform component in all available frequencies which means that the input signal 
filter is white, the convergence rate of minimum mean-square is excellent. However, colored 
noise will drop the efficiency substantially. Therefore, the least mean squares (LMS) and 
recursive least square (RLS), which converge to Weiner optimal solution, are designed to 
handle narrowband frequency, and according to the literature [37], even a primary adaptive 
filter such as LMS can reduce the noise from nonstationary signals. Another drawback of an 
adaptive filter is the prior knowledge about the desired signal or noise, which is paramount 
[37]. Occasionally, using a template of a well-known shape of the signal, such as one ECG or 
PPG epoch, can reduce the chance of detecting abnormality and artifacts [38]. Therefore, blind 
source separation methods such as independent component analysis (ICA) and principal 
component analysis have emerged for noise removal; However, in meager SNR circumstances, 
these methods are not sufficient and need further post-processing [39]–[42]. 
Many methods tried to extract QRS waves; however, in decomposing the FECG, other 
parts should also be considered. To the best of our knowledge, there is no research for 
extracting all FECG components from MECG. Moreover, using a general model that can be 
used for different subjects with different electrode displacements, maternal and fetal age 
requires more investigation. Since the time series of ECG QRS can give lots of information 
about cardiac statuses, such as heart rate, various research aimed to extract QRS of FECG from 
MECG. Behar et al. [43] evaluated recurrent neural network (RNN), principal component 
analysis (PCA), least mean square (LMS), and recursive least square (RLS), and template 
subtraction for fetal QRS detection from MECG [44]. They trained on 30 seconds of the NI-
FECG dataset, used a 50 ms matching window, and achieved a 97.2% F1-score as the best 
results acquired by RNN. They also reported results of the trained model on a single dataset as 
external validation of 90.2% with the same network. The Encoder-Decoder method [45] and 
SVD-SW [46] approaches are also utilized on the same task on the Abdominal and Direct 
FECG (A&D FECG) dataset and achieved 94.1% and 99.4% F1-score. Behar et al. [47] used 
a combination of template subtraction and ICA and achieved a 95.9% F1-score on the NI-
FECG dataset. Varanini et al. [48] proposed a signal extraction technique based on ICA and a 
post-processing method specialized for detecting the QRS on the NI-FECG challenge dataset 
and obtained a 99 % F1 score. Warmerdam et al. [49] used a multichannel hierarchical 
probabilistic system, incorporating ECG waveform and heart rate predictive models to detect 
fetal R peaks in the NI-FECG challenge dataset. They reported that only 99.6% accuracy did 
not provide sensitivity or F1-Score for better comparison. However, their accuracy 




By extracting high-quality FECG from AECG, the potential of accurate anomaly detection 
from FECG can be raised. Despite the high similarity of adult ECG and FECG, adult ECG 
processing has made significant advances in modern medicine [50], but FECG processing 
remains a significant issue [51]. Todays, fetal monitoring is only focused on the fetal heart rate 
[52]. The abnormal fetal heartbeat usually is categorized as tachyarrhythmia (faster than 160 
beats per minute) or bradyarrhythmia (slower than 120 beats per minute). However, detecting 
the fetal abnormal heartbeat rhythm does not consider the waveform features of the FECG, 
which are the basis of cardiac assessment in both children and adults. The technology to 
accurately measure FECG is mainly unavailable, which is the fundamental reason for its 
exclusion from clinical settings. As a result, there has not been much study linking ECG 
features to FECG outcomes on a broad scale. Moreover, the lack of gold standard datasets for 
FECG anomaly detection is another reason FECG arrhythmia detection needs more research. 
It is partly due to the absence of comprehensive clinical information about fetal cardiac 
function and partly due to the low signal-to-noise ratio of FECG compared to the maternal 
ECG [51]. 
Blood pressure is an essential signal for monitoring cardiac status; however, most of the 
current devices work based on the cuff, which usually needs a second person to perform the 
measurement and is not capable of continuous monitoring. Various methods tried to estimate 
continuous BP by alternative easy-recording signals. PPG, age, weight, height, and gender 
were used by Liu et al. [53] to predict continuous BP. Poon and Zhang [54] calculated DBP 
and SBP using Moens Korteweg's method after extracting pulse transit time (PTT) from PPG 
and ECG in 45 seconds. For DBP and SBP, the mean difference of 2.8 ± 6.8 mmHg and 0.9 ± 
5.6 mmHg was achieved, respectively. Zheng et al. developed a wearable wristband for 
monitoring SBP using PTT analysis in 30-minute intervals of ECG and PPG, with a root mean 
square error of 2.8 8.2 mmHg (RMSE) [55]. Nevertheless, having a technique to extract 
continuous BP with the minimal instrument and higher accuracy requires more research. 
Signal compression is another scope that requires quality improvement to make 
transmission, storing, and monitoring more efficient. Polania et al. [56] performed 
simultaneous orthogonal matching pursuit and could achieve a 2.5% percentage root-mean-
square difference (PRD), with a 7.2 compression ratio (CR). Mamaghanian et al. [57] 
compared discrete wavelet transform (DWT) and sparse binary sensing and reported a real-
time performance for the sparse binary method but with low precision with 9% PRD. Chae et 
al. [58] also used a modified TH-DWT and only tested one signal. Moreover, there is no 
systematic real-time validation. Elgandi and Ward [59] used adaptive linear predictors and 
obtained a compression ratio of 6.4 along with QRS detection. Jha CK [60] combined wavelet 
transform, and empirical mode decomposition could achieve a 21.5 compression ratio and 6.8 
% PRD. Still, there is some chance to design an efficient method to have better PRD respecting 
CR. 
 Research objectives 
An end-to-end system is required to monitor the maternal and fetal cardiac systems. Here, 
at first, the PPG and AECG signal is recorded from the mother. Then, a denoising algorithm is 
applied to each signal to remove artifacts and noises. Next, the AECG is converted to FECG; 




detected with another model. BP is extracted from the PPG signal. It is shown that during 
pregnancy, both low and high diastolic blood pressures are linked to small babies and high 
perinatal mortality [61]. All these data can be compressed and used to fill the partogram or can 
be used individually for investigating a specific issue.  
For improving cardiac monitoring using AI, the following objectives are taken into 














Figure 1-2. The block diagram of the proposed methods that are addressed in the thesis and their 
relation. 
1. To explore signal processing schemes to improve the quality of recorded biomedical 
signals and make a robust denoising method against high amplitude noise.  The proposed 
method should extract the desired signal even the signal-to-noise ratio (SNR) of the input 
signal is negative, which means noise with a higher amplitude distorted signal. It is worth 
mentioning that the noise is added to the signal, but it can be convolved to the original 
signal. 
 
2. To explore an efficient method using AI to extract FECG from maternal ECG. Many 
approaches have been used to extract QRS waves; however, FECG has other components 
that must be considered while deconstructing it. Furthermore, developing a general model 
that can be used for various subjects with various electrode displacements requires more 
research. We further followed this aim with two approaches: 
o Since generative models have shown promising results in mapping data, deep 
generative methods [62] are investigated to map MECG to FECG and vice 
versa. Moreover, the attention mechanism [63], which has shown high 
performance for sequence-to-sequence processing in natural language 
processing, is utilized for biomedical signals. We also explored recent DL 





o Deconvolution strategy, which is a combination of adaptive filter and blind 
source separation, can be used for FECG extraction and can be used for noise 
extraction. 
3. To investigate the use of AI for anomaly detection from FECG. Although much research 
is developed around adult ECG anomaly detection due to enough publicly available 
datasets, there is limited research for FECG anomaly detection. In this objective, recent 
advances in deep learning, including transfer learning and active learning, are investigated 
to transfer a model from adult ECG anomaly detection to FECG anomaly detection. The 
transferred model is trained using active learning by help an expert, helping to train a model 
with the least annotated FECG samples for fine-tuning. 
4. To explore the use of AI for estimating blood pressure (BP) using only PPG signals. It will 
help the mother be monitored with minimal instrument and allow continuous BP and PPG 
using only one channel. Recent studies [62] showed a correlation between maternal blood 
pressure, the weight of the birth, and parental mortality. Hence, it is important to have 
blood pressure monitoring in an end-to-end cardiac monitoring system. 
5. A compression scheme is investigated to use a monitoring system in remote distances to 
reduce the bandwidth required for sending signals. The proposed compression enables the 
day-to-day in-home monitoring of pregnant women. An optimized signal compression 
scheme is investigated to maintain the quality along with a high compression ratio. 
Although there is much research about signal compression, compression and 
reconstruction performance may be enhanced even further. The contribution is improving 
the state-of-the-art algorithm's performance and designing a new algorithm not to distort 
features that are important in diagnosis.  Due to using the time-domain and B-Spline 
technique, the data compression is fast and compressed data can be used for visualization 
and monitoring purposes without decompression owing to B-spline characteristics. 
Therefore, a combination of all these tasks can be applied to an end-to-end maternal and 
fetal cardiac monitoring system.  
 Organization of the thesis  
The thsis is organized in a manuscript-based style. The first chapter of the thesis presents 
an overview about importance of maternal and fetal cardiac monitoring, motivation of the 
thesis, objectives and research.   The main content and contribution of the thesis are included 
in the form of published or under review manuscripts. The remainder of the thesis organized 
as follows: 
Chapter 2 presents a novel technique for denoising biomedical signals that are degraded 
with high amplitude noises, in which target signal is not visible and extractable using 
conventional methods. This assists in the development of a reliable and high-precision 
biomedical signal recording stage, which is the first and most essential step in signal 
monitoring analysis and diagnosis. It may also allow us to claim that we can record signals on 
portable devices. 
The manuscript in chapter 3 describes the development of an algorithm for extracting 




it is trained using unpaired fetus and mother ECG samples which means it eliminated the 
difficulty of synronization signals during recording. Second, the calibration and use of various 
datasets during the test revealed that it has strong generalization to operate with a variety of 
maternal and fetal ages. Finally,  this work helps to obtain high quality FECG for diagnosis 
aims that paves the way for the next step that is anomaly detection on FECG, which is discussed 
in chapter 4. 
The manuscript in chapter 4 presents a new method for training a deep learning model. The 
new method of training helps to obtain high performance with least annotation effort and 
computational resources. A mix of active learning and transfer learning is utilised to achieve 
this goal, while the sampling approach for picking the optimum training sample is modified. 
Chapter 5 changes the focus from fetal cardiac monitoring to maternal cardiac monitoring 
and devised a method that can measure blood pressure continuously, cuff-less, with high 
precision and least electrode connection. This chapter describes a machine learning technique 
that uses solely PPG inputs for blood pressure measurement. A prototype device is used for 
collecting samples and it is tested and compared to a cuff-based, gold standard blood pressure 
device. 
The manuscript in chapter 6 presents a compression algorithm for ECG. The manuscript's 
contribution is to improve the present state-of-the-art algorithm's performance and to develop 
a new technique that does not distort important diagnostic traits from the signal, while having 
fast decompression to be used in future portable devices. Finally the summary of 
accomplishment and future recommendation are presented in chapter 7.  
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2 SINGLE CHANNEL HIGH NOISE LEVEL ECG DECONVOLUTION USING 
OPTIMIZED BLIND ADAPTIVE FILTERING AND FIXED-POINT CONVOLUTION 
KERNEL COMPENSATION  
The first step for monitoring maternal and fetal signal is recording signals. Various noises, 
including fetus activity, such as fetal brain activity, and maternal activity, like heart activity, 
uterine contraction, electromyogram (EMG), and movement, degrade recorded signals. It is 
worth noting that the amplitude of the maternal ECG is substantially higher than FECG, and 
both overlap in temporal and frequency domains. As a result, obtaining and interpreting the 
FECG waveform properly is difficult and requires appropriate signal filtering before 
processing. Furthermore, both baseline wandering and power line interference are major 
sources of noise. As another instance, photoplethysmography (PPG), which is now the industry 
standard for continuous heart rate (HR) monitoring for everyday usage because its simplicity, 
portability, and low-cost, still suffers from noises due to signals cross over, diverse skin tone, 
and EMG. Therefore, this chapter contributes to removing noise from signals as first step to 
make signals appropriate for further analysis.   
Finite Impulse Response and Infinite Impulse Response filters work when the signal and 
channel characteristics are known. When signals are nonstationary, however, they are unable 
to effectively eliminate all types of noise. The convergence rate of adaptive filters also is highly 
depended on the power spectral density of the input signal and colored noise can drop their 
efficiency. Furthermore, in low-SNR situations, blind source separation methods are 
insufficient, and further post-processing is required. A deconvolution strategy based on 
combination of adaptive filter and convolution kernel compensation is utilized to deconvolve 
noise and signal. Not only this process is used for denoising noisy signals that have higher 
noise power than signal power, but also it can be used for extracting FECG from MECG since 
MECG can assumed as a high-power noise in abdominal ECG respecting to FECG. The 
proposed method in this chapter introduces a robust denoising method that can be used for 
highly degraded recorded ECG, like ones recorded using wearable device or smart-clothing 
platforms.   
The analysis and findings of this chapter is reported in the below mentioned published 
journal manuscript. The student contributed in the main idea, implementing code, writing the 
original draft, evaluation and revision of the manuscript. 
Mohebbian, M.R., Alam, M.W., Wahid, K.A. and Dinh, A., 2020. Single channel high noise level 
ECG deconvolution using optimized blind adaptive filtering and fixed-point convolution kernel 
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Abstract 
An electrocardiogram (ECG) is used to record the electrical activity of the heart. However, 
ECG signals are susceptible to the noise from various sources which increases the probability of 
misinterpretation and can affect the diagnostic process. Traditional noise cancellation techniques, 
which uses finite and deterministic coefficient, are not efficient, since the ECG signals are non-
stationary. Thus, adaptive filters are commonly utilized on such signal as they can adjust their 
coefficient according to the changing nature of non-stationary signal. Adaptive algorithms still 
have a disadvantage that they require the model of noise or desired signal. In this work, a novel 
algorithm is introduced based on fixed-point convolution kernel compensation for finding a model 
for using an adaptive filter; then a recursive least square method is used for completing steps of 
deconvolution of the ECG signal. The deconvolution method can be used for denoising ECG 
signals in very low signal to noise ratio circumstances and also can be used in blind source 
separation applications such as separation of fetal ECG from maternal ECG. ECG signals were 
utilized in this study are taken from the MIT-BIH Arrhythmia database for showing the 
performance of the algorithm on denoising applications. The results demonstrate that the proposed 
algorithm renders a much-improved performance in removing the noise from ECG signals, 
especially in a scenario where signal to noise ratio is negative. Moreover, the noninvasive fetal 
ECG dataset (NI-FECG) provided by Physionet is also used for fetal ECG extraction by a single 
thoracic channel. By comparing fetal ECG extraction methods in the literature and the proposed 
method, it reveals that the proposed method can extract the QRS complex of fetal ECG by a single 
thoracic channel as accurate as other methods which use abdominal channels. 
 
Keywords: Blind adaptive filter, Blind source separation, Fetal ECG, Deconvolution  
 Introduction 
    The electrocardiogram (ECG) is an essential tool used for diagnosis of heart disorders. It is 
a non-invasive recording of heart activity that is typically measured by connecting electrodes on 
the surface of the specific parts of the human body (chest, arms, hands or legs) [1]. However, with 
the introduction of new technology (Body Area Network or Body Sensor Network), wearable or 
implantable devices are getting popular which can monitor the vital signs continuously [2]. 
Although the introduction of these wearable devices have revolutionized personal healthcare, the 






motion artifacts) [2]. Since ECG can aid in the comprehensive analysis of the heart activity of a 
patient and can also help in detecting aberrations such as cardiac infractions, unequal beat intervals, 
the obtained signal should be very accurate. The signals obtained at the surface of the body is 
weak, have low amplitude and is often susceptible to noise from different sources. These noises 
are typical results of basic measurement and instrumentation faults. The noises typically arise from 
power line interference, white noise, electrode contact noise, muscle contraction, baseline 
wandering, and instrument noise, motion artifacts, electrosurgical noise[3]. Even a slight variation 
in the obtained ECG waveform can impair the understanding of the heart condition of the patient 
and can affect the treatment procedure [4], [5]. Thus, it is necessary to remove noise as it will help 
in obtaining the data which is an accurate representation of the heart’s functionality.  
  
    Different types of digital filters such as Finite Impulse Response and Infinite Impulse 
Response filter [5], [6] have been utilized in order to eliminate ECG noises. These filters work 
when parameters of signals and channels are well-known. However, they cannot remove all type 
of noises efficiently, when signals are nonstationary [8]. In this regard, adaptive filters are 
introduced to adapt coefficients of filter according to signal changes in time. Nevertheless, 
adaptive filters have some disadvantages, e.g., the convergence rate is highly depended on the 
power spectral density of the input signal [9]. Hence, if the power spectrum of signals has a flat 
and uniform component in all available frequencies which means that the input signal filter is 
white, the convergence rate of minimum mean-square is excellent. However, colored noise, will 
drop the efficiency substantially. Therefore, the least mean squares (LMS) and Recursive least 
square (RLS) which converge to Weiner optimal solution are designed to handle narrowband 
frequency, and according to the literature [10], even a primary adaptive filter such as LMS can 
reduce the noise from nonstationary signals. Another drawback of an adaptive filter is the prior 
knowledge about the desired signal or noise which is paramount [10]. Occasionally, using a 
template of a well-known shape of ECG epoch as the desired signal, can reduce the chance of 
detecting abnormality and artifacts [11]. Therefore, blind source separation methods such as 
independent component analysis (ICA) and principal component analysis are emerged for ECG 
noise removal; However, in meager SNR circumstances, these methods are not sufficient and need 
further post-processing [12]–[15]. 
    In this work, a robust algorithm is introduced for deconvolution of ECG signal. The 
proposed algorithm is tested in two ways. First, the proposed algorithm is utilized for single-
channel ECG denoising in very low signal to noise ratio condition. Second, the proposed method 
is used for extracting QRS complex from maternal ECG by a single thoracic channel. This method 
is based on the fixed-point convolution kernel compensation (FP-CKC) and recursive least square 
(RLS) method which is combined with particle swarm optimization (PSO). The rest of the paper 
is organized as follows: in the next section, information about the signals and formulation of 
methods used in this study is presented. Section 3 provides the results of the proposed method. 
The discussion is provided in section 4, along with conclusions. 
 Materials and methods 
  An overall block diagram of the proposed algorithm is shown in Figure. 2.1. As can be seen 




whitening should be applied on every window separately. Then, every sample of the window 
is used for the initial point of FP-CKC. The average of separated components is calculated and 
considered as the noise model or decomposed signal. The adaptive filter using the RLS 
algorithm and calculated noise model is applied on the signal window in the next step. Further 








Figure 2-1. The block diagram of the proposed algorithm for signal deconvolution. 
 
2.2.1 Dataset 
    In this work, MIT-BIH Arrhythmia Database [16] is used in order to assess the performance 
of the proposed algorithm. This database consists of different types of noisy as well as noise-
free ECG signals. The ECG recordings were acquired from BIH Arrhythmia Laboratory which 
studied 47 subjects and recorded 48 two channel ambulatory ECG recordings of half-hour 
lengths. This database contains 15 different types of ECG signals, heartbeats, signal loss, and 
various kinds of noises (e.g., Baseline wanders and muscle artifacts). 20 recordings (24 hour 
length) of noise-free signals were selected randomly from a set of 4000 which were obtained 
from a mixed population of outpatients (about 40%) and inpatients (about 60%). The 
recordings were then digitized at 360 samples/second/channel which had 11 bit resolution over 
10mV range. The SNR of the original signal (before adding noise) is not presented in the 
database specification. For each signal, 10 epoch of ECG are selected randomly and high 
resolution alignment [16] is applied on them; then the average of the aligned epoch is 
calculated as noise-free epoch. The difference of noise-free epoch and noisy epoch is 
calculated, and the SNR value is estimated. The SNR value of the original signal is 18.6 ± 8.4 
dB. 
 Two types of noise are added to single channel signal. The first noise is a synthetic noise with 
colored Gaussian zero-mean and signal to noise ratio of -20 dB, -10 dB and 0 dB are added to 
channel. The bandwidth of the noise is between 1 to 100 Hz. The second noise is a surface 
EMG signal which is recorded in 24-hour using ME6000 device with frequency sample 1000 
Hz. This database is called Cerebral Vasoregulation in Elderly with Stroke and it is available 
in Physionet website. Some parts of EMG signal are resampled to be same as input signal and 
its gain changes for creating a noisy signal with different SNR. The denoising algorithm should 
not distort the arrhythmia of ECG signal which is one the reason that why this database is 




In addition, a non-invasive fetal ECG (NI-FECG) database [17] is also used in this study order 
to verify the validity of the proposed algorithm for extracting Fetal ECG signals in a single-
channel. The data contained in this database were obtained from single subjects which ranged 
between 21 to 40 weeks of pregnancy from thoracic and abdominal region. These data were 
sampled at 1 kHz and consists of a set of one-minute, four-channel FECG signals. The 
recordings were of varying durations and were taken weekly (sometimes two or more 
recordings were also acquired). These recordings can be used in testing algorithms for signal 
separation. Although researchers have used various techniques for extracting fetal ECG 
signals, a more accurate and improved algorithm for extraction of FECG signal is still required. 
Hence in this work, 14 recordings were randomly selected for testing. A single thoracic channel 
is also utilized in this study for QRS complex decomposition from fetal ECG.   
 
2.2.2 Preprocessing  
In the first stage, the ideal sliding window is applied on the ECG signal. Each window is zero 
centered by subtracting the average of the signal from the window. The matrix 𝑿 is referred to 
the N×M zero-mean extended ECG window signal matrix in which each row is a delayed 
repetition of the window, and each column corresponds to a time sample. The number of 
delayed repetitions is dependent on the sampling frequency, and it was fixed to 5. The 
whitening referred to as 'convolutive sphering' [17] is used, and matrix W could be obtained, 
provided that the covariance matrix of 𝐙 at time lag zero is equal to the identity matrix. 
 
            𝑬{𝑿𝑿𝑻} = 𝑼𝑫𝑼𝑻                                           (2. 1)   
 
              𝑾 = 𝑼𝑫−
𝟏
𝟐 𝑼𝑻                                                            (2.2) 
 
              𝒁 = 𝑾𝑿                                                                         (2.3) 
 
Where D is a diagonal matrix obtained by the eigenvalue decomposition of the covariance 
matrix 𝑿, 𝑼 is the modal matrix which is calculated by singular value decomposition of 𝑿𝑿𝑻, 
𝑻 is transpose operation and 𝐸{𝑿𝑿𝑇} is denoting the covariance matrix of 𝑿.  
2.2.3 Fixed-Point Convolution Kernel Compensation (FP-CKC) 
 
The FP-CKC is mainly used for neural decoding in muscle from the surface electromyogram 
and is used by Zazula et al. [18] for blind source separation in surface electromyogram (sEMG) 
and image decomposition. The primary goal of this step is to find a noise model for using an 
adaptive filter as the next step. Therefore, we intend to find the matrix ?̂? as the estimated noise 




component. Note that 𝒅(𝒏) denotes the n-th column of matrix 𝒅 and each row in matrix 𝒅 can 
be a component of the signal. 
𝒆(𝒏) = 𝒅(𝒏) − 𝒅(𝒏)̂                                                  (2.4) 
 
In other words, the optimization problem can be defined as finding filter coefficients like 
Equation 2.5 to minimize Equation 2.4. 
        𝒅(𝒏)̂   =   𝑾𝒏
𝑻𝑿                                                   (2.5) 
 
By rewriting equation 2.4 and using Equation 2.5:  
 




𝒏=𝟎            (2.6) 
where 𝒑 is the order of the filter. Now by rewriting the error in the form of Least Minimum 
Mean Square Error optimization formulation with the assumption that N is the length of the 
window and calculating the partial derivation with respect to 𝑤 and setting the result to the 
zero, the following equation is derived: 
 
𝑾𝒏 = 𝑹𝑿𝑿
−𝟏𝑷𝑿𝒅(𝒏)̂                                               (2.7) 
where, 𝑷𝑿𝒅(𝒏)̂ is the cross correlation between input and the desired signal and 𝐑𝑿𝑿
−𝟏  is the auto 
correlation of matrix X which is approximately equal to identity because of the whitening, 
however since we need to elaborate method with RLS in the next section we do not 
approximate it. Now, by substituting Equation 2.7 in Equation 2.5, we can write Equation 2.8. 
 
  𝒅(𝒏)̂   =   𝑷
𝑿𝒅(𝒏)̂
𝑻 𝑹𝑿𝑿
−𝟏𝑿                                        (2.8) 
    The cross-correlation 𝑷
𝑿𝒅(𝒏)̂
𝑇  is unknown, however it can be estimated by FP-CKC. In this 
work, we used every sample in a window as initial point of 𝑷
𝑿𝒅(𝒏)̂
𝑇 . In other words, 𝑿(𝟎) is 
chosen as 𝑷
𝑿𝒅(𝒏)̂
𝑇  for first iteration. Then, the Equation 2.9 runs until termination criteria is 
met. In this work, the termination criteria is set the number of iteration which is set to 3 due to 
high convergence rate of the algorithm. We used average of estimated ?̂? for finding the main 
noise model. For extracting the fetal ECG, one of the decomposed signal is highly correlated 
with maternal ECG, however, since we do not have any prior information about signals and 
have to continue blindly, we used average of the decomposed components. 
2.2.4 Recursive Least Square (RLS) 
By assuming that the signal input matrix is zero mean, the autocorrelation input matrix 𝑿 can 
be called 𝐑𝐤
−𝟏 is updated by Equation 9 in which k is the iteration number and 𝐗(𝐤) is the k-th 
















]         (2.9) 
Where 𝛾 is forgetting factor and initialization is done by assuming 𝐑𝐤
−𝟏 = 𝜹𝑰 ; which 𝑰 is the 
identity matrix and 𝛿 is the inverse of the input signal power. The ∆𝝎𝒌 in RLS is calculated 
by Equation 2.10. 
 
∆𝝎𝒌  = 𝐑𝐤
−𝟏𝛂𝐤𝐗(𝐤)                                  (2.10) 
The error is defined in Equation 2.11. 
  𝛂𝐤 = 𝒅(𝒌)̂ − 𝒅(𝒌)̂                                             (2.11)      
𝒅(𝒌)̂ =  𝐗(𝐤)𝝎𝒌                                                    (2.12)      
where, 𝒅(𝒌)̂ is the desired signal and the main difference between it and  𝒅(𝒌)̂, which is calculated 
by FP-CKC, is that 𝒅(𝒌)̂ is an approximation of the noise model and need to be adapted by RLS 
algorithm on the signal window. The recursion for 𝐑𝐤
−𝟏 follows an Algebraic Riccati equation; 
therefore, it draws parallel to the Kalman Filter. The initial value of 𝝎𝟎 is selected by particle 
swarm optimization (PSO) algorithm. 
2.2.5 Particle swarm optimization 
    Since the 1970s, meta-heuristic algorithms which imitating natural phenomena have been 
devised for optimization problems. PSO is inspired by flocking birds [19]. It uses particles for 
generating solutions. Each particle has its position and velocity that enables it to search problem 
space. This algorithm is used for designing IIR filters. For FIR filters, also a review on a 
combination of PSO and LMS method have been done by Najjarzadeh et al. [20]. This study 
showed that LMS has good convergence rate, when it is combined with meta-heuristic algorithms, 
such as particle swarm optimization. This method is used as stochastic optimization with the same 
internal parameters and topology that Mohebbian et al. used in another approach [21]; except the 
number of iteration is set to 50 and the cost function which is Equation 2.11. In this regard, the 
proposed algorithm just tries to find optimized initial weights of 𝝎𝟎 for adaptive filter. 
 Results 
2.3.1 Results on denoising  
For measuring denoising quality, we used three types of validation parameters. The signal to error 
ratio (SER) is described in Equation 2.13 [22] in which, 𝒙(𝒕) and ?̆?(𝒕) are original and 





                                     (2.13 ) 
 
Note that 𝑺𝑬𝑹 is calculated by using original ECG and as an instance when we calculate 𝑺𝑬𝑹 for 




are evaluated. Moreover the root mean square error (RMSE) and Signal to Noise Ratio (SNR) are 
used as another validators [23]. For evaluating SNR, we calculated the SNR of denoised signal 
same as we estimate SNR of original signal. It is important to note that The SNR of the original 
signals is 18.6 ± 8.4 dB 
2.3.1.1 Gaussian noise 
The 20 series of ECG signals which are mixed with synthesis noise in different SNR from 
MIT-BIH Arrhythmia dataset is given as the input to the algorithms, then, the 𝑹𝑴𝑺𝑬, 𝑺𝑬𝑹 
and 𝑺𝑵𝑹 of denoised signal is assessed. Figure 2.2 shows the original signal, noisy signal and 
denoised signal. 
Figure 2-2. ECG noise removal. From top to bottom, original signal, noisy signal is 
generated using Gaussian noise generator with -20 dB SNR, and denoised signal. 
 
The boxplot of the SNR, RMSE and SER are depicted in Figures 2.3, 2.4 and 2.5, respectively. 
Figure 2-3. The boxplot of the SNR of denoised signal for 20 series of signals; noisy signal is 





Figure 2-4. The boxplot of the RMSE of denoised signal for 20 series of signals; noisy signal 
is generated using Gaussian noise generator. 
 
Figure 2-5. The boxplot of the SER of the denoised signal for 20 series of signals; noisy signal is 
generated using Gaussian noise generator. 
The median, minimum and maximum of the RMSE between the desired signal and extracted 
one in -20 dB SNR, are 3.39, 3.09 and 3.38 respectively. These results are 1.11, 1.03 and 1.12 for 
-10 dB SNR and 0.49, 0.48 and 0.50 for 0 dB SNR. Furthermore, Figure 2.4 described the SER 
respect to the SNR and the median, minimum and maximum of the SER between the desired signal 
and extracted one are 22.42, 4.28 and 42.63 dB for -20 dB SNR. For -10 dB, 32.39, 12.43 and 
52.63 dB are acquired, also, for 0 dB, 42.38, 22.18 and 62.63 dB are obtained. The median, 
minimum and maximum of SNR for denoised signal in -20 dB are 2.43, -1.87 and 8.01. The same 
parameters for -10 dB are 6.63, -0.98 and 14.09 and are 14.93, 9.81 and 21.78 for 0 dB. 
2.3.1.2 The EMG noises 
 The 20 series of ECG signals are mixed with EMG noise in different SNR same as previous 







Figure 2-6. The boxplot of the SNR of denoised signal for 20 series of signals; noisy signal is 
generated by adding surface EMG to signal. 
The median, minimum and maximum of the SNR between the original signal and extracted in 
-20 dB SNR, are -0.03, -7.17, and 11.58 respectively. The same parameter for SNR in -10 dB, 
are 6.07, 1.03 and -238 and in 0 dB are 19.24, 13.58 and 23.28 dB.  
 Figure 2-7 .The boxplot of the RMSE of the denoised signal for 20 series of signals; noisy signal is generated 
by adding surface EMG to signal. 
Figure 2-8. The boxplot of the SER of the denoised signal for 20 series of signals; noisy signal is generated by 




The median, minimum and maximum of the SER between the desired signal and extracted one 
are 19.64, -9.11 and 37.83 dB for -20 dB SNR. For -10 dB, 26.03, 3.76 and 49.89 dB are 
acquired. Finally, for 0 dB input signal, 40.82, 19.21 and 57.12 dB are obtained. When input 
signal is in 0 dB, the median, minimum and maximum of the RMSE are 3.43, 3.10 and 3.66. 
The same parameters are 1.16, 0.93 and 1.34 for -10 dB and are 0.50, 0.41 and 0.60 for 0 dB.  
 
2.3.2 Results on extracting fetal QRS complex 
Fourteen series of the NI-FECG database is selected randomly, and the algorithm is applied to 
it. A single channel thoracic signal for extracting QRS complex of fetal ECG is used. Figure 
2.9 depicts the one of the outputs of proposed algorithm. 
Figure 2-9. The output of the proposed method for extracting fetal ECG from the thoracic signal of mother 
after one iteration of PSO. The top plot is extracted signal after one iteration and the bottom plot is input 
thoracic signal. 
According to Equation 2.8, the FP-CKC algorithm extract components of signal based on auto 
and cross correlation. In this regard, waves which are repeated in signal, such as QRS complex 
of maternal ECG and R wave of fetal ECG, will be compensated and extracted in a component. 
However, the noise level is high and FP-CKC is not enough for original signal extraction. 
Therefore, the average of components is calculated for having a noise model and adaptive filter 
is applied on noisy signal. Recording the maternal ECG is traditional and easy for clinical 
usage, while, recording the fetal ECG is a clinical issue. The proposed algorithm can extract 
the fetal ECG from thoracic signal and no need to extra configuration.  According to Figure 
2.9, a post-processing method is required for extracting fetal R waves. We subtracted extracted 
signal by the original signal and used a simple threshold method. More example of extracted 
fetal ECG is provided in supplementary material. The evaluation of the results is obtained 
using both classical sensitivity and positive predictive accuracy. For calculating predictive 
accuracy or positive predictive value (PPV) and sensitivity, a matching window of 50 ms is 
employed, since this matching window is applied by Guerrero-Martinez et al. [24] 
and  Zaunseder et al. [25] is used. The F1-score (F-score) can be defined alternatively as a 
measure of an algorithm’s accuracy [26]. Equation 2.14, 2.15 and 2.16 explain the sensitivity, 
















                                      (2.16)     
Where, TP and FN refer to true positive and false negative respectively. Therefore, the 
sensitivity, PPV and F-score on the 14 record subsets were 95.3 ± 4.1, 97.1 ± 2.3 and 96.1 ± 
3.7 % respectively. 
 Discussion and Conclusion 
2.4.1 State-of-the-art 
One of the crucial issues is the importance of using an adaptive filter after FP-CKC. The 
modified versions of FP-CKC is used by other researches for blind source separation purposes, 
especially in neural decoding. However, in these applications, extracting firing times has more 
critical than finding exact shape of spikes and due to the number of recorded channels, the 
shape of spikes can be extracted by some simple post-processing. Furthermore, finding 
appropriate initial points for this application is important, while, in the proposed method every 
point of the signal is used in FP-CKC. The results of applying FP-CKC to the one of the ECG 
windows is shown in Figure 2.10. 
Figure 2-10. The results of the FP-CKC by setting delay to 5. The dash line denotes to the original noise 
model.  





As shown in Figure 2.10, the noise model is similar to the average of the component. Using 
one of the components instead of the averaging is sensible. However, there is no clue for 
choosing the best one.  
Moreover, using another blind source separation methods, like ICA [12], is plausible. 
However, there are some disadvantages. First, selecting the appropriate kernel for ICA needs 
trial and error. Moreover, The FP-CKC algorithm can find the noise model more precise than 
ICA. In this regard, Figure 2.11 is presented for comparing the result of ICA and FP-CKC. 
The RMSE of the calculated noise model respect to the original noise model by FP-CKC 
algorithm is 0.23, while the RMSE by ICA is 0.53. Therefore, the FP-CKC can estimate the 
noise model more accurate than ICA method. 
2.4.2 Base line wandering removal 
The baseline of the signal is reduced by zero-mean filtering which is applied on signal window 
before whitening process. A window is broken to small parts and average of each part is 
removed from it. Figure 2.12 depicts the result of this process. 
Figure 2-12. The effect of zero-mean on signal windows on baseline wandering  
The next steps, including extracting noise model and applying adaptive filter, are based on 
zero-mean signal; hence, the baseline wandering effect will be reduced in denoised signal. 
Figure 2.13 shows the denoised and noisy signal and original signal before adding noise. 
Figure 2-13 . Comparison between baseline of original ECG (before adding noise) and denoised signal using 




The zero-mean process cannot remove baselines which are sharp. In other words, if the baseline 
of signal change fast, the proposed method cannot remove the baseline and this artifact will be 




Figure 2-14. Inability of removing baseline wandering when the variation is high 
2.4.3 Tuning parameters 
Suitable tuning helps to use such deconvolution algorithm in a variety of denoising and blind 
source separation applications, including speech denoising, detecting seizure in EEG signals, 
EMG decomposition and extracting fetal from maternal ECG.  Neverthelss, some of the 
parametrs do not have wide effect on the final result of the algorithm. Parameters such as the 
length of the window which is used for processing, the length of the adaptive filter weights, 
learning rate in the adaptive filter, number of population in PSO, number of iteration of PSO 
and number of iteration in FP-CKC should be tuned. Among the mentioned parameters, the 
length of the adaptive filter and the length of the window are paramount and should be selected 
wisely. By trial and error the optimized length of the window for ECG signals is selected to be 
between 1.5 to 3.5 seconds. Also the length of the adaptive filter is selected according to the 
number of convoluted components. The grid search or exhaustive search can be used for tuning 
parameters. 
Moreover, the PSO algorithm can be utilized for tuning parameters. However, this procedure 
would widen the searching space and is not efficient in aspect of time consuming and 
computational cost. In this work, we used 5 delays and therefore a filter with length 5 is used 
as an adaptive filter for denoising and extracting fetal ECG accordingly.  
The number of delayed repetitions affects the performance of the algorithm. Technically, any 
of these delayed signals can be reconstructed by FP-CKC and eventually, reconstructed signals 
can have different delay. This happens at relatively large delays. Furthermore, FP-CKC 
algorithm works based on correlation concept and delays should not be greater than the 
smallest part in ECG, for example P wave. The larger delay decreases the chance of 




2.4.4 Comparing with other algorithms for denoising ECG 
One of the circumstances that ECG signal has noise level is when ECG is contaminated with 
EMG signal. There are various studies in the literature which reported contamination ECG 
with EMG.  The Table 2.1 is provided for comparing the proposed method with recent methods 
in literature.  
Table 2-1. Comparing the result of the noise removal algorithm.  
Method Method 
The worst 
SNR of noisy 
input signal 
(dB) 





Lu et al. 
[27] 
Adaptive filter -15 -12 3 













with adaptive filter 
-20 11 31 
 
Lu et al. [27]  used a modified adaptive filter for removing ECG noise in EMG signals. The 
minimum SNR of the noisy signal which they applied to their system is -15.17 dB and their 
system could improve the SNR of signal 3dB. Liu et al. [22] investigated the empirical mode 
decomposition algorithm on removing EMG noise for ECG signals and they could improve a 
noisy signal with -5 dB SNR to 8 dB which means 13 dB improvement. For removing EMG 
noise form ECG signal, the discrete wavelet transform is used by Lin et al. [28] and they could 
improve the noisy signal SNR from -15 dB to 1 dB. The proposed algorithm improves the SNR 
of a noisy ECG signal, contaminated with EMG, from -20 dB to 11 dB which means 31 dB 
improvement.  
2.4.5 Comparing with other algorithms for fetal ECG decomposition 
Although many computational techniques have been widely developed in recent years to 
analyze ECG signals, these techniques still have limitations which hinders its application for 
the analysis of fetal ECG and prohibits it to be a valid alternative to the commonly used 
Doppler ultrasound monitoring technique. Fetal ECG signal is commonly affected by low 
SNR, various noises (baseline drifts, power line, motion artifacts, mother respiration, and 
electrode contact), low amplitude, and EMG. Although fetal QRS detection looks simple, it is 
a very challenging and complex task to obtain noise-free accurate results in real clinical 
practice. The comparative result from using various method for decomposing fetal QRS 
complex is shown in Table 2.2 and 2.3. All of the methods in Table 2.2 use same dataset. It 
can also be seen from the Table 2.1 that we used single thoracic signal for extracting QRS 









Number of channels 
Number of 
tested signals 
TS and ES-RNN 
[26] 
97.2 Single-Abdominal channel 14 
TS and PCA [26] 95.4 Single-Abdominal channel 14 
LMS [26] 95.4 Single-Abdominal channel 14 
RLS [26] 95.9 Single-Abdominal channel 14 
Proposed method 99.2 Single-Abdominal channel 14 
Proposed method 96.1 Single-Thoracic channel 14 
TS: Template subtraction, ES-RNN: echo state for the recurrent neural network, PCA: 
principal component analysis, LMS: Least Mean Square, RLS: Recursive Least Square, ICA: 
independent component analysis 
 
Table 2-3. Comparing the result of the proposed method with single channel for decomposing fetal ECG 




Number of channels 




99.2 Four-Abdominal channel 100 
ICA [29] 98.9 Four-Abdominal channel 69 
Proposed method 96.1 Single-Thoracic channel 14 




TS: Template subtraction, ES-RNN: echo state for the recurrent neural network, PCA: 
principal component analysis, LMS: Least Mean Square, RLS: Recursive Least Square, ICA: 
independent component analysis 
Although it seems that F1-Score of the proposed method does not outperform some methods, 
it is remarkable, since it is applied on the single-Thoracic channel. Applying the proposed 
algorithm on single-abdominal channel is also tested and gives the 99.2 F1-score; while the 
maximum F1-Score reported for single-channel configuration is 97.2.    
Although reliable, this algorithm demands high computational cost. One of the solutions for 
decreasing the computational cost is using alternative adaptive filter which are faster than RLS 
or using fast recursive least square which is introduced by Kazemi et al. [30]. Since, each 
window of signal can be run separately, using GPU for parallel computation can increase the 
speed. In future, further experiment can be performed on other databases to test its feasibility 





In conclusion, we proposed a robust algorithm for ECG deconvolution. The proposed 
algorithm starts with windowing the ECG signal and creating a matrix of delayed window in 
each row. Then, whitening is performed on input matrix and fixed-point convolution kernel 
compensation estimate a model of noise in that window. Finally, the noise model is used in 
adaptive filter using recursive least square which is combined with particle swarm optimization 
for finding initial vector of adaptive filter. This study shows that the proposed algorithm works 
in a situation where SNR is very low such as -20 dB or when the ECG signal is not detectable 
by the naked eye. In these situations, the algorithm can improve the SNR about 31 dB step. 
This algorithm can also be used for blind source separation approaches such as EMG 
decomposition and image deconvolution. The developed program is available upon request. 
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3 FETAL ECG EXTRACTION FROM MATERNAL ECG USING ATTENTION-BASED 
CYCLEGAN 
 
To monitor and analyze cardiac status of fetal, extracting FECG signal is necessary. There 
are two ways of recording a fetal electrocardiogram (FECG). In invasive recording FECG, 
electrodes are attached to the fetal scalp during delivery. In this way, the risk of infection exists; 
however, the signal quality is excellent. In non-invasive FECG recording, maternal abdominal 
ECG can be utilized for FECG extraction. Emerging these extraction techniques, which use 
decomposition, have revolutionized fetus healthcare, and enabled the clinician to monitor fetal 
heart activities continuously. Most of the decomposition approaches attempt to extract FECG's 
QRS waves, however, FECG has other essential components, which can allow extensive 
analysis. The most recognizable parts in FECG are P waves (the depolarization wave from the 
SA node that traverses the atria), QRS complex (ventricle depolarization), ST segments (both 
ventricles are depolarized completely), and T wave (ventricular repolarization).  
For mapping between a MECG and an FECG, the attention-based Cycle Generative 
Adversarial Network (CycleGAN) is introduced in this study. We modified the CycleGAN to 
use attention and sine activation to find a map between maternal and fetal ECGs using 
adversarial loss. Convolution layer performance is hampered by the strong correlation between 
maternal and fetal ECG segments. As a result, the attention mechanism masked the region of 
interest in order to increase the signal generators' accuracy. The proposed algorithm is trained 
and evaluated using three datasets provided by Physionet and it showed that it can be used in 
various fetal and maternal heart rate variations. Moreover, because of using CycleGAN 
adversarial training, the proposed method eliminates the requirement of having paired ECG 
and FECG signal for training. This feature enables the algorithm to train with a small dataset 
and more publicly available dataset can be utilized with less effort which finally can lead to a 
better generalization of the model.    
The analysis and findings of this chapter is reported in the below mentioned published 
journal manuscript. The student contributed to implementing python code, writing tests, 
writing the original draft, evaluation, calibration and revision of the manuscript. 
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A non-invasive fetal electrocardiogram (FECG) is used to monitor the electrical pulse of the 
fetal heart. Decomposing the FECG signal from the maternal ECG (MECG) is a blind source 
separation problem, which is hard due to the low amplitude of the FECG, the overlap of R 
waves, and the potential exposure to noise from different sources. Traditional decomposition 
techniques, such as adaptive filters, require tuning, alignment, or pre-configuration, such as 
modeling the noise or desired signal to map the MECG to the FECG. The high correlation 
between maternal and fetal ECG fragments decreases the performance of convolution layers. 
Therefore, the masking region of interest based on the attention mechanism was performed to 
improve the signal generators' precision. The sine activation function was also used to retain 
more details when converting two signal domains. Three available datasets from the Physionet, 
including the A&D FECG, NI-FECG, and NI-FECG challenge, and one synthetic dataset using 
FECGSYN toolbox, were used to evaluate the performance. The proposed method could map 
an abdominal MECG to a scalp FECG with an average of 98% R-Square [CI 95%: 97%, 99%] 
as the goodness of fit on the A&D FECG dataset. Moreover, it achieved 99.7 % F1-score [CI 
95%: 97.8-99.9], 99.6% F1-score [CI 95%: 98.2%, 99.9%] and 99.3% F1-score [CI 95%: 
95.3%, 99.9%] for fetal QRS detection on the A&D FECG, NI-FECG and NI-FECG challenge 
datasets, respectively. Also, the distortion was in the “very good” and “good” ranges. These 
results are comparable to the state-of-the-art  results; thus, the proposed algorithm has the 
potential to be used for high-performance signal-to-signal conversion. 
 
Index Terms—Fetal ECG, CycleGAN, Blind source separation, Attention layer 
 Introduction 
The electrocardiogram (ECG) signal is used as a non-invasive method for heart disorder 
diagnosis. Connecting electrodes on the chest, arms, hands, or legs is the traditional way of 
recording an ECG [1]. In addition, ECG is used for fetal heart monitoring [2].  
There are two ways of recording a fetal electrocardiogram (FECG). In invasive recording 
FECG, electrodes are attached to the fetal scalp during delivery. There is a risk of infection in 
this way; however, the signal quality is excellent. In non-invasive FECG recording, maternal 
abdominal ECG can be utilized for FECG extraction. These emerging extraction techniques 
have revolutionized fetal healthcare and enabled clinicians to monitor fetal heart activities 
continuously. A proper fetal heart rate involves normal mother oxygenation and transferring 
Mohammad Reza Mohebbian, Seyed Shahim Vedaei, Khan A. Wahid, Member, IEEE, Anh Dinh, Member, IEEE, 
Hamid Reza Marateb*, Senior Member, IEEE, and Kouhyar Tavakolian, Senior Member, IEEE 
 




oxygen to the fetus. Any mechanism that induces an oxygen channel breakage may cause 
disturbances in the fetal heart rate. 
The obtained MECG signal may be distorted with noise (e.g., baseline drift and motion 
artifacts) [2]. These noise sources could contribute to measurement and instrumentation 
failures, such as power-line disturbance, white noise, electrode connection noise, muscle 
contraction,  electrosurgical noise, baseline wandering, and motion anomalies [3]. Slight 
distortion in the MECG waveform can impair the FECG extraction [4]. Therefore, using a 
robust decomposition strategy against noise helps extract and represent the fetus’s heart 
functionality. The majority of the decomposition approaches attempt to extract the FECG's 
QRS waves [5], [6]; however, the FECG has other essential components, which can allow 
extensive analysis [7]. The most recognizable parts in the FECG are P waves (the 
depolarization wave from the SA node that traverses the atria), QRS complex (ventricle 
depolarization), ST segments (both ventricles are depolarized completely), and T waves 
(ventricular repolarization) [8].  
Adaptive filters are essential methods for extracting FECG components, where coefficients are 
adapted according to the signal changes in time. However, the power spectral density of the 
input signal affects the convergence rate of the algorithms [9]. Since the minimum mean-
square error is mostly used in adaptive filters’ objective function, they require a flat and 
uniform power spectrum to have excellent convergence. However, real-world problems 
include colored noise rather than white noise [10], and colored noise can drop the efficiency 
of adaptive filters. The least mean squares (LMS) and recursive least square (RLS), adapted 
like the Weiner optimal solution, are designed to work with narrowband frequencies [9]. In 
RLS and LMS methods, a reference signal that is morphologically akin to the abdominal 
MECG waveform is usually required. Methods relying on temporal features, like template 
based and conventional Kalman filters, are also approaches that may be listed as failing when 
MECG and FECG peaks overlap. The extended state Kalman filter was introduced for robust 
FECG extraction, which could solve the QRS coincidence issue [11]. Nevertheless, they have 
high computational complexity and are unable to succeed if they cannot accurately detect R-
peaks.  
 Blind source separation strategies such as principal component analysis (PCA), independent 
component analysis (ICA), and periodic component analysis are substitutes for adaptive filters 
[12]. The primary concept of these approaches is a linear stationary mixing matrix between 
sources and a higher number of abdominal channels for better FECG extraction [13]. However, 
these methods are not suitable for circumstances with insufficient Signal to Noise Ratio (SNR) 
and usually require a specific electrode configuration and further post-processing [14].  
Some researchers attempted to overcome adaptive filter or blind source separation (BSS) 
drawbacks using novel techniques. Mohebbian et al. [14] used a BSS technique to estimate the 
reference signal on the adaptive filter and decomposed FECG using one channel with an F1-
Score of 96%. Zhang et al. [15] used singular value decomposition and a smooth window to 
decompose QRS waves of the FECG with an F1-Score of  99%. A convolutional neural 




extraction. QRS detection was also performed by Zhong et al. [16] using the prefix tree-based 
model and could achieve a F1-Score of 95%. Many methods tried to extract QRS waves; 
however, in decomposing the FECG, other parts should also be taken into consideration. 
Moreover, using a general model that can be used for different subjects with different electrode 
displacement requires more investigation.   
Simulating the MECG tries to cover all artifacts in synthetic signals to enable algorithms to be 
tested on different scenarios, such as various noise sources, gestational ages, and assorted 
artifacts [17]. One of the famous libraries for generating synthetic MECGs is fecgsyn [18], 
which uses realistic noise, a heart rate variability probability model, rotation maternal and fetal 
heart axes, fetal movement, and physiological features. The generation of FECG signals based 
on physiological and mathematical models needs a systematic understanding of the factors 
involved in producing the FECG signal. However, evolving generative adversarial approaches 
recently provided new perspectives for latent vector-based data generation as they learn the 
system’s nature without prior information [19]. 
 
In this work, the attention-based Cycle Generative Adversarial Network (CycleGAN) is 
introduced for mapping between a MECG and a FECG. The idea of the CycleGAN is from 
Hertzmann et al. [20], who utilized a non-parametric texture model for mapping two images. 
Using the weight-sharing technique for representing across domains was used by Aytar et al. 
[21] and was extended by Liu et al. [22] by adopting variational autoencoders and generative 
adversarial networks. Recently, the CycleGAN has been used for non-parallel voice conversion 
[23], adapting image emotion [24], and style transfer in x-ray angiography [25]. Also, using 
deep neural networks for ECG analysis has been investigated in recent studies [26]–[28]. We 
modified the CycleGAN to use attention and sine activation to find a map between maternal 
and fetal ECGs using adversarial loss. The proposed algorithm is trained and evaluated using 
three datasets provided by Physionet. The paper is organized as follows: information about the 
proposed method and the datasets are presented in the next section. The results of the proposed 
approach are described in section 3. Sections 4 and 5 include the comparison with the state-of-
the-art results, followed by discussion and conclusions. 
 Materials and methods 
Figure 3.1 shows the proposed method in detail. Briefly, a sliding window is applied to the 
abdominal MECG and corresponding FECG signals. They are normalized, then bandpass 
filtered and fed to the CycleGAN network. Two generators are trained to receive two 
discriminators using an adversarial training strategy. The generators are designed based on 
one-dimensional signal processing to maintain the smoothness of the signal. The proposed 
method is evaluated in two different scenarios: FECG signal extraction and fetal QRS 
detection. In FECG signal extraction, all FECG signal components are extracted, and signal 
distortion is essential. While in fetal QRS detection, only R-wave positions are extracted, and 
the accuracy of R-R detection is critical. More specific details regarding each phase are given 



























































Conv1D Filter size=12Kernel size=3
Sine activation
Conv1D Filter size=7Kernel size=3
Sine activation
Conv1D Filter size=3Kernel size=3
Sine activation






3.2.1 Dataset  
3.2.1.1 A&D FECG  
The abdominal and direct FECG (A&D FECG) [29] dataset from Physionet was used as the 
main dataset containing FECG recordings. The data contains multichannel fetal 
electrocardiogram recordings obtained from the fetus scalp of 5 different women between 38 
and 41 weeks of gestation (subject 1: record r01, subject 2: record r07, subject 3: record r10, 
subject 4: record r04, and subject 5: record r08). Each recording consists of five minutes, four 
abdominal channels, and a corresponding FECG obtained from the fetal head. All signals were 
sampled at 1 kHz and 16-bit resolution and bandpass filtered during acquisition (0-100 Hz) 
with digital filtering of the powerline. The abdominal electrode configuration consisted of four 
electrodes around the belly button, a reference electrode above the symphysis of the pubic, and 
a common reference electrode on the left leg. These positions were constant during all 
recordings. Although the FECG is recorded directly from the scalp, it still contaminates the 
maternal ECG. According to Nurani  et al. [30], when the time is closer to delivery due to 
uterine contractions, the impact of the maternal ECG on the directly recorded FECG can also 
be higher. 
Figure 3-1. The high-level block diagram of the proposed algorithm (top); The generator used in 
the CycleGAN (bottom left); the discriminator used for the CycleGAN; Kernel size: length of 




3.2.1.2 NI-FECG and NI-FECG challenge 
The non-invasive FECG (NI-FECG) Physionet was also used [31]. This dataset does not 
contain direct FECG signals from the scalp and only has QRS time samples for the FECG. It 
contains 55 multichannel abdominal MECGs, taken from a subject between 21 and 40 weeks 
of pregnancy. The electrodes move sometimes; thus, changing the signal to noise ratio. The 
data is sampled at 1 kHz and 16-bit resolution and bandpass filtered during acquisition (0-100 
Hz). Fourteen sets, including 154, 192, 244, 274, 290, 323, 368, 444, 597, 733, 746, 811, 826, 
906, as the benchmark, to facilitate the comparison with the state-of-the-art results [12], [14]. 
Set-A of the 2013 Physionet/Computing in Cardiology Challenge [32] is also used for 
benchmarking [32]. The archive consists of 75 abdominal ECG data recorded at a sampling 
rate of 1 kHz on four channels. The fetal reference R-peaks are provided for Set-A. Due to 
many incomplete annotations [33], [34], records a33, a38, a52, a54, a71, and a74 were 
excluded, leaving 69 records for evaluation. 
To train the proposed method on the NI-FECG and NI-FECG challenge datasets, a simulated 
FECG is generated based on the R-R interval provided as ground truth in datasets. More details 
about simulation, which is based on Daubechies wavelets, are provided in [35]. These 
simulated signals are mainly used for the training of the proposed system to be used in QRS 
detection and no further assessment is carried out for the quality of the FECG extraction unlike 
what is performed on the A&D FECG dataset. 
 
3.2.1.3 Simulated signals: 
The FECGSYN toolbox [36] is used, in addition to the available datasets, to model 24 maternal 
and fetal ECGs at various fetal and maternal heart rates, including 115, 125, 135, 145, 155, 
160 bpm [37] and 65, 77, 89, 100 bpm, respectively [38].  
 
3.2.2 Preprocessing  
Since the first and last parts of each record have more artifacts and noise, 10 seconds from the 
first and the last parts are truncated. Signals are resampled to 200 Hz to have less computational 
cost and the same sample numbers in each second. The clinical ECG has a minimum bandwidth 
of 100 Hz [39], and according to Sameni and Clifford [40], mostof the ECG’s relative power 
falls under 35 Hz, and the QRS complex has a frequency range of 10-15 Hz for the FECG.  
Therefore, a bandpass filter with the cut-off frequencies of 1 Hz and 100 Hz is applied to the 
signals. Since the smoother signal offers better results for the proposed approach and it is not 
acceptable to select a narrower bandpass filter due to losing information; therefore, the 
Savitzky-Golay filter [41], [42] was used in our study. The rectangular sliding window is 
performed on all signals; then, signals are normalized using z-score normalization [43]. The 
vector 𝑥𝑖  refers to the one abdominal MECG channel in size 1×M. Also, i represents the i-th 
window. Similarly, 𝑦𝑖 represents the FECG vector, for i-th window with size the 1×𝑀, where 
𝑀 refers to the number of samples, which is set to 200 in this work. The selection of 𝑀 is 





3.2.3  The proposed method 
The goal is to map domains 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑁} and 𝑌 = {𝑦1, 𝑦2, … , 𝑦𝑃}, while 𝑋 is 𝑁 × 𝑀 
abdominal MECG and 𝑌 is the 𝑃 × 𝑀, containing the FECG signal. Like other CycleGAN 
approaches [23], the model contains two mappings: 𝐺 ∶ 𝑋 → 𝑌 and 𝐹: 𝑌 → 𝑋. Also, two 
adversarial discriminators 𝐷𝑥 and 𝐷𝑦 are defined, where 𝐷𝑥 differentiates between 𝑋 and 𝐹(𝑌) 
and the objective of 𝐷𝑦 is to discriminate between 𝑌 and 𝐺(𝑋). Concisely, two main objectives 
follow adversarial loss, trying to fit the representation of the produced signal to represent data 
in the endpoint domain and cycle consistency loss, which avoids trained mappings G and F 






𝓛(𝑮, 𝑭, 𝑫𝒙, 𝑫𝒚)  
𝓛(𝑮, 𝑭, 𝑫𝒙, 𝑫𝒚) = 𝓛𝑮𝑨𝑵(𝑮,𝑫𝒚, 𝑿, 𝒀) +  𝓛𝑮𝑨𝑵(𝑭, 𝑫𝒙, 𝒀, 𝑿) + ℷ 𝓛𝒄𝒚𝒄(𝑮, 𝑭)        (3.1) 
 
Wherein,  
𝓛𝑮𝑨𝑵(𝑮,𝑫𝒚, 𝑿, 𝒀) =  𝑬𝒚[𝐥𝐨𝐠𝑫𝒚(𝒚)] + 𝑬𝒙[𝐥𝐨𝐠(𝟏 − 𝑫𝒚(𝑮(𝒙))]     (3.2) 
 
𝓛𝑮𝑨𝑵(𝑭, 𝑫𝒙, 𝒀, 𝑿) = 𝑬𝒙[𝐥𝐨𝐠𝑫𝒙(𝒙)] + 𝑬𝒚[𝐥𝐨𝐠(𝟏 − 𝑫𝒙(𝑭(𝒚))]       (3.3) 
   
𝓛𝒄𝒚𝒄(𝑮, 𝑭) = 𝑬𝒙 [‖𝑭(𝑮(𝒙)) − 𝒙‖𝟏] + 𝑬𝒚[‖𝑮(𝑭
(𝒚)) − 𝒚‖
𝟏
]     (3.4) 
 
where ℷ controls the relative objectives, which are set to 3.4 to give more weight to cyclic 
consistency. Equations 3.2 and 3.3 represent the adversarial objective, which trains 𝐺 and 𝐹 to 
produce outputs identically as targets. On the other hand, objective 3.4 has two terms of 
forward and backward cycle consistency that guarantees the learned models can map 
individual input to a specific output. Using greater ℷ reduces identity mapping. 
 
Former GAN methods depend on  one-to-one examples for training; however, the CycleGAN 
can learn these transformations without the need to map one-to-one between the training data 
in source and target domains [23]. A coupled signal requirement in the target domain is 
removed by having a two-step transition: first attempting to convert it to the target domain and 
then back to the main signal. The generator is applied to the signal to map it to the target 
domain, then the quality of the generated signal is improved by performing the generator 
against a discriminator. This feature enables the algorithm to train with a small dataset. 
The network architecture contains two main parts, generator and discriminator. Both the 




generator is to intensify waves related to the target signal and to reduce the influence of waves 
from the input signals. However, based on the analysis, we observed that the convolutional 
kernels, which could increase the amplitude of the FECG waves, could also boost the MECG 
waves. In other words, instead of suppressing the maternal R wave, it may amplify it along 
with enhancing the R wave of the fetus. To solve this problem, an attention layer [44] is used 
to provide a mask to certain parts of the signal and avoid processing parts that can increase 
errors. Instead of using the softmax layer, which is usual after attention, the output of the 
attention layer is normalized and weights between 0.8 and 1 are selected for masking. The 
mask is multiplied by the signal to extract the region of interest. Next, three one-dimensional 
convolution layers (Conv1D) are applied with the sine activation function [45]. The sine 
activation function has shown significant results for representing  signals, such as audio [45], 
video, and images [46], [47], and can retain details better than other popular activation 
functions like LeakyRelu. The three Conv1D layers aim to enhance the FECG and smooth 
signals using stride two and bigger kernel size parameters [48]. The discriminator contains four 
Conv1D layers with a sine activation function that tries to classify the input as fake or real 
using a dense layer and a softmax layer as classification. The generator is trained to produce 
signals that the discriminator identifies as actual.  The algorithm ran for 50 epochs with the 
loss function log(cosh) and the Nesterov Adam optimizer [49].  
  
3.2.4 Validation 
The performance of the proposed method is evaluated in two ways: quality of extracted signal 
and accuracy of QRS detection. In all cases, following the STARD [50] and TRIPOD [51] 
standards, the CI 95% of the performance indices are reported for showing the reliability of 
the estimation. 
 
3.2.4.1 Signal extraction quality 
In the A&D FECG dataset, the FECG signals are recorded from the fetus's scalp and can be 
used as continuous ground truth. For the NI-FECG and NI-FECG challenge datasets, there is 
no recorded FECG, and the simulated FECG based on R information is only used for QRS 
evaluation. The leave-one-subject-out cross-validation approach was used for performance 
assessment. All the signals except for one subject are used for the training, and the remaining 
signal is used for tests. This approach is repeated five times to test all subjects. The R-squared 
goodness of fit [52], intra-class correlation (ICC) [53], and Bland-Altman plots or Tukey’s 
Mean Difference Map [54] are used for reporting the performance on each subject. The 
Tukey’s Mean Difference Map is a statistical tool for evaluating the variations between the 
two measurement processes.  It analyzes the homogeneity and trend of the residual signal, the 
bias (a.k.a., mean of the residual signal), and the limit of agreement (LoA). The LoA was 
defined as bias ± 1.96× (standard deviation of the residual signal). 
For diagnostic distortion analysis purposes, the mean value of the original signal and the 




filters up to 5 levels, all signals are decomposed. The QRS complex typically has the highest 
amplitude and the broadest spectrum. Therefore, the QRS complex is visible on all levels; 
however, it is more noticeable in the second and third levels. On the first two levels, the P and 
T waves are not apparent and primarily belong to fourth and fifth levels. The deviation between 
the original signal's Wavelet coefficients and the reconstructed signal's Wavelet coefficients is 
determined by the percentage root mean square difference, referred to as the Wavelet PRD 
(WPRD). Finally, the Wavelet Energy-based Diagnostic Distortion (WEDD) is calculated by 
the weighted average of the WPRD in all levels [55] as shown in Equation 3.5. 
𝑾𝑬𝑫𝑫 = ∑ 𝒘𝒍
𝑳+𝟏









, 𝐥 = 𝟏, 𝟐, 𝟑,… 𝐋       (3.5) 
where, 𝑊𝑃𝑅𝐷l is the error in 𝑙 − 𝑡ℎ subband, and  𝑑𝑙(𝑘) and 𝑑𝑙(𝑘)̆ are the 𝑘 − 𝑡ℎ wavelet 
coefficient in 𝑙 − 𝑡ℎ subband of original and predicted signals, respectively. The WEDD value 
can be categorized into five quality groups [55]: excellent (0-4.6), very good (4.6-7), good (7-
11.2), not bad (11.2-13.6), and bad (>13.6).  
The statistical analysis was performed using SPSS Statistics for Windows version 22 (IBM 
Corp. Released 2013. Armonk, NY: IBM Corp.). The paired-sample t-test was also used to 
identify whether the reconstructed signals are significantly different from the original signals, 
especially in terms of bias. Results are reported as mean ± standard deviation, and P-values 
less than 0.05 were considered significant.  
3.2.4.2 QRS detection accuracy 
The QRS wave detection was performed using P&T [56] and analyzed using traditional 
sensitivity, positive predictive value (PPV), F1-Score, and Mathews Correlation Coefficient 
(MCC) [2], [15], [16], [57]. Smith et al. [58] reviewed seven different fetal ECG datasets and 
showed that the average of QRS width, and PR and ST intervals are 55 ms, 96 ms, and 195 ms 
for the fetal ECG. Therefore, from one QRS to the next QRS, there is an average of 291 ms 
time interval. For calculating the performance of QRS detection, different time precision is 
used by various researchers. For example, Guerrero-Martinez et al. [59] used a matching 
window of 50 ms, while Zhang et al. [15] used 30 ms.  In this study, every sample in 
decomposed data belongs to the 5 ms due to down-sampling. Therefore, a window of 6 samples 






3.3.1 Results for signal extraction 
Two examples of mapping the MECG and the FECG for subjects 2 and 4are depicted in 
Figure 3.2.    
The ICC, R- squared, and WEDD indices are shown in Table 3.1. All parameters suggest 
that the predicted signals are very similar to the original ones. Moreover, the Tukey/Bland-
Altman mean difference plot of the decomposed FECG for each subject is depicted in Figure 
3.3. It shows the homogeneity of the residual signal (predicted FECG - original FECG) in low 
and high values of the FECG signal. Overall, more than 97.3% of samples of the residual signal 
of the subjects 1-5 lie within the LoA’s. Also, the residual signal for each subject was normally 
distributed. 
According to [55] and the WEDD values, the rate of distortions are in “very good”  and “good” 
ranges for all subjects, showing that the main FECG components are retained. Moreover, there 
were no significant differences between the reconstructed and original signals 1-5 (paired t-
test; P-value>0.1). 
Although the focus of this work is to extract the FECG from the MECG, both generators are 
trained together. Similar results are also provided for the MECG generator assessment in the 
 
Table 3-1 The performance of the estimated fecg signal on test set (CI 95% are reported in 
parenthesis). 
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Figure 3-2. Two examples of FECG and MECG generation. The top one is the decomposed 
FECG using the proposed method on 1000 samples of the MECG test set for subject 4; The 
bottom one is the generated MECG from the FECG on subject 2 for 1000 samples. All signals 





supplementary material. Moreover, the supplementary material shows an example of generated 
MECGs for 4000 samples and depicts a comparison between loss values on the test set during 
the training of both generators. 
Since the training and assessment of the A&D FECG dataset was based on subject-leave-out, 
not all heart rate values were considered for the trained models. To generalize, a model is 
trained on all the A&D FECG dataset. This model is used for testing on the NI-FECG and NI-
FECG challenge datasets. Moreover, this model is applied on 24 simulated MECG and FECG 
signals generated by the FECGSYN toolbox. The boxplot for R-Squared and WEDD indices 
are plotted for different maternal and fetal heart rates in Figure 3.4. This figure shows that the  
 
Table 3-2. Performance of the qrs detection based on p&t method; mean ± std (CI 95% is reported in 
parenthesis) 





99.7 ± 0.4 (97.8-
99.9) 
96.5 ± 2.3 (94.3-
98.1) 
99.6 ± 0.7 (97.4 - 
99.9) 
99.4 ± 0.6 (98.8- 
99.7) 
5 
NI-FECG 97.9 (96.5-98.4) 94.2 (93.3-95.7) 97.2 (95.9-97.9) 96.8 (95.4-98.1) 14 
NI-FECG 
challenge 
94.7 (92.6-96.5) 91.0 (90.1-92.4) 93.9 (92.6-95.3) 93.9 (91.6-95.2) 69 
NI-FECG NI-FECG 
99.6 ± 1.3 (98.2-
99.9) 
95.3 ± 2.8 (92.2-
97.4) 









99.3 ± 1.3 (95.3-
99.9) 
93.8 ± 3.3 (90.1-
96.2) 
99.1 ± 1.0 (95.3-
99.9) 






Figure 3-3. The mean difference plots between predicted FECG and original FECG for all subjects in A&D 





system's performance does not substantially drop if it is trained with data that covers most of 
the heart rate variabilities. There is no correlation between WEDD and maternal HR (Kendall's 
𝜏𝑏 =-0.016; P-value=0.918). However, there is a weakly negative correlation between R-square 
and maternal HR, but it is not statistically significant (Kendall's 𝜏𝑏 =-0.221; P-value=0.165). 
3.3.2 Results for QRS detection 
The NI-FECG challenge and NI-FECG dataset are used for QRS detection evaluation. NI-
FECG is obtained from a subject at 21 and 40 weeks of pregnancy. Compared to the A&D 
FECG dataset recorded from women at 38 and 41 weeks, the FECG QRS of these two datasets 
has less amplitude, and it is more difficult to extract the FECG. First, the trained system on the 
A&D FECG dataset is tested on 14 signals of the NI-FECG dataset and 69 signals of the NI-
FECG challenge. Second, 4-fold cross-validation is performed on the NI-FECG dataset and 
the NI-FECG challenge datasets, and the average and standard deviation of test sets are 
reported. As explained earlier, since the original FECG is not provided in these two datasets, 
a simulated FECG is generated based on Daubechies wavelets and R-R interval values 
provided as ground truth are used as the parameter. Table 3.2 shows the results a simulated.   
 
 
Figure 3-4. Boxplots for R-Squared and WEDD indices computed on simulated FECG and 
MECG based on trained model using A&D FECG dataset. The trained system can extract 




3.3.3 Ablation studies 
Deep learning ablation studies are based on the concept of ablation studies in neuroscience to 
explore the structure of information embodied by the network [60]. The idea is that certain 
parameters of a trained network contribute very little or nothing to the network's performance, 
making them insignificant and, therefore, able to be removed. We want to use this ablation 
approach not to improve the size and speed of a neural network but to acquire insights into the 
impact of each step on the performance, resulting in an interpretable model.  
3.3.4 Impact of sine activation and attention 
A model was trained based on Conv1D layers along with the LeakyRelu activation function 
and normalization without attention. The structure of the discriminator and all other parameters 
remained the same. The R-Squared index for five subjects of the A&D FECG dataset was 
dropped to 0.79, 0.80, 0.77, 0.82, and 0.81. Replacing the Sine activation instead of the 
LeakyRelu meant that the R-Squared increased to 0.80, 0.81, 0.78, 0.83, and 0.81, respectively. 
Without using the attention layer, the proposed method does not perform well. The CNN can 
help to amplify R waves; however, it amplifies maternal R waves along with enhancing the 
fetal R waves. Figure 3.5 shows outputs of the attention masks after the element-wise 
multiplication layer for four epochs from using subject 1 in the A&D FECG dataset as a test 
set. It is clear that attention performs a significant role for finding segments that have more 
relevancy with the target signal. High correlation between the generated signal and the 







Figure 3-5. Illustrating the output of attention layer which shows it could focus on part of input 
signals that has high impact on generating target signal. All subplots show 200 samples, and their 
values are normalized between -1 and 1. In all cases, R-squared between the generated signals and 





3.3.5 Impact of loss function  
For the loss function, the use of 𝑙1 = 𝑚𝑒𝑎𝑛 𝑎𝑏𝑠𝑜𝑢𝑙𝑢𝑡𝑒 𝑒𝑟𝑟𝑜𝑟, log(cosh) and 𝑙2 =
𝑚𝑒𝑎𝑛 𝑠𝑞𝑢𝑎𝑟𝑒 𝑒𝑟𝑟𝑜𝑟 is tested. The 𝑙1 loss had a better performance than 𝑙2 and log(cosh) had 
a better performance than 𝑙1.  
Using 𝑙2 norm induces unnecessary smoothing, which causes less efficiency. Since most of the 
ECG signal contains low-frequency parts, 𝑙2 norm may even converge to constant zero values. 
However, signal fluctuations are preserved by the standard 𝑙1. The smoothing effect of 𝑙2 was 
also observed for an electrocardiographic inverse problem for epicardial potential [61]. The 
log(cosh), on the other hand, gives smooth results and preserves signal details. It has also been 
shown to improve the reconstruction without damaging the latent space optimization [62]. 
Figure 3.6 shows the loss on a test set (subject 1) during training on subjects 2 to 5 of the A&D 
FECG dataset. Smoother loss for log(cosh) shows that it is more stable and has fewer local 
optima. 
The variation of ℷ coefficient, which is in the objective function of the CycleGAN in Equation 
3.1, is assessed by adjusting it from 0.1 to 40, and the sensitivity analysis plot is depicted in 
Figure 3.7.  
Concisely, the cycle and identity of the system could be preserved in 2 < ℷ <10. The higher ℷ, 
the less precision in the FECG retrieval. In comparison, using smaller ℷ does not allow the 
algorithm to converge due to extra focus on identity. According to Equation 3.1, using a higher 
value of ℷ is equal to not using a discriminator. Empirically, a discriminator helped the network 
to be more stable and to generate signals that are similar to the ECG, while signals generated 
without using a discriminator are similar to a noisy signal with high variations, even though 






Figure 3-6. The loss obtained from a test set (subject 1) during training on subjects 2 to 5 in the 
A&D FECG dataset. The log(cosh) results in smoother loss function and has fewer local optima. 





Figure 3-7. Sensitivity analysis of ℷ for all subjects in the A&D FECG dataset. 
3.3.6 Impact of network parameters 
Other network parameters are also analyzed by utilizing sensitivity analysis. In different steps, 
kernel size for each layer is changed. The selected kernel size for the proposed method was 
based on whether the signal needs more smoothing (bigger kernel size) or needs more details 
retrieved (smaller kernel size). Sensitivity analysis showed that changing kernel sizes can 
decrease the performance; however, if their ratio in respect to each other remained the same, 
similar performance is achieved.  
 
Finally, the number of Conv1D layers in the generator network after the attention step is 
decreased from four to three (first Conv1D layer after the attention layer is removed) and 
resulted in the average R-Squared performance dropping by 5%. The performance of the 
proposed method is also evaluated by changing the number of Conv1D layers in the 
discriminator and results showed that the system is rather insensitive to the number of layers 
in the discriminator. Nevertheless, four layers of Conv1D are used, since it achieved a slightly 
better result. Figure 3.8 shows the R-squared acquired for subject 1 from the A&D FECG 
dataset with various numbers of Conv1D layers of the discriminator. 
3.3.7 Impact of noise  
Cerebral Vasoregulation in Elderly with Stroke is a database [63], available on the Physionet 
website, containing 24-hour surface electromyographic (EMG) signals collected using the 
ME6000 device with a sampling frequency of 1000 Hz.  Some portions of the EMG signal are 
resampled and scaled to generate a noisy signal with a varied SNR. The effect of noise on the 
proposed method is evaluated by adding EMG noise with different amplitudes to the MECG 
signal to evaluate FECG generation. Figure 3.9 depicts the SNR of signals and the R-square 






Figure 3-8. The relation between SNR and R-square for subject 1 in the A&D FECG dataset. 
3.3.8 Impact of sliding window length  
To decrease the computational cost, especially for the attention mechanism, which is in 
complexity of 𝑂(𝑛2) [44], signals are down sampled to 200 sample/second. The effect of 
changing sliding window length is evaluated by setting 𝑀 to 50, 200, and 400. Figure 3.10 
depicts the R-square acquired for subject 1 in the A&D FECG dataset based on training on 
other subjects. To ensure that at least one cycle of ECG pattern (QRST) is present in each 
training sample, M is set to 200. The smaller window length does not allow the network to 
capture attention between a cycle of the FECG and the MECG. On the other hand, the wider 
window can introduce unnecessary attention and increase the complexity of the algorithm.   
 
Figure 3-10. The relation of sliding window length with R-square and the complexity of 


















 Figure 3-9. The impact of number of Conv1D layers of the discriminator on the performance of 





















3.3.9  Probability calibration  
Assessing the uncertainty is as important as model accuracy. Recently Gal et al.[64] , and 
Lakshminarayann et al. [65]  presented uncertainty estimating approaches for deep neural 
networks, which included ensemble methods, heteroscedastic regression, and concrete 
dropout. We adopted the recent  method proposed by Kuleshov et al. [66] that is an extend 
calibration for classification to regression in model agnostic approach. Regression calibration 
was used in a way that predicted value should fall in a 90% confidence interval in 90% of the 
times. For calibration, an isotonic regression is applied on predicted values to fit on target data 
to calculate the actual probability of any quantile. To avoid overfitting, the calibration model 
should ideally be fitted on a separate set.  
Figure 3-11. Successfully calibrated model on the subject 1 of the A&D FECG dataset 
which is well generalized on other data in the A&D FECG dataset. In entire cases, the 
calibrated model achieved 0.5% and 0.1% average reduction for R-squared and WEDD, 
respectively; however, the uncertainties were reduced. As a result, the actual percentage of the 
test set points in the 90% interval is much closer to 90%. 






Here, we calibrated the CycleGAN model trained on the subject 1 of A&D FECG dataset and 
evaluated the performance on the entire subjects. Result of the calibration is shown in Figure 
3.11. Noted that the performance metrics of the model, such as average of WEDD and R-
squared are decreased 0.5% and 0.1%, respectively, to the cases without calibration which is 
negligible. However, the certainty is increased.   
Furthermore, we used the previous calibration on NI-FECG dataset as another test set whose 
result is shown in Figure 3.12. Although the dataset shift is one of the challenges in the 
proposed calibration scheme [66] and calibration results are better when it is applied on test 
set in the same dataset, the calibrated model is also acceptable when it is performed on another 
dataset. 
 Discussion  
3.4.1 Performance and properties of the proposed method 
A signal-to-signal model is trained for extracting the FECG signal from the abdominal MECG. 
The novelty of this algorithm was using the attention mechanism as a filtering mask for 
focusing on the signal region of interest. Furthermore, using sine activation function and 
log(cosh) loss were important parts that also had a significant effect on the results.  
The validation of the proposed method had two main phases: FECG extraction and QRS 
detection. Table 3.3 compares different approaches for fetal QRS complex detection. External 
validation shows whether the models are robust enough to work with similar though not 
identical data. Being in different weeks of gestation for training and test sets results in both 
different quality and different intensity of fetal cardiac activity, which can be considered the 
critical factor for decreased accuracy. 
The performance of the proposed method does not decrease significantly by electrode 
configuration and varying calibration. For instance, the A&D FECG dataset is recorded by 
four electrodes around the navel, a reference electrode above the pubic symphysis, and a 
common mode reference electrode. While in NI-FECG dataset, to achieve better SNRs, 
electrode placement was changed during each record. Table 3.2 shows that the performance of 
the proposed method is not dropped in such conditions. 
The average performance of the proposed method on the NI-FECG challenge dataset is less 
when it is performed on other datasets. In some noisy abdominal records with small FECG 
amplitude, like a29, a38, a40, a42, a52, a53, a54, a56, a61, and a65, performance deteriorated 
considerably, which affects the overall performance.  
Behar et al. [12] evaluated recurrent neural network (RNN), PCA, LMS, and RLS, and 
template subtraction for QRS detection based on the P&T method [56]. They trained on 30 
seconds of the NI-FECG dataset and used a 50 ms matching window. They also reported the 
results of the trained model on a single dataset as external validation. However, the proposed 
method could achieve better results. It also gave higher accuracy on the A&D FECG dataset 
compared to the Encoder-Decoder method [67], and SVD-SW [15] approaches when tested on 




of template subtraction and ICA. The proposed method also outperformed Varanini et al.’s 
[33] QRS detection algorithm. They proposed a signal extraction technique based on ICA and 
a post-processing method specialized for detecting the QRS on the NI-FECG challenge dataset. 
Warmerdam et al. [68] used a multichannel hierarchical probabilistic system, which 
incorporates ECG waveform and heart rate predictive models, to detect fetal R peaks in the 
NI-FECG challenge dataset. They reported only 99.6% accuracy defined as TP/(TP+FP+FN) 
and did not provide the sensitivity or F1-Score for better comparison. However, their accuracy 
outperformed the method of Varanini et al [33] with an accuracy of 98.6%. The accuracy of 
our proposed method was 99.6% on QRS detection, which is similar to Warmerdam. 
Nevertheless, better comparison requires more performance indices and analysis.   
3.4.2 Future works and limitations 
The QRS detection is not the primary task supported by the proposed method. The proposed 
method can extract the complete FECG signal. A QRS detection algorithm is added on top of 
it to demonstrate one of the capabilities of the proposed method. The WEDD index, which 
shows distortion between the predicted FECG and the original FECG, showed that the 
proposed method can extract important waveforms (Table 3.1 and Figure 3.4). This capability 
can stimulate the idea that a similar attention mechanism can also be used for ECG wave 
analysis or to map other signals, such as ECG to PPG or vice versa [69]. 
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Train on NI-FECG and test on private 
dataset 
OBACKC [14] 95.6 NI-FECG Thresholding 1 Thoracic  
SVD-SW [15] 99.4 A&D FECG 
P&T 
 
1 Abdominal 2 
Encoder-Decoder 
[64] 
94.1 A&D FECG 1 Abdominal 5 
Behar et al. [34] 95.9 NI-FECG challenge 4 Abdominal 69 
Varanini et al. 
[33] 
99.0 NI-FECG challenge Customized 4 Abdominal 69 
Proposed Method 
99.6 NI-FECG 
P&T 1 Abdominal 30 
14 
99.7 A&D FECG 5 
99.3 NI-FECG challenge 69 
94.7 




Train on A&D FECG and test on NI-
FECG 
14 
TS: Template subtraction, ES-RNN: echo state for the recurrent neural network, PCA: principal component analysis, LMS: Least Mean 
Square, RLS: Recursive Least Square, ICA: independent component analysis; OBACKC: optimized blind adaptive filtering using convolution 




One of the future works is using new versions of transformers, such as reformer [70],  which 
could be used to reduce the complexity of the attention mechanism and may also improve the 
performance. Furthermore, neural architecture search [71] can be used for designing the 
optimal architecture for the generator and the discriminator.  
The proposed method is trained based on abdominal MECGs. However, using only maternal 
thoracic for converting the MECG to the FECG, as performed by Mohebbian et al. [14], is not 
investigated and could be done in future work. 
One of the limitations of this study is the complexity of the model, which is common in deep 
learning algorithms. This complexity may increase the computational cost and might be a 
burden for embedded systems, which can be eliminated by advances in hardware technology 
and using GPUs with less power consumption. Two systems are utilized to calculate computing 
time on the training and test steps. The first machine is a PC with a Core i9 processor, 16 GB 
of RAM, and a 6GB Nvidia GeForce GTX 1060 graphics card. The second machine is a laptop 
with a Core-i7 processor, 16 GB of RAM, and no graphics card. On the PC, we trained the 
model on subjects 2 to 5 from the A&D FECG dataset and applied trained model for one minute 
of abdominal, once with GPU (batch size 8) and once without it, and then on the laptop we ran 
the test step only with the CPU. We repeated the test procedure for 5 times. The training time 
using GPU and CPU on the PC was 10400 seconds and 43910 seconds, respectively. After 
training, the processing of one minute requires a total of 1.9 ± 0.4 seconds on GPU and 2.5 ± 
0.2 seconds and 2.6 ± 0.3 seconds with CPU on PC and laptop, respectively. Additionally, a 
larger sample size is required to show whether this approach can operate efficiently in all 
circumstances.   
 Conclusion 
A novel architecture based on the attention layer, sine activation function, and cycle generative 
adversarial neural network is investigated to map maternal and fetal ECGs. The proposed 
method is evaluated in two forms.  First, the quality of the FECG extracted from the MECG 
was evaluated. Second, the fetal QRS detection from the MECG was assessed. On the 
abdominal and direct FECG (A&D FECG) dataset, an average 98% of R-Square [CI 95%: 
97%, 99%] as the goodness of fit and 99.7% for the F1-score [CI 95%: 97.8%, 99.9%] for QRS 
estimation achieved based on subject-leave-out validation. Besides the A&D FECG dataset, 
the non-invasive FECG (NI-FECG) and NI-FECG challenge datasets were also used for fetal 
QRS estimation and achieved 99.7 % for the F1-score [CI 95%: 97.8-99.9], 99.6% for the F1-
score [CI 95%: 98.2%, 99.9%] and 99.3% for the F1-score [CI 95%: 95.3%, 99.9%], 
respectively. A synthetic dataset was generated to investigate the effect of maternal and fetal 
heart rates. The proposed method could be used in various fetal and maternal heart rate 
variations. Such results were comparable and superior to the-state-of-the-art results and 
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4 SEMI-SUPERVISED ACTIVE TRANSFER LEARNING FOR FETAL ECG 
ARRHYTHMIA DETECTION 
Recording clean signal and extracting FECG have been investigated in previous sections. 
However, the main purpose of denoising, and extracting signal is to detect anomaly and 
disorders. In this regard, designing an anomaly detection system is one important part in 
creating a computer-aided system that can ease the monitoring and analyzing the cardiac status 
of fetus and mother. 
Todays, fetal monitoring is only focused on the fetal heart rate. However, detecting the fetal 
abnormal heartbeat rhythm does not take into account the waveform features of the fetal ECG 
(FECG), which is the basis of cardiac assessment in both children and adults. Lack of annotated 
datasets for FECG anomaly detection is one of the reasons that FECG arrhythmia detection 
needs more research. This is, partly due to absence of comprehensive clinical information 
about fetal cardiac function and in part, due to low signal to noise ratio of FECG compared to 
the maternal ECG. In this chapter, we utilized active learning for fine tuning the transfer 
learning model for FECG arrhythmia detection. In the first step, we used Massachusetts 
Institute of Technology-Beth Israel Hospital (MIT-BIH) Arrhythmia Database for training a 
deep learning model to classify adult ECG beats into normal and abnormal categories. Then, 
we used the trained model as base learner for FECG arrhythmia detection on Non-Invasive 
Fetal ECG Arrhythmia Database (NIFEA DB). The NIFEA DB is not annotated for FECG 
beats and it is annotated using active learning by a medical doctor. The sampling process of 
the proposed active learning is modified to select least number of samples from all data 
distribution. Moreover, the sampling process select the lowest confidence sample after model 
calibration, which improve the selection reliability. We evaluated the proposed approach 
performance by eliminating each important components and comparing the results with and 
without them. The proposed method could achieve 92% accuracy for FECG anomaly detection 
using 399 training samples. In contrast, training a model with random weight using active 
learning required twice annotation data. The annotation effort can even be increased about 
three times when there is no active learning and transfer-learning. The proposed method has 
potential to be used in clinical machine learning, where the annotation is costly and hard to 
achieve.  Following are the results from the proposed method. 
• The knowledge learned while identifying adult ECG anomalies can be applied to 




• When the target domain data is low quality and lacks annotation, combining transfer-
learning with active learning can enhance model performance. 
• Active learning annotation effort can be reduced by sampling from different parts of the 
data distribution. 
• Training an autoencoder on the source and target domains can assist in the coverage of 
all data distribution in sampling strategy. 
• Prior to sampling, calibration of the confidences can decrease the number of samples 
required for annotation. 
The analysis and findings of this chapter is under-review in the Computer Methods and 
Programs in Biomedicine Update journal. The student contributed to designing a software for 
annotation, training model in each step, reporting results, writing the original draft, and 
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Artificial intelligence, such as deep learning methods, has demonstrated excellent results for 
ECG anomaly detection, wherein majority of approaches used supervised learning. The 
requirement of thousands of manually annotated samples is a concern for state-of-the-art 
anomaly detection systems, especially for fetal ECG (FECG) that currently there is not a 
publicly available FECG dataset annotated for each FECG beat. In this work, we offer a 
modified active learning technique, based on transfer learning, calibration probability and 
autoencoder-based sampling, for reducing the need to annotate the majority of the FECG 
epochs in the dataset. In this regard, we used MIT-BIH Arrhythmia Database for training a 
deep learning model to detect anomaly on non-fetus subjects. Then we used unlabeled Non-
Invasive Fetal ECG Arrhythmia Database (NIFEA DB) to fine-tune the trained model based 
on active learning to detect anomaly in binary form for fetal. A variational autoencoder is 
trained on all data (adult and fetal ECG) and clustering is applied on latent features extracted 
from data after dimension reduction. Then, the sampling process of active learning selected 
samples from different clusters that has low confidence to cover all data distribution. 
Moreover, a probability calibration based on mc-dropout and isotonic regression is used to 
calibrate confidences, helping to select reliable low confidence samples. Various ablation 
studies performed to show influence of each step, such as autoencoder-based sampling, 
calibration, and transfer learning, which showed the proposed method could achieve 92% 
accuracy on FECG arrhythmia detection with less effort in annotation. 
  
 
Index Terms—FECG, Arrhythmia, Transfer learning, Active learning, Anomaly 
 Introduction 
About 1% of fetuses are found to have heart arrhythmias. 10% percent of these arrhythmias 
are thought to be potential causes of morbidity [1]. Obstetricians will be able to make the best 
decisions before and after delivery if the fetal heart is carefully monitored [2]. The best way to 
monitor a fetus's cardiac activity is to use magnetocardiography (MCG), however the 
Semi-Supervised Active Transfer Learning for Fetal ECG 
Arrhythmia Detection  




expensive cost of MCG makes it expensive for low- and middle-income economies [3]. 
Cardiotocography (CTG) and Doppler ultrasound are two current methods that have certain 
drawbacks. CTG, for example, can be used to determine the fetal heart rate (FHR) during the 
third trimester of pregnancy (after 28 weeks of pregnancy) and solely gives information on 
ventricular blood flow [4]. The widespread use of CTG monitoring in hospitals has also raised 
the prevalence of caesarean section deliveries [5]. When compared to CTG diagnosis, the 
signal quality of electrocardiography (ECG) offers better findings even at 20 weeks of 
pregnancy[4]. The fetal ECG (FECG) can be measured invasively by placing an electrode on 
the fetal scalp, but this can only be done after cervical dilation [6], which puts both the fetal 
and the mother at danger. The FECG signal can also be measured by putting electrodes on the 
mother's abdomen (AECG) [7]. 
 
Fetal and adult hearts have some structural differences [8]. The left ventricle is supposed to 
pump blood throughout the body after birth, whereas the right ventricle pumps blood to the 
lungs for oxygenation. On the other hand, in fetal, the placenta provides fetal oxygen; hence 
blood is no longer pushed to the lungs. Alternatively, both ventricles work together to circulate 
blood to the body (including the lungs). While the mechanical functionality of fetal heart 
differs from adult heart, its electrical activity is quite comparable beat to beat [9]. Adults and 
fetal show comparable ECG patterns morphologically, but the relative amplitudes of the fetal 
complexes fluctuate throughout pregnancy and even after delivery [10]. As an instance, the T-
waves, which are very weak for fetal and infants, undergo the most significant alteration.  
 
Despite of high similarity of adult ECG and FECG, adult ECG processing has made significant 
advances in modern medicine [11], but FECG processing remains a significant issue [12]. 
Todays, fetal monitoring is only focused on the fetal heart rate [13]. The abnormal fetal 
heartbeat usually be categorized as tachy-arrhythmia (faster than 160 beats per minute) or 
brady-arrhythmia (slower than 120 beats per minute). However, detecting the fetal abnormal 
heartbeat rhythm does not take into account the waveform features of the FECG, which are the 
basis of cardiac assessment in both children and adults. The technology to accurately measure 
FECG is mainly unavailable, which is the fundamental reason for its exclusion from clinical 
settings. As a result, there hasn't been much study linking ECG features to FECG outcomes on 
a broad scale. Moreover, lack of gold standard datasets for FECG anomaly detection is another 
reason that FECG arrhythmia detection needs more research. This is, partly due to absence of 
comprehensive clinical information about fetal cardiac function and in part, due to low signal 
to noise ratio of FECG compared to the maternal ECG [12]. 
 
Deep learning has been one of the best effective machine learning methodologies in the last 
decade [14]. A deep learning model requires on the availability of a large dataset for training 
to learn the dataset's interesting features; accordingly, training the model with a limited dataset 




dealing with data limitation [15] that obtain information in one problem domain and 
transferring it to a different but similar problem. For example, the knowledge learned while 
identifying adult ECG anomalies may be applied to classifying FECG anomalies. The transfer 
learning models usually require to be fine-tuned on small portion of new domain data. This 
can decrease the effort of labeling large number of datasets, however, manually annotating 
data is still costly and time-consuming, especially when subject expertise is required. 
Therefore, utilizing active learning in combination of transfer learning can help to reduce more 
annotation efforts.   
 
In this work we utilized active learning for fine tuning the transfer learning model for FECG 
arrhythmia detection. In the first step, we used MIT-BIH Arrhythmia Database for training a 
deep learning model to classify adult ECG beats into normal and abnormal categories. Then, 
we used the trained model as base learner for FECG arrhythmia detection on Non-Invasive 
Fetal ECG Arrhythmia Database (NIFEA DB). The NIFEA DB is not annotated for FECG 
beats. Therefore, we applied the base learner on the data and beats from various part of data 
distribution that has less confident than others are sampled for annotation. The data distribution 
is estimated by training an autoencoder and clustering encoded features. Moreover, the 
reliability of confidences is improved using probability calibration schemes. Annotated 
samples are used for fine tuning of the model and this process is continued until all termination 
criteria is met. The final calibrated model is applied on portion of unlabeled data and result is 
evaluated by an expert.  
 
The rest of this paper is organized as follows: in the next section, information about signals 
and formulation of methods used in this study is presented. Section 3 provides the results of 
the proposed method. The discussion is provided in section 4, and the last section is the 
conclusion.   
 Materials and methods 
4.2.1 Dataset 
 The MIT-BIH Arrhythmia Dataset [16,17] includes 48 half-hour samples of two-channel 
ambulatory ECG recordings acquired from 47 patients examined by the BIH Arrhythmia 
Laboratory. Across a 10-mV range, the recordings were collected at 360 samples per second 
per channel using 11-bit resolution. Each record was separately annotated by two or more 
cardiologists, and differences addressed in order to get the computer-readable benchmark 
annotations for each beat. About 110,000 annotations in total is provided in the database. In 
this research, we used 25000 seconds of annotated data randomly to have balance number of 
classes. We used four types of anomalies in abnormal samples, including left bundle branch 
block beat, right bundle branch block beat, atrial premature beat, and premature ventricular 





The Non-Invasive Fetal ECG Arrhythmia Database [1] (NIFEA DB) contains a collection of 
non-invasive FECG recordings of fetal arrhythmias (n=12) and control normal rhythm 
recordings (n=14) which is available from February 2019. A set of four or five abdominal 
channels and one chest maternal signal were collected for each record. The dataset comprises 
500 recordings that were continuously collected for various times ranging from 7 minutes to 
32 minutes. One chest lead and four to five abdominal leads (recorded using five–six 
abdominal electrodes on the maternal belly and two chest electrodes) are included in the 
records. The sampling rate was either 500 Hz or 1 kHz. This data is annotated by a medical 
doctor based on instructions provided by a cardiologist. 
 
4.2.2 Proposed method 
The block diagram of the proposed method is depicted in Figure 4.1. In the first step, a deep 
learning model is trained on the MIT-BIH Arrhythmia Dataset. The trained model is then 
transferred to active learning process for learning fetal arrhythmia. The FECG signals are 
extracted from abdominal MECG in NIFEA DB, and a part of the extracted data is used as 
training set. The training set is fed to the transfer learning model and arrhythmia along with 
confidence are predicted. The model is calibrated using probability calibration and calibrated 
predictions are used for sampling step. FECG beats with low confidence from various data 
distributions, as determined by an autoencoder, are taken in the sampling step. Finally, these 
beats are annotated by a medical doctor and are added to the training process. This process 
















































4.2.2.1 Data preparation 
4.2.2.1.1 Denoising and windowing 
ECG signals are commonly contaminated by various noises throughout collecting and 
transmission in the real world. Multiresolution, a branch of the wavelet transform, has 
produced excellent results in noise reduction processing in a variety of disciplines, including 
ECG signal [18], speech signal [19], and images [20]. Multiresolution, on the other hand, is 
highly dependent on selected wavelet threshold and wavelet function. The best choice for 
finding maximum decomposition level is stopping decomposition when the signal becomes 
shorter than the FIR filter length for a specific wavelet [21]. Moreover, many scholars 
perceived the Symlet wavelet transform to be the best wavelet family for ECG denoising 
[22,23]. 
In this regard, we used Sym4 [22–25] for denoising and the threshold for filtering coefficient 
is selected based on Wang et al. [22] method that use adaptive thresholding for each level. If a 
consistent global threshold is used, the same frequency band may be removed at different 
decomposition levels, causing the original signal to deviate from its original shape. 
In the next step, signals are normalized using z-score normalization [26] and all signals are 
resampled to 360 Hz to have less computational cost and be same as MIT-BIH Arrhythmia 
Dataset sampling rate. Then, the non-overlapped rectangular sliding window is performed on 
all signals with size 2 second (720 samples) to guarantee that at least one ECG beat present in 
each window and normal and abnormal rhythms can be annotated. 
4.2.2.1.2 Extract FECG  
Mohebbian et al. [27] provided a methodology for ECG deconvolution that can be used for 
FECG extraction from abdominal maternal ECG. The proposed method works based on 
combination of blind source separation and adaptive filters. Since ECG Signals are non-
stationary, adaptive filters are often achieving a good result on them [28]. Because adaptive 
filters can alter their parameters in response to the signal changes. However, adaptive 
filters have the drawback of requiring a reference signal. In this regard, blind source separation 
technique is used to estimate a reference for each iteration of adaptive filter. Although in this 
research, the described method is used for extracting FECG, any other method that can extract 
FECG accurately can be used.  
4.2.2.2 Arrythmia detection model 
The baseline model is used for training consists of four layers. The first and second layers are 
similar in architecture and have one dimensional convolutional layer (Conv1D) [29], batch 
normalization and rectified linear unit (ReLU) activation function [30]. In the next, the global 
max pooling in one dimension is applied on the output of the second layer. Finally, a Dense 
layer with softmax is used as classification layer. The model is trained using Adam optimizer 
and categorical cross entropy loss. This architecture is selected because in other works it is 
also used as one of the best architectures for time series data classification [31]. Figure 4.2 





















Figure 4-2. Arrhythmia detection model. FS: filter size; KS: kernel size. Kernel size: length of filter; Filter 
size: number of filters. 
The MIT-BIH Arrhythmia Dataset is separated to training (20000 seconds) and test sets (5000 
seconds), wherein samples from one subject are not presented in training and test 
simultaneously. Then, model is trained using training data and is evaluated on test set. This 
model is used as transfer-learning model for active learning in the next step. 
 
4.2.2.3 Active learning for FECG arrhythmia detection  
The aim of active learning is to decide which data must be annotated in order to build the model 
as rapidly as possible using a source of unlabeled data [32]. This implies that rather than asking 
experts to annotate all the data, we choose which pieces of information should be annotated. 
Appropriate sampling of unlabeled data for annotation has two conditions. First, we are willing 
to annotate samples that cover most of the data distribution [33]. Second, we are interested in 
annotating samples that model has not enough confidence in predicting their labels. 
4.2.2.3.1 Sampling 
For meeting the first condition, understanding of underlying data distribution is crucial. One 
of the solutions for estimating data subspaces is extracting latent features from samples. In this 
regard, we combined MIT-BIH Arrhythmia Dataset and NIFEA DB and trained a variational 
autoencoder to extract latent representation of data [34]. Autoencoder works unsupervised and 
extracts latent features which can represent data distribution. Figure 4.3 shows the proposed 



















































Figure 4-3. Autoencoder model used for extracting latent representation of data. FS: filter size; 
KS: kernel size. 
 
t-Distributed Stochastic Neighbor Embedding (t-SNE) is a dimensionality reduction technique 
that is ideally suited for the visualization of high-dimensional data [35]. This technique helps 
to visualize data distribution and we used it to reduce dimension of latent features (µ) to two. 
In the next step, we cluster reduced latent features, using Ordering Points to Identify the 
Clustering Structure (OPTICS) to create clusters that cover different parts of data distributions. 
OPTICS [36], has been shown to be appropriate for problems that have clusters with different 
dispersions across various density-based clustering algorithms. It does not require several runs 
on various pre-defined cluster numbers, unlike K-means or any other aggregative clustering 
process. There is one parameter required for the OPTICS algorithm, namely MinPts, which 
show the minimum number of points in the cluster, and we set it to 5 to have clusters covering 
various data distribution.  
    
After extracting clusters as representation for data distribution, FECG samples in NIFEA DB 
is split to train and test. The split is performed by choosing 70%, then 30% of FECG random 
samples from each cluster as training and test, respectively. This helps to split data wisely to 
have data from different distribution in all sets. The test set is annotated by a medical doctor 
to evaluate the proposed method. 
Next, the trained model in previous step (trained on MIT-BIH Arrhythmia Dataset) is 
calibrated using MIT-BIH Arrhythmia Dataset and calibrated model is applied on trained set 
of FECG samples. Then, from each cluster 1 samples with lowest confidence that satisfies <0.5 
is selected for annotation. Annotated samples will be added to training data and the model is 
calibrated based on new training data and the process continues.  
It is worth mentioning that sampling has another condition that selected beats should not have 
high similarity and this condition will be satisfied automatically owing to clustering and 




to be performed at first, however, calibration and sampling will continue until termination 
criteria is met. The termination criteria include not having samples with low confidence (<0.5) 
in each cluster, or not improving more than a percent accuracy after two iterations on test set. 
In the next, the probability calibration method is explained.  
4.2.2.3.2 Calibration 
Assessing the uncertainty is as important as model accuracy. Since calibration change the 
output probabilities to increase generalization, it would help the sampling of active learning 
approach to select the most difficult samples for annotation. A general framework for dealing 
with uncertainty is provided by Bayesian techniques. However, Bayesian uncertainty 
sometimes fail to estimate the actual data distribution. Recently Gal et al.[37] , and 
Lakshminarayann et al. [38] presented uncertainty estimating approaches for deep neural 
networks, which included ensemble methods, heteroscedastic regression, and concrete 
dropout. We adopted the recent  method proposed by Kuleshov et al. [39] that is a model 
agnostic approach and combined it with Gal et al. [40] for calibrating the model for active 
learning. 
Since the softmax layer is assumed as a conversion between probability and target class 
prediction, how much of the softmax scores may be taken as probability is debatable. The 
neural network's training procedure aims to make the softmax scores of the training samples 
close to the target. Hence, if the model can achieve 100% training accuracy, it can simply 
increase the final weight layer to become extremely confident in the training set, however this 
makes the model excessively confident in any input. To deal with this issue, Gal et al. [40] 
demonstrated that by passing the input through the network several times with dropout enabled 
and then averaging the output softmax scores, we can approximate the posterior probability 
over the labels. Inference is achieved by training a model with dropout layers, as well as 
estimating posterior probability at test time with drop out layers. 
Kuleshov et al. [39] proposed calibrating algorithm that is motivated by Platt scaling. To 
calibrate outcomes in model agnostic way, recalibration approaches train an auxiliary model 
on top of a trained predictor. This model will be trained somehow that when a predictor gives 
an event a chance of 0.8, it should happen roughly 80% of the time. Besides, sharp estimates 
are also required, which imply that probability should be near to zero or one. Suppose predictor 
𝐻: 𝑥 → (𝑦, 𝑐) , where 𝑥 is input, 𝑦 is output, and 𝑐 is its probability. 𝑅(𝐻(𝑥)) is calibrated by 
fitting a regression 𝑅 on c. Kuleshov et al. proposed an efficient and simple approach for 
finding 𝑅. In this regard, an isotonic regression for mapping empirical probabilities and 
predicted probabilities is used for R. Reliability plot [41] is the best way to assess calibrated 
outputs. In this regard, output probability (𝑐) is grouped to 15 intervals, such as [0,0.06], 
[0.06,0.13], …, and average of estimated probabilities is plotted before and after calibration.  
 
 Results  
To have consistent results on baseline model, the whole algorithm ran 5 times with shuffling. 




BIH Arrhythmia dataset and is evaluated on test set. Finally. Figure 4.4 shows the Accuracy, 
Area Under the Curve (AUC), F1-score and Matthew Correlation Coefficient (MCC) results 
of all runs on test set using boxplot. In average, 93.8 ± 1.6% Accuracy is achieved. 
 
Figure 4-4. Performance of the arrhythmia detection model on MIT-BIH Arrhythmia Dataset using hold-
out validation based on 5 times running with shuffling. 
In the next step, the trained baseline model is evaluated on test set of extracted FECG NIFEA 
DB using proposed active learning method. Figure 4.5 shows an example of extracted FECG. 
All extracted signals quality is checked by doctor. 
 
Figure 4-5. An example of extracted FECG from NIFEA DB. 
Figure 4.6 shows the performance of active learning algorithm with different number of 




represent the transfer-learning approach performance. It is also worth mentioning that 
uncalibrated results presented in Figure 4.6 does not mean that calibration process is removed 
from active learning process, however, it shows the accuracy of model before applying 
calibration in each step. To shed light on it, the uncalibrated model in second iteration of active 
learning is trained on selected samples from calibrated model in the first iteration. The effect 
of detaching calibration from the proposed method is discussed in the discussion. 
 
 
Figure 4-6. Performance of the arrhythmia detection model on test set of FECG NIFEA DB using active 
learning.   
Training samples are selected in each step using lowest confidence samples in each cluster of 
encoded features. Figure 4.7 shows the t-SNE plot of all latent vectors acquired after training 
autoencoder (left image). Besides (right image), it shows the estimated clusters by OPTICS. 
Totally, 137 clusters are selected with minimum number of 5 samples in each cluster. From all 
clusters, only 58 clusters contain FECG samples. Hence, number of samples in the first epoch 






Figure 4-7. Left plot: t-SNE plot of latent features obtained from autoencoder training on adult (labeled 
data) and FECG dataset (unlabeled data). Right plot: Clustering latent features irrespective to their 
labels for acquiring data distribution. Each color in right subplot shows a cluster. There are 137 clusters, 
however we plot as much as possible. L: left bundle branch block beat; R: right bundle branch block 
beat; A: atrial premature beat; V: premature ventricular contraction.  
The effect of calibration is demonstrated as reliability plots in Figure 4.8 for some iterations. 
The trained model predictions are underconfident and using 50% of the confident as threshold 
is not feasible for proposed active learning. However, the calibration helps to improve 
reliability of predictions; as a result, threshold 50% can be used after calibration. It is worth 
mentioning that reliability plots are shown for test set while calibration is performed on all 
training data from adult and fetal ECG.  
 
Figure 4-8. Top: Reliability plots before calibration. Bottom: Reliability plot after calibration. A 
complete reliability is indicated by a diagonal line. Red bars show the gap between accuracy and confidence. 
When the red bar crosses the diagonal, the accuracy exceeds the confidence, indicating that the model is not 
confident enough. 
 Discussion 
The challenge of choosing the smallest possible sample of data to label and train a high-




are chosen for annotation by expert and trained using the model, is an essential element of 
active learning. We resolved the sampling problem by leveraging the autoencoder power to 
have a variety of samples and calibration to select the most uncertain samples. In the next, we 
conducted some ablation studies to evaluate influence each step of the proposed method. 
While deep learning increases objective accuracy, they don't appear to be able to correctly 
communicate their confidence in the result [42]. A softmax as activation and cross-entropy 
loss are supposed to do the calibration job, however it seldom works that way in reality. 
Moreover, batch normalization is another factor that has negative effect on calibration 
regardless of hyperparameters. Therefore, we used the proposed calibration scheme on top of 
the model uncertainty predictions. On the other hand, the classification error does not change 
when the model depth and width is increased. However, the calibration appears to be 
deteriorating. This fact is reported by other researches too [37,42].  
Nevertheless, we removed the calibration and applied the training. Since the threshold 50% on 
confidence is not applicable without calibration, we only selected the lowest confidence from 
each cluster. Figure 4.9 shows the comparison of the Accuracy with and without calibration. It 
is clear that calibration helped the process to reach the higher performance faster. Concisely, 
the proposed method could achieve 92% Accuracy on test set using 399 training samples, while 
without calibration 512 training samples is required which means more effort in annotation. 
In the next ablation study, we removed the autoencoder and clustering for sampling from the 
dataset for annotation. Instead of that, we sorted predictions based on confidence after 
calibration and we selected 60 samples every iteration. 60 samples are selected to be 
comparable with proposed sampling approach. Figure 4.9 shows that the autoencoder and 
clustering approach helps the training to improve faster and with less effort. In other words, 
the proposed method without autoencoder requires 540 training samples to reach to the 
accuracy 92%. It is also worth mentioning that in most of the active learning iterations, the 
performance of the method without autoencoder is over than the method without calibration, 
which shows the importance of calibration.  
The proposed deep learning approach is also trained without transfer-learning model. In other 
words, random weights are assigned to the network and the proposed active learning scheme 
is used for training. It is clear that transfer learning has a paramount effect on faster 
convergence. Furthermore, a model with random weight is trained in traditional way without 
active learning, while in every step 60 samples randomly are added to the training. The final 
comparison plot help to evaluate each step of the proposed method and show the effectiveness 





Figure 4-9. Ablation studies for evaluating the effectiveness of autoencoder, calibration, and transfer-learning 
in active learning. The proposed method can achieve 92% accuracy in much less iterations when it uses 
calibration, autoencoder and transfer-learning. 
 
Currently, there is limited data on FECG arrhythmia, and more technological improvements 
are required to achieve cleaner signal that can accurately filter out maternal noise and baseline 
wandering. The early results of detecting FECG arrhythmia are encouraging; nevertheless, 
additional data is needed to fully comprehend its diagnostic accuracy in FFEG arrhythmia 
diagnosis. 
 Conclusion 
We proposed a novel method for active learning of FECG anomaly detection based on recent 
advancements in autoencoders and probability calibration. First, we trained a model for 
detecting anomaly in adult ECG which could achieve 93.8% accuracy based on the MIT-BIH 
Arrhythmia Dataset. Then, the model is used for active transfer-learning approach. The 
sampling process of the proposed active learning is modified to select sample from all data 
distribution that is calculated based on latent feature of autoencoder. Moreover, the sampling 
process select the lowest confidence sample after model calibration, which improve the 
selection reliability. We evaluated the proposed approach performance by eliminating each 
important components and comparing the results with and without them. The proposed method 
could achieve 92% accuracy for FECG anomaly detection using 399 training samples. In 
contrast, training a model with random weight using active learning required twice annotation 
data. The annotation effort can even be increased about three times when there is no active 
learning and transfer-learning. The proposed active learning approach has potential to be used 
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5 BLIND, CUFF-LESS, CALIBRATION-FREE AND CONTINUOUS BLOOD PRESSURE 
ESTIMATION USING OPTIMIZED INDUCTIVE GROUP METHOD OF DATA 
HANDLING 
 
The blood pressure (BP) is used to monitor an individual's health, particularly to treat and 
prevent hypertension. Starling et al [5.1]. findings demonstrated that elevated maternal blood 
pressure in the second and third trimesters may increase the risk of fetal growth and alter the 
body composition of newborns. There have been studies associated to pre-eclampsia, 
gestational hypertension, and premature delivery to blood pressures that would classify as stage 
1 hypertension during pregnancy [5.2]. 
Mercury sphygmomanometer is one of the traditional arterial BP measuring techniques 
that has been the "gold standard" for over 100 years. Inflating a cuff around the arm to obstruct 
blood flow in the artery is the basis for this measurement. After the cuff is gently deflated, an 
expert must listen for Korotkoff sounds using a stethoscope positioned on the brachial artery. 
The need of a cuff in BP devices limits their size reduction and makes them more difficult to 
use. Moreover, they cannot be used for continuous BP measurement. 
Recent method attempted to use ECG and PPG for indirect continuous BP measurement. 
Some methods also used two PPG measurements. These approaches need the recording of 
synchronized signals in separate locations, making the system both costly and complex. We 
propose a system that estimate BP (systolic and diastolic) by only one PPG signal from 
fingertip. This makes the system lightweight, portable and appropriate for day-to-day 
monitoring mother even in home setup.  
The analysis and findings of this chapter is reported in the below mentioned published 
journal manuscript. The student contributed to writing the original draft, recording samples 
from subjects, implementing codes for regression, implementing different ML models for 
comparison, and revision of the manuscript: 
Mohebbian, M.R., Dinh, A., Wahid, K. and Alam, M.S., 2020. Blind, cuff-less, calibration-free and 
continuous blood pressure estimation using optimized inductive group method of data 
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Abstract 
 Traditionally, blood pressure (BP) is measured by cuff-based instruments, which is 
inconvenient and does not allow continuous measurement. In fact, continuous blood pressure 
monitoring is precious for gaining information about the health conditions of people. In this 
work, an algorithm is developed using a modified group method of data handling technique to 
estimate systolic BP (SBP) and diastolic BP (DBP) by only photo-plethysmogram (PPG) signal 
in a continuous manner. The estimation does not require to calibration and is done without any 
knowledge about significant features, and features are selected based on their competency. The 
Multi-parameter Intelligent Monitoring in Intensive Care dataset is used for training the 
system, and the hold-out validation is used in 7 runs by assuming 70% of the samples as a train 
set. Moreover, a designed hardware device is used for recording data on 15 subjects for testing 
the trained model on the real-world. As the state-of-the-art, four popular regression algorithms, 
including support vector machine, adaptive boosting, decision tree and random forest, are 
trained with conventional features, which use an electrocardiogram (ECG) and PPG signals 
simultaneously and compared with the proposed system. The root means square error (RMSE) 
and the mean absolute error (MAE) of the proposed algorithm is 3.47 ± 1.31 and 2.40 ± 1.01 
mmHg for SBP and 4.67 ± 1.44 and 3.33 ± 1.61 mmHg for DBP respectively. Also, the RMSE 
of the proposed algorithm on recorded data by hardware device is 3.4 ± 0.6 and 4.5 ± 1.1 
mmHg, and the MAE is 2.2 ± 0.7 and 3.0 ± 1.2 mmHg for SBP and DBP, respectively. The 
proposed algorithm is not dependent on synchronization of ECG and PPG, and it is promising 
compared to the state-of-the-art, especially in recorded data by new hardware. 
 






Blood pressure is a vital sign of use every day to monitor the health of an individual, especially 
to control and prevent hypertension and cardiovascular diseases (CVD) [1, 2]. In Europe, more 
than 4 million deaths each year is caused by CVD [3]. It is predicted that in, up to 23.3 million 
deaths can be caused by CVD until 2030 [4], since the number of people with high BP is 
doubled the past two decades [5]. Increasing or decreasing BP in unusual ways can also bring 
high risk damages to kidney, liver, brain, vessels heart and other organs [6]. Due to an 
enormous number of people are under the effect of blood pressure disorders, many researchers 
are working to improve BP measurement methods inconvenience and accuracy [7, 8]. One of 
the conventional arterial BP measurement methods that have been the "gold standard" for over 
100 years is mercury sphygmomanometer [9]. This measurement is based on inflating a cuff 
around the arm to impede the blood flow in the artery. After the cuff is deflated slowly, it 
requires an expert to recognize the Korotkoff sounds by a stethoscope which is placed on the 
brachial artery. The cuff pressures at the first and the fifth Korotkoff sounds represent the SBP 
and DBP respectively. This method is called the auscultatory technique [10]. The requirement 
of a cuff in BP devices restricts the further reduction in size and limits the ease of their usage 
[11].  
Another well-known method that is used occasionally for day to day home healthcare is 
automatic BP meters [12]. These devices are created based on oscillometry or tonometry and 
can be used without a trained person [13]. Oscillometry is similar to the auscultatory technique 
which uses a cuff around the arm or wrist. In this technique, while the cuff is being slowly 
deflated, a pressure transducer is used to record the pressure oscillation instead of detecting the 
Korotkoff sounds. The maximum oscillation in BP is called the mean arterial BP [14]. SBP 
and DBP are approximated from the mean blood pressure using the oscillation pattern. One of 
the main disadvantages of this method is the low precision through the approximation of SBP 
and DBP [15]. However, the tonometry-based method is different. Although the cuff exerts a 
pressure to the artery to press it against the bone, the pressure is not as intense as to occlude 
the artery completely [16]. Therefore, various tonometry technique, such as vascular 
unloading, pulse wave velocity (PWV) and pulse transit time (PTT) have been introduced in 
the literature [17, 18]. Nevertheless, these methods usually have some disadvantages. First, 
they usually have lower accuracy than cuff-based methods owing to the annoying interference 
that raises from smooth muscles inside the arterial wall [19, 20]. Moreover, the calibration 
process of these devices is still tricky due to their dependency to individual physiological 
parameter [21]. Various research in the literature concentrated on cuff-less blood pressure 
estimation [4, 12, 22, 23]. Poon and Zhang extracted pulse transit time (PTT) from PPG and 
ECG in 45 seconds and used Moens-Korteweg’s formula for DBP and SBP estimation [12]. 
The results achieved a 2.8 ± 6.8 and a 0.9 ± 5.6 mmHg mean difference for DBP and SBP 
respectively [12]. However, they used the range of 122±21 and 64±9 mmHg for SBP and DBP 




wearable armband for measuring SBP by PTT analysis in 30 minutes intervals of ECG and 
PPG and achieved a 2.8 ± 8.2mmHg as the root mean square error (RMSE) [4]. Kachuee et al. 
designed two algorithms based on regression algorithms for estimating SBP and DBP in 
continuous method [22]. They achieved a mean absolute error (MAE) of 5.35 ± 6.14 and a 
11.17 ± 10.09 mmHg for DBP and SBP respectively with the AdaBoost algorithm as the best 
method among different learners such as linear regression, decision tree, SVM and RF. Earlier 
of this research, they used support vector regression in another approach and achieved a 6.34 
± 8.45 and a 12.38 ± 16.17 mmHg for DBP and SBP respectively [23]. Attarpour et al.[24] 
used a synchronized PPG recording on fingertip and wrist and utilized a genetic algorithm to 
find an optimal feature subset among 38 features, for applying to a multi-layer neural network 
and achieved MAE 4.94 and 4.03 mmHg for SBP and DBP respectively. Liu et al. used only 
PPG signal and its second derivative for estimating BP MAE 8.5 ± 10.9 and 4.3 ± 5.8 mmHg 
for SBP and DBP respectively on Multi-parameter Intelligent Monitoring in Intensive Care 
(MIMIC) database [25]. They extracted 14 new features from PPG and its second derivative. 
 
Concisely, using conventional features such as PTT and PWV, etc. need to record ECG with 
PPG or record two synchronized PPG in separate locations. This makes the system expensive 
and complicated. This paper presents a new method to estimate SBP and DBP based on simply 
recorded one PPG signal from the fingertip. The algorithm is based on signal processing and 
optimized group method of data handling (GMDH) algorithm, called Optimized Inductive 
GMDH (OIGMDH) [26], to estimate SBP and DBP in a cuff-less, calibration-free, precise and 
continuous approach without having information about significant features in PPG and without 
using the reference ECG signal. As such technique, this method is called a blind method. In 
this regard, the proposed framework does not need a synchronized recording of ECG and PPG 
and can be applied to various devices. The database for training framework is available at the 
UCI machine learning repository and also at the Phsysionet website called MIMIC [27]. 
Concisely, after pre-processing of plethysmograph signals, significant points are extracted. 
Then, optimized inductive learning based on modified group method of data handling for 
regression is trained with regularized least square and particle swarm optimization. The 
OIGMDH is applied on extracted points of the PPG to estimate the significant features and 
exerts weight to each feature by particle swarm optimization process to improve the accuracy 
of estimation of SBP and DBP at the same time. The rest of the paper is organized as follows: 
in the next section, information about the signals and formulation of methods used in this study 
is presented. Section 3 provides the results of the proposed method. The discussion is provided 
in section 4, along with conclusions. 
 Materials and methods 
5.2.1 Datasets 
In this study, the Multi-parameter Intelligent Monitoring in Intensive Care (MIMIC) dataset 




heart rate, ECG, PPG, Bilirubin, Leukocytosis, Anemia and so on, which we used 30 seconds 
of Arterial Blood Pressure (ABP) signal, ECG and PPG from 12,000 subjects [27]. The SBP 
and DBP should be extracted from ABP by finding peaks and valleys.  
Furthermore, an in-house device for recording ECG and PPG signal was built. Figure 5.1 
shows the device which includes a Raspberry Pi 2 (RP2) and a PIC microcontroller to sample 
ECG and PPG signals at 362Hz and send to the RP2. The ECG sensing circuitries are also 
shown in Figure 5.1. The ECG sensing uses capacitive sensors, the Electric Potential Integrated 
Circuit (EPIC) [28], made by Plessey Semiconductors. These sensors are equivalent to the 
standard ECG patches. The electrodes are isolated from the human body being measured to 
have protection and safety. A circuit was designed and built to receive ECG signal on the 
fingertips. The EPIC sensors pick up the signals from the thumbs to generate an ECG 
waveform. The PPG sensor is a low-cost heart rate sensor made by Sparkfun Electronics [29]. 
This sensor sends a light beam toward the finger, and a receiver captures and amplifies the 
reflected light to provide the PPG waveform. These two waveforms ECG and PPG are digitized 
by a small microcontroller having 10-bit ADC before sending to the Raspberry Pi for 




(c)       (d) 
Figure 5-1 A designed system based on Rasberry Pi (RP). (a) Top view with thumb ECG sensors, LCD, the 
PIC microcontroller is under the display to sample the signals and send to the Raspberry Pi, (b) Bottom view 
of the device showing the PPG sensor and the copper ground plate to ground the body to the circuit, (c) 
Simplified block diagram of the sensing system, and (d) ECG and PPG waveform displayed on an 
oscilloscope. The user places two thumbs at the ECG sensors while the two index fingers are in contact with 





The trained system by the MIMIC database is applied for 15 subject signals in two minutes for 
each one.  Each subject is selected from university students and the general public voluntarily 
and with different ethnicity. The experiments were conducted based on the Helsinki declaration 
principles and signed a written consent form. The outcome of the system is compared to the 
measured BP from the PortapresTM device as ground truth. The PortapresTM device is a 
portable ambulatory blood pressure monitoring system made by Finapres [30] which is 
depicted in Figure 5.2. This device is used in clinical diagnosis by other researchers [31], and 
it can be a reliable gold standard for continuous BP measurement.  
 
 
Figure 5-2. The PortapresTM device for measuring continuous BP 
 
5.2.2 The proposed method 
The structure of the OIGMDH is shown in Figure 5.3. Briefly, PPG signals are smoothed and 
filtered by Savitzky-Golay (SG) filter, then, are normalized. In the next step, significant points 
are extracted and fed into the inductive optimized learning procedure. The design of optimal 
inductive learning is based on the group method of data handling and regularized least square 
method that is combined with stochastic optimization, particle swarm optimization method. As 
the state-of-the-art, the OIGMDH is compared with four conventional machine learning 
algorithms, including AdaBoost, RF, SVM, and decision tree algorithm. The detailed 






 Figure 5-3. The block diagram of the proposed method. Left side is related to the pre-processing and 
extracting points of PPG and its derivatives. The optimized inductive learning block is the machine learning 
part which use different combination of features by creating mixing matrix. It uses PSO for tuning 
coefficients, then apply regulated least square for regression. This procedure continues until termination 
criteria is met. 
5.2.3 Filtering  
There are advance methods for de-noising PPG signals such as Empirical Mode 
Decomposition [32] and Discrete Wavelet Decomposition [33]. In this work, the Savitzky-
Golay (SG) filter is used to remove baseline wandering (BW) and smooth the PPG as this is 
an FIR filter which is fast and easy to be implemented. The BW may be raised from the motion 
of the patients, changing electrode impedance or position, and also may be due to the 
instrument interferences. The SG filter fits consecutive subsets of contiguous data with a low-
degree polynomial by the least square method. Then, the analytical solution of the least square 
method is used as a convolution coefficient for applying to other subsets. 
 SG is a simplified convolution of least-squares-fit for smoothing and computing derivatives 
of a signal. It applies weighted moving average filter on signal and this moving average filter 
is like a polynomial with certain order which is designed to preserve higher moments of the 
signal and to decrease the bias of the filter. SG filters can be designed efficiently using the 
polynomial approximation of an impulse sequence; hence their implementation on embedded 
systems is optimal [34]. In this work, for removing the BW, a first order SG filter is used as 
the first step. Then, a moving average filter is applied to the output of the previous step. 
According to Nahiyan and Amin, the output of the mentioned process is a close approximation 
of BW and subtracting this output from the original signal would give a BW corrected signal 
[35]. Since the BW frequency is usually less than 0.5 Hz, the window length can be considered 
2 seconds. However, the SG filter is independent of the frequency domain, and for better 
precision, we can consider 0.5 seconds as window length which gives us full frequency range. 




the window. The edge of the windows is not smooth in the result of the windowing process. In 
this regard, a simple moving average filter with a length of 5% of the whole data is applied to 
the output of the SG filter. The standard deviation of the SG filter output, before and after 
applying moving average filter, is vital for creating a signal without BW artifact. In this case, 
if the standard deviation of the filtered signal is more prominent than 50% of the standard 
deviation of SG filtered signal, the original signal has no BW. Nahiyan and Amin have made 
this approach for removing ECG BW [35], and we modified this method for PPG signals. As 
an essential step, the SG filter should be used for the smoothing signal after taking derivative 
in every step. Also, a mean average filter is used after each SG implementation to reduce the 
effect of windowing. 
5.2.4 PPG normalization and feature extraction 
In normal circumstances, because of the pre-processing section, some features in the signal 
have a reduced amplitude. Therefore, an algorithm is required to boost some waves without 
bolding noise peaks. In this regard, normalization is used to equalize the amplitude. Sharma 
and Kumar Sharma used logarithmic transformation [36] as below: 
 






)           (5.1) 
 
Where, 𝑦𝑛
2 is normalized signals that are obtained by dividing the signal to its maximum, 𝐶 is 
a constant and 𝑚𝑦𝑛2(𝑛) is the average of normalized signal. The normalized squaring signal 
reduces noise amplitudes regarding the higher amplitude of the systolic peak of PPG. If 𝐶 has 
a significant value, the noise peaks may be intensified. Therefore, choosing an appropriate 
constant is paramount and according to the literature and trial and test, a 𝐶 = 5 has been chosen 
[36]. The normalization process is also applied after taking every derivative of the signals in 
order to maintain signals between 0 and 1 for further processing. 
In this work, we used time domain features, and we assigned suggested names to essential 
points on the PPG and its derivatives. Also, for simplicity, we call first and second derivative 
of PPG as the velocity of PPG (VPG) and acceleration of PPG (APG). The main points of PPG 













Figure 5-4. Important points on PPG, VPG, and AVG. The first (top) signal is an epoch of PPG. The second 
and third signals are the first and second derivatives of PPG respectively. Points 𝒂 and 𝒘 are maximum in 
APG and VPG respectively; 𝒃 and 𝒙 are the minimum points of APG and VPG respectively; 𝒆 and 𝒄 are the 
local maximum of APG; 𝒅 is the local minimum in APG between 𝒆 and 𝒄; 𝑫 is local minimum in APG after 𝒆. 
Notch or 𝑵 point can be recognized between 𝑫 and 𝑺 when VPG is zero; 𝑺 is maximum point of PPG and 𝒖 is 
the local maximum in VPG. 
Five points, including 𝑎, 𝑏, 𝑐, 𝑑, and 𝑒, are formed for every heartbeat in the APG signal and 
are the local minima and maxima which can be identified by thresholding which is explained 
in the following. As shown in Figure 5.4, 𝑎, 𝑏, 𝑐 and 𝑑 waveforms show a complete cycle of 
systole whereas the onset of diastolic is represented by 𝑒 waveform. We set 𝑎 to zero when a 
wave is formed and based on this reference other point times are calculated. For the assessment 
of vasoactive agents and vascular aging, Takazawa et al. are the pioneer who used the 
derivation of the PPG signal [37]. Later on, VPG and APG waveforms are cited by many 
researchers [38, 39], and they started to examine the 𝑏/𝑎 ratio as an indicator for arterial 
Signal Wave Name Suggested Name 
PPG Systolic Peak S 
Dicrotic Notch N 
Diastolic Peak D 
VPG Min slope in the systolic period x 
Max slope in the systolic period w 
Max slope in the diastolic period u 
APG a wave a 
b wave b 
c wave c 
d wave d 




stiffness [40], blood lead concentration [41], essential hypertension [38], and age progression 
[42]. For evaluating vascular aging and for the screening of arteriosclerotic disease, other 
researchers found that 𝑏/𝑎, 𝑐/𝑎, 𝑑/𝑎, and 𝑒/𝑎 are also useful [37, 43]. 
Moreover, 𝐷 refers to Diastolic wave, 𝑁 refers to Notch and 𝑆 refers to Systolic wave. Before 
the signal is reached to steady state, Diastolic peak is detected by finding local minima of the 
second derivative of PPG. The Dicrotic Notch or 𝑁 point can be recognized between 𝐷 and 𝑆 
when the first derivative of the signal is zero. The Dicrotic point is "a secondary upstroke in 
the descending part of a PPG, and it is corresponding to the transient increase in aortic pressure 
upon closure of the aortic valve" [44] and it is an alternative time reference point to measure 
local pulse wave velocity in the carotid artery  
In this proposed method, the thresholding process is used to find the extremums. The detection 
threshold is calculated as follows: the absolute amplitude of the signal was sorted (s), the 
cumulative squared value of s was calculated, and points that are greater than 60% maximum 
cumulative squared is used as the detection threshold. Two hundred milliseconds is used as a 
minimum distance between detected systolic points since according to the Barbieri et al., 
heartbeat interval has a specific range physiologically [45].  
 
5.2.5 Optimal inductive learning 
 
Ivakhnenko was the first who proposed Group Method of Data Handling (GMDH) [26]. It has 
been applied in many areas for data science and machine learning [46, 47]. For the 
improvement of performance in current algorithms, the optimized inductive 
GMDH algorithm finds interactions in data and select an optimal network using stochastic 
optimization and regularized the least square. The same approach is used by Marateb et al. for 
un-balanced classification problem [47]. The general relation between input and output of a 
GMDH model is indicated by the discreet form of Volterra function which is called as 
Kolmogorov-Gabor polynomial and defined as Equation 5.2. 
𝒚 = 𝒘𝟎 + ∑ 𝒘𝒊𝒙𝒊 +
𝒏










𝒊=𝟏         (5.2) 
The weights of 𝑤 are calculated by the least square error that is a regression technique. In other 
words, the output of this function tries to minimize its difference with real-value. In the 
traditional GMDH, all possibilities of two independent variables are taken into consideration 
to create regression polynomial, and each combination of two independent variables is called 
a neuron. These neurons build layers of the network. The output of the neuron k is called 𝑌𝑘 
that is calculated by 𝑌𝑘 = 𝐴𝑊𝑘 and can be achieved by the least square method as Equation 
5.3.  
𝑾𝒌 = (𝑨




Where, 𝐴 is the mixing matrix that can be defined as Equation 5.4, which has 𝑚 sample of 
observations. These observations are called 𝑝 and 𝑞. For each observation of p and q, we have 
a neuron for the first layer. Neurons which are better than the specific threshold is chosen for 
the next layer. This threshold is called selection pressure, and we choose it by trial and test. In 
the next layer, the new matrix 𝐴 is created by the output of previous neurons but with the same 
mixing process. This process continues until termination criteria are met. The number of layers 
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5.2.6 Mixing feature 
The mixing matrix 𝐴 can be designed differently to befitting for proposed problem. The 
detected points in PPG and its derivative contain information of some physiological actions. 
These features are used in other researches as significant features [12, 39, 41]. Mixing matrix 
enables the algorithm to find significant features without having information about them. 
Changing the mixing matrix is also done in other research for gaining better result [47]. In this 
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where, 𝛼, 𝛽, 𝛾, 𝜔, 𝜇, 𝜓 and 𝜙 are tuning coefficients that will be discussed in the next section, 
and 𝑝 and 𝑞 are observation. This mixing matrix includes every possible combination of 
detected points and can calculate each interval time that may have significant relation with BP. 
Instead of logarithm function, one can use 𝑠𝑖𝑛, 𝑐𝑜𝑠, 𝑐𝑜𝑠ℎ, 𝑠𝑖𝑛ℎ or other nonlinear functions 
[47] to discover the nonlinear relationship between PPG points and BP; nevertheless, we chose 
logarithm function since it provides better performance in training process with the  the trial 
and test.  
Forasmuch as mixing matrix uses detected points on PPG for one cycle, one can take the 
average of mixing matrix for several cycles to have more stable features. For simplicity, we 
used this averaging technique before applying tuning coefficients. The expanding sliding 
window which is used for feature extraction has some consequences on the precision of the 




5.2.7 Tuning coefficients 
According to Equation 5.5, the mixing matrix contains regression coefficients 𝛼, 𝛽, 𝛾, 𝜔, 𝜇, 𝜓 
and 𝜙 that can affect the estimation of BP. As an instance, assume that the time between 
systolic point and Dicrotic Notch is a significant feature; however, this relation between the 
time difference of these points and BP may be nonlinear and square form of this difference 
time has better correlation with BP. The stochastic optimization algorithm is required in this 
step to find the best coefficients which can create significant relation with BP value. Particle 
Swarm Optimization (PSO), is a population-based, meta-heuristics method that is inspired by 
flocking birds [48]. This method is used as stochastic optimization with the same internal 
parameters and topology that Mohebbian et al. used in another approach [49]; except the 
number of iteration is set to 10 and the cost function is based on the regularized least square 
method, and root mean square error which will be described in the next sections. In each PSO 
iteration, 𝑚 number of the sample divided to train and validation set. Then, in the train set, 
𝑊𝑘 is calculated based on a regularized least square method and applied to the validation set. 
The result of the validation set, directing the PSO algorithm to choose a better coefficient. This 
procedure is exerted for each neuron of the network in every layer during the learning process 
of GMDH.  
5.2.8 Regularized Least Square 
As described in Equation 5.3, the least square method is used in traditional GMDH method. In 
this work, the regularized least square method is used instead of the least square method for 
some reasons. First, the least square method depends on (𝐴𝑇𝐴)−1, which can make a problem 
in computing in singular value or near singular value. Also, the least square may provide a 
good result in the train, but it cannot guarantee high precision in the test set. Therefore, to apply 
the further constraint, Hoerl and Kennard used a small constant 𝜆 which is added to the 
diagonal entries of matrthe ix (𝐴𝑇𝐴)−1 and called it ridge regression [50]. In this regard, 
Equation 5.3 can be rewritten as Equation 5.6.  
𝑾𝒌 = (𝑨
𝑻𝑨 + 𝝀𝑰)−𝟏𝑨𝑻𝒀                                        (5.6) 
Where 𝐼 is the identity matrix. This constraint means that the norm of the regression 
coefficients matrix 𝑊𝑘 for neuron kth is equal to one; hence, the regression coefficients are in 
a unit n-sphere. The ridge regression has bias comparing to the least square. However, at the 
cost of bias, it reduces the variance and reduces the mean square error [50]. The OIGMDH can 
work with other regression algorithms instead of least square and its derivatives. However, the 
least square method is optimum and has straightforward computation.  
5.2.9 State-of-the-art 
  In machine learning approaches, ensemble machine learning has been shown to have a better 
consistent performance than single instance methods such as radial basis functions, kernel 
machines, or k-nearest neighbor [51]. Ensemble machine learning algorithms are divided into 
two categories, including sequential and parallel ensemble methods. In sequential ensemble 




ensemble methods such as RF, base learners are generated in parallel; therefore, the error can 
be decreased dramatically by averaging [53]. The optimal inductive learning algorithm that is 
described in previous sections uses both sequential and parallel ensemble method. Moreover, 
it has an inner feature selection based on the mixing matrix. 
 For comparing the result of the proposed algorithm, we used four popular machine learning 
methods, including SVM, decision tree, AdaBoost and RF algorithm in two scenarios. First, 
we use synchronized ECG and PPG signal from MIMIC and extract CF that will be discussed 
in the next section. Then, four machine learning algorithms are trained and the results of the 
test set of MIMIC database and also recorded data from the designed device are evaluated. 
Second, we train the proposed method with MIMIC database and the results of the trained 
network on the test set of MIMIC database and recorded data are assessed. Features that are 
extracted from PPG and ECG are listed below: 
1. The time interval between ECG R-peak and systolic peak in PPG. 
2. The time interval between ECG R-peak and minimum peak in PPG. 
3. The time interval between ECG R-peak and maximum slope in PPG. 
4. Heart rate 
5. Mean, median and standard deviation of R-R interval in ECG. 
6. The time interval between systolic peak and Dicrotic Notch point after it. 
7. The ratio between the systolic peak and the first Dicrotic Notch point after it. 
8. The ratio between the systolic peak and the first diastolic point after it. 
9. The area under the PPG curve in the time interval from minimum peak to maximum slope 
in PPG. 
10. The area under the PPG curve in the time interval from maximum slope to systolic peak 
in PPG. 
11. The area under the PPG curve in the time interval from systolic peak to Dicrotic Notch 
point in PPG. 
12. The area under the PPG curve in the time interval from Dicrotic Notch point to a 
minimum peak in PPG.  






Figure 5-5. Illustration of conventional features 1 to 5 via ECG and PPG. Pulse Transit Time 
features are obtained by calculating the time distance between the ECG R-peak and three points on 
the PPG signal, which are the PPG maximum peak (feature number 1), the PPG minimum (feature 
number 2) and the point at which the maximum slope of the PPG waveform occurs (feature number 
3). The feature number 4 and 5 are related to the heart rate and statistical analysis of R-R interval. 
 
Figure 5-6. A PPG epoch and a representation of some conventional features. Features number 9, 10, 
11 and 12 are the partial area under the PPG curve. The feature number 7 is equal to 
𝒙
𝒚
 and the feature 





Features 5.1, 5.2 and 5.3 are selected because they represent the pulse arrival time or pulse 
wave velocity [21]. Moreover, they are depended to the elasticity of vessels [21]. According 
to Mancia [54], there is mutual information between heart rate and BP. Therefore the heart rate 
is selected as a significant feature. The Dicrotic Notch point is "a secondary upstroke in the 
descending part of a PPG, and it is corresponding to the transient increase in aortic pressure 
upon closure of the aortic valve" [44], and it is an alternative time reference point to measure 
local pulse wave velocity in the carotid artery [55]. The area under the PPG curve is related to 
the peripheral resistance [56] and is used for PPG analysis and blood pressure estimation in 
the literature [57]. 
Support vector machine regression or SVMR constructs a set of hyperplanes in a high 
dimensional space, which can be used for regression [58]. In this work, we called it SVM since 
this algorithm is an application of the conventional SVM. In this study, the radial basis function 
kernels were used, and the radius of the RBF kernel should be appropriately set to avoid poor 
regression. The method proposed by Cherkassky et al. was used for selecting parameters [59].   
Decision Tree divides dataset to a small part and uses entropy to calculate the information of 
the subsets [60]. In this work C4.5 decision tree is used since it can handle continuous 
attributes, and its implementation is straightforward.  
The RF algorithm resamples the training dataset several times and creates a decision tree model 
for samples. In the RF algorithm, each tree in the ensemble is created with bootstrap samples. 
Also, instead of using all features, some features are selected randomly. Eventually, trees have 
less correlation and their averaging lead to reducing variance are selected as the selected model 
[53]. In this work, the number of trees for the RF algorithm is set to 30. In the same manner, 
adaptive boosting or AdaBoost is used in this research for training weak learners and 
combining them to make a strong classifier. 
  
 Results 
As discussed in the state-of-the-art section, four scenarios are targeted. First, results on the 
online dataset using conventional features (CF) selection and four machine learning 
approaches are validated. Then, the trained system is used for estimating BP in the recorded 
data with the same method. Next, OIGMDH is applied to the online dataset, and the trained 
system is used for the recorded data from the designed device.  
 
5.3.1 Results on the online dataset  
The results of predicting DBP and SBP by four machine learning approaches, including RF, 
decision tree, SVM and AdaBoost algorithm, are evaluated by hold-out validation and 
considering the 70% samples as the train set. Conventional features are described in the state-




method is calculated by running the algorithm seven times. Moreover, the mean difference plot 
and the scatter plot of the test set are depicted for the worst case in 7 runs. The mean-difference 
plot is also called Bland-Altman plot [61]. The Bland-Altman plots are broadly used to assess 
the comparative among two unique instruments or two estimations strategies. This plot helps 
to distinguish proof of any efficient measurement or outlier existence. The mean difference 
can be recognized by the one-sample t-test method, and the estimated bias can be adjusted by 
subtracting the mean difference from the new method. The average difference ±1.96 standard 
deviations of the difference, which is called limits of agreement, shows the significance of the 
new model. The R-squared measure of goodness of fit is also calculated for better comparison 
[62].  
The result of four different method is shown in Table 5.2.  
 















9.2 ± 3.3 7.2 ± 2.1 6.8 ± 2.6 5.9 ± 2.4 RMSE 
(mmHg) 
SBP 
5.1± 2.9 4.2± 2.9 4.1 ± 3.4 3.9 ± 3.4 MAE 
(mmHg) 
11.1 ± 3.6 8.4 ± 3.0 7.8 ± 3.1 7.3 ± 3.0 RMSE 
(mmHg) 
DBP 
6.9± 3.1 5.7± 2.6 5.3 ± 2.9 2.2 ±2.2 MAE 
(mmHg) 
 
The RF algorithm performance is more significant than other conventional methods. The 
RMSE of the RF method for the SBP estimation is 5.90±2.43 with MAE of 3.98±3.40.  The 
RMSE of the RF method for DBP estimation is 7.35±3.01 with MAE of 2.25±2.21. Figure 5.7 
and 8 show the scatter plot and the Bland-Altman plot for the RF method. The same plots for 





Figure 5-7. The mean difference plot or the Bland-Altman plot (left) and the scatter plot (right) of the test-set 
for the worst case among 7 runs of random forest algorithm with conventional features by hold-out validation 
for estimating DBP; The R-squared coefficient is 0.91 for DBP estimation.  
 
Figure 5-8. The mean difference plot or the Bland-Altman plot (left) and the scatter plot (right) of the test-set 
for the worst case among 7 runs of random forest algorithm with conventional features by hold-out validation 





Figure 5-9. The mean difference plot or the Bland-Altman plot (left) and the scatter plot (right) of the test-set 
for the worst case among 7 runs of IOGMDH with conventional features by hold-out validation for estimating 
DBP; The R-squared coefficient is 0.97 for DBP estimation. 
The online dataset is also used for training by the OIGMDH. Similar to previous results, the 
mean absolute error and root mean square error is calculated by running algorithm seven times 
and each time with hold-out validation by considering the 70% samples as the train set. Figure 
5.9 and 5.10 show the mean difference plot and the scatter plot. For SBP, the RMSE is 
3.47±1.31, MAE is 2.40±1.01 mmHg. Also, for DBP, the RMSE is 4.67±1.44, and MAE is 
3.33±1.61 mmHg. Figure 5.9 and Figure 5.10 show the scatter plot and the Bland-Altman plot 





Figure 5-10. The mean difference plot or the Bland-Altman plot (left) and the scatter plot (right) of the test-
set for the worst case among 7 runs of IOGMDH with conventional features by hold-out validation for 
estimating SBP; The R-squared coefficient is 0.97 for SBP estimation.  
5.3.2 Results on recorded signals  
Since the RF algorithm has better performance than other algorithms, we used this trained 
machine learning algorithm on 15 subjects to compare the outcome of the system to the 
measured BP from the PortapresTM device in two minutes for each person and with 10-second 
sliding window length. The result is shown in Table 5.3. Trained OIGMDH by online dataset 
is also used for estimating on recorded signals. Significant points are extracted from 2 minutes 
of the PPG signal for each person with a sliding window length of 10 seconds. Averaging on 
mixing matrix is taken into consideration for every window before tuning coefficients. Table 
5.3 represents the results on the recorded database.   
Table 5-3. Results of the trained RF algorithm with CF and the trained OIGMDH on recorded data 
regarding the PortapresTM results as the gold standard on 15 people  
MAE (mmHg) RMSE (mmHg) BP Method 
7.0 ± 5.0 8.0 ± 5.8 SBP RF algorithm with CF 
6.8 ± 3.9 7.8 ± 4.5 DBP 
2.2 ± 0.7 3.4 ± 0.6 SBP OIGMDH 





5.4.1 Sliding window effect 
In this study, pure signal processing principles and the optimized inductive learning, based on 
the GMDH, is used for predicting SBP and DBP. Moreover, the conventional method of 
features extraction from PPG and ECG and traditional machine learning algorithms, based on 
the literature review, is used for comparing the result of OIGMDH. In the conventional method, 
regarding the frame size for extracting features in the learning process, the designed regression 
system would work differently. In other words, the precision of the estimated BP is severely 
based on the sliding window. As an instance, the BP value can be estimated in 5 seconds with 
less precision, or it can be predicted in 20 seconds with better precision. Figure 5.11 illustrates 
the error of these algorithms (root mean square error) in different frame size. The tradeoff 
between precision and nearly real-time processing should be taken into consideration to be 
able to create a device for measuring BP continuously  
 
 
Figure 5-11. The relation between sliding window length for feature extraction and RMSE of estimated 
BP by RF algorithm 
On the other hand, the effect of sliding window length on OIGMDH is depicted in Figure 5.12. 
Sliding window length has not paramount effect on the precision of the algorithm. Hence, 






Figure 5-12. The relation between sliding window length for feature extraction and RMSE of estimated BP by 
IOGMDH 
5.4.2 Performance and properties of the proposed method 
Table 5.4 is provided for comparing trained OIGMDH, RF algorithm and modern methods 
which are reported in the literature. In this Table, the range of BP, the time for estimation of 
BP and the MAE are also compared.  
The CF in the combination of machine learning algorithm works promising on the online 
dataset but not that confident on the recorded dataset. This error can be raised from a slight 
delay between ECG and PPG recording. Placing the PPG sensor in different places for 
recording can also change the results, since PPG synchronization with ECG would be under 
effect. Therefore, pulse transit time has variation and is not a trustable parameter for training 
with one dataset and using in another. Also, the physiological factors are more important than 
electronic delays. According to the literature, estimating BP by PTT and PWV features need 
calibration [63]. Because these features depends on the physiological factors such as age, race, 
gender and so on [20] and also they are time-dependent and different between day and night 
[4]. Also, there is a delay between electrical phenomenon of R wave and ejection of the blood 
which differ from person to person [64]. The OIGMDH algorithm is only using the PPG signal, 
and mentioned lags do not have any effect on its prediction. Therefore, it is possible to train a 
system with a dataset and use this trained system on other signals. The more similar method to 
this study is done by Liu et al. [25] in which PPG and APG is used for BP estimation. However, 
they used age, weight, height and gender as other significant feature. Poon and Zhang extracted 
pulse transit time (PTT) from PPG and ECG in 45 seconds and used MoensKorteweg’s formula 
for DBP and SBP estimation [12]. The results achieved a 2.8±6.8 and a 0.9±5.6 mmHg mean 
difference for DBP and SBP respectively. However, there are three major different with 
proposed method. First, they used the range of 122 ± 21 and 64 ± 9 mmHg for SBP and DBP 




PPG simultaneously; while proposed method uses only PPG. The Poon and Zhang method 
need 45 second and it cannot be considered real-time and their acquired error has high standard 
deviation. 
 





Range   
[min-max] 
(mmHg) 
BP Type of signals Method 
10 second 2.2 ± 2.2 [81-197] SBP ECG and PPG RF and CF on the 
online dataset 
3.9 ± 3.4 [51-128] DBP 
10 second 7.0 ± 5.0 [81-197] SBP ECG and PPG RF and CF on 
recorded signals 
6.8 ± 3.9 [51-128] DBP 
5 second 2.4 ± 1.0 [81-197] SBP Fingertip PPG OIGMDH on the 
online database 
3.3 ± 1.6 [51-128] DBP 
5 second 2.2 ± 0.7 [81-197] SBP Fingertip PPG OIGMDH on the 
recorded signal 




11.1 ± 10.0 [81-178] SBP ECG and PPG Kachuee et al. [22] 
5.3 ± 6.1 [60-128] DBP 
NA 12.3 ± 16.1 [81-178] SBP ECG and PPG Kachuee et al. [23] 
6.3 ± 8.4 [60-128] DBP 
NA 4.9 ± 5.9 NA SBP Wrist and 
Fingertip PPG 
Attarpour et al. 
[24] 
4.0 ± 5.5 NA DBP 
45 second 0.9±5.6 [101-143] SBP ECG and PPG Poon and Zhang 
[12] 
2.8±6.8 (55-73] DBP 
30 minute 2.8 ± 8.2 [80-210] SBP ECG and PPG Zheng et al. [4] 
NA NA DBP 
Depends shape 
of APG 
8.5 ±1.0 NA SBP Fingertip PPG Liu et al. [25] 
4.3 ± 5.8 NA DBP 
              NA: Not available 
The Bland-Altman plot of traditional machine learning algorithm with CF method is presented 
in supplementary materials.  
5.4.3 Significant Features 
The proposed method uses blind feature selection and searches every possible interaction 
between a pair of features using mixing matrix in Equation 5.5. The explanation of significant 




IOGMDH in the first layer is shown in Table 5.5 with their weights. The PSO algorithm 
approximates these weights.  
 
Table 5-5. The most significant features in the first layer of IOGMDH  
Weights 
{ 𝜶, 𝜷, 𝜸,𝝎, 𝝁,𝝍, 𝝓 } 
Selected points 
{0.8, 0.4, 0.1, 0.3, 0.2, 0.3,0.1} b a 
{0.5, 0.9, 0.2, 0.7, 0.6, 0.1,0.2} b c 
{0.6, 0.1, 0.1, 0.2, 0.9, 0.4,0.3} w a 
{1.0, 0.4, 0.2, 0.2, 0.3, 0.1,0.5} a S 
 
The interpretation of the selected features is difficult since it is a complex feature set. As an 
example, Table 5.4 shows that a and b are selected as significant points. Therefore, the mixing 
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In this regards, the distance between a and b is selected for creating a mixing matrix. However, 
there is no previous analysis of correlation between these complex set of features and BP, and 
that is why this method is called blind. Moreover, this mixing matrix is multiplied by another 
mixing matrix during layers of the network and can find the optimized interactions between 
features. Other non-linear functions can also be used for evaluating the interaction of the 
features. 
Finally, the main limitation of this study is the number of patient population in the recorded 
database, and further studies should be evaluated on a larger population. Finally, assessing the 







In conclusion, the work proposes a new algorithm for measuring BP without calibration and 
cuff. The technique uses only the PPG signal to continuously estimate both systolic and 
diastolic blood pressures in real time. The proposed algorithm is promising compared with 
state-of-the-art models and offers a new tool in clinical approaches. The developed program 
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6 ECG COMPRESSION USING OPTIMIZED B-SPLINE 
 
In previous chapters, we have implemented methods for removing noises and artifacts from 
signals, extracting FECG from abdominal ECG, extracting blood pressure from PPG and detecting 
anomaly in FECG and ECG with least training data and high performance.  
Real-time health monitoring is a challenge that becoming increasingly important, since it can 
help in early diagnosis and improve the quality of care, especially for cardiac diseases which is 
very risky. Real-time recording, transmission, viewing, processing, monitoring, and storage, on 
the other hand, still need additional research, especially as data grows larger. Using the 
compression technique is a solution to reduce the size of data which is investigated by many 
researchers. However, encoding and decoding of compressed data is a barrier for real-time 
processing, especially anomaly detection that sometimes need fast response.  
Due to physician shortages and rural location, getting prenatal care might be difficult. Multiple 
prenatal visits are required to collect basic fetal measures, which adds to the patient's stress. 
Pregnant women's access to prenatal treatment may be aided through remote monitoring. Remote 
monitoring has been found to be beneficial in high-risk pregnancies, particularly in women with 
gestational hypertension and diabetes [6.1]. Compressing signal enables monitoring numerous 
patients through wireless network in limited bandwidth. Moreover, it can pave the way of distance 
monitoring of maternal and fetal cardiac status. When data is compressed, it can solve many 
problems: bandwidth use will be reduced, transmission speed will rise, and the risk of data loss 
will be reduced. 
In this chapter, a lossy compression technique based on a combination of B-spline fitting and 
ant colony optimization is utilized for compression. The proposed method is applied to ECG 
signals from the MIT-BIH Arrhythmia Database and 15 recorded ECG using designed hardware. 
The compression ratio and the percentage root mean square difference show the superior 
performance of the proposed method regarding the state-of-the-art methods in the literature. 
Finally, the diagnosis distortion and the size of transmission or restoring is compared with when 
data is uncompressed. The whole design offers an effective way of using ECG on distributed 
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Electrocardiogram (ECG) is widely used in the medical field due to non-invasive detecting 
cardiac anomalies. Transmission, storage and monitoring are necessary for all ECG platforms, 
from conventional ECG recording methods to portable and wearable approaches. In this 
regard, compression algorithms are used for reducing data size which make transmitting and 
storing easier. In this work, an efficient near lossless compression technique is designed that 
can be used for monitoring and visualization. The compression technique used a combination 
of B-spline interpolation and ant colony optimization. since the B-Spline coeffcients of the 
signal are calculated as compressed data, the signal can be visualized without decompression 
which can save time respecting to state-of-the-art techniques. The MIT-BIH Arrhythmia 
Database and 15 recorded ECG are used for validation. Averagely, 7.8 ± 1.1 compression ratio 
and 2.3 ± 1.4 % percentage root-mean-square difference are achieved. Moreover, the 
experimental analysis proves the superiority of the proposed technique over state-of-the-art 
techniques and ensures efficient compression, as well as preserving the quality of the original 
ECG.  
 
Keywords: ECG, Signal Compression, B-Spline, near lossless 
 
 Introduction 
An Electrocardiogram (ECG) is a physiological signal which can be used for the diagnosis of 
heart diseases [1]. Traditional ECG uses twelve electrodes for measuring heart activity for a 
short time. Holter is another standard method for recording ECG that record the heart activity 
with a duration of 24 hours or more [2]. Besides, emerging wireless sensor networks (WSNs) 
and the internet of things helped to bring new technologies like wearable ECG and WSN-based 




be recorded with 100 to 500 Hz sampling frequency [4] and as an example, three channels of 
24 hours ECG can typically take over two hundred megabytes. Therefore, transmitting signal 
is a challenge that would be more difficult with increasing resolution, sampling frequency, 
number of channels, and number of signals. Signal compression is one of the solutions for 
sending and storing signals [5]. However, the compressing and decompressing parts need to 
be fast and with least loss, especially for monitoring vital signs which are very important to be 
visualized precisely and real-time.  
Effective ECG compression focuses on efficient transmission and data storage without missing 
essential diagnostic information. In the literature, there are several ways for compressing the 
ECG signal: time domain compression, transform domain compression, compression by 
parameter extraction, and hybrid approach [6]. In the time domain compression approach, the 
original time-domain ECG signal characteristics are examined, and redundant data points are 
eliminated. This approach is reasonably quick to process since no substantial data translation 
or transformation is required [7]. The transform domain compression approach, on the other 
hand, works by transforming the original signal to a frequency or spatiotemporal signal. As a 
result, it takes longer to process than the first approach, despite the fact that it compresses data 
more efficiently [8]. The third ECG compression approach is parameter extraction 
compression. This technique needs the extraction of complicated features from the signal. 
The  features are determined using a variety of learning approaches, which are subsequently 
employed to compress the original signal and then conserved for decompress [9]. Dictionary 
learning [10], and deep learning [11] are two examples of modern feature extraction 
approaches. To develop an effective compression strategy, the hybrid compression approach 
integrates the details from time-domain, transform-domain, and parameter extraction methods 
[12]. The final two approaches are more computationally intensive than the first two. As a 
result, they demand additional processing time and resources. 
Nonetheless, compression and reconstruction performance may be enhanced even further. This 
paper uses a time domain approach based on combination of the B-spline interpolation and the 
ant colony optimization for ECG compression. The proposed method improves the Quality 
Score (QS), which are well-known metrics for signal compression [13]. Due to using time 
domain and B-Spline technique, the data compression is fast and compressed data can be used 
for visualization and monitoring purposes without decompression owing to B-spline 
characteristics. The MIT-BIH Arrhythmia Database and 15 recorded ECG are utilized for 
evaluating the performance of compression.  
The rest of the paper is organized as follows: in the next section, information about the datasets 
and formulation of methods used in this study is presented. Section 3 provides the results of 






For real system testing, a device for recording the ECG signal is built. The device is made by 
a Raspberry Pi 2 (RP2) and a PIC microcontroller to sample ECG signals at 360 and send it to 
the RP2. The ECG sensing uses capacitive sensors, the Electric Potential Integrated Circuit 
(EPIC), made by Plessey Semiconductors [14]. These sensors are equivalent to the standard 
ECG patches. The electrodes are isolated from the human body being measured to have 
protection and safety. A circuit was designed and built to receive an ECG signal on the 
fingertips. The EPIC sensors pick up the signals from the thumbs to generate an ECG 
waveform. The ECG waveform is digitized by a small microcontroller having 10-bit ADC 
before sending it to the Raspberry Pi. A total of 15 signals from different subjects are recorded 
in one minute. Each subject is selected among university students with the general public 
voluntarily and ethic approval. 
Moreover, 48 signals, from the MIT-BIH Arrhythmia Database are used for justification [15]. 
The reason for using MIT-BIH is that many other studies used this database and comparison 
with other methods would be easier [16]. The ECG recordings were acquired from BIH 
Arrhythmia Laboratory which studied 47 subjects and recorded 48 two-channel ambulatory 
ECG recordings of half-hour lengths. The recordings were digitized at 360 
samples/second/channel which had an 11-bit resolution over 10mV range.  
6.2.2  Proposed method 
The block diagram of the proposed method is depicted in Figure 6.1. In summary, signals are 
filtered and normalized. Then the rectangular windowing is applied on signals to segment 
signals to small sections. In the next step, the compression algorithm which is made by 
combination of ant colony optimization and B-spline interpolation is used for compressing 
each segment. After compression, signals are reconstructed, and performance metrics are 




















ECG signals are commonly contaminated by various noises throughout collecting and 
transmission in the real world. Multiresolution, a branch of the wavelet transform, has 
produced excellent results in noise reduction processing in a variety of disciplines, including 
ECG signal [17], speech signal [18], and images [19]. Multiresolution, on the other hand, is 
highly dependent on selected wavelet threshold and wavelet function. The best choice for 
finding maximum decomposition level is stopping decomposition when the signal becomes 
shorter than the FIR filter length for a specific wavelet [20]. Moreover, many scholars 
perceived the Symlet wavelet transform to be the best wavelet family for ECG denoising [21, 
22]. 
In this regard, we used Sym4 [21–24] for denoising and the threshold for filtering coefficient 
is selected based on Wang et al. [21] method that use adaptive thresholding for each level. If a 
consistent global threshold is used, the same frequency band may be removed at different 
decomposition levels, causing the original signal to deviate from its original shape. 
Then, signals are linearly normalized in range of 0-255 to be quantized using 8 bits. The 
rectangular sliding window with length of the second is performed for segmenting. Next, the 
B-spline fitting algorithm is combined with ant colony optimization and applied to the signal 
window.  The detail of compression is provided in the next step.  
6.2.2.2 B-spline fitting 
Basis spline (B-Spline) is a spline function that has minimal support regarding the given 
smoothness, degree and domain partition. Using B-spline for curve fitting problem has several 
merits respect to polynomial fits. High order polynomials tend to oscillate; while the B-spline 
is smooth and well behaved.  The adjacency of local polynomials for creating a piecewise 
regression may produce discontinuities in connecting pieces. While the B-spline is continuous, 
and its polynomial segments have continuous derivatives. Furthermore, exact or approximate 
fitting a signal using B-spline is computationally efficient [25]. 
Suppose {𝑐}𝑖=0
𝑛  are control points. The B-spline curve of degree 𝑝 can be defined as Equation 
6.1 




(𝒕)       (6.1) 
Where, 𝑁𝑖
𝑝(𝑡) is the B-spline basis function which is defined on knot vector 𝑈 =
{𝑡0, 𝑡1, … , 𝑡𝑛+𝑝+1} while 𝑡𝑖 ≤ 𝑡𝑖+1  ;    𝑖 = [0, 𝑛 + 𝑝]. The basic function 𝑁𝑖
𝑝(𝑡) can be defined 
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𝒑−𝟏(𝒕)        𝒑 ≥ 𝟏       (6.3) 
 
The interior knots of 𝑈 are knots with an index of 𝑖 = [𝑝 + 1, 𝑛] and they denoted by 𝑚𝑖. 
Interior knots can be categorized into active and inactive knots. If (𝑝 + 1 − 𝑚𝑖)th order 
derivative of 𝑐(𝑡) is discontinuous in 𝑡𝑖, knot 𝑡𝑖 is called active. The 𝑘th order derivative of 
𝑐(𝑡) can be defined as Equation 6.4 and 6.5. 















 ,   𝒌 > 𝟎
       6.5) 
Suppose the ECG samples are represented by 𝑦𝑗, where 𝑗 𝜖 [1, 𝑁]  corresponds to the sample 
indices. The least-square problem can be defined as the following Equation. 
𝓮 =  
𝟏
𝑵
∑ (𝒈(𝒋) − 𝒚𝒋)
𝟐
 𝑵𝒋=𝟏      (6.6) 
Where 𝑔 is defined in Equation 6.1 and is the B-spline. For having a continuous regression this 
equation subjects to 𝑔(1) = 𝑦1 and 𝑔(𝑁) = 𝑦𝑁 .  
The least-square norm is an unbiased estimation when the signal is corrupted by white zero-
mean noise. Moreover, when measurement data is stochastic process and the error follows 
Gaussian distribution, the least square method gives the minimum estimated variance [26].  
According to Karczewicz et al. [27] the cubic (𝑝 = 4) B-spline is an appropriate choice for 
ECG compression, regarding the computational cost and accuracy. Therefore, the number and 
location of knots and control parameters (𝑐𝑖 in Equation 6.1) should be optimized for the curve-
fitting problem. The Ant Colony Optimization is used for optimization which is elaborated in 
the next subsection. 
6.2.2.3 Ant Colony Optimization 
The B-spline fitting problem depends on the number of knots, knots position, and control 
parameters and according to Equation 6.2 and 6.3, knots have non-linearity characteristics. In 
this regard, the objective function (Equation 6.6) is a non-convex function and may have 
several local minima. Therefore, using stochastic optimization can increase the chance of 




and makes the compression harder. Therefore, the compression ratio (CR) should also be used 
in optimization objective. The cost function is provided in Equation 6.7, where ℯ is defined in 
Equation 6.6 and µ is tuning parameters for balancing CR and means square difference.  
𝑪𝒐𝒔𝒕 =  
𝓮
𝑪𝑹
                        (6.7)      
The Ant Colony Optimization (ACO) is a stochastic optimization technique that is inspired by 
the behavior of ants for finding their path from colony to food source [28]. In ACO, ants try to 
find the minimum cost path in problem space and help each other by pheromone trails in 
finding the optimum solution. The problem should be presented as a graph in which the 
probability for selecting node 𝑗 from the node 𝑖 for ant k is 𝑃𝑖𝑗











              (6.8) 
Where τ is the level of pheromone trail between two nodes,  𝜂 is the visibility from one node 
to another, α denotes to how much the pheromone trail has an influence on final probability 
and is set to 0.5, β represents the influence of visibility from one node to another which is set 
to 1.2, 𝑣𝑖
𝑘 is the neighborhood of node i that ant k has not visited yet. When an ant cross from 
node i to j, it deposits pheromone based on Equation 6.9.  
𝝉𝒊𝒋 = 𝝉𝒊𝒋 + ∑ ∆𝝉𝒊𝒋
𝒌𝒏
𝒌=𝟏                 Equation 6.9) 
Wherein, ∆𝜏𝑖𝑗
𝑘  is the amount pheromone that ant k deposited between node i and j. If the arc 
between node i and j belongs to the full tour constructed by ant k, ∆𝜏𝑖𝑗
𝑘  will be 
1
𝑙
 where 𝑙 is the 
length of the tour. Moreover, a pheromone trail between nodes i and j is evaporated with 
evaporation rate ρ. Hence, the τ will be updated by the weight of (1-ρ). For improving the 
convergence rate of the algorithm, optimized parameters for each signal window are used as 
initial points for the next signal window. The termination criteria are set to 50 iterations of 
algorithm, and it can also be set for reaching an acceptable error with an appropriate 
compression ratio. Furthermore, all optimized coefficients are based on 8-bit resolution.   
6.2.3 Validation 
The CR and PRD of selected signals from MIT-BIH and recorded signals are evaluated. The 
percentage root-mean-square difference (PRD) and compression ratio (CR) are provided in the 
following equations as performance indices.  







          (6.10) 
𝑪𝑹 =
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑩𝒊𝒕𝒔 𝒊𝒏 𝒖𝒏𝒄𝒐𝒎𝒑𝒓𝒆𝒔𝒔𝒆𝒅 𝒔𝒊𝒈𝒏𝒂𝒍
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑩𝒊𝒕𝒔 𝒊𝒏 𝒄𝒐𝒎𝒑𝒓𝒆𝒔𝒔𝒆𝒅 𝒔𝒊𝒈𝒏𝒂𝒍





Where, 𝑦?̂? is the 𝑖th approximated of the signal. The decline in the quality of reconstruction is 
often followed by a rise in CR. Therefore, the quality score (QS) is defined to represent the 





          (6.12) 
Comparing the cost function in Equation 6.7 and the QS function reveals that both are showing 
same tradeoff. In other words, the QS is inverse of the cost function that we intent to minimize. 
For calculating that how much percent of the signal is compressed the Equation 6.13 can be 
used.  
𝑪𝑹 (%) = (𝟏 −
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑩𝒊𝒕𝒔 𝒊𝒏 𝒄𝒐𝒎𝒑𝒓𝒆𝒔𝒔𝒆𝒅 𝒔𝒊𝒈𝒏𝒂𝒍
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑩𝒊𝒕𝒔 𝒊𝒏 𝒖𝒏𝒄𝒐𝒎𝒑𝒓𝒆𝒔𝒔𝒆𝒅 𝒔𝒊𝒈𝒏𝒂𝒍
 )  × 𝟏𝟎𝟎       (6.13) 
For diagnostic distortion analysis purposes, the mean value of the original ECG signal and the 
restored signal are calculated and then subtracted from them. Using Daubechies 9/7 
biorthogonal Wavelet filters up to 5 levels, all signals are decomposed. The QRS complex 
typically has the highest amplitude and the widest spectrum, therefore the QRS complex is 
visible on all levels. It is more noticeable in the second and third levels, though. On the first 
two levels, the P and T waves are not apparent and  are primarily belong to four and five levels. 
The deviation between the original signal's Wavelet coefficients and the reconstructed signal's 
Wavelet coefficients is determined by the percentage root mean square difference, referred to 
as Wavelet PRD (WPRD). Finally the Wavelet Energy based Diagnostic Distortion (WEDD) 
is calculated by the weighted average of WPRD in all levels [29]. 
𝑾𝑬𝑫𝑫 = ∑ 𝒘𝒍
𝑳+𝟏









, 𝐥 = 𝟏, 𝟐, 𝟑, … 𝐋       (6.14) 
Where, 𝑊𝑃𝑅𝐷l is the error in l-th sub band, and  𝑑𝑙(𝑘) and 𝑑𝑙(𝑘)̆ are the k-th wavelet 
coefficient in l-th sub band of original and reconstructed signal, respectively.  
 Experimental results and discussion 
6.3.1 Results  
For every second, ACO is utilized for fitting a series of B-spline. As an instance, for the first 
180 samples of one of the recorded signals which are depicted in Figure 6.2, 12 knots are 
selected, and 15 control points are optimized by ACO with a 10-bit resolution. Therefore, 
instead of sending 150 10-bit samples, 27 8-bit samples are sent. Hence, the PRD 3.6 and CR 





Figure 6-2. The approximated ECG with the proposed method for one of the recorded signals. 
The performance of the compression is provided in Table 6.1. According to Table 6.1, 
improving CR leads to increasing PRD and decreasing CR makes PRD better. For having a 
comprehensive comparison, the overall range of PRD and CR is provided. Moreover, WEDD 
is shown for evaluating diagnostic distortion. WEDD can be in different range, such as 
excellent (0-4.6), very good (4.6-7), good (7-11.2), not bad (11.2-13.6), and bad (>13.6) [29]. 
According to Table 6.1, the diagnostic distortion is marked in very good range, which means 
the proposed method does not remove important part of signals.  
Table 6-1. The result of the proposed method. 
Dataset 
CR PRD (%) WEDD 
Average ± 
std 
[min, max] Average ± std [min, max] Average ± std 
[min, 
max] 
   MIT-BIH 7.8 ± 1.0 [6.8, 8.3] 2.3 ± 1.4 [1.3, 3.4] 4.2 ± 2.3 [3.6, 6.2] 
Recorded 
signals 
8.1 ± 1.3 [7.0, 8.9] 2.1 ± 1.0 [1.4, 3.5] 3.8 ± 1.9 [3.4, 5.9] 
std: standard deviation; CR: Compression Ratio; PRD: Percentage Root mean square; WEDD: Wavelet energy 
based diagnostic distortion; Difference. min: minimum; max: maximum. 
The proposed method for compression and anomaly awareness is performed by MATLAB 
(The MathWorks Inc., Natick, MA, USA) with a Core-i7 3.6 GHz CPU with 8 GB of RAM. 
The computational time for 150 samples of the signal in the compression, decompression is 
1.6 ± 0.9 seconds with Matlab. Since compiling a program, rather than interpreting, can 
improve the speed, C++ implementation of the proposed algorithm is evaluated and as the 
result, the computational time is decreased to 0.09 ± 0.01 second. Defining a process as a real-
time is a debate and depends on the application, however,  latency about 6 to 20 millisecond 
can be supposed near real-time [22]. 
 
6.3.2   Comparison of compression performance 
The proposed method is compared with similar research, reported in the literature, in Table 6.2 




means square Difference beside a high compression is the merit of the proposed method. As 
instances, Polania et al. [30] performed simultaneous orthogonal matching pursuit and could 
achieve a better PRD than this research, but with a less CR. Mamaghanian et al. [31] compared 
discrete wavelet transform (DWT) and sparse binary sensing and report a real-time 
performance for the sparse binary method but with low precision that has 9% PRD. Chae et al. 
[32] also used a modified TH-DWT and only test one signal. Moreover, there is no systematic 
real-time validation. Elgandi and Ward [33] used adaptive linear predictors and obtained a 
compression ratio 6.4 along with QRS detection. Their method is real-time, but the proposed 
method is superior. The proposed method is also compared with recent method that is proposed 
by Jha CK [34], wherein the wavelet transform and empirical mode decomposition are 
combined. Although, their method has higher compression ratio, but the proposed method can 
achieve better PRD which leads to a better QS. Overall, the QS of the proposed method is 
superior to other methods. 
Table 6-2. Comparing the proposed method with other methods in the literature. 








One record from 
MIT-BIH 
86.1 7.2 2.5 2.8 
[31] 2011 Compressive Sensing 
All records in MIT-
BIH 
70.5 3.4 9.0 0.3 
[35] 2012 Wavelet Transform 
10 records from MIT-
BIH 
75.0 4.0 1.6 2.5 
[36] 2013 
Encoding with Modified 
Thresholding 
4 records from MIT-
BIH 
81.4 5.4 2.7 2.0 
[32] 2013 Compressive Sampling 
One record from 
MIT-BIH 




48 records from MIT-
BIH 
84.8 6.6 2.6 2.5 
[12] 2016 
Combining of EMD and 
wavelet transform 
11 records from MIT-
BIH 




5 records from MIT-
BIH 
95.0 20 10.6 1.8 
[33] 2017 
Prior knowledge in 
compressed sensing 
11 records from MIT-
BIH 




105 records from QT 
Database 





48 records from MIT-
BIH 
47.3 1.9 4.7 0.4 
[34] 2021 
Combining of EMD and 
wavelet transform 
48 records from MIT-
BIH 
95.3 21.5 6.8 3.1 
Current 
Study 
2021 Proposed Method 
48 records from MIT-
BIH 
87.1 7.8 2.3 3.4 





6.3.3   Ablation studies 
Two ablation studies are performed to evaluate effect of window length and optimization 
algorithm. In the first ablation study, window length including 0.25, 0.5, 1, 2 and 3 seconds 
are compared on performance. In this regard, signal are segmented using defined window 
length and proposed method is applied on it. Figure 6.3 shows the CR, PRD (%) and QS for 
different window length. The best QS is achieved by setting window length to 1 second. By 
reducing window length, the PRD can improve, however the CR is increased since number of 
knots and other parameters are increased. On the other hand, increasing the window length 
improve compression ratio but the error can increase.  
 
Figure 6-3. The effect of changing window length on the performance. The optimum window length is 1 
second, since the QS is in the best condition. 
In the second ablation study, the genetic algorithm (GA) and particle swarm optimization 
(PSO) algorithm are also tested on parts of the data for measuring performance. In multiple 
runs, PSO and GA converge to the identical optimum solution which is found by ACO. 
However, their convergence rate is a little slower than ACO. Figure 6.4 shows a comparison 






Figure 6-4. Convergence rate of the ACO for B-spline fitting problem comparing to the Genetic 
Algorithm (GA) and Particle Swarm Optimization (PSO) algorithm. 
The proposed method works property on ECG. Nevertheless, it can be applied on other signals 
such as PPG or arterial blood pressure. The limitation of the current study is that the proposed 
method cannot be applied to high-frequency signals such as EEG or EMG due to the noisy-
like waveform. In other words, when the signal has high frequency components and has a lot 
of variation, the estimated number of knots and control points is high, and the compression 
cannot achieve a good CR.  
 Conclusion 
The paper proposed a time domain compression algorithm for ECG signal. It utilized a 
combination B-spline interpolation and ant colony optimization on MIT-BIH Arrhythmia 
Database and some recorded ECG. The technique achieved higher efficiency in terms of 
quality score. Ablation studies showed that optimum window length for the compression is 1 
second. Moreover, changing the stochastic optimization algorithm does not influence on final 
result. The speed of the proposed method is evaluated which show real-time performance.  
Furthermore, the Wavelet Energy based Diagnostic Distortion is also used to assess preserving 
the quality of the reconstructed ECG signal for diagnosis purposes. Overall, the proposed 
method can compete with state-of-the-art methods and has potential to be used in real-time 
clinical applications.  
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7 CONCLUSION AND FUTURE DIRECTION 
 Summary and conclusion 
This thesis presents potential improvement in cardiac status monitoring of fetal and maternal 
using artificial intelligence. Developing an end-to-end monitoring system using the defined 
methodology in each section leads to a novel, easy-to-use, non-invasive, continuous, robust to 
noise, and efficient evaluation of maternal and fetal cardiac status during pregnancy. 
 In chapter 2, a robust method for deconvolution of biomedical signals is presented. The 
suggested method is tested in two different ways. First, the suggested method is used for single-
channel ECG denoising in conditions with a very low signal-to-noise ratio. Second, the 
suggested technique extracts the QRS complex from a single thoracic channel from a maternal 
ECG.  This study shows that the proposed algorithm works in harsh situations, wherein SNR 
is very low, such as -20 dB, or when the naked eye's ECG signal is not detectable. In these 
situations, the algorithm can improve the SNR by about 31 dB steps. 
 In chapter 3, we introduced a method for converting maternal abdominal ECG to fetal 
ECG. We trained a generative network that can either synthesize Maternal ECG or extracting 
FECG. The proposed method does not need pairing maternal and fetal ECG for training, and 
this feature eliminates the lack of enough dataset for training a deep learning model. Moreover, 
the proposed method does not need tuning, and probability calibration strategies applied to the 
trained model showed that the model has enough generalization.  
The technology to accurately measure FECG is mainly unavailable, which is the fundamental 
reason for its exclusion from clinical settings. As a result, there has not been much study linking 
ECG features to FECG outcomes on a broad scale, despite the high similarity of ECG and 
FECG. Moreover, the lack of gold standard datasets for FECG anomaly detection is another 
reason FECG arrhythmia detection using deep learning has not achieved much success like 
other fields where deep learning gained high performance. This is partly due to the absence of 
comprehensive clinical information about fetal cardiac function and partly due to the low 
signal-to-noise ratio of FECG compared to the maternal ECG. As explained in previous 
chapters, we tried to cancel noises, robust design systems for FECG extraction.   
Chapter 4 designed an anomaly detection system for FECG using a pretrained system based 
on adult ECG anomaly detection using the least FECG training sample. The proposed active 




399 training samples; in contrast, training a model with random weight using active learning 
required twice annotation data. The annotation effort can even be increased three times when 
there is no active learning and transfer learning. The proposed active learning approach can be 
used in clinical machine learning, where the annotation is costly and hard to achieve.  
In chapter 5, extracting blood pressure using only PPG signal is investigated. Previous cuff-
less methods used a combination of ECG and PPG. The proposed method does not need to 
synchronize ECG and PPG signals, and only one electrode (PPG) can predict blood pressure 
with high precision. Continuous measuring blood pressure using only one signal that is more 
robust against motion than ECG recording techniques is one of the merits of the proposed 
method. We assumed that designing the proposed hardware, which is cheap to create, eases the 
monitoring of maternal blood pressure during pregnancy and enables controlling pre-
eclampsia, gestational hypertension, and premature delivery. 
Finally, in chapter 6, a compression approach is suggested for compressing ECG signals. The 
proposed method can apply to biomedical signals that are smooth like ECG, such as PPG and 
FECG. The proposed compression scheme has low diagnosis distortion, which means it can 
maintain signal quality for diagnosing anomalies after decompression. Moreover, the 
decompression phase is faster than state-of-the-art methods with similar compression ratios 
but slower than the proposed method. 
All these goals can be combined in an end-to-end system for maternal and fetal cardiac 
monitoring. The mother's PPG and AECG are recorded to provide data into the system. A 
denoising method is then applied to each signal to remove artifacts. The AECG is then 
converted to FECG, and anomaly detection is performed. Simultaneously, blood pressure is 
calculated from the PPG signal. Acquired data may be compressed and used to fill a status 
report, or it can be used individually to investigate a specific issue. 
  
 Future research direction 
The United States has the greatest maternal mortality rate of any developed country, continuing 
to climb. Cardiovascular disease is the leading cause of morbidity and death during pregnancy 
and the postpartum period. Cardiac arrhythmias are another prevalent pregnancy problem in 
women who have underlying structural heart disease. There are many variables in practice 
since there is not much data on effectively caring for pregnant women with heart disease. 
However, the current study can help to monitor and store data to correlate these treatment 
techniques with mother and fetal outcomes. 
Developing and testing an end-to-end system using combination of all proposed objectives is 
the ideal goal of this project. Considering the size of the AI-powered monitoring device along 
with computational performance, especially for running deep learning algorithms, is one of the 
challenges. Custom components might lower the system's size and power, allowing it to be 




using advanced neural architectural search, knowledge distillation and pruning neural 
netowkrs are some of the potential future works for implementing the proposed objectives.  
Finally, this study was evaluated with limited sample size and datasets. Further testing and 
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