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Abstract
In the random 2-SAT problem, we are given a set C of m disjunctions of two literals chosen
at random within the ( 2n2 ) pairs of distinct literals coming from n logical variables. The basic
problem is to /nd out for which values of the ratio =m=n the disjunctions in C are almost surely
simultaneously satis/able (or almost surely not simultaneously satis/able) as n tends to in/nity.
The purpose of this paper is to review the main steps in the solution of this problem, starting
with the location of the asymptotic critical ratio around 8 years ago and ending with the recent
almost complete solution due to Bollob4as et al. Thus, this paper is not a review in the usual
sense of the word, i.e., it does not include all the known results about random 2-SAT. We will
also make a few comments concerning the behaviour of the number of satisfying assignments
of random instances of 2-SAT below the critical ratio, a problem relevant to theoretical physics.
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1. Introduction
Let {p1; : : : ; pn} denote a set of n propositional variables. The corresponding set of
literals is {p1;¬p1; : : : ; pn;¬pn} where ¬p denotes the negation of p. The comple-
ment ¬‘ of a literal ‘ is ¬p if ‘=p and is p if ‘ is ¬p. A clause is a disjunction
of literals. If C= {c1; : : : ; cm} is a set of clauses, we associate to C the CNF formula
F =
∧
16i6m ci. Alternatively, we will write F = {c1; : : : ; cm}. F is said to be satis/able
i; there is a model for F , i.e. a set M of literals not containing any pair of comple-
mentary literals and having non-empty intersection with each clause in F . This is of
course the same as saying that there is an assigment of truth values, TRUE or FALSE,
to each variable, which makes F TRUE by the rules of standard propositional logic.
In this case we write F ∈SAT. Otherwise, F is said to be unsatis/able and we write
F =∈SAT or F ∈UNSAT. Thus, SAT (resp. UNSAT) is the set of satis/able (resp.
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unsatis/able) formulae. The problem of deciding if the formula F is satis/able or not
is the well-known problem of satis/ability. It is NP-hard, even when each clause is of
length 3. However, when each clause contains exactly two literals (we shall then speak
of 2-CNF formulae), the satis/ability problem 2-SAT is easy. It can be solved by a
linear time algorithm [4]. Still, the optimization version of this problem, Max-2SAT, is
diGcult. In the optimization version we ask, given a set of clauses of length 2, what is
the maximum number of these clauses which can be satis/ed by a conveniently chosen
assignment. This is perhaps the most noticeable property of (non-random) 2-SAT [26]:
2-SAT is easy but its optimization version is hard. Actually, even approximation in the
optimization version is hard: Recall that the approximation ratio of an algorithm A for
a maximization problem is the minimum over all instances I of the ratio A(I)=OPT(I)
where A(I) is the value found by A on the instance I and OPT(I) is the optimum. It
has been shown that there exists a threshold s¡1 such that solving Max-2SAT with
approximation ratio s is NP-hard.
Here we are interested in random instances of 2-SAT.
Let  be some /xed positive real. (Later, we will let  depend on n.) Let F =Fn;m be
a 2CNF formula with m= n disjuncts (clauses) each containing two literals chosen
at random in the set {p1;¬p1; : : : ; pn;¬pn}. We are concerned with the following
problems.
Problem 1 (The threshold problem). Is there a /xed value 0 such that, for every
¿0,
• if 60−, then the probability that F is satis/able tends to 1 as n tends to in/nity;
• if ¿0 + , then the probability that F is unsatis/able tends to 1 as n tends to
in/nity.
Problem 2 (The 9nite size scaling problem). Here we ask, broadly speaking, for as
detailed as possible information on the probability of satis/ability at the threshold
and around the threshold. We look for an interval I(n) (the scaling window) with
maximum length and with the property that, for = (n)=m=n∈ I(n), the proba-
bility that Fn;m is satis/able and the probability that Fn;m is unsatis/able are both
bounded away from 0 as n tends to in/nity. Relying upon physical experience of
critical phenomena, it is expected that the length of I(n) will be (n−) for some
constant .
Problem 2 is of course a re/ned version of Problem 1.
Problem 3 (The model counting problem for random 2-CNF formulas). Let #MOD
(F)=f(n; ; !) denote the number of satisfying assignments for F =Fn;m, where 
is smaller than the threshold of satis/ability. (The appearance of ! is to stress the fact
that #MOD(F) is a random quantity.) Problem 3 asks, broadly speaking, for informa-
tion on #MOD(F) or rather on log #MOD(F), specially as n tends to in/nity. We will
of course be more explicit below.
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Problem 1 was solved around 8 years ago with =1 by Goerdt [21] and, indepen-
dently by Chv4atal and Reed [13]. Problem 2 has been nearly completely solved very
recently by Bollob4as et al. [7], see also [6]. Problem 3 has been solved recently [29]
using the so-called replica method, which is out of the scope of this paper. In fact, [29]
solves a more general problem. We present here rigorous lower bounds for the number
of models of satis/able formulae for r-SAT, for each /xed r¿2, due to Boufkhad and
Dubois [10], and a concentration result for 2-SAT due to Sharell [30], whose proof
does not use the replica method.
We should emphasize that random 2-SAT is only the /rst in a series of problems
with apparently increasing diGculty, namely random 2-SAT, random 3-SAT; : : : . We
now have quite detailed information on random 2-SAT (as we shall see, the informa-
tion concerning the threshold is almost complete) so that this case deserves a particular
exposition. In contrast, the information concerning just the next link of the chain, ran-
dom 3-SAT, is quite fragmentary. There seems to be a jump in the hardness of the
random problem, which parallels the jump in the hardness of the non-random prob-
lem, when one shifts from 2-SAT to 3-SAT. Here we only mention the actual best
bounds (which may have changed at the time of printing). The best lower bound
is due to Achlioptas [1] who proved, using a new idea, that a set of 3.145 n ran-
dom 3-clauses on n propositional variables is almost surely satis/able. The best upper
bound is due to Dubois et al. [15]. They announced a proof that a random 3-SAT for-
mula whose ratio #clauses=#variables is at least 4.506, has almost surely no satisfying
assignment. [15] uses also a new idea which might well lead to further improve-
ments.
For other references to random 3-SAT, see the bibliography in [7].
In a paper like this we ought specially to provide some motivation. Chv4atal and
Reed [13] and Goerdt [22] advocate algorithmic concerns which are traced in part to
Chao and Franco [12]. Another important motivation comes from the connections with
physics [27, 29, 6, 7].
1.1. Fixed size versus 9xed probability models
We use “almost surely” to mean “with probability tending to 1 as n tends to in/nity”.
We also use the abbreviation “whp” (with high probability) with the same intended
meaning.
Most often, we study instead of Fn;m, the random formula, denoted by Fn;p, where
each of the M = ( n2 ) distinct 2-clauses is present with probability p, with
p=
m
4
( n
2
) = m
2n2
(1 + O(1=n))
=

2n
(1 + O(1=n)):
It can be shown that this shift is harmless as long as we are concerned with almost
sure, or almost surely false, properties. In other words, any property which is almost
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sure (or almost surely false) in one of the models is also almost sure (or almost surely
false) in the other whenever p and m satisfy the above relation. See [7] for a more
detailed statement.
The plan of the rest of the paper is as follows. First we de/ne, after Apsvall
et al. [4], a useful digraph associated to each 2-CNF formula and give a proof of
its main property. Then we state the Threshold Theorem, which settles Problem 1, and
for which we present an almost complete proof. We state then the /rst re/nements of
this theorem, due to Goerdt (Theorem 2) [23] and to Verhoeven (Theorem 3) [31].
We present a nearly complete proof of Theorem 2, which is essentially the proof of
Goerdt, with a small improvement. We also present the main ideas in Verhoeven’s
proof of his Theorem 3. Then we focus on the recent paper [7] in which the scal-
ing window of random 2-SAT is obtained. We present the theorems and the main
ideas of the long proof. The last section is devoted to a recent unpublished result of
Sharell [30] concerning the concentration of the number of models of a random 2-CNF
formula.
2. The implication graph
Most arguments concerning random 2-SAT are based on a digraph D which we
de/ne now
The digraph D: Assume that the set of propositional variables X = {x1; : : : ; xn} is
/xed. Then, a 2-CNF formula F is de/ned by a set S of clauses of length 2 with
literals taken from the set L= {x1;¬x1; : : : ; xn;¬xn} corresponding to X . We de/ne the
digraph D=DF =(V (D); U (D)) as follows:
• The vertex set V (D) is the set of literals L.
• Each 2-clause li ∨ lj ∈ S gives two (directed) edges in U (D), namely ¬li→ lj and
¬lj→ li.
Viewing the edges of DF in the obvious way as logical implications, the relevance
of the digraph for the satis/ability of F is clear: an assignment is a model for F if
and only if it satis/es all the implications corresponding to the edges of DF .
A directed circuit in DF containing a variable x and its complement ¬x is called a
contradictory circuit. Apsvall et al. [4] (see also [16]) proved that F is satis/able i;
DF has no contradictory circuit. The only if part is clear. Let us sketch a proof of the
if part.
Some notation: For any two vertices x; y∈V (D), (any two literals), we use the
notation x D y to mean that there is a directed path in D joining x to y.
Following [7], we say that two literals are strictly distinct if they are distinct and
moreover they are not complementary one to the other. We say that a set of liter-
als is strictly distinct if it does not contain two complementary literals. We denote
by D+F (x) the out-graph of a vertex x in DF , that is the subgraph of DF spanned
by x and the vertices which can be reached by directed paths out-going from x.
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Similarly, D−F (x) denotes the subgraph of DF spanned by x and the vertices which can
reach x by directed paths pointing to x.
Lemma 1. If DF has no contradictory cycle; then F is satis9able.
Proof. The proof is by induction on the number of variables of F . Let us denote
by SC(x) the strong component of x in DF . (SC(x) is the subgraph of DF spanned
by the set of vertices which are linked to x by directed paths in both directions.)
We write SC(x)≺SC(y) if x y so that x′ y′ for every x′ ∈SC(x) and every
y′ ∈SC(y). Let SC0 be a minimal element in the partial order ≺. Then, the graph
SC0 spanned by the literals complementary to those in SC0 is a maximal element
of ≺. Let us set all literals in SC0 to FALSE (which sets all literals in SC0 to
TRUE). Then all the clauses containing at least one literal from SC0 ∪ SC0 are
satis/ed. The rest is a new 2-CNF formula whose graph has no contradictory
cycle.
We state now the Threshold Theorem.
Theorem 1. Let F =Fn;m denotes the 2-CNF formula which is the conjunction of m
clauses each containing two literals chosen at random in a set {p1;¬p1; : : : ; pn;¬pn}
of n propositional variables and their negations; and let m and n tend to in9nity.
Then:
(i) if m=n6c, c¡1 9xed; then F =Fn;m is almost surely satis9able;
(ii) if m=n¿c; c¿1 9xed; then F =Fn;m is almost surely unsatis9able.
Note that, by a previous remark, we can replace Fn;m by Fn;p with p= c=(2n).
Proof of Theorem 1, part (i). We present the proof of Chv4atal and Reed.
Chv4atal and Reed de/ne a bicycle as a formula with (at least two) distinct variables
x1; x2; : : : ; xs and clauses c0; c1; : : : ; cs such that there are literals ‘1; ‘2; : : : ; ‘s where each
‘r is either xr or ¬xr , each cr with 0¡r¡s is ¬‘r ∨ ‘r+1, c0 = u∨ ‘1, and cs=¬‘s ∨ v,
where u, s are chosen from x1;¬x1; x2;¬x2; : : : ; xs;¬xs.
Chv4atal and Reed then proceed to show that
(i) a random 2-CNF formula with cn clauses over n variables where c¡1 contains
a bicycle with probability o(1), and,
(ii) every unsatis/able 2-CNF formula contains a bicycle.
Let us begin with the proof of (ii). From Theorem 1, it follows that, if F is unsat-
is/able then DF contains a directed walk ‘0‘1 : : : ‘i such that ‘0 =¬‘i and ‘t =¬‘0 for
some t. If we choose a minimum t, then ‘1; ‘2; : : : ; ‘t are strictly distinct. Let t now be
the largest subscript such that ‘1; ‘2; : : : ; ‘t are strictly distinct. Then c0; c1; : : : ; ct with
cr =¬‘r ∨ ‘r+1, form a bicycle.
For the proof of (i), we shift to the model Fn;p where each clause is present
with probability p=2c=n. The probability q that the graph of Fn;p contains a bicycle
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satis/es
q6
n∑
s=2
ns(2s)2ps+1
=
2c
n
n∑
s=2
s2cs
= O(n−1):
This concludes the proof. Note that in fact, we only need q=o(1).
Proof of Theorem 1, part (ii). Our aim now is to show that, when c¡1 is /xed,
p= c=(2n), and F =Fn;p, then DF contains whp a contradictory cycle, that is there
exist whp a propositional variable p such that DF contains a directed path p ¬p
and a directed path ¬p p.
Fix a variable p. The idea is to develop 2 trees, one outgoing from ‘ and one
ingoing to ¬‘ and then to try to connect the end-points of these trees by an edge.
(Note that actually the two trees are developed together, since the edges u→ v and
¬v→¬u are either both present or both absent in DF .)
We use the following lemma.
Lemma 1. Let c¿1 be 9xed and let D=DF where F =Fn;p; p= c=(2n); c¡1; 9xed;
be de9ned as above. Let ‘ be any 9xed literal. Let k =  12 logc(2n). Let '+k (‘)
denote the set of literals which are reachable from ‘ by paths of length k in DF .
There exists then constants ¿0; (¿0 and q0¿0 such that; we have simultaneously
|'+k (‘)|¿ n1=2 and
∣∣∣∣∣∣
⋃
06j6k
'+j (‘)
∣∣∣∣∣∣6 (n1=2 (1)
with probability at least q0.
Proof. We refer the reader to [18] for the technical proof which uses the theory of
branching processes [24].
Lemma 1 implies that, for each /xed literal ‘, with probability ¿q0, we have, in
the graph DF , |'+k (‘)|¿n1=2, and |'−k (¬‘)|¿n1=2.
Call this event A. If
⋃k
i=0 '
+
i (‘) and
⋃k
i=0 '
−
i (¬‘) intersect, then we have a path
from ‘ to ¬‘. If not, then, conditionally on A, the probability that at least one edge
of DF links some vertex in '+k (‘) to some vertex in '
−
k (¬‘) is at least
1−
(
1− c
2n
)(1=2)2n
¿ 1− e−(1=4)2c: (2)
(The factor ( 12 ) appearing in the /rst exponent accounts for the fact that some of the
potential edges linking '+k (‘) to '
−
k (¬‘) may represent twice the same clause.)
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Thus, the probability of a path p1 ¬p1 is at least q= q0(1 − e−(1=2)2c). We can
apply the same reasoning for the probability of a path ¬p1 p1 starting now with a
graph whose number of vertices exceeds 2n−O(n)1=2 because of Lemma 1. We obtain
again the lower bound q. Thus, we get the lower bound q2 for the probability of the
joint existence of paths p1 ¬p1 and ¬p1 p1. If these paths exist, we are done.
Else, we consider p2 and so on. Since we suppress at most O(n1=2) vertices at each
trial, we can certainly make (n1=2) trials each with success probability (1). The
overall probability of success is thus at least 1− (1−(1))(n1=2) = 1− o(1).
The reader who wants to avoid the use of branching processes should look at the
proof of Theorem 1, part (ii), by Chv4atal and Reed, which is purely combinatorial.
The proof of Goerdt [22] uses the second moment method.
3. First re nements of the threshold theorem
Before the near complete solution of the threshold problem [7], two results were
proved which taken together bring a re/nement of Theorem 1. We state these results
in the Fn;p format.
Theorem 2 (Goerdt [23]). The random 2-CNF formula Fn;p with p6(1=2n)(1 −
1=
√
log n) is almost surely satis9able.
Theorem 3 (Verhoeven [31]). The random 2-CNF formula Fn;p with p¿(1=2n)(1 +
n−1=4w(n)) is almost surely unsatis9able.
In Theorem 3, w(n) denotes any function which tends to in/nity with n.
The proofs of Theorems 2 and 3 use the same starting point (which is also the
starting point of the proof of the second half of Theorem 1). In each case, one starts
by developing, to a certain extent, the out-tree D+(x) of a literal x and the in-tree
D−(¬x) of the complementary literal ¬x. Now, whereas for Theorem 3, we want to
/nd an x for which the vertex sets of D+(x) and D−(¬x) intersect (and the vertex sets
of D+(¬x) and D−(x) also intersect), for Theorem 2, we want to show that this is not
the case for any x. In a sense, Theorem 2 is more delicate than Theorem 3, since in
order to prove Theorem 2, we must at /rst sight develop entirely these trees whereas
for Theorems 1 (part ii) and Theorem 3, we are to a large extent free to develop these
trees until whatever level is convenient for us. It turns out however that Theorem 3 is
technically more involved.
Proof of Theorem 2. Actually we prove, essentially by the same method, a stronger
theorem.
Theorem 2b. The random formula Fn;p with p6(1=2n)(1 − n−1=8 log n) is almost
surely satis9able.
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Fix a variable x. We develop a tree X (x) which is a subtree of the out-tree D+(x)
of x, vertex by vertex (there are of course several choices) and ignoring the “back”
arcs. Also, whenever some new literal enters the tree we forbid the complementary
literal. We also de/ne the “complementary” tree Y (¬x)⊆D−F (¬x) which contains the
arc x→y i; X (x) contains the arc ¬y→¬x.
Goerdt shows that Fn;p is not satis/able if and only if there is a literal x such that
the graph DF contains an edge linking a vertex of X (x) to a vertex of Y (¬x) and an
edge linking a vertex of X (¬x) to a vertex of Y (x). (The if part is of course trivial.)
Let ut denote the number of vertices of X (x) when t vertices have been developed.
Then, the conditional distribution of the number of vertices added at the next step is
BIN(n − ut ; q) where q=2p − p2 and BIN(:; :) stands for the binomial distribution.
(Recall that only one of the literals x and ¬x can enter the tree.)
Based on this, Goerdt observes that, if we de/ne the sequence (Wi) by W0 = 1 and
Wi+1 =Wi + BIN(n; q), then Wt is distributed as BIN(tn; q).
Let now U =U (x) denote the size of the complete tree X (x) of x. We have
Pr(U ¿ t)6 P(Wt ¿ t):
Set p=(1− )=2n. Using Hoe;ding–Cherno; [25], we /nd
Pr(Wt ¿ t)6 exp
(
− 
2t
3
)
:
Fix = n−1=8 log n and t=4n1=4= log n. (Here we make a more careful choice than the
one in [23] and end with a better result.) Then,
Pr(Wt ¿ t)6 exp
(
−4 log n
3
)
= o(1=n):
Thus, the inequalities |X (x)|64n1=4= log n and |Y (¬x)|64n1=4= log n hold whp simulta-
neously for each literal x. Note that there are at most t2 = 16n1=2= log2 n possible arcs
linking X (x) to Y (¬x). Thus, the probability r that at least one of the corresponding
clauses is in Fn;p satis/es r=O(1=n1=2 log
2 n). There are two cases (i) and (ii).
(i) If X (x)∩X (¬x)= ∅, we need two clauses to get a contradictory cycle containing
x and ¬x. This has probability 6r2 =O(1=n log4 n).
(ii) If X (x)∩ X (¬x) = ∅, which happens with probability O(t2=n)=O(1=n1=2 log2 n),
the probability of a contradictory cycle containing x and ¬x is equal to r. The proba-
bility of this second case is thus also O(1=n log4 n).
Thus, overall the probability of a contradictory cycle containing x and ¬x is o(1=n).
The probability that the formula is not satis/able is o(1).
The reader should at this point compute the speed of convergence of p towards 1
allowed by the proof of Theorem 1, part (i), by Chv4atal and Reed and compare it with
the speed in Theorem 2b.
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Proof of Theorem 3. As we mentioned before, the proof of Theorem 3 runs along the
lines of that of Theorem 1, part (ii). But whereas for the latter there is plenty of room
and one can use quite rough estimates, for the proof of Theorem 3 one has to be
more careful. The proof of Verhoeven is based on properties of the “almost critical”
branching process GW=GW/; n, with o;spring distribution BIN(n; (1 + /)=n), with /
“small”, and which he uses to model the size of (parts of) the out- and in-going trees of
the graph DF . These trees are then used in order to get paths and then a contradictory
cycle in this graph, as was done above, but requiring more e;ort here. We reproduce
the main lemmas of the proof.
Lemma 3.
Pr(GW does not die)¿
2/
(1 + /)2
+ o(/):
Lemma 4. Let S denote the total size of GW. Conditionally on extinction; we have
E(S)6
1 + O(/)
/
:
Lemma 5. Let Xk denote the size of the kth generation of GW. Then; conditionally
on survival; the distribution of Xk dominates BIN(k; (1 + /)=n) for each 9xed k.
Lemma 4 comes in to bound above the number of visited vertices of DF in case
of failure at any particular stage. Lemma 5 gives a good lower bound (although only
with probability strictly smaller than 1) for the number of end-vertices of the tree
developed from some vertex inasmuch as this tree does not die, whose event probability
is bounded above by Lemma 3. The construction of the trees and paths of DF used by
Verhoeven is quite ingenious. We refer the reader to the original paper for the details.
4. The scaling window of random 2-SAT
As mentioned earlier, the problem of the scaling window for 2-SAT was almost
completely solved recently in [7]. The terminology “scaling window” comes from the-
oretical physics.
Write m=(1 + )n; = 1nn−1=3. In [7] the following theorem is proved.
Theorem 4 (Bollobas et al. [7]). There are constants 0 and 10; 0¡0¡1; 0¡10¡∞;
such that whenever |1n|60n1=3:
Pr(Fn; m ∈ SAT) = (1) if |1n|6 10
and
Pr(Fn; m ∈ SAT) = exp(−(|1n|−3)) if |1n|¿ 10:
Theorem 4 gives the exact form of the so-called “scaling window”:
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Corollary. For all su=ciently small 2¿0 the scaling window is of the form
W (n; 2) = (1−(n−1=3); 1 +(n−1=3)):
By the de/nition of the scaling window, the corollary says that both the probability
of satis/ability and the probability of unsatis/ability of Fn;m exceed 2 when the ratio
=m=n lies in an interval [1−C2n−1=3; 1+C2n−1=3] for some speci/ed positive constant
C2 depending only on 2. This is best possible in the sense that it does not hold anymore
if C2 is replaced by a suGciently large positive constant. It really seems hard to ask
for more detailed information!
The following easy consequence of Theorem 4 is mentioned in [7]. If again m=(1+
)n but  is now positive and independent of n, then
Pr(Fn;m ∈ SAT) = exp(−(3n)):
This improves both over the result of Fernandez de la Vega [18] that Pr(Fn;m ∈SAT)=
O(exp(−f()√n)) and the recent improvement of Achioptas and Molloy [3] that
Pr(Fn;m ∈SAT)=O(exp(−f()n)) for some f()¿0.
We cannot give within a reasonable amount of space a meaningful account of the
proof in [7] which is quite involved. Instead, we present the main new ideas (there are
many) which are used in this proof. We begin with the de/nition of the trimmed-out
graph.
The trimmed-out graph: For every literal x, [7] de/nes a corresponding “trimmed-out
graph” D˜+F (x). The graph D˜
+
F (x), whose vertex set is denoted by L˜
+
F (x), is a subgraph
of D+F (x). It is constructed by a step by step procedure which we do not reproduce
here and enjoys two main properties:
(i) The vertex set of D˜+F (x) is strictly distinct.
(ii) The unoriented graph underlying D˜+F (x) is distributed as the component of a
9xed vertex in the ordinary random graph with n vertices and edge probability
2p− p2.
Assertion (ii) is crucial. The trimmed-out graph moves us to the domain of the
ordinary random graphs with which we are more familiar.
The trimmed-out graph is a key ingredient for the control of the spine. Let us now
de/ne the spine.
The Spine of a 2-CNF formula: A subformula of a CNF formula F is the con-
junction of a subset of disjuncts of F . In [7], the spine S(F) of F is de/ned as the
set of literals x such that there exists a satis/able subformula G⊆F with the property
that G is satis/able and G ∧ x is not satis/able. [7] acknowledges inspiration from the
concept of the backbone B(F), introduced by Monasson and Zecchina [27]. It is not
hard to show that for every 2-CNF formula F we have
S(F) = {x | x  D+F ¬x}; (3)
where DF denotes as before the digraph corresponding to F . Moreover, the addition of
the clause x∨y to a 2-CNF satis/able formula F makes the new formula unsatis/able
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i; both x and y belong to S(F). We will see below that, when building a random
2-CNF formula by randomly adding clauses one by one and starting from the empty
formula, one can control the probability of satis/ability if one keeps suGcient control
on the spine. This is one of the main ideas in [7]. Let us show /rst how one can
approximate the size of the spine.
An approximate formula for the expectation of the size of the spine: We sketch
now the derivation in [7] of an approximate formula for the expectation of the size of
the spine (or rather an approximate relation between this expectation and a particular
functional of an ordinary random graph). Then, we will sketch the approximate deriva-
tion of the probability of satis/ability which is deduced in [7] from their knowledge
of the size of the spine.
Let us denote by Cq(x) the component of x in the (usual) random graph with n
vertices and edge probability q. (We use q=2p−p2.) Let x be any /xed literal. From
(3) [7] derive
E(|S|) = 2n
n∑
k=1
[Pr(|L˜+F (x)| = k)− Pr(|Cn; 2p−p2 (x)| = k)
−Pr(|L˜+F (x)| = k; L˜
+
F (x) is s:d:)]:
(s.d. is a shorthand for strictly distinct.) Then they show that for 2p − p2 near to
1=n, and k6(n2=3), the size of the largest component in the random graph, the
probability that L˜+Fn; p(x) is strictly distinct and has size k is well approximated by
Pr(|Cn;2p−p2 (x)|= k) so that the sum in the r.h.s. of the equation above is approxi-
mately 0. On the other hand, for 2p − p2 near to 1=n and k¿(n2=3), only the sum
over Pr(|Cn;2p−p2 (x)|= k) contributes. Thus one can use the approximation
E(|S(Fn; p)|) ∼ 2nPr(|Cn; 2p−p2 (x)|¿ n2=3);
i.e., one is left with a problem concerning ordinary random graphs. It is deduced from
this approximation that the expected size of the spine S(Fn;p) scales like n2=3 provided
p does not di;er from 1=2n by more than (n−1=3). Of course, an upper bound for
the variance of |S(F)| is also needed.
Lower bounds from the spine: The derivation of lower bounds for the probability
of satis/ability based on the size of the spine contains still another new idea. Let us
sketch it.
Let (Fp)06p61 and (6p)06p61 be “formula processes” where F0 =60 = ∅ and ran-
dom clauses are added one by one to Fp and also to 6p provided that this does not
make 6p unsatis/able. (The time interval [0; 1] is used to avoid a cumbersome nota-
tion.) De/ne from 6 a new process H by picking the birthday of each clause c not
in 61 uniformly in the interval [pmin ; 1] where pmin is the smallest value of p for
which 6p ∧ c is not satis/able. The basic observation is that H and 6 are identically
distributed. Armed with this, [7] are able to relate the probability of satis/ability of a
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random formula to the size of the spine. This derivation is very nice and not at all
trivial. Let us sketch it.
For any /xed F , let U (F) denote the number of di;erent clauses c such that F ∧ c
is unsatis/able. If F is itself satis/able, then
U (F) =
( |S(F)|
2
)
:
(Recall that F ∧ (x∨y) is unsatis/able i; x and y both belong to the spine.) Note
that, given 6p, the probability that the next clause is good is equal to
1− U (6p)
(1− p)M :
Therefore, conditional on the reduced processes (6) and H being satis/able (i.e. that
Hp=6p), the probability that Hp+2, 2 small, is satis/able is very near to
(
1− U (6p)
(1− p)M
)2M
= exp
(
−U (6p)
1− p 2+O(2
2)
)
:
Then, one can pass to the limit 2→ 0 in an obvious way, and obtain a closed formula
for the probability of satis/ability which still involves, however, the conditioning by
the “spine process” (U (6s)).
Hourglasses [7]: De/ne an hourglass as a triple (v; Iv; Ov) where v is a literal and Iv
and Ov are two disjoint sets of literals not containing v and moreover, for each x∈ Iv
there is a path x v in Iv ∪ v and for each x∈Ov there is a path v y in Ov ∪ v. Fur-
thermore, it is required that the set {v}∪ Iv ∪Ov does not contain two complementary
literals.
The hourglasses are used for the upper bounding of the probability of satis/ability. It
is a relatively simple matter to deduce the upperbounds in Theorem 4 from the existence
of suGciently many hourglasses in DF for the relevant values of the parameters. The
proof that there are indeed suGciently many hourglasses is not simple.
5. Concentration of the number of solutions to a random 2-CNF formula
The logarithm of the number of solutions to a random 2-CNF formula is the ground
state entropy of the corresponding physical system. It has therefore great importance.
It has been studied by Monasson and Zecchina, using the so-called replica method
[27, 29]. We present here a rigorous result, due to Sharell [30]. This result concerns
the values of  under the threshold. Before describing this result, let us mention the
following result of Boufkhad and Dubois [10] which concerns the more general case
of r-SAT, r¿2.
Boufkhad and Dubois de/ne the actual number of models of a CNF formula as the
number of assignments for the variables occurring in the formula and which satisfy it.
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Then they show, among other things, that, for each r, in a large interval of values of
, almost every r-SAT formula
• either is satis/able and his actual number of models is exponential in the number n
of variables;
• either is unsatis/able.
Let us denote by MODact(F) the set of the actual models of the formula F and let F
denote a random r-SAT formula. Assume that, for some /xed r, the threshold exists for
random r-SAT and assume moreover that, at the threshold, the proportion of satis/able
formulae is bounded away from 0. Then, the theorem of Boufkhad and Dubois im-
plies the following striking fact: at the threshold, the function 1=n log(#MODact(F)) is
bounded below by a constant strictly greater than 1 for almost all satis/able formulae.
We now describe the work of Sharell [30]. Let Fn;m denote as before a random
2-CNF formula with m conjuncts of length 2 on n logical variables, where m=n= ,
¡1, /xed. We are interested in the number of satisfying assignments of Fn;m. The
idea of Sharell is to use, in order to build Fn;m, a formula process (Fi)06i6m, as in
[7], where F0 is the empty formula and, for each 06i6m− 1, Fi+1 is obtained from
Fi by adding a random 2-clause Ci. We now write F for Fn;m.
We shall use the following “large deviations” theorem.
Theorem 5 (The Hoe;ding–Azuma inequality, Azuma [5]). Let X be a random vari-
able determined by n trials T1; T2; : : : ; Tn; and satisfying for each i:
max |E(X |T1; T2; : : : ; Ti+1)− E(X |T1; T2; : : : ; Ti)|6 bi
(where the max is over all possible outcomes T1; T2; : : : ; Ti); then
Pr(|X − E(X )|¿ t)6 2 exp
(
− t
2
2
∑
b2i
)
:
We shall use this theorem with X = log2(#MOD(F)) where #MOD(F) denotes the
number of satisfying assignments for our random formula F , and the (ordered) clauses
C1; C2; : : : of F in place of T1; T2; : : : : Let
Yk = E(X |C1; C2; : : : ; Ck+1)− E(X |C1; C2; : : : ; Ck):
We must bound above the |Yk |; 06k6m− 1. De/ne
max dev = max
!
max
06k6m−1
|Yk |:
Here, max! denotes the max over all realizations of the process and so max dev is a
very demanding bound: it is valid with probability 1. We shall in fact use Theorem 5
with an upper bound for the |Yk | smaller than max dev, but valid with suGciently high
probability 1 − , say, and add  to the right-hand side of the inequality asserted by
Theorem 5. This bound can be deduced from the following crux lemma of Sharell.
The degree d(c1; : : : ; ck) of a set of clauses is de/ned as the maximum number of
appearances of a literal in this set. A variable v is forced in a satis/able formula F if
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its truth value is the same in all satisfying assignments of F and #forced(F) stands for
the number of forced variables in F . (Since we assume that F is satis/able, the set of
forced variables is just the spine, previously de/ned, in which each literal is replaced
by the corresponding variable.)
If F =
∧
16i6m ci, we also write #forced(c1; : : : ; cm) for #forced(F).
Lemma 5 (Sharell [30]). Let X = log2(#MOD(F)); where F =
∧
16i6m Ci is the
formula corresponding to the sequence of random clauses C= {C1; : : : ; Cm}; and
let Yk ; 06k6m − 1; be as de9ned above. Let Fk be the sigma-9eld generated by
C1; : : : ; Ck . Then; for any non-negative integer r;
|Ym|6 d(c1; c2 : : : ; cm−1) + 14n#forced(c1; : : : ; cm−1)
2
|Yk |6 E(d(C)|Fk) + 2n(m− k)M
(
r + 1
2
)
+ 2nPr[d(C) ¿ r|Fk ]
+
1
4n
#forced(c1; : : : ; ck−1)2
provided that the 9rst k clauses c1; : : : ; ck are satis9able.
We do not give a proof of Lemma 5, but we sketch how the right-hand sides of the
claimed inequalities can be bounded.
1. Bounding above the probability of unsatis/ability. (This is also needed.) This
probability is O(n−1). (See the proof of Theorem 1, part (i), by Chv4atal and Reed.)
2. Bounding the degree of a random formula: It is easy to show that for any /xed
, the degree of a random formula Fn;m is O(log n) with high probability.
3. Bounding of the number of forced variables: From (3) and from the fact that the
trees D+F (x) and D
−
F (x) are “small”, one can see that the expectation of the number of
forced variables is O(1). By computing the variance, it can be shown that
Pr[#forced(C) = O(log n
√
n)] = 1− o(n−1):
Plugging these inequalities in Lemma 1, we /nd that |Yk |=O(log n
√
n) with prob-
ability 1− o(1), simultaneously for every 06k6m− 1. Thus we can take bi = b=O
(log n
√
n) in Theorem 5, which gives
Pr(|X − E(X )|6 n1=2 log2 n)¿ 1− o(1):
Since E(X )=(n), this provides the desired concentration result:
Theorem 6 (Sharell [30]). Let the ratio 0¡¡1 be 9xed and let Xn= log2(#MOD
(Fn)) denote the logarithm of the number of distinct models of a satis9able random
3-SAT formula Fn with n clauses on n logical variables. We have then; as n→∞;
Pr(|Xn − E(Xn)|6 n1=2 log2 n) = 1− o(1):
We note that it is not known how to compute E(Xn).
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6. Conclusions and some open problems
We have reviewed work on random 2-SAT with emphasis on the location of the
threshold and it seems to us that this particular aspect of random 2-SAT is now
nearly closed, although of course several of the new concepts which have emerged,
the trimmed-out graph, the spine, just to quote a few, certainly deserve further study.
In particular, any signi/cant improvement on large deviation results for the number
of forced variables in the subcritical region, which is strongly related to the size of
the spine, would immediately give an improvement on the tail probability in Sharell’s
theorem.
We have reviewed some very recent work of Sharell on the #models problem for
random 2-SAT formulas, showing concentration. However, we have mentioned that this
result is not complete, inasmuch that, as it is often the case, the concentration point is
not known, and, just as bad, it is not known if it moves (after the trivial scaling by
1=n) as n increases. Obviously, it would be very nice to clear these matters.
One can also ask what happens for  in the supercritical region, (so that a.e. 2-SAT
formula is unsatis/able), if we condition by satis/ability. Is there also a concentration
result in this case? This is apparently open for 2-SAT.
Recall that Max-2SAT is the problem, given a set of 2-clauses C= {c1; : : : ; cm}, of
/nding the maximum number of these clauses which can be simultaneously satis/ed,
by a conveniently chosen assignment. Here, we are interested in the random case with,
of course, the ratio  lying in the supercritical region, i.e. for ¿1. We do not know
any results about this problem, which is also certainly challenging and perhaps not
hopeless.
The appearance in this volume of a paper on random (2+p)-SAT, [2, 28], a problem
which obviously has a foot into random 2-SAT, served as an excuse for not mentioning
it previously. However, we certainly would not close this list without mentioning the
following beautiful problem stated in [2]:
Let F(n; rn) denote a random CNF formula on n logical variables, with n random
clauses of length 2 and and rn random clauses of length 3. What is the supremum of
the values of r such that F(n; rn) is almost surely satis/able?
In [2] it is proved that F(n; rn) is almost surely satis/able for r¡2=5.
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