A generalisation of Markov point processes is introduced in which interactions occur between connected components of the point pattern. A version of the Hammersley-Cli ord characterisation theorem is proved which states that a point process is a Markov interacting component process if and only if its density function is a product of interaction terms associated with cliques of connected components. Integrability and superpositional properties of the processes are shown and a pairwise interaction example is used for detailed exploration.
Introduction
There is currently much interest in building new models for spatial point processes which exhibit interpoint interaction of various kinds. In 7] we have noted that the majority of existing models belong to the class of \connected component Markov" point processes, in which interpoint interactions occur only between points belonging to the same connected component (in a certain sense) of the point con guration. This paper describes a larger class of models in which interactions also occur between components.
Suppose for example that we declare any two points x i ; x j in a point pattern x to be`neighbours' if jjx i ?x j jj r for some distance r. Construct the nite graph whose vertices are the points x i and whose edges join each pair of neighbours. Form the connected components (maximal connected subgraphs) of this graph. These de ne the connected components of the point pattern. A point process is called \connected component Markov" if its probability density factorises as There are several reasons for investigating such processes. New spatial point process models, particularly those exhibiting clustered behaviour, are of interest for applications to spatial data 14] . For digital image data, stochastic models which involve the connected components of the realization have recently been proposed 23, 22, 18] and one example has been adapted to the case of continuous germ-grain models 26]. Point processes with interaction between components may also serve as a convenient family of alternatives to the null hypothesis that the data come from a Markov point process.
Perhaps the strongest motivation for considering these processes is that there are many ad hoc methods of spatial data analysis which involve computing the connected components of the pattern. Examples are the single linkage clustering method of classical cluster analysis 16, p. 370] and the \friends-of-friends" algorithm in astronomy 2, x 8. 4 .1]. It is then natural to consider the stochastic model whose canonical su cient statistic is a vector of information about the connected components of the pattern.
The plan of the paper is as follows. Section 2 presents the basic framework and de nitions. Section 3 establishes a version of the Hammersley-Cli ord theorem, characterising all processes of the form (3) . Section 4 explores the properties of these processes. The special case of pairwise interaction (2) is explored in Section 5, particularly the likelihood, conditional intensity and behaviour of point patterns. Concluding remarks are made in Section 6.
Connected components
This section contains de nitions and basic results about connected component Markov point processes, and about related concepts needed for the sequel.
We shall consider nite simple point processes X in a Polish space W. As usual, the \points" of W may be points in R d , geometrical gures in R d , compact subsets of R d or other geometrical entities. A realisation x of X can be regarded as a nite set of points x = fx 1 ; x 2 ; : : : ; x n g where n 0 and x i 2 W. The sample space is the class of all nite sets of points in W.
We assume throughout that X has a probability density f : ! R + with respect to the distribution of the Poisson point process on W with intensity measure , where is some totally nite nonatomic measure on W. A simple example is the case where W is a compact subset of R d with nite positive Lebesgue volume W, and is Lebesgue measure restricted to W; then roughly speaking the probability of obtaining a realisation x = fx 1 ; x 2 ; : : : ; x n g is e ?jWj n! f(x)dx 1 De nition 1 A con guration x 2 is called path-connected with respect to if, for any y; z 2 x, there exist x i 2 x for i = 1; 2; : : : ; m such that y = x 1 x 2 : : : x m = z.
De nition 2 Let x 2 . A (connected) component of x is a maximal pathconnected subset y x with respect to . Any point x i 2 x is contained in a unique connected component of x, denoted c(x i ; x). The set of all connected components of x is denoted by C(x).
De nition 3 The set of all possible components from all possible point con gurations is C = fc 2 : c 2 C(x) for some x 2 g = fx 2 : x is path-connected w.r.t. g :
(1) (2) (3) (4) Figure 1 . Path-connected con gurations in the four examples of W and given in Example 1.
For clarity, we use c to represent a single component and ? to denote a set of such components. Points in a con guration x are denoted by x i , while points that do not belong to x are denoted by or . Proof. This is a direct consequence of (6). Proof. This is a direct consequence of (6) and De nition ??.
The following useful statement is trivial. Proof. Expanding (5) and applying Lemma 4, we get
The result is obtained by cancelling common terms. By Lemma 2.2, c( ; x ) depends only on and D( ; x). Hence, (9) depends only on and D( ; x).
Interactions between components
This section introduces the concept of interactions between components, including a de nition of Markov interacting component point processes. 
Proof. Given c 6 2 N( ; x ), we have c 6 2 N( ; R(?) c f g), as R(?) c x. Hence, if c is removed from R(?) c, N( ; x ) remains unchanged.
Remark: comparison with hierarchical clustering It is interesting to note a
relationship between connected components and the single linkage hierarchical clustering method of applied statistics (REFERENCE NEEDED). In brief, the hierarchical clustering algorithm yields a \dendrogram" or binary tree structure whose leaves are the points of the con guration x (see Figure 4) . Nodes represent subsets of the con guration. Cutting the dendrogram at a height r corresponds to forming the connected components of x with respect to the relation r of Example 1(1). In one dimension only, cutting the dendrogram at height r + k identi es all pairs of components which are related by k as de ned in Example (a). However in higher dimensions this operation does not correspond to a simple pairwise relation between components. The density in (12) is the continuous counterpart of 18, eq. (3)]. In the discrete case, the extension of pairwise interaction between components to higher order is yet to be explored. However, it is possible in the continuous case, and this extension will be shown in Section 4. 
The ratio h(x ) h(x) is given by equation (9) 
The result is then obtained by substituting (17) and (16) into (14) .
Example 6 Counterexample to show the necessity of condition (P1). Proof. Refer to Lemma 10 for a more general proof.
Characterisation Theorem
Ideas in the previous section will now be extended to include higher order interactions between components. We give a characterisation theorem of 
is obtained. Divide (19) by (18) to get the result. 
This is a re exive and symmetric relation on x for each x. Example 7 For the standard examples r and k , the resulting relation ' x is the restriction of r+k to x. That is, in this case ' x e ectively does not depend on x. This gives a Strauss-like pairwise MICP where every pair of neighbouring components contributes a constant factor to its density, which is f(x) = n(x) (x) : (27) The parameter > 0 is the intensity parameter, > 0 is the interaction parameter and the normalising constant. The canonical statistic is (n(x); (x)) where (x) = 1 2 #f(c 1 ; c 2 ) : c 1 c 2 ; c 1 and c 2 2 C(x)g: (28) is the number of unordered pairs of neighbouring components in C(x). 
For any function h : ! R 2 , and U is the score function E (U (X)h(X)) = r E (h(X)): By putting h(x) = (n(x); (x)) with substitution from (31)
In particular,
In other words, the rate of change of intensity of the point process X with respect to , is proportional to Cov (n(X); (X)). This is a standard property of exponential families when n(x) is one of the canonical su cient statistics. Simulation outputs are consistent with these results, see Figure 12 . The point process with density (27) di ers from the Strauss process in just one of the canonical statistic but it produces contrasting outcomes. The Strauss process shows \regular" point pattern, namely softcore, with < 1 and was suggested by Strauss for clustering with > 1 (although when > 1, the Strauss process is not stable 13]). A change in the canonical statistic from s(x) to (x) results in a process that exhibits clustering behaviour when < 1 and more orderly pattern when > 1.
Conditional Intensity and Properties
An explanation of this behaviour lies in the formation of components and neighbouring components. When > 1, there is a higher likelihood of getting more pairs of neighbouring components, encouraging more singleton components to be formed, hence exhibiting \regular" point patterns. Figure 6 (Left) shows a typical point pattern produced when > 1. It is like a \hardcore" process with multiple nuclei, random in small scale but regular in a larger scale.
If < 1, there is a higher likelihood of getting very few pairs of neighbouring components or no neighbouring components. All the points either belong to the same component (if r is large), or they belong to di erent components that have very few 
Discussion
It is shown that MICP consists of point processes capable of modelling spatial clustering. However, appropriate model tting procedures need to be implemented for the e ective use of these models. These models have an additional nuisance \distance" parameter which make the application of maximum likelihood or pseudolikelihood harder. Further investigations are necessary to complete this task. 
