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Abstract 
This paper is concerned with the numerical integration of functions by piecewise polynomial product integration rules 
followed by application of extrapolation procedures. The studied rules can be considered as generalizations of the conven- 
tional trapezoidal rule. Euler-MacLaurin type asymptotic expansions are obtained with only even powers. Furthermore, 
numerical examples are given in order to show the effectiveness of these methods and a comparison with rules of similar 
characteristics i also made. (~) 1998 Elsevier Science B.V. All rights reserved 
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I. Introduction 
This paper is concerned with two trapezoidal-product-integration methods, one of which fits into 
the general framework of the so-called piecewise polynomial product integration rules introduced 
by Rabinowitz and Sloan in [13]. The other trapezoidal method, can be obtained from the first or 
it can be deduced by a change of variable in the integral (1.1) given below. Piecewise polynomial 
product integration rules are used for the numerical evaluation of integrals of the form 
fa 
b 
I ( fw)  = f(x)w(x)dx, (1.1) 
where w E Ll(a,b) and f E F[a,b], with F being a family of functions defined in the finite interval 
[a, b]. The above mentioned rules are constructed in the following way: Consider the partition 
- - c¢  <a- - - - t0  <f i  < . - .  <tn - - - -b<c~.  (1.2) 
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Now partition each subinterval [t~_~, t~] in the form 
ti-i =-- Xio <~ Xi l  < " " " < Xi,m, ~ Xi,m,+l ~ ti, (1.3) 
where mi ~> 1. The points xij, j=  1,..., mg, i=  1,..., n, are called grid points and will be the abcissas 
of the integration rule. 
Rabinowitz and Sloan considered the product integration rule based on the grid points xij given 
by 
mi 
Q, f  = ~ wijf(xij), (1.4) 
i=1 j=l 
where the weights wij are defined through 
f 
ti 
wij = lij(x)w(x)dx, i=  1,... ,n, j = 1,...,mi, 
li-- I 
mi 
l i j(x)= I I  x--xik , i=  1,...,n, j=  1,...,mi, 
k=l, ks~j X i j  - -  x ik  
are the fundamental Lagrange polynomials. In [12] it was shown that Q, f  ~ I ( fw)  for all f E R[a, b], 
the set of all bounded Riemann-integrable functions on [a, b]. 
Hereafter, we shall assume that w(x) >~ 0 on [a, b], fb W(X) dx= 1 and that w(x) does not identically 
vanish on any subinterval of [a, b]. Set 
fa X y ---- H(x) = w(t) dt, 
and let the inverse function of H be denoted by 
x = L(y) = H-~(y). 
Since L(y) is an increasing function, for n + 1 given points Yk in [0, 1] satisfying 0 = Y0 < Yl < Y2 
<'"<Yn= 1 one obtains n÷ 1 points tk in [a,b] such that a=t0<t~ <- - .<tn  =b,  where 
tk = L(yk), k = O,...,n. Thus, if in (1.2) one sets ti = L(i/n), i=  O,...,n, and in Eq. (1.3), 
mi = l, i=  l ,2 , . . . ,n  with 
= [ i /n  
ai: =xil n [ L(i/n) xw(x)dx  L(y)dy,  1 <~ i <<. n, (1.5) 
dL(( i - - l ) /n)  ~-  n d(i - -1)/n 
then one obtains the rule 
Snf: =ln ~= f(ai), (1.6) 
as a particular case of the general quadrature rule Qnf given by (1.4). Formula (1.5)-(1.6) is what 
Stetter [15] calls a generalization of the midpoint rule. Furthermore, if the nodes ai in (1.6) are 
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estimated by the classical midpoint rule one obtains 
Jn f  = _1 ~ f(z;), (1.7) 
n i=1 
where z i - - L ( (2 i -  1)/2n), i = 1 .. . .  ,n. Such a rule was introduced by Jagerman in [8]. The rule 
J , f  given by (1.7) has the valuable property of equal coefficients but it has in general zero-order 
algebraic precision. It is well known that the classical midpoint rule has equal coefficients and is 
exact for polynomials of degree one. Taking this into account, Stetter proposes rule (1.6) as a 
generalization of the classical midpoint rule to evaluate integrals of the form (1.1). Such a rule has 
also equal coefficients and is exact for polynomials of degree one. He deduces the rule (1.6) from 
an study of the error. See [15] for details. Several properties of both rules (1.6) and (1.7) were 
studied in [2, 3]. 
In this paper, we shall be concerned with the particular case of (1.2) and (1.3) given by 
t j _  1 ~ Xjo = Xj l  < Xj2 = Xj3 ~ t j ,  j=  1,2,. . . ,n. 
This particular ule and the following one: 
m+ = 3, 
ti =L(2i/n), i=O, . . . ,m,  n =2m,  
(1.9) 
t i -1 ~ Xio ~ Xil < Xi2 < Xi3 = Xi4 ~ ti, 
xi2 =L( (2 i -  1)/n), i---- 1,.. . ,n. 
were introduced in [4]. The product rule given in equation (1.9) can be considered as a product 
Simpson rule. 
Starting from Eq. (1.8) and following the general process described above to generate the corre- 
sponding product integration rule Q, f  given by (1.4), the next rule denoted by TQ, f is obtained 
after some elementary calculations 
1 
__1  [(t/+, - a~ )f(t / )  + (a / -  t~ )f(tj+, )], 
TQ, f = n j=0 tj+l - t/ 
where the values a/ are given by (1.5), i.e., 
f 
(j+l )/n 
a/ = n L(y)dy,  O <. j <~ n - 1. 
d j/n 
On the sequel, we shall refer to TQ, f as a product trapezoidal rule. It should be taken into account 
that in general, the interpolation odes tj are not equally spaced on [a, b]. 
A new rule with similar features to TQ, f can be constructed without a need to compute additional 
integrals a/, j = 0 . . . . .  n - 1. Indeed, making the change of variable x = L(y), we can write 
// /0' I ( fw)  = f (x)w(x)  dx = f (L (y ) )  dy. (1.10) 
mi = 2, 
t~ = L(j/n),  0 <~ j <<. n, (1.8) 
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If we apply the classical trapezoidal rule, denoted by T,, to the integral in the right-hand member 
of (1.10), the following estimation of I ( fw)  is deduced, 
I ( fw) ,~ Tn( foL )= l ( f (~0) )+fn  (L (~) )+. . .+f  (L (~- -~) )+ f(L(1)))2 
1 ( -~ ÷f(tl)÷ ÷f( tn_ l )÷f ( -2  n) ) (1.11) n 
On the sequel, we shall refer to (1.11) as a modified trapezoidal rule and it will be denoted by 
TMnf. In [4] we proved the following. 
Lemma 1.1. The quadrature rules TQnf and TMnf are related by 
TOnY = TMnf + CT, f , 
where 
CT, f = 1 f(tj+,) - f(t j)  aj - ~(tj+, + tj) . 
n j=0 tj+l tj 
(1.12) 
(1.13) 
From the last equation, one can deduce that if the integrals aj, j = 0,... ,n -  1, in TQnf are 
replaced by the estimation provided by the classical trapezoidal rule then TMnf is achieved. 
The present work is arranged as follows: In Section 2 we shall prove that both rules TMnf and 
TQnf admit an asymptotic expansion in even powers of 1In under certain regularity conditions on 
f and L. Section 3 is devoted to illustrating through several numerical examples the effectiveness 
of the above mentioned rules in combination with Richardson type extrapolation. Comparison with 
rules of similar characteristics is also made. 
2. Asymptotic expansions 
We start by reporting some results about asymptotic expansions for trapezoidal type rules. 
In [9, 10] Lyness and Ninham studied asymptotic expansions for the error functional to integrals 
of the form 
= f (x )dx  (2 .1)  
when the integrand f has a wide class of singularities near or within the interval of integration. For 
any c~ satisfying I c~l < 1 they considered the trapezoidal type rules 
R[m,~]f = 1 ~f  ( 
m j= 1 2m , <1, 
R[m,I]f = m .~ f + If(0) + f(1 )]. 
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Note that R Em'°l and R [m'l] are the classical midpoint and endpoint rapezoidal rules respectively. In 
the particular case f (x )=xa(1  -x)Wh(x), where h(x) and its derivatives are continuous within the 
interval of integration, they obtain that 
N--1 N-  1 as  bs 
Rfm'~lf - I f  = ~ m~+~+------ S + ~ mW+S+--------- S + O(m-N), (2.2) 
s=O s=0 
where the coefficients a~ and b~ are independent of m and they are given in terms of the generalized 
zeta function, see [9]. The simplest of this expressions correspond to Rt"'°lf and Rtm'~f. If f l=w=0,  
(2.2) reduces to the conventional form of the Euler-MacLaurin expansion (see e.g. [1]) for the 
midpoint and endpoint rapezoidal rule. It should be observed that in general, TQnf and TMnf  are 
not obtained as a particular case of Rtm'~lf for some value of ~c 
On the other hand, asymptotic expansions for product integration was studied by de Hoog and 
Weiss in [6]. They were concerned with product integration rules for the evaluation of integrals of 
the form 
I o f  = fo I g (s ) f (s )  ds 
where g(t) is absolutely integrable on 0 ~< t ~< 1. The quadratures considered are obtained in the 
following way: Let 
O~<uj <Uz<- . -<u,~< 1 
be a fixed set of points and define 
tt = lh, l = O,.. .,m; h = l/m, 
t tk=t l+ukh,  k=l  . . . .  ,n; l=O, . . . ,m-1 .  
The approximation J'(t) to f ( t )  on tl ~< t < h+l, l = 0 . . . . .  m-  1, is taken to be the (n -  1 )th degree 
polynomial interpolating to f ( tlk ), k = 1,.. . ,  n. 
Define 
n 
p(t)  = I-I(t - uk) 
k=l 
and the Lagrangian polynomials 
p(t)  
Lk(t) = k = 1 . . . . .  n. 
p' ( Uk )( t -- Uk ) ' 
On tt ~< t < tl+l, 1 = O,...,m - 1, the approximation to f ( t )  is 
) ( t )  = ~-~ Lk f(ttk),  
k=l 
and hence 
I o f .~ I e j  c = g(s ) f ( s )ds  = f (hk)  g(S)Lk ds. 
l=0 J tt l=0 k=l  
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Thus 
m--1 n 1 
HWn,mf: = ~ ~hf ( t ,k )  f 9(t, + sh)Lk(s)ds. i . f  
/=0 k=l 
They established an Euler-MacLaurin sum formula for smooth and singular 9(t). For the particular 
case of an endpoint algebraic singularity, i.e., 9(t) -- t t~, /~ > - 1, and n = 2, their results show us 
that for fE  CP+1[0, 1], 
P-2 1 f01 f01 Io f  - HW2,mU= ~ ~ wr(s) ds s# f~Z+r)(s) ds 
r=0 
p--2 1 ~-~ f(2+2r-I)(O) fo1 Wl(S)~(-~ - r + l,s)ds + O ( 1 ) 
+--  m z+r+~+' ( r - l ) !  ~ ' r=0 /=0 
where 
wr(t) = p(t)pr(t), 
p(t) = (t - ul )(t - u2), 
( -1 )  ~ +r -  1 ( _ l )q_ lUk  ' tr_ q 
p~(t) -- (2 + r)--------~ q=0 k=l + q -- 1 p'(uk) 
and ~(~,x) is the periodic generalized zeta function. They proposed the values of ul and u2 for 
optimal convergence, that is, the values u~ and u2 for which the first two terms in the asymptotic 
expansion can be deleted. Thus, the following nonlinear system must be solved, 
oP(S)  ds = O, p(s)~(-~,s)  ds = 0. (2.3) 
Let us now give asymptotic expansions for the error functional in TQ, f and TM, f .  Now, they 
only have even powers of 1In and the coefficients in the asymptotic expansions only depend on the 
derivatives of the function f and L at the endpoints of the interval. 
As an inmediate consequence of the classical Euler-MacLaurin expansion for the conventional 
trapezoidal rule, one easily deduce the following asymptotic expansion for the modified trapezoidal 
rule. This is due to TM, f = T , ( f  o L). 
Corollary 2.1. Let m >>, O, n >1 1 and h = 1/n. Assume q(y) = f (L (y ) )  is 2m + 2 times continuously 
differentiable on [0, 1]. Then 
I ( f  w) - TMnf = - ~ ~h2i[q~2i-1)(1) - q~2i-')(0)] 
i=1 ~Z1)! 
h2m+2 ~01 
-~ (2m + 2)! Bzm+z(y/h)q(2m+2)(y) dy 
where 
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Bj(y), 0 <~ y < 1, 
/~J(Y)= /~j(y-1) ,  y~>l 
bein9 Bj(y) and Bsj the polynomials and the Bernoulli numbers, respectively. 
Next, we will prove that CT, f given by (1.13) has an expansion with even powers of 1/n. Then, 
the above mentioned result for TQ, f will be deduced from Eq. (1.12) and Corollary 2.1. Indeed, 
let D be the region 
D= {(x,y)CR 2:0~< x + y ~< l,O~< x -  y ~< 1}, 
D(h)={(x ,y )~a:  lyl ~<h}, h~>0. 
Motivated by Eq. (1.13), for a given function f c C~[a,b], we consider the function p defined on 
D by 
p(x, y) = u(x, y)v(x, y), 
where 
f (L(x + y)) - f (L(x - y)) 
u(x, y) = L(x + y) - L(x - y) ' y ¢ 0, 
f'(L(x)), y = O, 
x+y 
v(x, y) = L(z) dz - y[L(x + y) + L(x - y)]. 
~' x--y 
Observe that u(x,y)= u(x , -y)  and v(x ,y )=-v(x , -y ) ,  so p(x ,y )=-p(x , -y ) .  Thereby, one 
can write p(x, y )= l[p(x, y ) -  p(x,-y)].  Taylor's theorem yields 
~-~ ~32k+1 hSk+l O(h2,,+2 P 1 
p(x,h)= ~5i-+5 (x'O)(2k + 1)! + )" 
k=O 
For j = O, 1,...,n - 1, ((2j + 1)/2n, 1/2n)ED and one can write 
,-1 (2 j+ l  1 )  
CT"f  = ~ P k -2n ' 2n " 
j=0 
Let h = 1/n and 92k+l(x) = 02k+lP/C~Y2k+l(x,O), X E [0, 1], k = 0, 1,2, . . . .  Thus 
(2 j+ l ,  1 )  = ~ 92k+, (2 j+ 1) 1 (~)2k+l 
\ 2n J (2k+ 1)! +O(hSm+2) P\  -2n in k=0 
and hence 
.-1 m (~n l )  1 (~)2k+l (2k  + 1), cr . f  = ~ y~ o2k+, - + O(h 2"+'). 
j=0 k=0 
226 
Interchanging the summations, 
CTnf = (2k + 1)v22k+l 
k=0 
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( j=o 
Observe that the term in brackets is the approximation obtained from the midpoint rule to f2 g2k+~ 
(x)dx. Using the modified or second Euler-MacLaurin expansion, (see e.g. [1]), CT, f takes the 
form 
h2k {fol ~ n [Y2k+l ~X)Jo CT, f=  ~-~ (Zk + l)!Z2k+,l g2k+l(X)dx_}_ ~ B2i(1/2),2i [ (2i--1)1 x7 1 
k=0 i=1 
+ O(h 2m+l )} + O(h  2m+l ). 
Thus, we get 
m 
CT, f = Z A2jh 2j + O(h 2m+l ) 
j=0 
where 
l fol ~l fo' ~P m 0 = gl(X) dx = y(X ,  0) dx = 0 
and for j=  1,...,m, 
j--1 
fO ~(2(j--k)--l)[. .~] 1 1 1 B2~j-k)(1/2) [Yzk+l 
Azj = (2j + 1)!22j+' 9zj+l(x) dx + Z (2k + 1)v2zk+~(2j - 2k)! (2.4) t-~)] 0- k k=0 
The following theorem has been proved. 
Theorem 2.2. Let n C ~, h = 1In < ho. Suppose the function p(x, y) has continuous partial deriva- 
tives up to 2m + 2 on D(ho). Furthermore, assume 92k+l(X)C c2m+2[0, 1], k--0,  1,...,m. Then the 
asymptotic expansion 
m 
CT, f = ~-~ A2jh 2j + O(h 2m+1 ) 
j=l 
holds, where Azj, j = 1,...,m, are 9iven by (2.4). 
Combining Corollary 2.1, Theorem 2.2 and Eq. (1.12) we get the following: 
Theorem 2.3. Suppose the function f o L E cZm+Z[O, 1], p(x, y) has continuous partial derivatives 
up to 2m+2 on D(ho),ho > 0,92k+l(x) C cZm+2[O, 1], k=0, 1 ..... m. Then for n E ~,h= 1In < ho we 
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have the asymptotic error expansion in even powers of 1/n for the product trapezoidal rule given 
by 
where 
I ( fw)  - TQ, f = ~ C2jh 2j + O(h 2m+1 ),
j= l  
C2 j  ~ -A2 j  - _ _  B2j [ ( f  oL ) (2 j _ , ) (1 )_ ( f  oL)(2j_l)(O)] j=  l . . . .  m, 
(2j)! ' ' 
and A2j are given by (2.4). 
3. Numerical examples 
The aim of this section is to show the effectiveness of TQ. and TM. in combination with Richard- 
son type extrapolation. 
The following weight functions w(x) are considered. Interval [a,b]--[0, 1] was taken in all ex- 
amples. 
1 
w(x) -  2X/~, L(y) = y2. 
2 
w(x) -  3ff-£' L(y) = y3/2. 
c n -1  1 
w(x) - (x+t ) ,  tE~- [ -1 ,0 ] ,  ~ - -  n=2,3 ,4 ,  c= n n[(1 + t) 1/" 
L (y )=- t  + + t l/" . 
c 1 
w(x) - t E ~ - [ -  1, 0], c - L(y) = t(e y/c - 1). 
x + t' log(1 + l/t) '  
We have compared rules TQn, TMn, R Lm'°l and HW2,m. Two extrapolation procedures have been 
applied. On one hand, classical unmodified Romberg quadrature for TQ.f  and TM.f, on the other 
hand, modified Romberg quadrature for Rtm'°l(fw), and HWz~.f. Recall that TQ.f, TM. f  and HW2,m 
are constructed to evaluate integrals of the form (1.1) where is assumed that the badly behaved part 
of the integrand is incorporated to the weight function w. 
For TQ.f, classical unmodified Romberg quadrature generates a table 
r ,0 ° , 
vOl vOl 
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rp O) rQ l, 
according to 
TQ~ °) = TQ2,, k = O, 1,2,..., 
TQ~ m' - TQ~_ ', 
rQ~m+'l = TQ~m)+ 
4 m+l - 1 m=0 . . . .  , k - l , k>~l .  
(3.1) 
The same procedure is used for TMnf. For integrals o f  the form (2.1) with integrable singularities, 
classical unmodified Romberg quadrature is not appropriate, see e.g. [11]. Taking this into account, 
we consider a modified Romberg quadrature for R L"'°l and HW2,m. Now, recurrence relations (3.1) 
are replaced by 
R(0) k = R[Zk'°], k : 0, 1 ,2 , . . . ,  
R,m+l) R~m) R[ ,m)- R~m-)l 
k + 2 ~,,,+,-1 ' m=0 . . . .  , k - l ,  k~> 1, 
where the ~j are the increasing exponents of  1/m in the asymptotic expansion (2.2). The same 
procedure is used for HW2,m. 
In the following examples, Tables 1M list the absolute errors achieved and the entries are diagonal 
elements in the Romberg table. All examples were computed in quadruple precision on a HP Apollo 
9000/720. Rule denoted by HW is a particular case of  HW2.m. It uses values u~, u2 solution of  the 
system (2.3). On the other hand, the rule HW* represents the natural choice of  equally spaced nodes, 
i.e., ul = 0, u2 = 1. 
Example 1. 
1 ) 1 
f0 log(x /2 ÷ 1 
2v~ 
Table I 
dx. 
k 0 2 4 6 8 l0 12 
TM -0.146d + 00 -0.182d - 03 -0.210d - 07 -0.361d-  13 -0.418d - 21 0.376d - 31 -0.898d - 32 
TQ -0.310d - 01 -0.477d-  03 -0.696d - 06 -0.259d-  08 -0.101d - l0 -0.394d-  13 -0.154d-  15 
R [] -0 .140d-0 |  -0.121d-01 -0.135d-03 0.335d-05 0.238d-07 0.137d-10 -0.380d-14 
HW 0.409d- 02 -0.211d-  04 0.374d- 06 -0.471d-  09 -0.187d-  12 -0.928d-  17 -0.473d-  20 
HW* -0 .310d-  01 -0.639d-  03 -0.171d-  04 -0.700d-  06 -0.369d-  07 -0.212d-  08 -0.127d-  09 
Example 2. 
fo ~ (xS/2 +x+ 1) 3 -~ dx. 
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Table 2 
k 2 4 6 8 l0 12 14 
TM -0 .318d-  03 -0 .863d - 05 -0 .268d-  06 -0 .836d-  08 -0 .261d - 09 -0 .817d-  l l  -0 .255d - 12 
TQ 0,321d-04  0.290d - 07 0.388d - 10 0.535d - 13 0.739d - 16 -0 .102d - 18 0.141d - 21 
R [1 0 .261d-01  0 .133d-03  -0 ,175d-06  -0 .879d-09  0 .210d-  11 0 .118d-13  0 .124d-  15 
HW 0.884d - 04 0.193d - 04 0.475d - 07 0.233d - 10 0.134d - 12 0.239d - 14 0,450d - 16 
HW* -0 .774d-  04 -0 .134d-04  -0 .760d - 07 -0 .892d-  11 0 .408d-  12 0 .235d-  14 0 .263d-  16 
In Examples 3 and 4, it will be showed that rules TQ, f and TMnf can deal succesfully with 
integrands having a pole in the real axis near the interval of integration. See e.g. [5, 7, 14] for the 
numerical computation of integrals affected by singularities near the interval of integration. 
Example 3. 
~0 1 x9/2 c (X q- 10-5)  2/3 dx,  C = 3[(1 + 10-5)  1/3 -- 10-5/3] .
Table 3 
k 0 2 4 6 8 10 12 
TM -0A30d +00 -0 .154d- -01  -0 .381d-  05 -0 .419d-  13 -0 .588d-  23 0 .264d-  31 -0 .602d-  33 
TQ -0 .185d + 00 -0 .166d - 01 -0 .396d-  05 -0 .434d-  13 -0 .607d-  23 0 .268d-  31 -0 .602d-  33 
Example 4. 
f0  j c 1 e ~ dx, c :  
x + 10 - l°  log(1 + 101°)" 
Table 4 
k 2 4 6 8 l0 12 14 
TM -0 .775d-  01 -0 .295d - 02 -0 .768d-  05 -0 .392d-  09 -0 .227d - 15 -0 .116d-  23 -0 ,599d-  31 
TQ -0 .166d-01  -0 .253d-  02 -0 .766d-  05 -0 .392d-  09 -0 .227d - 15 -0 .116d-  23 -0 ,603d - 31 
For ~ > 0, ~ ~ 1 and ~ ~ (n - 1 )/n, n = 2, 3, 4, . . . ,  problems arise. The fuction L or its derivatives 
may have, depending on the value ~, a real singularity close but outside to the interval of integration 
for the interesting values of t, i.e., t outside but close to the interval [ -1,0].  In this case we can 
proceed as follows, 
f(x)~£-~+ dx = -c f(x)(x + t) 1-~x ÷ dx, 
230 J. C Santos-Le6n / Journal of Computational and Applied Mathematics 91 (1998) 219-230 
where c = 1/log(1 + 1/t). Making the change of variable x - -L (y )  = t(e y/c - 1), we get 
fO 11-~ fO 1 1 1 dx  - -  f (X ) (x  + t) ~ c f (L (y ) )e  y(1-~/~ dy. 
Now, if f has no drawbacks both rules TQ and TM can be applied. 
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