In this paper, number theoretic transforms (NTT) are examined and expressed in a way that facilitates the computation of the convolution sum of two one-dimensional sequences each of length N in twodimensional (or multidimensional) form. The number of multiplications per point is shown to be always less than two when N t and N 2 are not mutually prime, and this figure is reduced to one multiplication per point when iV, and N 2 are mutually prime and a nested NTT is used. For the convolution of two-dimensional arrays, the number of multiplications per point turns out to be always less than four when N l and N 2 are not mutually prime, and the number of multiplications remains as one per point when N, and N 2 are mutually prime.
Introduction
One-and two-dimensional cyclic convolutions have found many applications [1] in such areas as digital speech processing [2] , image processing [3] , radar processing [1] etc. With the development of the fast-Fourier transform (FFT) algorithm, the discrete Fourier transform (DFT) has often been applied to compute the circular convolution when constructing digital signal processors. However, if the DFT is used to effect the implementation, round-off error cannot be avoided, and the computation is rather time consuming (even if the FFT is used), since both DFT and inverse DFT involve complicated multiplications of irrational complex numbers.
Because of its suitability to fast and error-free calculation of cyclic convolution, number theoretic transform (NTT) [4] [5] [6] has received growing attention during recent years. This transform may be defined on a ring or field of integers with arithmetic carried out modulo an integer M. With a proper choice of root of unity a, the calculations of the transform and the inverse transform of the NTT can involve only shifts, and no multiplications at all. Of the various versions of the NTT proposed, the Fermat number transform (FNT), which has been thoroughly investigated by Agarwal and Burrus [6] , and the Mersenne number transform (MNT), which was introduced by Rader [5] , with the efficient hardware structures suggested by Siu and Constantinides [7] , are the most promising cases. Recently Siu and Constantinides [8] have also shown that the number of multiplications per point is only one for the computation of the DFT of a real sequence using NTTs, and they have also shown that the FNT [9] can be used very effectively to compute short and long DFTs.
However, for actual implementation, the FNT and MNT are limited by the wordlength and sequence-length constraints [10] . The normal transform length of MNT is P for modulo base of (2 P -1), and the MNT transform length can be increased to IP when a = -2. Agarwal and Burrus [6] have pointed out that a more practical choice of Fermat number, the modulo base, is F 5 , in which case M = F 5 = 2 32 + 1. The corresponding transform length is 128 and a = x /2. This length may be too short for certain applications, such as radar or picture processing. Another constraint may be due to the memory size of the computer, especially if a minicomputer or a microcomputer is used to compute the NTT as an aid to convolution. This problem is more serious in two-dimensional filtering. If the size of the main core memory is not large enough to store the whole matrix, one may store part or all data on disc. An obvious method for two-dimensional transformation is to transform the rows of the data matrix, transpose the resulting matrix and then transform this again. However, this method is not too efficient, since matrix transposition of data that involves the disc is very difficult and time consuming. One possible solution, as pointed out by Rader [10] , would involve sectioning the data and then for filtering one could use an overlap save or an overlap add technique.
It is the purpose of this paper to give systematic ways of implementing convolutions of long sequences using number theoretic transforms. These methods are useful in computing one-dimensional cyclic convolutions, but they are also suitable, and very efficient, for computing twodimensional convolutions.
Circular shift theorem
Consider the following time-domain sequence: x(n) = {x o ,x u ..., x N _J where N is the length of the sequence.
Let M be the base for modulo arithmetic in a number theoretic transform (NTT). The residue of a"-modulo M can be written as <a"> M , where a is a root of unity of order N. The NTT of the sequence x(n) is then defined as [4] [5] [6] for k = 0, 1, ..., N -1 (1) This definition assumes that the sequence is periodically extended with period N or the indices are evaluated modulo N. Hence,
n = O
In this equation, substitute r = n -I, so that
Eqn. 2 shows that a circular shift of the input sequence gives a circular shift of the transformed output and this is actually the shift theorem [6] of cyclic convolution. Now let us define the z-transform* of the same sequence [11] Z{x(n)} = X(z) = Hence,
It can be seen from eqns. 2 and 4 that the shift theorem on NTT and the z-transform are related by the following expression:
One-dimensional circular convolution
Consider the length of a sequence to be N, a composite number, and let N = N t N 2 .
The one-dimensional ztransform of this sequence can map into a twodimensional form by making use of the following equations: n = N 2 n 1 + n 2 (6) where n x = 0, 1,..., N l -1 n 2 = 0 , 1,...,7V 2 -and
Under these conditions, eqn. 3 becomes
Notice that (i) the map is unique and cyclic [12] in n u (ii) the map is also unique and not cyclic in n 2 . Similarly, we can define the two-dimensional transform of the sequence
The cyclic convolution of x(n) and h(m) can be written as
for / = 0, 1, ..., N-1
This can be expressed as a two-dimensional z-transform, using eqns. 8 and 9,
* This is the normal z-transform, except that for convenience positive instead of negative powers of 2 are used to simplify the presentation for polynomial arithmetic
Since n y and my are cyclic, the product inside the square bracket actually corresponds to a cyclic convolution. Let us define Evaluating eqn. 12 at z x = a* 1 (hence this gives the number theoretic transforms of the sequences {x n2 n i : n 2 = 0, 1,..., N 2 and n l =0, 1, ..., NJ and {h m2< m : m 2 = 0, 1, ..., N 2 and n x = 0 , 1,..., N x } with respect to n x and m j and substituting into eqn. 13, we obtain
At this juncture eqn. 14 needs to be examined carefully. It should be noted that this expression is not cyclic in n 2 and m 2 , and the contribution given by z (z Nl = z t ) has not been taken into account. Usually z" 2+m2 can be expressed as z\"*-m 2z Pn 2-m 2 where y n2 , m2 is defined as the integral part of (n 2 + m 2 )/N 2 and /? n2> m2 is defined as {n 2 + m 2 -N 2 y nimi ).
As already seen from eqn. 5 the term z\"
only introduces circular shifts (if a is a power of two) to the transformed sequences of X n2 fcl and H m2 kl , or indeed that the transformed product X n2 kl H m2 kl should be multiplied by a fciy "2'"2. However, this modification could be done at a later stage or after the expansion of the polynomial eqn. 14 has been computed.
Eqn. 14 is actually a linear convolution sum of the sequences {A" n2tkl , n 2 = 0, 1, ..., N 2 -1} and {H m2tkl ,
where
A direct implementation of eqn. 14 requires N 2 multiplications for N 2 points. However, we can implement this with a much lower number of multiplications using eqn. 17. Two ways for doing so are now shown.
(i) Lagrange interpolating formula Eqn. 17 is a product of two polynomials and indeed the actual answers to the polynomial multiplication problem are the coefficients W Okl , W 1>kl , ..., W 2Nl _ 2 kl of the resulting product polynomial. Hence these (2AT 2 -1) coefficients of the (2N 2 -2)th order polynomial resulting from the product can be interpolated exactly through {2N 2 -1) points using the Lagrange interpolation formula (or, more precisely, the Cook-Toom algorithm [11, 13] In this expression {z 0 , z l9 ..., z 2N _ 2 } are distinct numbers for interpolation. As shown in eqn. 20, this method requires only (2N 2 -1) multiplications for the calculation of N 2 points, or (2 -1/N 2 ) per point. This method is extremely useful for small values of N 2 , N 2 ^ 3 for example, but for relatively large N 2 the interpolating polynomials become more and more complicated, thus making it difficult thereby to apply the Lagrange interpolation formula to find the result.
(ii) A second number theoretic transform As already pointed out, eqn. 17 is in fact a linear convolution sum of two sequences each of length N 2 . The result of this linear convolution can be found by a length-(2N 2 -1) cyclic convolution [1, 14] where * means cyclic convolution. This cyclic convolution can be computed via the Winograd's short convolution algorithms [15] or the number theoretic transform again. The former method requires (2(2N 2 -1) -K) multiplications per N 2 points whereas the latter* method requires (2N 2 -1) multiplications per N 2 points, where K is the number of divisors of (2/V 2 -1) including one and TV. In the case of the number theoretic transform, the best transform length is (2N 2 -1) , which is an odd number, and hence Mersenne number transforms, pseudo Mersenne transforms [16] and pseudo Fermat transforms [17] can be used. that has to be satisfied in order to reduce the number of multiplications involved in the convolution. However, this particular requirement is eliminated if M' is chosen to be M. This is possible since the evaluation of eqn. 17 is to be done modulo M. This reduction in the modulo length requirement is of great importance in actual applications. This does not only reduce the wordlength for the multiplication, but it simplifies some other processes involved in the transformation. For example, the results of the second NTT have to be reduced to M before they can be applied to eqn. 17:
where ri 2 = 0, 1, ..., (2N 2 -2) However, if M' = M, eqn. 22 reduces to
Only one reduction is required for this step in using eqn. 23 instead of eqn. 22. Simplicity in programming the software implementation and also simplicity in the construction of hardware implementations are a consequence of choosing both moduli to be the same. For example, the cyclic convolution of two length 496 (= 31 x 16) sequences can be implemented by two length 31 cyclic convolution using MNT with a modulo base of M = 2 3 1 -1, a = 2 and N = 31. The number of multiplications per output point is always less than two.
To make the ideas contained here clearer an example is included in Appendix 8.1.
Two-dimensional convolution
In this Section we examine the two-dimensional case of the cyclic convolution and derive results parallel to the previous case. The basic concepts remain the same and the saving in the number of multiplications achievable is considerable. 
, l t k u h q t , k u h q (31)
For a direct implementation of this equation we need to make 2 4 multiplications. If the two-dimensional Lagrange interpolation formula is used, a total of (2 2 -I) 2 ( = 9) multiplications are enough to evaluate 2 2 points. The twodimensional Lagrange interpolation formula can be written as The result y n2 , r2 ,ni.r l c a n t n e n be found by four length-128 inverse F N T : The number of multiplication per point is then always lesŝ o, o,(
Nested number theoretic transform
If the factors Af x and N 2 of a given sequence length are relatively prime, then one may map the one-dimensional cyclic convolution into a two-dimensional cyclic convolution. The map could be written in a linear form as follows:
Burrus [9] shows that the map is cyclic in n x and n 2 if and only if K t = CN 2 and K 2 = DN V For a unique map, C and N l (also D and N 2 ) have to be relatively prime. 
Conclusion
We have seen that the computation of the cyclic convolution sum of two length-N sequences using the number theoretic transform can always be done by twodimensional (or multidimensional) techniques. The NTT can always be applied to the dimension with cyclic rearrangement. If the factors (N 1? N 2 ) of N are not mutually prime, the Lagrange interpolation formula or a second NTT can be used to find the convolution sum. This requires (2 -1/N f ) multiplications per point, where i = 1, or 2. However, if N x and N 2 are mutually prime, a nested NTT approach can be used to compute the cyclic convolution sum. This requires one multiplication per point. For two-dimensional convolutions, a two-dimensional Lagrange interpolation formula or a second NTT can be used in the computation to give less than four multiplications per point if AT X and N 2 are not mutually prime. However, if N t and N 2 are mutually prime, one multiplication per point is enough for the computation.
Appendixes

8.1
Consider the circular convolution of the sequences x(n) = {4, 0, 1, 2, 3, 1} and h(n) = {4, 2, 5, 0, 0, 1}. Eqn. 10 can be written as 
IX1"
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