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PROPAGATION OF TWO INDEPENDENT SOURCES OF
UNCERTAINTY IN THE ELECTROCARDIOGRAPHY IMAGING
INVERSE SOLUTION
Najib. Fikal1, Rajae Aboulaich, Emahdi El Guarmah1, 2 and Nejib
Zemzemi3
Abstract. This work investigates the effects of the inputs parameters uncertainties
(organs conductivities, boundary data) on the electrocardiography (ECG) imaging
problem. These inputs are very important for the construction of the torso poten-
tial for the forward problem and for the non-invasive electrical potential on the heart
surface in the case of the inverse problem. We propose a new stochastic formulation
allowing to combine both sources of errors. We formulate the forward and the inverse
stochastic problems by considering the inputs parameters as random fields and a sto-
chastic optimal control formulation. In order to quantify multiple independent sources
of uncertainties on the forward and inverse solutions, we attribute suitable probabil-
ity density functions for each randomness source, and apply stochastic finite elements
based on generalized polynomial chaos method. The efficiency of this approach to solve
the forward and inverse ECG problem and the usability to quantify the effect of organs
conductivity and epicardial boundary data uncertainties in the torso are demonstrated
through a number of numerical simulations on a 2D computational mesh of a realistic
torso geometry.
Mathematics Subject Classification. 65N20, 65N21, 65N22, 65N25, 65N30, 60H35.
The dates will be set by the publisher.
Introduction
The electrocardiography imaging (ECGI) is an imaging modality for the diagnosis of cardiac
arrhythmia. It allows to recover the distribution of the electrical potential on the heart surface
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from electrical measurements on the body surface and information about the torso geometry
of the patient. The forward problem in electrocardiography allows to construct an electrical
potential on the body of a patient given the values of the electrical sources on the heart domain
[20]. This problem is mathematically well posed as it solves a Laplace equation with a Dirichlet
boundary condition on the heart and a zero Neumann boundary condition on the body surface.
While the inverse problem aims to construct the heart electrical potential given two boundary
conditions on the body surface. The first condition is the non-flux boundary condition and the
second one is a Dirichlet boundary condition taking into acount the electrical measurement on
the body surface. This Cauchy problem is known to be ill-posed since Hadamard [21]. There-
fore, a naive attempt to reconstruct the unknown heart potential leads to a wrong result or
large deviations from the real solution. Besides the ill-posedness nature of this inverse problem,
other sources of errors are generally omitted. First, conductivities of different organs in the
torso cage are simplified using a homogeneous torso which produces an inaccurate description
of the inhomogeneous torso volume conductor [28]. This allows to use meshless methods like
the method of fundamental solutions but it reduces the complexity of the model and could have
an effect on the final result as shown in [33, 7, 27]. Although one could find in the literature
values of the organs conductivities, those could vary from a reference to another [14, 16, 18].
Thus, considering this variability means to consider an uncertainty on their values in the model.
Second, a very considerable progress has been achieved in developing the accuracy of medical
devices and measurement system in the two last decades. But when recording the electrical
potential on the body surface, measurement devices could generate errors, due to misplacement
of electrodes or the precision of the device itself. In order to take into account these uncertain-
ties and estimate their effects on the model solution, one could reformulate the deterministic
model into a stochastic problem where constant parameters become random fields. Various sen-
sitivity analysis methods have been developed to solve the stochastic problem. However, Monte
Carlo (MC) [10, 31], which has been intensively used for different applications. However, MC
approach is not efficient to be applied on complex systems for which the computational time
for an accurate solving of the deterministic model is long. Another type of technique relies on
differential analysis methods like the Neumann and Taylor series [23, 22], which are highly qual-
ified to directly calculate the sensitivity coefficient. But, they are mathematically impractical
for non linear systems. To overcome those limitations, we need to deal with the input data as a
stochastic process and solving the resulting stochastic computational system of equations. One
of the most appropriate methods that could be used for solving stochastic complex problems is
the stochastic finite elements method (SFEM). In order to describe the stochastic distribution of
the parameter of interest, this method assumes particular probability density functions (PDFs)
[5, 6, 25].
In this work we propose a new stochastic formulation allowing to combine two sources of un-
certainty, assuming that they have different kind of variability, and acting independently from
each other. Each one will be described by random fields, with known prior statistics. The goal
in this framework is expressing uncertainty through a probabilistic model in order to quantify
a statistical index of the system response, like mean or variance. At first we consider the case
of the forward ECG problem solved via SFEM. The problem is governed by a stochastic elliptic
equation. The considered sources of uncertainty are the organs conductivities and the epicardial
potential data.
We use a Galerkin stochastic Method [5, 15, 26] allowing to convert the stochastic system to
a deterministic one. Following [34, 35] each source of randomness will be expressed by a finite
number of random variables that are mutually independent. Using the polynomial chaos (PC)
or generalized polynomial chaos (gPC), allows to represent the uncertain parameters as well as
the response of the system by a set of coefficients in a suitable random polynomial basis. Then,
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an explicit functional relationship between the independent random variables of each source of
uncertainty and the solution is achieved. Then, the stochastic governing equations are trans-
formed to a set of deterministic equations which can be readily discretized via standard numerical
techniques.
In the second part of this work we deal with the stochastic inverse ECG problem with torso
boundary data, conductivity properties are described by random fields. Indeed, the determin-
istic inverse problem of electrocardiography can be formulated as an optimal control problem
constrained by PDEs, i.e. minimization of an objective functional subject to a set of PDEs as
constraints [2]. For the stochastic formulation of an optimal control problem we can see [29, 30].
The theoretical framework and tools for such stochastic control problems and their approxima-
tion are now well-known [4, 24]. On the other hand, several methods for carrying out sensitivity
analysis exist, but they are not widely applied to complex systems due to their computational
cost and difficulty of implementation. In the work by Cao et.al [11, 12], a stochastic optimiza-
tion problem is solved using the Monte-Carlo (MC) approach. It usually takes hundreds, if not
thousands, of samples (solutions of the state equation) to obtain a satisfactory approximation of
the cost function, which often makes it prohibitively expensive. The Bayesian inference approach
is mostly used for the estimation of parameters in the presence of noisy measurements, using
known information about the parameters to create a prior distribution [13, 32].
In order to solve the considered stochastic inverse problem, we use the PC as in the first part.
The derivation of the optimal system, is analogous to the deterministic case in which an energy
functional has been used [1, 2]. The novelty of this work compared to the work in [2] is that the
control variables that we look for are in the stochastic space which was not the case in [2]. This
would allow us to find not only the mean value of the epicardial potential on the heart boundary
but also its standard deviation in each point in the heart surface. In other words, we will be
able to quantify the propagation of uncertainty from the torso boundary to the heart surface
taking into account the uncertainties in the torso volume conductivity and the uncertainties in
the electrical signals measurements on the torso. The goal is to quantify the effect of each source
of uncertainty on the inverse solution and identify the one that affects more the electrical signal
reconstruction.
1. Function spaces and notation
We give, in the following, a short overview of the notations and the definition of the stochastic
Sobolev space used throughout this paper. Let D be the spatial domain. Ω is a sample space
that belongs to a probability space (Ω,A,P), where A denotes a σ-algebra of subsets of Ω and
P denotes a probability measure. Following the theory of Wiener [34], Karniadakis [35], we can
approximate any general second-order random process X(ω), ω ∈ Ω, in terms of a collection of
finite number of random variables. We represent this random process by a vector ξ = ξ(ω) =
(ξ1(ω), ..., ξN (ω)) ∈ RN , where N is the dimension of the approximated stochastic space. We
assume that each random variable is independent, its image space is given by Θi ≡ ξi(Ω) ⊂ R.
Each random variable is characterised by a probability density function (PDF) ρi : Θi −→ R+,
for i = 1, . . . , N . Then, we define the joint PDF of the random vector ξ
ρ(ξ) =
∏N
i=1 ρi(ξi) ∀ ξ ∈ Θ ,
where the support of ρ is Θ =
∏N
i=1 Θi . The probability measure on Θ is ρ(ξ)dξ. As commented
in [35], this allows us to conduct numerical formulations in the finite dimensional (N-dimensional)
random space Θ.
In this paper we treat a stochastic problem of electrocardiography, we suppose that the conductiv-
ity parameter and the epicardial boundary data act like two different and independent sources of
uncertainties, which will be represented by two random process. For the conductivity parameter
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we define the probability space (respectively the vector of random variables, PDF, the PDF sup-
port) with (Ω0,A0 ,P0 ), (respectively ξ0, ρ0,Θ0 ) and with (Ω1,A1 ,P1 ), (respectively ξ1, ρ1,Θ1 )
for the epicardial data.
Let us denote Θ = Θ0 × Θ1 and L2(Θ) = L2 (Θ0 ) × L2 (Θ1 ) the space of random variables X









where E[.] denotes the mathematical expectation operator. This space is a Hilbert space with
respect to the inner product:








Additionally, we consider a spatial domain D and we define the tensor product Hilbert space
L2(D)⊗ L2(Θ) of second-order random fields as:
L2(D)⊗ L2(Θ) =
{












Analogously, we introduce the Sobolev functional space H1(D) of square integrable functions in
D with square integrable derivatives. We denote by H10 (D) the subspace of functions in H1(D)
with zero trace on the boundary. The tensor product spaces H1(D)⊗L2(Θ) and H10 (D)⊗L2(Θ)
can be defined as:
H1(D)⊗ L2(Θ) =
{










H10 (D)⊗ L2(Θ) =
{
u ∈ H 1 (D)⊗ L2 (Θ) | u = 0 on ∂D
}
.
2. Solving the stochastic forward problem of
electrocardiography
In this section we give a broad outline of the stochastic approach followed to solve the forward
problem with input data uncertainties [19, 2]. For the space domain we segment a 2D slice of
an MRI image of a 56-year old man (see Figure 1). Under our assumption the conductivity
uncertainties and epicardial boundary data uncertainties do not interact, and they are supposed
to be independent from each other, consequently we represent the stochastic forward solution of
the Laplace equation as a random field depending on both kinds of uncertainties. We suppose
that the conductivity parameter (σ) depends on the space (x) and on the stochastic variable
(ξ0), and the boundary epicardial data (f) depends on space (x) and on a stochastic variable
(ξ1). Thus, the solution of the Laplace equation will depend on space and on both stochastic
variables: we denote it by u(x, ξ0, ξ1). The stochastic forward problem of electrocardiography
can be written as follows
5.(σ(x, ξ0)5 u(x, ξ0, ξ1)) = 0 in D × Ω,
u(x, ξ0, ξ1) = f(x, ξ1) on Γi × Ω,
σ(x, ξ0)
∂u(x,ξ0,ξ1)
∂n = 0 on Γc × Ω,
(1)
where Γi and Γc represent the epicardial and torso boundaries respectively. The weak formulation
of SPDEs is based on an extension of the deterministic theory [5], test functions become random
fields and an integration over stochastic space is done with respect to the corresponding measure.
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Figure 1. MRI 2D slice of the torso (left), 2D computational mesh of the torso
geometry showing the different regions of the torso considered in this study: fat,
lungs and torso cavity (right). The angle θ is the second polar coordinate.
Thus, the weak form involves expectations of the weak problem formulation in the physical space.
Then, denoting by uf the extension of f to the whole domain, we look for ũ ∈ H10f (D)⊗ L2(Θ)
with:
H10f (D)⊗ L2(Θ) =
{
u ∈ H 1 (D)⊗ L2 (Θ) | u = 0 on Γc
}
.









σ(x, ξ1)∇uf (x, ξ0).∇v(x, ξ0, ξ1)dx
]
= 0. (2)
2.1. Discretization of the stochastic forward problem
A square integrable stochastic process X(ξ) of a parameter or a variable X is represented
by weighted sum of orthogonal polynomials {Ψi(ξ)} denoting the generalized chaos polynomial.
More details about the different choices of PDFs could be found in [25].




where X̂i are the projections of the random process on the stochastic basis {Ψi(ξ)}∞i=0 with
respect to the joint PDF ρ [19]. In practice, the infinite sum is truncated at a given order p that
allows a sufficient accuracy. We denote by




The mean value and the standard deviation of X̂ over Ω are then computed as follows:
















In order to solve the equation (1) we use the stochastic Galerkin (SG) method to compute the
approximate solutions. To develop this method, we denote Y pσ ⊂ L2(Θ0 ) and Y puf ⊂ L
2(Θ1 ) the
stochastic approximation spaces, and we have Y pσ × Y quf ⊂ L
2(Θ).
In our case we suppose that the conductivity parameter varies uniformly like in [19, 2] and we use
the Legendre chaos polynomials which are more suitable for uniform probability density. On the
other hand, we assigned Gaussian probability density to the epicardial boundary data. The corre-
sponding stochastic orthogonal basis to Gaussian random field is Hermite chaos polynomials [35].
Y Pσ = span { L0, ...., Lp} ; Y Puf = span {H0, ....,Hp}.
In this study, our aim is to evaluate, at the same time, two different sources of uncertainties on
the electrical potential, We denote by σ̂, ûf and û the Galerkin approximation of σ, uf and u,
respectively in the spaces Y pσ , Y quf and Y
p















By substituting (6),(5),(7) into the stochastic diffusion equation (1) and by projecting the result
on the polynomial basis {Lm(ξ0 )Hn(ξ1 )}(p,q)m,n=1 :







DjnCiml∇.(σ̂l(x)∇)ûij(x)) = 0 in D,
û1k(x) = (ũf )k(x) on Γi, ∀ k = 1, ..., q,




= 0 on Γc, ∀ l = 1, ..., p ; i = 1, ..., p and j = 1, ...q,
(8)
where Ciml = E[Li(ξ0 ),Lm(ξ0 ),Ll(ξ0 )] et Djn = E[Hj(ξ1), Hn(ξ1)].
For the spatial domain, we define a subspace Vh ⊂ H10f (D) of standard Lagrange finite element
functions on a triangulation of the domain D.
Vh := span {φ1, φ2, ...., φN}
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Obviously this ordering induces the following block structure of the linear system of equations :
A(1,1;1,1) A(1,1;1,2) · · · A(1,1;1,q) A(1,1;2,1) · · · A(1,1;p,q)
A(1,2;1,1) A(1,2;1,2) · · · A(1,2;1,q) A(1,2;2,1) · · · A(1,2;p,q)
...
... · · ·
...
... · · ·
...
A(1,q;1,1) A(1,q;1,2) · · · A(1,q;1,q) A(1,q;2,1) · · · A(1,q;p,q)
A(2,1;1,1) A(2,1;1,2) · · · A(2,1;1,q) A(2,1;2,1) · · · A(2,1;p,q)
...
... · · ·
...
... · · ·
...


























CimlKl ∀ i,m = 1, ...p; j, n = 1, ...q, (9)
Kl = [Kl]h,t = (σ̂l∇φh.∇φt)1≤h,t≤N ∀ l = 1, ...p, (10)
Here, h and t denote the degrees of freedom of the nodes of the mesh in which the electrical
potential values is unknown.








Dj,nCimlfl ∀ i = 1, ...p, j = 1, ...q, (11)




(ũf )l(xh) (σ̂l∇φh.∇φt)1≤t≤N ∀ l = 1, ...p. (12)
The index h denotes the degrees of freedom of the known Dirichlet boundary conditions of the
solution.
2.2. Results
In this section we conduct the numerical simulation obtained for the direct problem, which
show the influence of the conductivity variabilities and the epicardial potential data uncertainties
on the electrical potential in the torso. For the electrical potential in the heart boundary denoted
by (Uex), we generate synthetical data using the bidomain model in the heart domain [17].
Since we assume that the uncertainty of the conductivity value follows a uniform probability
density, as probability density functions ρ0we use the Legendre polynomials defined on the in-
terval Ω = [−1, 1]. We also suppose that the true conductivity uncertainty interval is centered
by σT , the true conductivity see Table 1. On the other hand Uex will represent the mean of
the Gaussian random field representing the epicardial boundary data uncertainty. We denote its
stdev by κ with (κ = νf), ν represents the level of uncertainty of the torso data. Under these
assumptions, we express the conductivity and the epicardial boundary data as follows[8, 19]:
σ̂(x, ξ0) = σ̂0(x)L0 (ξ0 ) + σ̂1 (x )L1 (ξ0 ). (13)
ûf (x, ξ1) = ũf0(x)H0(ξ1) + ũf1(x)H1(ξ1). (14)
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Figure 2. The effects of ±50% uncertainty to each organ conductivity from
its reference conductivity, and different levels of uncertainty on the epicardial
boundary data. X-axis denote the different stdev value (ν) of the Gaussian
epicardial data boundary field. Y-axis the mean square of the different stdev
value of u(x, ξ0, ξ1).
where σ(x, ξ0) is uniformly distributed on the interval [a(x), b(x)] for each point x ∈ D. We
have then σ̂0(x) = 0, 5(a(x) + b(x)) and σ̂1(x) = 0, 5(b(x)− a(x)). For uf (x, ξ1) which follows a
Gaussian distribution for each point x ∈ Γc, we have ũf0 = Uex and ũf1 = κ.
Figure 2 shows the set of results obtained for the relative error between the exact solution




Table 1. Conductivity values corresponding to the organs that are considered
in the model.
and the obtained solution on Γc. In the first case we only study the effect of torso boundary
data uncertainties where we gradually increase the stdev ν from zero to 50%. In the second
(respectively, third, fourth) case we add the effect of fat (respectively, cavity, lung) with ±50%
of uncertainties. We find that the relative error(RE) of the forward problem solution has been
barely affected by the uncertainties of the fat conductivity giving a relative error equal to 2%.
On the contrary the effect of the lung and cavity conductivity uncertainties is high(RE= 12%),
and stay observable to some level of ν ≥ 10−1, in which all curves take the same values as the
case with only epicardial boundary data uncertainty. Figure 3 approves the obtained results and
analysis mentioned above in Figure 2, and illustrates the uncertainty propagation in the whole
domain. As seen the lung and the torso boundary data uncertainties case Figure 3(e) take the
same distribution as the case with only epicardial boundary data uncertainty Figure3(f).
TITLE WILL BE SET BY THE PUBLISHER 9
(a) (b) (c)
(d) (e) (f)
Figure 3. Mean value of the SFE panel (a). Standard deviation of the SFE
solution for epicardial data uncertainty in the left and in the right ±50% lung
uncertainty and epicardial data uncertainty for ν = 0.01 (respectively from top
the bottom ν = 0.1 , ν = 0.3 panel(d) , ν = 0.5 panel(e)). Panel(f) shows the
Standard deviation of the SFE solution with only epicardial data uncertainty
for ν = 0.5
3. Stochastic inverse problem of electrocardiography
The inverse problem in electrocadiography imaging (ECGI) is a technique that allows to
construct the electrical potential on the heart surface Γi from data measured on the body surface
Γc. This problem is known to be ill-posed since Hadamard [21], then we propose to build an
optimal control problem, we write a cost function that takes into account the uncertainties in
the torso conductivities and the torso boundary data. We then use an energy cost function as
used in [1], constrained by Laplace formulation as presented in the previous paragraph, with







L2 (Γi)⊗ L2 (Θ)
)
minimizing the following cost function with a least square setting:



















with v(x, ξ0, ξ1) solution of :
5.(σ(x, ξ0)5 v(x, ξ0, ξ1)) = 0, in D × Ω,
v(x, ξ0, ξ1) = τ, on Γi × Ω,
σ(x, ξ0)
∂v(x,ξ0,ξ1)
∂n = 0, on Γc × Ω.
(15)
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We followed the same way presented in our last work [2], to calculate the gradient of the cost
function J with respect to η = η0(x)H0(ξ1) + η1(x)H1(ξ1), and τ = τ0(x)H0(ξ1) + τ1(x)H1(ξ1),




























σ ∂λ∂nh1dx], ∀h1 ∈ L
2(Γi),
with λ solution of :
∇.(σ(x, ξ0)∇λ(x, ξ0, ξ1)) = 0, on D × Ω,
λ(x, ξ0, ξ1) = σ(x, ξ0)
∂v(x,ξ0,ξ1)
∂n − η, on Γi × Ω,
σ(x, ξ0)
∂λ(x,ξ0,ξ1)
∂n = −(v(x, ξ0, ξ1)− f(x, ξ1)), on Γc × Ω.
(16)
3.1. The conjugate gradient algorithm.
Let us solve numerically the minimization problem (15). As method, we choose the conjugate
gradient optimization procedure, which is one of the most intuitive and simple methods used to
solve problems of optimal control [36, 1]. The different steps of the algorithm are performed as
follows:







L2 (Γi)⊗ L2 (Θ)
)
.
Step 1.1. Solve the well-posed stochastic forward problem:
∇.(σ(x, ξ0)∇vp(x, ξ0, ξ1)) = 0 in D × Ω,
σ(x, ξ0)
∂vp(x,ξ0,ξ1)
∂n = 0 on Γc × Ω,
vp(x, ξ0, ξ1) = tp on Γi × Ω,
(17)
in order to obtain vp | Γi and σ ∂v
p
∂n |Γi .
Step 1.2. Solve the stochastic adjoint problem:

∇.(σ(x, ξ0)∇λp(x, ξ0, ξ1)) = 0 in D × Ω,
λp(x, ξ0, ξ1) = σ(x, ξ0)
∂vp(x,ξ)




p(x, ξ0, ξ1)− f(x, ξ1)) on Γc × Ω,
(18)
in order to obtain λp|Γi, and σ ∂λ
p
∂n |Γi.
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We note that zp is the solution of:
∇.(σ(x, ξ0)∇zp(x, ξ0, ξ1)) = 0 in D × Ω,
σ(x, ξ0)
∂zp(x,ξ0,ξ1)
∂n = 0 on Γc × Ω,
zp(x, ξ0, ξ1) = d
p
1 on Γi × Ω.
(22)
Step 2. Having obtained (ϕp, tp) for p ≥ 0, set p = p+ 1 and repeat from step 1.1 until the pre-
scribed stopping criterion is satisfied. As a stopping criterion, we choose
∥∥E[tp+1(x, ξ)]− tp(x, ξ)]∥∥
L2(Γi)
≤
ε. In practice, we took ε = 0.001.
3.2. Results
In this paragraph, we show the numerical results of the stochastic inverse problem. Initially,
we generate synthetical data using the bidomain model in the heart domain. Since we suppose
that the torso is a passive conductor, the electrical potential in the torso is governed by the
Laplace equation and the conductivity depends on the domain as described. We extract the
body surface potential at a given time step, it represents the mean of the stochastic boundary
value E(f) on the complete boundary Γc. Then, we solve the inverse problem following the
algorithm described in previous paragraph.
In order to display the stochastic behavior of the reconstructed epicardial potential τ , we run
various simulations for different levels of ν. Figure 4 provides an overview of the obtained results
taking into account solely the torso data as source of uncertainty. Figure 4(a) gives the obtained
result for ν = 1% for (3,100,500 and 1000) samples of τ , in Figure 4(b) (respectively, Figure 4(c),
Figure 4(d)), we do the same for ν = 10% (respectively,30%, 50%). Analyzing these results, it
is observed that reconstructed epicardial potential τ at a level of ν less than 10% still have a
homogenous deviation to the exact solution with greater margin of error compared to the first
case ν = 1% in which the effect appears negligible. Though once ν exceeds 10%, the effect of the
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torso uncertainty seems more and more important, and produces a large variability on τ .
Therefore, to bring out the effect of the organs conductivity uncertainties, Figure 5 summarizes
the obtained results combining the torso data and the organs conductivity uncertainties. From
top to bottom ν = 1%, 10%, 30% and 50%, we show the mean value of the SFEM inverse solution
µ (black line), exact solution (blue dashed line) and the 95% confidence interval (cyan region
bounded by red lines). For each point on the heart boundary the 95% confidence interval is
defined as [µ− 2 stdev , µ+ 2 stdev]. In this figure, there are four columns: In the first column,
we only consider the uncertainty on the measured data f and in the second (respectively, third,
fourth) we consider both uncertainties on the measured data f and 50% uncertainty on the fat
(respectively, cavity, lung) conductivity. First, we remark that increasing the level of ν from 1%
to 30%, the epicardial data (τ) is more sensitive to the cavity and lung conductivities than for fat,
as found in the numerical results obtained in [2]. Then, we observe that the organs conductivity
effects become slightly important, once the value of ν exceeds 30%. As shown in the two cases
with ν = 30% (third line) and ν = 50% (fourth line), the error of the inverse mean value com-
pared to the exact solution is more or less the same for the four uncertainty cases considered here.
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(a) (b)
(c) (d)
Figure 4. representation of the stochastic behavior of the reconstructed epi-
cardial potential (τ) taking into account the torso data uncertainty, for different
numbers of samples, each panel gather four plots showing the exact epicardial
data solution (blue line) and from left to right top to bottom the simulation of
10, 100, 500, and 1000 samples of (τ) (red line). Panel (a), (respectively panel
(b), panel (c) and panel (d)) shows the obtained results for ν = 1% (respectively
ν = 10%, 30% and 50%)
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f uncertainty f& fat f& muscle f& lung
Figure 5. For the reconstructed stochastic field τ , we show the mean value of
the SFEM inverse solution (black line), exact solution (blue dashed line) and
the 95% confidence interval (cyan region bounded by red lines), with respect to
the case without uncertainties for different levels of ν = 1% (respectively from
top to bottom ν = 1% , ν = 10%, ν = 30%, ν = 50%), and from the left to the
right we depict the case with only the torso data uncertainty (respectively torso
data uncertainty with ±50% of fat, cavity and lung uncertainty.
Furthermore, Figure 6 illustrates for the same four cases presented in Figure 5 the distribution
deviation of the SFE inverse solution(v(x, ξ0, ξ1)), with respect to the case without uncertainties.
Similarly, from top to bottom ν = 1%, 10%, 30%, and 50%. The obtained results confirm our
outcomes in Figure 5: For low values of ν (ν = 1%), the deviation is much more pronounced for
the lung conductivities case than it is for the other organs. We also have the same pattern of
the deviation distribution for high values of ν (ν ≥ 30%). In addition, the distributions shown
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in Figure 6 allow us to localize the most sensitive regions to uncertainties with a global vision of
the uncertainty propagation.
f uncertainty f& fat f& muscle f& lung
Figure 6. The figure presents for different level of ν = 1% (respectively from
top the bottom ν = 1% , ν = 5%, ν = 10%, ν = 30%, ν = 50% ), the deviation
of the SFE inverse solution (v(x, ξ0, ξ1)) with respect to the case without un-
certainties. And from the left to right the panels depict the case with only the
torso data uncertainty ( respectively torso data uncertainty and ±50% of fat,
muscle and lung uncertainties
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4. Conclusion
This paper presents a novel framework of the stochastic approach, allowing to combine two
independent sources of uncertainty in the forward and inverse problems of ECG. The method is
based on the polynomial chaos and SFE method. We formulated the inverse problem as an opti-
mal control stochastic inverse problem in order to be able to propagate the source of uncertainty
to the output of the problem (epicardial potential in this application). We proved the efficiency
of this tools through various numerical simulations. Our finding is that the potential boundary
data uncertainty have a strong effect on the forward and inverse problem solution, compared
to the organs conductivity uncertainties. By the same token, our results permit to classify the
influence of each input parameter: the lungs and the cavity conductivity uncertainties are in
the same level of sensitivity. However, the uncertainty of the fat conductivity did not affect too
much the inverse solution. Finally, the challenge that we propose to address in future works is to
analyze the influence of the proximity in various organs to the bounding surfaces on the model
accuracy, also the implementation in 3D of the proposed methodology.
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