Mobile apps are one of the building blocks of the mobile digital economy. A differentiating feature of mobile apps to traditional enterprise software is online reviews, which are available on app marketplaces and represent a valuable source of consumer feedback on the app. We create a supervised topic modeling approach for app developers to use mobile reviews as useful sources of quality and customer feedback, thereby complementing traditional software testing. The approach is based on a constrained matrix factorization that leverages the relationship between term frequency and a given response variable in addition to co-occurrences between terms to recover topics that are both predictive of consumer sentiment and useful for understanding the underlying textual themes. The factorization can provide guidance on a single app's performance as well as systematically compare different apps over time for benchmarking of features and consumer sentiment. We apply our approach using a dataset of over 81,000 mobile reviews over several years for the two of the most reviewed online travel agent apps from the iOS and Google Play marketplaces.
Introduction
Mobile commerce is expected to reach $86 billion in 2016 (eMarketer, 2013 , and through the increasing prevalence of smartphones, has already started to significantly influence all forms of economic activity. Increasingly, the mobile ecosystem is gaining significant attention from enterprises that are porting many of their standardized enterprise-based software functionalities to mobile platforms (Serrano et al., 2013) . The rise of tablets and smartphones, combined with the corresponding drop in PC-based traffic on the Internet (ABIresearch, 2012) , suggests that most enterprises will need to consider "mobile" as an important part of their service portfolio. A central part of this move to the mobile ecosystem is, of course, the mobile app.
Mobile apps are software products that are typically embedded in the native operating system of the mobile device, link to various wireless telecommunication protocols for communication, and offer specific forms of services to the consumer (Wasserman, 2010; Krishnan et al., 2000) . One critical issue faced by all software development teams is that of software quality (Pressman, 2005) , leading to the quality of experience for the user (Kan et al., 1994) . The issue of quality of experience, based on the underlying functionality provided by the mobile app, is of particular importance in the mobile context (Ickin et al., 2012) , especially as service industries increase their presence in this sphere. Poor quality of experience on the mobile app can damage the underlying brand (Anthes, 2011) , alienate rewards customers and increase defections to competitors for more casual users, thus reducing revenues. These issues are also faced in enterprise software development contexts, where quality and the customer experience are particularly critical.
To meet these requirements, firms spend considerable time and effort in surveying customers and developing theoretical models of software quality and customer requirements before-hand (Parasuraman et al., 1988; Pressman, 2005) .
In contrast to these organizational efforts to manage quality and customer requirements, however, the mobile developer has access to a significant quantity of feedback on the quality of experience from the app through the channel of online reviews. Online reviews provide the development team with ready and easily accessible feedback on the quality of experience from using the app, while also influencing other potential customers' download decisions. Moreover, useful information in such reviews are often found in the text, rather than simply the overall rating for the app. Thus, an arguably easy approach to understanding user-perceived quality and satisfaction with a mobile app may be to simply manually read the related online reviews and incorporate this understanding into the app development process.
However, this approach poses several challenges. First, online reviews are characterized by high volume and diversity of opinions, making it harder to parse out the truly important feedback from non-diagnostic information (Godes and Mayzlin, 2004) . Second, they are driven by significant individual biases and idiosyncracies (Li and Hitt, 2008; Chen and Lurie, 2013; Chen et al., 2014) . Finally, reading and absorbing all reviews associated with an app is infeasible simple due to volume, given the number of apps that are available on the marketplace, the number of reviews that are generated per app, and the rate at which new reviews are added, which is at an increasing rate (Lim et al., 2015) .
Researchers at the intersection of software engineering and unstructured data analysis have developed methodologies to help the app development teams tap into this useful source of collective information to extract specific insights that may guide future development work on the app (see Bavota (2016) for a comprehensive survey). For example, Chen et al. (2014) developed a decision support tool to automatically filter and rank informative reviews that leverages topic modeling techniques, sentiment, and classification algorithms. Iacob and Harrison (2013) ; Panichella et al. (2015) and Maalej and Nabil (2015) use a combination of linguistic pattern matching rules and classification algorithms to classify reviews into different categories, like feature requests and problem discovery, that developers can use to filter for informative reviews. Galvis Carreño and Winbladh (2013) applied topic modeling to app store reviews to capture the underlying consumer sentiment at a given moment in time.
In this work we extend this literature to help understand the evolution of consumer sentiment over time while benchmarking apps against their competitors by systematically incorporating time and the competitive landscape into a supervised topic modeling framework that estimates the impact of certain discussion themes on the customer experience. Our data contains online reviews from the iTunes and Google Play marketplaces for two firms at the heart of the travel ecosystem in the United States, namely Kayak and TripAdvisor. Both these apps are free, and are aimed at frequent travelers, with functionality for search, managing reservations, accessing promotions, logging into travel accounts, reviewing travel activities, and so on. would be to understand why ratings have trended downwards and how consumer discussion compares to competing firms, so that appropriate remedial action can be taken to improve their positioning in the mobile marketplace.
The main idea behind our approach is that features can be derived from the text not only by considering the co-occurrences between terms in reviews, but also with the observed association between term usage and star ratings -the response variable of interest. Thus, by using a constrained matrix factorization approach we leverage the relationship between terms and the response variable to recover topics that are predictive of the outcome of interest in addition to being useful for understanding the underlying textual themes. The model is flexible enough to analyze multiple apps around common topics with evolving regression coefficients as new app versions are released to the public. These are an important and novel extensions with respect to the topic modeling literature, since they allows managers and development teams to go beyond a static summary of the review corpus of the app to systematically compare different apps over time for benchmarking of features and consumer sentiment. By pinpointing the causes of user dissatisfaction, a manager or development team can steer future development appropriately while ensuring a match between the user experience and the appropriate development effort by the development team.
Kayak and TripAdvisor were the two most reviewed travel apps at the time of collecting the data, which is comprised of 81,291 English reviews across a total of 140 different versions of these apps representing the full history of these apps from their introduction to the iTunes and Google Play marketplaces until November 2014. Even in this specific context, where we limit our attention to a particular industry and pair of apps, we see that there are over a 1,000 reviews per app per year, with even more reviews to be considered if the developer were interested in examining the reviews of competitor apps as well, thus underscoring the need for a statistical and semi-automated approach.
The next section presents in detail the proposed matrix factorization model and estimation framework followed by a review of competing methods in Section 3.
Through a detailed simulation study under different generative models (Section 4) as well as with the iTunes and Google Play data (Section 5), we show that the proposed factorization is just as or more accurate when compared to competing methods for out of sample predictions. We also use the results of the model to characterize and contrast both apps over time. The paper concludes with a short discussion on the overall findings, the limitations of our work, and also directions for future research in Section 6.
Single Stage Predictions with Matrix Factorization
Prior work in the domain of text analysis and online reviews (Cao et al., 2011; Galvis Carreño and Winbladh, 2013; Tirunillai and Tellis, 2014; Abrahams et al., 2015; Mankad et al., 2016) has followed a two-stage approach, where one first derives text features through topic modeling and subsequently applies linear regression or another statistical model for prediction and inference. In principle there are many ways to perform this two-stage procedure, both in terms of generating text features and properly combining them within a statistical model. We address this issue by integrating both steps together using a matrix factorization framework. The problem we focus on is prediction and explanation of a response variable when given a set of documents. Formally, let X ∈ R n×p + be a document term matrix with n documents on the rows and p terms on the columns. Let Y ∈ R n×1 be a response vector. Though in our application, Y = {1, 2, 3, 4, 5} n will be composed of online review scores on iTunes, which are better modeled with a multinomial distribution, we begin by solving the case when the response variable is normally distributed and extend in Section 2.2 to the multinomial setting with a series of binary regressions.
The objective function for the factorization is
(1) subject to (Λ) ij ≥ 0 for all i, j
The p × m non-negative matrix Λ are the term-topic loadings, the m-vector β are regression coefficients that reveal the effect of each topic on the response Y , and λ are tuning parameters that controls the amount of sparsity in the regression coefficients.
To enhance interpretability of the model, we require that topic loadings satisfy non-negativity constraints, which has been proposed for matrix factorization with text and other forms of data in previous works, most notably with extensions of the Nonnegative Matrix Factorization and Probalistic Latent Semantic Analysis models Seung, 1999, 2001; Ding et al., 2008 Ding et al., , 2010 . The underlying intuition for why non-negativity is helpful with text is summarized in Xu et al. (2003) and O'Callaghan et al. (2015) . Documents and terms are grouped together by their underlying topics and are also represented in the document-term matrix as data points in the positive orthant. As a result, non-negativity constraints result in a factorization that is able to better match the geometry of the data by estimating correlated vectors that identifies each group of documents and terms. We build upon this literature and impose non-negativity to better capture the natural geometry of the data. To understand the topic composition for a given document, one can inspect the corresponding row of XΛ, where larger values indicate greater topic importance to the document.
Since the regression coefficients β can take positive and negative values, the optimization problem most resembles the Semi-Nonnegative Matrix Factorizations in Ding et al. (2010) , which was proposed for clustering and visualization problems, and Michailidis (2013, 2015) , who adapt the factorization for network analysis. The exact form and context of our model is to our knowledge novel, and manages to avoid the well-known issue of overfitting, which plagues other matrix factorization approaches in text analysis. Specifically, with classical techniques like the Latent Semantic Analysis (see the Section 3 for detailed review) (Deerwester et al., 1990) or Probabilistic Latent Semantic Analysis (Hofmann, 1999) , one extracts topics by estimating a low-rank matrix factorization of the form X ≈ U DV T subject to, respectively, the orthonormality constraints of Singular Value Decomposition or probability constraints. In both cases, the number of parameters grows linearly with the number of documents in the corpus. With the proposed factorization the number of parameters to estimate does not depend on corpus size, and grows with the size of the vocabulary and number of topics. The regression coefficients capturing topic-level effects on the response variable are subject to an 1 penalty to limit the number of parameters further and encourage sparsity of topics that are not useful for prediction, The penalty serves to reduce the impact of "noisy" or uninformative discussion, which occurs frequently in online user generated content. For example, Iacob and Harrison (2013) and Chen et al. (2014) find that less than 25 percent of online reviews for apps contained information relevant for developers.
Requiring |(β) j | ≤ 1 is for numerical stability and interpretability between datasets, since without such a constraint for any positive diagonal m × m matrix D, ΛD and D −1 β is another solution with the same objective value. We note that still the factorization as posed above is not fully identifiable, as the columns of Λ are subject to permutations. The arbitrary ordering of topics is a feature present in all topic modeling techniques other than Latent Semantic Analysis.
We also note that since the proposed method is not a formal probability model that requires term frequencies as inputs, the document-term matrix X can be preprocessed with term-frequency inverse document frequency (TFIDF) weighting (Salton and Michael, 1983) (X) ij = tf ij log(
where tf ij denotes the term frequency (word count) of term j in document i, idf j is the number of documents containing term j, and n is the total number of documents in the corpus. This normalization has its theoretical basis in information theory and has been shown to represent the data in a way that better discriminates groups of documents and terms compared to simple word counts (Robertson, 2004) .
Finally, the proposed factorization can be used to generate predictions for any new document by representing the document with the p-vectorx so that the prediction isŷ =xΛβ.
Estimation
The estimation approach we present alternates between optimizing with respect to Λ and β. The algorithm solves for Λ using a projected gradient descent method that has been effective at balancing cost per iteration and convergence rate for similar problems posed in Nonnegative Matrix Factorizations (Lin, 2007) .
Solving for β
When holding Λ fixed, the remaining optimization problem written in Lagrangian form is exactly an 1 penalized regression model. There has been extensive recent work on solving such optimization problems efficiently. As such, we utilize the cyclical coordinate descent algorithm implemented in the "glmnet" library (Friedman et al., 2010) , which has well established convergence properties (Tseng, 2001 ).
Within each iteration, 5-fold cross-validation is used to select the λ penalty yielding the model with the best cross-validated root mean squared error. Due to the uncontroversial nature of this subproblem and optimization solution, we refer the reader to Friedman et al. (2010) and Tseng (2001) and references therein for further information.
Solving for Λ
We now turn our attention to solving for Λ, holding β fixed. Our discussion follows Lin (2007) , which introduced projected gradient descent algorithms for NMF.
A standard gradient descent algorithm would start with an initial condition Λ (0) and constants α i and iterate
where the gradient of the objective function with respect to Λ is
Note that X T X and X T Y can be precomputed for faster computing time.
Due to the substraction, the non-negativity of Λ cannot be guaranteed. Thus, the basic idea of projected gradient descent is to project elements in Λ to the feasible region using the projection function, which for our problem is defined as
The basic algorithm is then
The constants α i regulate the step size or amount of change in the estimate at each iteration, and converge to zero with i. However, the exact specification of α i is a main challenge. If the step size is too small, the algorithm will not converge to a stationary point. If the step size is too large, then too many elements of Λ will be projected to zero and the quality of the estimate will suffer. To guarantee a sufficient decrease at each iteration and convergence to a stationary point, the "Armijo rule" developed in Bertsekas (1999 Bertsekas ( , 1976 ) provides a sufficient condition for a given α i at each iteration
where σ ∈ (0, 1) and ·, · is the sum of element wise products of two matrices.
Thus, for a given α i , one calculates Λ (i+1) and checks whether (2) 
repeat 8:
until α i+1 does not satisfies (2) 10:
repeat 12:
until α i+1 satisfies (2) 14:
16:
.
17:
Tune λ using 5-fold cross-validation and solve for β (i+1) using coordinate descent (Friedman et al., 2010) .
18:
Set δ = ||Y −XΛ (i+1) β (i+1) || 2 2 −||Y −XΛ (i) β (i) || 2 2 ||Y −XΛ (i) β (i) || 2 2
19:
Set i = i + 1 20: end while
The final algorithm is given in Algorithm 1. Searching for an appropriate α i when updating Λ is the most time-consuming task. To improve runtime, we utilize the heuristic of using α i−1 as an initial guess for α i , and set σ = 0.01 and γ = 0.9.
Extensions for the iTunes and Google Play Apps Data
In our data and generally with online review scores, Y = {1, 2, 3, 4, 5} n , which are not well modeled with a normal distribution. To extend the proposed factorization to better fit our data, we utilize a series of linked binary regressions where the topic loadings Λ are common to all categories.
Let Y k be binary response vectors for categories k = 1, . . . , K created from Y .
Specifically,
The objective function becomes
where β k are regression coefficients for category k. The model is analogous to fitting a linear probability model to each category with common topics.
To generate predictions for any new documentx, we take the max over all categoriesŷ = max kxΛβk to select the most likely one.
The estimation algorithm remains largely unchanged as before, with the derivative of Λ being
and an inner loop to estimate λ k and β k for each category.
This same idea can be applied to further extend the objective function to multiple apps over time. Analyzing multiple apps with common topics is particularly important for benchmarking exercises that aim to discover how consumer sentiment around common features changes between apps. To analyze multiple apps simultaneously around a common set of topics over time, the objective function
subject to (Λ) ij ≥ 0 for all i, j
where a indexes the set of apps and t denotes time, which can be defined according to calendar time, version releases, or other means. Note that the number of documents changes with each app and time interval, but that the vocabulary is kept constant across them so that X t,a is n t,a × p, Y t,a,k are n t,a × 1 binary response vectors, and β t,a,k are m × 1 regression coefficients for each time interval, star rating, and app.
The estimation for this extension remains very similar to Algorithm 1, with the derivative of Λ being
and inner loops to estimate λ t,a,k and β t,a,k . We find that the estimation algorithm typically converges with runtime less than 5 minutes and typically within 50 iterations in all experiments.
Relation with Topic Modeling Methods
As shown in Table 1 , the historical roots of the proposed factorization go back to Latent Semantic Analysis (LSA), the most classical technique for topic modeling, which is based on the Singular Value Decomposition (SVD) of the document-term Deerwester et al., 1990 ). In many information retrieval tasks X is projected onto the word-topic factors XV T for a low rank representation of the data. We of course are building on this idea with XΛ. With LSA the interpretability of the resultant factors can be challenging in practice, which led to the development of the Probabilistic Latent Semantic Analysis.
Probabilistic Latent Semantic Analysis (pLSA) developed in Hofmann (1999) is a formal probability model over the joint distribution of words and documents.
The idea is that each word in a document is a sample drawn from a mixture of multinomial distributions that correspond to different topics. pLSA can be written in the same algebraic form of SVD but imposes probability constraints, which greatly improved the interpretation of the resultant factors. In fact, Ding et al. (2008) shows an equivalency between the pLSA model and the Non-Negative Matrix Factorization (NMF) of the document-term matrix when one imposes sum to one constraints in addition to the non-negativity for the NMF.
While pLSA is widely seen as an improvement over LSA, there are two major drawbacks. First, the number of parameters to be estimated grows linearly with the size of the corpus, which can lead to overfitting. Second, there is no systematic way to assign probabilities to new documents after training the model. As discussed above, both of these concerns are addressed in our model. The idea is that documents are constructed in a multi-stage procedure.
Method
1. Define K topics, which are probability distributions over words and denoted as β 1:K .
2. Randomly draw a distribution over topics for the entire corpus θ|α ∼ Dir(α).
For each word in a document:
(a) Randomly sample a topic according to the distribution of topics created in
Step 1, i.e., z n ∼ M ult(θ).
(b) Randomly sample a word according to the topic, i.e., w n |z n , β 1:K ∼
M ult(θ).
The topic proportions are distributed according to a Dirichlet distribution. Topic and word assignments are conditionally distributed as multinomial. This generative process defines a joint probability distribution, where the goal is to infer the conditional distribution of the topic structure given the observed documents and word counts
This task creates a key statistical challenge that has been addressed with tools like Gibbs sampling (Porteous et al., 2008) 
where the prevalence of topics determine the outcome variable.
Our approach is similar to the sLDA model, but there are important differences.
Because sLDA is a formal probabilistic model, it must take as input the term frequencies and requires specification of hyperparameters. sLDA also is a static model in the sense that the regression coefficients do not evolve in over time or in different conditions. One could in principal extend the sLDA model to this setting, but there are nuanced issues around identifiability that need to be carefully considered when and if both the topic keywords and regression coefficients are changing. In contrast, because our method is not a formal probability model but a constrained factorization, we can represent each document using the term-frequency inverse document frequency (Robertson, 2004) , which has been shown to be advantageous for various learning tasks. We also have a single tuning parameter (λ) that is effectively automatically set inside of the algorithm, whereas sLDA requires careful specification of hyperparameters. In fact, numerous empirical studies show that the performance of LDA-based methods with online app reviews is sensitive to hyperparameter specification (Lu et al., 2011; Panichella et al., 2013; Thomas et al., 2013; Bavota, 2016) .
Our approach is also flexible enough to allow evolving regression coefficients as new app versions are released to the public and for multiple apps to be analyzed simultaneously around the same topics. These are an important and novel extensions, since they allow managers to go beyond a static summary to understand how the customer experience is evolving with different apps and versions.
Another similar and recent work is the multinomial inverse regression of Taddy (2013), which uses a logistic regression to extract sentiment information from document annotations and phrase counts that are modeled as draws from a multinomial distribution. The nuanced differences in context leads to different modeling decisions. Since sentiment analysis is the main objective in Taddy (2013) , where recovering dictionaries is critical, the multinomial inverse regression analysis is done at the phrase or term-level. Our approach performs topic modeling (grouping of the terms) at the same time as regression.
Simulation Study
We All analyses are performed using R (R Core Team, 2014), with the "tm" (Feinerer et al., 2008) and "topicmodels" (Grün and Hornik, 2011) libraries. For sLDA, we use the collapsed Gibbs sampler implemented in the "lda" package (Chang, 2012) .
Self Consistency
Data are generated to study how proposed the model performs under its implied generating process, where Y |X, Λ, β, σ 2 ∼ Normal(XΛβ, σ 2 ). X is the document term matrix, (Λ) ij ∼ Uniform After training each model, we assess the accuracy of the predictions on the test set using the root mean squared error, which are shown in the top panel of Table 2 .
The proposed model performs best across all settings. It is notable that the proposed model performs well even when the number of words in each document is small. This is important since a distinguishing property of app mobile reviews is that an overwhelming majority are written on mobile devices, leading to shorter and less formal writing styles (Burtch and Hong, 2014) . In our real app reviews data, the average document length is under 20 words.
Supervised Latent Dirichlet Allocation
Data are generated under the generating process assumed by sLDA (Mcauliffe and Blei, 2008) , where Y |Z, β, σ 2 ∼ Normal(β T Z, σ 2 ). Z is the Document/Topic probability distribution. All other settings are identical to the previous simulation study. be useful for our app review data as well as with other corpora.
iTunes and Google Play App Reviews
Now that we have established using synthetic data that the proposed approach is accurate and robust to different generating processes and signal-to-noise levels, we demonstrate the method's real-life viability and applicability by using the mobile apps marketplace data for Kayak and TripAdvisor. We begin by discussing the preprocessing and model selection steps, followed by a detailed discussion of the findings.
Pre-processing
To ensure accurate word counts when forming the document term matrix, we follow the standard preprocessing steps (Boyd-Graber et al., 2014) of transforming all text into lowercase, removing words composed of less than three characters and stopwords (e.g., "a", "and", "the"), prefixing a negation flag to the word that follows (e.g., "not enjoyable" becomes "not enjoyable"), and stemming words, which refers to the process of reducing words to their base (e.g., "enjoyable" and "enjoying" become "enjoy"). We then applied the normalization of term frequency weight in document vector space after removing infrequent terms that have occurred in less than 10 reviews. The resulting total vocabulary size is 2,063 for reviews iTunes and 2,273 for reviews Google Play.
We group reviews into 10 temporally sequential intervals such that in each interval there are at least 10 reviews for each rating (1 through 5) for each mobile app (Kayak and TripAdvisor) and platform (iTunes and Google Play). The average range of boundary dates for an interval is 6 months for review on iTunes and 9 months on Google Play.
Model Selection
The number of underlying topics (rank of Λ) is typically chosen to balance complexity of the model with the overall goodness of fit. In our studies, we use cross- Table 3 : Out of sample misclassification error rate when predicting future online review ratings. Note that SLDA was run assuming a normally distributed response as this is the only working option in the public code. All other methods were combined with multinomial regression.
validation on the training sample to calibrate the rank of the factorization according to the out of sample misclassification error rate (MER): we use the first 9 bins as the training set, from which we estimate the term-topic matrix (Λ) and the timevariant topic coefficients (β t ) and leave out the last bin as the test set. We predict the ratings on the test set with the topic coefficient from the 9-th binβ t=9 and the estimated document-topic matrixΛ and choose the number of topics that yields the lowest MER for the test set.
Assessing the MERs across models with 3-20 topics for both mobile platforms, the resulting optimal number is 17 for reviews on iTunes and 8 for those on Google Play, with the respective MERs being 0.312 and 0.335 detailed in Table 3 . We also benchmark the performance against LSA, pLSA, LDA and SLDA in terms of out-of-sample MER. Our approach consistently outperforms other methods and by a noticeable margin (8% improvement) when tested on the relatively larger review dataset on Google Play.
Results and Discussion
On Google Play, consistent with the rise of aggregate ratings of the TripAdvisor app (shown in Figure 1 ), the estimatedβ coefficient of the predictive topic Functionality trends upward (gets less negative) over time in predicting 5-star ratings, which could indicate either the improvement of functionality features on the part of platform and mobile app, or less sensitivity to functionality features on the part of its users. Likewise, the estimatedβ coefficient of the predictive topic User Interface (UI) exhibits an upward trend (gets more positive) could imply that either the improvement of UI features by the platform or the mobile app, or users being less sensitive to UI features over time. 1 On the contrary, the Kayak mobile app on Google Play experienced a downward turn in user ratings, which could be explained by the drops in theβ coefficients of topics Functionality and User Interface in predicting 5-star ratings and slight rises in the β coefficients of the two in pre- The optimal number of topics from iTunes apps reviews is twice the optimal number of topics from Google Play apps reviews, indicating that iTunes users write app reviews with richer content relative to Google Play app users. The most representative topics are summarized in Tables 4 and 5 , respectively, after post-processing the topic keywords from Λ using a topic summarization method introduced in Hannah and Wallach (2014), which helps recover common phrases from the keywords to enhance interpretability. Two common topics emerge across iTunes and Google Play: Restaurants and User Interface, reflecting shared concerns of users on both mobile app platforms. Contrasting the β evolution patterns between the two platforms, User Interface is much more predictive of app rating (with greater variability) over time on iTunes than on Google Play, whereas Restaurants is predictive on neither. Representative topics exclusive to iTunes include Pricing, Software Bugs, and Feature Requests, with Software Bugs significantly predictive of app ratings. Whereas topics exclusive to Google Play include Google Maps, Versioning and Functionality, with Google Maps and Functionality being significantly predictive of app ratings. Thus mobile app managers seeking higher user satisfaction (proxied by ratings) could allocate more resources to User Interface improvement, fixing Software Bugs for apps on iTunes, whereas providing better 
Conclusion
We presented a constrained matrix factorization model that performs topic modeling and regression in a single stage. The novelty of this approach is that the model leverages the relationship between terms and star ratings to recover topics that are predictive of the outcome of interest in addition to being useful for understanding the underlying textual themes. Comparing against the most popular supervised and unsupervised topic modeling frameworks, we find that our approach is computationally efficient, and just as or more accurate. Our results are in line
with O'Callaghan et al. (2015) who showed that NMF style factorizations may lead to better solutions over LDA-based approaches especially with niche or nonmainstream corpora. We extend the factorization to provide guidance on a single app's performance as well as systematically compare different apps over time for benchmarking of features and consumer sentiment.
An important extension in terms of the application to online app reviews is recovering market structure. In our data the set of competing apps are dictated by the core business of each of the firms. Yet, in general with mobile apps the appropriate set of benchmark apps is unclear, especially from the consumer's perspective. For instance, if an app streams video even without it being a core feature, an average consumer might benchmark this aspect internally against Netflix or the Youtube app, popular apps that specialize in video playback. Thus, identifying which other apps are seen by the consumer as competitors or substitutes using online reviews would address a key challenge in understanding the consumer and in deriving value from online reviews for companies. As such, a growing number of firms have begun developing dashboards that display summaries of online customer reviews to managers (Han et al., 2016) . Our methodology is promising for such summaries that require speed and prediction accuracy.
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