Stochastic Geometry for Modeling, Analysis and Design of Future Wireless Networks by Guo, Jing
Stochastic Geometry for Modeling,
Analysis and Design of
Future Wireless Networks
Jing Guo
August 2016
A thesis submitted for the degree of
Doctor of Philosophy of
The Australian National University
Research School of Engineering
College of Engineering and Computer Science
The Australian National University
c© Copyright by Jing Guo 2016
All Rights Reserved

Declaration
The contents of this thesis are the results of original research and have not been submitted for
a higher degree to any other university or institution.
Much of the work in this thesis has been published or has been submitted for publication as
journal papers or conference proceedings.
The research work presented in this thesis has been performed jointly with Dr. Salman Durrani
(The Australian National University), Dr. Xiangyun Zhou (The Australian National Univer-
sity) and Prof. Halim Yanikomeroglu (Carleton University). The substantial majority of this
work was my own.
Jing Guo
Research School of Engineering,
College of Engineering and Computer Science,
The Australian National University,
Canberra, ACT 2601,
AUSTRALIA
iii

Acknowledgments
The work presented in this thesis would not have been possible without the support of a number
of individuals and organizations and they are gratefully acknowledged below:
• First of all, I would like to express my heartfelt gratitude to my supervisors and friends
Drs. Salman Durrani and Xiangyun Zhou, for their guidance, support and encourage-
ment throughout my PhD studies. Their rigor and conciseness shaped my style and
improved my skills in presenting complex technical ideas in papers. It is my pleasure
and honor to be their student.
• I would like to thank Prof. Halim Yanikomeroglu from Carleton University for kindly
welcoming me to visit his research group for four months, i.e., Dec. 2014 to Apr. 2015.
It was a valuable experience in my PhD, where I learnt about the industry perspective of
future wireless communications. Prof. Halim has been very helpful during my visit to
Carleton University and helped me to strengthen my research skills.
• It is my great pleasure to study in the communications group at the Research School of
Engineering. I would like to thank everyone for making the group a friendly and relaxing
research environment. Special thanks to Drs. Nan Yang, Wen Zhang, Profs. Parastoo
Sadeghi, Rodney A. Kennedy and Thushara D. Abhayapala. I would also like to thank
my colleagues Wanchun Liu, Hanchi Chen, Biao He, Yirui Cong, Xiaohui Zhou, Yifei
Huang and Alice Bates for providing a friendly environment and stimulating company.
• Thanks must go to The Australian National University for providing the PhD schol-
arship, stipend, and a 2014 ANU Vice Chancellor’s Travel Grant for supporting my
conference attendance, living expenses, and Carleton University visit, respectively.
• I would like to give my most sincere gratitude to my parents for their continuous sup-
port in general. My every little success would not have been possible without their
encouragement. I would like to give my special thanks to my boyfriend Xiao Li for his
encouragement and understanding. Finally, I would like to thank my friends in Canberra,
who provided me with a homely environment overseas.
v

Abstract
This thesis focuses on the modeling, analysis and design of future wireless networks with smart
devices, i.e., devices with intelligence and ability to communicate with one another with/with-
out the control of base stations (BSs). Using stochastic geometry, we develop realistic yet
tractable frameworks to model and analyze the performance of such networks, while incorpo-
rating the intelligence features of smart devices.
In the first half of the thesis, we develop stochastic geometry tools to study arbitrarily
shaped network regions. Current techniques in the literature assume the network regions to
be infinite, while practical network regions tend to be arbitrary. Two well-known networks
are considered, where devices have the ability to: (i) communicate with others without the
control of BSs (i.e., ad-hoc networks), and (ii) opportunistically access spectrum (i.e., cogni-
tive networks). First, we propose a general algorithm to derive the distribution of the distance
between the reference node and a random node inside an arbitrarily shaped ad-hoc network
region, which helps to compute the outage probability. We then study the impact of boundary
effects and show that the outage probability in infinite regions may not be a meaningful bound
for arbitrarily shaped regions. By extending the developed techniques, we further analyze the
performance of underlay cognitive networks, where different secondary users (SUs) activity
protocols are employed to limit the interference at a primary user. Leveraging the informa-
tion exchange among SUs, we propose a cooperation-based protocol. We show that, in the
short-term sensing scenario, this protocol improves the network’s performance compared to
the existing threshold-based protocol.
In the second half of the thesis, we study two recently emerged networks, where devices
have the ability to: (i) communicate directly with nearby devices under the control of BSs
(i.e., device-to device (D2D) communication), and (ii) harvest radio frequency energy (i.e.,
energy harvesting networks). We first analyze the intra-cell interference in a finite cellular
region underlaid with D2D communication, by incorporating a mode selection scheme to re-
duce the interference. We derive the outage probability at the BS and a D2D receiver, and
propose a spectrum reuse ratio metric to assess the overall D2D communication performance.
We demonstrate that, without impairing the performance at the BS, if the path-loss exponen-
t on cellular link is slightly lower than that on D2D link, the spectrum reuse ratio can have
negligible decrease while the average number of successful D2D transmissions increases with
the increasing D2D node density. This indicates that an increasing level of D2D communi-
cation is beneficial in future networks. Then we study an ad-hoc network with simultaneous
vii
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wireless information and power transfer in an infinite region, where transmitters are wirelessly
charged by power beacons. We formulate the total outage probability in terms of the power and
channel outage probabilities. The former incorporates a power activation threshold at transmit-
ters, which is a key practical factor that has been largely ignored in previous work. We show
that, although increasing power beacon’s density or transmit power is not always beneficial for
channel outage probability, it improves the overall network performance.
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Chapter 1
Introduction
1.1 Motivation
Recent years have witnessed the exponential growth in the number of wireless mobile devices
and the resulting mobile data traffic [1]. It has been reported by Cisco that there are 7.4 billion
mobile devices world wide in 2014, which will increase to 11.5 billion mobile devices in
2019 [2]. In addition, the average data traffic generated by fourth generation (4G) network is
2.2 GB per month in 2014, which is expected to increase to 5.5 GB per month in 2019 [2]. To
meet this demand in the future, fifth generation (5G) networks are envisioned to provide [1, 3]:
• higher data rate (i.e., 1000× increase from 4G to 5G);
• low end-to-end latency (i.e., supporting a roundtrip latency of about 1 ms, compared to
current 4G roundtrip latencies of the order of about 15 ms);
• higher energy efficiency (i.e., about 100× decreasing in Joules per bit and cost per bit
for each data link);
Presently there is a broad consensus in academic and industry that these requirements
simply cannot be achieved by a mere evolution of current network systems [4], e.g., strategies
such as cell densification and cell shrinking resulting in small cells, will play an important
part in 5G, but need to be supplemented by other solutions. As a result, novel technology
directions have been envisioned for 5G. Among these novel technologies is the concept of
smart devices, which is the focus of this thesis. In traditional 2G-3G-4G cellular networks,
the base station (BS) infrastructure takes control of communication and has complete control
over mobile devices. In 5G systems, it is expected that the devices will be endowed with
intelligence. This intelligence has major implications for the modeling, analysis and design of
future wireless networks.
The simplest form of intelligence is perhaps the ability to bypass BSs completely and
communicate with other devices without any central control. This gives rise to the concept
1
2 Introduction
of ad-hoc networks, the basic idea of which has been around for a few decades. The recen-
t proliferation of wireless devices and technologies for short range communication (such as
Bluetooth) indicates that ad-hoc networks are attractive for 5G system, especially for the de-
velopment of small cell scenarios [5, 6]. In ad-hoc networks, users are equipped with wireless
transceivers which can directly communicate with each other [7, 8], which implies that these
smart devices are no longer under the control of BSs. Without the infrastructure set up and
administration, the users can create and join networks anytime and anywhere [9].
A more sophisticated form of intelligence can be the ability to flexibly use the licensed
spectrum, i.e., cognitive networks. In cognitive networks, unlicensed secondary users (SUs)
access the licensed spectrum band in an efficient and opportunistic fashion, without impairing
the performance of licensed primary users (PUs) [10, 11, 12, 13]. In order to achieve this,
the SUs are equipped with cognitive capability so that they can adjust their operating system
parameters, e.g., transmission power, frequency, modulation type, according to the surrounding
wireless environment [10, 11].
Besides opportunistic accessing the spectrum band as in cognitive networks, a smart wire-
less device can also explore its co-location with other devices for local communication, under
the control of the BS. An evolution of the concept of ad-hoc networks and cognitive networks
is device-to-device (D2D) communication networks [14]. In traditional cellular networks, the
communication between any two mobile devices is established by traversing through the BS or
core network, even if these two mobile devices are very close to each other, which can be very
inefficient if high data rate applications such as video games or virtual reality are involved.
Allowing direct communication established between nearby users, under the control of the BS,
is envisioned as a key aspect of smart devices in 5G networks [15, 16].
Beyond the 5G networks, smart devices are predicted to evolve even further and incorporate
more sophisticated intelligence in the form of ability to harvest energy from radio frequency
(RF) signals. Devices with RF energy harvesting capability can lead to the establishment of
truly perpetual wireless networks, eliminating the need to replace batteries for devices. Such
intelligent capability is treated as a promising solution to address the critical issue of pro-
longing the life time of nodes in wireless networks, especially in energy-constrained wireless
networks [17, 18].
The introduction of smart devices in future wireless networks, possibly together with the
requirements for such devices to operate in smaller size cells, poses significant challenges for
the modeling, analysis and design of such networks. These challenges are discussed in the next
subsections.
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Figure 1.1: Illustration of the multiple-access network model. The desired link is connected by solid line and
interfering links are connected by dashed lines.
1.1.1 Research Challenges
Consider a smart device operating in a multiple access network (i.e., a wireless network with
multiple links sharing the same spectrum band), as illustrated in Figure 1.1. In such a multiple
access network, a smart device can receive not only the signal from its desired transmitter (Tx),
but also the unwanted signal from other Txs using the same spectrum band. These unwant-
ed signal powers are called interference. For the purpose of correct information recovery, the
signal-to-interference-plus-noise ratio (SINR) at the receiver (Rx) side should exceed a certain
level. It is noteworthy that the SINR at the Rx is not merely determined by the location and sur-
rounding environment of the Tx and Rx pair itself. The location and surrounding environment
of other interfering Txs also impact the SINR. Thus the SINR is a function of the locations
of all Txs, the transmit powers for all Txs and fading channels. Under such a scenario, the
network performance, which is mainly determined by the SINR, becomes quite challenging,
as discussed below.
1.1.1.1 Network Modeling
The first challenge for performance analysis is network modeling, i.e., how to model the phys-
ical location of smart devices, the fading channels and so on. Several analytical modeling
approaches have been proposed in the literature to analyze wireless network performance, par-
ticularly large-scale cellular networks. One popular model is the Wyner model [19], in which
the channel gains between the interfering BS and users are usually assumed to be constants.
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The Wyner model can simplify the analysis and provide tractable analytical results in wire-
less networks, however since the SINR is always fixed and deterministic, sometimes it is not
suitable to model certain network scenarios, for example for the case with one or two strong
interferers [20, 21].
Another well-known model is the traditional grid-based model, i.e., the hexagonal grid
model. This deterministic model allows for the modeling of large-scale cellular networks.
However, it has been shown that in practice the locations of BSs do not exactly follow the
grid-based model and this type of modeling leads to the optimistic assessment of system per-
formance [21]. At the same time, the grid-based model cannot properly capture the network
properties for those networks with inherently random topologies, such as ad-hoc networks.
Additionally, it does not lead to tractable results and has to be used in conjunction with the
exhaustive Monte Carlo simulations, which can be quite time consuming.
To better model the network and to avoid the exhaustive Monte Carlo simulations, the point
process model was proposed in [22]. Under the point process model, the wireless network is
abstracted to be a set of nodes, where the appearance at each location is subject to a certain
distribution. With the help of stochastic geometry, tractable analytical expressions for the
network performance in such random topologies, can be derived. The detailed discussion of
the point process model and stochastic geometry will be given in Section 1.2. In this thesis, we
will employ the point process model to analyze the network performance with smart devices.
1.1.1.2 Network Geometry
The second challenge that impacts the performance analysis is the network geometry. Network
geometry is known as the geometric pattern formed by network devices (i.e., Txs and/or Rxs).
With the stochastic geometry, the difficulty in investigating the random geometric pattern is
reduced.
For analytical convenience, most works in the literature considered large-scale wireless
networks (e.g., [23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35] in ad-hoc networks, [36, 37,
38, 39, 40] in cognitive radio networks, [41, 42, 43, 44, 45, 46, 47, 48, 49, 50] in D2D commu-
nication networks and [51, 52, 53, 54, 55, 54, 56] in energy harvesting networks), in which the
locations of network devices are modeled as a homogeneous Poisson Point Process (PPP) in
an infinite region. This homogeneous PPP shares some nice properties such as the stationary
property where the node distribution is invariant under translation, and the isotropic property
where the node distribution is rotationally invariant with respect to the origin. These give rise
to the location-independent performance. For example, the typical Rx is generally assumed
to be at the origin and the statistical characteristics (such as mean aggregate interference and
average outage probability) derived at this typical node are the same for all nodes. This reduces
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Figure 1.2: An example of the shape of Voronoi cells (• = base station).
the analysis complexity resulting from the network geometry. Some other works concentrated
on the finite region [39, 57, 58, 59, 60, 61, 62, 63]. However, to utilize the isotropic property,
the network region is typically assumed to be a disk and the reference node1 is placed at the
center.
In practice, the shape of the network can be arbitrary and need not be a disk only. A typical
example is the shape of Voronoi cells, which is generally an arbitrarily shaped convex polygon
as shown in Figure 1.2. Note that the consideration of an arbitrarily shaped network region is
especially relevant for emerging ultra-dense small cell deployment scenarios [64].
When mobile devices are confined in a finite region, the network performance is strongly
affected by the network geometry (e.g., the shape of the network region and the location of the
reference node). For example, the nodes located close to the physical boundaries of the wireless
network experience different network characteristics (such as mean aggregate interference and
average outage probability) as compared to the nodes located near the center of the network.
Such phenomenon is known as the boundary effect and it has been ignored by homogeneous
PPP model, since infinite region is not impacted by the boundary effect. Hence, the results
derived under the homogeneous PPP model cannot accurately capture the network performance
in a finite region. Deriving general results in finite wireless networks is challenging because
the performance metric (e.g., outage probability) is determined by the distance distribution of
a node to the reference node. This distance distribution, in turn, depends on the shape of the
network region as well as the location of the reference node. Unlike the homogeneous PPP
1Throughout the thesis, we use the words “typical/reference” to indicate the object that we are interested in and
will be analyzed.
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assumption, the distance distribution is the key hurdle in applying stochastic geometry to the
analysis of finite wireless networks. Hence, we will come up with an algorithm, which is based
on finding the overlap region of a disk and the arbitrarily shaped network region as inspired
from [65, 66], to accurately compute the distance distribution for an arbitrarily shaped network
region with an arbitrarily located reference node.
1.1.1.3 Network Complexity
The introduction of smart devices with intelligence, which results in the special requirements,
is a key challenge and increases the network analysis complexity. This is in contrast to tra-
ditional cellular networks, where BSs play the dominant role in communication systems and
are in charge of handling traffic and signaling, etc. As such, the analysis of traditional cellular
networks is relatively simple.
For example, in the underlay cognitive networks, since secondary users share the same
spectrum with license users, which can impact the performance of license users, the secondary
users must ensure that they will not generate severe interference and the primary network can
work normally [67]. With the interference threshold requirement, the locations of SUs are
related to the location of the primary user, which introduces the distance-correlation to the
system analysis. Similarly, in D2D communication networks, additional protocols are needed
to protect the BS and D2D users from the interference between cellular users and D2D users.
In energy harvesting networks, it is important to ensure that the energy can activate the energy
harvesting circuit, which has been ignored in most works for analytical convenience. The
incorporation of such aspects into the network model increases the overall complexity and
makes performance analysis very complicated.
This thesis aims to address the challenges identified above and apply the stochastic geom-
etry to model, analyze and design future wireless networks (i.e., ad-hoc networks, cognitive
networks, D2D communication networks and energy harvesting networks). In the remainder
of this chapter, we first provide background information on the point process model and s-
tochastic geometry. Then we discuss relevant existing results in the literature on the networks
with smart devices. Finally, the scope and contributions of the thesis are summarized.
1.2 Background
1.2.1 Point Process Model and Stochastic Geometry
Point process models circumvent the inadequacy of the existing network models (e.g., Wyner
model and deterministic grid-based model), when dealing with topological randomness. In a
point process model, the network is abstracted to be a collection of nodes residing in a certain
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Figure 1.3: Illustration of a homogeneous PPP in a square region for three different realizations.
Figure 1.4: Illustration of a uniform BPP in a square region for three different realizations.
place (generally in two-dimensional space), which comprises of Txs and Rxs. The locations
of these nodes are not fixed but subject to uncertainty [22]. From the modeling perspective,
although it is reasonable to assume that users are randomly located due to their mobility, the
BSs’ locations are generally fixed and it is less acceptable to assume that the locations of BSs
come from a point process. However, as established in [68], the results from the point process
model are quite accurate when compared to an actual 4G network deployment. More impor-
tantly, compared with previous models, the point process model allows for the computation of
tractable results, which can provide design insights.
Clearly, in the point process model, the performance metrics (i.e., interference and SINR)
are changing from one realization to another realization. As a result, the distribution or average
result of them can better highlight their characterizations. Stochastic geometry, as a powerful
mathematical tool dealing with random spatial patterns, permits the computation of the distri-
bution and spatial average of such quantities [21]. Note that the spatial average indicates that
the average is taken over a large number of realizations of nodes, whose occurrences follow
certain probabilities [32, 69].
In the stochastic geometry analysis, there are several types of point processes that have
been employed in the literature to capture the main features of wireless networks. The two
most famous processes are the Poisson Point Process and Binomial Point Process (BPP) [70].
In the PPP, a set of nodes is randomly and independently distributed in an infinite region
and the number of nodes inside a compact region is following the Poisson distribution. When
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the node density is constant (i.e., nodes are randomly, independently and uniformly distributed
(i.u.d.) in the entire region), the PPP is known as the homogeneous PPP. An example of a
homogeneous PPP is given in Figure 1.3. Note that for any disjoint area in a PPP, the number
of nodes is independent. This independence property in stochastic geometry also brings about
other nice properties and well-known theorems, which makes the PPP easy to analyze and
provides tractable results [70, 71].
The BPP model is closely related to the PPP [71]. In the BPP, rather than a random number
of nodes, there are a fixed number of nodes that are randomly and independently distributed
within a finite region. Similarly, when the node density is constant, the general BPP reduces
to the uniform BPP. An example of a uniform BPP in a square region is given in Figure 1.4.
The BPP is an appropriate model for the finite region when the number of nodes is known. For
example, a fixed number of sensor nodes are dropped from an aircraft [21]. Similar to the PPP
model, it maintains the analytical tractability of the analysis. In this thesis, both the PPP and
BPP will be considered.
1.2.2 Key Performance Metrics
In the stochastic geometry analysis, the SINR (or signal-to-interference ratio, SIR, under
interference-limited scenarios) is the most fundamental and important metric to evaluate the
network performance, as it is closely related to the channel capacity according to Shannon’s
theorem. In the following, we define two basic SINR-related performance metrics or quantities
that are employed in this thesis.
• Outage probability: It is the probability that the SINR at the Rx is below a certain
threshold γth. The mathematical definition of outage probability is given by Pout =
Pr (SINR < γth). It can also be viewed as the cumulative distribution function (CDF)
of SINR.
• Moment generating function of aggregate interference: It is an alternative interpre-
tation of aggregate interference’s distribution. Its mathematical formulation is given as
MI(s) = EI [exp(−sI)], where the I is aggregate interference from all interferers shar-
ing same spectrum. The general expressions ofMI(s) under different point processes
are available in [32, 71]. When it is not easy to find the distribution of the aggregate
interference, the moment generating function (MGF) can provide other available infor-
mation. For example,
– The statistics of aggregate interference, such as the mean and variance. The MGF
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is related to the n-th cumulant of the aggregate interference by
κI(n) = (−1)n d
n ln I
dsn
∣∣∣∣
s=0
. (1.1)
– The outage probability. When the reference link experiences Rayleigh fading, it is
well known that the outage probability can be derived using MGF [70], i.e.,
Pout = Pr
(
G0P¯
I +N < γth
)
= 1− exp
(
−γthN
P¯
)
MI
(γth
P¯
)
, (1.2)
where P¯ is average received power from the typical Tx, G0 is the fading power gain
on the reference link and N is the additive white Gaussian noise (AWGN) power.
In this thesis, we will use the outage probability and the MGF of the aggregate interference to
analyze the effect of system parameters and the network performance.
1.2.3 Techniques for Performance Analysis
As summarized in [21], there are generally five techniques used in the literature to analyze the
network performance, when dealing with the point process model. These five techniques are
listed as follows [21]:
Technique 1: Resort to Rayleigh fading assumption
By assuming that the reference link experiences Rayleigh fading, the outage
probability can be directly linked to the MGF of the aggregate interference as
shown in (1.2). The computation of MGF is relatively easy compared to the
computation of the distribution of interference, through exploiting the proper-
ties of point process models.
Technique 2: Resort to dominant interferers by region bounds or nearest n interferers
Rather than including all interferers, a lower bound on the outage probabili-
ty can be derived by only considering the dominant interferers. This kind of
technique can reduce the complexity of the analysis.
Technique 3: Inversion
The distribution function of the interference can be derived using the inverse
Fourier transform of the Fourier transform (FT) of the interference’s distribu-
tion. Note that the MGF of the interference MI(s) is closely related to the
FT of the distribution of the interference LI(s). Because, from the definition,
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MI(s) = EI [exp(−sI)], s ∈ real number, while LI(s) = EI [exp(−sI)],
s ∈ complex number.
Technique 4: Resort to the approximation of the probability density function (PDF) of the
aggregate interference
When it is not easy to find the closed-form distribution for the aggregate inter-
ference, the distribution can be approximated by one of the known distributions
instead. The parameters for certain distribution are generally determined by the
statistics (i.e., moments and cumulants).
Technique 5: Resort to the Plancherel-Parseval theorem
This technique is an alterative way to find the exact distribution of the interfer-
ence through integrating FT of interference’s distribution, based the Plancherel-
Parseval theorem [72].
The techniques adopted and developed in this thesis advance the knowledge in the domain
of Techniques 1 and 3. In particular, for Technique 1, rather than limiting the fading on
reference link being Rayleigh fading, we extend it to the more general fading scenario. The
details will be presented in Chapters 2, 3 and 4.
1.3 Related Work
In this section, we review the relevant work in the literature on the performance analysis of
smart device networks using stochastic geometry, divided into four main categories, i.e., ad-hoc
networks, cognitive networks, D2D communication networks and energy harvesting networks.
1.3.1 Ad-hoc Networks
In ad-hoc networks, users are free to move and this property renders the point process model
as suitable for this network. There has been a lot of works done in the literature to investi-
gate the performance of ad-hoc networks from different perspectives. For example, the distri-
bution of interference and/or outage probability in large scale ad-hoc networks were studied
in [23, 24, 25, 26], especially the exact PDF of the aggregate interference under the path-loss
exponent α = 4 and the location of interfering nodes being the homogeneous PPP was de-
rived in [23] for deterministic fading gain and [24] for Rayleigh fading channel model. This
aggregated interference distribution was shown to be the Lévy distribution. The transmission
capacity, which measures the spatial intensity of successful transmissions per unit area, subject
to a constraint on the outage probability, was investigated in [27, 28, 29]. Therein, the upper
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and lower bounds on the transmission capacity for wireless ad-hoc networks without/with ran-
dom channels were derived in [27, 28], respectively. The basic mathematical framework was
provided in [29] to investigate the outage probability and transmission capacity. Their work
has been further extended to incorporate different aspects such as the interference cancellation
technology in [30] and spatial diversity in [31]. Other works targeted to improve the ad-hoc
network performance with the consideration of opportunistic medium access scheme [73], and
power control [33, 34, 35], and so on. Note that afore-mentioned works considered the large
scale wireless network (i.e., infinite network region) and homogeneous PPP for the sake of
analytical convenience and tractability.
However, in practical wireless networks, the network region tends to be arbitrarily shaped.
Unlike infinite wireless networks, deriving general results on the outage probability in finite
wireless networks is a very difficult task because the outage performance depends strongly on
the shape of the network region as well as the location of the reference receiver.
Since it is difficult to derive general results on the outage probability in arbitrarily shaped
finite wireless networks, most prior works focused on a specific shape (such as a disk) and
computed the outage probability at a specific location (such as the center of the network re-
gion). A few recent studies presented outage characterizations at the center of a uniform BPP
network with more general shapes [57, 58, 59]. Specifically, the analytical expression for the
moment generating function of the aggregate interference seen at the center of a uniform BPP
network was presented in [57]. The results were extended for the case of spatial multiplexing
with the maximal ratio combining and zero forcing schemes in [59]. Using the PDF of the
nearest neighbor in a uniform BPP, a lower bound on the outage probability at the center of
the wireless network for a simple path-loss model was computed in [58]. The exact closed-
form outage probability in a class of networks with isotropic node distribution (i.e., the node
distribution is invariant under rotation) was derived in [74]. For finite networks, the results
in [74] can only be applied to very limited cases preserving the isotropic node distribution,
such as a disk-shaped network. The outage probability at an arbitrary location of an arbitrarily
shaped finite wireless network was studied in [75]. This work focused on deriving closed-form
expressions for the conditional outage probability, which is conditioned on the locations of
all the interfering nodes in the network. For the (unconditional) outage probability averaged
over the spatial distribution of nodes, the authors in [75] presented the analytical result for the
special case of an annular-shaped network with the reference receiver at the center. For other
shapes and receiver locations, the authors in [75] suggested the use of Monte Carlo simulations
to compute the outage probability. Therefore, it is still largely an open research problem to find
general frameworks for deriving the outage probability at an arbitrary location of a finite wire-
less network with an arbitrary shape. This thesis aims to analyze the performance of ad-hoc
networks in arbitrarily shaped finite regions, which is relevant for small cell deployments in
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5G networks.
1.3.2 Cognitive Networks
Cognitive networks allow unlicensed secondary users to access the spectrum of licensed pri-
mary users in an intelligent way. Depending on the spectrum access strategy, there are three
main cognitive radio network paradigms: interweave, overlay and underlay [67]2.
In interweave cognitive networks, SUs are not allowed to cause any interference to PUs.
Thus, SUs must periodically sense the environment to detect spectrum occupancy and transmit
opportunistically only when PUs are silent [79, 80]. Ideally, the PU will not receive any inter-
ference from SUs. When the SU fails to detect the PU in certain spectrum bands, it is however
possible that the PU is interfered by these SUs. Thus several papers studied the network per-
formance in the case of the appearance of miss-detection in interweave case. For example,
the statistical quantities of the aggregate interference from SUs were analyzed in [36] under
infinite network region assumption and in [60] with disk network region assumption. By con-
sidering Nakagami-m fading channels and disk region, it was found in [61] that the distribution
of the aggregate interference from SUs can be approximated by a Gamma distribution. The
outage probability at the PU with different sensing techniques was further investigated in [37].
In overlay cognitive networks, there is tight interaction and active cooperation between
PUs and SUs. Thus, SUs use sophisticated signal processing and coding to maintain or im-
prove the PUs’ transmissions while also obtaining some additional bandwidth for their own
transmissions [81, 82, 83].
In underlay cognitive networks, SUs can concurrently use the spectrum occupied by a PU.
Compared to overlay cognitive networks, underlay cognitive networks do not require SUs to
facilitate the transmissions of PUs [67]. Compared to interweave cognitive networks, under-
lay cognitive networks have better spectrum efficiency since the concurrent transmissions are
allowed. Hence, we focus on underlay cognitive networks in this work. Note that the SUs
in underlay paradigm have to guarantee that the interference at the PU is below some accept-
able threshold [84, 85]. That is to say, SUs must know the signal strengths to PUs and are
also allowed to communicate with each other in order to sense how much interference is being
created to PUs [86]. Thus, it is very important to study the interference arising from the SUs
to a PU for underlay cognitive networks. The interference and outage in underlay cognitive
networks have been recently investigated in the literature [38, 39, 62, 63], especially from the
perspective of reducing the interference at PU. Specifically, the aggregate interference at a typ-
ical PU and a typical SU inside an infinite area cognitive network, taking the exclusion region
around PUs into account, were presented in [38] and bounds on the outage probability were
2Note that hybrid spectrum access strategies, appropriately combining the above three paradigms, have also
been proposed [76, 77, 78].
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also derived. The closed-form results for the MGF of the aggregate interference and the mean
interference at an annulus-center-located PU were derived in [39]. A framework for character-
izing the aggregate interference in cognitive networks was proposed in [62] for the disk region
under Rayleigh fading channel assumption. Therein, closed-form results were obtained for the
special case that the path-loss exponent is 2 or 4 with an arbitrary location of PU inside a disk
region. However, in practice the shape of network can be arbitrary and need not be a disk only.
This is especially relevant for emerging ultra-dense small cell deployment scenarios [64]. In
addition, the PU may be located anywhere inside the network region. When SUs are confined
within an arbitrarily shaped finite region, the aggregate interference and the outage probabil-
ity are strongly influenced by the shape of region and the position of the PU. In this context,
a method of calculating the approximation of n-th cumulant inside a non-circular region by
dividing the areas into infinitesimal circular sections was suggested in [63] but no explicit for-
mulation was provided. Therefore, it is still largely an open research problem to find general
frameworks for analyzing the interference and outage probability in arbitrarily shaped finite
underlay cognitive networks.
For underlay cognitive networks, there are several ways proposed in the literature to con-
trol the interference generated by SUs in order to satisfy the interference threshold, e.g., using
multiple antennas to guide the SU signals away from the PU [86], using resource (i.e., rate
and power) allocation among the SUs [84] or using spread spectrum techniques to spread the
SU signals below the noise floor [85]. Perhaps the simplest solution to control the interference
generated by the SUs is to employ the SU activity protocols, i.e., to simply limit the num-
ber of active SUs [38, 39, 63]. In this context, an exclusion or guard zone around PUs was
considered in [38, 39] and SUs within the exclusion/guard zone are not allowed to transmit.
A threshold-based protocol was proposed in [63], where the activity of each SU depends on
the instantaneous power received at the SU from the PU. Note that if no activity constraint is
imposed on SUs then this is equivalent to the well-studied case of wireless ad-hoc networks
where all users can transmit [57, 87, 88]. In this thesis, we aim to study the network perfor-
mance (both primary network and secondary network) in an arbitrarily shaped region with the
incorporation of SU activity protocols.
1.3.3 Device-to-Device Communication Networks
D2D communication is generally established under the control of the BS, which is fundamen-
tally different from ad-hoc networks and cognitive radio networks [89]. In cellular networks
with D2D communication, the cellular and D2D users can share the spectrum resources in t-
wo ways: in-band where D2D communication utilizes the cellular spectrum and out-of-band
where D2D communication utilizes the unlicensed spectrum [90]. In-band D2D communica-
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tion can be further divided into two categories: overlay where the cellular and D2D users use
orthogonal (i.e., dedicated) spectrum resources, and underlay where D2D users share the same
spectrum resources occupied by cellular users, which will be considered in this thesis.
Because of the different types of users and the spectrum sharing in D2D communication,
the analysis of network performance becomes challenging, especially in underlay case. Some
papers have recently examined the interference and outage performance in D2D communica-
tion. For example, the spectrum sharing in both in-band and out-band scenarios was considered
in [41], where the analytical expressions of the outage probability at a cellular user and a D2D
user were derived. Then the work was extended to study the resource optimization in [42],
the multicast of D2D communication in [43] and power control in [49]. A concept of opera-
tional region was proposed in [44] and it is defined as a set of system parameters for which the
incorporation of a D2D mode can increase the network performance. The outage probability
by considering the mode selection scheme was studied in [45, 46]. Therein, a user decides to
operate in cellular mode or D2D mode according to the pilot signal strength received from its
nearest BS in [45], while in [46], the model selection decision was based on the comparison
of the cellular link and D2D link. The effect of mode selection schemes was then compared
in [47]. In [48], the analytical expressions of outage probabilities were derived by considering
Rician fading channel. Additionally, a framework to model the interference in D2D com-
munication was proposed in [50], where the closed-form approximation results for SIR were
obtained.
For traditional cellular networks with universal reuse frequency, where the same spectrum
is used among all the cells, the inter-cell interference coordination (ICIC) and its enhancements
can be used to effectively manage the inter-cell interference. Thus, dealing with intra-cell
interference in D2D-enabled cellular networks becomes a key issue. Existing works have
proposed many different approaches to manage the interference, which have been summarized
in [15]. The main techniques include: (i) Using network coding to mitigate interference [91].
However, this increases the implementation complexity at the users. (ii) Using interference
aware/avoidence resource allocation methods [48, 92, 93, 94, 95]. These can involve advanced
mathematical techniques such as optimization theory, graph theory or game theory. (iii) Using
mode selection which involves choosing to be in underlay D2D mode or not. In this regard,
different mode selection schemes have been proposed and analyzed in infinite regions using
stochastic geometry in [41, 44, 46, 47, 50]. These schemes generally require knowledge of the
channel between cellular and D2D users. (iv) Using other interference management techniques
such as advanced receiver techniques, power control, etc. [49, 96, 97, 98, 99].
Since D2D communication is envisaged as the short-range direct communication between
nearby users, it is also very important to model D2D-enabled cellular networks as finite re-
gions as opposed to infinite regions. The consideration of finite regions allows modeling of
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the location-dependent performance of users (i.e., the users at cell-edge experience different
interference compared with users in the center). In this regard, it is a highly challenging open
problem to analytically investigate the intra-cell interference in a D2D-enabled cellular net-
work and the performance of underlay D2D communication when users are confined in a finite
region.
This thesis aims to investigate the outage probability at the BS and a typical D2D user, and
the spectrum utilization for D2D communication in a finite cellular network region, where a
mode selection scheme is included to minimize the intra-cell interference.
1.3.4 Energy Harvesting Networks
For a network with simultaneous wireless information and power transfer (SWIPT), the system
can perform two functions at the same time, namely i) information transmission and ii) power
transfer (i.e., devices harvest energy from radio frequency signal). The concept of SWIPT was
first proposed in [100, 101] and it has emerged as an attractive solution to power devices in
future wireless networks [102, 103]. There are currently three architectures for SWIPT [103]:
integrated, closed-loop and decoupled.
In integrated SWIPT, information and power are extracted from the same signal transmitted
by a base station. Some papers have employed the integrated SWIPT for cellular, ad-hoc,
relay, cooperative and other communication scenarios. In the context of stochastic geometry,
a cooperative network with multiple resources and sinks and one energy harvesting relay was
considered in [51] and the outage probability was characterized, where the cooperation among
users was modeled as a canonical game. This work was then extended to [104] by involving the
multiple relays scenario and different relay schemes. The outage probability and the average
harvested energy inside a large scale network with non-cooperative/cooperative relay schemes
were investigated in [52], where relays receive energy and information from Txs. The authors
in [53] formulated the feasibility problem of SWIPT in small cell networks and analyzed the
feasibility in special and practical scenarios.
In closed-loop SWIPT, the downlink from BS to users is utilized for power transfer (P-
T), while the uplink is used for information transmission (IT). As this structure involves the
distance correlation of uplink and downlink, the analysis was mainly concentrated on the per-
formance optimization with fixed location configuration, e.g., see [105][106] and references
therein.
In decoupled SWIPT, traditional wireless networks are overlaid with special facilities to
provide dedicated PT, such as the power beacons (PBs) which do not require backhaul links.
There are several papers that studied the network performance using stochastic geometry [54,
55, 56]. Specifically, in [54] the authors considered a cognitive radio network, where SUs are
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powered by PUs. Using the Markov-chain model, the outage probability at both PU and SU,
under steady state, was derived. The feasibility of deployment of PBs for powering a cellular
network, subject to certain outage constraint on the uplink data transmission, was analyzed
in [55]. In [56], the worst-case study for both power and transmission outage probabilities was
performed in a sensor network. This sensor is powered by ambient RF energy sources under
the free space scenario, and then transmit information to data sink.
Among these possible structures of SWIPT, although decoupled SWIPT requires an ad-
ditional infrastructure in the form of PBs, no backhaul links are required for PBs and the
resultant low cost make it suitable to support efficient power transfer by the dense deployment
of PBs [102, 103]. Hence, we focus on the decoupled structure in this thesis. To the best of
our knowledge, the outage probability of ad-hoc networks with decoupled SWIPT has not yet
been derived in the literature.
Additionally, for analytical simplicity, a common assumption made in previous work (i.e.,
[17, 51, 52, 93, 104, 105, 106, 107]) is that they did not take into account the power receiver
activation threshold and the power outage probability. Therein, the power receiver activation
threshold is known as the minimum RF energy required to activate the energy harvesting circuit
and power outage is the event where the harvested energy cannot activate the energy harvest-
ing circuit. This kind of assumption is not realistic especially in the context of point process
modeling, where the received power is a random variable and generally has a large dynamic
range. Ignoring the power outage probability in analysis can lead to the incomplete or even
inaccurate characterization of such smarter device’s performance. Thus, it is necessary to in-
corporate this factor into system set-up. A few papers have considered the minimum required
RF energy in the system model and formulated the power outage probability. For example, the
authors in [54] define the charging area as disk regions formed around the primary users and
only the secondary user entering these region can perform energy harvesting. Otherwise, the
secondary user without charging cannot transmit information. The power outage probability
defined in [55] measures the chance of the harvested power at the mobile user being insufficient
to support its transmission. And it is treated as a controlled parameter set to zero or a suffi-
ciently small value to ensure uninterrupted transmission (and hence interference) from mobile
users. The power outage probability in [56] is defined as the event that the received power at
the single sensor is less than a threshold under the free space environment. In this thesis, we
aim to analyze the outage performance (including both power outage and channel outage) in
ad-hoc networks with decoupled SWIPT by considering practical factors (i.e., power receiver
activation threshold).
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1.4 Thesis Overview and Contributions
The main focus of the thesis is on the modeling, analysis and design of future wireless network-
s using stochastic geometry. In particular, we consider ad-hoc networks, cognitive networks,
device-to-device communication networks and energy harvesting networks as examples of s-
mart device networks with different level of device intelligence. In the first half of the thesis
we use uniform BPP model and study the arbitrarily shaped ad-hoc and cognitive networks.
In the second half of the thesis, we use PPP model and study D2D communication networks
in disk shaped finite region and energy harvesting networks in infinite region. The specific
contributions of each chapter are detailed below:
Chapter 2-Outage Probability in Arbitrarily Shaped Finite Ad-hoc Net-
works
Chapter 2 focuses on the outage probability analysis for a reference Tx-Rx link in the presence
of M interferers and additive white Gaussian noise in a finite wireless ad-hoc network. We
present analytical frameworks for computing the outage probability at an arbitrary location in
an arbitrarily shaped finite wireless network. The outage probability is spatially averaged over
both the fading distribution and the possible locations of interferers. The spatial averaging
means that the outage probability is not tied to a particular realization of the network and the
channel conditions. Specifically, we make the following contributions:
• We propose two general frameworks for the exact calculation of the outage probability
in arbitrarily shaped finite wireless networks in which the reference Rx can be located
anywhere.
– The first framework, named the moment generating function-based (MGF-based)
framework, is based on the numerical inversion of the Laplace transform of the
CDF of an appropriately defined random variable (related to the SINR at the refer-
ence Rx). It is inspired from the mathematical techniques developed in [108, 109]
and is valid for any spatial node distribution and any fading channel distribution.
To the best of our knowledge, this is the first time that such an approach has been
applied in the context of finite wireless networks.
– The second framework, named the reference link power gain-based (RLPG-based)
framework, exploits the distribution of the fading power gain between the reference
Tx and Rx. It is based on the combination and generalization of the frameworks
proposed in [57, 75] and is valid for any spatial node distribution and a general
class of fading channel distribution proposed in [31].
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• In order to demonstrate the use of the proposed frameworks, we consider the case where
nodes are independently and uniformly distributed in a finite wireless network, with
the node locations modeled by a uniform BPP. The fading channels between all links are
assumed to be independently and identically distributed (i.i.d.) according to a Nakagami-
m distribution. We use the probability density function of the distance of a random node
from the reference Rx in uniform BPP networks [65] to accurately capture the boundary
effects in the two frameworks.
– We demonstrate the use of the two frameworks in evaluating the outage probability
for the important case of a reference Rx located anywhere in a disk region. We
show that the known outage probability results in the literature for the disk region
arise as special cases in our two frameworks.
– We further consider the case of an arbitrary located reference Rx in a convex poly-
gon region and present an algorithm for accurately computing the outage probabil-
ity. This fundamentally extends the prior work dealing with the outage probability
analysis in finite wireless networks.
– We show that the impact of boundary effects in finite wireless networks is location-
dependent and is enhanced by an increase in the m0 = m value for Nakagami-m
fading channels or an increase in the path-loss exponent. We also show that due to
the boundary effects, the outage probability using PPP model does not provide any
meaningful bounds for the outage probability in an arbitrarily shaped finite region.
This highlights the importance of the proposed frameworks, which allow accurate
outage probability computation for arbitrarily shaped finite wireless networks.
The results in this chapter have been presented in [88], which is listed again for ease of
reference:
J1. J. Guo, S. Durrani and X. Zhou, “Outage Probability in Arbitrarily-Shaped Finite Wireless
Networks,” IEEE Trans. Commun., vol. 62, no. 2, pp. 699–712, Feb. 2014.
Chapter 3-Performance Analysis of Arbitrarily Shaped Underlay Cognitive
Networks: Effects of Secondary User Activity Protocols
In Chapter 3, we propose a general framework for analyzing the performance of arbitrarily
shaped underlay cognitive networks, with arbitrary location of the PU and different SU activity
protocols. We make the following major contributions:
• We utilize cooperation among SUs in underlay cognitive networks to come up with a
cooperation-based SU activity protocol. This protocol utilizes the local information ex-
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change among SUs and includes the threshold-based protocol as a special case. We
derive approximate yet accurate expressions for the MGF and the n-th cumulant of the
aggregate interference from SUs with the cooperation-based protocol.
• We derive the general expressions for the MGF and n-th cumulant of the aggregate in-
terference at an arbitrarily located PU inside an arbitrarily shaped region for the existing
SU activity protocols. We show that many existing closed-form results in the literature
for the interference analysis in the primary network can be obtained as special cases in
our framework. In addition, we derive a closed-form result for the average number of
active SUs. To the best of our knowledge, this is the first time that such a result has been
obtained in the literature for the case of underlay cognitive network.
• We study the average number of active SUs for the different SU activity protocols, sub-
ject to a given outage probability constraint at the PU. We show that the guard zone pro-
tocol supports the highest number of active SUs, followed by the proposed cooperation-
based protocol and then the threshold-based protocol. The advantage of the cooperation-
based protocol over the guard zone protocol is that it relies on the SUs only knowing the
instantaneous signal strengths to the PUs.
The results in this chapter have been presented in [110], which is listed again for ease of
reference:
J2. J. Guo, S. Durrani, and X. Zhou, “Performance Analysis of Arbitrarily-Shaped Underlay
Cognitive Networks: Effects of Secondary User Activity Protocols,” IEEE Trans. Com-
mun., vol. 63, no. 2, pp. 376–389, Feb. 2015.
Chapter 4-Device-to-Device Communication Underlaying a Finite Cellular
Network Region
In Chapter 4, we model the cellular network region as a finite size disk region and assume that
multiple D2D users are confined inside this finite region, where their locations are modeled
as a PPP. The D2D users share the uplink resources occupied by cellular users. In this work,
we do not consider the inter-cell interference and assume that it is effectively managed by the
inter-cell interference coordination scheme. Since D2D users are allowed to share the cellular
user’s spectrum (i.e., underlay in-band D2D paradigm), the overall network performance is
governed by the intra-cell interference. Hence, we focus on the intra-cell interference. In
order to ensure quality-of-service (QoS) at the BS and to manage the intra-cell interference
at the BS, we consider a mode selection scheme, as inspired from [111, 112], which allows a
potential D2D user to be in underlay D2D mode according to its average interference generated
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to the BS. In order to provide quality-of-service at the D2D users, we assume that a successful
transmission occurs only if the signal-to-interference ratio at the D2D receiver is greater than
a threshold. The main contributions of this work are as follows:
• Using the stochastic geometry, we derive approximate yet accurate analytical results for
the outage probability at the BS and a typical D2D user, as summarized in Propositions 2
and 3, by assuming Nakagami-m fading channels, a path-loss exponent of 2 or 4 for
D2D link and the full channel inversion power control (i.e., the intended receiver (BS
or D2D user) has the minimum required received power which is known as the receiver
sensitivity). The outage probability at the D2D user highlights the location-dependent
performance in a finite region.
• Based on the derived outage probability at the D2D user, we propose and analyze t-
wo metrics to evaluate the overall quality of underlay D2D communication, namely the
average number of successful D2D transmissions, which is the average number of suc-
cessful transmissions for underlay D2D users over the finite network region, and the
spectrum reuse ratio which is defined as the average fraction of underlay D2D users that
can transmit successfully in the finite region. Using the derived analytical expressions,
which are summarized in Propositions 2, 3, 4, 5, 6, we investigate the effects of the main
D2D system parameters on these two metrics under the constraint of achieving certain
QoS at the BS.
• Our numerical results show that when the D2D receiver sensitivity is not too small com-
pared to the receiver sensitivity of BS, the average number of successful D2D transmis-
sions over the finite network area increases, while the spectrum reuse ratio decreases
with increasing D2D user’s node density. However, if the path-loss exponent on the
cellular link is slightly lower than the path-loss exponent on the D2D link, then the
spectrum reuse ratio can have negligible degradation with the increase of node density.
This is important since an increasing level of D2D usage is expected in future networks
and our numerical results help to identify scenarios where increasing D2D node density
is beneficial to underlay D2D communications, without compromising on the cellular
user’s performance.
The results in this chapter have been presented in [113], which is listed again for ease of
reference:
J3. J. Guo, S. Durrani, X. Zhou and H. Yanikomeroglu, “Device-to-Device Communication
Underlaying a Finite Cellular Network Region,” submitted to IEEE Trans. Wireless Com-
mun., Oct. 2015 (revised Mar. 2016 and Aug. 2016).
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Chapter 5-Outage Probability of Ad-Hoc Networks with Wireless Informa-
tion and Power Transfer
Chapter 5 investigates the outage probabilities in a wireless ad-hoc network overlaid with pow-
er beacons. Particularly, the transmitter nodes are wirelessly powered by PBs and adopt the
harvest-then-transmit protocol [102] with variable transmit power according to the amount of
harvested power, i.e., Txs use the aggregate received power from PBs to transmit their data to
their desired receiver node. The novel contributions are:
• We adopt a realistic model for wirelessly powered Tx nodes. Specifically, a power re-
ceiver activation threshold at Txs is incorporated into the system model to account for the
minimum RF energy required to activate the energy harvesting circuit, and a maximum
transmit power is also set at the Txs to account for the real power amplifier rating.
• By modeling the locations of PBs and Txs as independent homogeneous PPPs, we for-
mulate the total outage probability at a typical Rx node, which is the combination of
the power outage probability and the channel outage probability. In the proposed for-
mulation, the newly defined power outage probability measures the probability that the
received power at a typical Tx is less than a power receiver activation threshold, causing
it to be inactive and the desired Rx to be in outage. The channel outage probability is
defined as the probability that the SINR at a typical Rx is below a certain threshold.
• Assuming the path-loss exponent α = 4, we derive the analytical expressions for the
power outage probability, channel outage probability and total outage probability. Simu-
lation results confirm the accuracy of the derived expression. The results provide design
insights into the effect of system parameters on the outage probability of ad-hoc net-
works with decoupled SWIPT. When the node density for Txs is low, decreasing the
power receiver activation threshold can improve the total outage probability. Moreover,
increasing the power beacon density and the power beacon transmit power enhances the
total outage performance.
The results in this chapter have been presented in [114], which is listed again for ease of
reference:
J4. J. Guo, S. Durrani, X. Zhou and H. Yanikomeroglu, “Outage Probability of Ad Hoc Net-
works with Wireless Information and Power Transfer,” IEEE Wireless Commun. Lett., vol.
4, no. 4, pp. 409–412, Aug. 2015.
Finally, Chapter 6 gives a summary of results presented and suggestions for future research
work.
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Chapter 2
Outage Probability in Arbitrarily
Shaped Finite Ad-hoc Networks
As the primitive form of a network with smart devices, the users in ad-hoc networks act inde-
pendently and are not under the control of the BS. In this chapter, we focus on the outage prob-
ability at an arbitrarily located reference point in an arbitrarily shaped ad-hoc network region,
which is largely different from previous works where the network region is assumed to be infi-
nite. We firstly investigate whether there exist general frameworks that provide easy-to-follow
procedures to derive the outage probability. Two general frameworks are proposed in this chap-
ter, namely i) a moment generating function-based framework which is based on the numerical
inversion of the Laplace transform of a cumulative distribution and (ii) a reference link power
gain-based framework which exploits the distribution of the fading power gain between the
reference transmitter and receiver. Note that the distribution of the distance between the refer-
ence point and an i.u.d. node in an arbitrarily shaped region is the key challenge in evaluating
the outage performance, which has not been derived in the literature yet. Hence, we develop
the general algorithm to exactly compute the distance distribution in closed-form that works
for any convex shape and any location of reference node. Using the proposed framework-
s and derived distance distribution function, we can calculate the exact outage probability at
any location accounting for the boundary effects, whereby highlighting the location-dependent
performance for the smart devices in ad-hoc networks.
This chapter is organized as follows. The system model and assumptions are presented
in Section 2.1. The proposed general frameworks are described in detail in Section 2.2. For
the case of the node locations modeled by a Binomial point process and i.i.d. Nakagami-
m fading channels, the evaluation of the proposed frameworks for arbitrarily shaped finite
wireless networks is detailed in Section 2.3. The outage probability analysis for the case of a
reference receiver located anywhere in a disk and a convex polygon is presented in Section 2.4
and Section 2.5, respectively. The derived results are used to study the outage probability in
Section 2.6. Finally, the chapter is summarized in Section 2.7.
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2.1 Problem Formulation and System Model Assumptions
Consider a wireless network with M+ 2 nodes which are located inside an arbitrarily shaped
finite region A ⊂ R2, where R2 denotes the two-dimensional Euclidean domain. The M+ 2
nodes consist of a reference transmitter X0, a reference receiver Y0 and M interfering nodes.
The M interfering nodes are distributed at random within the region A. Throughout the chap-
ter, we refer to Xi (i = 1, 2, . . .M) as both the random location as well as the ith interfering
node itself. The reference receiver Y0 is not restricted to be located at the center of the fi-
nite region but can be located anywhere inside the region A. The reference transmitter X0
is assumed to be placed at a given distance r0 from Y0. Let Ri (i = 1, 2, . . .M) denote the
Euclidean distance between the ith interferer Xi and the reference receiver Y0.
We focus on the performance of the reference link comprising the reference transmitter X0
and the reference receiver Y0, in the presence of M interfering nodes and noise. We consider
a path-loss plus block-fading channel model. Let G0 represent the instantaneous power gain
due to fading only for the reference link and Gi represent the instantaneous power gain due to
fading only between Xi and Y0. The path-loss function can be expressed as
l(r) = r−α, (2.1)
where r denotes the distance and α is the path-loss exponent, which typically lies in the range
2 ≤ α ≤ 6 [115]. Note that the path-loss model in (2.1) is unbounded and has a singularity as
r → 0. The singularity can be avoided by using a bounded path-loss model [116]. Because we
consider the network from an outage perspective, the effect of the singularity in the bounded
path-loss model is in fact negligible [117], as long as the SINR threshold (defined in (2.4))
is not too small. Thus, for simplicity, we can adopt the unbounded path-loss model for the
purpose of outage probability computation.
Let P0 and Pi denote the transmit powers for X0 and Xi, respectively. The aggregate
interference power at the reference receiver Y0 is then given as
I =
M
∑
i=1
PiGiR−αi . (2.2)
The instantaneous SINR at the reference receiver Y0 is given by
SINR =
P0G0r−α0
I +N =
G0
I
P0r−α0
+ 1γ0
, (2.3)
where γ0 = (P0r−α0 )/N is defined as the average signal-to-noise ratio (SNR) and N is the
AWGN power.
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We characterize the performance of the reference link in the presence of the aggregate
interference and AWGN by using the outage probability. An outage is said to occur when the
SINR falls below a given SINR threshold γth, i.e.,
Pout = Pr(SINR < γth). (2.4)
We are interested in obtaining the average outage probability in the arbitrarily shaped finite
wireless network after un-conditioning with respect to the spatial node distribution and the
fading distribution. This is addressed in the next section.
2.2 Proposed Frameworks
In this section, we propose two analytical frameworks to compute the outage probability in
arbitrarily shaped finite wireless network. The first framework, named the moment generating
function-based framework, is inspired from [108, 109]. The basic principle of this framework
is the accurate numerical inversion of the Laplace transform of the cumulative distribution
function for an appropriately defined random variable [108]. The second framework, named
the reference link power gain-based framework, is based on the combination and generalization
of the frameworks proposed in [57, 75]. The basic principle of this second framework is to
find the cumulative distribution function of the reference link’s fading power gain, which can
then be used to find the outage probability. These frameworks are discussed in detail in the
following subsections.
2.2.1 Moment Generating Function-based Framework
In this framework, it is necessary to define a suitable random variable. Substituting (2.3)
into (2.4) and rearranging, we have
Pout = Pr
(
I
P0r−α0 G0
+
1
γ0G0
> γ−1th
)
. (2.5)
We define a random variable Z as
Z =
I
P0r−α0 G0
+
1
γ0G0
. (2.6)
Hence, (2.5) can be re-written as
Pout = Pr(Z > γ−1th ) = 1− FZ(γ−1th ). (2.7)
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In general, it is not possible to obtain a closed-form solution for FZ(γ−1th ). Hence, we use
numerical inversion of Laplace transform to find FZ(γ−1th ). The CDF of a random variable Z
is related to the Laplace transform of FZ(z) as
FZ(z) =
1
2pii
∫ a+i∞
a−i∞
LFZ(z)(s) exp(sz)ds, (2.8)
where i is imaginary number
√−1. Using the trapezoid rule, the above integral can be dis-
cretized to get a series and then we can truncate the infinite series to get a finite sum via the
Euler summation [118]. Finally, since LFZ(z)(s) = LZ(s)/s, (2.7) can be approximated by
Pout = 1− 2
−B exp( A2 )
γ−1th
B
∑
b=0
(
B
b
) C+b
∑
c=0
(−1)c
Dc
Re
{LZ (s)
s
}
, (2.9)
where Dc = 2 (if c = 0) and Dc = 1 (if c = 1, 2, . . .), s = (A+ i2pic)/(2γ−1th ) and Re{·}
denotes the real part. The three parameters A, B and C control the estimation error. The
selection of the values for A, B and C for accurate numerical inversion will be discussed later
in Section 2.6.1.
Using the definition of the Laplace transform of the probability distribution of a random
variable, we can express LZ(s) as
LZ(s) = EG0,I
{
exp
(
−s
(
I
P0r−α0 G0
+
1
γ0G0
))}
= EG0,Gi ,Ri
{
exp
(
− s
γ0G0
) M
∏
i=1
exp
(
−sPiGiR−αi
P0r−α0 G0
)}
, (2.10)
where EI{·} denotes the expectation with respect to the aggregate interference and EGi ,Ri{·}
represents the expectation with respect to Gi and Ri. Combining (2.9) and (2.10), we have the
general outage probability expression resulting from the MGF-based framework as
Pout = 1−2
−B exp( A2 )
γ−1th
B
∑
b=0
(
B
b
)C+b
∑
c=0
(−1)c
Dc
Re

EGi ,Ri
{
exp
(
−s
γ0G0
) M
∏
i=1
exp
(−sPiGiR−αi
P0r−α0 G0
)}
s
 .
(2.11)
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2.2.2 Reference Link Power Gain-based Framework
As highlighted earlier, this framework relies on the cumulative distribution function FG0(g0)
for the reference link’s fading power gain G0. We adopt the following general model1 for the
CDF [31]
FG0(g0) = 1− ∑
n∈N
exp(−ng0) ∑
k∈K
ankgk0, (2.12)
where the finite sets N,K ⊂ N (where N is the set of natural number) and ank are the co-
efficients. With the proper choice of ank, N and K, FG0(g0) can represent different types
of distributions for the fading power gain [31]. For example, when N = {1}, K = {0}
and ank = 1, then FG0(g0) = 1 − exp(−g0) and consequently fG0(g0) reduces to the
Exponential distribution, which corresponds to the reference link undergoing Rayleigh fad-
ing [122]. Furthermore, if N = {m0}, K = {0, ...,m0 − 1} and ank = m
k
0
k! , then FG0(g0) =
1− exp(−m0g0)∑m0−1k=0 mk0gk0/k! and consequently fG0(g0) reduces to the Gamma distribu-
tion [123] which corresponds to the reference link experiencing Nakagami-m fading.
We proceed by re-writing the outage probability in (2.4) as
Pout = EI
Pr
 G0
I
P0r−α0
+ 1γ0
< γth
∣∣∣∣∣∣ I
 = EI
{
Pr
(
G0 < γth
(
I
P0r−α0
+
1
γ0
)∣∣∣∣ I)} ,
(2.13)
where Pr(·|·) is the conditional probability measure.
Using FG0(g0) shown in (2.12), (2.13) can be written as
Pout =EI
{
FG0
(
γth
P0r−α0
I +
γth
γ0
)}
=1− ∑
n∈N
exp
(
−nγth
γ0
)
∑
k∈K
ankEI
{
exp
(
−n γth
P0r−α0
I
)(
γth
P0r−α0
I +
γth
γ0
)k}
,
(2.14)
where the aggregate interference I depends on the fading power gain distribution and the dis-
tance distribution. Hence, (2.14) can be further expanded in terms of Gi and Ri. First, we
focus on the expansion of the term exp
(
−n γthP0r−α0 I
) (
γth
P0r−α0
I + γthγ0
)k
. Based on the binomial
1We note that it may be possible to consider other general classes of fading channels [119, 120, 121], but this is
outside the scope of this chapter.
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theorem [124] and using (2.2), we have
exp
(
−n γth
P0r−α0
I
)(
γth
P0r−α0
I +
γth
γ0
)k
= exp
(
−n γth
P0r−α0
M
∑
i=1
PiGiR−αi
)
k
∑
j=0
(
k
j
)(
γth
γ0
)k−j ( γth
P0r−α0
)j( M
∑
i=1
PiGiR−αi
)j
. (2.15)
Following the multinomial theorem [125], we then can expand the term
(
∑Mi=1 PiGiR
−α
i
)j
into
(
M
∑
i=1
PiGiR−αi
)j
= ∑
t1+t2+...+tM=j
(
j
t1, t2, ..., tM
) M
∏
i=1
(
PiGiR−αi
)ti , (2.16)
where ti (i = 1, 2, ...M) is a non-negative integer and the multinomial coefficient ( jt1,t2,...,tM) =
j!
t1!t2!...tM !
.
Combining (2.15) and (2.16) and substituting back into (2.14), we have the general outage
probability expression resulting from the RLPG-based framework as
Pout =1− ∑
n∈N
exp
(
−nγth
γ0
)
∑
k∈K
ank
k
∑
j=0
(
k
j
)(
γth
γ0
)k−j ( γth
P0r−α0
)j
× ∑
t1+t2...+tM=j
(
j
t1, t2, ..., tM
)
EGi ,Ri
{
exp
(
−n γth
P0r−α0
M
∑
i=1
PiGiR−αi
)
M
∏
i=1
(
PiGiR−αi
)ti} .
(2.17)
Remark 1. The two general formulations in (2.11) and (2.17) are valid for any spatial n-
ode distribution with a fixed number of nodes in an arbitrarily shaped finite wireless network
and any location of the reference receiver inside the arbitrarily shaped finite region. The
MGF-based framework in (2.11) is valid for any fading channel distribution. The RLPG-
based framework in (2.17) is valid for a general class of fading channel distribution defined
in (2.12). In general, the two formulations cannot be expressed in closed-form. The evaluation
of the outage probability in (2.11) and (2.17) requires the knowledge of the joint probability
density function of the distance Ri and the fading power gain Gi. For an arbitrary location
of a reference point inside an arbitrarily shaped convex region, the joint probability density
function can be a complex piece-wise function, which does not allow the outage probability to
be computed in a closed-form. However, it must be noted that (2.11) and (2.17) give analyt-
ical expressions of the outage probability for arbitrarily shaped finite wireless networks in a
general setting, which has not been demonstrated in the literature to date.
In the next section, in order to demonstrate the evaluation and use of the proposed frame-
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works, we consider the case of that the nodes are distributed at random inside an arbitrarily
shaped finite wireless network according to a BPP and all fading channels are i.i.d. Nakagami-
m fading channels.
2.3 Outage Probability for BPP and Nakagami-m Fading Chan-
nels
In this section, we consider the scenarios where:
A1. The M interfering nodes are independently and identically distributed at random inside
an arbitrarily shaped finite wireless network, i.e. the nodes are distributed at random
according to a general BPP [71, Definition 2.12] (general location assumption).
A2. The fading channels are i.i.d..
A3. The transmit powers P0 and Pi are normalized to unity.
A4. The fading channels follow a Nakagami-m distribution. Nakagami-m distribution is wide-
ly used in the literature to model the distribution of the signal envelopes in various fading
environments, such as the land-mobile and indoor-mobile multipath propagation environ-
ments [115]. The parameter m, which lies in the range 1/2 to∞, describes the severity of
the fading channel. Note that it is not necessary for m to be an integer number only. When
m ≤ 1, Nakagami-m distribution provides a close approximation to Nakagami-q (Hoyt)
distribution with parameter mapping m = ((1+ q2)2)/(2(1+ 2q4)). Additionally, when
m > 1, Nakagami-m distribution closely approximates Nakagami-n (Rice) distribution
with parameter mapping m = ((1+ n2)2)/(1+ 2n2) [115]. It is well known that m = ∞
corresponds to the no-fading case, m = 1 represents the special case of Rayleigh fading
and m = 1/2 represents that unilateral Gauss distribution [115], which corresponds to
the most severe Nakagami-m fading.
A5. The nodes are distributed at random according to a uniform BPP [71, Definition 2.11].
This means that the nodes are independently and uniformly distributed inside the arbitrar-
ily shaped finite wireless network (specific location assumption).
As a consequence of assumptions A1 and A2, the joint PDF of the distance Ri and the
fading power gain Gi can be decomposed into the individual PDFs, which are denoted as
fRi(ri) and fGi(gi), respectively. Due to assumption A1, the distribution of Ri is the same
for all i. Similarly, due to assumption A2, the distribution of Gi is the same for all i as well.
Thus, we can drop the index i in Ri, Gi, fRi(ri) and fGi(gi) and let fRi(ri) = fR(r) and
fGi(gi) = fG(g).
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Let fG0(g0) denotes the PDF of fading power gain for the reference link. From assumption
A4, since the fading coefficients for both the reference link and the interference links are mod-
eled using a Nakagami-m distribution, i.e., fG0(g0) = fG(g), the distribution for the fading
power gains G0 and G can be modeled as a Gamma distribution with the following PDF [123]
fG(g) =
gm−1mm
Γ[m]
exp(−mg), (2.18)
where Γ[·] is the complete Gamma function. Note that we will represent Nakagami-m fading
parameter for the reference and interfering links as m0 and m, respectively. Even though the
fading power gain distributions are identical, we will still use m0 and m to distinguish the
reference link from the interference link for the sake of analytical convenience.
2.3.1 MGF-based Framework
Using assumptions A1−A3, i.e., i.i.d. random nodes and i.i.d. fading channels, the general
outage probability expression in (2.11) for the MGF-based framework can be simplified to
Pout =1− 2
−B exp( A2 )
γ−1th
B
∑
b=0
(
B
b
)
×
C+b
∑
c=0
(−1)c
Dc
Re

EG0
{
exp
(
− sγ0G0
) (
EG,R
{
exp
(
−sGR−α
r−α0 G0
)})M}
s
 . (2.19)
Using assumption A4 and substituting (2.18) in (2.19), the outage probability in (2.19) can be
expressed as
Pout =1− 2
−B exp( A2 )
γ−1th
B
∑
b=0
(
B
b
) C+b
∑
c=0
(−1)c
Dc
× Re

∫ ∞
0 exp
(
− sγ0g0
) (
EG,R
{
exp
(
−sGR−α
r−α0 G0
)})M gm0−10 mm00
Γ[m0]
exp(−m0g0)dg0
s
 ,
(2.20)
where the expectation in (2.20) can be expressed as
EG,R
{
exp
(−sGR−α
r−α0 G0
)}
=
∫ rmax
0
mm
(
m+
r−αrα0s
g0
)−m
fR(r) dr, (2.21)
where rmax denotes the maximum range of the random variable R, which depends on the ar-
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bitrarily shaped finite region A and the location of the reference node. Note that m0 and m
in (2.20) can take any values (whether integer or non-integer).
2.3.2 RLPG-based Framework
Using assumptions A1−A3, i.e., i.i.d. random nodes and i.i.d. fading channels, the general
outage probability expression in (2.17) for the RLPG-based framework can be simplified to
Pout =1− ∑
n∈N
exp
(
−nγth
γ0
)
∑
k∈K
ank
k
∑
j=0
(
k
j
)(
γth
γ0
)k−j
(γthrα0)
j
× ∑
t1+t2...+tM=j
(
j
t1, t2, ..., tM
) M
∏
i=1
EG,R {Ωti} , (2.22)
where Ωti = exp (−nγthrα0GR−α) (GR−α)ti is defined for analytical convenience.
Using assumption A4, the outage probability in (2.22) can be expressed for the case of
Nakagami-m fading with integer m0 as
Pout =1− exp
(
−m0γth
γ0
) m0−1
∑
k=0
mk0
k!
k
∑
j=0
(
k
j
)(
γth
γ0
)k−j
(γthrα0)
j
× ∑
t1+t2...+tM=j
(
j
t1, t2, ..., tM
) M
∏
i=1
EG,R {Ωti} , (2.23)
where the expectation in (2.23) can be expressed using (2.18) as
EG,R {Ωti} =
∫ rmax
0
mm(r−α)tiΓ[m+ ti]
Γ[m] (m+ γthrα0m0r−α)
m+ti
fR(r) dr, (2.24)
where rmax is defined below (2.21).
Remark 2. For the RLPG-based framework, m0 is constrained to take integer values only,
while m can take any value. The restriction on m0 is because m0− 1, as an upper limit for the
summation in (2.23), can only be integer. This is in contrast with (2.20) where both m0 and m
can take any (integer or non-integer) value for the MGF-based framework.
Summarizing, (2.11) and (2.17) take the form of (2.20) and (2.23), respectively, for M
interfering nodes i.i.d. at random inside an arbitrarily shaped finite wireless network with i.i.d.
Nakagami-m fading channels.
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2.3.3 Need for the Two Frameworks
The proposed two frameworks complement each other. On one hand, as highlighted in Re-
mark 2, the MGF-based framework can be used in scenarios with non-integer m0 while the
RLPG-based framework can only be used in scenarios with integer m0. On the other hand, the
RLPG-based framework is more capable of yielding closed-form analytical expressions than
the MGF-based framework. For the MGF-based framework, the outage probability in (2.20)
involves a double integration (an integration with an expectation term in the integrand). In
general, it is not possible to obtain a closed-form for the integration part in (2.20) because the
expectation term is raised to a power factor of M (M ≥ 2). However, in certain cases, the
expectation term can be expressed in closed-form. For the RLPG-based framework, the outage
probability in (2.23) involves a single integration which admits closed-form results in a much
larger number of cases.
Note that both (2.20) and (2.23) require the knowledge of the distance distribution fR(r),
i.e. the PDF of the distance of a random node from the reference receiver Y0, for their eval-
uation. The distance distribution fR(r) is dependent on the underlying random model for the
node locations. For the uniform BPP (assumption A5), which is considered in this work, the
distance distribution fR(r) is derived in [58] for the special case when the reference receiver
is located at the center of a convex regular polygon. Recently, the result in [58] was gener-
alized in [65] for the case when the reference receiver is located anywhere inside a convex
regular polygon. It was shown in [65] that for an arbitrary location of the reference receiver
inside convex regular polygon, the distance distribution fR(r) can be a complicated piece-wise
function because of the boundary effects. We note that the approach in [65] is also applicable
for arbitrarily shaped convex polygons (see Appendix A.1 for details). Once fR(r) is given,
both (2.20) and (2.23) and can be accurately evaluated.
In the next two sections, we show how (2.20) and (2.23) can be evaluated in disk and poly-
gon regions, which are commonly used in the literature for the modeling of wireless networks.
We also illustrate how the proposed frameworks can be applied in the case of arbitrarily shaped
finite wireless networks with arbitrary location of the reference receiver.
2.4 Outage Probability in a Disk Region
Consider the scenario that the region A is a disk of radius R, as shown in Figure 2.1. The
reference receiver is assumed to be located at a distance d from the center of the disk. Then,
§2.4 Outage Probability in a Disk Region 33
Y0
X0
d
r0
R
Figure 2.1: Illustration of a finite wireless network with arbitrary location of reference receiver Y0 in a disk region
of radiusR (+ = center of disk, • = interfering node, N = reference receiver,  = reference transmitter).
the distance distribution fR(r) can be exactly expressed as [65]
fR(r) =
1
|A|
 2pir, 0 ≤ r ≤ R− d;2r arccos( r2+d2−R22rd ) , R− d ≤ r ≤ R+ d. (2.25)
Note that substituting d = 0 in (2.25) gives the distance distribution for the special case that Y0
is located at the center of the disk. Similarly, substituting d = R in (2.25) gives the distance
distribution for the special case that Y0 is located anywhere on the circumference of the disk.
2.4.1 MGF-based Framework
Substituting (2.25) in (2.21), we find that the expectation has a closed-form only for the first
part of the range (0 ≤ r ≤ R− d) in (2.25). For the second-part of the range (R− d ≤ r ≤
R+ d), the integration does not have a closed-form due to the arccos(·) function. The result
is shown in (2.26).
EG,R
{
exp
(−sGR−α
r−α0 G0
)}
= Ψ1 (2pi,R− d)
+
2mm
|A|
∫ R+d
R−d
(
m+
r−αrα0s
g0
)−m
r arccos
(
r2 + d2 −R2
2rd
)
dr,
(2.26)
where
Ψ1 (ω, υ) =
ωmmgm0 υ
2+αm
|A|(2+ αm) (rα0s)m 2
F1
[
m,
2
α
+m; 1+
2
α
+m;− g0mυ
α
rα0s
]
, (2.27)
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and 2F1 [·, ·; ·; ·] is the ordinary hypergeometric function.
Substituting (2.26) in (2.20), the outage probability can be numerically evaluated.
2.4.2 RLPG-based Framework
Substituting (2.25) in (2.24) and after some manipulations, we get
EG,R {Ωti} = Ψ2 (2pi,R− d, ti)
+
2mmΓ[m+ ti]
|A|Γ[m]
∫ R+d
R−d
(r−α)tir
(m+ γthrα0m0r−α)
m+ti
arccos
(
r2 + d2 −R2
2rd
)
dr,
(2.28)
where
Ψ2 (ω, υ, τ) =
ωmmυ2+αmΓ[m+ τ]
|A| (γthrα0m0)m+τ (2+ αm)Γ[m]
2F1
[
2
α
+m,m+τ; 1+
2
α
+m;
−mυα
γthrα0m0
]
.
(2.29)
In general, the integration in (2.28) also does not have a closed-form due to the arccos(·)
function. It is possible to use the Gauss-Chebyshev integration technique [126] to further
express the integration in an approximate closed-form expression. However, in our investi-
gations, we found that a summation over a large number of terms (> 1000) was required in
our case for accurate evaluation. Hence, we do not pursue approximations and instead directly
substitute (2.28) in (2.23) to obtain the outage probability.
Special case: For the case of the reference receiver Y0 located at the center of the disk, d = 0.
Substituting this value in (2.28) and then substituting the result in (2.23), the final expression
for the outage probability simplifies to
Pcenterout =1− exp
(
−m0γth
γ0
) m0−1
∑
k=0
mk0
k!
k
∑
j=0
(
k
j
)(
γth
γ0
)k−j
(γthrα0)
j
× ∑
t1+t2...+tM=j
(
j
t1, t2, ..., tM
) M
∏
i=1
Ψ2 (2pi,R, ti) , (2.30)
where Ψ2(·, ·, ·) is defined in (2.29).
Remark 3. The outage probability for a finite number of nodes i.u.d. in a disk region has been
widely considered in the recent literature. Our proposed frameworks reproduce the available
outage results in the literature as special cases. For the MGF-based framework, with m0 =
1, the result from (2.26) is equivalent to the result in [57, eq.(24)]. For the RLPG-based
framework, with the reference receiver located at the center of the network, (2.30) is identical
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to the result in [75, eq.(44)].
2.5 Outage Probability in Regular Polygons and Arbitrarily
Shaped Convex Polygons
In this section, we illustrate the exact computation of the outage probability in both regular
and arbitrarily shaped convex polygon regions. We will consider the following two cases
(i) reference receiver Y0 located at the center of a regular L-sided polygon and (ii) reference
receiver Y0 located at an arbitrary location in an arbitrarily shaped region.
2.5.1 Center of Polygon
Consider the finite region A to be a regular L-sided convex polygon which is inscribed in a
circle of radius R. Then, the area and the interior angle between two adjacent sides are given
by
|A| = 1
2
LR2 sin
(
2pi
L
)
, (2.31a)
θ =
pi(L− 2)
L
. (2.31b)
In general, polygon regions are non-isotropic. Hence, there is no single expression for the
distance distribution fR(r) for an arbitrary location of the reference receiver inside a convex
regular polygon. For the special case that the reference receiver Y0 is located at the center of an
L-sided convex regular polygon, the distance distribution fR(r) can be expressed as [58, 65]
fR(r) =
1
|A|
 2pir, 0 ≤ r ≤ Rp;2pir− 2Lr arccos(Rpr ) , Rp ≤ r ≤ R; (2.32)
where Rp = R sin
(
θ
2
)
. Using (2.32), we illustrate the computation of the outage probability
using the two frameworks.
MGF-based Framework: Substituting (2.32) in (2.21) and after some manipulations, we get
EG,R
{
exp
(−sGR−α
r−α0 G0
)}
=Ψ1 (2pi,R)− 2Lm
m
|A|
∫ R
Rp
(
m+
r−αrα0s
g0
)−m
r arccos
(Rp
r
)
dr,
(2.33)
where Ψ1(·, ·) is defined in (2.27). Substituting (2.33) in (2.20), the outage probability can be
evaluated.
36 Outage Probability in Arbitrarily Shaped Finite Ad-hoc Networks
x
y
V1 S1
V3
S4
V4
V2
S2
S3
B1
C2
B2
Y0
X0 r0
Figure 2.2: Illustration of an arbitrary location of a reference receiver in an arbitrarily shaped finite wireless
network, with side lengths S1 =
√
3W , S2 =
√
3W , S3 =
√
7− 3√3−√6W and S4 = W and vertices V1,
V2, V3 and V4. The areas B1 (shaded in horizontal lines), lines) and C2 (intersection of horizontal and diagonal
lines) are defined in Appendix A.1 (• = interfering node, N = reference receiver,  = reference transmitter).
RLPG-based Framework: Substituting (2.32) in (2.24), and after some manipulations, we get
EG,R {Ωti} = Ψ2 (2pi,R, ti)−
2LmmΓ[m+ti]
|A|Γ[m]
∫ R
Rp
(r−α)tir
(m+γthrα0m0r−α)
m+ti
arccos
(Rp
r
)
dr,
(2.34)
where Ψ2(·, ·, ·) is defined in (2.29). Substituting (2.34) in (2.23), the outage probability can
be evaluated.
2.5.2 Arbitrarily Shaped Convex Polygon Region
We consider an arbitrarily shaped convex polygon region as shown in Figure 2.2, with side
lengths S1 = S2 =
√
3W , S3 =
√
7− 3√3−√6W and S4 = W . Thus, the interior angles
formed at vertices V1, V2, V3 and V4 are pi/2, pi/4, 0.6173pi and 0.6327pi. Suppose that Y0
is located at the vertex V22. Then, following the derivation in Appendix A.1, fR(r) can be
2The Y0 location at vertex V2 is chosen here for the sake of simplicity. Later in Section 2.6, we also show results
for an arbitrary location of Y0 inside the arbitrarily shaped convex polygon region considered in Figure 2.2.
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expressed as
fR(r) =
1
|A|

pi
4 r, 0 ≤ r ≤
√
3W ;
0.3673pir− r arccos
(√
3W
r
)
− r arccos ( 1.6159Wr ) , √3W ≤ r ≤ 2W .
(2.35)
Using (2.35), we illustrate the computation of the outage probability using the two frameworks.
MGF-based Framework: Substituting (2.35) in (2.21), the expectation can be expressed as
EG,R
{
exp
(−sGR−α
r−α0 G0
)}
= Ψ1 (0.3673pi, 2W)−Ψ1
(
0.1173pi,
√
3W
)
− m
m
|A|
∫ 2W
√
3W
(
m+
r−αrα0s
g0
)−m
r
(
arccos
(√
3W
r
)
+ arccos
(
1.6159W
r
))
dr,
(2.36)
where Ψ1(·, ·) is defined in (2.27). Finally, the outage probability for the case of the reference
receiver located at vertex V2 can be evaluated by substituting (2.36) in (2.20).
RLPG-based Framework: Substituting (2.35) in (2.24), the expectation can be expressed as
EG,R {Ωti} = Ψ2 (0.3673pi, 2W , ti)−Ψ2
(
0.1173pi,
√
3W , ti
)
− m
mΓ[m+ ti]
|A|Γ[m]
×
∫ 2W
√
3W
(r−α)tir
(m+ γthrα0m0r−α)
m+ti
(
arccos
(√
3W
r
)
+ arccos
(
1.6159W
r
))
dr,
(2.37)
whereΨ2(·, ·, ·) is defined in (2.29). Finally, the outage probability for the case of the reference
receiver located at vertex V2 can be evaluated by substituting (2.37) in (2.23).
Summarizing, the procedure for deriving the outage probability for i.u.d. nodes in an arbi-
trarily shaped convex polygon region with i.i.d. Nakagami-m fading channels is summarized
in Algorithm 1.
Algorithm 1. Proposed Algorithm
Step 1: Choose the location of the reference receiver inside the arbitrarily shaped convex
polygon region.
Step 2: Determine fR(r) based on the approach summarized in Appendix A.1.
Step 3: Depending on the value of m0, select the appropriate framework to calculate the
outage probability.
if m0 is non-integer then
Use the MGF-based framework. Substitute fR(r) in (2.21) and then (2.21) in (2.20) to
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Table 2.1: Summary of the Main Outage Probability Results.
Equation
Node
distribution
Region
Reference
receiver
location
Fading channels
M
G
F-
ba
se
d
Fr
am
ew
or
k (2.11) any any any any
(2.19) i.i.d. any any i.i.d.
(2.20) i.i.d. any any i.i.d. Nakagami-m
(2.20) & (2.26) i.u.d. disk any i.i.d. Nakagami-m
(2.20) & (2.33) i.u.d. polygon center i.i.d. Nakagami-m
R
L
PG
-b
as
ed
Fr
am
ew
or
k
(2.17) any any any
Reference link: (2.12) [31]
& Interference links: any
(2.22) i.i.d. any any
Reference link: (2.12) [31]
& Interference links: i.i.d.
(2.23) i.i.d. any any
i.i.d. Nakagami-m with in-
terger m0 for reference link
(2.23) & (2.28) i.u.d. disk any
i.i.d. Nakagami-m with in-
terger m0 for reference link
(2.23) & (2.34) i.u.d. polygon center
i.i.d. Nakagami-m with in-
terger m0 for reference link
compute the outage probability.
else
Use the RLPG-based framework. Substitute fR(r) in (2.24) and then (2.24) in (2.23) to
compute the outage probability.
end if
2.6 Numerical and Simulation Results
In this section, we first address the computational aspects of the two frameworks. We then
study the outage probability performance of arbitrarily shaped finite wireless networks and
discuss the boundary effects in finite wireless networks in detail. A summary of the main
outage probability results in this chapter is summarized in Table 2.1.
2.6.1 Computational Aspects of the Frameworks
In general, both frameworks require numerical evaluation of integration, for which any stan-
dard mathematical package such as Matlab or Mathematica can be used. It must be noted that
the numerical evaluation of single and double integrations is standard and widely practiced in
the wireless communications literature [127].
For the MGF-based framework, the outage expressions in (2.11), (2.19) and (2.20) are
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Figure 2.3: Outage probability, Pout, versus the distance of the reference receiver from the center of disk, d, for
M = 10 interferers i.u.d. in a disk of radius R = 100, with reference link distance r0 = 5, path-loss exponents
α = 2, 3, 4, 6, i.i.d. Rayleigh fading channels (m0 = m = 1), SINR threshold γth = 0 dB and SNR γ0 = 20 dB.
a summation over a finite number of terms. The three parameters A, B and C (defined be-
low (2.9)) control the estimation error. Following the well established guidelines in [108], [118],
in order to achieve an estimation accuracy of 10−ζ (i.e., having the (ζ − 1)th decimal correct),
A, B and C have to at least equal ζ ln 10, 1.243ζ − 1, and 1.467ζ, respectively. For example,
for the disk region, we set A = 8 ln 10, B = 11, C = 14. This achieves stable numerical
inversion with an estimation error of 10−8.
For the RLPG-based framework, if both m0 and M are large, then the computation of all
possible integer results for ti in t1 + t2 + ...+ tM = j (j = 0, ...,m0 − 1) in (2.17), (2.22)
and (2.23) can be time-consuming. This is due to the fact that we need to use M for loops
to find the complete results. However, when either m0 or M is a small number we can pre-
compute these results, as suggested in [75], and store them as a matrix for use in computations.
2.6.2 Validation of the Proposed Two Frameworks
Figure 2.3 plots the outage probability, Pout, versus the distance of the reference receiver from
the center of disk, d, for path-loss exponents α = 2, 3, 4, 6 and i.i.d. Rayleigh fading channels.
The solid lines are plotted using (2.23) and (2.28), i.e., the RLPG-based framework. The dash
lines are plotted using (2.20) and (2.26), i.e., the MGF-based framework. For the simulation
results, we uniformly distribute the users inside a disk region and average the results over 1
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Figure 2.4: Outage probability, Pout, versus the signal-to-noise ratio, γ0, for i.i.d. Nakagami-m fading channels
and m0 = m = 0.5, 1, 1.5, 2, with M = 10 interferers i.u.d. in a disk of radius R = 100, reference link distance
r0 = 5 and reference receiver located at the center of the network, path-loss exponent α = 2.5 and SINR threshold
γth = 0 dB.
million simulation runs. We can see that the results from both the frameworks are the same and
the curves overlap perfectly. In addition, we can see that the simulation results match perfectly
with the our analytical results, which is to be expected since we are evaluating the outage
probability exactly. These comparisons verify the accuracy of the proposed frameworks.
2.6.3 Importance of Having the Two Frameworks
As stated earlier in Remark 2, while both m0 and m can take any (integer or non-integer)
value in the MGF-based framework, m0 is constrained to take integer values only (while m
can take any value) in the RLPG-based framework. It is important to note that for small m0,
using the RLPG-based framework and interpolation for non-integer m0 values either does not
work or cannot provide accurate approximation results. This is illustrated in Figure 2.4 which
plots the outage probability, Pout, versus the SNR, γ0, for i.i.d. Nakagami-m fading channels
(m0 = m = 0.5, 1, 1.5, 2), path-loss exponent α = 2.5 and the reference receiver located at
the center of the disk. The results for m0 = m = 0.5 and 1.5 are plotted using the MGF-based
framework ((2.20) and (2.26)). The results for m0 = m = 1 and 2 are plotted using the RLPG-
based framework ((2.30)). For m0 = m = 1.5 we also plot the arithmetic and the geometric
means using the outage probabilities for m0 = m = 1 and m0 = m = 2, respectively. We
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Figure 2.5: The number of interfering nodes M versus path-loss exponent α in order to meet a fixed outage
probability constraint of Pout = 0.05 for the reference node located at the center and the circumference, respectively,
of a disk region with radius R = 100, i.i.d. Nakagami-m fading channels (m = 1, 2, 3), reference link distance
r0 = 5, SINR threshold γth = 0 dB and SNR γ0 = 20 dB.
can see that the arithmetic and geometric means do not match the exact value of the outage
probability, which illustrates that the interpolation approach [128, 129] does not work here. In
addition, the result for m0 = m = 1 does not provide a tight bound on the outage probability
when m0 = m < 1. These issues highlight the importance of having the two frameworks,
which together can handle any value of m0.
Note that the error floor observed in all the curves in Figure 2.4 is due to the fact that at high
SNR, the interference term dominates the noise power term and causes the outage probability
to become nearly constant (the x−axis in Figure 2.4 is the SNR, which is defined below (2.3)
and not the SINR, which is defined in (2.3)).
2.6.4 Boundary Effects in a Disk Region
Figure 2.3 shows that for the disk region the minimum value of the outage probability occurs
when the reference receiver is located at the circumference. This is due to the boundary effect-
s. When the nodes are confined within a finite region, the nodes located close to the physical
boundaries of the region experience different network characteristics, such as outage probabil-
ity, compared to the nodes located near the center of the region. Note that the boundary effects
are absent in PPP networks which assume an infinite region. In the following, we focus on the
low outage probability regime and study the impact of the system parameters on the bound-
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Figure 2.6: The difference in the number of interferers between the reference receiver located at the circumference
and the center of a disk region, versus the path-loss exponent α, with the same parameters as in Figure 2.5.
ary effects by comparing the performance at the center and the boundary of disk and polygon
regions, respectively.
Figure 2.5 plots the number of interfering nodes, M, that the network can accommodate
in order to meet a fixed low outage probability constraint of Pout = 0.05 versus the path-loss
exponent α for the two cases of the reference receiver located at the center and the circumfer-
ence of a disk region, respectively, with radius R = 100, i.i.d. Nakagami-m fading channels
(m = 1, 2, 3), reference link distance r0 = 5, SINR threshold γth = 0 dB and SNR γ0 = 20
dB. We can see that as the path-loss exponent α increases the number of interfering nodes
increases for all the curves. This is because as α increases, the total received power at the ref-
erence receiver Y0 from all the interferers decreases more as compared to the received power
at Y0 from the desired transmitter X0. In addition, as m0 = m increases, the number of inter-
fering nodes increases for all the curves. This is because as the the fading becomes less severe,
the received power at the reference receiver Y0 from the desired transmitter X0 increases more
compared to the total received power from all the interferers. Comparing the curves for the
center and the circumference, we can see that when Y0 is located at the center of the disk re-
gion the network can only accommodate a small number of interferers in order to meet the low
outage constraint. However, when Y0 is located at the circumference of the disk region, the
network can accommodate a larger number of interferers. This is because the circumference
location is most impacted by the boundary effects and the reference receiver located at the cir-
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cumference can only experience interference from certain surrounding regions inside the disk
region. The figure also shows that the two sets of curves for the center and the circumference
are not parallel, i.e., the impact of the boundary effects varies with the channel conditions. This
is further explored in the next figure.
Figure 2.6 plots the difference in the number of interferers between the reference receiver
located at the circumference and the center of a disk region, versus the path-loss exponent α for
the scenario considered in Figure 2.5. The figure shows that for a fixed m0 = m, an increase
in the path-loss exponent enhances the impact of the boundary effects, e.g., for m0 = m = 1
the difference is 2 interferers for α = 2, which grows to 14 interferers for α = 6. In addition,
for a fixed α, an increase in m0 = m also enhances the impact of the boundary effects, e.g.,
for α = 4, the difference is 11 interferers for m0 = m = 1, which grows to 18 interferers for
m0 = m = 3. Note that the piece-wise nature of the curves in Figure 2.6 is due to the fact that
the difference in the number of the interferers can only take integer values.
2.6.5 Boundary Effects in Polygon Regions
Figure 2.7 shows the number of interfering nodes M that the network can accommodate in
order to meet a fixed low outage probability constraint of Pout = 0.05 versus the number of
sides L for the two cases of the reference receiver located at the center and a vertex of a L =
3, 4, 5, 6, 7, 8, 9-sided convex polygon having a fixed area |A| = pi1002, with i.i.d. Nakagami-
m fading channels (m0 = m = 3), path-loss exponent α = 2.5, reference link distance r0 = 5,
SINR threshold γth = 0 dB and SNR γ0 = 20 dB. When the reference receiver is located
at the center of the polygon, the impact of the boundary effects is negligible and the number
of interferers that the network can accommodate is 14, irrespective of the number of sides3.
This is consistent with the fact that we have considered a large-scale finite network and the
surrounding environment for the reference receiver located at the center of the L-sided convex
polygon is quite the same, regardless of the number of sides. When the reference receiver
is located at a vertex of the L-sided convex polygon, the number of interferers decreases as
the number of sides L increases. This shows that the impact of the number of sides on the
boundary effects depends on the location of the reference receiver. We can see that for L = 3
the network can accommodate the highest number of interferers while meeting the low outage
probability constraint of Pout = 0.05. This can be intuitively explained as follows. For L = 3,
since the area of the L-sided polygon is fixed, fR(r) has the longest tail. In addition, the
interior angle formed at the vertex is the smallest. Consequently, the interfering nodes are
more likely to located further away from the reference receiver located at a vertex, which leads
to better performance in terms of the number of interferers that the network can accommodate.
3For the case of the reference receiver located at the center of a disk region (which can be regarded as a L = ∞-
sided convex polygon) with the same area, the number of interferers is also 14.
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Figure 2.7: The number of interfering nodes M versus the number of sides L in order to meet a fixed low outage
probability constraint of Pout = 0.05 for the reference node located at the center and the corner, respectively, of a
L-sided polygon (L = 3, 4, 5, 6, 7, 8, 9) having a fixed area |A| = pi1002, with i.i.d. Nakagami-m fading channels
(m0 = m = 3), path-loss exponent α = 2.5, reference link distance r0 = 5, SINR threshold γth = 0 dB and SNR
γ0 = 20 dB.
In addition, Figure 2.7 shows that as L increases, the difference in the number of interferers
between the two cases of the reference receiver located at the vertex and the center decreases.
This shows that the relative impact of the boundary effects becomes less significant as the
number of sides increases.
2.6.6 Outage Probability in an Arbitrarily Shaped Convex Region
Figure 2.8 plots the outage probability, Pout, versus the SNR, γ0, with arbitrary locations of the
reference receiver in the arbitrarily shaped finite region (|A| = 13143) defined in Figure 2.2,
i.i.d. Rayleigh fading channels (m0 = m = 1) and path-loss exponent α = 2.5. We consider
and compare the following cases for the reference receiver located at: (i) vertex V2 at (173.2, 0)
(ii) vertex V3 at (50.73, 122.474) (iii) mid point of side S2 at (111.97, 61.24) and (iv) intersec-
tion point of the diagonals at (33.4, 80.7). For comparison, we also plot the outage probability
assuming a PPP node distribution with a node density λ = 10/13143 = 7.6086× 10−4 using
the result from [130], which is given below
Pout = 1− exp
(
−γth
γ0
)
exp
(
−λpir20γ
2
α
th
2pi
α
csc
(
2pi
α
))
. (2.38)
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Figure 2.8: Outage probability, Pout, versus the signal-to-noise ratio, γ0, with arbitrary locations of the reference
receiver inside the arbitrarily shaped finite region defined in Figure 2.2 having area |A| = 13143, M = 10
interferers, i.i.d. Rayleigh fading channels (m0 = m = 1), path-loss exponent α = 2.5 and SINR threshold
γth = 0 dB. For the PPP node distribution, the node density is λ = 10/13143 = 7.6086× 10−4 (which is the
same as for the BPP).
At high SNR, the error floor observed in all the curves is because of the same reasons as
explained before. We can see that the outage probabilities for the four cases are completely
different as the location of the reference receiver and consequently the boundary effects are
different in each case. The outage probability is the highest for case (iv) as this location is well
inside the region and is less impacted by the boundary effects. The outage probability is the
lowest for case (i) as the interior angle formed at V2 vertex is the smaller than that at vertex V3.
Thus, interferers are more likely to be located further away from the reference receiver located
at V2 vertex. We can see that the PPP result, which does not take boundary effects into account,
is completely different from the four cases considered and provides an extremely loose upper
bound for the outage probability. This re-iterates the importance of the proposed frameworks,
which allow the outage probability at any arbitrary location of a finite wireless network with
arbitrary shape to be exactly determined.
2.7 Summary
In this chapter, we examined the performance of an arbitrarily located reference node inside
an arbitrarily shaped ad-hoc network, where the locations of interfering ad-hoc users are mod-
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eled as the BPP. We developed two general frameworks allowing to analytically compute the
outage probability at the reference node for such a network. We also proposed an algorithm to
derive the distribution function of the distance between an interfering node and the reference
node, which is key in determining the outage probability. Our results highlighted the impor-
tance of characterizing the location-dependent performance, and they also allowed us to proper
understand the effects of system parameters on the boundary effects.
Chapter 3
Performance Analysis of Arbitrarily
Shaped Underlay Cognitive Networks
In Chapter 2, we have developed the general frameworks to calculate the outage probability at
an arbitrarily location within an arbitrarily shaped ad-hoc network region. It has been shown
that for an arbitrarily shaped finite region, the aggregate interference and the outage probability
are strongly influenced by the shape of the region and the position of the typical user.
In this chapter, we apply the developed techniques to study the performance of a more
complex underlay cognitive network with an arbitrarily shaped region. We consider different
SU activity protocols to limit the number of active SUs, in order to maintain the interference
threshold requirement at the primary receiver at an arbitrary location. For such network sys-
tems, we propose a framework, based on the MGF of the interference due to a random SU, to
analytically compute the outage probability and statistics of interference at the primary user
with SU activity protocols. Additionally, we derive the average number of active SUs to ex-
amine the performance of secondary users, which has been largely ignored by previous works.
With the derived analytical expressions, we investigate the average number of active SUs for
the different SU activity protocols, subject to a given outage probability constraint at the pri-
mary receiver, and regard it as an analytical approach to compare the effect of different SU
activity protocols on the performance of the primary and secondary networks. Under fully un-
correlated channel situation, we observe that the guard zone protocol which requires long term
sensing can support the highest number of active SUs. In terms of short term sensing, our pro-
posed cooperation-based protocol can improve the average number of active SUs, compared to
the threshold-based protocol.
This chapter is organized as follows. Section 3.1 presents the detailed system model
and assumptions and describes the three different SU activity protocols, including the pro-
posed cooperation-based protocol. The proposed mathematical framework is presented in Sec-
tion 3.2. The analysis for the interference and the average number of active SUs is presented
in Section 3.3 and Section 3.4, respectively. Numerical and simulation results to study the
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aggregate interference, outage probability and average number of active SUs are discussed in
Section 3.5. Finally, conclusions are presented in Section 3.6.
3.1 System Model
We consider an underlay cognitive network with a PU link, comprising of a PU transmitter
(PU-Tx) and a PU receiver (PU-Rx) separated by a distance r0, and M SUs. The network
region A is an arbitrarily shaped finite region, where A ⊂ R2 and R2 denotes the two-
dimensional Euclidean space. We do not place any restriction on the location of the PU-Tx
and PU-Rx and they can be located anywhere inside the network region A. A primary exclu-
sion zone B, with radius e, is formed around the PU-Rx and no active user is allowed to enter
this region [131]. The SU locations are modeled according to a uniform Binomial Point Pro-
cess, i.e., the M SUs are independently and uniformly distributed at random inside the region
A′, where A′ = A \ B.
The SUs decide whether to transmit or not depending on the adopted SU activity protocol
(discussed later in this section). We assume that all the nodes operate in the frequency division
duplex mode. Similar to [63], we assume that in order to know the signal strength to PU-Rx
each SU receives a signal transmitted by PU-Rx via a sensing channel. We assume that this
sensing channel (from PU-Rx to SU) and the SU transmitting (i.e., interfering) channel (from
SU to PU-Rx) are well separated in the frequency band so that these two channels can be
regarded as fully uncorrelated.
Let the random variable Ri (i = 1, 2, . . . ,M) denote the random distance between the i-th
SU and the PU-Rx with probability density function fRi(ri). We denote the transmit power of
the PU-Tx as PT0 , the transmit power of each SU as PTi and the transmit power of PU-Rx as
PTS . We assume that all users have a single antenna and the wireless communication channel is
modeled as a path-loss and fading channel. Let Gi represent the instantaneous power gain due
to fading on the SU transmitting channel from i-th SU to the PU-Rx with fading distribution
function fGi(gi) and Hi represent the instantaneous fading power gain on the sensing channel
with the distribution function fHi(hi).
For the above setup, the interference at the PU-Rx generated from the i-th SU is given by
Ii = PTiGiR
−α
i 1(condition), (3.1)
where α is the path-loss exponent which is typically in the range 2 ≤ α ≤ 6 [115]. The
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Figure 3.1: Illustration of secondary user spatial activity protocols in underlay cognitive network (N = interfered
PU-Rx,  = PU-Tx, ◦ = inactive secondary user, • = active secondary user). Sj and Vj (j = 1, 2, 3, 4) denote the
side and vertex, respectively.
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indicator function is given by
1(condition) =
1, if condition is true;0, else if condition is false; (3.2)
where the “condition" depends on the different SU activity protocols and the explicit expres-
sions for each protocol are given in (3.4), (3.5) and (3.6), respectively. In addition, although
the unbounded path-loss model is used in (3.1), the singularity at Ri = 0 and the amplification
of the transmitted signal are avoided because of the primary exclusion zone around the PU-Rx,
i.e., the random distance Ri is always greater than e (e ≥ 1) [36].
The aggregate interference at PU-Rx is given by
Iagg =
M
∑
i=1
Ii =
M
∑
i=1
PTiGiR
−α
i 1(condition). (3.3)
In the following subsections, we present the definition of each SU activity protocol.
3.1.1 Guard Zone Protocol
The guard zone protocol was employed in [38, 39]. In this protocol, the SUs are permitted to
enter the guard zone region but once a SU intrudes into it, it is prohibited from transmitting.
This is illustrated in Figure 3.1(a), where there is a guard zone region around the PU-Rx with
radius r f . Consequently, the two SUs that are inside this region are inactive and do not generate
any interference to the PU-Rx. The aggregate interference under the guard zone protocol can
be written as
Iagg =
M
∑
i=1
PTiGiR
−α
i 1(Ri>r f ). (3.4)
3.1.2 Threshold-based Protocol
The threshold-based protocol was proposed in [63]. In this protocol, each SU receives the in-
stantaneous signal power transmitted by the PU-Rx on the sensing channel. If the received in-
stantaneous signal power at the i-th SU is greater than the activation threshold ξ, i.e., PTSHiR
−α
i
> ξ, it becomes silent and does not interfere with the PU-Rx. Otherwise, it is permitted to
transmit, as illustrated in Figure 3.1(b). Hence, for the threshold-based protocol, the aggregate
interference can be written as
Iagg =
M
∑
i=1
PTiGiR
−α
i 1(PTSHiR−αi ≤ξ)
. (3.5)
§3.1 System Model 51
3.1.3 Cooperation-based Protocol
This is the new protocol proposed in this chapter and is illustrated in Figure 3.1(c). The basic
idea of this protocol is inspired from the cooperative spectrum sensing in interweave cognitive
networks, where cooperation among nodes helps to improve the detection of licensed spectrum
occupancy [36, 61].1
In the proposed cooperation-based protocol for underlay cognitive networks, each SU re-
ceives the instantaneous signal power transmitted by the PU-Rx on the sensing channel and
forms an initial decision on activation. Then this initial decision is broadcast to other SUs. For
analytical convenience, we assume that, for each SU, it can only correctly receive the initial
decisions from other SUs within a certain range, which is known as its cooperation range rc.
Finally, in order to decide whether it is active or not, each SU applies the logical AND opera-
tion on the received initial decisions from other cooperating SUs and its own initial decision.
Consequently, for a considered SU, it is permitted to be active as long as its preliminary de-
cision is to be active, and the initial decision of all SUs which fall into this SU’s cooperation
range is also to be active. For example, considering SU node A in Figure 3.1(c), there is only
SU node B located inside its cooperation range. Although the preliminary decision for node A
may be to be active, node A can be finally in inactive state if the preliminary decision of node
B is to be inactive. Mathematically, the aggregate interference generated at the PU-Rx is
Iagg =
M
∑
i=1
PTiGiR
−α
i 1(Πd(Di(rc)⋂A′)=∅), (3.6)
where Πd denotes the set of SUs whose received instantaneous signal power on the sensing
channel is greater than the activation threshold ξ,Di (rc) represents the disk cooperation region
centered at the i-th SU and ∅ denotes the null set. Note that when rc = 0, the cooperation-
based protocol is the same as the threshold-based protocol. Thus, the proposed cooperation-
based protocol includes the threshold-based protocol as a special case.
Remark 4. Both the cooperation-based and threshold-based protocols require the SU to re-
ceive the instantaneous signal power transmitted by the PU-Rx on the sensing channel. As
such, they are much more applicable in practice. However, the guard zone protocol requires
the SU to know the instantaneous signal power on the sensing channel over a relatively long
period of time and then average it to determine its distance to the PU-Rx, before deciding
whether to transmit or not.2 As such, this protocol is not suitable for the scenarios where the
SUs need to transmit without too much delay.
1The notion of cooperation among SUs is also similar in spirit to base station cooperation in cellular network-
s [132].
2Alternatively, the guard zone protocol can also be implemented using cooperative localization tech-
niques [133].
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3.2 Mathematical Framework
In this section, we present the proposed mathematical framework to characterize the interfer-
ence and outage probability at the PU-Rx in underlay cognitive networks with different SU
activity protocols. The aggregate interference from the secondary network in (3.3) is a s-
tochastic process that strongly relies on the random location of the SUs inside the arbitrarily
shaped finite cognitive network region and the random fading channel gains. Since there is no
available general expression for the PDF of the aggregate interference [21, 71], we adopt the
moment generating function approach to analyze the interference and outage probability at the
PU-Rx in this chapter. Previous work [62, 63] has also adopted the MGF approach. However,
their focus is on analysing the statistics of the aggregate interference in the primary network
only and the results are limited to specific, e.g., annulus-shaped regions. We consider arbitrari-
ly shaped cognitive network regions and analyze the performance in both the primary network
(i.e., the aggregate interference in Section 3.3) and the secondary network (i.e., the average
number of active SUs in Section 3.4).
3.2.1 Assumptions
In this work, we consider that the nodes are independently and uniformly distributed inside
the network region A′, which results in the distribution function of Ri being the same for all
i. Moreover, the fading gain on all communication channels is independently and identical-
ly distributed Nakagami-m fading. This type of fading is widely considered in the wireless
communications literature [115]. The transmit power for different SUs are assumed to be the
same. Consequently, the distribution of interference from i-th SU becomes identical and we
can drop the index i in the PTi , Ii, Ri, Gi, Hi and let fRi(ri) = fR(r), fGi(gi) = fG(g) and
fHi(hi) = fH(h).
For Nakagami-m fading, the distribution of the power gain on the SU transmitting channel
and the sensing channel can be modeled by a Gamma distribution as [115]
fG(g) =
gmg−1mmgg
Γ[mg]
exp(−mgg), (3.7)
fH(h) =
hmh−1mmhh
Γ[mh]
exp(−mhh), (3.8)
where mg and mh represent the fading parameters, which control the severity of the fading.
Note that mg = mh = 1 corresponds to Rayleigh fading channels. In addition, the n-th
moment of the fading power gain on the SU transmitting channel, which is needed in the
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analysis in Section 3.3, is available in closed-form as [134]
EG {Gn} =
(mg + n− 1)!
mng(mg − 1)!
. (3.9)
3.2.2 Distance Distributions
The proposed formulation relies on the knowledge of the distance distribution fR(r), i.e.,
the PDF of the distance of a random SU from the PU-Rx. For a disk region, fR(r) is well
known [39, 57, 60, 61, 62, 63]. For an L-sided arbitrarily shaped convex polygon, fR(r) can
be a complicated piece-wise function with at most 2L piece-wise terms [65]. The number of
piece-wise terms depends on the number of unique distances between the location of the ref-
erence node and all the sides and vertices, respectively, of the polygon region. Recently, [88]
proposed an algorithm to determine fR(r) for the case of a random node located anywhere
inside an arbitrarily shaped convex polygon. This algorithm is used in this work to determine
fR(r) in closed-form. Once fR(r) is determined using the algorithm in [88], the expectation
ER {R−nα} involving the random variable R, which is needed in the analysis in Section 3.3,
can be easily calculated in closed-form.
3.2.3 Moment Generating Function
In general, the moment generating function of the aggregate interference is defined as [115]
MIagg(s) = EIagg {exp (−sIagg)} , (3.10)
whereEIagg{·} denotes the expectation with respect to the random variable Iagg. Assuming that
the interference from each SU is independent and identical, the moment generating function of
the aggregate interference in (3.10) can be re-written as [115]
MIagg(s) = (MI(s))M , (3.11)
where I denotes the interference generated by a random SU and MI(s) = EI {exp(−sI)}
corresponds to the MGF of I.
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3.2.4 n-th Cumulant
The n-th cumulant of the aggregate interference can be written in terms of the MGF of the
aggregate interference as [115]
κIagg(n) =(−1)n
dn lnMIagg(s)
dsn
∣∣∣∣
s=0
=(−1)nM d
n lnMI(s)
dsn
∣∣∣∣
s=0
=MκI(n)
=M
(
µI(n)−
n−1
∑
j=1
(
n− 1
j− 1
)
κI(j)µI(n− j)
)
, (3.12)
where the last step comes from the recursive moment-cumulant relationship [57], and κI(n)
and µI(n) represent the n-th cumulant and n-th moment of the interference from a random SU
respectively. Note that µI(n) can also be directly related toMI(s) by [115]
µI(n) = (−1)n d
nMI(s)
dsn
∣∣∣∣
s=0
. (3.13)
With the derived formula of the n-th cumulant/n-th moment of the interference, we can
investigate the statistical behavior of the aggregate interference. A detail study has been pre-
sented in [135], which is omitted here. In addition, the n-th moment is closely related to the
average number of active SUs, which will be shown in Section 3.4.
3.2.5 Outage Probability at the PU-Rx
The outage probability at the PU-Rx is an important metric to evaluate the impact of SU activity
protocols on the performance of the primary users over fading channels. It is given by
Pout = Pr (SINR < γth) = Pr
(
PT0r
−α
0 G0
Iagg +N < γth
)
, (3.14)
where γth is the SINR threshold and N is the AWGN power.
In this work, we are interested in the spatially averaged outage probability which is spa-
tially averaged over both the possible location of the SUs and the fading channels. When the
fading on the desired link (from PU-Tx to PU-Rx) follows the general distribution defined
in [31, (9)] (an important special case of which is Nakagami-m fading with integer m value),
we can employ the RLPG-based framework proposed in [88] to evaluate the spatially averaged
outage probability. The basic principle of this approach is to first condition on the interference
and express the outage probability in terms of the CDF of the reference link’s fading power
gain. The conditioning on the interference is then removed first by removing the condition-
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ing on the fading power gains of the interferers and then removing the conditioning on the
locations of the interferers. For Nakagami-m fading channels, the spatially averaged outage
probability is given by [88]
Pout =1− exp
(
−m0γth
γ0
) m0−1
∑
k=0
mk0
k!
k
∑
j=0
(
k
j
)(
γth
γ0
)k−j (γthrα0
PT0
)j
× ∑
t1+t2...+tM=j
(
j
t1, t2, ..., tM
) M
∏
i=1
EI
{
exp
(
−m0γthr
α
0
PT0
I
)
(I)ti
}
, (3.15)
where γ0 =
PT0 r
−α
0
N indicates the average SNR and m0 denotes the fading parameter on the
desired link.
Note the MGF of the interference due to a random SU is MI(s) = EI {exp(−sI)}.
Its ti-th derivative with respect to s is
dtiMI(s)
dsti = EI
{
(−I)ti exp(−sI)}. By substituting
s = m0
γthrα0
PT0
and after rearranging, the expectation term in (3.15) can be expressed in terms of
the MGF of the interference due to a random SU as
EI
{
exp
(
−m0γthr
α
0
PT0
I
)
(I)ti
}
= (−1)ti d
tiMI(s)
dsti
∣∣∣∣
s=m0
γthr
α
0
PT0
. (3.16)
Examining (3.11), (3.12) and (3.15), we can see that the proposed mathematical formula-
tion depends on the MGF of the interference due to a random SUMI(s). This is determined
for the different SU activity protocols in the next section.
3.3 Interference Analysis
In this section, we derive the general expressions characterizing the MGF of the interference
from a random SU for the different SU activity protocols.
3.3.1 Guard Zone Protocol
For this protocol, the SUs within the guard zone region do not transmit. The main result is
summarized in Theorem 1.
Theorem 1. For the guard zone protocol, the MGF of the interference at an arbitrarily located
PU-Rx due to an independently and uniformly distributed SU inside an arbitrarily shaped finite
region is
MI(s) =
∫ ∞
0
∫ rmax
r f
exp
(−sPTgr−α) fR(r) fG(g) dr dg+ FR(r f ), (3.17)
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where FR(·) represents the cumulative distribution function of the distance of a random SU
from the PU-Rx, which can be determined by the algorithm in [88].
Corollary 1. For the guard zone protocol, the n-th moment of the interference at an arbitrarily
located PU-Rx due to an independently and uniformly distributed SU inside an arbitrarily
shaped finite region is
µI(n) = PnTEG {Gn}EptR
{−nα, r f , rmax} , (3.18)
where EptR {·} denotes the partial moment of R.
Proof of Theorem 1 and Corollary 1: See Appendix B.1.
Remark 5. (3.17) and (3.18) can also be used to obtain the results for the full activity protocol
in which no activity constraint is imposed on SUs and all the SUs are in active status. In the full
activity protocol, a SU located within the maximum range of e and rmax generates interference
to the PU-Rx. In the guard zone protocol, a SU located within the smaller range of r f and
rmax generates interference to the PU-Rx. Thus, when the guard zone range r f is set to equal
to e, the guard zone protocol reduces to the full activity protocol. Therefore, the MGF and
n-th cumulant results for the full activity protocol are the same as (3.17) and (3.18) with r f
replaced by e.
Special Case of a Regular L-sided Polygon: Consider the special case that the PU-Rx is
located at the center of a regular L-sided polygon which is inscribed in a circle of radiusR. In
this case, the distance distribution function is given by [65]
fR(r) =
1
|A′|
 2pir, e ≤ r ≤ Rp;2pir− 2Lr arccos(Rpr ) , Rp ≤ r ≤ R; (3.19)
where |A′| = 12LR2 sin
( 2pi
L
) − pie2 denotes the area of the underlay secondary network
region, θ = pi(L−2)L is the interior angle between two adjacent sides of the polygon and
Rp = R sin
(
θ
2
)
is the perpendicular distance from the center of the polygon to any side.
Substituting (3.19) and (3.7) into (3.17) and (3.18), yields the following results
MI(s) =
pi
(
R2 2F1
[
mg,− 2α ; −2+αα ;−R
−αsPT
mg
]
−r2f 2F1
[
mg,− 2α ; −2+αα ;−
r−αf sPT
mg
]
+r2f−e2
)
|A′|
−
∫ R
Rp
2mmLr
(m+ r−αsPT)m
arccos
(Rp
r
)
dr, (3.20)
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µI(n) = PnT
(mg + n− 1)!
mng(mg − 1)!
2
(
pi
(
R2−nα − r2−nαf
)
− Lϕ (R) + Lϕ (Rp))
|A′|(2− nα) , (3.21)
where ϕ (r) =
(1−nα)
(
(1+nα)r3 arccos
(Rp
r
)
+R3p 2F1
[
1
2 ,
nα+1
2 ;
nα+3
2 ;
R2p
r2
])
−Rp(1+nα)r2 2F1
[
− 12 , nα−12 ; nα+12 ;
R2p
r2
]
(nα−1)(nα+1)r1+nα
and r f is assumed to be less thanRp.
Note that while (3.20) does not have a closed-form result due to the integration involving
the arccos(·) term, it can be easily computed numerically.
Remark 6. When L → ∞, Rp → R and the regular L-sided polygon approaches a disk re-
gion. The disk region or annulus-shaped region with centered PU-Rx and full activity protocol
is the most popular scenario and has been widely analyzed in previous works [39, 57, 62, 63].
Under Nakagami-m fading assumption, the MGF calculated from (3.20) by setting r f = e
(i.e., full activity protocol) and Rp = R (i.e., the integration term in (3.20) reduces to zero)
is identical to the result in [57, eq. (6)]. In addition, the n-th cumulant calculated from (3.21)
(replacing r f by e and ϕ
(Rp) = ϕ (R)) and (3.12) is the same as the result from [57].
3.3.2 Threshold-based Protocol
In this protocol, the activity of each SU depends on the instantaneous signal power received on
the sensing channel. The main result is summarized in Theorem 2.
Theorem 2. For the threshold-based protocol, assuming the sensing channel is fully uncorre-
lated with the SU transmitting channel, the MGF of the interference at an arbitrarily located
PU-Rx due to an independently and uniformly distributed SU inside an arbitrarily shaped finite
region is
MI(s) =
∫ ∞
0
∫ rmax
e
exp
(−sPTgr−α) FH ( ξrαPTS
)
fR(r) fG(g) dr dg+ 1
−
∫ rmax
e
FH
(
ξrα
PTS
)
fR(r) dr, (3.22)
where FH(·) denotes the CDF of the fading power gain on sensing channel.
Corollary 2. For the threshold-based protocol, the n-th moment of the interference at an ar-
bitrarily located PU-Rx due to an independently and uniformly distributed SU inside an arbi-
trarily shaped finite region is
µI(n) = PnTEG {Gn}ER
{
FH
(
ξRα
PTS
)
R−nα
}
. (3.23)
Proof of Theorem 2 and Corollary 2: See Appendix B.2.
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Special Case of regular L-sided Polygon: Substituting the PDFs fR(r) in (3.19) and fG(g)
in (3.7) into (3.22) and (3.23), we can obtain the MGF and the n-th moment for this special
case. For simplicity, we only show the n-th moment result, which is given by
µI(n) = PnT
(mg + n− 1)!
mng(mg − 1)!
2pi
|A′|(2− nα)
(
R2−nα Γ[mh, 0,mhξR
α/PTS ]
Γ[mh]
−e2−nα Γ[mh, 0,mhξe
α/PTS ]
Γ[mh]
−
(
mhξ
PTS
)n− 2α Γ[mh−n+ 2α ,mhξeα/PTS ,mhξRα/PTS ]
Γ[mh]
−L(2− nα)
pi
∫ R
Rp
Γ
[
mh, 0,
mhξrα
PTS
]
Γ[mh]
r1−nα arccos
(Rp
r
)
dr
 , (3.24)
where Γ[·, ·, ·] is the generalized incomplete gamma function.
Remark 7. For the disk region, (3.24) with L = ∞ (i.e., ignoring the integration part in (3.24))
is equivalent to the result in [63]. However, the method of calculating the n-th cumulant in [63]
is only applicable for the special case that PU-Rx is located at the center of the disk region.
3.3.3 Cooperation-based Protocol
For the cooperation-based protocol, the activity of each SU is determined by itself as well as
other SUs within its cooperative range. Thus, the interference due to each SU is not indepen-
dent and (3.11) is not strictly valid. The analysis in the presence of correlated interference is
an important open research problem. In this chapter, we still use (3.11) to derive approximate
analytical results for the cooperation-based protocol. We show that these results are accurate
under certain conditions, which will be discussed in detail in Section 3.5. The main result is
summarized in Proposition 1 below.
Proposition 1. For the cooperation-based protocol, the MGF of the interference at an arbitrar-
ily located PU-Rx due to an independently and uniformly distributed SU inside an arbitrarily
shaped finite region is approximated by
MI(s) ≈ 1+
∫ ∞
0
∫ rmax
e
exp
(−sPTgr−α) FH(ξrαPTS
)(∣∣A′ − pir2c ∣∣
|A′| +
pir2c
|A′|FH
(
ξrα
PTS
))M−1
× fR(r) fG(g) dr dg−
∫ rmax
e
FH
(
ξrα
PTS
)(∣∣A′ − pir2c ∣∣
|A′| +
pir2c
|A′|FH
(
ξrα
PTS
))M−1
fR(r) dr.
(3.25)
Corollary 3. For the cooperation-based protocol, the n-th moment of the interference at an
arbitrarily located PU-Rx due to an independently and uniformly distributed SU inside an
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arbitrarily shaped finite region is approximated by
µI(n) ≈ PnTEG {Gn}ER
FH
(
ξRα
PTS
)(∣∣A′ − pir2c ∣∣
|A′| +
pir2c
|A′|FH
(
ξRα
PTS
))M−1
R−nα
 .
(3.26)
Proof of Proposition 1 and Corollary 3: See Appendix B.3.
Remark 8. To the best of our knowledge, it is not possible to express (3.25) and (3.26) in
closed-form, even for the special cases of PU-Rx located at the center of a polygon or disk
region. This is because (3.25) and (3.26) contain one term, related to the random variable R,
which is raised to the power of M− 1 (M ≥ 2) inside the expectation. Nevertheless, (3.25)
and (3.26) can easily be evaluated numerically. Also, if rc = 0, the term raised to the power
of M− 1 becomes one and (3.25) and (3.26) reduce to (3.22) and (3.23).
Summarizing, for an arbitrarily located PU-Rx inside an arbitrarily shaped convex region
and the different SU activity protocols, we can calculate (i) the MGF of the aggregate interfer-
ence by substituting (3.17), (3.22) and (3.25) into (3.11), (ii) the n-th cumulant of the aggregate
interference by substituting (3.18), (3.23) and (3.26) into (3.12), and (iii) the outage probability
in the primary network by substituting (3.17), (3.22) and (3.25) into (3.16) and (3.15).
3.4 Average Number of Active Secondary Users
The aggregate interference at the PU-Rx and the resulting outage probability are metrics to
evaluate the performance of the primary network, which was the common focus of most prior
studies on cognitive networks, e.g., [38, 39, 62, 63]. Ideally, the performance of the secondary
network should also be evaluated. Furthermore, this should be done subject to a quality-of-
service constraint that the SINR of each active SU is maintained higher than a desired level.
One way to do this analytically is to determine the SU throughput which can be defined as the
expected spatial density of successful SU transmission and depends on (i) the number of active
SUs over a certain region and (ii) whether each active SU is in outage or not, i.e., whether its
SINR is above a certain threshold.
The exact SINR distribution of an active SU (and consequently the SU throughput) in an
arbitrarily shaped underlay cognitive network is difficult to obtain because of two main reasons.
Firstly, for an arbitrarily shaped region with a fixed number of nodes, the Binomial Point
Process is non-stationary and an active SU’s SINR is, therefore, location-dependent. Thus, the
SINR of an active SU at a certain location (say origin) does not reflect the SINR of other active
SUs. The difficulty in analytically averaging the active SU’s SINR over all possible locations
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in an arbitrarily shaped region poses a significant challenge for the derivation of analytical
expression. Secondly, with the consideration of the different SU activity protocols, only the
active SUs generate interference to other SUs and PU-Rx. This means that when accounting
for the interference to a SU-Rx (which is the desired receiver for a certain SU), the distance
between an interfering SU and PU-Rx is correlated to the distance between this interfering SU
and the SU-Rx. This distance correlation poses a second significant challenge for analytical
analysis.
In this work, in order to evaluate the performance of the secondary network in underlay
cognitive networks, we study the average number of active SUs. The average number of active
SUs is an analytically tractable performance metric, which can indirectly measure the SU
throughput under certain conditions. For example, if the SINR threshold for SUs is not too
high or each SU is sufficiently close to its desired receiver, it is possible that almost every
active SU can transmit successfully. Under such conditions, the average number of active SUs
plays the dominant role in determining the aggregate throughput of SUs3.
The main analytical result in this section is presented in Theorem 3 below.
Theorem 3. For any SU activity protocol with independently and uniformly distributed SUs
inside an arbitrarily shaped finite region, the average number of active SUs is given by
Mactive = M× µI(0), (3.27)
where µI(0), which is dependent on the SU activity protocol, is obtained using (B.3) and
substituting n = 0.
Proof: See Appendix B.4.
Remark 9. Theorem 3 is valid for any SU activity protocol with i.u.d. node distribution and
i.i.d. fading channels. For the protocols considered in this work, the value of µI(0) can be
easily computed from (3.18), (3.23) and (3.26), respectively.
Remark 10. Intuitively, there is tradeoff between the primary network performance (i.e., in
terms of the outage probability in the primary network) and the secondary network perfor-
mance (i.e., in terms of the average number of active SUs). For example, increasing r f
in the guard zone protocol or decreasing the activation threshold ξ in threshold-based and
cooperation-based protocols can reduce the outage probability. However, this would decrease
the number of active secondary users, which means the licensed spectrum is not efficient-
ly reused. In this context, (3.15) and (3.27) provide an analytical means for evaluating this
tradeoff in the performance of both the primary and secondary networks. In the next section,
3We have confirmed this through extensive simulations.
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Table 3.1: Main System Parameter Values.
Parameter Symbol Value
Transmit powers PTS , PT0 , PT 1
SINR threshold γth 0 dB
Signal-to-noise ratio γ0 20 dB
Reference distance r0 5 m
Primary exclusion zone radius e 1
Path-loss exponent α 2.5
Nakagami-m fading parameters m0 = mg = mh 3
we will use the primary-secondary performance tradeoff as a systematic way to compare the
performance of the different SU activity protocols.
3.5 Numerical Results
In this section, we present numerical results to investigate and compare the performance of the
SU activity protocols. In order to validate the numerical results, we also present simulation
results which are generated using MATLAB and are averaged over 1 million simulation runs.
For the simulation results, we use the following procedure to uniformly distribute the SUs
inside an arbitrarily shaped region [136]: (a) Generate a bounding box which is generally the
minimal rectangle that can entirely enclose the polygon shape, (b) Randomly and uniformly
generate a point in this bounding box, (c) Check whether this point is inside the required
polygon, (d) Repeat steps (b) and (c) until the required number of nodes are obtained. Unless
specified otherwise, the values of the main system parameters shown in Table 3.1 are used. All
the distance, side length and radius values are in meters (m).
3.5.1 Validation of Cooperation-based Protocol Analysis
First, we investigate the accuracy of the cooperation-based protocol analysis given in Sec-
tion 3.3.3. Figure 3.2 plots the outage probability at the PU-Rx, Pout, versus the normalized
radius of the cooperation range, rcR/100 , when the PU-Rx is located at the center and circum-
ference, respectively, of a disk region with different radius and number of SU pair values
(R,M) (i.e., (150 m, 225), (100 m, 100) and (50 m, 25)). The analytical result is plotted
using Proposition 1, i.e., by substituting (3.25) into (3.16) and (3.15). The figure shows that
the analytical results match closely with the simulation results when the cooperation range is
relatively small compared to the size of the cognitive network region. For the disk case with
the considered (R,M) pair values, the analytical result is accurate even when the radius of the
cooperation region is as large as 7% of the radius of the disk region. This is in line with the
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Figure 3.2: Outage probability at the PU-Rx, Pout, versus the normalized radius of the cooperation range, rcR/100 ,
for the cases that the PU-Rx is located at the center and circumference, respectively, of a disk region with different
radius and number of SU pair values (R,M) (i.e., (150 m, 225), (100 m, 100) and (50 m, 25)).
assumption used for the analysis in Appendix B.3. We can also see from the figure that the out-
age probability decreases as rc increases. This can be intuitively explained as follows. When
the radius of the cooperation range rc increases, the number of cooperating SUs increases and
the opportunity of being active for each SU decreases. This reduces the aggregate interference
and improves the primary network’s outage performance. Also increasing the number of SUs
increases the slope of the curves.
3.5.2 Moments of Aggregate Interference at the Primary Receiver
In this subsection, we investigate and compare the moments of the aggregate interference at the
PU-Rx for the different SU activity protocols. We also illustrate the versatility of the proposed
framework in being able to handle arbitrarily shaped cognitive network regions.
We consider an arbitrarily shaped cognitive network, as depicted in Figure 3.1, with side
lengths S1 = S2 =
√
3W , S3 =
√
7− 3√2−√6W and S4 = W and interior angles
θ1 = pi/2, θ2 = pi/4, θ3 = pi − arcsin
(√
6−√2
2S3
W
)
and θ4 = pi4 + arcsin
(√
6−√2
2S3
W
)
.
Without loss of generality, the origin is assumed to be at vertex V1. The PU-Rx is located
at coordinates (
√
3 cos 3pi8
2 sin 11pi24
W ,
√
3 sin 3pi8
2 sin 11pi24
W), which corresponds to the intersection point of the
two diagonals of the L = 4 sided arbitrarily shaped cognitive network. The radius of the guard
zone and the cooperation range are set to r f = 30 m and rc = 8 m, respectively. The activation
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Table 3.2: Validation of the 1st, 2nd and 3rd moment of the three SU activity protocols.
SU activity 1st moment Percentage
protocol analytical simulation error (%)
Guard zone 2.82E-3 2.82E-3 0.003
Threshold-based 2.10E-3 2.10E-3 0.002
Cooperation-based 1.83E-3 1.83E-3 0.063
SU activity 2nd moment Percentage
protocol analytical simulation error (%)
Guard zone 8.20E-6 8.20E-6 0.006
Threshold-based 4.61E-6 4.61E-6 0.006
Cooperation-based 3.47E-6 3.48E-6 0.29
SU activity 3rd moment Percentage
protocol analytical simulation error (%)
Guard zone 2.45E-8 2.45E-8 0.007
Threshold-based 1.06E-8 1.05E-8 0.068
Cooperation-based 6.88E-9 6.95E-9 1
threshold for both the threshold-based and the cooperation-based protocols is set to ξ = 10−4
(linear scale).
Applying the algorithm in [88], the distance distribution function fR(r) can be expressed
as
fR(r) =
1
|A′|

2pir, e ≤ r < dS3 ;
2pir− 2r arccos
( dS3
r
)
, dS3 ≤ r < dS4 ;
2pir− 2r arccos
( dS3
r
)
− 2r arccos
( dS4
r
)
, dS4 ≤ r < dV4 ;
9
4pir− θ3r− r arccos
( dS3
r
)
− r arccos
( dS4
r
)
, dV4 ≤ r < dS2 ;
9
4pir− θ3r− 2r arccos
( dS2
r
)
− r arccos
( dS3
r
)
− r arccos
( dS4
r
)
, dS2 ≤ r < dV3 ;
5
4pir− r arccos
( dS2
r
)
− r arccos
( dS4
r
)
, dV3 ≤ r < dS1 ;
5
4pir− 2r arccos
( dS1
r
)
− r arccos
( dS2
r
)
− r arccos
( dS4
r
)
, dS1 ≤ r < dV1 ;
3
4pir− r arccos
( dS1
r
)
− r arccos
( dS2
r
)
, dV1 ≤ r < dV2 ;
(3.28)
where dVi denotes the distance from PU-Rx to vertex Vi (i = 1, 2, 3, 4), dSi denotes the perpen-
dicular distance from PU-Rx to side Si and the area |A′| =
(
3
2
√
2
+ 12
(√
3−
√
3
2
))
W2 −
pie2. Using the geometry, it can be easily shown that dV1 =
√
3
2 sin 11pi24
W , dV2 =
√
3 sin 3pi8
sin 11pi24
W ,
dV3 =
√
6W
2 sin 3pi8
− dV1 , dV4 = 2W − dV2 , dS1 =
√
3 sin 3pi8
2 sin 11pi24
W , dS2 = sin
13pi
24√
3W dV2dV3 , dS3 =
sin 11pi24
S3
dV3dV4 , and dS4 =
√
3 cos 3pi8
2 sin 11pi24
W .
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Figure 3.3: Number of SUs, M, versus the outage probability at the PU-Rx, Pout, for the scenario defined in
Section 3.5.2 withW = 150 m.
Substituting (3.28) in Corollaries 1, 2, 3, we can obtain the analytical n-th moment results.
Table 3.2 shows the 1st, 2nd and 3rd moment of the aggregate interference for the three SU
activity protocols with W = 150 m. The simulation results are an excellent match with the
analytical results, which confirms the accuracy of the results in Corollaries 1, 2, 3. We can see
from Table 3.2 that for the considered case, the proposed cooperation-based protocol has the
smallest values of the moments, i.e., it results in the smallest aggregate interference. The next
best is the threshold-based protocol, followed by the guard zone protocol.
3.5.3 Outage Probability at the Primary Receiver
In this subsection, we investigate and compare the outage probability at the PU-Rx for the
different SU activity protocols.
Figure 3.3 plots the number of SUs M versus the outage probability at the PU-Rx, Pout,
for the different SU activity protocols and the arbitrarily shaped cognitive network region con-
sidered in Section 3.5.2 with W = 150 m. The analytical results are plotted by substitut-
ing (3.28) in Theorems 1, 2, 1, and then substituting in (3.16) and (3.15). As illustrated in this
figure, for the considered case, the cooperation-based performs the best while the guard zone
protocol performs the worst. For example, for M = 100 SUs inside the arbitrarily shaped
region, the cooperation-based protocol can achieve the best QoS of Pout = 5.33 ∗ 10−3 at
the PU-Rx. However, the threshold-based protocol and guard zone protocol can only achieve
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Pout = 7.59 ∗ 10−3 and Pout = 1.54 ∗ 10−2, respectively.
It must be noted that such an analysis has two main issues. Firstly, for a given shape of
the network region and a given location of the PU-Rx, the outage at the PU-Rx strongly relies
on the protocol system parameters (i.e., the guard zone range r f for the guard zone protocol,
activation threshold ξ for both of the threshold-based and cooperation-based protocols) and
different values of the protocol system parameters can lead to a different performance ordering
of the SU activity protocols. Secondly, it focuses on the performance in the primary network
only. These aspects are addressed in the next Section 3.5.4.
3.5.4 Comparison of Secondary User Activity Protocols
In this section, we investigate and compare the SU activity protocols in terms of their effect on
the primary network (i.e., the outage probability) and the secondary network (i.e., the average
number of active SUs).
Figure 3.4 plots the average number of active SUs, Mactive, versus the outage probability at
the PU-Rx, Pout, when the PU-Rx is located at the intersection point of the two diagonals inside
the arbitrarily shaped finite region specified in Section 3.5.2 withW = 150 m. The results are
shown for different values of path-loss exponent α = 2, 3, 6 (Figure 3.4(a)) and Nakagami-m
fading m = 1, 3, 5 (Figure 3.4(b)), respectively. The following approach is adopted to work
out these curves for the SU activity protocols:
1. For each PU-Rx’s outage probability value, using (3.15), (3.16) and Theorems 1, 2, 1,
we can find the value of r f for guard zone protocol and ξ for threshold-based protocol
and cooperation-based protocol, respectively;
2. We substitute the value r f and ξ into (3.27) and Corollaries 1, 2, 3 to obtain the average
number of active SUs for each protocol.
Figure 3.4 shows that for each protocol, the active number of SUs is higher if the fading is
less severe (i.e., m has higher value) or if the path-loss exponent has a higher value. For the
same outage probability, it is desirable to have a larger average number of active SUs. From
Figure 3.4, we can see that the guard zone protocol supports the largest number of active SUs,
followed by the cooperation-based protocol and the threshold-based protocol. For example,
in order to achieve a QoS of Pout = 0.01 at the PU-Rx with m = 3 and α = 2.5, only 192
SUs are active on average under the threshold-based protocol. However, the cooperation-based
protocol and guard zone protocol can have 197 and 207 active SUs, respectively. This ordering
stays the same for the different values of m and α.
This ordering can be intuitively explained as follows. The guard zone protocol supports the
largest number of active SUs because it enables the SUs to determine their “average” impact on
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PU-Rx is located at the intersection point of two diagonals inside the arbitrarily shaped finite region specified in
Section 3.5.2 withW = 150 m.
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the PU-Rx from long-term sensing signal monitoring. The outage probability is usually caused
by the SUs that are close to the PU-Rx. By forming a proper guard zone region around the
PU-Rx, the interference from the nearby SUs is avoided and on average more SUs are allowed
to transmit. The threshold-based protocol supports the smallest number of active SUs due to
the effect of uncorrelated fading between sensing and transmitting channels. For example, the
fading on the sensing channel may be severe but the fading on the SU transmitting channel
may be weak. Thus, the SU may receive a weak signal on the sensing channel and decide
to transmit, which may generate severe interference for the PU-Rx. The cooperation-based
protocol helps to minimize the effect of uncorrelated fading channels by utilizing the local
information exchange among SUs. Therefore, the cooperation-based protocol allows a higher
activation threshold while still meeting the same outage value. This results in the larger number
of active SUs, compared to the threshold-based protocol. Although the guard zone protocol
supports the largest number of active SUs, the implementation of this protocol is only possible
in scenarios that allow a long-term sensing signal monitoring before SUs can transmit. On the
other hand, the threshold-based and cooperation-based protocols only rely on the short-term
signal monitoring. It must be noted that a more comprehensive comparison requires a rigorous
study of the tradeoff between performance and implementation complexity in the scenario of
interest, which is outside the scope of this work.
3.6 Summary
In this chapter, we considered an arbitrarily shaped underlay cognitive network, where SU
activity protocols were employed to limit the interference generated by SUs. We presented a
framework to study the statistics of interference generated by SUs, the outage probability at
the primary user and the average number of active SUs, under different SU activity protocol-
s. Our analytical results indicated that, in the short-term sensing signal monitoring scenario,
our proposed cooperation-based protocol improves the network performance compared to the
existing threshold-based protocol.
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Chapter 4
Device-to-Device Communication
Underlaying a Finite Cellular Network
Region
Chapters 2 and 3 have focused on the arbitrarily shaped ad-hoc and underlay cognitive net-
works. For this chapter, we consider a cellular network underlaid with device-to-device com-
munication, where users have the capability to directly talk to each others by bypassing the BS.
In the underlay in-band D2D communication, the coexistence of D2D and cellular users caus-
es severe inter-cell and intra-cell interference. The former can be effectively managed through
inter-cell interference coordination. In this chapter, we examine the performance of intra-cell
interference in a D2D communication enabled cellular network, where a D2D mode selection
scheme is proposed to deal with intra-cell interference. Under this scheme, the potential D2D
users are controlled by the BS to operate in D2D mode based on the average interference gen-
erated to the BS. For such a network, we present a tractable framework to study the outage
probability experienced at both the BS and a typical D2D receiver, the average number of
successful D2D transmissions and the spectrum reuse ratio, which is defined as the average
fraction of D2D users that can successfully transmit. Note the latter two metrics are employed
to investigate the performance of overall underlay D2D communication in a finite disk region.
The analysis shows that the outage probability at the D2D receiver varies for different location-
s, which highlights the location-dependent performance. In addition, we observe that, without
impairing the performance at the BS, the spectrum reuse ratio can have negligible decrease
while the D2D users’ average number of successful transmissions increases with increasing
D2D node density, given that the path-loss exponent on the cellular link is slightly lower than
that on the D2D link.
This chapter is organized as follows. Section 4.1 describes the network model and assump-
tions, including the mode selection scheme. Section 4.2 presents the analytical results for the
outage probability at BS and a typical D2D receiver. Section 4.3 proposes and derives two
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Figure 4.1: Illustration of the network model (N = BS,  = CUE,  = DUE (p-DUE in D2D mode),  =
p-DUE in other transmission mode, • = DRx. Note that p-DUE and its corresponding DRx are connected by a
dashed line).
metrics to assess the overall quality of underlay D2D communication in a finite region. Sec-
tion 4.4 presents the numerical and simulation results, and uses the numerical results to obtain
design guidelines. Finally, Section 4.5 summarize this chapter.
4.1 System Model
Consider a single cellular network that employs the orthogonal frequency-division multiple
scheme with a center-located base station. The region of cell A is assumed to be a finite disk
with radius R and area |A| = piR2. We assume that the inter-cell interference is effectively
managed with ICIC mechanism, based on resource scheduling. Hence, the inter-cell interfer-
ence is not considered in this work. This assumption has been widely used in the literature,
e.g., see [49, 91, 93, 94, 95, 96, 97, 98, 99]. We also restrict our analysis to one uplink channel
because the other channels occupied by cellular users (CUEs) share similar interference statis-
tics [41, 46, 47, 49, 50]. For analytical convenience, we assume that there is one uplink CUE,
whose location follows a uniform distribution inside the entire cellular region (i.e., from 0 to
R). Let Z denote both the location of the CUE and the cellular user itself.
To improve the spectral efficiency of the frequency band occupied by the CUE, its uplink
channel is also utilized for D2D communication. Note that D2D communication may also
reuse downlink resources, but uplink is preferred in terms of interference in practical systems
as it is less congested [89]. We further assume there are multiple potential D2D users (p-DUEs)
that are randomly distributed in the entire cellular regionA. Note that the distributions of CUE
and p-DUE are assumed to be independent. For each p-DUE, there is an intended D2D receiver
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(DRx) which is uniformly distributed within this p-DUE’s proximity (e.g., piR2D)1, hence, the
distance distribution for the potential D2D link, Rd, is fRd(rd) =
2rd
R2D
. Let Xk denote both
the location of the k-th p-DUE and the user itself, and Yk denote both the location of the k-th
DRx and the receiver itself. For analytical convenience, we further assume that the location of
p-DUE follows the Poisson Point Process, denoted as Φ, with constant density λ. Thus, based
on the displacement property of PPP [71, eq. (2.9)], the location of DRxs also follows a PPP,
denoted as ΦDRx, with density λDRx.
We consider the path-loss plus block fading channel model. In this way, the received power
at a receiver is PtGR−α, where Pt is the transmit power of the transmitter, G denotes the fading
power gain on the link that is assumed to be independently and identically distributed, R is the
distance between the transmitter and receiver, and α is the path-loss exponent. Additionally, as
we consider the uplink transmission, power control is necessary; we employ the full channel
inversion for uplink power control [41, 46]. Hence, the transmit power for the CUE and the
p-DUE using D2D link are ρBSR
αC
z and ρDR
αD
d , respectively, where Rz is the distance between
CUE and BS, ρBS and ρD are the minimum required power at BS and DRx (also known as
the receiver sensitivity), and αC and αD are path-loss exponents on cellular link and D2D link,
respectively.
We define the mode selection scheme as the selection between the underlay D2D mode
(i.e., direct communication via the D2D link in underlay paradigm) or the other transmission
mode. The other transmission mode can be the overlay D2D mode where the dedicated spec-
trum that is not occupied by cellular user is used, or the silent mode where no transmission
happens [137, 138, 139]. In this chapter, as motivated by [111, 112], we consider that the mod-
e selection for each p-DUE is determined by its average interference generated to the BS. For
example, if the average interference ρDR
αD
dk
R−αCck for the k-th p-DUE is larger than the threshold
ξ, where Rdk is the distance between this p-DUE and BS, then, this user is forced by the BS to
operate in the other transmission mode. The focus of this chapter is on potential D2D users in
underlay in-band D2D mode (referred to as DUEs which follow a certain point processΦDUE);
the analysis of the other transmission mode is outside the scope of this work. Also we assume
that the BS is fully in control of the D2D communication and D2D device discovery, which
ensures that the considered mode selection scheme is feasible [139].
In the above set-up, intra-cell interference exists in the network because the considered
spectrum band is shared between a CUE and DUEs. The aggregate interference received at the
1In reality, the intended DRx should also be confined in the network region A (i.e., a disk region with radius
R). However, for p-DUE nears cell-edge, this would mean that the DRx is no longer uniformly distributed in a disk
region. For analytical tractability, we still assume that DRx is uniformly distributed in a disk region, regardless of
the p-DUE’s location, i.e., we assume that the DRx is confined in a disk region of radius R+RD. The accuracy
of this approximation will be validated in the results section.
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BS and at a certain DRx Yj can then be expressed as
IBSagg = ∑
Xk∈Φ
GBSk ρDR
αD
dk
R−αCck 1
(
ρDR
αD
dk
R−αCck < ξ
)
, (4.1a)
IDRxagg (Xj,Yj) =
GzρBSR
αC
z
|Z−Yj|αD + ∑Xk∈Φ,k 6=j
GDRxk ρDR
αD
dk
|Xk −Yj|αD 1
(
ρDR
αD
dk
R−αCck < ξ
)
, (4.1b)
respectively, where 1(·) is the indicator function, |Z − Yj| denote the Euclidean distance be-
tween CUE and j-th DRx, and |Xk − Yj| is the Euclidean distance between k-th DUE and j-th
DRx. Gz, GBSk and G
DRx
k are the fading power gain on the interfering links, which are assumed
to be i.i.d. Rayleigh fading. In the following, we refer Iκagg to the aggregate interference at a
typical Rx κ for notation simplicity.
Considering an interference limited system, we can write the signal-to-interference ratio at
a typical Rx κ as
SIRκ =
G0ρ
Iκagg
, (4.2)
where G0 is the fading power gain on the reference link between the typical transmitter-receiver
pair, which is assumed to experience Nakagami-m fading, ρ is the receiver sensitivity of the
typical Rx (i.e., ρ = ρBS when BS is the typical Rx and ρ = ρD if DRx is the typical Rx)2.
4.2 Outage Probability Analysis
To evaluate the network performance, we first consider and compute the outage probability
experienced at a typical receiver.
4.2.1 Mathematical Framework
Our considered outage probability for a typical Rx at a given location is averaged over the fad-
ing power gain and the possible locations of all interfering users. Mathematically, the outage
probability at a typical Rx can be written as
Pκout(γth) = EIκagg,G0
{
Pr
(
G0ρ
Iκagg
< γth
)}
, (4.3)
where EIκagg,G0 {·} is the expectation operator with respect to Iκagg and G0.
2According to (4.1b), when the typical Rx is a DRx, the SIR relies on the location of DRx Yj. Hence, the SIR
at Yj should be expressed as SIRDRx(Xj,Yj). But in this work, we will sometimes ignore Xj and Yj, and refer it
simply as SIRDRx. This notation is also adopted for the outage probability at Yj, where the full notation would be
Pκout(γth,Yj).
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We leverage the reference link power gain-based framework [88] to work out the outage
probability. For the case that the reference link suffers from Nakagami-m fading with integer
m, the outage expression in (4.3) can be re-written as (see proof in Appendix C.1)
Pκout(γth) =1−
m−1
∑
t=0
(−s)t
t!
dt
dst
MIκagg(s)
∣∣∣∣
s=m γthρ
, (4.4)
whereMIκagg(s) = EIκagg
[
exp(−sIκagg)
]
is the moment generating function of Iκagg. Note that
this fading model covers Rayleigh fading (i.e., by setting m = 1) and can also approximate
Rician fading [88, 115]. Hence, it is adopted in this chapter.
As shown in (4.4), the computation of outage probability requires the MGF results for the
aggregate interference at the typical Rx, which will be presented in the following.
4.2.2 MGF of the Aggregate Interference at the BS
The aggregate interference at the BS is generally in the form of ∑
Xk∈Φ
IBSk , where I
BS
k is the
interference from the k-th p-DUE. Note that IBSk = 0 if k-th p-DUE is in the other transmission
mode. Due to the i.u.d. property of p-DUEs and the i.i.d. property of the fading channels,
the interference from a p-DUE is also i.i.d.. In the following, we drop the index k in Rck ,
Rdk , Gk and I
BS
k . As such, the aggregate interference can be written as
(
IBS
)M, where M is
the number of p-DUEs following the Poisson distribution with density λ(|A|). Based on the
MGF’s definition (stated below (4.4)), the MGF of IBSagg is given by
MIBSagg(s) = EM
[
EIBS
[
exp
(
−s (IBS)M)∣∣∣M]] = exp(λ(|A|)(MIBS(s)− 1)), (4.5)
whereMIBS(s) denotes the MGF of the interference at the BS from a p-DUE, which is pre-
sented as follows.
Proposition 2. For the underlay in-band D2D communication with the considered mode se-
lection scheme in a disk-shaped cellular network region, following the system model in Sec-
tion 4.1, the MGF of the interference from an i.u.d. p-DUE received at the BS can be expressed
74 Device-to-Device Communication Underlaying a Finite Cellular Network Region
as
MIBS(s) =1+
2F1
[
1, 2αC ; 1+
2
αC
; −1sξ
]
R2DR2R˜D
−2− 2αDαC (ξ/ρD)
2
αC
αC
αD + αC
−

αC 2F1[1, 2αC ;1+ 2αC ; −RαCsρDxαD ]+αD 2F1[1,−2αD ;1− 2αD ; −RαCsρDxαD ]
x−2R2D(αC+αD)
∣∣∣∣∣∣
R˜D
0
, αD 6= 2;
2R˜D2MeijerG
[{{
0, αC−2αC
}
,{2}
}
,
{
{0,1},
{
−2
αC
}}
, R
αC
sρDR˜D2
]
R2DαC
, αD = 2;
(4.6)
where R˜D , min
(
RD,R
αC
αD
(
ξ
ρD
) 1
αD
)
, ξ is the mode selection threshold and G [{·}, ·] is the
Meijer G-function.
Proof: See Appendix C.2.
Note that the result in (4.6) is expressed in terms of the ordinary hypergeometric function
and the Meijer G-function, which are readily available in standard mathematical packages such
as Mathematica.
4.2.3 MGF of the Aggregate Interference at a Typical DRx
The point process of DUEs ΦDUE is in fact an independent thinning process of the underlaying
PPP Φ, which is also a PPP with a certain density [71]. Similarly, in terms of the location of
underlay DRxs (i.e., whose corresponding p-DUE is in underlay D2D mode), it is also a PPP
ΦDRxu , which is an independent thinning process of DRxs ΦDRx.
For analytical convenience, we condition on an underlay DRx Y0, which is located at a
distance d away from the BS, and its corresponding DUE is denoted as X0. Because of the
isotropic network region and PPP’s rotation-invariant property, the outage probability derived
at Y0 is the same for those underlay DRxs whose distance to BS is d. Then, according to the
Slivnyak’s theorem, we can have the MGF of the aggregate interference received at Y0 as
MIDRxagg (s, d) = EIDRxC
{
exp
(−sIDRxC )}EΦ\X0
{
exp
(
−s ∑
Xk∈Φ\X0
IDRxk (Y0)
)}
=MIDRxC (s, d)EΦ
{
exp
(
−s∑
Xk∈Φ
IDRxk (Y0)
)}
=MIDRxC (s, d) exp
(
λ(|A|)(MIDRx(s, d)− 1)), (4.7)
where IDRxC is the interference from CUE, MIDRxC (s, d) is the corresponding MGF, IDRxk (Y0)
is the interference from k-th p-DUE, andMIDRx(s, d) is the MGF of the interference from a
§4.2 Outage Probability Analysis 75
p-DUE. The results for these two MGFs are presented as follows.
Proposition 3. For the underlay in-band D2D communication with the considered mode se-
lection scheme in a disk-shaped cellular network region, following the system model in Sec-
tion 4.1, with the path-loss exponent αC = αD = 2 or 4, the MGF of the interference from an
i.u.d. p-DUE received at a DRx, which is a distance d away from the BS can be given as
MIDRx(s, d) = 1−

sρD [Ψ(x2,sρD ,R2−d2,4d2sρD)−Ψ(x2,sρD+ ρDξ ,−d2,4d2sρD)]|R˜D0
R2DR2
,
αC = αD = 2;
Im
{[
Ψ(x2,−i√sρD ,R2−d2,−4i√sρDd2)−Ψ
(
x2,
√
ρD
ξ −i
√
sρD ,−d2,−4i√sρDd2
)]∣∣∣R˜D
0
}
(
√
sρD)−1R2DR2
,
αC = αD = 4;
(4.8)
where Ψ(x, ·, ·, ·) is given in (C.9). Note that for other αC values, the semi-closed-form of
MIDRx(s, d) is available in (C.8a) (αD = 2) and (C.10a) (αD = 4).
Proof: See Appendix C.3.
Corollary 4. For the underlay in-band D2D communication with the considered mode se-
lection scheme in a disk-shaped cellular network region, following the system model in Sec-
tion 4.1, with the path-loss exponent αC = αD = 2 or 4, the MGF of the interference from an
i.u.d. cellular user received at a DRx, which is distance d away from the BS, can be given as
MIDRxC (s, d) = 1−

sρBS [β2(x2,(sρBS+1)2,d2(sρBS−1),4d4sρBS)]|R0
R2(sρBS+1)3 , αC = αD = 2;
Im

√
sρBS
[
β2
(
x2,1−i√sρBS,−d2 1+i
√sρBS
1−i√sρBS ,
−4i√sρBSd4
(1−i√sρBS)2
)]∣∣∣∣R
0
R2(1−i√sρBS)2
 , αC = αD = 4;
(4.9)
where β2(x, a, b, c) =
√
(ax+ b)2 + c − b ln
(
ax+ b+
√
(ax+ b)2 + c
)
. For other αC
values, theMIDRxC (s, d) expression is given in (C.11b) (αD = 2) and (C.12a) (αD = 4).
Proof: See Appendix C.4.
Note that although (4.8) and (4.9) contain terms with the imaginary number, the MGF
results are still real because of the Im{·} function.
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4.3 D2D Communication Performance Analysis
Generally, the outage probability reflects the performance at a typical user. In order to char-
acterize the overall network performance, especially when the users are confined in a finite
region, metrics other than the outage probability need to be considered. In this section, we
consider two metrics: average number of successful D2D transmissions and spectrum reuse
ratio. Their definitions and formulations are presented below.
4.3.1 Average Number of Successful D2D Transmissions
4.3.1.1 Mathematical Framework
In this chapter, the average number of successful D2D transmissions is defined as the aver-
age number of underlay D2D users that can transmit successfully over the network region A.
Therein, the successful transmission is defined as the event that the SIR at a DRx is greater
than the threshold γth. For the considered scenario, we obtain the expression of the average
number of success transmissions in the following.
Proposition 4. For the underlay in-band D2D communication with the considered mode se-
lection scheme in a disk-shaped cellular network region, following the system model in Sec-
tion 4.1, the average number of successful D2D transmissions is
M¯ =
∫ R+RD
0
(
1− PDRxout (γth, d)
)
pD2D(d)λDRx(d)2pid dd, (4.10)
where pD2D(d) is the probability that p-DUE is in D2D mode given its corresponding DRx’s
distance to BS is d, λDRx(d) is the node density of DRxs, and PDRxout (γth, d) is outage probability
at the corresponding DRx.
Proof: See Appendix C.5.
According to Proposition 4, the average number of successful D2D transmissions is de-
termined by the outage probability experienced at the underlay DRxs, the density function of
DRx, and the probability that the DRx is an underlay DRx. The outage probability has been
derived in Section 4.2. In this section, we present the results for the remaining two factors,
which will then allow the computation of average number of successful D2D transmissions
using (4.10).
4.3.1.2 Density Function of DRxs
Before showing the exact density function, we define one lemma as follows.
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Lemma 1. For two disk regions with radii r1 and r2, respectively, which are separated by
distance d, the area of their overlap region is given by [140]
ψ(d, r1, r2) =r21 arccos
(
d2 + r21 − r22
2dr1
)
+ r22 arccos
(
d2 + r22 − r21
2dr2
)
−
√
2r22(r
2
1 + d2)− r22 − (r21 − d2)2
2
. (4.11)
Using Lemma 1, we can express the node density of DRxs as shown in the following
proposition.
Proposition 5. For a disk-shaped network region with radiusR, assume that there are multiple
p-DUEs that are randomly independently and uniformly distributed inside the region, and their
location is modeled as a PPP with density λ. For each p-DUE, there is an intended DRx which
is uniformly distributed inside the disk region formed around the p-DUE with radiusRD. Then,
the location of DRxs also follows a PPP, with the density
λDRx(d) =
λ, 0 ≤ d < R−RD;λψ(d,R,RD)
piR2D
, R−RD ≤ d ≤ R+RD;
(4.12)
where ψ(·, ·, ·) is defined in Lemma 1.
Proof: See Appendix C.6.
The node density result in (4.12) can in fact be applied to a broader class of networks adopt-
ing the Poisson bi-polar network model [71, Definition 5.8]. To the best of our knowledge, this
result for the node density of receivers for the bi-polar network model in a disk region has not
been presented before in the literature.
4.3.1.3 Probability of being in D2D Mode
Proposition 6. For the underlay in-band D2D communication with the considered mode se-
lection scheme in a disk-shaped cellular network region, following the system model in Sec-
tion 4.1, when the path-loss exponents for cellular link and D2D link are the same, the proba-
bility that a p-DUE is in underlay D2D mode given that its DRx’s distance to BS is d, is given
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by
pD2D(d) =

1(ξ>ρD)− ξ
2
α d2(−1)1(ξ>ρD)+1(
ξ
1
α−ρ
1
α
D
)2
R2D
, 0 ≤ d < RD1;
1(ξ>ρD)−
ψ
abs
 ξ 2α d
ξ
2
α −ρ
2
α
D
,RD ,abs
 ξ 1α ρ 1αD d
ξ
2
α −ρ
2
α
D
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(−1)1(ξ>ρD)+1piR2D
, RD1 ≤ d < RD2;
1, d ≥ RD2;
(4.13)
where RD1 = abs
(
1−
(
ρD
ξ
)1
α
)
RD, RD2 =
(
1+
(
ρD
ξ
)1
α
)
RD, ξ is the mode selection thresh-
old and ψ(·, ·, ·) is defined in (4.11) in Lemma 1. For ξ = ρD, we have pD2D(d) = 1 −
R2D arccos
(
d
2RD
)
− d2
√
R2D− d
2
4
piR2D
when d < 2RD, while pD2D(d) = 1 if d ≥ 2RD.
Under the different path-loss exponent scenario, this probability can be approximated by
pD2D(d) ≈ 1+
N
∑
n=1
(−1)n
(
N
n
)2d2 αCαD (nNξ) 2αD Γ[− 2αD , dαCnNξ(N!)1/NρDRαDD
]
R2DαD ((N!)1/NρD)
2
αD
, (4.14)
where N is the parameter of a Gamma distribution which is used to formulate the approxima-
tion3.
Proof: See Appendix C.7.
4.3.2 Spectrum Reuse Ratio
Since we have employed the mode selection scheme, not all p-DUEs are in D2D mode. To
evaluate the efficiency of our considered mode selection scheme, we propose a metric, namely
the spectrum reuse ratio, which is defined as the average fraction of DUEs that can successfully
transmit among all DUEs. For analytical tractability4, spectrum reuse ratio is given by
τ =
average number of successful D2D transmissions
average number of DUEs
=
M¯
M¯D2D
, (4.15)
3By comparing with simulation results, we have verified that the average number of successful D2D transmis-
sions obtained using this approximation is accurate when N = 6.
4Note that a more accurate metric is the average of the ratio number of successful D2D transmissionsnumber of DUEs . However, such a
metric is very difficult to obtain. Instead, we consider the metric in (4.15). It can be numerically verified that the
values for these two metrics are very close to each other.
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where M¯ is given in (4.10), and M¯D2D is the average number of DUEs, which can be obtained
as
M¯D2D =EΦ,Rd,Rc
{
∑
x∈Φ
1
(
ρDR
αD
d < ξR
αC
c
)}
=
∫ RD
0
(∫ R
0
1
(
ρDr
αD
d < ξr
αC
c
)
2pircλ drc
)
fRd(rd) drd
=λpi
∫ R˜D
0
∫ R
r
αD
αC
d (
ρD
ξ )
1
αC
2rc fRd(rd) drc drd
=λpiR2
 R˜D2
R2D
− αC
αC + αD
(ρD/ξ)
2
αC R˜D2
αD
αC
+2
R2R2D
 . (4.16)
4.3.3 Summary
Summarizing, for the underlay in-band D2D communication with the considered mode se-
lection scheme in a disk-shaped cellular network region, following the system model in Sec-
tion 4.1, we can calculate:
(i) outage probability at the BS by combining (4.5) and (4.6) in Proposition 2 and substitut-
ing into (4.4);
(ii) conditional outage probability at a DRx by combining (4.7), (4.8) in Proposition 3 and (4.9)
in Corollary 4 and substituting into (4.4);
(iii) average number of successful D2D transmissions by substituting the conditional outage
probability at a DRx, (4.12) in Proposition 5 and (4.13) (or (4.14)) in Proposition 6,
into (4.10) in Proposition 4;
(iv) spectrum reuse ratio by finding the ratio of average number of successful D2D transmis-
sions and M¯D2D in (4.16).
Note that the evaluation of the analytical results requires the differentiation and integration of
the MGFs, which can be easily implemented using mathematical packages such as Mathemat-
ica.
4.4 Results
In this section, we present the numerical results to study the impact of the D2D system param-
eters (i.e., the p-DUE’s node density λ and the receiver sensitivity of DRx ρD) on the outage
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Table 4.1: Main System Parameter Values.
Parameter Symbol Value
p-DUE’s node density λ 5 ∗ 10−5 users/m2
p-DUE’s transmission range RD 35 m
Receiver sensitivity for BS ρBS −80 dBm
Receiver sensitivity for DRx ρD −70 dBm
SIR threshold γth 0 dB
probability, the average number of successful D2D transmissions and spectrum reuse ratio. To
validate our derived results, the simulation results are generated using MATLAB, which are
averaged over 106 simulation runs. Note that in the simulations, all DRxs are confined in the
region A. Unless specified otherwise, the values of the main system parameters shown in Ta-
ble 4.1 are used. We assume a cell region radius of R = 500 m. The vast majority of the
D2D literature has considered either αC = αD (i.e., [41, 44, 46, 47, 49, 97, 98, 99]) or αC is
slightly smaller than αD (i.e., [50, 94, 141, 142, 143]). Hence we adopt the following path-loss
exponent values when generating the main results: αC = 3.5, 3.75, 4 and αD = 4.5
4.4.1 Model Validation
In this subsection, we illustrate the accuracy of our derived results. Figure 4.2 plots the outage
probability at BS and the average number of successful D2D transmissions versus the mode
selection threshold ξ for different path-loss exponent sets, for RD = 10 m and RD = 50
m, respectively. The fading on the desired cellular link and the desired D2D link are assumed
to be Rayleigh fading and Nakagami fading with m = 3, respectively. The analytical curves
in Figure 4.2(a) are plotted using Proposition 2, i.e., substituting (4.5) and (4.6) into (4.4),
while the curves in Figure 4.2(b) are plotted using the combination of Propositions 3, 4, 5, 6,
and Corollary 4. From both figures, we can see that the analytical results match closely with
the simulation results even when the mode selection threshold is small (i.e., probability of
being DUE is small) or the radius of the p-DUE’s transmission range is relatively large (i.e.,
10% of the cell radius). This confirms the accuracy of our derived approximation results. In
addition, as shown in Figure 4.2, both the outage probability at the BS and the average number
of successful D2D transmissions increase as the mode selection threshold increases. This is
because as mode selection threshold increases, more p-DUEs are allowed to be in underlay
D2D mode which improves the average number of successful D2D transmissions. However,
the increase in mode selection threshold degrades the outage performance at the BS since more
interferers are involved.
5Consideration of multi-slope model [144] is outside the scope of this work.
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(a) Outage probability at the BS, PBSout (γth).
Mode selection threshold in dBm, ξ
-140 -130 -120 -110 -100 -90 -80 -70A
ve
ra
ge
 n
um
be
r o
f s
uc
ce
ss
fu
l D
2D
 tr
an
sm
iss
io
ns
0
10
20
30
40
50 αC=αD=2
αC=3.5,αD=4
αC=αD=4
Simulations
RD= 50 m
RD= 10 m
(b) Average number of successful D2D transmissions, M¯.
Figure 4.2: Outage probability at the BS and average number of successful D2D transmissions versus the mode
selection threshold ξ forRD = 10 m andRD = 50 m, respectively.
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4.4.2 Outage Probability at DRx: Location-dependent Performance
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Figure 4.3: Outage probability at the DRx, PDRxout (γth, d), versus the distance between the BS and the DRx, d, for
RD = 10 m andRD = 50 m, respectively.
Figure 4.3 plots the outage probability at a typical DRx versus its distance to the BS with dif-
ferent path-loss exponent sets, for RD = 10 m and RD = 50 m, respectively. The simulation
results are also presented and match well with the analytical results, which again validates
our analytical results. As illustrated in Figure 4.3, the outage probability at the DRx varies
greatly with the DRx location, which highlights the importance of characterizing the location-
dependent performance. The general trends are that the outage probability firstly increases as
the distance between DRx and BS increases and then decreases when the DRx is close to the
cell-edge. These trends can be explained as follows. When the DRx is close to the BS, there
are fewer number of p-DUEs that are in underlay D2D mode due to the mode selection scheme.
Thus, interference is less and the outage probability is low. As the DRx gradually moves away
from the BS, more interfering nodes are present and the outage probability increases. However,
once the DRx is close to the cell-edge, the number of interfering DUEs decreases due to the
boundary effect, and the outage probability decreases.
4.4.3 Effects of D2D User’s Density
In this subsection, we investigate the effect of p-DUE’s node density λ on the average number
of successful D2D transmissions and spectrum reuse ratio (i.e., the average fraction of DUEs
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Figure 4.4: Average number of successful D2D transmissions M¯ and spectrum reuse ratio τ versus the node
density of p-DUEs λ, with different receiver sensitivity of DRx ρD, and QoS constraint PBSout (γth) = 10−2.
that can successfully transmit among all DUEs). Since both the outage probability at the
BS and the average number of successful D2D transmissions are increasing functions of the
mode selection threshold ξ, as shown in Figure 4.2, we have adopted the following method to
investigate the effects of D2D user’s density:
• Given a QoS (i.e., the specified outage probability) at the BS, for each p-DUE’s node
density λ, using (4.4), (4.5) and (4.6), we can find the mode selection threshold ξ satis-
fying the QoS at the BS;
• Using the mode selection threshold ξ that satisfies the QoS at BS, the average number
of successful D2D transmissions M¯ can be calculated for each λ. This obtained M¯
value can be regarded as the maximum average number of successful underlay D2D
transmission achieved by the system. We can then work out the corresponding spectrum
reuse ratio.
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Figure 4.4 plots the average number of successful D2D transmissions and spectrum reuse
ratio versus the node density of p-DUEs for QoS constraint at the BS PBSout(γth) = 10−2 and
different DRx’s receiver sensitivity. We assume the fading on all the links to be Rayleigh
fading. From Figures 4.4(a) and 4.4(c), we can see that the average number of successful D2D
transmissions increases with increasing node density of p-DUE, however the spectrum reuse
ratio decreases. This trend can be explained as follows. When the node density is higher, the
probability of being in D2D mode is reduced to maintain the QoS at the BS. However, the
overall node density is large which means that the number of DUEs is still large. Thus, the
average number of successful D2D transmissions, which is mainly affected by the number of
DUEs under this scenario, increases when the node density of p-DUEs increases. In contrast,
when the number of interfering DUEs is large, the outage probability at the DRx is more severe.
Thus, lesser number of DUEs are likely to transmit successfully, which leads to the decreasing
trend of spectrum reuse ratio.
From Figure 4.4(b), we can see that when the receiver sensitivity of DRx is smaller than
that of BS, increasing p-DUE’s node density beyond a certain limit can degrade the average
number of successful D2D transmissions, especially when αC and αD have very similar values.
This is due to the fact that the average number of successful D2D transmissions is determined
by the number of DUEs and the outage probability at DRx. When ρD is small, since there is a
greater number of interfering DUEs nearby and the interference from CUE can be also severe
when αC and αD have very similar values, the outage probability at DRx is high. Thus, M¯ first
increases and then decreases.
From Figure 4.4(c), we can see that if αC is slightly smaller than αD and ρD is greater
than ρC, the decreasing trend for spectrum reuse ratio is almost negligible. In other words,
the spectrum reuse ratio can be regarded as almost a constant and it does not degrade with
increasing node density of p-DUE. Under such a case, increasing the p-DUE’s node density is
beneficial for underlay D2D communication.
4.4.4 Effects of D2D User’s Receiver Sensitivity
In this subsection we examine the effect of DRx’s receiver sensitivity ρD on the average number
of successful D2D transmissions and spectrum reuse ratio, adopting the same approach as ex-
plained in Section 4.4.3. Figure 4.5 plots the average number of successful D2D transmissions
and related spectrum reuse ratio versus the DRx’s receiver sensitivity with QoS constraint at
the BS PBSout(γth) = 10−2, for different path-loss exponent sets and receiver sensitivity of BS
ρBS.
From Figures 4.5(a) and 4.5(b), we can see that, in general, as the receiver sensitivity
decreases the average number of successful D2D transmissions increases at first and then de-
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Figure 4.5: Average number of successful D2D transmissions M¯ and spectrum reuse ratio τ versus the DRx’s
receiver sensitivity ρD, with different receiver sensitivity of BS ρBS, and QoS constraint PBSout (γth) = 10−2.
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creases. These trends can be explained as follows. The average number of successful D2D
transmissions is impacted by both the number of DUEs and the outage probability at DRxs.
When ρD is small, more p-DUEs are operating in D2D mode because their transmit power
is small, so less interference is generated to the BS. Similarly, for the outage probability at
DRx, although the total number of DUEs is large, the interference from surrounding DUEs
is not severe due to the small receiver sensitivity. If we ignore the interference from CUE,
the number of DUEs governs the network performance and the average number of successful
D2D transmissions increases as the receiver sensitivity decreases. However, we cannot ignore
the interference from CUE, especially when the value of αC is large (i.e., close to the value of
αD). Under such a scenario, the transmit power for CUE is large. Moreover, due to the smaller
receiver sensitivity at DRxs, DRxs are more likely to be in outage. Consequently, the inter-
play of the number of DUEs and the outage probability at the DRx causes the average number
of successful D2D transmissions to first increase and then decrease as the receiver sensitivity
decreases.
Figures 4.5(a) and 4.5(b) also show that for different path-loss exponent sets (αC and αD),
the maximum value of the average number of successful D2D transmissions occurs at different
receiver sensitivity values. For example, if αC = αD, M¯ reaches its maximum value when
the value of ρD is greater than ρC. However, if αC is smaller than αD, then a smaller receiver
sensitivity of DRx results in the maximum M¯. That is to say, as the value of αC decreases,
the required receiver sensitivity of DRx to achieve the maximum average number of successful
D2D transmissions becomes smaller. Note that when ρC is far greater than ρD, although all p-
DUEs are in D2D mode, the outage probability at the BS will still be lower than 10−2. Hence,
M¯ cannot be computed and the curves are incomplete in Figures 4.5(b) and 4.5(d) for certain
cases.
Figures 4.5(c) and 4.5(d) show that the spectrum reuse ratio generally decreases as the
DRx’s receiver sensitivity decreases. Additionally, when the path-loss exponent on the cellular
link is slightly lower than the path-loss exponent on the D2D link, then the decreasing amount
in the spectrum reuse ratio is less for the different cases considered.
4.5 Summary
In this chapter, we studied the performance of the intra-cell interference inside a disk-shaped
cellular network underlaid with device-to-device communication, by incorporating the mod-
e selection scheme to control the interference from D2D users. We first derived the outage
probability experienced at both the BS and D2D receiver. To highlight the overall perfor-
mance of underlay D2D communication in a finite region, we then proposed and calculated
the average number of successful D2D transmissions and spectrum reuse ratio. Our analytical
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results showed that, once the path-loss exponent on the cellular link is slightly lower than that
on the D2D link, increasing the potential D2D users’ density can benefit the underlay D2D
communication without degrading the performance at the BS.
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Chapter 5
Outage Probability of Ad-Hoc
Networks with Wireless Information
and Power Transfer
In Chapters 2, 3 and 4, we have investigated the performance for the networks with smart de-
vices (i.e., ad-hoc networks, cognitive networks and D2D networks), which are the promising
candidates for 5G. In this chapter, we analyze a network system that is beyond 5G, namely the
simultaneous wireless information and power transfer system. We consider the simultaneous
wireless information and power transfer in ad-hoc networks, where each transmitter is wire-
lessly powered by power beacons and uses the aggregate received power from PBs to transmit
to its desired receiver. By considering that the RF harvested energy can have a large dynamic
range, the practical aspect of power receiver activation threshold is incorporated into the sys-
tem. For such a network, we derive the total outage probability at a typical Rx to examine
the overall network performance, which is the combination of the power outage probability
and channel outage probability. Note that the former term is defined as the probability that the
aggregate power from PBs received at transmitter is lower than the power receiver activation
threshold such that this Tx cannot transmit, while the latter term incorporates maximum trans-
mit power at Tx and interference at Rx. For the special case of the path-loss exponent being
4, we derive accurate expressions for the power, channel and total outage probability. Our an-
alytical results suggest that, in order to improve the total outage probability, it is necessary to
increase either the power beacon’s density or the power beacon’s transmit power. In addition,
when the Tx’s node density is low, decreasing the power activation threshold is beneficial for
the overall network performance.
This chapter is organized as follows. Section 5.1 presents the system model and the as-
sumptions. Section 5.2 formulates the general expression of total outage probability, which
includes both power outage probability and channel outage probability. Numerical results and
the summary of this chapter are given in Sections 5.3 and 5.4, respectively.
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Figure 5.1: Illustration of the network model (• = power beacon, = active transmitter, = inactive transmitter,
N = reference receiver).
5.1 System Model
We consider a two-dimensional wireless ad-hoc network with Tx and Rx pairs, as shown in
Figure 5.1. The location of Txs is assumed to follow a homogeneous PPP, denoted asΦTx, with
node density λTx. Each Tx has a desired Rx located at a distance r0 from the corresponding
Tx in a random direction. Note that we do not consider the relative motion between Tx and
Rx. The PBs are randomly deployed and are modeled as a homogeneous PPP, denoted as ΦPB,
with node density λPB. We assume ΦTx and ΦPB are independent. The PB’s transmit power
is PPB. Let Xi denote both the random location as well as the i-th Tx itself, Yi denote both the
location and the corresponding i-th Rx and Zi denote both the location and the i-th PB itself.
The Txs are wirelessly powered by the PBs. We make the following assumptions regarding
the power transfer and information transmission:
• The PT from PBs and IT from Txs are sufficiently separated in frequency. Further, the
PT and IT are isotropic such that each Tx/Rx can receive the PB/Tx signals, respectively,
from all directions.
• Time is divided into slots and Txs employ the harvest-then-transmit architecture for IT
and PT [145], as illustrated in Figure 5.2. Thus, in each time slot (T), PT occurs in the
first τT seconds and IT in the remaining (1− τ)T seconds.
• In order to activate the energy harvesting circuit at any Rx, the aggregate received power
from all the PBs must be greater than a power receiver activation threshold γPT1.
• Each Tx has a maximum transmit power Pmax due to the power amplifier rating.
1γPT is typically in the range −30 dBm to −10 dBm [102].
§5.2 Outage Probability Formulation and Analysis 91
Power Transfer
Information Transmission (Active)
Keep silent (Inactive)
τT
(1− τ)T
(1− τ)T
PPT < γPT
PPT ≥ γPT
Figure 5.2: Illustration of the harvest-then-transmit architecture.
• Pmax is sufficiently large such that the probability that the aggregate received power from
all the PBs exceeds Pmax is negligible. Hence, all the amount of received power during
PT is used for IT, i.e., no energy storage involved.
We assume that all the channel links are modeled as i.i.d. Rayleigh block-fading channels2.
Thus, in general the received power at any Tx (from a PB) or Rx (from a Tx) can be expressed
as Pthr−α, where r is the propagation distance, α is the path-loss exponent, h denotes the
power gain due to fading which follows the exponential distribution with unit mean [71] and
Pt denotes the transmit power. Note that for PB, Pt = PPB and for Tx, Pt will be be defined
later in (5). In this work, we are interested in the outage probability at a typical Rx. This is
formulated in the next section.
5.2 Outage Probability Formulation and Analysis
In the considered setup, an outage can occur at a typical Rx due to either of the following
two conditions: (i) due to the random network topology and the fading channels, the received
power at a Tx is a random variable. If the aggregate received power from all the PBs is below
γPT, the Tx is inactive. Thus no IT can occur and the Rx is in power outage, and (ii) if a Tx is
active (i.e., not in power outage), the Rx may still be in channel outage if the Rx SINR is below
a certain threshold. This can occur because both the Tx transmit power, which depends on the
random received power from PBs, and the interference received by Rx are random variables.
Thus, the total outage can be formulated as
Pout = PPout + (1−PPout)PCout, (5.1)
where PPout denotes the power outage probability and PCout denotes the channel outage prob-
ability. Note that both PPout and PCout need to be averaged with respect to the spatial node
2We do not consider shadowing but it can be included using the composite fading model in [120].
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distributions and the fading distribution. In order to determine the outage probabilities, we
add a reference receiver Y0 at the origin and its associated transmitter X0 at a distance d in a
random direction. By Slivnyak’s theorem, adding a point in a PPP does not change the distri-
bution of the rest of the process [71]. In the following subsections, we derive expressions for
these outage probabilities.
5.2.1 Power Outage Probability
The instantaneous aggregate received power from PBs at a typical Tx, X0, is given by
PPTi = ∑
Z∈ΦPB
PPBHZR−αZ , (5.2)
where HZ is the fading power gain on the PT link and RZ = |Zi − X0| denotes the distance
between a PB and X0. Due to the stationary property of PPP [71], the distribution of the
received power is identical for all Txs. Thus, we drop the index i in (5.2).
The power outage probability is the probability that the aggregate received power PPT at a
typical Tx is lower than the power circuit activation threshold, γPT. It is given by
PPout = Pr (PPT < γPT) = FPPT(γPT), (5.3)
where FPPT(·) denotes the CDF of the received power.
Given the form of (5.2), which is similar to well known existing models of traditional ad-
hoc networks [71], a closed-form expression for FPPT(·) exists for path-loss exponent α = 4
only. In the following, we consider the special case of α = 4 to determine the power, channel
and total outage probability. However, this does not diminish the contribution of this chapter
since the proposed formulation in (5.18) is valid for any path-loss exponent.3
Proposition 7. For the considered SWIPT system model as described in Section 5.1, the CDF
of the aggregate received power PPT for α = 4 is given by
FPPT(pPT) = 1− erf
(
pi2λPB
√
PPB
4
√
pPT
)
. (5.4)
3Our framework can also be easily modified to the scenario where each Tx harvests energy from its nearest PB
only, in which case FPPT (·) can be obtained using stochastic geometry for any α. However, this is outside scope of
this work.
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Proof. When α = 4, the MGF of the aggregate received power PPT is
MPPT =EPPT {exp (−sPPT)}
=EΦPB,HZ
{
exp
(
−s ∑
Z∈ΦPB
PPBHZR−4Z
)}
= exp
(
−
∫ ∞
0
EHZ
{
1− exp
(
−sPPBHZr−4Z
)}
2piλPBrZ drZ
)
= exp
(
−λPBpiP
1
2
PBEHZ
{
H
1
2
Z
}
Γ
[
1
2
]
s
1
2
)
, (5.5)
where the third step comes from the Campbell’s theorem [71]. Notice that for the Lévy distri-
bution with dispersion coefficient ζ, we have its MGF displayed as exp
(
−√2ζs 12
)
[71]. By
comparing it with the MGF of PPT given in (5.5), we can see that PPT follows the Lévy distribu-
tion with dispersion coefficient ζ = 12
(
λPBpiP
1
2
PBEHZ
{
H
1
2
Z
}
Γ[ 12 ]
)2
. When the PT link expe-
riences Rayleigh fading (i.e., HZ follows the exponential distribution), EHZ
{
H
1
2
Z
}
= Γ
[ 3
2
]
.
Also Γ
[ 3
2
]
Γ
[ 1
2
]
= pi2 . Hence, we arrive the result in (5.4).
Substituting (5.4) into (5.3), we have the power outage probability PPout as
PPout = 1− erf
(
pi2λPB
√
PPB
4
√
γPT
)
. (5.6)
5.2.2 Channel Outage Probability
According to our system model, the instantaneous transmit power for each active Tx can be
written as
PTx =
µPPT, µ−1Pmax > PPT ≥ γPT;Pmax, PPT ≥ µ−1Pmax; (5.7)
where µ = η τ1−τ and η is a factor representing the power conversion efficiency. Note that the
first condition in (5.7) is due to the fact that the received power at an active Tx must be greater
than γPT. The second condition in (5.7) is due to the maximum transmit power of active Txs.
The distribution function of PTx is summairzed in Corollary 5.
Corollary 5. For the considered SWIPT system model as described in Section 5.1, the PDF of
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the transmit power PTx for an active Tx for α = 4 is given by
fPTx(pTx) =

pi1.5λPB
√
PPBµ
4p1.5Tx (1−PPout)
exp
(
−pi4λ2PBPPBµ16pTx
)
, Pmax > pTx ≥ µγPT;
1−FPPT (µ−1Pmax)
1−PPout δ(pTx − Pmax), pTx ≥ Pmax;
(5.8)
where δ(·) is the Dirac function [71].
Proof. In order to find the distribution of Tx’s transmit power, we need to first obtain the
distribution of the harvested energy. Taking the derivative of (5.4) with respect to PPT, the
distribution function of PPT is given by
fPPT(pPT) =
pi1.5λPB
√
PPB
4p1.5PT
exp
(
−pi
4λ2PBPPB
16pPT
)
. (5.9)
Without considering the conditions shown in (5.7), where the value of PTx has to lie in
between µγPT and Pmax, PTx is directly related to PPT by PTx = µPPT. Using the variable
transformation, the (unconditional) distribution of PTx is given by
fPTx(pTx) =
pi1.5λPB
√
PPBµ
4p1.5Tx
exp
(
−pi
4λ2PBPPBµ
16pTx
)
. (5.10)
We then add the first condition Pmax > pTx ≥ µγPT to the above unconditional distribu-
tion. According to the conditional probability distribution relationship, the distribution of the
transmit power for active Tx is
fPTx(pTx) =
pi1.5λPB
√
PPBµ
4p1.5Tx (1−PPout)
exp
(
−pi
4λ2PBPPBµ
16pTx
)
, Pmax > pTx ≥ µγPT. (5.11)
Finally, we incorporate the second condition due to the power amplifier rating for each Tx.
For example, when the converted transmit power PTx that is higher than Pmax, it will be capped
by Pmax. Under PTx ≥ Pmax scenario, the distribution of PTx is
fPTx(pTx) =
∫ ∞
Pmax
pi1.5λPB
√
PPBµ
4p1.5Tx (1−PPout)
exp
(
−pi
4λ2PBPPBµ
16pTx
)
dpTxδ(pTx − Pmax)
=
1− FPPT(µ−1Pmax)
1−PPout
δ(pTx − Pmax)
=
1− FPTx(Pmax)
1−PPout
δ(pTx − Pmax), pTx ≥ Pmax. (5.12)
Combining (5.11) and (5.12), we arrive the result in (5.8).
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Using (5.8), we can also obtain the expectation term E{√PTx} for α = 4 as
E{√PTx} = pi
1.5λPB
√
PPBµ
4(1−PPout)
Γ
[
0,
pi4λ2PBPPBµ
16Pmax
,
pi4λ2PBPPB
16γPT
]
+
1− FPPT(µ−1Pmax)
1−PPout
√
Pmax.
(5.13)
In the proposed system model, the location of the active Txs as well as their transmit powers
rely strongly on the PB locations. Indeed active Txs are likely to be located closer to PBs,
which means that their transmit powers and locations are correlated. In this work, for analytical
tractability, we assume that each active Tx’s transmit power and location is independent. Thus,
we approximate the active Txs as a homogeneous PPP with node density λ′Tx = (1−PPout)λTx,
denoted as Φ′Tx.
The instantaneous SINR at reference Rx, Y0, is then given as
SINR =
PTx0G0r
−α
0
∑X∈Φ′Tx PTxXGXR
−α
X +N
, (5.14)
where RX is the random distance between Y0 and interfering Tx X, N is the AWGN power
and G0 and GX denote the fading power gains on the reference link and interference link,
respectively. Note that PTx0 and PTxX are the transmit power for the reference Tx and other
active Txs, respectively, which have the same distribution as given in (5.8). The subscript 0
here is used to distinguish the reference node from other nodes. Using the stochastic geometry,
we obtain the channel outage probability as summarized in Proposition 8.
Proposition 8. For the considered SWIPT system model as described in Section 5.1, the chan-
nel outage probability experienced at the typical Rx is given by
PCout =EPTx0

1− exp
(
−N r
α
0
PTx0
γth
)
exp
(
− (1−P
P
out)λTxpi
2r20
√
γth
2
√
PTx0
E{√PTx}
)
︸ ︷︷ ︸
PCout|PTx0 (PTx0 )

,
(5.15)
where γth is the SINR threshold, the term PCout|PTx0 (PTx0) can be regarded as the conditional
channel outage probability which is conditioned on the transmit power of the reference Tx, and
E{√PTx} is given in (5.13).
Proof. The channel outage is defined as the event that the SINR at the Rx is below the SINR
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threshold γth. By substituting the SINR given in (5.14), we have channel outage probability as
PCout =Pr
(
PTx0G0r
−α
0
∑X∈Φ′Tx PTxXGXR
−α
X +N
< γth
)
. (5.16)
After rearranging the above the equation, we can re-write the channel outage probability
as
PCout =EPTx0
{
Pr
(
G0 <
∑X∈Φ′Tx PTxXGXR
−α
X +N
PTx0r
−α
0 γ
−1
th
)}
=EPTx0
{
EΦ′Tx,G,PTx
{
FG0
(
∑X∈Φ′Tx PTxXGXR
−α
X +N
PTx0r
−α
0 γ
−1
th
)}}
=EPTx0
{
1− exp
(
−N r
α
0
PTx0
γth
)
EΦ′Tx,G,PTx
{
exp
(
∑X∈Φ′Tx PTxXGXR
−α
X
PTx0r
−α
0 γ
−1
th
)}}
=EPTx0
{
1− exp
(
−N r
α
0
PTx0
γth
)
× exp
(
−
∫ ∞
0
EG,PTx
{
1− exp
(
− PTxGr
−α
X
PTx0r
−α
0 γ
−1
th
)}
2piλ′TxrX drX
)}
=EPTx0

1− exp
(
−N r
α
0
PTx0
γth
)
exp
(
−λ
′
Txpi
2r20
√
γth
2
√
PTx0
E{√PTx}
)
︸ ︷︷ ︸
PCout|PTx0 (PTx0 )

, (5.17)
where the third step comes from the fact that the reference link experiences Rayleigh fading
(i.e., G0 follows the exponential distribution) and the fourth step is based on the Campbell’s
theorem [71].
5.2.3 Total Outage Probability
According the total outage probability shown in (5.1), combining the power outage probability
in (5.6) and the channel outage probability in (5.15), the total outage probability at a typical
Rx, Y0, is
Pout =PPout +
(
1− FPPT(µ−1Pmax)
) (
PCout|PTx0 (Pmax)
)
+ (1−PPout)
Pmax∫
µγPT
PCout|PTx0 (pTx0) fPTx0 (pTx0) dpTx0 , (5.18)
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Figure 5.3: The channel outage probability versus the SINR threshold γth.
where fPTx0 (pTx0) is the distribution of the transmit power for active Tx given in (5.8). Note that
(5.18) cannot be expressed in closed-form due to the complexity of the term PCout|PTx0 (PTx0)
which is inside the integration. However, (5.18) can be easily evaluated numerically.
5.3 Results
In this section, we first establish the accuracy of the derived analytical results by comparing
with simulations. We then study the effects of the PB’s node density, PB’s transmit power and
the power receiver activation threshold. Unless specified otherwise, the main system parame-
ters are set as follows: path-loss exponent α = 4, distance of reference link between Tx and
Rx r0 = 20 m, power receiver activation threshold γPT = −30 dBm [102], SINR threshold
γth = 0 dB [71], AWGN power N = −130 dBm, time ratio τ = 0.5, power conversion
efficiency η = 0.5 and maxim transmit power of Tx Pmax = 30 dBm.
5.3.1 Accuracy of Derived Analytical Results
Figure 5.3 plots the channel outage probability versus SINR threshold γth with λPB = 10, 80/km2,
PPB = 47, 57 dBm and λTx = 1, 10/km2. Note that the unit for λPB is PBs/km2 and the unit for
λTx is Txs/km2. The simulation results are averaged over 1 million realizations. The analytical
result is calculated using Proposition 8. The figure shows that there is a small gap between
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Figure 5.4: The channel outage probability and total outage probability versus the PB’s node density.
the analytical and simulation results. This is due to the independence assumption of the active
Tx’s location and transmit powers, which has been used in the derivation. However, the trend
of the analytical results is the same as the simulation results. This confirms the accuracy of
the derived analytical expressions. In addition, we can see that increasing γth degrades chan-
nel the channel outage probability because the SINR is less likely to achieve the higher SINR
threshold γth value.
Next, we will use the analytical results to show the impact of the important system param-
eters (i.e., λPB, PPB and γPT) on the channel outage probability and total outage probability.
5.3.2 Effect of Power Beacon’s Node Density
Figure 5.4 plots the channel outage probability and total outage probability versus the PB’s
node density λPB, with PPB = 47 dBm and λTx = 1, 100, 500/km2. First we examine the effect
on the channel outage probability. Figure 5.4 shows that as the PB’s node density increases,
the channel outage probability first increases and then decreases. This can be explained as the
result of interplay between two factors: the probability of being active for Txs, (1− PPout),
and the distribution of the transmit power, fPTx(pTx). When the PB’s node density increases,
the probability of being active increases (i.e., more Txs are likely to be active). At the same
time, the peak of fPTx(pTx) is shifted to the right, which means that Tx’s transmit power is
more likely to be greater. Initially, the probability of being active dominantly determines the
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Figure 5.5: The channel outage probability and total outage probability versus the PB’s transmit power.
channel outage probability as shown in Figure 5.4. For example, as the probability of being
active increases, the number of interfering Txs increases, which generates more interference
and degrades the channel outage probability. However, when the PB’s node density increases
beyond a certain value, fPTx(pTx) begins to plays the dominant role. Thus, even through the
number of interferer Txs is large, the reference Tx is likely to support its Rx with a higher
transmit power which slightly improves the channel outage probability.
Next, we examine the effect on the total outage probability. Initially, the power outage
probability plays the dominant role in determining the total outage probability. This is because
when the PB’s node density is small, the power outage probability is several orders of mag-
nitude greater than the channel outage probability. With the number of PBs increases, more
Txs can be active. Thus, the power outage probability decreases as λPB increases and so does
the total outage probability. Eventually, when the PB’s node density is high, the power outage
probability becomes negligible small. The channel outage probability plays the dominant role,
and the total outage probability and the channel outage probability overlap. In general, as the
PB’s node density, the total outage probability is always decreasing.
5.3.3 Effect of Power Beacon’s Transmit Power
Figure 5.5 plots the channel outage probability and total outage probability versus the PB’s
transmit power PPB, with λPB = 10, 100, 500/km2 and λTx = 100/km2. The figure shows
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Figure 5.6: The channel outage probability and total outage probability versus the power receiver activation thresh-
old.
that the effect of the PB’s transmit power depends on the PB’s node density, λPB. When
λPB = 10/km2 (i.e., small), the channel outage probability increases as the PB’s transmit
power increase in the considered range of PPB. However, in this case, the majority of Txs are
in power outage due to the small number of PBs. Hence, the total outage probability is largely
determined by the power outage probability (i.e., decreases as PPB increases). When λPB =
100/km2, increasing the PB’s transmit power improves the power outage probability and hence
the total outage probability, until the channel outage probability becomes dominant when the
channel outage probability and the total outage probability curves merge. Finally, when λPB =
500/km2 (i.e., large), nearly all Txs are always active. Hence, the channel outage probability
and the total outage probability overlap and slightly decrease as PB’s transmit power increases.
These trends, which we have observed to be valid as long as Tx’s node density is not too large,
can be explained using similar arguments as before.
5.3.4 Effect of Power Receiver Activation Threshold
Figure 5.6 plots the channel outage probability and total outage probability versus the power
receiver activation threshold γPT, with λTx = 1, 300/km2, λPT = 200/km2 and PPT = 47
dBm. From the figure, we can see that the channel outage probability decreases as the power
receiver activation threshold increases. This is because a larger value of γPT prohibits more
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Txs from being active and the interference at the reference Rx is consequently reduced.
As for the total outage probability, when the Tx’s node density is low, the total outage
probability increases as the power receiver activation threshold increases. This is because the
power outage probability (which is far greater than the channel outage probability for low
λTx) increases as γPT increases and plays the dominant role in determining the total outage
probability. When the Tx’s node density is large, the total outage probability first decreases
and then increases with increasing the power receiver activation threshold. This is due to the
interaction of the power outage probability and the channel outage probability, since the power
outage probability increases as γPT increase, while the channel outage probability is always
decreasing.
5.4 Summary
In this chapter, we investigated the total outage probability performance inside ad-hoc networks
with SWIPT, where the transmitters are wirelessly charged by power beacons and then transmit
information to their receivers. Note that the total outage probability is determined by the
channel outage probability and power outage probability. Therein, the power outage occurs
when the received power is not enough to active the energy harvesting circuit. By formulating
the analytical expression for these outage probabilities, we studied the impact of the system
parameters. We observed that, although increasing the node density or transmit power of power
beacons is not always favorable for the channel outage probability, it can improve the total
outage performance.
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Chapter 6
Conclusions and Future Research
Directions
In this chapter, we summarize the general conclusions drawn from this thesis. We also outline
some future research directions arising from this work.
6.1 Conclusions
Firstly, in Chapter 2, we proposed two general frameworks for analytically computing the out-
age probability when a finite number of nodes are distributed at random inside an arbitrarily
shaped finite ad-hoc network. For the case that the random nodes are independently and uni-
formly distributed and the fading channels are identically, independently distributed following
Nakagami-m distribution, we demonstrated the use of the frameworks to analytically com-
pute the outage probability at any arbitrary location inside the finite wireless network. The
probability density function of a random node from the reference receiver plays a key part in
our frameworks and enables the accurate modeling of the boundary effects. We presented an
algorithm to accurately compute the outage probability in a finite wireless network with an
arbitrary shape. We also analyzed the impact of the fading channel and the shape of the region
on the boundary effects. Our results showed that the impact of boundary effects is enhanced
by an increase in the m value for Nakagami-m fading channels or an increase in the path-loss
exponent.
We then extended the framework developed in Chapter 2 to Chapter 3. In Chapter 3, we
investigated the performance of arbitrarily shaped underlay cognitive networks with different
SU activity protocols. Especially, a framework based on the MGF of the interference due to
a random SU was proposed and it allowed closed-form computation of the outage probability
in the primary network as well as the average number of active SUs in the secondary network.
We also applied cooperation in the context of the underlay cognitive network to come up with
a cooperation-based SU activity protocol, which includes the existing threshold-based protocol
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as a special case. We studied the average number of active SUs for the different SU activity
protocols, subject to a given outage probability constraint at the PU and we used it as an ana-
lytical approach to compare the performance of different SU activity protocols in the underlay
cognitive networks. Our results showed that, in the short-term sensing signal monitoring sce-
narios, the cooperation-based protocol improves the networks’ performance compared to the
threshold-based protocol.
In Chapter 4, we considered a more complex network system, in-band D2D communica-
tion underlaid with cellular network, and proposed a framework to analyze the performance
of such system inside a disk region. We adopted a mode selection scheme for potential D2D
users to manage the intra-cell interference experienced by the BS. We derived approximate yet
accurate analytical results for the outage probability at the BS and a typical DRx, the average
number of successful D2D transmissions and spectrum reuse ratio. Our derived results showed
that the outage probability relies strongly on the location of DRx. They also allowed the impact
of the D2D system parameters on both the average number of successful D2D transmissions
and spectrum reuse ratio to be determined. For example, it was observed that, given the QoS
constraint at the BS, as the D2D users’ node density increases, the spectrum reuse ratio de-
creases. When the receiver sensitivity of the DRx is greater than the receiver sensitivity of the
BS, the average number of successful D2D transmissions increases. Moreover, when the path-
loss exponent on the cellular link is slightly lower than that on the D2D link, the decreasing
trend for spectrum reuse ratio can become negligible. This indicated that an increasing level
of D2D communication can be beneficial in future networks and provides design guidelines in
the practical communication systems with D2D communication.
Finally, in Chapter 5, we formulated the outage probability of a wireless ad-hoc network
with decoupled SWIPT, assuming a realistic model for wirelessly powered transmitters nodes.
Different from Chapters 2, 3,4, where the network performance is mainly governed by the
channel outage probability, in this chapter the total outage probability is determined by both the
power outage probability and channel outage probability. The occurrence of power outage is
due to the fact that the harvested energy at the receiver has to be greater than a threshold in order
to activate the energy harvesting circuit, and it has been largely ignored by previous works. In
particular, for α = 4, we derived the analytical results for the power outage probability and
channel outage probability. Our results showed that increasing the power beacon density and
the power beacon transmit power can improve the total outage probability performance. In
addition, when the node density for transmitters is low, the total outage probability improves
by decreasing the power receiver activation threshold.
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6.2 Future Work
A number of future research directions arise from the work presented in this thesis.
SWIPT systems inside a finite region: In Chapter 5 of this thesis, we assumed an infi-
nite network region for analytical convenience. In practical systems, however, wireless power
transfer can only work over a relatively short communication range [146]. In other words, the
network region for wireless power transfer is more likely to be a finite region. In addition,
when the transmission distance is limited, the link for power transfer can be better modeled
as a line-of-sight (LOS) fading channel [146]. To best of our knowledge, there is no available
research work analyzing the performance of SWIPT systems using stochastic geometry from
the perspective of a finite network region with LOS fading.
Machine-to-machine communications: Machine-to-machine (M2M) communications is
concerned with connecting a massive number of machine type devices and is a key 5G tech-
nology [147]. M2M communications requires support for a massive number of such connected
devices, with small and infrequent data transmissions, reliable operation virtually all the time,
extra energy efficiency and longevity requirements. Initial work can be found in [148] where
the rate and energy performances of M2M communication were studied using PPP model and
stochastic geometry. Analyzing the performance of M2M communication is an important open
problem.
Massive multiple-input and multiple-output and millimeter wave communication: 5G
systems are also likely to include massive multiple-input and multiple-output (MIMO) and
millimeter wave (mmWave) technologies [4]. Massive MIMO is envisaged for base station-
s, where each BS is equipped with a very large number of service antennas (e.g., hundreds
or thousands) and utilizes these to communicate with single-antenna terminals [149]. The
mmWave system indicates that the extremely high frequency spectrum band is utilized for
communication (i.e., 30 GHz to 300 GHz) [150] and it poses potential broader application in
heterogeneous networks [4]. The consideration of these two technologies in conjunction with
smart devices can be subject of future work.
Consideration of another point processes: In this thesis, we employed the BPP and PP-
P to model the wireless network system, since the independence assumption for the location
results in the analytical tractability. For certain networks, the node distribution is not exact-
ly spatially random. Instead it can be either clustered or more regular distributed [151]. For
example, when users gather around Wi-Fi hot spots, the clustered point process is a better
model [21]. Under the carrier sense multiple access type MAC scheme, since there is a mini-
mum distance imposed between the transmitters, the hard-core process is more suitable [70].
Hence, it is interesting to develop frameworks to investigate the performance of future wireless
networks with such clustered or regular point processes.
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Appendix A
Appendix A
A.1 Derivation of the Distance Distribution fR(r)
In this appendix, we summarize the derivation of the distance distribution results using the
procedure in [65].
For the uniform BPP, the CDF FR(r) of the distance between a randomly located node
and an arbitrary reference point located inside a regular convex polygon was derived in [65].
Using this result, the PDF of the Euclidean distance between the arbitrary reference point and
its ith neighbor node is obtained, generalizing the result in [58]. The approach in [65] is also
applicable for arbitrarily shaped convex polygons, which has been adapted in this chapter to
obtain the PDF fR(r) for an arbitrary location of the reference receiver inside an arbitrarily
shaped finite wireless network. The main steps of the procedure are summarized below.
Step 1: Consider a convex1 polygon with L sides. Let S` and V` (` = 1, 2, . . . , L) denote
the sides and the vertices, which are numbered in an anti-clockwise direction.
Step 2: Using the property of uniform BPP the CDF FR(r), which is the probability that
the distance between an i.u.d. node and the reference receiver is less than or equal to r, is given
by
FR(r) =
|D(Y0; r) ∩A|
|A| =
O(Y0; r)
|A| , (A.1)
where D(Y0; r) is a disk region centered at Y0 with radius r and O(Y0; r) is the overlap area
between D(Y0; r) and the network region, respectively.
Step 3: In order to find the area of overlap region O(Y0; r), the approach in [65] is to first
find the circular segment areas formed outside the sides (denoted as B` for side `) and the
corner overlap areas between two circular segments at a vertex (denoted as C` for vertex `),
1All the interior angles are less than pi radians.
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and then subtract from the area of the disk. Thus, (A.1) can be expressed as
FR(r) =
1
|A|
(
pir2 −∑
`
B` +∑
`
C`
)
. (A.2)
Taking the derivative of (A.2), we have
fR(r) =
1
|A|
(
2pir−∑
`
dB`
dr
+∑
`
dC`
dr
)
, (A.3)
where d/dr denotes the derivative with respective to r. Note that dB`dr and
dC`
dr depend on the
radius r and location of Y0. Following [65], they can be expressed as
dB`
dr
= 2r arccos
( pS`
r
)
, (A.4)
dC`
dr
= r
(
−pi + δ` + arccos
( pS`
r
)
+ arccos
( pS`−1
r
))
, (A.5)
where pS` denotes the perpendicular distance from Y0 to the side S`, δ` represents the interior
angle at vertex V` and the notation S`. Note that for ` = 1, S`−1 = SL.
Step 4: In order to find the perpendicular distances pS` , establish a Cartesian coordinate
system. For arbitrarily shaped finite regions, without loss of generality, the origin can be
placed at vertex V1. For regular convex polygons, the origin can be placed at the center of the
polygon to exploit the rotational symmetry [65].
Following the steps above, and substituting the values, the distance distribution fR(r) can
be derived. This is illustrated in detail in the next subsection for the case of the reference
receiver located at vertex V2 in Figure 2.2. The remaining distance distribution results used in
Section 2.6 can be similarly derived, but are not included here for brevity.
A.1.1 Reference Receiver Located at Vertex V2 in Figure 2.2
Consider the arbitrarily shaped region shown in Figure 2.2, with reference receiver located at
vertex V2.
For 0 ≤ r ≤ √3W , the disk region D(Y0; r) is limited by sides S1 and S2 and vertex
V2, i.e., there are two circular segment areas outside S1 and S2, which are denoted by B1 and
B2. Also there is a corner overlap area between them, which is denoted by C2. Hence for this
range, fR(r) = 1|A|
(
2pir− dB1dr − dB2dr + dC2dr
)
.
For
√
3W ≤ r ≤ 2W , the disk region D(Y0; r) is limited by all four sides and three
vertices V1, V2 and V3, i.e., there are four circular segments formed outside all sides and three
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corner overlaps between them. Hence for this range, fR(r) = 1|A|
(
2pir− 4∑
`=1
dB`
dr +
3
∑
`=1
dCi
dr
)
.
For r > 2W , the disk region covers the whole region in Figure 2.2 which results in
FR(r) = 1 and fR(r) = 0. Consequently, in this case, fR(r) is a piece-wise function with
two ranges only. Using (A.4) and (A.5), and simplifying, we get (2.35) which is used in the
generation of the results in Figure 2.8.
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In this appendix, we derive the moment generating function of the interference from a random
SU and the corresponding n-th moment for the SU activity protocols.
From (3.4), (3.5) and (3.6), we can see that whether a random SU generates interference
or not is strongly dependent on the SU’s random distance to the PU-Rx, R. The conditional
probability mass function (PMF) of the interference from a SU is given by
Pr(I = I|R,G) =
Pactive|R, I = PTGR−α;1− Pactive|R, I = 0; (B.1)
where I is the value taken by the random variable I, and Pactive|R represents the conditional
probability that a SU is active, which is conditioned on its random distance R to the PU-Rx.
Using (B.1), we can express the MGF of the interference from a random SU (defined
below (3.11)) as
MI(s) =EI {exp(−sI)}
=EG{ER{Pr(I = I|R,G) exp (−sI)}}
=EG
{
ER
{
Pactive|R exp
(−sPTGR−α}}}+EG {ER {(1− Pactive|R) exp(−s× 0}}}
=EG,R
{
Pactive|R exp
(−sPTGR−α)}+ 1−ER {Pactive|R} . (B.2)
Substituting (B.2) into (3.13), the n-th moment of the interference from a random SU is
µI(n) =(−1)nEG,R
{
Pactive|R (−1)n PnTGnR−nα exp
(−sPTGR−α)} |s=0
=PnTEG {Gn}ER
{
Pactive|RR−nα
}
. (B.3)
We now define and use the value of the conditional probability Pactive|R for different SU
activity protocol to derive the main analytical results in the chapter.
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B.1 Proof of Theorem 1 and Corollary 1
Proof. For the guard zone protocol, (3.4) shows that the interference from a random SU is giv-
en by PTGR−α1(R>r f ). Thus, the conditional probability that a SU is active can be expressed
as
Pactive|R =
1, R > r f ;0, R ≤ r f . (B.4)
Substituting (B.4) into (B.2) and (B.3), the MGF and n-th moment of the interference from a
random SU for the guard zone protocol are respectively given by
MI(s) =
∫ ∞
0
(∫ r f
e
0× exp(−sPTgr−α) fR(r) dr+ ∫ rmax
r f
1× exp(−sPTgr−α) fR(r) dr
)
× fG(g) dg+ 1−
(∫ r f
e
0× fR(r) dr+
∫ rmax
r f
1× fR(r) dr
)
=
∫ ∞
0
∫ rmax
r f
exp
(−sPTgr−α) fR(r) fG(g) dr dg+ FR(r f ), (B.5)
and
µI(n) =PnTEG {Gn}
(∫ r f
e
0× R−nα fR(r) dr+
∫ rmax
r f
1× R−nα fR(r) dr
)
=PnTEG {Gn}
∫ rmax
r f
R−nα fR(r) dr. (B.6)
Hence, we arrive at the results in Theorem 1 and Corollary 1.
B.2 Proof of Theorem 2 and Corollary 2
Proof. For the threshold-based protocol, (3.5) shows that the interference from a random SU is
given by PTGR−α1(PTSHR−α≤ξ)
, i.e., the SU generates interference as long as H ≤ ξRαPTS when
the distance to PU-Rx is given. Thus, the conditional probability that a SU is active can be
written as
Pactive|R =
∫ ξRα
PTS
0
fH(h) dh = FH
(
ξRα
PTS
)
. (B.7)
Substituting (B.7) into (B.2) and (B.3), we can express the MGF and µI(n) of the interfer-
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ence from a random SU as
MI(s) =
∫ ∞
0
∫ rmax
e
exp
(−sPTgr−α) FH ( ξrαPTS
)
fR(r) fG(g) dr dg
+ 1−
∫ ∞
0
FH
(
ξrα
PTS
)
fR(r) dr, (B.8)
and
µI(n) = PnTEG {Gn}ER
{
FH
(
ξRα
PTS
)
R−nα
}
. (B.9)
Hence, we arrive at the results in Theorem 2 and Corollary 2.
B.3 Proof of Proposition 1 and Corollary 3
Proof. For the cooperation-based protocol, consider a typical SU node A, cooperating with
node B, as shown in Figure 3.1(c). Given the position of node A, let pnt represents the condi-
tional probability that node B leads to node A deciding not to transmit. This event occurs when
node B falls into the cooperative regionDA(rc) around the typical user A and the received sig-
nal at node B is greater than the activation threshold ξ. Using this fact, we can express pnt
as
pnt =
∫
DA(rc)⋂A′
∫ ∞
ξrαB
PTS
fHB (hB) dhB dxBdyB =
∫
DA(rc)⋂A′
(
1− FHB
(
ξrαB
PTS
))
dxB dyB,
(B.10)
where rB =
√
x2B + y
2
B is the distance from node B to the PU-Rx
1, (xB, yB) is the coordinate
of node B, fHB(hB) represents the fading power distribution on the user B’s sensing channel
and
∫
DA(rc)⋂A′ denotes the integration over the overlap region between A′ and DA(rc).
We can see from (B.10) that pnt is a function of the location of node A. Consequently, the
integration in (B.10) is very complicated to evaluate in closed-form. In order to simplify the
analysis, we assume that:
• the cooperation range rc is small compared to the size of the cognitive network region;
• the SUs within the cooperation range experience the same path-loss;
• the effect from the boundary is neglected so that the overlap region is the same as the
cooperative region irrespective of location of node A.
1The location of PU-Rx is assumed to be at the origin.
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Thus, we can approximate (B.10) as
pnt ≈
(
1− FHB
(
ξRαA
PTS
)) ∫
DA(rc)
dxB dyB =
pir2c
|A′| −
pir2c
|A′|FHB
(
ξRαA
PTS
)
, (B.11)
where RA is the distance from node A to the PU-Rx.
The complement of the probability pnt, denoted by 1− pnt, is known as the probability
that node B causes node A to transmit. In addition to node A, there are a total number of
M− 1 SUs which are independently distributed inside the network region. Consequently, the
conditional probability that M− 1 nodes can make node A to be active is (1− pnt)M−1, where
pnt is given by (B.11).
In order for node A to transmit, both the received signal powers at the SUs inside DA(rc)
and the received signal power by node A on the sensing channel must be less than the activation
threshold ξ. Since nodes are identically distributed, we can drop the subscript A in RA and B
in FHB(·). Thus, the conditional probability of a random SU being active can be expressed as
Pactive|R ≈ (1− pnt)M−1
∫ ξRα
PTS
0
fH(h) dh
=
(∣∣A′ − pir2c ∣∣
|A′| +
pir2c
|A′|FH
(
ξrα
PTS
))M−1
FH
(
ξrα
PTS
)
. (B.12)
Then the MGF and n-th for the interference from a random SU can be obtained by substi-
tuting (B.12) into (B.2) and (B.3) respectively, which can be expressed as
MI(s) ≈ 1+
∫ ∞
0
∫ rmax
e
exp
(−sPTgr−α) FH(ξrαPTS
)(∣∣A′ − pir2c ∣∣
|A′| +
pir2c
|A′|FH
(
ξrα
PTS
))M−1
× fR(r) fG(g) dr dg−
∫ rmax
e
FH
(
ξrα
PTS
)(∣∣A′ − pir2c ∣∣
|A′| +
pir2c
|A′|FH
(
ξrα
PTS
))M−1
fR(r) dr,
(B.13)
and
µI(n) ≈ PnTEG {Gn}ER
FH
(
ξRα
PTS
)(∣∣A′ − pir2c ∣∣
|A′| +
pir2c
|A′|FH
(
ξRα
PTS
))M−1
R−nα
 .
(B.14)
Hence, we arrive at the results in Proposition 1 and Corollary 1.
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B.4 Proof of Theorem 3
Proof. From definition, Mactive is the mean value of the number of active SUs, after averaging
over all possible networking realizations. Let Pactive denote the (unconditional) probability of
a SU being active. Mathematically, the average number of active SUs can be written as
Mactive = M× Pactive = M×ER{Pactive|R}. (B.15)
In order to further simplify (B.15), we can exploit the fact that P0T = 1, EG{G0} = 1 and
R0 = 1. Thus, we can re-write (B.15) as
Mactive =M× 1× 1×ER{Pactive|R × 1}
=M× P0TEG{G0}ER{Pactive|R × R0}︸ ︷︷ ︸
µI(0)
. (B.16)
Comparing the latter term in (B.16) with (B.3), we can see that it can be obtained from (B.3)
by substituting n = 0, denoted as µI(0). Thus, we arrive at the result in (3.27).
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C.1 Derivation of Equation (4.4): Outage Probability
Rearranging (4.3), we have the outage probability as
Pκout(γth) =EIκagg,G0
{
Pr
(
G0 <
γth
ρ
Iκagg
)}
= EIκagg
{
FG0
(
γth
ρ
Iκagg
)}
, (C.1)
where FG0(·) is the CDF of the fading power gain on the reference link. Since we assume
Nakagami-m fading with integer m for the reference link, G0 follows the Gamma distri-
bution with the mean 1 and the shape parameter m, and its CDF is given by FG0(g0) =
1−∑m−1t=0 1t! (mg0)t exp(−mg0). Hence, we can re-write (C.1) as
Pκout(γth) =EIκagg
{
1−
m−1
∑
t=0
1
t!
(
m
γth
ρ
Iκagg
)t
exp
(
−mγth
ρ
Iκagg
)}
=1−
m−1
∑
t=0
1
t!
EIκagg
{(
m
γth
ρ
Iκagg
)t
exp
(
−mγth
ρ
Iκagg
)}
. (C.2)
Note the MGF of Iκagg is MIκagg(s) = EIκagg
{
exp
(−sIκagg)} and its t-th derivative with
respect to s is d
t
dstMIκagg(s) = EIκagg
{
dt exp(−sIκagg)
dst
}
= EIκagg
{(−Iκagg)t exp (−sIκagg)}. By
substituting s = mγthρ , we have
dt
dst
MIκagg(s)
∣∣∣∣
s=m γthρ
= EIκagg
{(−Iκagg)t exp(−mγthρ Iκagg
)}
. (C.3)
Substituting (C.3) into (C.2), we have
Pκout(γth) = 1−
m−1
∑
t=0
(−s)t
t!
dt
dst
MIκagg(s)
∣∣∣∣
s=m γthρ
. (C.4)
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C.2 Derivation of Proposition 2: MGF of the Interference at
BS
Proof. For the considered mode selection scheme, the p-DUE is in D2D mode if and only if
ρDR
αD
d R
−αC
c < ξ (equivalently, Rc>R
αD
αC
d
(
ρD
ξ
) 1
αC , r′d). Defining R˜D,min
(
RD,R
αC
αD
(
ξ
ρD
) 1
αD
)
,
we can then express IBS as
IBS =

GρDR
αD
d R
−αC
c , (r′d ≤ Rc < R, 0 ≤ Rd < R˜D);
0, (0 ≤ Rc < r′d, 0 ≤ Rd < R˜D);
0, (0 ≤ Rc < R, R˜D ≤ Rd < RD).
(C.5)
Using the definition of MGF, we have
MIBS(s) =
∫ R˜D
0
∫ R
r′d
∫ ∞
0
exp
(−sgρDrαDd r−αCc ) fG(g) fRc(rc) fRd(rd) dg drc drd
+
∫ R˜D
0
∫ r′d
0
∫ ∞
0
fG(g) fRc(rc) fRd(rd) dg drc drd +
∫ RD
R˜D
∫ R
0
∫ ∞
0
fG(g) fRc(rc) fRd(rd) dg drc drd
= 1−
∫ R˜D
0
2F1 [1, 2
αC
; 1+
2
αC
;− R
αC
sρDr
αD
d
]
−
r
2 αDαC
d 2F1
[
1, 2αC ; 1+
2
αC
;− 1sξ
]
R2(ξ/ρD)
2
αC
 fRd(rd) drd
= 1+
2F1
[
1, 2αC ; 1+
2
αC
; −1sξ
]
R2DR2R˜D
−2− 2αDαC (ξ/ρD)
2
αC
αC
αD + αC
−

αC 2F1[1, 2αC ;1+ 2αC ; −RαCsρDxαD ]+αD 2F1[1,−2αD ;1− 2αD ; −RαCsρDxαD ]
x−2R2D(αC+αD)
∣∣∣∣∣∣
R˜D
0
, αD 6= 2;
2R˜D2MeijerG
[{{
0, αC−2αC
}
,{2}
}
,
{
{0,1},
{
−2
αC
}}
, R
αC
sρDR˜D2
]
R2DαC
, αD = 2;
(C.6)
where the final result is obtained using [152] and Mathematica software.
C.3 Derivation of Proposition 3: MGF of the Interference
from p-DUE
Proof. For a DRx located at distance d away from the BS, the interference from an i.u.d. p-
DUE, IDRx, is similar to (C.5) except that GρDR
αD
d R
−αC
c is replaced by
GρDR
αD
d
(R2c+d2−2Rcd cos θ)
αD
2
,
where θ is the angle formed between the Y0-BS line and p-DUE-BS line, which is uniformly
distributed between 0 and 2pi (see Figure 4.1). Using the definition of MGF and simplifying,
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we have
MIDRx(s, d) = 1−
∫ R˜D
0
∫ R
r′d
∫ pi
0
sρDr
αD
d
sρDr
αD
d +(r
2
c+d2−2rcd cos θ)
αD
2
1
pi
fRc(rc) fRd(rd) dθ drc drd,
(C.7)
where r′d , R
αD
αC
d
(
ρD
ξ
) 1
αC .
Due to the complicated expression of IDRx, the closed-form results (or semi-closed form)
exist only for the cases of αD = 2 or αD = 4.
• Case of αD = 2: Substituting αD = 2 into (C.7), we get
MIDRx(s, d) = 1−
∫ R˜D
0
∫ R
r′d
∫ pi
0
sρDr2d
sρDr2d+r
2
c+d2−2rcd cos θ
1
pi
fRc(rc) fRd(rd) dθ drc drd
= 1−
∫ R˜D
0
∫ R
r′d
sρDr2d√
(sρDr2d + r
2
c + d2)2 − 4r2cd2
2rc
R2 fRd(rd) drc drd
=1−
∫ R˜D
0
sρDr2d
R2 ln

β1
(
r2d, sρD,R2 − d2, 4d2sρD
)√√√√((r2dρD
ξ
) 2
αC +sρDr2d−d2
)2
+4d2sρDr2d+
(
r2dρD
ξ
) 2
αC +sρDr2d−d2

2rd
R2D
drd
(C.8a)
=1−
sρD
[
Ψ
(
x2, sρD,R2 − d2, 4d2sρD
)−Ψ (x2, sρD + ρDξ ,−d2, 4d2sρD)]∣∣∣R˜D0
R2DR2
, (αC = 2),
(C.8b)
where the second and third steps come from (2.553) and (2.261) in [152], respectively, and last
step is obtained using Mathematica. β1(x, a, b, c) = ax+ b+
√
(ax+ b)2 + cx,∫
x xβ1(x, a, b, c)dx = Ψ(x, a, b, c) and
Ψ(x, a, b, c) =
−x2
8
+
(10ab+ 3c− 2a2x)√(ax+ b)2 + cx
16
+
x2
2
ln (β1(x, a, b, c))
−
(16a2b2 + 16abc+ 3c2) ln
(
c+ 2a2x+ 2a
(
b+
√
(ax+ b)2 + cx
))
32a4
.
(C.9)
• Case of αD = 4: Similar to αD = 2 case, via substituting αD = 4 into (C.7) and using
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(2.553) and (2.261) in [152], we have
MIDRx(s, d)=1−
∫ R˜D
0
∫ R
r′d
∫ pi
0
sρDr4d
2i
√
sρDr4d
 1
r2c+d2−2rcd cos θ−i
√
sρDr4d
− 1
r2c+d2−2rcd cos θ+i
√
sρDr4d
 2rc dθ drc
piR2 fRd(rd) drd
=1−
∫ R˜D
0
√
sρDr4d
2iR2
∫ R
r′d
 2rc√
(r2c+d2−i
√
sρDr4d)
2−4r2cd2
− 2rc√
(r2c+d2+i
√
sρDr4d)
2−4r2cd2
 drc fRd(rd) drd
=1−
∫ R˜D
0
Im

ln
β1
(
r2d,−i
√
sρD,R2−d2,−4i√sρDd2
)√√√√((r4dρD
ξ
) 2
αC−i√sρDr2d−d2
)2
−4i√sρDd2r2d+
(
r4dρD
ξ
) 2
αC−i√sρDr2d−d2

×
√
sρDr4d
R2
2rd
R2D
drd (C.10a)
=1−
Im
{[
Ψ
(
x2,−i√sρD,R2−d2,−4i√sρDd2
)−Ψ(x2,√ ρDξ −i√sρD,−d2,−4i√sρDd2)]∣∣∣R˜D0
}
(
√
sρD)−1R2DR2
,
(αC = 4), (C.10b)
where the third step comes from the fact that the two integrated terms in the second step are
conjugated such that a−a∗2i = Im{a}.
Thus, we arrive at the result in Proposition 3.
C.4 Derivation of Corollary 4: MGF of the Interference from
CUE
Proof. Since there is no constraint on the CUE, the i.u.d. CUE will always generate interfer-
ence (e.g., IDRxC = GρBSR
αC
z
(
R2z + d2 − 2Rzd cos θ
)− αD2 ) to this typical DRx. As before, we
can only derive the analytical result for αD = 2 or 4.
• Case of αD = 2: According to the definition of MGF and the expression of IDRxC , we have
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MIDRxC (s, d) = 1−
∫ R
0
∫ pi
0
rzsρBSr
αC
z
sρBSr
αC
z +(r2z+d2−2rzd cos θ)
αD
2
1
pi
2rz
R2 dθ drz (C.11a)
= 1− sρBSR2
∫ R
0
2rαC+1z drz√
(sρBSr
αC
z + r2z + d2)2 − 4r2zd2
drz (C.11b)
= 1− sρBS
[
β2
(
x2, (sρBS + 1)2, d2(sρBS − 1), 4d4sρBS
)]∣∣R
0
R2(sρBS + 1)3 , (αC = 2),
(C.11c)
where β2(x, a, b, c) =
√
(ax+ b)2 + c− b ln
(
ax+ b+
√
(ax+ b)2 + c
)
.
• Case of αD = 4: Similarly, substituting αD = 4 into (C.11a), we get
MIDRxC (s, d) = 1−
∫ R
0
Im

rαC/2z√(
r2z + d2 − i
√
sρBSr
αC
z
)2
− 4r2zd2

2rz
√
sρBS
R2 drz
(C.12a)
= 1− Im

√
sρBS
[
β2
(
x2, 1− i√sρBS,−d2 1+i
√
sρBS
1−i√sρBS ,
−4i√sρBSd4
(1−i√sρBS)2
)]∣∣∣R
0
R2(1− i√sρBS)2
 , (αC = 4).
(C.12b)
Note the step in (C.11c) and step in (C.12b) come from [152, (2.264)].
C.5 Derivation of Proposition 4: Average Number of Success-
ful D2D Transmissions
Proof. Using the definition in Section 4.3.1.1, the average number of successful D2D trans-
missions can be mathematically written as
M¯ =EΦ
{
∑
Xi∈Φ
1(Xj∈ΦDUE)1(SIRDRx(Xj,Yj)>γth)
}
. (C.13)
As mentioned in Section 4.2.3, the location of underlay DRxs (i.e., whose correspond-
ing p-DUE is in underlay D2D mode) follows the PPP. According to the reduced Campbell
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measure [71], we can re-write (C.13) as
M¯ =
∫
A
1(X0∈ΦDUE)Pr!X0
(
SIRDRx(X0,Y0)>γth
)
λ dX0
=
∫
ADRx
1(Y0∈ΦDRxu )
(
1− PDRxout (γth,Y0)
)
λDRx(Y0) dY0
=
∫ R+RD
0
pD2D(d)
(
1− PDRxout (γth, d)
)
λDRx(d)2pid dd, (C.14)
where Pr!X(·) is the reduced Palm distribution, ADRx is the network region for DRxs (e.g.,
a disk region with radius R +RD). The second step in (C.14) results from the Slivnyak’s
theorem and the fact that we interpret this reduced Campbell measure from the point view of
DRx, while the last step in (C.14) is based on the isotropic property of the underlay network
region and the independent thinning property of PPP.
C.6 Derivation of Proposition 5: Node Density of DRxs
R
d d
RD
B1 = φ(d,R,RD)
B1 = piR2D
Figure C.1: Illustration of results in Proposition 5.
Proof. Rather than considering that there is a DRx uniformly distributed around the p-DUE,
we can consider that for each DRx, there is a p-DUE which is uniformly distributed inside the
disk region formed around DRx. If the network region is infinite, the p-DUE’s node density
inside the region piR2D is λ. As a result, the node density for DRx is λ.
However, since we are considering a finite region (i.e., a disk region), the p-DUE’s node
density is no longer λ at certain locations (e.g., the cell edge). Hence, the DRx’s node density
is not λ. Instead, the node density becomes λ B1
piR2D
, which depends on the location of DRx,
where B1 denotes the overlap region between the cell network region piR2 and the disk region
piR2D centered at the DRx which is d away from BS.
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As illustrated in Figure C.1, when d ∈ [0,R−RD), the disk region formed around DRx is
always inside the network region. That is to say, B1 is always piR2D. Thus, we have λDRx(d) =
λ within the considered range. However, for the case that d ∈ [R−RD,R+RD), the B1
becomes ψ(d,R,RD), where ψ(d,R,RD) is the overlap region formed by two disk with
radii R and RD which is separated by distance d and its formulation is presented in (4.11) in
Lemma 1. Then we have λDRx(d) = λψ(d,R,RD)
piR2D
. For the rest of range (i.e., d ≥ R+RD),
λDRx(d) = 0. Hence, we arrive at the result in Proposition 5.
C.7 Derivation of Proposition 6: the Probability of being in
D2D Mode
Proof. Assume that a DRx is located at distance d away from the BS. Similar to the derivation
of Proposition 5, we consider that, for this DRx, there is a p-DUE uniformly surrounding it1.
According to the considered mode selection scheme, this DRx is in underlay if its corre-
sponding p-DUE satisfies ρDR
αD
d < ξR
αC
c . Due to the analytical complexity, we can only find
the exact result for the same path-loss case, while an approximate result can be derived for
different path-loss values.
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Figure C.2: Illustration of results in Proposition 6.
1In fact, at the cell edge, the possible location of p-DUE is no longer a disk region. In this analysis, we consider
the case where the radius of the network region is large compared to RD such that, for those DRx in the range of
[R−RD,R+RD], pD2D(d) = 1. However, our result can be easily extended to the other possible scenarios.
For the sake of brevity, we do not show those results here.
124 Appendix C
C.7.1 Same Path-loss Exponent
Let us consider the case αC = αD , α. Note that the maximum range for Rd is RD, while
the minimum range of Rc is max (0, d−RD). Assuming d > RD, if ρDRαD is less than
ξ (d−RD)α (equivalently, d ≥
(
1+
(
ρD
ξ
)1
α
)
RD), the probability that a p-DUE is in D2D
mode is 1. Because for any possible location of p-DUE in the disk region centered at DRx, the
p-DUE’s distance to the BS is always greater than RD (i.e., the p-DUE’s maximum distance
to its DRx). Consequently, for the case that d≥
(
1+
(
ρD
ξ
)1
α
)
RD, pD2D(d) is always 1.
Under the scenario that d <
(
1+
(
ρD
ξ
)1
α
)
RD, the analysis is more complicated. Let us
consider the case of ξ > ρD. The location of DRx is assumed to be at the origin and the BS
is d away from the DRx. For example, the coordinate of BS is (d, 0), as shown in Figure C.2.
Let (x, y) denote the coordinate of p-DUE. This p-DUE is not in D2D mode if the following
requirement is met, i.e., ρD
(
x2 + y2
) α
2 > ξ
(
(d− x)2 + y2) α2 . Note that Rd = √x2 + y2
and Rc =
√
(d− x)2 + y2. After rearranging this inequality, we have
x− ξ 2α d
ξ
2
α − ρ 2αD
2 + y2 <
 ξ 1α ρ 1αDd
ξ
2
α − ρ 2αD
2 . (C.15)
The above expression can be interpreted as follows: if p-DUE is inside a disk region cen-
tered at
(
ξ
2
α d
ξ
2
α−ρ
2
α
D
, 0
)
with radius ξ
1
α ρ
1
α
D d
ξ
2
α−ρ
2
α
D
, this P-DUE is not in D2D mode. Moreover, since
the p-DUE is always surrounding around its DRx, the p-DUE is confined within the disk re-
gion centered at origin with radius RD. Combining these two requirements, we obtain that
when the p-DUE is inside the overlap region of these two disk regions (i.e., the shaded area
in Figure C.2, denoted as B2), this p-DUE is not in D2D mode. Hence, we have the proba-
bility that a p-DUE is in D2D mode is 1− B2
piR2D
. Note that B2 = ψ
(
ξ
2
α d
ξ
2
α−ρ
2
α
D
,RD, ξ
1
α ρ
1
α
D d
ξ
2
α−ρ
2
α
D
)
if
d≥
(
1−
(
ρD
ξ
)1
α
)
RD, while B2 = pi
(
ξ
1
α d
ξ
1
α−ρ
1
α
D
)2
for d<
(
1−
(
ρD
ξ
)1
α
)
RD, where ψ(·, ·, ·) is
defined in (4.11) in Lemma 1.
Likewise, we can derive pD2D(d) for ξ ≤ ρD using the same approach. For the sake of
brevity, we do not present the derivation here.
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C.7.2 Different Path-loss Exponent
We can directly write the probability of being in D2D mode as
pD2D(d) =Pr
(
ρDR
αD
d R
−αC
c < ξ
) (a)≈ Pr(H < ξRαCc
ρDR
αD
d
)
=Pr
(
H <
ξ
(
R2d + d
2 − 2Rdd cos(θ)
)αC/2
ρDR
αD
d
)
(b)≈ERd,θ

(
1− exp
(
−Nξ
(
R2d + d
2 − 2Rdd cos(θ)
)αC/2
(N!)1/NρDR
αD
d
))N , (C.16)
where (a) comes from the introduction of a dummy random variable H, which follows the
Gamma distribution with parameter N, and the fact the normalized Gamma distribution con-
verges to identity when its parameter goes to infinity [153], and (b) comes from the approxi-
mation of a Gamma distribution [154].
It is not easy to find the closed-form result for this probability. Instead, we consider an ap-
proximation, in which the distance between BS and p-DUE Rc is approximated by the distance
between BS and DRx d. Hence, by substituting
√
R2d + d
2 − 2Rdd cos(θ) by d in the above
expression and using the Binomial theorem, we get
pD2D(d) ≈ 1+
N
∑
n=1
(−1)n
(
N
n
) ∫ RD
0
(
1− exp
(
− nNξd
αC
(N!)1/NρDr
αD
d
))
2rd
R2D
drd
= 1+
N
∑
n=1
(−1)n
(
N
n
)2d2 αCαD (nNξ) 2αD Γ[− 2αD , dαCnNξ(N!)1/NρDRαDD
]
R2DαD ((N!)1/NρD)
2
αD
. (C.17)
Thus, we obtain the probability of being in D2D mode in Proposition 6.
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