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Abstract
Cartesian ovals are curves in the plane that have been studied for hundreds of
years. A Cartesian oval is the set of points whose distances from two fixed points
called foci satisfy the property that a linear combination of these distances is a
fixed constant. These ovals are a special case of what we call Maxwell curves. A
Maxwell curve is the set of points with the property that a specific weighted sum of
the distances to n foci is constant. We shall describe these curves geometrically. We
will then examine Maxwell curves with two foci and a special case with three foci
by deriving a system of equations that describe each of them. Since their solution
spaces have too many dimensions, we will eliminate all but two variables from
these systems in order to study the curves in xy-space. We will show how to do
this first by hand. Then, after some background from algebraic geometry, we will
discuss two other methods of eliminating variables, Groebner bases and resultants.





Cartesian ovals are a class of plane curves. They were first introduced and studied
by Rene Descartes during the 17th century. In particular, he discussed how they
can be used in optics in his second book within the translation by Smith and
Latham [9]. He also described how to draw such an oval and discussed some of
their geometric properties.
In this chapter we shall define these curves and describe how to draw one on a
sheet of paper. Next we will describe these curves geometrically and then prove
that these Cartesian ovals are invariant under a similarity transform. We then
derive a system of equations that describe them. This system of equations involves
several variables, and in order to study the Cartesian oval, we will derive a single
equation in terms of x and y. Thus we shall eliminate the other variables from our
system in this chapter by using algebra.
In “Observations on Circumscribed Figures Having a Plurality of Foci, and Radii
of Various Proportions,” James Clerk Maxwell investigated a class of curves that
generalize these Cartesian ovals in that these curves could have more that two
“foci.” What made this paper remarkable was the fact that Maxwell was fourteen
when he wrote it. He would have an illustrious career as a physicist during the late
19th century.
After discussing Cartesian ovals, we will define these curves in the plane that
Maxwell described, which we call Maxwell curves. As with Cartesian ovals we will
show how to draw one and prove that these Maxwell curves are invariant under
a similarity transform. We will derive a system of equations to describe another
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special case of Maxwell curves, and we must eliminate variables from this system
in order to find a single equation to describe the curve in xy-space.
1.1 Cartesian Ovals
Before we formally define a Cartesian oval, let us consider a special example of one,
the ellipse. An ellipse is defined by two points A and B called foci and a positive
real number c. For any point T in the plane, let a be the distance from A to T and
b be the distance from B to T . An ellipse is the set of points T in the plane such
that a + b = c.
A Cartesian oval is defined by two points A and B called foci and three positive
real numbers p, q, and c. Again for any point T in the plane, let a and b be as
before. The Cartesian oval defined by A, B, p, q, and c is the set of points T in the
plane such that pa + qb = c. We can see that dividing both sides of this equation
by c yields the equation (p/c)a + (q/c)b = 1. Thus the three positive real numbers
p/c, q/c, and 1 and points A and B yield the same Cartesian oval as one defined by
p, q, and c and points A and B. Note that if we take p = q, then we have an ellipse.
Furthermore, if the two foci are at the same point, then we have a circle. Within
this section we give the graphs of a few Cartesian ovals. The foci are chosen to be
at (0, 0) and (0, 1) and c was chosen to be 3 for graphing these curves in Maple.
To construct an ellipse, one may use a pencil, a piece of string, a sheet of paper
and two pushpins. On a surface that a pushpin can penetrate, lay the sheet of
paper down and push the pushpins through the paper, preferably near the middle
of the sheet. These pushpins will represent the foci. If the pushpins are too far
from the middle of the sheet, it might cause part of the drawing to fall off of the
paper. Next, tie one end of the string to one of the pushpins. This will be called














FIGURE 1.1. A Cartesian oval with p = 1, q = 2 and c = 5.
pencil, and tie the other end of the string to the second pushpin. Next, pull the
pencil as far away from the pushpins as possible in order to make the string taut.
Finally, move the pencil in a direction that keeps the string taut. One will have to
pull the string over a pushpin at least once, but eventually the pencil will return to
its starting position. The shape that was traced by the pencil during this process
is an ellipse.
In order to construct a Cartesian oval, the process begins in the same manner
as before, up to tying one end of the string to the first pushpin. Instead of simply
looping the string around the pencil and tying the loose end of the string to the
second pushpin, we can loop the string around the first pushpin and the pencil as
many times as we like. If we want an odd number of string segments to connect
the first pushpin and the pencil, stop looping at the pencil. In this instance we
can simply start looping the string around the second pushpin and the pencil. We
can stop and tie the other end to the pushpin or the pencil once we have reached
the desired number of string segments between the two objects. If we want an













FIGURE 1.2. A Cartesian oval with p = 1, q = 3, and c = 5.
the looping will stop at the first pushpin. Then we will loop the string from the
first pushpin around the second pushpin. Then we can loop the string around the
pencil and the second pushpin as many times as we desire, tying the string to one
of the objects when the desired number of string segments has been reached. In
either case, as before, we would pull on the pencil until the string is taut and move
the pencil through a full range of motion as before. From this description, we have
p segments of string connecting the pencil to the first pushpin and q segments of
string connecting the pencil to the second pushpin. Note that in this construction
p and q are integers, so only rational ratios of p to q are feasible here. The total
amount of string connecting the pencil to the two pushpins is c.
Our next goal is to derive a set of equations that describe Cartesian ovals. In
order to do this, we will need a couple of propositions. Before we present these
propositions, we will first need the following definition.
Definition 1.1.1. Let A and B be points in the plane P and let d(A,B) denote













FIGURE 1.3. A Cartesian oval with p = 2, q = 3 and c = 5.
transformation T : P → P such that there exists some positive constant k with the
property that for every pair of points A,B in the plane k ·d(A,B) = d(T (A), T (B)).
Proposition 1. Suppose that A and B are points in a plane. Then there exists an
orthogonal coordinate system x, y such that A is at (0, 0) and B is at (0, 1).
Proof. Suppose that we have two points A and B in the plane. Choose a unit of
distance such that the distance between A and B is one. Draw a line such that
both A and B lie on the line. We will call this line the y-axis. Draw a perpendicular
line to the y-axis that passes through A. Now A lies at the origin, and due to our
definition of distance for this coordinate system, B lies at (0, 1).
Proposition 2. If T is a similarity transform, then the image of a Cartesian oval
is still a Cartesian oval.
Proof. Let A,B, C be points in the plane, where A and B are the foci of a Cartesian
oval and C is a point on the Cartesian oval. Then we have that p · d(A,C) + q ·
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d(B, C) = c. But then for some fixed positive constant k we have
p
k
· d(T (A), T (C)) + q
k
· d(T (A), T (C)) = c
However, if we multiply both sides of this equation by k, we have the equation of
Cartesian oval with foci at T (A) and T (B) and three constants p, q, and kc.
Thus, regardless of where we place the foci, a similarity transform can move the
foci to the points A = (0, 0) and B = (0, 1).
Now we can derive a set of equations that describe a Cartesian oval. Thus con-
sider a Cartesian oval with foci at A and B. Any point on the Cartesian oval has
a distance a to point A and a distance to point B. If we let c = 1, then we get the
following three equations:
x2 + y2 = a2,
x2 + (y − 1)2 = b2
pa + qb = 1.
(1.1.1)
We will show that the constraints on x and y implied by this system of equations
can be expressed by a single equation. In order to do this, we must first “eliminate”
the variables a and b from our system. It turns out that we can eliminate a and b
from this system by using some algebra. Consider the last of the three equations.
If we square both sides, we get
p2a2 + 2abpq + q2b2 = 1
.
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If we isolate 2abpq on one side and then square the equation again, we obtain
(−2abpq)2 = (p2a2 + q2b2 − 1)2,
which, when expanded, becomes
4a2b2p2q2 = 1− 2p2a2 − 2q2b2 + 2p2a2q2b2 + p4a4 + q4b4.
Notice that in this last equation every term other than the constant is in terms
of a2 or b2. The other two equations from (1.1.1) describe a2 and b2 in terms of x
and y. Thus we can eliminate a and b by substitution. If we move 4a2b2p2q2 to the
other side and then substitute, we get the equation
0 = 1− 2p2(x2 + y2)− 2q2(x2 + (y − 1)2)
−2p2q2(x2 + y2)(x2 + (y − 1)2) + p4(x2 + y2)2 + q4(x2 + (y − 1)2)2,
(1.1.2)
which, when expanded becomes
0 = (p4 − 2p2q2 + q4)x4 + (2p4 − 4p2q2 + 2q4)x2y2
+(4p2q2 − 4q4)x2y − (2p2q2 + 2p2 − 2q4 + 2q2)x2 + (p4
−2p2q2 + q4)y4 + (4p2q2 − 4q4)y3 − (2p2q2 + 2p2 − 6q4
+2q2)y2 − (4q4 − 4q2)y + q4 − 2q2 + 1.
(1.1.3)
1.2 Maxwell Curves
A Maxwell curve is defined by n foci A1, . . . , An and n + 1 positive real constants
p1, . . . , pn, r. For any point T in the plane, let ai be the distance from T to Ai. Thus
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the Maxwell curve defined by these Ai’s, pi’s and r is the set of points T in the
plane such that
∑n
i=1 aipi = r. We see that if n = 2, then we have the Cartesian
oval we defined earlier.
To draw one of these Maxwell curves, we only need to make one modification to
the process of drawing a Cartesian oval. In this instance, since we have n foci, we
will need n pushpins. The order of which we loop the string around the pushpins is
not important. We must simply get ai segments of string running from the pencil
to the ith pushpin.
Like Cartesian ovals, Maxwell curves are invariant under a similarity transform.
Proposition 3. If T is a similarity transform, then the image of a Maxwell curve
is still a Maxwell curve.
Proof. Let A1, . . . , An, B be points in the plane where A1, . . . , An are the foci of a
Maxwell curve and B is a point on the Maxwell curve. Then we have that
n∑
i=1
pid(Ai, B) = r.





d(T (Ai), T (B)) = r.
Now if we multiply both sides of this equation by k, we have a Maxwell curve
defined by fixed positive constants p1, . . . , pn, kr and foci at T (A1), . . . , T (An).
In the situation where the Maxwell curve has two foci, we could use similarity
transforms to move any two points to the points (0, 0) and (0, 1). With three foci,
we cannot use similarity transforms to move the three foci to any three points we
choose. However, we can move the three points to (0, 0), (0, 1), and a third point
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(x1, y1). At present, let C = (1, 0). As with the Cartesian oval, we will eliminate
the distances a, b, and c from these equations. And again, we can use algebra to
achieve this.
Thus let a, b and c be the distances from a point on the curve to the foci A,B
and C respectively. If we let r = 1, then we get the following equations:
x2 + y2 = a2
x2 + (y − 1)2 = b2
(x− 1)2 + y2 = c2
pa + qb + rc = 1
(1.2.1)
As before, take the last equation and square it. After isolating the terms of degree
1 on one side, we have
2paqb + 2parc + 2qbrc = 1− p2a2 − q2b2 − r2c2.
Now square both sides of this polynomial. After moving some terms, we have
8p2a2qbrc + 8q2b2parc + 8r2c2paqb = (1− p2a2 − q2b2 − r2c2)2
−4p2a2q2b2 − 4p2a2r2c2 − 4q2b2r2c2.
However, if we factor 8paqbrc from the left side of this equation, we are left with
pa + qb + rc, which is 1. Hence we have
8paqbrc = (1− p2a2 − q2b2 − r2c2)2 − 4p2a2q2b2 − 4p2a2r2c2 − 4q2b2r2c2.
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Lastly, if we square both sides of this equation, every term is in terms of a2, b2,
or c2. Thus we can substitute the other three equations into this one to eliminate
the variables. Our final elimination polynomial is
64p2(x2 + y2)q2[x2 + (y − 1)2]r2[(x− 1)2 + y2]− [[1− p2(x2 + y2)
−q2[x2 + (y − 1)2]− r2[(x− 1)2 + y2]]2 − 4p2(x2 + y2)q2[x2 + (y − 1)2]
−4p2(x2 + y2)r2[(x− 1)2 + y2]− 4q2[x2 + (y − 1)2]r2[(x− 1)2 + y2]]2
(1.2.2)
If we write this as a sum of monomials xiyj, the only monomials whose coefficient
is zero are those where i + j = 8 and i is odd. Upon closer inspection, some of the
monomials have the same coefficient.
It turns out that for Maxwell curves with four or more foci, eliminating the
variables that correspond to the distances between the points on the curve and
each of the foci with algebra is difficult. In the next three chapters we will discuss
two other methods of doing this. In Chapter 2, we will give some basic background
from algebraic geometry that we will need to define the methods. In Chapter 3 we
will discuss Groebner bases and how they can be used to eliminate variables from
a system of equations. Some theory will also be presented on elimination. Chapter
4 will give an introduction to resultants, which is another method. These can be
used to prove other results from elimination theory. Finally in Chapter 5 we will





Ideals and varieties are the fundamental objects of algebraic geometry. In this
chapter, ideals and varieties will be introduced as well as some important theorems
from algebraic geometry, such as the Hilbert Basis Theorem and the Ideal-Variety
Correspondence. This will establish a foundation for our exposition on Groebner
bases in Chapter 3 and the elimination theory in Chapters 3 and 4. In the next
section of this chapter, the irreducibility of a polynomial as well as several special
rings, such as Euclidean domains and unique factorization domains, will be defined
and some properties of these rings will be discussed. An introduction to singular
points and the genus of a polynomial will also be briefly discussed in the last two
sections.
Most of the material in this chapter is taken with minor rewording from other
sources, especially Cox, Little, and O’Shea [1], which will be denoted [CLO] in the
text. Proofs of theorems and propositions generally come directly from the same
source as the statement. My contribution has been in selecting the material and
in choosing the order in which it will be presented.
2.1 Affine Sets
First we shall introduce a few important concepts about affine spaces and ideals.
Definition 2.1.1. ([CLO], Def. 4, p.3) Let k be a field and n be a positive integer.
Then the n-dimensional affine space over k is defined as
kn = {(a1, . . . , an) | a1, . . . , an ∈ k}.
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Definition 2.1.2. ([CLO], Def. 1, p.5) Suppose k is a field and f1, . . . , fs are
polynomials in k[x1, . . . , xn]. Then
V(f1, . . . , fs) = {(a1, . . . , an) ∈ kn | fi(a1, . . . , an) = 0 for all 1 ≤ i ≤ s}
is called the affine variety defined by f1, . . . , fs.
Definition 2.1.3. ([CLO], Def. 1, p.29) A subset I ⊂ k[x1, . . . , xn] is called an
ideal if:
1. I is nonempty.
2. If f, g ∈ I, then f + g ∈ I.
3. If f ∈ I and h ∈ k[x1, . . . , xn], then hf ∈ I.
Definition 2.1.4. ([CLO], Lemma 3, p.29) Suppose f1, . . . , fs are polynomials in
k[x1, . . . , xn]. Then we define the ideal generated by f1, . . . , fs to be




hifi | h1, . . . , hs ∈ k[x1, . . . , xn]
}
.
We will show that 〈f1, . . . , fs〉 is indeed an ideal in k[x1, . . . , xn]. This can be
done by showing that it satisfies the three conditions of Definition 2.1.3. First, since
0 =
∑s





i=1 qifi, and h ∈ k[x1, . . . , xn]. Thus we have








which are both in 〈f1, . . . , fs〉. Thus 〈f1, . . . , fs〉 is an ideal.
It turns out that every ideal I ⊂ k[x1, . . . , xn] is generated by a finite number of
elements from k[x1, . . . , xn]. This theorem is called the Hilbert Basis Theorem. In
order to prove this, we only need one definition.
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Definition 2.1.5. (Kunz, Def. 2.1, p. 10) A commutative ring R is said to be
Noetherian if any ideal in R can be generated by a finite number of elements.
Before we prove the Hilbert Basis Theorem we must show that any field k is in
fact a Noetherian ring. Since k is a field, the only ideals in k are 〈0〉 and k itself.
Since 0 is the only element that can generate 〈0〉, any ideal generated by a single
element is the entire field k. Since both ideals are generated by a single element,
the field k is Noetherian. From this we can state and prove a stronger version of
the Hilbert Basis Theorem.
Theorem 2.1.6. (Kunz, Prop. 2.3, p. 11) If k is Noetherian, then so is the poly-
nomial ring k[x1, . . . , xn].
Proof. We shall proceed by induction. For the polynomial ring k[x], we shall prove
the contrapositive of the theorem. So let I be an ideal in k[x1, . . . , xn] that is not
finitely generated. Let f1 ∈ I be a polynomial of least degree. Also if fk (k ≥ 1) has
already been chosen, then let fk+1 be a polynomial of least degree in I\〈f1, . . . , fk〉.
Let nk be the degree of fk and ak ∈ k be the leading coefficient of fk (k = 1, 2, . . .).
By choosing fk in this manner, we have n1 ≤ n2 ≤ · · · and a chain of ideals
〈a1〉 ⊂ 〈a1, a2〉 ⊂ · · · . We claim that this chain of ideals never becomes stationary,




biai (bi ∈ k) and




nk+1−nifi ∈ I\〈f1, . . . , fk〉,
where g is of lower degree than fk+1, which is a contradiction. Thus k is not
Noetherian. To prove that k[x1, . . . , xn], is Noetherian, simply take k in the proof
of the one variable casee to be k[x1, . . . , xn−1].
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It should be noted that several other proofs of the Hilbert Basis Theorem exist.
Consult Fulton [3] or Greuel and Pfister [4] for other methods of proving this
theorem. Now we will prove a couple of interesting facts, starting with what is
known as the Ascending Chain Condition.
Proposition 4. (Kunz, Prop. 2.2, p. 10) A commutative ring R is Noetherian if
and only if any ascending chain of ideals in R becomes stationary, i.e.
I1 ⊂ I2 ⊂ · · · ⊂ Im = Im+1.
Proof. First let R be Noetherian. Consider I = ∪∞i=1Ii. We shall first show that
I is an ideal, as done in ([CLO], Pf. of Thm. 7, p.76). Since I1 is an ideal, we
have 0 ∈ I1 ⊂ I. Secondly let f, g ∈ I. Then f ∈ Ij for some j and g ∈ Ik for
some k. Since Ij and Ik are in a chain of ideals, we will assume that k > j. (If
not, then switch f and g.) Then Ij ⊂ Ik and thus f, g ∈ Ik. Since Ik is an ideal,
f + g ∈ Ik ⊂ I. Finally, if h ∈ R, then hf ∈ Ij ⊂ I. Therefore I is an ideal. Since
I is an ideal in R, it is finitely generated by elements in R, say I = 〈r1, . . . , rn〉.
Since I is finitely generated, there exists some Im ⊂ I that is also generated by
the same elements. Hence Im = Im+1 = · · · .
To prove the converse, we will prove the contrapositive of the converse. So sup-
pose that R is not Noetherian. Then there exists some ideal I that is not finitely
generated. Thus let r1, . . . , rn ∈ I. Then we know that 〈r1, . . . , rn〉 6= I, which
means that there exists some rm+1 ∈ I such that r /∈ 〈r1, . . . , rn〉 6= I. From this
we can create a chain of ideals strictly contained in one another,
〈r1〉 ⊂ 〈r1, r2〉 ⊂ 〈r1, r2, r3〉 ⊂ · · · ,
that never becomes stationary.
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We can also talk about the variety of an ideal I, denoted V(I). As discussed in
[CLO], Def. 8, p.77, we have
V(I) = {(a1, . . . , an) ∈ kn|f(a1, . . . , an) = 0 for all f ∈ I}.
We can prove that V(I) is in fact an affine variety.
Proposition 5. ([CLO], Prop. 9, p.77) Let I = 〈f1, . . . , fs〉 be an ideal in the
polynomial ring k[x1, . . . , xn]. Then V(I) = V(f1, . . . , fs).
Proof. First we will show that V(I) ⊂ V(f1, . . . , fs). Let f ∈ I. Since each fi ∈ I,
we have that if f(a1, . . . , an) = 0, then we have fi(a1, . . . , an) = 0.
Conversely, suppose that (a1, . . . , an) ∈ V(f1, . . . , fs) and f ∈ I. Since I is





Thus we also have
f(a1, . . . , an) =
s∑
i=1




hi(a1, . . . , an) · 0 = 0.
Thus we have that V(f1, . . . , fs) ⊂ V(I), and equality is proved.
We can also talk about the ideal of a variety.
Definition 2.1.7. ([CLO], Def. 5, p. 31) Suppose V ⊂ kn is an affine variety.
Then the ideal of V , denoted I(V ), is defined as:
I(V ) = {f ∈ k[x1, . . . , xn] | f(a1, . . . , an) = 0 for all (a1, . . . , an) ∈ V }.
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We can show that I(V ) is an ideal as done in ([CLO], Pf. of Lem. 6, p.32) by
observing the following three facts:
1. It is clear that 0 ∈ I(V ) since 0 vanishes on all of kn.
2. If f, g ∈ I(V ) and (a1, . . . , an) is an arbitrary point in V , then f +g evaluated
at (a1, . . . , an) yields 0. Thus f + g ∈ I(V ).
3. If h ∈ k[x1, . . . , xn] and (a1, . . . , an) ∈ V , then we have h · f evaluated at
(a1, . . . , an) yields h · 0 = 0.
Thus I(V ) is indeed an ideal.
To summarize Proposition 5 and Definition 2.1.7, we have two maps. One map
V maps an ideal to a corresponding variety. The other map I maps a variety to a
corresponding ideal. However, the map V is not one-to-one, but both maps V and
I are inclusion reversing. This shall be part one of what we call the Ideal-Variety
Correspondence, taken with partial rewording from ([CLO], Thm. 7, p.175).
Theorem 2.1.8. If I1 ⊂ I2 are ideals in an arbitrary field k, then V(I1) ⊃ V(I2).
Similarly, if V1 ⊂ V2 are varieties, then we have I(V1) ⊃ I(V2). In addition, we
have, for any variety V ,
V(I(V )) = V.
Thus I is one-to-one.
Proof. First we will show that V is inclusion-reversing. Let I1 ⊂ I2 be ideals in
k[x1, . . . , xn. Let a ∈ kn. If every element of I2 vanishes at a, then so does every
element of I1. Thus every point of V(I2) is in V(I1), and thus V(I2) ⊂ V(I1). We
also have that I is inclusion-reversing, since any polynomial on a variety W must
vanish on a variety V contained in W .
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Let V = V(f1, . . . , fs) be a subvariety in k
n. We must show that V(I(V )) = V .
Since any polynomial f ∈ I(V ) vanishes on V , we have V ⊂ V(I(V )) from the
definition of V. Conversely, we have f1, . . . , fs ∈ I(V ). Since I(V ) is an ideal, we
know that 〈f1, . . . , fs〉 ⊂ I(V ). Since V is inclusion-reversing, we have V(I(V )) ⊂
V(〈f1, . . . , fs〉) = V . Thus V(I(V )) = V , and since I has a left inverse, it is one-
to-one.
2.2 Irreducibility and Unique Factorization
Domains
Definition 2.2.1. ([CLO], Def. 1, p. 146) If k is a field, then a polynomial f ∈
k[x1, . . . , xn] is said to be irreducible over k if the only nonconstant factor of f in
k is f itself.
It is not difficult to show that any polynomial f ∈ k[x1, . . . , xn] that is noncon-
stant can be written as a product of irreducible polynomials, as argued in ([CLO],
Prop. 2, p. 146). Obviously if f is irreducible then there is nothing to show. If f
is not irreducible, then f = gh, where g, h are polynomials in k[x1, . . . , xn]. Since
neither g nor h are nonconstant, the degrees of g and h are both less than the
degree of f . If they are irreducible, then we are done. If not, then break down g
and/or h as we did f , and repeat the process. Thus eventually f will be broken
down into irreducibles. We will use this idea of irreducibility to say a few things
about polynomials in k[x1, . . . , xn].
Definition 2.2.2. (Hungerford, Def. 1.5, p. 116) A commutative ring R that has
a nonzero identity and no zero divisors is said to be an integral domain.
Definition 2.2.3. (Hungerford, Def. 3.8 p. 139) A Euclidean ring is a commuta-
tive ring R together with a map φ : R− {0} → N such that
1. If a, b ∈ R and ab 6= 0, then φ(ab) > φ(a).
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2. If a, b ∈ R and b 6= 0, then there exist q, r ∈ R such that a = qb + r, where
either r = 0 or r 6= 0 with the condition that φ(b) > φ(r).
Note that if R is an integral domain and a Euclidean ring, then R is said to be
a Euclidean domain.
Definition 2.2.4. An ideal I ⊂ R is said to be maximal if there is no ideal properly
larger than I that is strictly contained in R.
Theorem 2.2.5. (Hungerford, Thm. 2.18, p. 128) Every ideal strictly contained
in an integral domain R is contained in a maximal ideal.
Proof. Let I be an ideal strictly contained in R and S be the set of all ideals J
strictly contained in R such that I ⊂ J . Since I ∈ S, the set S is nonempty. Let us
partially order S by set theoretic inclusion. We would like to use Zorn’s Lemma,
but to do so we need to prove that every chain C = {Ci|i ∈ I} of ideals in S has an
upper bound contained in S. Thus first let C = ∪i∈ICi. We need to show that C
is indeed an ideal, so let a, b ∈ C. Then a ∈ Ci and b ∈ Cj for some i, j ∈ I. Since
Ci and Cj are in a chain, let us choose that Ci ⊂ Cj, which implies that a, b ∈ Cj.
Then for any r ∈ R, we have a− b, ar and ra are all in Cj, and thus in C. Hence
C is an ideal. Since A ⊂ Ci for every i, we have A ⊂ C. Since each Ci ∈ S, we have
Ci 6= R for all i ∈ I. This means that the identity element of R is not in any of
the Ci’s, and thus not in C. Now that the conditions for Zorn’s Lemma have been
met, we have that S has a maximal element, and thus a maximal ideal in R that
contains A.
Definition 2.2.6. (Hungerford, Def. 3.1, p. 135) Two elements a, b ∈ R are said
to be associates if a|b and b|a.
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Definition 2.2.7. (Hungerford, Def 1.4, p. 116) An element r in a commutative
ring R is said to be a unit if it has an inverse in R.
Lemma 2.2.8. (Hungerford, Thm. 3.2(ii) & (iv), p. 136) Let R be an integral
domain and let a, b ∈ R. Then
1. a and b are associates if and only if 〈a〉 = 〈b〉.
2. a and b are associates if and only if a = br, where r ∈ R is a unit.
Proof. Suppose that a|b. Then a|rb, where r ∈ R. Since r is arbitrary, a divides
any element in 〈b〉. Thus 〈b〉 ⊂ 〈a〉. A similar argument proves that if b|a, then
〈a〉 ⊂ 〈b〉.
If a|b, then b = ar, where r is a nonzero element. If r = 0, then b = 0, and since
R is an integral domain, a = 0. Now suppose a = br, where r is a unit in R. Since
r is a unit, we have r−1a = r−1rb = b. Thus a|b and b|a.
Lemma 2.2.9. (Hungerford, Thm. 3.4(iv), p. 136) Any associate of an irreducible
element in R is also irreducible.
Proof. Let c, d ∈ R. Suppose c is irreducible in R and d is an associate of c. Then
we have that c = dr, where r ∈ R is a unit. If a, b ∈ R and d = ab, then we have
c = abr. Since c is irreducible, either a or br is a unit. However, if br is a unit, then
b must also be a unit. Since d = ab and one of a or b is a unit, d is irreducible.
Definition 2.2.10. (Hungerford, Def. 3.5 p. 137) An integral domain is said to
be a unique factorization domain if
1. every element a ∈ R that is not zero or a unit can be written as a = c1c2 · · · cn,
where each ci is irreducible.
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2. If a = c1c2 · · · cn = d1d2 · · · dm, where ci and di are irreducible, then n = m
and the ci’s can be permuted so that ci = adi, where a ∈ R is a constant.
Theorem 2.2.11. (Hungerford, Thm. 3.9, p. 139) Every Euclidean domain R is
a principal ideal domain.
Proof. Let I be an ideal and a ∈ I such that ϕ(a) is the smallest integer in the set
{ϕ(x)|x ∈ I, x 6= 0}. If b ∈ I, then we have b = qa + r, where either r = 0 or r 6= 0
with ϕ(r) < ϕ(a). Since we have b, qa ∈ I, we also have r ∈ I. Thus ϕ(r) ≥ ϕ(a),
and hence r must be 0. Since b = qa and b was chosen arbitrarily, I = 〈a〉, and
thus R is an integral domain.
Theorem 2.2.12. (Hungerford, Thm. 3.7, p. 138) Any principal ideal domain R
is a unique factorization domain.
Proof. Suppose S is the set of all nonzero nonunit elements of R that cannot be
factored into a finite number of irreducible elements. We will show that S is empty.
Let a ∈ S. Since R is a principal ideal domain, 〈a〉 is strictly contained in R and
〈a〉 ⊂ 〈c〉, where c is irreducible and 〈c〉 is maximal. Thus c divides a, and by
the Axiom of Choice, each a ∈ S has an irreducible divisor ca of a. Since R is an
integral domain, we can find a unique nonzero xa ∈ R such that caxa = a. We
need to show that xa ∈ S. If xa is a unit, then a = caxa is irreducible, which is
a contradiction. If xa /∈ S is not a unit, then xa can be factored into a product
of irreducibles. But this means a does as well, which is also a contradiction. Thus
xa ∈ S. We shall further show that 〈a〉 ⊂ 〈xa〉. To show that we have a strict
containment, suppose that 〈a〉 = 〈xa〉. Then xa = ay for some y ∈ R, and thus we
have a = xaca = ayca, which means that 1 = yca. Since ca is irreducible, this is
impossible, so we have strict containment.
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Now if we define a function f : S → S, where f(a) = xa, then we have already
shown that it is well defined. We can construct a function ϕ : N → S such that
ϕ(0) = a and for n ≥ 0, ϕ(n + 1) = f(ϕ(n)) = xϕ(n). If we let ϕ(n) = an, then we
have a sequence of elements in S where a1 = xa, a2 = xa1 , a3 = xa2 , . . .. But this
yields a chain of ideals 〈a〉 ⊂ 〈a1〉 ⊂ 〈a2〉 ⊂ · · · , which contradicts the ACC. Thus
S is empty, and every nonunit element of R − {0} can be factored into a finite
product of irreducibles.
To show the other property of unique factorization domains, let a = c1c2 · · · cn =
d1d2 · · · cm, where the ci’s and the di’s are irreducible. Since c1 is not a unit, it must
divide some di. Since both c1 and di are irreducible, c1 is the only associate of di.
Similarly c2, c3, . . . , cn each divide a corresponding dj. After using every element
in the product of c1 · · · cn, every element in the product d1 · · · dm must also be
exhausted. Thus n = m and the second property is satisfied.
Theorem 2.2.13. (Hungerford, Cor. 6.4, p. 159) If k is a field, then k[x1, . . . , xn]
is a unique factorization domain.
Proof. We shall prove this by induction on the number of variables in the extension
field of k. Thus let us prove this first for k[x1]. By construction, we have k[x1] is
an integral domain. If we define a map ϕ : k−{0} → N to be ϕ(f) = deg(f), then
from the division algorithm k[x1] is a Euclidean domain. From this we have that
k[x1] is a principal ideal domain, and thus a unique factorization domain. Now for
k[x1, . . . , xn], since we know that k[x1, . . . , xn] = k[x1, . . . , xn−1][xn], we can simply
take our original field to be k[x1, . . . , xn−1] and use the same argument.
2.3 Singular Points
While we can simply define a singular point as a point on a curve in the plane
where a unique tangent line fails to exist, we can use varieties to give a more
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precise definition, using the ideas and some rewordings of the exposition given by
([CLO], p.134-6). First we shall give an algebraic definition of a tangent line. Given
a point (a, b) ∈ V(f), a line L that passes through (a, b) is given by the parametric
equations
x = a + ct,
y = b + dt.
(2.3.1)
Clearly the line L passes through (a, b) at t = 0, and we can see that (c, d) 6= (0, 0)
is a vector that is parallel to L. Hence by varying (c, d), we can find any line that
passes through (a, b). By using this idea, we can find the line that is tangent to
V(f).
Consider the following example where the line L that passes through (2, 3) on
the parabola y = x2 − 1 is given by
x = 2 + ct,
y = 3 + dt.
While taking a derivative tells us that the slope of the tangent line at (2, 3) is 4,
we can use algebra to show this. To do this we will look at the polynomial that
describes how all of the tangent lines would meet the parabola. If we substitute
the parametric equations given by L into the equation y = x2 + 1, we have
g(t) = 3 + dt− (2 + ct)2 + 1 = −c2t2 + (d− 4c)t− 1 + 1 = −[c2t2 + (4c− d)t].
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The roots of g tell us how and where the line L intersects the parabola. There
are three distinct situations. If d 6= 4c and c 6= 0, then g has two distinct roots.
If d 6= 4c and c = 0, then g has one root. If d = 4c, then g has one root, which
has multiplicity 2. This line has an algebraic property that distinguishes it from
the other lines. This motivates the following definition, which gives us a purely
algebraic concept.
Definition 2.3.1. ([CLO], Def. 1, p.135) Let k be a positive integer. Suppose that
the point (a, b) ∈ V(f) and let L be a line that passes through this point. Then L
meets V(f) with multiplicity k at (a, b) if L can be parameterized as it was in the
beginning of this section such that t = 0 is a root of multiplicity k of the polynomial
f(a + ct, b + dt).
In order to show that the multiplicity of the intersection of a line L and a curve
V(f) is well-defined, we need to show that it is independent of the parameteriza-
tion. Suppose that we have two parameterizations
x = a + ct x = a + c′t
y = b + dt y = b + d′t
We must first show that these two parameterizations correspond to the same line
if and only if (c, d) = k(c′, d′), where k is some nonzero constant. If these two
parameterizations are the same, then (c, d) is parallel to (c′, d′). Thus there must
exist some constant a such that (c, d) = k(c′, d′). Conversely if there exists some
constant a such that (c, d) = k(c′, d′), then the vectors (c, d) and (c′, d′) are paral-
lel. Since the two parameterizations above also contain the point (a, b), then these
two parameterizations must be equivalent. Furthermore, since the two parameter-
izations are at the same point when t = 0, these parameterizations have the same
multiplicity at t = 0.
23
Now, if we allow ourselves to use a little bit of calculus, namely the gradient of







, then we can use the notion of multiplicity to find and
define the tangent line.
Proposition 6. ([CLO], Prop. 2, p.136) Let f ∈ k[x, y] and the point (a, b) ∈
V(f). Then
1. If ∇f(a, b) = (0, 0), then every line through (a, b) meets V(f) with multiplic-
ity ≥ 2.
2. If ∇f(a, b) 6= (0, 0), then there exists a unique line through (a, b) which meets
V(f) with multiplicity ≥ 2.
In order to prove this proposition, we first need the following result, which is
stated but not proven in the proof given in Cox, Little, and O’Shea [1].
Lemma 2.3.2. If g(t) = f(a + ct, b + dt), then g′(0) = 0 if and only if t = 0 is a
root of g of multiplicity ≥ 2.
Proof. First suppose that g(t) = t · h(t), where h(t) ∈ k[t]. Then g′(t) = h(t) + t ·
h′(t). From this we see that if g′(0) = 0, then this implies that h(0) + 0 · h′(0) = 0
and we have h(0) = 0. Hence t = 0 is a root of h of multiplicity ≥ 1, and thus
t = 0 is a root of g of multiplicity ≥ 2. To prove the other direction we can simply
retrace the forward proof from the end to its beginning.
And now for the proof of the proposition.
Proof. Let a line L be defined by the parametric equations in (2.3.1) and let g(t) =
f(a + ct, b + dt). Since (a, b) ∈ V(f), we know that t = 0 must be a root of g. Now
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f(a, b) · c + ∂
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If ∇f(a, b) = (0, 0), then we always have g′(0) = 0. Then from the previous
lemma, the line L always meets V(f) at (a, b) with multiplicity ≥ 2. Hence the
first part of the proposition is proved. Now, to prove the second part, suppose that
∇f(a, b) 6= (0, 0). We can see that g′(0) = 0 if and only if
∂
∂x
f(a, b) · c + ∂
∂y
f(a, b) · d = 0. (2.3.2)
This is a linear equation where c and d are unknown. Since both partial derivatives
are not zero simultaneously, we have a one dimensional solution space. Therefore
there exists some (c0, d0) 6= (0, 0) such that (c, d) satisfies Equation (2.3.2) if and
only if there exists some λ ∈ k such that (c, d) = λ(c0, d0). Thus we have that
every (c, d) such that g′(0) = 0 parameterize the same line L. Hence there exists
a unique line that meets V(f) at (a, b) with multiplicity ≥ 2. This proves the
proposition.
From this proposition we can now define a tangent line as well as a singular
point.
Definition 2.3.3. ([CLO], Def. 3, p.136) Let f ∈ k[x, y] and (a, b) ∈ V(f).
1. If ∇f(a, b) 6= (0, 0), then the unique line through the point (a, b) that meets
V(f) with multiplicity ≥ 2 is the tangent line of V(f) at (a, b). The point
(a, b) is called a nonsingular point of V(f).
2. If ∇f(a, b) = (0, 0), then the point (a, b) is called a singular point of V(f).
From these definitions, it is not difficult to find the singular points of a given
curve V(f). We know the gradient ∇f is zero when ∂
∂x
f = 0 and ∂
∂y
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FIGURE 2.1. A plot of the graph y2 = x2(2 + x). Note the double point at the origin.
since we are on V(f), we must have f = 0. Hence we can use these three equations
(and the techniques to find Groebner bases that follow in Chapter 2) to find the
singular points.
2.4 Double Points and the Genus of a Curve
A subset of these singular points are called double points. These points will be
particularly useful in finding what is called the genus of a curve.
Definition 2.4.1. ([Fulton], p. 66) Let L be any curve written in the form L =
Lm + Lm+1 + . . . + Ln in k[x, y] where Lm is a nonzero form and P = (0, 0). Then
m is the multiplicity of L at P . The point P is said to be a double point if m = 2.
Note that we can consider the multiplicity of any point P on L by using a linear
transformation of the curve that moves P to the origin. A graphical example of a
double point is given in Figure 2.1. Obviously many curves do not have any double
points, but there is a bound on the number of double points a curve can have.
This bound comes from Bezout’s Theorem, which will not be proved here, but can
be found in Fulton [3]. One version of it says that if the degree of the equation
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describing a plane curve is denoted by d, then the maximum number of double
points is (d− 1)(d− 2)/2. Now we are ready to discuss the genus of a curve.
Definition 2.4.2. Let C be an irreducible curve of degree d with n singular points,







Groebner Bases and Elimination




If we look at the curve parameterized by these equations, then we see a curve
that looks like a parabola when viewing just the xy-axes and a line when viewing
just the xz-axes. This should not be surprising, since if we “eliminate” the final
parametric equation (and thus we eliminate the z variable), we have a parabola
in two dimensions. Also if we only had the first and third parametric equations,
eliminating the y variable, we have a line in two dimensions. In essence we are
using geometric elimination in order to project this curve onto a two dimensional
space.
In this section we will discuss monomial orderings and define one method of
eliminating variables called Groebner bases, which will be used in Chapter 5. An
algorithm to generate a Groebner basis shall also be presented. We then discuss
ways to reduce this basis as well as other important results. These Groebner bases
will help us prove some results from elimination theory, which are given in this
chapter.
In this chapter the notation, statements and proofs come from Cox, Little, and
O’Shea [1], and are minor rewordings unless otherwise noted. My contribution is
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the order in which the material is presented as well as the example starting on
page 48.
3.1 Groebner Bases
In this section we will give some background to Groebner bases, including monomial
orderings, normal forms, and monomial ideals. Then we will define a Groebner basis
and give an algorithm to find one for an ideal. First a note on notation. If we are
in the ring k[x1, . . . , xn], then we shall use the symbol x
γ to denote the monomial
xγ11 x
γ2
2 · · ·xγnn . Now we shall define a monomial order.
Definition 3.1.1. ([CLO, Def. 1, p.53) In the ring k[x1, . . . , xn], a relation > on
the set of monomials xγ, where γ ∈ Zn≥0, is said to be a monomial ordering if it
has the following properties:
1. Given xγ and xβ, one of the following is true: xγ < xβ, xγ > xβ, or xγ = xβ.
2. If γ > β and α ∈ Zn≥0, then γ + α > β + α.
3. The relation > is well-ordered on Zn≥0, i.e. there is a smallest element under
> for any nonempty subset of Zn≥0.
As one would suspect, there exists several monomial orderings. Below we will
define three of the most common.
Definition 3.1.2. ([CLO], Def. 3, p.54) Let a = (a1, . . . , an) and b = (b1, . . . , bn)
be vectors with nonnegative integer entries. Then we say that a >lex b if the left-
most nonzero entry of a − b ∈ Zn is positive. We will say xa >lex xb if a >lex b.
This is called the lexicographic ordering, or just lex ordering for short.




ai > |b| =
n∑
i=1
bi, or |a| = |b| and a >lex b.
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This is called the graded lexicographic ordering, or just grlex ordering for short.





ai > |b| =
n∑
i=1
bi, or |a| = |b|
and the right-most nonzero entry of a−b ∈ Zn is negative. This is called the graded
reverse lexicographic ordering, or just grevlex ordering.
Of course, each of these ordering have their advantages and disadvantages, but
we will find that the lex ordering will be the most important in our discussion
of Groebner bases. Now for a few more definitions, which are taken directly from
([CLO], Def. 7, p. 57).
Definition 3.1.5. Let f =
∑
i aix
i be a nonzero polynomial in k[x1, . . . , xn] and
let > be a monomial order.
1. The multidegree of f is
multideg(f) = max(i ∈ Zn≥0 | ai 6= 0)
where the maximum is taken with respect to >.
2. The leading coefficient of f is
LC(f) = amultideg(f) ∈ k.
3. The leading monomial of f is
LM(f) = xmultideg(f)
with coefficient 1.
4. The leading term of f is
LT(f) = LC(f) · LT(f).
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There is one property of the multidegree that we will need in a future proof.
Lemma 3.1.6. ([CLO], Lemma 8, p.58) If f, g ∈ k[x1, . . . , xn] are nonzero poly-
nomials, then
multideg(fg) = multideg(f) + multideg(g).
Proof. If we multiply f by g, then we must get a monomial term where the expo-
nents of the xi are the sum of multideg (f) and multideg (g). Let α and β denote
the multidegree of f and g respectively. Then since no other αi is larger than α and
no other βi is larger than β in our monomial ordering, we have that α+β > αi+βi.
Therefore multideg(fg) = multideg(f) + multideg(g).
Let g1, . . . , gn ∈ k[x1, . . . , xn]. We know that any f ∈ k[x1, . . . , xn] can be ex-
pressed as f = a1g1 + · · ·+angn + r, where gi, ai ∈ k[x1, . . . , xn] and the remainder
r is not divisible by any of the gi’s. An algorithm exists that can find such an
expression for f , as stated and proved in ([CLO], Thm. 3, p61-3).
Theorem 3.1.7. Choose a monomial order > on Zn≥0 and let F = (f1, . . . , fs)
be an ordered s-tuple of polynomials in k[x1, . . . , xn]. Then any polynomial f ∈
k[x1, . . . , xn] can be expressed as
f = a1f1 + · · ·+ asfs + r,
where ai, r ∈ k[x1, . . . , xn] and either r is zero or r is a linear combination of mono-
mials, with coefficients in k, that are not divisible by any of LT(f1), . . . , LT(fs).
We will call r a remainder of f on division by F .
Proof. First we give a generalization of the algorithm:
Input: f1, . . . , fs, f
Output: a1, . . . , as, r
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a1 := 0; . . . ; as := 0; r := 0
p := f
WHILE p 6= 0 DO
i := 1
division occurred := false
WHILE i ≤ s AND divisionoccurred = false DO
IF LT(fi) divides LT(p) THEN
ai := ai + LT(p)/LT(fi)
p := p− (LT(p)/LT(fi))fi
divisionoccurred := true
ELSE
i := i + 1
IF divisionoccurred := false THEN
r := r + LT(p)
p := p− LT(p)
We see that while we go through the WHILE . . . DO loop, one of two things
happens:
• (Division Step) If some LT(fi) divides LT(p), then the algorithm proceeds as
if we had just one variable.
• (Remainder Step) If no LT(fi) divides LT(p), then the algorithm adds LT(p)
to the remainder.
To prove that this algorithm works, we will first show that
f = a1f1 + · · ·+ asfs + p + r (3.1.1)
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holds at every step. Clearly this is true for the initial values of a1, . . . , as, p, and r.
Now suppose that (3.1.1) holds at one step of the algorithm. If the next step is a
division step, then some LT(fi) divides LT(p), and the equality
aifi + p = (ai + LT(p)/LT(fi))fi + (p− LT(p)/LT(fi))fi)
shows that aifi + p is unchanged. Since all other variables are unaffected by this
step, f holds that value. However, if the next step is a remainder step, then p and
r will be changed, but the sum p + r is unchanged since
p + r = (p− LT(p)) + (r + LT(p)).
Thus f still holds that value.
Next, notice that the algorithm terminates when p = 0. In this case, f becomes
f = a1f1 + · · ·+ asfs + r.
Since terms are added to r only when they are divisible by none of the LT(fi),
it follows that a1, . . . , as and r have the desired properties when the algorithm
terminates.
Now all that is left to show is that the algorithm eventually does terminate. The
key observation is that each time we redefine the variable p, either its multidegree
drops (relative to our term ordering) or it becomes zero. To see this, first suppose
that during a division step, p is redefined to be
p′ = p− LT(p)
LT(fi)
fi.












so that p and (LT(p)/LT(fi))fi have the same leading term. Hence, their difference
p′ must have a strictly lesser multidegree when p′ 6= 0. Next, suppose that during
a remainder step, p is redefined to be
p′ = p− LT(p).
Clearly multideg(p′) < multideg(p) when p′ 6= 0. Thus the multidegree will decrease
in either case. If the algorithm never terminated, then we would end up with
an infinite decreasing sequence of multidegrees, which is impossible by the well-
ordering property of >. Thus p becomes zero in this algorithm eventually, which
means the algorithm will terminate after finitely many steps.
Now we will discuss monomial ideals and a few of their properties.
Definition 3.1.8. ([CLO], Def. 1, p.67) An ideal I ⊂ k[x1, . . . , xn] is called a
monomial ideal if there exists a subset A ⊂ Zn≥0 such that I contains only polyno-
mials that can be expressed in the form
∑
a∈A hax
a, where ha ∈ k[x1, . . . , xn]. Here
we say that I = 〈xa | a ∈ A〉.
It is fairly clear that if I = 〈xa | a ∈ A〉 is a monomial ideal, then xb ∈ I if and
only if xa | xb for some a ∈ A. From this follows the fact that f ∈ I if and only
if f can be expressed as a k-linear combination of the monomials in I. Hence two
monomial ideals are equivalent if and only if they contain the same elements.
Proposition 7. ([CLO], Prop. 3, p. 73) Let I ⊂ k[x1, . . . , xn] be an ideal. Then
1. The ideal generated by the leading terms of the elements of I, 〈LT(I)〉, is a
monomial ideal.
2. There exist g1, . . . , gs ∈ I such that 〈LT(I)〉 = 〈LT(g1), . . . , LT(gt)〉.
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Proof. (1) Consider the monomial ideal 〈LM(g) | g ∈ I−{0}〉. Since LC(g)LM(g) =
LT(g), we have 〈LM(g) | g ∈ I − {0}〉 ⊂ 〈LT(g) | g ∈ I − {0}〉 = 〈LT(I)〉.
To show that these two ideals are indeed equal, let f ∈ I − {0} and consider
LT(f). Since LM(f) ∈ 〈LM(g) | g ∈ I − {0}〉, then by the definition of an ideal,
LC(f) · LM(f) ∈ 〈LM(g) | g ∈ I − {0}〉. Hence LT(f) ∈ 〈LM(g) | g ∈ I − {0}〉,
and thus the two ideals are equal. Hence LT(I) is a monomial ideal.
(2) Since 〈LT(I)〉 is an ideal in k[x1, . . . , xn], we know that by the Hilbert Basis
Theorem that this ideal is generated by the leading monomials of finitely many
g1, . . . , gt ∈ I. Since a nonzero constant is the only difference between LM(gi) and
LT(gi), we have the desired equality.
Now we are ready to introduce Groebner bases.
Definition 3.1.9. ([CLO], Def. 5, p. 74) A finite subset G = 〈g1, . . . , gs〉 of an
ideal I ⊂ k[x1, . . . , xn] with a monomial order < is called a Groebner basis if
〈LT(g1), . . . , LT(gt)〉 = 〈LT(I)〉.
We claim that every nonzero ideal I ⊂ k[x1, . . . , xn] has a Groebner basis. We
only need to prove that 〈g1, . . . , gs〉 = I. Clearly 〈g1, . . . , gs〉 ⊂ I since every gi ∈ I.
To show the reverse inclusion, let f ∈ I and G = {g1, . . . , gs} ∈ I such that
〈LT(g1), . . . , LT(gt)〉 = 〈LT(I)〉, as in Exercise 6 of ([CLO], p.78). Let us use the
division algorithm to divide f by {g1, . . . , gs}. Since LT(f) ∈ 〈LT(I)〉, there exists
a gk ∈ G such that LT(gk) divides LT(f). If we reorder the elements of G such that
this gk is now g1, we have f = a1g1 +h1. Since f and a1g1 are in I, we have h1 ∈ I.
Now we can divide h1 by G as we did f , and we will get h1 = a2g2 + h2. Again
h2 ∈ I, and we can repeat the division algorithm. Since every remainder we will
get is in I and this algorithm must terminate after a finite number of steps, we find
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that the eventual remainder must be zero. Hence f can be written as
∑t
i=1 aigi,
which shows that f ∈ 〈g1, . . . gt〉, and thus I = 〈g1, . . . , gt〉.
Now we shall discuss some properties of Groebner bases. We will use these facts
in order to find an algorithm for computing Groebner bases.
Proposition 8. ([CLO], Def. 1, p.79) Consider a Groebner basis G = g1, . . . , gs
for an ideal I ⊂ k[x1, . . . , xn]. If f ∈ k[x1, . . . , xn], then there exists a unique
r ∈ k[x1, . . . , xn] such that
1. None of LT(g1), . . . , LT(gs) divide a term of r.
2. There exists g ∈ I such that f = g + r.
In fact, the remainder on division of f by G will be r regardless of which order the
elements of G are used when using the division algorithm.
Proof. From the division algorithm, we have f = a1g1 + · · · + asgs + r, where r
satisfies the first property. If we let g = a1g1 + · · · + asgs ∈ I, then we have also
satisfied the second property. Thus r exists.
To prove that r is unique, suppose that f = g + r = g′ + r′ satisfy the two
properties. Then we have r′ − r = g′ − g ∈ I. Thus if r 6= r′, then LT(r − r′) ∈
〈LT(I)〉. Since G is a Groebner basis for I, we have 〈LT(I)〉 = 〈LT(g1), . . . , LT(gs)〉.
Therefore at least one of LT(g1), . . . , LT(gs) divides LT(r−r′), which is impossible
since no single term of r or r′ could be divisible by one of LT(g1), . . . , LT(gs). Thus
r = r′, and uniqueness has been shown.
The final statement in the proposition follows immediately from the uniqueness
of r.
This leads to a necessary and sufficient condition for a polynomial to lie in an
ideal.
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Corollary 1. ([CLO], Cor. 2, p. 80) Suppose f ∈ k[x1, . . . , xn] and G = {g1, . . . , gt}
is a Groebner basis for an ideal I ⊂ k[x1, . . . , xn]. When f is divided by G, the re-
mainder will be zero if and only if f ∈ I.
Proof. We have already seen that if the remainder is zero, then f ∈ I. Conversely,
suppose that f ∈ I. Then f = f + 0 satisfies the two conditions of Proposition 8.
Hence zero is the desired remainder.
From here onward, we will write f
G
instead of r for the remainder on division of
f by the ordered s-tuple G = (g1, . . . , gs). Note that if we have a Groebner basis
G for 〈g1, . . . , gs〉, then we can simply view G as a set without worrying about the
order of the gi’s.
Next we shall learn how to determine whether a given generating set of an ideal
is indeed a Groebner basis. First we shall define an S-polynomial.
Definition 3.1.10. ([CLO], Def. 4, p.81) Let f, g ∈ k[x1, . . . , xn]\{0} be polyno-
mials.
1. If multideg(f) = a and multideg(g) = b, then let c = (c1, . . . , cn), where
ci = max (ai, bi) for each i from 1 to n. Then x
c is called the least common
multiple of LM(f) and LM(g), which is written xc = LCM(LM(f), LM(g)).








From the definition, we can see that the S-polynomial of f and g will cancel the
leading terms of those polynomials. In fact, any sort of cancellation of leading terms
among polynomials of the same multidegree comes from these S-polynomials, as
stated in the next lemma from ([CLO], Lemma 5, p. 81).
37
Lemma 3.1.11. Consider the sum
∑s
i=1 cifi, where ci ∈ k and multideg(fi) = δ ∈
Zn≥0 for all i. If multideg(
∑s
i=1 cifi) < δ, then
∑s
i=1 cifi is a linear combination of
the S(fj, fk) for 1 ≤ j, k ≤ s whose coefficients in k. In addition, each S(fj, fk)
has multidegree < δ.
Proof. Let di = LC(fi), so that cidi = LC(cifi). Since the cifi have multidegree δ
and multideg(
∑s
i=1 cifi) < δ, we have
∑s
i=1 cifi = 0.







cidipi = c1d1(p1 − p2) + (c1d1 + c2d2)(p2 − p3) + · · ·+
(c1d1 + · · ·+ ct−1dt−1)(pt−1 − pt) + (c1d1 + · · ·+ ctdt)pt.
We assumed that LT(fi) = dix















fk = pj − pk. (3.1.2)
Due to this equation and the fact that
∑s
i=1 cidi = 0, the above sum becomes
s∑
i=1
cifi = c1d1S(f1, f2) + (c1d1 + c2d2)S(f2, f3) + · · ·+
(c1d1 + · · ·+ ct−1dt−1)S(ft−1, ft),
which is what we wanted. Since pj and pk have multidegree δ and LC(fj) =
LC(fk) = 1, the multidegree of pj − pk is less than δ. Due to Equation (3.1.2),
the same is true of S(fj, fk), and thus we are done.
Now we have everything we need in order to determine whether a given basis
for an ideal is indeed a Groebner basis. The following theorem and its proof, from
([CLO], Thm. 6, p.82), will give us the criteria.
38
Theorem 3.1.12. Let I be a polynomial ideal. A basis G = {g1, . . . , gt} for I is a
Groebner basis for I if and only if for all pairs i 6= j, the remainder on division of
S(gi, gj) by G is zero.
Proof. In one direction, if G is a Groebner basis, then since S(gi, gj) ∈ I, the
remainder on division by G is zero.
Conversely, let f ∈ I = 〈g1, . . . , gs〉 be a nonzero polynomial. We know there are





Let mi = multideg(higi) and δ = max(m(1), . . . , m(t)). From this we can say
that multideg(f) ≤ δ. Now consider all possible ways that f can be written as in
Equation (3.1.3). There could be a different δ for each such expression. Since a
monomial order is a well-ordering, we can select a particular expression such that
δ is minimal.
Thus we only need to show that once this minimal δ is chosen, we have δ =
multideg(f). It follows that LT(f) ∈ 〈LT(g1), . . . , LT(gt)〉, which would prove the
theorem.
We will proceed by contradiction. Obviously multideg(f) is not greater than δ,



















We see that the monomials appearing in the last two sums on the second line all
have a multidegree that is less than δ. Hence, the first sum also has a multidegree
that is less than δ.
Let LT(hi) = cix






the form described in Lemma 3.1.11 with fi = x
α(i)gi. Thus this sum is a linear



















The next step is to use our hypothesis that the remainder of S(gj, gk) on di-
vision by g1, . . . , gt is zero. Using the division algorithm, this means that each





where aijk ∈ k[x1, . . . , xn]. We also know from the division algorithm that we have
multideg(aijkgi) ≤ multideg(S(gj, gk)) for all i, j, k. From this, we can see that we
can find an expression for S(gj, gk) in terms of G where the leading terms do not
all cancel when the remainder is zero.







where bijk = x
δ−γjkaijk. Then with the previous lemma, we can see that
multideg(bijkgi) ≤ multideg(xδ−γjkS(gj, gk)) < δ.



















which has the property that for all i, multideg(h̃igi) < δ.




i h̃igi into Equation (3.1.4), we obtain
an expression for f as a polynomial combination of the gi’s where all terms have
multidegree < δ. This contradicts the minimality of δ and thus the proof of the
theorem is completed.
This theorem is sometimes called Buchburger’s S-pair criterion. It is one of
the most important results about Groebner bases. In fact, we can use these S-
polynomials to create a Groebner basis from a set of polynomials that do not give
us a Groebner basis. The following algorithm for finding a Groebner basis is called
Buchberger’s Algorithm, as stated in ([CLO], Thm. 2, p. 87).
Theorem 3.1.13. Let I = 〈f1, . . . , fs〉 6= 0 be a polynomial ideal. Then we can find
a Groebner basis for I in a finite number of steps by using the following algorithm:
Input: F = (f1, . . . , fs)





FOR each pair p, q, p 6= q in G′ DO
S := S(p, q)
G′
IF S 6= 0 THEN G := G ∪ S
UNTIL G = G′
Proof. Let G = {g1, . . . , gt}. Then, in order to simplify notation, let 〈G〉 and
〈LT(G)〉 be the following:
〈G〉 = 〈g1, . . . , gt〉
〈LT(G)〉 = 〈LT(g1), . . . , LT(gt)〉
Now in order to show that this algorithm indeed works, we shall first show that
G is a subset of I during every step of this algorithm. This is certainly true initially,
and whenever we add elements to G, we are adding the remainder S = S(p, q)
G′
for p, q ∈ G. But since G ⊂ I, p, q and thus S(p, q) are all in I. Furthermore, since
we are dividing by G′ ∈ I, we have G ∪ {S} ⊂ I. We should also note that G
contains the given basis F of I, and hence G is a basis of I.
The algorithm terminates when G = G′, which implies that S(p, q)
G′
= 0 for all
p, q ∈ G. Hence G is a Groebner basis of I.
Finally we must prove that the algorithm indeed terminates in a finite number
of steps. Let us consider what happens after each iteration of the algorithm. We
see that the set G consists of G′ (the previous G) as well as the nonzero remainders
of S-polynomials of elements of G′. Then
〈LT(G′)〉 ⊂ 〈LT(G)〉
since G′ ⊂ G. Furthermore, if G′ 6= G, then we claim that this containment is strict.
To see this, suppose that a nonzero remainder r of an S-polynomial has been added
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to G. Since r is a remainder on division by G′, we have that no element of LT(G′)
divides LT(r). Hence LT(r) is contained in LT(G) and is not contained in LT(G′),
which proves the claim.
From the containment above, the ideals LT(G′) from successive iterations of our
algorithm form an ascending chain of ideals in k[x1, . . . , xn]. Thus by the Ascending
Chain Condition, we will eventually get 〈LT(G′)〉 = 〈LT(G)〉. Hence we will get
G′ = G at some point, which proves the theorem.
While alterations can be made to decrease the amount of needed for the algo-
rithm to run, we will not deal with those improvements here. Also, sometimes this
algorithm yields elements that can be generated from other elements already in the
basis. The following lemma is one method for finding these redundant elements.
Lemma 3.1.14. ([CLO], Lemma 3, p.89) Suppose G is a Groebner basis for the
polynomial ideal I. If p ∈ G is a polynomial such that LT(p) ∈ 〈LT(G − {p})〉,
then G− {p} is a Groebner basis for I as well.
Proof. We already know that 〈LT(G)〉 = 〈LT(I)〉. If LT(p) ∈ 〈LT(G− {p})〉, then
we have 〈LT(G − {p})〉 = 〈LT(G)〉. Thus G − {p} is also a Groebner basis for
I.
From this lemma we see that we can minimize the number of elements in a
Groebner basis. This leads to the following definition.
Definition 3.1.15. ([CLO], Def. 4, p.89) A minimal Groebner basis G for a poly-
nomial ideal I is a Groebner basis for I such that
1. LC(p) = 1 for all p ∈ G.
2. For all p ∈ G, LT(p) /∈ 〈LT(G− {p})〉.
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Unfortunately, there may not be a unique mininal Groebner basis for some poly-
nomial ideal. Fortunately, we can find one that has special properties that make it
more desirable than the others. This leads to the following definition.
Definition 3.1.16. ([CLO], Def. 5, p. 92) A reduced Groebner basis for a polyno-
mial ideal I is a Groebner basis G for I such that:
1. LC(p) = 1 for all p ∈ G.
2. For all p ∈ G, no monomial of p lies in 〈LT(G− {p})〉.
In general, reduced Groebner bases have the following nice property.
Proposition 9. ([CLO], Prop. 6, p.92) Let I be a nonzero polynomial ideal. Given
a monomial ordering, the ideal I has a unique reduced Groebner basis.
Proof. Let G be a minimal Groebner basis for I. To prove this proposition, we
shall modify the elements of G so that they are reduced.
First notice that the definition of reduced only involves the leading terms. Thus
we can conclude that regardless of which minimal Groebner basis of I is chosen
that contains g and possesses the same set of leading terms, g will be reduced for
G.
Next, given g ∈ G, set G′ = (G−{g})∪ {g′}, where g′ = gG−{g}. To see that G′
is indeed a minimal Groebner basis for I, first notice that LT(g′) = LT(g). This
follows from the fact that LT(g) becomes part of the remainder since no element
of LT(G − {g}) divides LT(g) when we divide g by G − {g}. Hence 〈LT(G′)〉 =
〈LT(G)〉. Since G′ ⊂ I, G′ is a Groebner basis, and thus is minimal. Also note that
we constructed g′ in such a way that it would be reduced for G′.
Repeat this process for every element in G until each has been reduced. The
Groebner basis could change each time we carry out this procedure, but we already
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know that once an element is reduced, it will remain reduced since the leading terms
never change. Thus the end result of this process is a reduced Groebner basis.
As for uniqueness, suppose that G and G̃ are both reduced Groebner bases for I.
Thus G and G̃ are minimal. We see that 〈G〉 = 〈I〉 = 〈G̃〉. Now we must show that
LT(G) = LT(G̃). So suppose that this is not true. Then there exists g̃ ∈ G̃ such that
LT(g̃) /∈ G. This implies that LT(g̃) /∈ 〈LT(g1), . . . , LT(gs)〉 = 〈LT(g̃1), . . . , LT(g̃t)〉,
which is a contradiction.
Now we must show that G and G̃ have the same number of elements. Suppose
there exists g ∈ G such that LT(g) ∈ LT(G) − LT(G̃). Then g can be generated
by leading terms in G. However, since 〈LT(G)〉 = 〈LT(G̃)〉, g can be generated
by elements of LT(G) other than itself. But this implies that G was not minimal,
which is a contradiction. Hence G and G̃ have the same leading terms. Hence
given g ∈ G, there exists g̃ ∈ G̃ such that LT(g) = LT(g̃). Now in order to prove
the theorem, we only need to show that g = g̃, as this implies that G = G̃ and
uniqueness follows.
To show this, consider g− g̃. Clearly g− g̃ ∈ I, and since G is a Groebner basis,
we have that g − g̃G = 0. Since LT(g) = LT(g̃), the leading terms cancel in g − g̃,
and the remaining terms are not divisible by any of LT(G) = LT(G̃) since both
G and G̃ are reduced. Thus g − g̃G = g − g̃, and therefore g − g̃ = 0. Hence the
proposition has been proved.
Now that we have enough background, we can discuss some elimination theory.
3.2 The Theory of Elimination
Recall the three dimensional example at the beginning of the chapter. Of course, a
situation could arise where there are n variables that need to be eliminated. Thus
suppose that we have V = V(f1, ..., fs) ⊂ Cn. If we wish to “eliminate” the first
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k variables x1, ..., xk, then we can use the projection map πk : Cn → Cn−k, where
π(a1, ..., an) = (ak+1, ..., an). Clearly πk(V ) ⊂ Cn−k. This leads us to the following
definition.
Definition 3.2.1. ([CLO], Def. 1, p. 113) If I = 〈f1, . . . , fs〉 ⊂ k[x1, . . . , xn], then
the lth elimination ideal Il is an ideal in k[xl+1, . . . , xn] defined by
Il = I ∩ k[xl+1, . . . , xn].
We can see that Il consists of all functions that depend only on the variables
xl+1, . . . , xn that are in the ideal I. Using this definition and the map πk, we can
say the following:
Lemma 3.2.2. ([CLO], Lemma 1, p. 120) Let Ik = 〈f1, . . . , fs〉 ∩ C[xk+1, . . . , xn]
be the kth elimination ideal. Then πk(V ) ⊂ V(Ik).
Proof. Choose a polynomial f ∈ Ik. If the point (a1, . . . , an) ∈ V , then f vanishes
at that point since f is generated by f1, . . . , fs. However, since f only has the
variables xk+1, . . . , xn, we have
f(ak+1, . . . , an) = f(πk(a1, . . . , an)) = 0.
Thus f vanishes at every point in πk(V ).
Points in V(Ik) are also called partial solutions. From the lemma, we see that
πk(V ) = {(ak+1, . . . , an) ∈ V(Ik) | ∃ a1, . . . , ak ∈ C 3 (a1, . . . , an) ∈ V }.
With this background and notation, we can discuss what is known as the Elimi-
nation Theorem.
Theorem 3.2.3. ([CLO], Thm. 2, p. 113) Let I ⊂ k[x1, . . . , xn] be an ideal and
let G be a Groebner basis of I with respect to lex order where x1 > x2 > · · · > xn.
Then for every 0 ≤ l ≤ n, the set
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Gl = G ∩ k[xl+1, . . . , xn]
is a Groebner basis of the lth elimination ideal Il.
Proof. Fix l between 0 and n. Since Gl ⊂ Il, we only need to show that
〈LT(Il)〉 = 〈LT(Gl)〉.
Clearly we have 〈LT(Gl)〉 ⊂ 〈LT(Il)〉, so we only need to show the reverse
inclusion.
Since f also lies in I, we know that since G is a Groebner basis of I, we have
that LT(f) is divisible by LT(g) for some g ∈ G. Since f ∈ Il, we see that LT(g)
can be expressed using only the variables xl+1, . . . , xn. However, since we are using
lex order with x1 > · · · > xn, any monomial that has x1, . . . , xl in it is greater than
any monomial in k[xl+1, . . . , xn]. Thus the fact that LT(g) ∈ k[xl+1, . . . , xn] implies
that g ∈ k[xl+1, . . . , xn]. Hence g ∈ Gl, and the theorem has been proven.
Now let us take a look at an example of how we can use elimination to solve a
system of equations. Consider the following system of equations:
x2 + 3y2 = 7
x2 + 3xy + y2 = 11.
If we take a look at the graphs of these two equations (see Figure 2.1), then we
can see that there are two areas where there appears to be at least one point of
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FIGURE 3.2. Two points of intersection
a closer look at one of these areas (see Figure 2.2) we can see that there are two
points of intersection at each area.
We can use these equations to obtain the ideal I = 〈x2 + 3y2 − 7, x2 + 3xy +
y2− 11〉. Using this ideal I, we will now compute a Groebner basis with respect to
lexicographic ordering by using Buchberger’s Algorithm. First, let f1 = x
2+3y2−7
and f2 = x
2+3xy+y2−11 be the elements of our generating set. We shall compute
S(f1, f2). Since LT(f1) = LT(f2), we have that S(f1, f2) = f1−f2 = −3xy+2y2+4.
Since x2 does not divide −3xy+2y2 +4, we have S(f1, f2) /∈ 〈LT(f1), LT(f2)〉. Note
that this also tells us that our two equations alone do not give us a Groebner basis.
For simplicity, let f3 = S(f1, f2). We need f3 in our generating set; thus we shall
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add f3 to our previous set of generators, which was I. We shall call this new set
G1.





x + 3y3 − 7y. Again, no combination
of fi’s divide S(f1, f3), and so we let f4 = S(f1, f3) and we will add f4 to our





x+ y3−11y is a
necessary element to our generating set, and thus we let f5 = S(f2, f3). Hence our
new generating set is G2 = G1 ∪ {f4, f5}.
The next iteration of Buchberger’s Algorithm tells us that our new generating
set G3 contains G2 as well as any S-polynomial of each pair of polynomials in G2
that is not already included in G2. There will be twelve polynomials in all in this
new set: f1, f2, f3, f4, f5, and the following seven:
f6 = S(f1, f4) = −4x2 − 9xy3 − 21xy + 6y4 − 14y2
f7 = S(f1, f5) = −4x2 − 3xy3 + 33xy + 33y4 − 77y2
f8 = S(f2, f4) = −4x2 − 3xy3 + 21xy + 2y4 − 22y2
f9 = S(f2, f5) = −4x2 + 30xy3 + 33xy + 11y4 − 121y2
f10 = S(f3, f4) = −12x− 27y3 − 4y2 + 55y
f11 = S(f3, f5) = −12x− 9y3 − 22y2 + 55y
f12 = S(f3, f4) = 36x + 93y
3 − 165y
Note that since f12 is divisible by 3, we can reduce it to 12x + 31y
3 − 55y.
Our next iteration of Buchberger’s Algorithm will force us to compute 56 more
S-polynomials. There is not enough room here to print them all, but one of those
S-polynomials has only one variable. Thus we can find the y-coordinates of all of
the solutions to this system of equations by solving that one for y. We will find
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that S(f3, f12) = −93y4 + 141y2 − 48, which can be reduced to 31y4 − 47y2 + 16.
It turns out that S(f3, f12) and f12 are the only two elements we need in order to
have a minimal reduced Groebner basis.
Now we only need to solve the equation 31y4−47y2 +16 = 0 and then substitute
those solutions into one of the original equations. The solutions we get for this




, and with these answers, we get the following solutions
(which can be confirmed using paper and pencil or computer software):



















As this example demonstrates, we can use elimination to find partial solutions
and then “extend” them in order to obtain solutions in certain situations. While
extension theory will not be discussed until Chapter 3, we will need another method
of elimination, which are called resultants, in order to prove much of the exten-
sion theory. Resultants may help us find equations with the desired properties in




We have discussed one method of eliminating variables, the Groebner basis. In
this chapter, another method of elimination will be presented, which is called the
resultant. We will define the resultant of two polynomials with respect to a variable
and discuss a few properties of the resultant.
We saw in the last example of Chapter 3 that when we eliminate variables, we
may wish to extend the solution back to the original number of dimensions. With
resultants, we will prove several useful theorems about the theory of extension
as well as the Nullstellensatz. In Chapter 5 we will also use them to find the
elimination polynomials that we found in Chapter 1.
We will continue to use Cox, Little, and O’Shea [1] as our main source. State-
ments and their proofs have usually been lifted with minor rewording. Again I have
chosen the order in which the material appears.
4.1 Resultants
Resultants give us a way to determine whether two polynomials f and g have a
common factor without doing any division. Note that the Euclidean Algorithm,
given in Theorem 3.1.7, does use division. They can be used to eliminate a variable,
and they will be very useful in proving ideas about extending partial solutions as
well. Before formally introducing resultants, we will first need a lemma:
Lemma 4.1.1. ([CLO], Prop. 6, p. 149) Let f, g ∈ k[x] be polynomials such that
degree (f) = l > 0 and degree (g) = m > 0. Then f and g share a common factor
if and only if there exist polynomials A,B ∈ k[x] such that:
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1. At least one of A and B is not zero.
2. We have degree(A) ≤ m− 1 and degree(B) ≤ l − 1.
3. Af + Bg = 0
Proof. First we will assume that f and g have a common factor h ∈ k[x]. Thus
we have f = hf1 and g = hg1, where f1, g1 ∈ k[x]. Since deg(h) ≥ 1, we have
deg(f1) ≤ l − 1 and deg(g1) ≤ l − 1. Thus
g1 · f + (−f1) · g = g1 · hf1 − f1 · hg1 = 0,
and so A = g1 and B = −f1 satisfy the necessary requirements.
Conversely, suppose that A and B satisfy the conditions above. For simplicity
assume that B 6= 0. If f and g have no common factor, then we can find polynomials
Ã, B̃ ∈ k[x] such that Ãf+B̃g = 1. If we use the fact that Bg = −Af from property
(3) and multiply the previous equation by B, we have
B = (Ãf + B̃g)B = ÃBf + B̃Bg = ÃBf − B̃Af = (ÃB − B̃A)f.
Since B 6= 0, this equation proves that deg(B) ≥ l, which contradicts property (2).
Thus there exists a factor of positive degree.
This lemma reduces the problem of determining if a pair of polynomials have a
common factor to the problem of determining if two polynomials A and B with
special properties exist. Now we will show that the existence of these polynomials
is equivalent to the vanishing of the determinant of a particular matrix that is
constructed from the coefficients of f and g. So let us write the equation Af +Bg =
0 as a system of linear equations. Following the discussion on pages 150-1 of Cox,
Little, and O’Shea [1], we have
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A = c0x
m−1 + · · ·+ cm−1, B = d0xl−1 + · · ·+ dl−1, (4.1.1)
where the l + m coefficients c0, . . . , cm−1, d0, . . . , dl−1 are unknowns. We want to
find ci, di ∈ k, not all of which are zero, such that Af + Bg = 0 holds. This will
provide polynomials A and B that satisfy the previous lemma.
Write f and g as:
f = a0x
l + · · ·+ al, a0 6= 0,
g = b0x
m + · · ·+ bm, b0 6= 0,
(4.1.2)
where ai, bi ∈ k. If we substitute equations (4.1.1) and (4.1.2) into the equation
Af + Bg = 0, and then examine the coefficients of powers of x, we have the
following system of equations where ci, di are unknown:
a0c0 + b0d0 = 0 (coefficient of x
l+m−1)
a1c0 + a0c1 + b1d0 + b0d1 = 0 (coefficient of x
l+m−2)
. . . . . .
...
alcm−1 + bmdl−1 = 0 (coefficient of x0)
(4.1.3)
Since we have l + m equations and l + m unknowns, we know the solution is
nonzero if and only if the coefficent matrix has a determinant of zero. Thus we get
the following definitions.
Definition 4.1.2. ([CLO], Def. 7, p. 150-1) Suppose that we have polynomials
f, g ∈ k[x] of positive degree, written in the form
f = a0x
l + · · ·+ al, a0 6= 0,
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g = b0x
m + · · ·+ bm, b0 6= 0.
Then the Sylvester matrix of f and g with respect to x, denoted Syl(f, g, x) is




a1 a0 b1 b0
a2 a1
. . . b2 b1
. . .
...
. . . a0
...












where the empty spaces are zeroes. The resultant of f and g with respect to x,
written Res(f, g, x), is simply the determinant of the Sylvester matrix. That is,
Res(f, g, x) = det (Syl(f, g, x)).
From this definition, we will see that resultants have some interesting properties.
The first one is taken from Cox, Little, and O’Shea [1] (Prop. 8, p. 151).
Proposition 10. Given f, g ∈ k[x] of positive degree, the resultant Res(f, g, x)
∈ k is an integer polynomial in the coefficients of f and g. Also, f and g have a
common factor in k[x] if and only if Res(f, g, x) = 0.




σ a permutation of {1,...,n}
sgn(σ)a1σ(1) · a2σ(2) · · · anσ(n).
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Here sgn(σ)±1, where the sign is positive if an even number of pairs of elements of
{1, . . . , n} are interchanges and negative if an odd number are interchanged. Thus
the coefficent of any term of the polynomial from the determinant of the matrix is
±1 and therefore the determinant must be an integral polynomial.
To prove the second statement, we know that the resultant is zero if and only
if the determinant of the coefficient matrix of the equations is zero, which is true
if and only those equations have a nonzero solution. Thus such an A and B exist,
and Lemma 2.3.1 tells us that they have the desired property.
Thus far we have only looked at resultants with elements from k[x]. We can
similarly look at matrices with elements from k[x, y], if every element in the matrix
has a positive power of x. If this is the case, then the previous proposition ensures
that Res(f, g, x) is a polynomial that only depends on y. It turns out that we
can eliminate x just as we did in the previous section by using the resultant. The
following proposition describes how this happens.
Proposition 11. ([CLO], Prop. 9, p. 152) Given polynomials f, g ∈ k[x] of posi-
tive degree, there exist polynomials A,B ∈ k[x] such that
Af + Bg = Res(f, g, x).
Also the coefficients of A and B are integer polynomials in the coefficients of f
and g.
Proof. It is fairly obvious that the proposition is true for Res(f, g, x) = 0, as we
could simply let A = B = 0. So let us assume that Res(f, g, x) 6= 0. Let
f = a0x
l + · · ·+ al, a0 6= 0,
g = b0x
m + · · ·+ bm, b0 6= 0,
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Ã = c0x
m−1 + · · ·+ cm−1,
B̃ = d0x
l−1 + · · ·+ dl−1,
where c0, . . . , cm−1, d0, . . . , dl−1 ∈ k are unknowns. If we substitute these formulas
into Ãf + B̃g = 1 and examine the coefficients of powers of x, then we find the
following system of linear equations whose coefficients ai, bi and unknowns ci, di
are in k:
a0c0 + b0d0 = 0 (coefficient of x
l+m−1)
a1c0 + a0c1 + b1d0 + b0d1 = 0 (coefficient of x
l+m−2)
. . . . . .
...
alcm−1 + bmdl−1 = 1 (coefficient of x0)
Since these equations are the same as those found in Equation (4.1.3), save for the
last equation being equal to one, the coefficent matrix here is simply the Sylvester
matrix of f and g. Thus Res(f, g, x) 6= 0 shows that these equations have a unique
solution in k.
Now we shall use Cramer’s rule in order to find formulas for the ci’s and the

























Since all the entries are integer polynomials, we know that c0 is simply some
integer polynomial in terms of ai and bi divided by Res(f, g, x). Similarly there are
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formulas for all the other ci’s and the di’s. Since Ã = c0x
m−1 + · · ·+cm−1 and every











by the same reasoning. If we substitute these expressions for Ã and B̃ into the
equation Ãf + B̃g = 1 and multiply both sides by Res(f, g, x), we have
Af + Bg = Res(f, g, x),
where A and B satisfy the requirements of the proposition.
It turns out that this proposition holds true even for multiple polynomials in
multiple variables. Consult Van der Waerden [10] for a proof of this generalization.
We can simplify our discussion of these propositions in several variables by using
the following definitions.
Now that we have the necessary background, we can now generalize resultants
to polynomials of several variables.
Proposition 12. ([CLO], Prop. 1, p. 158) Let f, g ∈ k[x1, . . . , xn] be polynomials
with positive degree in x1. Then
1. Res(f, g, x1) ∈ 〈f, g〉 ∩ k[x2, . . . , xn], and
2. Res(f, g, x1) = 0 if and only if f and g share a common factor in k[x1, . . . , xn]
that has positive degree in x1.
Proof. If we write f and g in terms of x1, then the coefficients ai and bi are in
k[x1, . . . , xn]. Since we already know from Proposition 10 that the resultant is an
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integer polynomial in terms of ai and bi, we have that Res(f, g, x1) ∈ k[x2, . . . , xn].
We also know from the previous proposition that Af +Bg = Res(f, g, x1), where A
and B are polynomials in x1 such that their coefficients are also integer polynomials
in terms of ai and bi. Thus A, B ∈ k[x2, . . . , xn][x1] = k[x1, . . . , xn] and Res(f, g, x1)
∈ 〈f, g〉. Thus the first part of the proposition is proved.
To prove the second part of the proposition, we first note that since f and g are
polynomials in x1 whose coefficients in k[x2, . . . , xn], the coefficients must lie in the
field k(x2, . . . , xn). Then Proposition 10 tells us that if f, g ∈ k(x1, . . . , xn)[x1], then
Res(f, g, x1) = 0 if and only if f and g share a common factor in k(x2, . . . , xn)[x1]
which has positive degree in x1. Then by Gauss’ Lemma, the proof is completed.
Since any two polynomials in C[x] will have a common factor if and only if they
share a common root, we have the following corollary to Proposition 12. Note that
this result holds in any algebraically closed field.
Corollary 2. ([CLO], Cor. 2, p. 159)If we have polynomials f, g ∈ C[x], then
Res(f, g, x) = 0 if and only if f and g share a common root in C.
4.2 The Extension Theorem
We begin this chapter by showing that resultants can be used to extend partial
solutions.
Proposition 13. ([CLO], Prop. 3, p. 159) Given f, g ∈ C[x1, . . . , xn] as in (4.1.2),
suppose that a0, b0 ∈ C[x2, . . . , xn]. If Res(f, g, x1) ∈ C[x2, . . . , xn] vanishes on
(c2, . . . , cn) ∈ Cn−1, then either there exists some c1 ∈ C where f and g vanish at
(c1, . . . , cn) ∈ Cn or one of a0 or b0 vanish at (c2, . . . , cn).
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Proof. In order to simplify notation, let c = (c2, . . . , cn). Thus we will write
f(x1, c) = f(x1, c2, . . . , cn). It is enough to show that f(x1, c) and g(x1, c) share a
common root when neither a0(c) nor b0(c) are nonzero. Consider
f(x1, c) = a0(c)x
l + · · ·+ al(c), a0(c) 6= 0,
g(x1, c) = b0(c)x
m + · · ·+ bm(c), b0(c) 6= 0,
(4.2.1)
We are already assuming from our hypothesis that h = Res(f, g, x1) vanishes at c.
Thus if we evaluate h(c) as a determinant, we get





















where the empty spaces represent zeroes. We see from equations (4.2.1) that the
resultant of f(x1, c) and g(x1, c) is precisely the determinant that appears above.
Thus Res(f(x1, c), g(x1, c), x1) = 0, and by Corollary 2, we have proved our state-
ment.
Now that we have enough background to prove the Extension Theorem, we shall
begin by stating and proving the algebraic version of it. This version of the theorem
and its proof come from Cox, Little, and O’Shea [1].
Theorem 4.2.1. ([CLO], Thm. 3, p. 115) Let I = 〈f1, . . . , fs〉 ⊂ C[x1, . . . , xn]
and let I1 be the first elimination ideal of I. For each i, 1 ≤ i ≤ s, consider fi in
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the form
fi = gi(x2, . . . , xn)x
Ni
1 + terms where x1 has degree < Ni,
where Ni ≥ 0 and gi ∈ C[x2, . . . , xn]\{0}. Suppose that we have a partial solution
(a2, . . . , an) ∈ V(I1). If (a2, . . . , an) /∈ V(g1, . . . , gs), then there exists a1 ∈ C such
that (a1, . . . , an) ∈ V(I).
Proof. Again to simplify notation let c = (c2, . . . , cn). We shall find a common root
c1 of f1(x1, c), . . . , fs(x1, c). Since c /∈ V(g1, . . . , gs), we can assume that g1(c) 6= 0.
Let hα ∈ C[x2, . . . , xn] be the generalized resultants of f1, . . . , fs. Thus





We wish to show that the hα’s are in the first elimination ideal I1. Since we are
computing resultants in the ring C[u2, . . . , us, x1, . . . , xn], it follows from Proposi-
tion 12 that
Af1 + B(u2f2 + · · ·+ usfs) = Res(f1, u2f2 + · · ·+ usfs, x1) (4.2.3)







β, where Aα, Bβ ∈ C[x1, . . . , xn]. If we can show that hα ∈
〈f1, . . . , fs〉 = I, then since hα ∈ C[x2, . . . , xn], we will have hα ∈ I1.
To do this, we shall compare coefficients of uα from equation (4.2.3). If we set



























































If we equate the coefficients of uα, then we find





which proves that hα ∈ I. Thus hα ∈ I1 for all α.
Since c ∈ V(I1), it follows that hα(c) = 0 for all α. Then equation (4.2.2)
shows that the resultant h = Res(f1, u2f2 + · · · + usfs, x1) vanishes identically
when evaluated at c. If we let h(c, u2, . . . , us) denote the polynomial we get in
C[x1, u2, . . . , us] by substituting c = (c2, . . . , cn) for (x2, . . . , xn), then we have
h(c, u2, . . . , us) = 0 (4.2.4)
Let us now make the following assumption concerning f2:
g2(c) 6= 0 and f2 has degree in x1 greater than f3, . . . , fs. (4.2.5)
We claim that this implies
h(c, u2, . . . , us) = Res(f1(x1, c), u2f2(x1, c) + · · ·+ usfs(x1, c), x1). (4.2.6)
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If we evaluate the determinant defining h = Res(f1, u2f2 + · · · + usfs, x1) at c, it
follows that h(c, u2, . . . , us) is given by a certain determinant. Furthermore, this
determinant is the resultant in equation (4.2.6) if we are given that the leading
coefficients of f1 and u2f2 + · · ·+ usfs do not vanish at c. This is true for f1 since
g1(c) 6= 0. If we look at u2f2 + · · · + usfs, our earlier assumption (4.2.5) implies
that its leading coefficient is u2g2 and that u2g2 does not vanish since g2(c) 6= 0.
Thus we have proved the claim (4.2.6).
If we combine the results from (4.2.4) and (4.2.6), we have
Res(f1(x1, c), u2f2(x1, c) + · · ·+ usfs(x1, c), x1) = 0.
The polynomials f1(x1, c) and u2f2(x1, c)+ · · ·+usfs(x1, c) lie in C[x1, u2, . . . , us].
Thus by Proposition 12, the vanishing of their resultant implies that they have a
common factor F of positive degree in x1. Since F divides f1(x1, c), it follows that
F is a polynomial of C[x1]. To see that F divides each of f2(x1, c), . . . , fs(x1, c),
we already have
F (x1)A(x1, u2, . . . , us) = u2f2(x1, c) + · · ·+ usfs(x1, c)
for some A ∈ C[x1, u2, . . . , us]. Thus by comparing coefficients of u2, . . . , us, we see
that F divides f2(x1, c), . . . , fs(x1, c).
Now since F divides f1(x1, c), we see that F is a common factor of positive
degree of all the fi(x1, c)’s. If we let c1 is a root of F , then c1 must be a root of
all the fi(x1, c)’s. Thus we have proved that the Extension Theorem holds when
(4.2.5) is true.
If (4.2.5) does not hold true for f1, . . . , fs, then we simply need to find a new
basis for which that condition holds. To attain this, we can simply replace f2 by
f2 +x
N




1 f1, it follows that
I = 〈f1, . . . , fs〉 = 〈f1, f2 + xN1 f1, f3, . . . , fs〉.
If N is sufficiently large, then the leading coefficent of f2 + x
N
1 f1 will be g1,
which we know does not vanish at c. Thus since we can make N as large as we
need, then we can assume that f2 + x
N
1 f1 has larger degree in x1 than f3, . . . , fs.
Then from the previous argument, we can conclude that c1 is a common root
of f1(x1, c), f2(x1, c) + x
N
1 f1(x1, c), f3(x1, c), . . . , fs(x1, c). And since c1 is a root
of f1(x1, c) and f2(x1, c) + x
N
1 f1(x1, c), then c1 must also be a root of f2(x1, c).
Thus c1 is a common root of all the fi(x1, c)’s, which completes the proof of the
theorem.
We can also restate this theorem in a geometric way, as follows:
Theorem 4.2.2. ([CLO], Thm. 2, p. 121) Given V = V(f1, . . . , fs) ∈ Cn, let gi be
as in the previous theorem. If I1 is the first elimination ideal of 〈f1, . . . , fs〉, then,
in Cn−1, we have V(I1) = π1(V ) ∪ (V(g1, . . . , gs) ∩V(I1), where π1 : Cn → Cn−1
is the projection map onto the last n - 1 components.
Proof. By Lemma 3.2.2, we have π1(V ) ⊂ V(I1). Hence
π1(V ) ∪ (V(g1, . . . , gs) ∩ V(I1)) ⊂ V(I1).
Conversely, by the algebraic version of the Extension Theorem, if (a1, . . . , an) ∈
V(I1) and /∈ V(g1, . . . , gs), then there exists a1 ∈ C such that (a1, . . . , an) ∈ V(I).
We have the projection map π1 which sends (a1, . . . , an) to (a2, . . . , an). Hence
(a2, . . . , an) ∈ π1(V ). Therefore V(I1) ⊂ π1(V ) ∪ (V(g1, . . . , gs) ∩ V(I1)), and
hence equality is proved.
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We have seen that the best case of the Extension Theorem is when one of the
leading coefficients gi is a nonzero constant. A consequence of this is that the gi’s
will never simultaneously vanish at a point (a2, . . . , an), and thus we will always
be able to extend a partial solution in this scenario. Hence we have the following
corollary:
Corollary 3. ([CLO], Cor. 4, p. 124) Let V = V(f1, . . . , fs) ⊂ Cn, and assume
that for some i, the polynomial fi exists in the form
fi = cx
N
1 + terms in which x1 has degree < N,
where c ∈ C is nonzero and N > 0. If we take I1 to be the first elimination ideal,
then in Cn−1,
π1(V ) = V(I1),
where π1 is defined as before.
4.3 The Nullstellensatz
Thanks to this extension theory, we can now prove and discuss the Nullstellen-
satz in all of its forms. The first form we will discuss is known as the ”Weak”
Nullstellensatz.
Theorem 4.3.1. If k is an algebraically closed field where I ⊂ k[x1, . . . , xn] is an
ideal such that V(I) = ∅, then I = k[x1, . . . , xn].
Before we prove this version of the Nullstellensatz, we will need an important
fact about polynomial rings in one variable.
Theorem 4.3.2. ([CLO], Cor. 4, p. 40) Every ideal I in the polynomial ring k[x]
can be uniquely generated up to multiplication by a nonzero constant by a single
polynomial f .
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Proof. We need to prove that an ideal I is generated by some polynomial f . If I is
generated by 0, then we are done. Suppose that we have a polynomial f of minimal
degree in I. Obviously 〈f〉 ⊂ I. Hence we only need to prove that I ⊂ 〈f〉. Thus
suppose we have a polynomial g ∈ I. Then by the division algorithm, we have that
g = qf + r, where either r = 0 or deg(r) < deg(f). We clearly have that qf ∈ I,
and so r = g− qf must also be in I. If deg(r) < deg(f), then we have contradicted
our choice of f . Thus r = 0, and hence we have g = qf . Therefore g ∈ 〈f〉 and we
have I = 〈f〉.
Now we need to establish the fact that f is unique. Suppose that we have 〈f〉 =
〈g〉. Then we have that f ∈ 〈g〉. Hence we can write f = hg for some h ∈ k[x]. But
this implies that deg(f) = deg(h) + deg(g). Thus we have that deg(f) ≤ deg(g).
Since we also have g ∈ 〈f〉, we also have deg(g) ≤ deg(f). Thus deg(f) = deg(g),
which implies that deg(h) = 0. Therefore h must be a nonzero constant.
It should be noted that any set where every ideal can be generated by single
element is known as a principal ideal domain. Now we can use this fact to prove
the Weak Nullstellensatz.
Proof. We can use induction to prove this for the polynomial ring in n variables.
First consider the case where n = 1. Since we just proved that k[x] is a principal
ideal domain, we have I = 〈f〉 for some polynomial f ∈ k[x]. Thus V(I) consists
of the roots of f . However, since k is algebraically closed, we know that any non-
constant polynomial in k[x] will have a root. Thus the only way V(I) = ∅ is if f is
a nonzero constant. If this is the case, then 1/f ∈ k and hence 1 = f · (1/f) ∈ I.
Therefore any element in k[x] must be in I, and thus I = k[x].
Now assume that it is true for a polynomial ring in n − 1 variables, which we
will write as k[x2, . . . , xn]. Now consider any ideal 〈f1, . . . , fs〉 ⊂ k[x1, . . . , xn] where
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V(I) = ∅. Since we are done if f1 is a constant, assume that f1 is nonconstant
and has total degree N ≥ 1. We need to change coordinates so that f1 has a more
desirable form. Thus let us look at the linear change of coordinates
x1 = x̃1,
x2 = x̃2 + a2x̃1,
...
xn = x̃n + anx̃1,
where the ai are constants in k that have yet to be determined. After substituting
for x1, . . . , xn, the polynomial f1 has the form
f1(x1, . . . , xn) = f1(x̃1, x̃2 + a2x̃1, . . . , x̃n + anx̃1)
= g(a2, . . . , an)x̃
N
1 + terms in which x̃1 has degree < N.
Obviously g(a2, . . . , an) is a nonzero polynomial expression, since otherwise we
have deg(f) < N . Since k is an algebraically closed field, we can choose a2, . . . , an
such that g(a2, . . . , an) 6= 0.
By choosing a2, . . . , an under this change of coordinates, we see that every poly-
nomial f ∈ k[x1, . . . , xn] is sent over to a polynomial f̃ ∈ k[x̃1, . . . , x̃n]. By checking
the three properties of an ideal, one can show that Ĩ is an ideal in k[x̃1, . . . , x̃n]. We
must note that since the original equations have solutions, then so do the trans-
formed equations. Thus V(Ĩ) = ∅. Since constants are clearly unaffected by this
transformation, we only need to show that 1 ∈ Ĩ.
To show that 1 ∈ Ĩ, we first see that f1 ∈ I transforms into f̃1 ∈ Ĩ with the
property that
f̃1(x̃1, . . . , x̃n) = g(a2, . . . , an)x̃
N
1 + terms in which x̃1 has degree < N,
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where g(a2, . . . , an) 6= 0. Now let us recall π1 : kn → kn−1, the projection map
sending (a1, . . . an) to (a2, . . . , an). If we set Ĩ1 = Ĩ ∩ k[x̃2, . . . , x̃n], then Corollary
3 of the Geometric Extension Theorem states that partial solutions in kn−1 will
always extend. Thus V(Ĩ1) = π1(V(Ĩ)). But since V(Ĩ1) = ∅, we have V(Ĩ1) =
π1(V(Ĩ1)) = π1(∅) = ∅. By our induction hypothesis, we have Ĩ1 = k[x̃2, . . . , x̃n].
Thus 1 ∈ Ĩ1 ⊂ Ĩ, and we have proved the theorem.
This leads to a slightly stronger statement about when different ideals can yield
the same variety, which is simply called Hilbert’s Nullstellensatz. In order to sim-
plify the proof, let us first state and prove a lemma.
Lemma 4.3.3. ([CLO], Lemma 1, p. 173) Let V be any variety. If fm ∈ I(V ),
then f ∈ I(V ).
Proof. Let x ∈ V . If fm ∈ I(V ), then we have (f(x))m = 0. Since this happens
only when f(x) = 0 and x was arbitrary, we have f ∈ I(V ).
Theorem 4.3.4. ([CLO], Thm. 2, p. 171) Let k be an algebraically closed field. If
we have f, f1, . . . , fs ∈ k[x1, . . . , xn], then there exists an integer m ≥ 1 such that
fm ∈ 〈f1, . . . , fs〉 if and only if f ∈ I(V(f1, . . . , fs)).
Proof. If we take the variety V from the previous lemma to be V(f1, . . . , fs),
then one direction has been proven. Conversely, we will use what is known as
Rabinowitsch’s trick. So suppose f ∈ I(V(f1, . . . , fs) and consider the ideal Ĩ =
〈f1, . . . , fs, 1− yf〉 ⊂ k[x1, . . . , xn, y], where f, f1, . . . , fs are as stated in the theo-
rem. We wish to show first that V(Ĩ) = ∅. To see this, first let (a1, . . . , an, an+1) ∈
kn+1. Then we have two cases: either (a1, . . . , an) is a common zero of f1, . . . , fs or
it is not. If it is, then we have f(a1, . . . , an) = 0 since f will vanish at any common
zero of f1, . . . , fs. Thus at the point (a1, . . . , an+1),
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1− yf = 1− an+1f(a1, . . . , an) = 1− 0 = 1 6= 0
Therefore (a1, . . . , an+1) /∈ V(Ĩ). If (a1, . . . , an) is not a common zero of f1, . . . , fs,
then for some i, 1 ≤ i ≤ s, we have fi(a1, . . . , an) 6= 0. If we consider fi to
be a function of n + 1 variables that does not depend on xn+1, then we have
fi(a1, . . . , an, an+1) 6= 0. Thus any arbitrary point (a1, . . . , an, an+1) ∈ kn+1 is not
in V(Ĩ), and so we have that V(Ĩ) = ∅.




pi(x1, . . . , xn, y)fi + q(x1, . . . , xn, y)(1− yf)





pi(x1, . . . , xn, 1/f)fi.
By multiplying both sides of this equation by fm, where m is large enough to clear





for some polynomials Ai ∈ k[x1, . . . , xn]. Thus the theorem is proven.
Other proofs of this form of this theorem can be found in Prasolov [8], Greuel
and Pfister [4], Van der Waerden [10], Hungerford [5] and Isaacs [6]. We can in fact
sharpen this theorem even further. However, we will need radical ideals in order
to discuss it. We now present a few special ideals.
Definition 4.3.5. ([CLO], Def. 2, p. 173) Given an integer m ≥ 1, an ideal I is
said to be radical if fm ∈ I implies that f ∈ I.
Together, Lemma 4.3.3 and Definition 4.3.5 tell us that I(V ) is a radical ideal.
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Definition 4.3.6. ([CLO], Def. 4, p. 174) Let I ⊂ k[x1, . . . , xn] be an ideal. We
say that the radical of I, written
√
I, is the set
√
I := {f | fm ∈ I for some integer m ≥ 1}.
We can show that
√
I is indeed an ideal by proving that
√
I has the three required
properties, as shown in ([CLO], Lemma 5, p. 174). Clearly we have 0 ∈ √I. So
suppose f + g ∈ √I. Then by definition there exist positive integers l and m such
that f l, gm ∈ I. If we consider the binomial expansion of (f + g)l+m−1, then we
see that every term has a factor of either f l or gm. Hence (f + g)l+m−1 ∈ I, and
thus f + g ∈ √I. Now we need to prove that hf ∈ √I, where h ∈ k[x1, . . . , xn]. If
f ∈ √I, then since this implies fm ∈ I, we have hmfm ∈ I. Thus √I is an ideal.
We also need to note that I ⊂ √I since f ∈ I implies that f 1 ∈ I. A consequence
of this is that
√
I is indeed a radical ideal. We can also note that an ideal I is
radical if and only if I =
√
I. Now we are ready to state what is known as the
Strong Nullstellensatz, or just the Nullstellensatz.
Theorem 4.3.7. ([CLO], Thm. 6, p. 174) If k is an algebraically closed field and






I ⊂ I(V(I)) since f ∈ √I implies by definition that fm ∈ I for
some m. Thus fm vanishes on V(I), which tells us that f vanishes on V(I). Thus
f ∈ I(V(I)).
Conversely, suppose that f ∈ I(V(I)). Thus we have that f vanishes on V(I).
We know from Hilbert’s Nullstellensatz that we have an integer m ≥ 1 such that
fm ∈ I. But again that implies that f ∈ √I. Since f was arbitrary, we have
I(V(I)) ⊂ √I, and thus we are done.
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In fact, the three versions of the Nullstellensatz are equivalent. Consult Isaacs [6]
for a proof. If we combine the Nullstellensatz with part one of the Ideal-Variety
Correspondence, then we shall see that all radical ideals have a corresponding affine
variety and vice versa.
Theorem 4.3.8. ([CLO], Thm. 7, p. 175) If k is algebraically closed and we






are inclusion-reversing bijections that are inverses of each other.
Proof. Since we have already shown that I(V ) is a radical ideal, we can think of I
as a map described in the statement of the theorem. We have proven that for any
variety V , we have V(I(V )) = V . Thus we only need to show that I(V(I)) = I
when I is a radical ideal. From the Strong Nullstellensatz we have I(V(I)) =
√
I.
Since I is a radical ideal, we have
√
I = I. Hence I(V(I)) = I. Thus V and I are





In this chapter we return to the problem of finding a single equation to describe the
Maxwell curve in xy-space, which we found with algebra in Chapter 1. Here we will
show how Groebner bases and resultants solve this problem for a Cartesian oval.
We will also discuss the double points of a Cartesian oval. Then we will consider
solving the same problem for Maxwell curves with 3 foci and with n foci by using
Groebner bases and resultants.
5.1 Analysis of Cartesian Ovals
Recall the following three equations that describe these Cartesian ovals:
x2 + y2 = a2,
x2 + (y − 1)2 = b2
pa + qb = 1.
(5.1.1)
We see that we have four unknown variables x, y, a, and b and three equations.
Thus as before we can eliminate the variables a and b in order to obtain a single
equation for the curve in xy space. For simplicity, let f1 = x
2 + y2 − a2, f2 =
x2 + (y − 1)2 − b2, and f3 = pa + qb− 1.
First we perform the elimiation by computing a Groebner bases. We will use lex
ordering where x > y > a > b. Due to the amount of calculations, the computer
program SINGULAR was used to compute one. It gave the following eight elements
of a Groebner basis for the basis 〈f1, f2, f3〉:
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x4p4 − 2x4p2q2 + x4q4 + 2x2y2p4 − 4x2y2p2q2 + 2x2y2q4 + 4x2yp2q2
−4x2yq4 − 2x2p2q2 − 2x2p2 + 2x2q4 − 2x2q2 + y4p4 − 2y4p2q2 + y4q4
+4y3p2q2 − 4y3q4 − 2y2p2q2 − 2y2p2 + 6y2q4 − 2y2q2 − 4yq4 + 4yq2

















bx2p2 − bx2q2 + by2p2 − by2q2 + 2byq2 − bq2 − b + 2x2q + 2y2q − 4yq + 2q,
b2 − x2 − y2 + 2y − 1,
pa + qb− 1,
















ax2q − ay2q + 2ayq − aq − b2x2pq − b2y2pq − bx2p
−by2p + x2y2pq − 2x2ypq + x2pq + y4pq − 2y3pq + y2pq,
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x2 + y2 − a2.
We see that Equation(5.1.2) does not depend on a or b and is in fact equal to
Equation (1.1.3). Factoring this equation yields
(x2 + y2)[(x2 + y2)p4 − 4p2 + p2(1− q2(x2 + (y − 1)2))]
+(1− q2(x2 + (y − 1)2))(p2(x2 + y2) + q2(x2 + (y − 1)2)− 1).
We can also obtain this elimination polynomial by using resultants. We see that
f2 and f3 are the only two equations in this basis that contain b. Thus we find that
f4 = Res(f2, f3, b) = det


x2 + (y − 1)2 pa− 1 0




= q2(x2 + (y − 1)2) + (pa− 1)2
Next we see that this new equation f4 and f1 are the only two equations that
contain the variable a. Thus another resultant will eliminate a from the set of




x2 + y2 0 1− q2(x2 + (y − 1)2) 0
0 x2 + y2 −2p 1− q2(x2 + (y − 1)2)
−1 0 p2 −2p




= (x2 + y2)[(x2 + y2)p4 − 4p2 + p2(1− q2(x2 + (y − 1)2))]
+(1− q2(x2 + (y − 1)2))(p2(x2 + y2) + q2(x2 + (y − 1)2)− 1)
which is equivalent to the polynomial we have found from the other methods.
5.2 Singular Points
We will now find the singular points of this elimination polynomial. If we solve the
usual system of equations (f = 0, ∇f = (0, 0)), then we will find that this system
has no solutions. Thus if we have any singular points, they are at infinity. To find
these we homogenize f , which yields
f̃(x, y, z) = (p4 − 2q2p2 + q4)x4 + (4p2q2 − 4q4)zx3
+(2p4 − 4q2p2 + 2q4)y2x2 + (6q4 − 2p2q2 − 2q2 − 2p2)z2x2
+(4q2 − 4q4)z3x + (4p2q2 − 4q4)y2zx + (p4 − 2q2p2 + q4)y4
+(q4 − 2q2 + 1)z4 + (2q4 − 2p2q2 − 2q2 − 2p2)y2z2
(5.2.1)
It should be noted that the points at ∞ are the solutions when z = 0. If we can
find the singular points to this equation, then we can find the singular points of f
at infinity. When we solve the system of equations f̃ = 0, ∇f̃ = (0, 0, 0), we get
the solutions (x,±ix, 0). In projective coordinates, we get the points (1,±i, 0).
To show that these are in fact double points, let x = u + 1, y = v + i, and z = 0.
After expanding and combining like terms, we get the polynomial
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4p4v2u + 4p4u3 + 4p4u2 + q4u4 + 4q4u3 + 4q4u2 − 4p4v2 − 4q4v2
−2q2p2u4 − 8q2p2u3 − 8q2p2u2 + 8q2p2v2 + 2p4v2u2 + 2q4v2u2 + p4u4
+4ip4vu2 − 4q2p2v2u2 + 4iq4vu2 − 8q2p2v2u + 8ip4vu + 8iq4vu− 8iq2p2v3
−8iq2p2vu2 + q4v4 + 4q4v2u + 4ip4v3 − 2q2p2v4 + 4iq4v3 − 16iq2p2vu + p4v4.
We see that the lowest degree terms in this polynomial are quadratic. Thus (1, i, 0)
is a double point. For (1,−i, 0), if we let x = u + 1, y = v − i, and z = 0, we will
obtain a polynomial whose lowest degree terms are quadratic. Hence we have two
double points. From this we can determine the genus of this elimination polynomial.




= 3, and thus the
genus is 3− 2 = 1.
5.3 Maxwell Curves with Three or More Foci
Recall the set of equations that describe a family of Maxwell curves with foci at
(0, 0), (0, 1), and (1, 0):
x2 + y2 = a2
x2 + (y − 1)2 = b2
(x− 1)2 + y2 = c2
pa + qb + rc = 1
(5.3.1)
We shall eliminate the variables a, b, and c. Again we will use Groebner bases
and resultants to try to do this. Also let f1 = x
2+y2−a2, f2 = x2+(y−1)2−b2, f3 =
(x− 1)2 + y2 − c2, and f4 = pa + qb + rc− 1.
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First we will use SINGULAR to create a Groebner basis for these equations,
where a < b < c < x < y. This basis has 9 polynomials. Most of them are too
large to print, but one of them does not depend on a, b, or c. When this equation
is factored, one will in fact get Equation (1.2.2).
If we use resultants, then we can use the same steps as we did for a Cartesian oval
in order to obtain an elimination polynomial for this Maxwell curve. Consider our
basis 〈f1, f2, f3, f4〉 = 〈x2+y2−a2, x2+(y−1)2−b2, (x−1)2+y2−c2, pa+qb+rc−1〉.
Again notice that the last two equations are the only ones in our basis that depend
on c. Thus if we take the resultant of these two equations, we will get a polynomial
f5. Now f5 and our second equation in our basis are the only two that depend on
b, and thus we take the resultant of these two polynomials, call it f6. Finally f6
and the first equation in our basis are the only two that depend on a, and so if we
take the resultant of these polynomials, we get the polynomial
(x2 + y2)4p8 − 2(x2 + y2)3[8p6 + 2p6q2(x2 + (y − 1)2)
+2p6r2((x− 1)2 + y2)− 6p6] + (x2 + y2)2[[−2p2q2(x2 + (y − 1)2)
−2p2r2((x− 1)2 + y2) + 6p2]2 + 8p3[4pq2(x2 + (y − 1)2)
+4pr2((x− 1)2 + y2)− 4p]− (x2 + y2)[4pq2(x2 + (y − 1)2)
+4pr2((x− 1)2 + y2)− 4p]2 + 2p4(x2 + y2)2[(x2 + (y − 1)2)(q4 − 2q2)
+(r4 − 2r2)((x− 1)2 + y2)− 2q2r2(x2 + (y − 1)2)((x− 1)2 + y2) + 1]
+2(x2 + y2)[(x2 + (y − 1)2)(q4 − 2q2) + (r4 − 2r2)((x− 1)2 + y2)
−2q2r2(x2 + (y − 1)2)((x− 1)2 + y2) + 1][−2p2q2(x2 + (y − 1)2)
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−2p2r2((x− 1)2 + y2) + 6p2] + [(x2 + (y − 1)2)(q4 − 2q2)
+(r4 − 2r2)((x− 1)2 + y2)− 2q2r2(x2 + (y − 1)2)((x− 1)2 + y2) + 1]2,
which is an equivalent version of Equation (1.2.2).
We can see that we can use resultants to find an elimination polynomial curve for
a Maxwell curve with n foci located anywhere in the plane. Consider the equations
(x− x1)2 + (y − y1)2 = a21
(x− x2)2 + (y − y2)2 = a22
...
(x− xn−1)2 + (y − yn−1)2 = a2n−1




We can see that only the last two equations have the variable an. Thus we can
take the resultant of those two equations in order to eliminate an. Next we will see
that this resultant and the equation (x−xn−1)2+(y−yn−1)2 = a2n−1 are the only two
equations that depend on an−1. Thus the resultant of these two polynomials will
eliminate an−1. We can continue this process for the variables an−2, an−3, . . . , a2, a1




We have seen several methods for finding the elimination polynomials that we
have discussed. By hand we could find these polynomials for Maxwell curves with
two foci and a special case with three foci, but afterwards the algebra became too
difficult. Groebner bases in general can solve several systems of equations that are
not solvable by ordinary college algebra methods, and in the process can generate
equations that give partial solutions. However, their computation time can be very
large and the bases can vary greatly depending on the ordering used. For Maxwell
curves with four or more foci, SINGULAR was unable to generate a Groebner
basis with an elimination ordering. Resultants can also generate such equations.
While one has to work with determinants, which can also be computationally time
consuming in computing, we could find an elimination polynomial for a Maxwell
curve with n foci in terms of x and y by finding n successive resultants.
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