In this paper, an automatic classification algorithm for MPSK signals is proposed. In this algorithm, it is assumed that there is prior information about the received signal to be an MPSK type. The concept of the proposed classification algorithm is based on evaluating the statistical moments of the instantaneous phase of the received signal and using it as a key feature to classify the MPSK signals. The proposed algorithm comprises three main steps: 1) estimation of the instantaneous phase of the received signal, 2) computation of statistical moments of the estimated phase, and 3) decision about the number of phase states of the intercepted signal. The performance of the proposed algorithm is measured in terms of the success rate of classification using computer simulations. It is found that all digital modulation types of interest have been correctly classified with a success rate > 91 % at signal-to-noise ratio, SNR, of 10 dB.
The signal classifier described in this paper requires values for the signal center frequency that has to be only slightly more precise than those required by an energy detector.
Actually, few articles were published in this area. In [1] , a classifier that is based on the artificial neural network is used to classify analogue and digital modulated signals. Several key features are extracted from the received signals and are used in the classification. In [2] , a classifier that is based on pattern recognition method is described. The power spectrum is applied as a signal feature that can be used in the classification. The classification algorithm is developed as a software application using digital signal processing technique. In [3] , a classifier is proposed for digital modulation schemes based on fourth-order cumulants. In [4] , the maximum-likelihood (ML) method to the classification of digital quadrature modulations is used. It is shown that the ML classifier is capable of classifying any finite set of distinctive constellations with zero error rates when the number of available data symbols goes to infinity. In [5] , a classifier for MFSK signals contaminated with class-A impulsive noise and transmitted over time varying flat correlated fading channel is developed. In [6] , the author introduced a modulation classifier based on the statistical moments of the intercepted signal phase to estimate the number of levels, M, in MPSK signals. The Fourier series expansion of the exact phase distribution of the received signal is used.
In this paper, an automatic classification algorithm for MPSK signals is proposed. The concept of the proposed classification algorithm is based on evaluating the statistical moments of the instantaneous phase of the received signal and using it as a key feature to classify the modulation type of general MPSK signals. It will be explained later that for MPSK signals, the n th moment (n even) of the phase of the signal is a monotonic increasing function of M. Based on this property, a general hypothesis test is formulated and a decision rule is proposed. The performance evaluation of the proposed algorithm is measured in terms of the success rate of classification in presence of noise. The proposed algorithm shows a comparable performance with the aforementioned references. But on the other hand it uses simpler formulae for evaluating the n th order moments and the threshold values.
This paper consists of three main sections. In section 2, the proposed algorithm is explained. In section 3, the performance evaluation of the proposed algorithm is presented. Finally, the conclusions are presented in section 4.
Proposed Algorithm
The proposed algorithm consists of three main stages; 1) Preprocessing stage which includes the estimation of the instantaneous phase of the received signal, 2) key features extraction stage which includes the computation of statistical moments of the estimated phase, and 3) Classification stage which includes the decision about the number of phase states of the intercepted signal. In the following each stage will be explained in details.
A) Preprocessing stage (Estimation of the instantaneous phase of the received signal)
In this stage, the instantaneous phase of the received signal is computed. The received signal contains the phase information that can be extracted by means of Inphase-Quadrature (IQ) techniques or by using discrete Hilbert transform [8] . The extracted phase can be represented as
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where α = 1,2,…., log 2 M, M is the number of phase levels and υ(i) is a random phase attributed to the noise at the classifier input and any other measurement errors. Without loss of generality, {φ α (i)} and {θ α (i)} are independent and identically distributed with zero means.
B) Key feature extraction stage (computation of statistical moments of the estimated phase) In this step, statistical moments of the instantaneous phase of the received signal are computed. With equally likely M phases, the pdf of the instantaneous phase for pure MPSK signal, θ α , can be written as [6] ,
where η m (α) is the phase of the m th phase states and can be expressed as
In absence of noise, the n th order moment of θ α is given by [6] ( ) ( )dy The even statistical moments of the phase of the received signal for α = 1, 2, and 3 are shown in Fig. 1 . This figure shows that the even moments of the phase is a monotonic increasing function with respect to α; i.e. 
C) Classification stage (Decision about the number of phase states)
In this step, the decision about the number of phase states of the intercepted signal is achieved. We are interested only in classification of PSK2, PSK4, and PSK8. Extension to higher levels is straight forward to be obtained. The problem of classifying MPSK signals here can be formulated as a hypothesis testing problem based on the phase moments as
where n m is the n th order moment of the estimated instantaneous phase of the received signal.
Assuming a set of equal a priori probabilities (P 1 = p{H 1 }, P 2 = p{H 2 }, and P 3 = p{H 3 }), the decision rule can be formulated as follows.
From the previous analysis, the optimum threshold, T 1 , is the median value between the n th order moment of pure PSK2 and that of PSK4 signals; i.e. Applying (10), the even n th order moments of the instantaneous phase of the received signal for α = 1, 2, and 3 are calculated. Table 1 shows the even n th order moment values for α = 1 and 2 and the difference between them while Table 2 shows the even n th order moment values for α = 2 and 3 and the difference between them. Table 1 shows that the maximum difference between the moments of PSK2 and PSK4 occurs at the 4 th order moment. Therefore the optimum threshold, T 1 , to discriminate between them is at n = 4. Also, from table 2 it is clear that the optimum threshold, T 2 , to discriminate between PSK4 and PSK8 is at n = 8.
The proposed algorithm is executed as a computer program using the LabWindows CVI software. The functional flow chart for the proposed algorithm is shown in Fig. 2 . 
Performance Evaluation of MPSK Classification Algorithm
The performance of the proposed algorithm is evaluated from 500 different realizations, each with 2048 samples, for each modulation type of interest. The MPSK signals are generated with symbol rate of 10 kHz and a sampling rate of 100 kHz. A white Gaussian noise with power spectral density of N 0 /2 is simulated and added to the signal. The signal-to-noise ratio, SNR, is defined as the ratio of the received signal power to the noise power within the signal bandwidth.
The probabilities of correct decision for PSK2 and PSK4 classification are shown in Fig.3 and Fig.4 , respectively for n = 2, 4, and 8. These figures show that the best choice of n for discrimination between PSK2 and PSK4 is n = 4 and for discrimination between PSK4 and PSK8 is n = 8 which agrees with the theoretical results. All the results associated with the evaluation of the proposed method for MPSK classification are presented in tables 3and 4 at SNR of 15 and 10 dB respectively. Table 5 . The results show that at lower SNR values the proposed algorithm fails to classify PSK4 signal with an acceptable success rate but gives a high success rate for PSK2 and PSK8 as shown in Table 5 . Table 6 shows the overall success rates for the proposed algorithm at different values of SNR. The overall success rate is calculated as the average of the success rates of the modulation types of interest. It is shown that for SNR < 8 dB, the performance of the proposed algorithm begins to degrade. 
Conclusions
An algorithm for automatic modulation classification of MPSK signals has been proposed. The proposed algorithm is based on evaluating of the even order moments of the instantaneous phase of the received PSK signal. The 4 th order moment is used to discriminate between PSK2 and PSK4. The 8 th order moment is used to discriminate between PSK4 and PSK8. The proposed algorithm has shown good classification results and a robust behavior against AWGN. The algorithm seems easily extendable to include higher levels (probably with some small modifications of the key feature extraction and the classification stages).
