We introduce an operation that assigns to each binomial poset a partially ordered set for which the number of saturated chains in any interval is a function of two parameters. We develop a corresponding theory of generating functions involving noncommutative formal power series modulo the closure of a principal ideal, which may be faithfully represented by the limit of an infinite sequence of lower triangular matrix representations. The framework allows us to construct matrices of formal power series whose inverse may be easily calculated using the relation between the Möbius and zeta functions.
Introduction
In a recent paper [5] I introduced a sequence of Eulerian partially ordered sets whose ce-indices provide a noncommutative generalization of the Tchebyshev polynomials. The partially ordered sets were obtained by looking at intervals in a poset obtained from the the fairly "straightforward" lower Eulerian poset 0 < −2, 2 < −3, 3 < · · · , and using an operator that could be applied to any partially ordered set. This operator, which I call Tchebyshev operator, creates a partial order on the non-singleton intervals of its input, by setting (x 1 , y 1 ) ≤ (x 2 , y 2 ) when either y 1 ≤ x 2 , or x 1 = x 2 and y 1 ≤ y 2 . The property of having a rank function is preserved by the Tchebyshev operator. The existence of a unique minimum element is not preserved, but if we "augment" the poset that has a unique minimum element 0 by adding a new minimum element −1, then the Tchebyshev transform of the augmented poset will have a unique minimum element associated to the interval ( −1, 0). In this paper we study the effect of the augmented Tchebyshev operator on binomial posets. As it is well known, binomial posets provide a framework for studying generating functions. Those functions of the incidence algebra that depend only on the rank of the interval, form a subalgebra, and there is a homomorphism from this subalgebra into the ring of formal power series in one variable. Combinatorial enumeration problems stated in terms of binomial posets may be solved using generating functions and, conversely, identities of formal power series may be explained by exposing the combinatorial background.
The augmented Tchebyshev transform of a binomial poset is never binomial (this is shown in section 4) but, as far as the enumeration of saturated chains is concerned, each interval may be characterized by a pair of integers. This description, together with the generalizations of the factorial functions and of the binomial coefficients, are presented in sections 2 and 3. Hence it is a natural generalization of the theory of binomial posets to consider those functions in the incidence algebra of their augmented Tchebyshev transform which are constant on intervals of the same type. In section 4 we define a ring of generating functions (called the Tchebyshev algebra) that is isomorphic to the subalgebra of these functions. In section 5 we show that our ring of generating functions is isomorphic to the ring of noncommutative formal power series in x and y, modulo the closure of the ideal generated by yx−x 2 . The resulting ring is more complex than the ring of formal power series in one variable, and there are infinitely many ways to represent it as a ring of d ×d matrices whose entries are formal power series in one variable. We construct a series of d × d matrix representations, each representation being a lift of the previous one, such that the "limit representation" of infinite lower triangular matrices is a faithful representation.
Using our matrix representations, any relation that holds for functions that are constant on intervals of the same type may be translated into a a relation between matrices of formal power series. In sections 6 and 7 we describe a few translations of the fact that the zeta function is the multiplicative inverse of the Möbius function, and obtain formulas for inverting some nontrivial matrices of formal power series. Since the augmented Tchebyshev transform of a lower Eulerian poset is lower Eulerian, in the case of lower Eulerian binomial posets we obtain a particularly elegant rule: to invert the matrix associated to the zeta function, one needs to substitute (−t) into the variable t in each entry of the matrix.
Describing all matrix representations of the Tchebyshev algebra is beyond the scope of this paper. In section 8 we describe at least all "one-dimensional representations", that is all homomorphisms from the Tchebyshev algebra into a ring of formal power series K [[t] ] in one variable. It turns out that, modulo the endomorphisms of K [[t] ], there are only two essentially different homomorphisms. One of them may be extended to a homomorphism from the incidence algebra of the augmented Tchebyshev transform of an arbitrary poset into the incidence algebra of the same poset, the other seems to extend only to the level of standard algebras.
The results of this paper mark only the tip of an iceberg which is yet to be explored. There are many more results on functions that depend on the rank of an interval only in the incidence algebra of a binomial poset, then just the relation between the Möbius function and the zeta function. Some examples of such relations are given in section 3.15 of Stanley's book [8] . Analogous formulas for the augmented Tchebyshev transform will yield formulas for matrices of formal power series. Moreover, since we had a lot of freedom in choosing the matrices representing our variables x and y, other matrix representations of the Tchebyshev algebra are yet to be discovered, which may yield even more results.
Finally, one may want to ask the question whether there are other operators, analogous to the Tchebyshev operator, which would yield similar results in rings derived from the ring of formal power series.
Preliminaries

Binomial posets
A partially ordered set P is locally finite if every interval [x, y] ⊆ P contains a finite number of elements. An element y ∈ P covers x ∈ P if y > x and there is no element between x and y. We will use the notation y x. A function ρ : P −→ Z is a rank function for P if ρ(y) = ρ(x) + 1 is satisfied whenever y covers x. A partially ordered set may have more than one rank function, but the restriction of any rank function to any interval [x, y] ⊆ P is unique up to a constant shift. Therefore the rank ρ(x, y) of an interval [x, y], defined by ρ(x, y) = ρ(y) − ρ(x) is the same number for any rank function, and it is equal to the common length of all maximal chains connecting x and y. We say that a finite partially ordered set is graded when it has a unique minimum element, a unique maximum element, and a rank function ρ. A locally finite partially ordered set P is binomial, if it has a unique minimum element 0, contains an infinite chain, every interval [x, y] ⊆ P is graded, and the number B(n) of saturated chains from x to y depends only on n = ρ(x, y). The function B(n) is called the factorial function of P .
Binomial posets are a natural tool to generalize the notion of exponential generating functions. Given any locally finite poset P the incidence algebra I(P, K) of P over a field K consists of all functions f : Int(P ) −→ K mapping the set of intervals of P into K, together with pointwise addition and the multiplication rule
This multiplication is often called convolution. Those functions of the incidence algebra which depend only on the rank of the interval, form a subalgebra R(P, K). For its elements f ∈ R(P, K) we may write (by abuse of notation) f (n) instead of f ([x, y]) where [x, y] ⊆ P is any interval of rank n. Then we have the following multiplication rule
where n k is the "binomial coefficient"
. As a consequence of this formula, it is easy to show that associating to each f ∈ R(P, K) the formal power series
yields an algebra homomorphism from 
Möbius function and Eulerian posets
The zeta function ζ ∈ I(P, K) is the function whose value is 1 on every interval of P . Following [10] we call a partially ordered set P lower Eulerian if it has a unique minimum element 0 and for every t ∈ P the interval [0, t] is Eulerian.
If a partially ordered set is binomial, then the zeta function and the Möbius function both belong to R(P, K). If the partially ordered set is also lower Eulerian, then the homomorphism φ :
] introduced in section 1.1 provides evidence that the formal power series n≥0 x n /B(n) and n≥0 (−1) n x n /B(n) are multiplicative inverses of each other.
General Tchebyshev posets
In [5] we define the (general) Tchebyshev poset T (Q) associated to an arbitrary locally finite poset Q as follows. Its elements are all ordered pairs (x, y) ∈ Q×Q satisfying x < y, and we set (x 1 , y 1 ) ≤ (x 2 , y 2 ) when y 1 ≤ x 2 , or x 1 = x 2 and y 1 ≤ y 2 .
It is natural to think of the elements of T (Q) as the non-singleton intervals [x, y] of Q. We consider an interval larger than the other if either every element of the larger interval is larger than every element of the smaller interval or the smaller interval is an "initial segment" of the larger interval.
Although most of my paper [5] is focusing on the intervals of T (Q) for a specific Q, the following statements were shown for arbitrary locally finite posets:
is a partially ordered set. Proposition 1.2 If ρ : Q −→ Z is a rank function for Q then setting ρ(x, y) = ρ(y) provides a rank function for T (Q). In fact, the set of elements covering (x, y) ∈ T (Q) is {(x,ẏ) : y ≺ẏ} ∪ {(y,ẏ) : y ≺ẏ}.
(Hereẏ denotes an arbitrary element covering y in Q.) Proposition 1.3 Assume that every element of Q is comparable to at least one other element of Q. Then T (Q) has a unique minimum element if and only if Q has a unique minimum element x 0 covered by a unique atom y 0 . In that case the unique minimum element of T (Q) is (x 0 , y 0 ).
Proposition 1.5 Assume that every element of Q is comparable to some other element and that T (Q) has a unique minimum element (x 0 , y 0 ). Then every interval of T (Q) is an Eulerian poset if and only the same holds for every interval of Q \ {x 0 }.
In this paper we will also need to use the following statement, related to Lemma 1.4. Lemma 1.6 Given y 1 ≤ x 2 < y 2 ∈ Q, and any pair of elements x 1 , x 1 ∈ Q satisfying x 1 , x 1 < y 1 , the intervals [(x 1 , y 1 ), (x 2 , y 2 )] and [(x 1 , y 1 ), (x 2 , y 2 )] are isomorphic.
Proof: Let us describe first the elements (x, y) of [(x 1 , y 1 ), (x 2 , y 2 )]. We may distinguish three disjoint cases, depending on whether x = x 1 , x = x 2 or x ∈ {x 1 , x 2 }. (The elements x 1 and x 2 are different, since x 1 < y 1 ≤ x 2 ). If x = x 1 then (x 1 , y 1 ) ≤ (x, y) is equivalent to y 1 ≤ y, while (x, y) ≤ (x 2 , y 2 ) is equivalent to y ≤ x 2 . If x = x 2 then (x 1 , y 1 ) ≤ (x, y) is automatically satisfied, while (x, y) ≤ (x 2 , y 2 ) is equivalent to y ≤ x 2 . Finally if x is different from x 1 and x 2 then (x 1 , y 1 ) ≤ (x, y) ≤ (x 2 , y 2 ) is equivalent to y 1 ≤ x < y ≤ x 2 . To summarize, we obtain a disjoint union description
A similar formula may be written for [(x 1 , y 1 ), (x 2 , y 2 )]. It may be observed immediately that removing the elements of the form (x 1 , y) from [(x 1 , y 1 ), (x 2 , y 2 )] yields the same set as removing the elements of the form (
is a bijection. We only need to verify that it is also order-preserving. For that purpose let us compare each element of the form (x 1 , y) with the other elements in [(x 1 , y 1 ), (x 2 , y 2 )]. Given another element (x 1 , y ) of the same form, we have (x 1 , y) ≤ (x 1 , y ) if and only if y ≤ y . The actual value of x 1 is irrelevant for the purposes of this comparison. Since any element (x 1 , y) ∈ [(x 1 , y 1 ), (x 2 , y 2 )] satisfies y ≤ x 2 , it is automatically less than any element of the form (x 2 , y ) in [(x 1 , y 1 ), (x 2 , y 2 )]. Given finally an element of the form (x 1 , y) and an element of the form (x, y) where x 1 < x = x 2 , only (x 1 , y) ≤ (x, y ) is possible, if they are comparable at all, and the inequality holds if and only if y ≤ x. This comparison is again independent of the actual value of x 1 . Therefore κ is in deed order preserving, since replacing x 1 with x 1 does not change any of the comparisons we need to make. 3
Noncommutative formal power series
Given an alphabet X of variables the set of finite words with letters from X (or, in other words, the free monoid generated by X) is usually denoted by X * . Given a field K, a formal power series on X is a formal linear combination f = w∈X * a w w where all a w 's belong to K. Given a second formal power series g = w∈X * b w w, the sum of the two formal power series is defined by f +g = w∈X * (a w +b w )w, while their product is defined as f · g = w∈X * ( uv=w a u b v ) w. The ring of formal power series on the alphabet X with coefficient field K is denoted by K X . Some information on noncommutative formal power series may be found in [9, Section 6.5] .
For the purposes of our paper the following "typically noncommutative" phenomenon needs to be noted. For noncommutative formal power series there is often a distinct difference between factoring by an ideal generated by a single element, and the way someone used to commutative formal power series would tend to think "modulo the ideal". If, for example, one takes the ring K[[x, y]] of formal power series in two commuting variables, then factoring by the ideal generated by y is equivalent to removing all terms that contain a positive power of y, from all expressions. The factor ring is isomorphic to K [[x] ]. In the noncommutative case, however, the formal power series n≥0 x n yx n does not belong to the ideal generated by y. This is stated in Lemma 1.2 of the paper [4] by Gerritzen and Holtkamp. If we want to get a factor ring isomorphic to K x = K[[x]], we need to factor by the ideal
where J n is the ideal generated by all monomials of degree n. In general, given an ideal I of K X , the closure of I is the ideal
The reason for this terminology is the following. Consider the noncommutative polynomial ring K X . Let us denote (by abuse of notation) also by J the ideal generated by X in K X . Given any p ∈ K X , the family of sets {p + J n : n ∈ N} serves as the neighborhood basis in the J-adic topology on K X . Factoring by the closure of an ideal often corresponds better to the kind of factor ring we grew used to in the commutative case.
2 The augmented Tchebyshev transform of a binomial poset Proposition 1.3 suggests considering the following modified version of the operation T when it is applied to a binomial poset.
Definition 2.1 Assume Q is a locally finite with a unique minimum element 0. We define the augmented Tchebyshev transformŤ (Q) of Q as T (Q ∪ { −1}), where −1 is a new minimum element, covered only by 0.
As a consequence of Proposition 1.3, the element ( −1, 0) ∈Ť (Q) is the unique minimum element ofŤ (Q). Moreover, if Q has a rank function satisfying, ρ( 0) = 0, then we may extend it to Q ∪ { −1} by setting ρ( −1) = −1, and so by Proposition 1.2 we obtain thatŤ (Q) has a rank function given by ρ(x, y) = y. Note that for this rank function the rank of the minimum element ( −1, 0) ∈Ť (Q) is zero.
Unfortunately, the augmented Tchebyshev transform of a binomial poset is not binomial even in the case of the simplest possible example. If Q is a binomial poset then, by what was said above, T (Q) satisfies all criteria of a binomial poset, except for the one requiring that the number of saturated chains of an interval has to depend on the rank of the interval only. We should not be discouraged by this example, because we only need to refine the picture a little bit to arrive at a situation reminiscent of the one of binomial posets. Definition 2.3 Let Q a locally finite partially ordered set that has a minimum element 0 and a rank function ρ. Assume ρ( 0) = 0 and extend the rank function to Q ∪ { −1} by setting ρ( −1) = −1. We call the ordered pair (ρ(x), ρ(y)) associated to (x, y) ∈Ť (Q) the type of (x, y) ∈Ť (Q).
As we will see it in a moment, the number of saturated chains in an interval [(u, v) , (x, y)] ⊂Ť (Q) depends only on the type of its endpoints.
, where Q is any locally finite poset having a minimum element 0 and a rank function ρ.
1. If u < x (and so v ≤ x) then every saturated chain of [(u, v) , (x, y)] ⊂Ť (Q) may be uniquely described by a pair of the following two objects: Proof: This lemma is an almost straightforward consequence of Proposition 1.2. Assume (u, v) < (x, y) and u < x first. Consider an arbitrary saturated chain
. By Proposition 1.2, the element (x i+1 , y i+1 ) covers (x i , y i ) exactly when y i+1 covers y i , and x i+1 is either x i or y i . Thus the sequence
Once such a saturated chain is fixed, we have at most two choices when we move from (x i , y i ) to (x i+1 , y i+1 ): either "we remove the left element x i " and write y i+1 after y i (yielding (x i+1 , y i+1 ) = (y i , y i+1 )), or we "remove the right element y i " and replace that with y i+1 (yielding (x i+1 , y i+1 ) = (x i , y i+1 )). Let us record the first choice by a letter L and the second choice by a letter R. For example, the saturated chain 0 ≺ 1 ≺ 2 ≺ 3 ≺ 4 in [0, 4] ⊂ N and the word LRRL yields the saturated chain
for the interval represented on Figure 1 . No matter which letter we choose, the rank of the second coordinate (which is also the rank of the element inŤ (Q)) always increases by one. The effect of the letters L and R on the rank of the first coordinate is completely different. Writing R keeps the rank of the first coordinate unchanged, while writing L increases the rank of the first coordinate to the rank of the second coordinate of the input. Hence, once the rank of the first coordinate reaches ρ(x), we may use only R's, keeping the first coordinate unchanged. Thus we are only allowed to use R's once x is introduced as a first coordinate for the first time. This first introduction of x as a first coordinate can be only achieved by choosing the L-option which makes the second coordinate of the previous (x i , y i ) equal to x. The only y i that has the same rank as x is y ρ(x)−ρ(v) . Therefore we must have
= L and all subsequent letters must be R's. Conversely, any saturated chain of [v, y] and any LR word satisfying conditions (i) and (ii) yields a saturated chain
for which the first coordinates stabilize at
The proof for the case when u = x is similar but easier. Here x is already introduced as the first coordinate at the beginning of the saturated chain, so only the option represented by the letter R may be used all along. Therefore the saturated chains of [(u, v) , (u, y)] ⊂Ť (Q) are in bijection of with the saturated chains of [v, y] ⊆ Q. 3
Corollary 2.5 Let Q be a binomial poset with factorial function B(n) and assume (u, v) ≤ (x, y) iň T (Q). If the type of (u, v) is (i, j) and the type of (x, y) is (k, l) then the number of saturated chains in
In fact, i = k may only possible if u = x and in that case B(l − j) is the number of saturated chains in [v, y]. If i < k then we are in the case u < x, the product B(k − j)B(l − k) is the number of pairs of saturated chains, one in [v, x] , one in [x, y], while 2 k−j is the number of admissible LR-words. It is worth noting that in the case when k ≥ j the number of saturated chains from an element of type (i, j) to an element (k, l) is the same as the number of saturated chains from ( −1, 0) (= the only element of type (−1, 0)) to an element of type (k − j, l − j). The only obstacle to automatically extending this observation to the case k = i is that in that case k − j < −1 and no element of Q ∪ { −1} has such a low rank. This motivates the following definition.
In analogy to binomial posets we define a factorial function on the types of intervals. Our factorial function will differ from the actual number of saturated chains for most types by a factor of a power of 2. The reason of this choice will be clear in section 3 where we use our factorial function to express generalized binomial coefficients.
Definition 2.7 Let Q be a binomial poset and B its factorial function. For any pair of integers (k, l) satisfying k < l and l ≥ 0 we define the factorial B(k, l) associated toŤ (Q) by the following formula.
is the type of an interval, then we require k ≥ −1, while B(k, l) is defined for all negative values of k, although it always yields the same number as B(−1, l). When we perform calculations with these coefficients, it will be more convenient to allow all values of k, while the number of saturated chains in an interval [(u, v) , (x, y)] ⊂Ť (Q) satisfying ρ(x) − ρ(v) < 0 (and thus x = u) does not depend on the actual value of ρ(x) − ρ(v). Alternatively one could define the type of an interval [(u, v) , (x, y)] ⊂Ť (Q) to be (ρ(x) − ρ(v), ρ(y) − ρ(v)) and then declare that "all types (k, l) with a fixed positive l and an arbitrary negative k are the same". This convention is also useful to state the following straightforward observation more easily:
Without the informal convention one would need to say that the type of [(r, s),
Using Definitions 2.6 and 2.7 we may restate Corollary 2.5 as follows.
Proposition 2.9 The number of saturated chains of an interval of type (k, l) inŤ (Q) is 2 max(0,k) B(k, l).
Generalizing binomial coefficients
As seen in the previous section, in the augmented Tchebyshev transform of a binomial poset, the number of saturated chains in an interval depends not only on the rank, but also on the type of the interval. Hence rather than counting all elements of a given rank in an interval it seems to make more sense to count all elements of a given type. Let us introduce
for the number of elements of type (m, n) in an interval whose minimum element has type (i, j) and maximum element has type (k, l). Of course we need to show that this number depends only on the types involved. In this section we do that, and also produce explicit formulas for
. Assume from now on that we are given an interval [(u, v) , (x, y)] ⊆Ť (Q) (where Q is a binomial poset) such that (u, v) is of type (i, j) and (x, y) is of type (k, l). We want to count the number of elements (r, s) of type (k, l). By the definition of the Tchebyshev order, (u, v) ≤ (r, s) implies that either u = r or v ≤ r must hold. At the level of the types we must either have i = m or j ≤ n. Similarly, from (r, s) ≤ (x, y) we must have either m = k or n ≤ k. 
Case 2: i < k (and so j ≤ k). Now we are in the first case of Lemma 2.4. As seen there, every saturated chain of [(u, v) , (x, y)] may be described by a saturated chain
and an LR-word w 1 w 2 · · · w l−j such that w k−j+1 = L and all subsequent letters are R's.
Assume first j ≤ m < n ≤ k, the other subcases being similar but easier. To decide whether the saturated chain of [(u, v) , (x, y)] contains any element of type (m, n), one only needs to know the associated LR word. In fact, some element of rank m is introduced as a first coordinate if and only if w m−j+1 = L. This element is still the first coordinate when the second element reaches rank n if and only if w m−j+1 is followed by n − m − 1 R's. This means that when we count all chains containing some element of type (m, n) and all chains containing a fixed element of type (m, n), we allow the same number of LR-words. We may obtain the number of elements of type (m, n) by dividing the total number of saturated chains containing some element of type (m, n) with the number of saturated chains containing a fixed element of type (m, n). When we perform this division, the number of admissible LR-words cancels, and we are left with dividing the total number of saturated chains
satisfying y k−j = x with the number of similar saturated chains also satisfying y m−j = r and y n−j = s, where (r, s) ∈Ť (Q) is an arbitrary but fixed element of type (m, n). Therefore we
.
The remaining subcases are when m = i or m = k. Similarly to the previous subcase, the number of admissible LR words cancels when we divide the total number of saturated chains containing some element of the prescribed type with the number of saturated chains containing an arbitrary but fixed element of the prescribed type. In the subcase when m = i (and so m = i < j ≤ n ≤ k < l), we have to divide the number of saturated chains
satisfying y k−j = x with the number of similar saturated chains also satisfying y n−j = s where s ∈ Q is an arbitrary but fixed element of rank n. Therefore we have
Simplifying again by B(l − k) yields
Finally, when m = k (and so i < j ≤ k = m < n ≤ l) the same division as in the previous subcase yields
The four equations we obtained for
depending on the relation between m and the other entries, look rather different. Ironically this is due to writing our binomial coefficient in simplest form in terms of the factorial function of Q. If we use the factorial function introduced in Definition 2.7, we may write a unified formula. 
The proof is straightforward substitution into the definitions. It is worth noting that the number of elements (r, s) of a fixed type in an interval [(u, v) , (x, y)] depends only on the type of the intervals [(u, v) 
This corollary is an immediate consequence of Proposition 3.1.
Generating functions
In analogy with the theory built for binomial posets, consider the following subalgebra of the incidence algebra ofŤ (Q) Definition 4.1 Given a binomial poset Q and a field K, we say that a function f ∈ I(Ť (Q), K) is a function of types if it assigns the same value to all intervals of the same type. We denote the subalgebra of the functions of types by R(Ť (Q), K). y) ] ⊆Ť (Q) we may easily convince ourselves that Q must be binomial. Using the rank function of Q we may define the types of the intervals inŤ (Q), and observe that all intervals of type (k, l) with a fixed l must have the same number of saturated chains. In particular, we must have that the number of saturated chains is the same in an interval of type (1, 3) and in an interval of type (2, 3). By Proposition 2.9 this is equivalent to 2B(1)B(2) = 4B(2)B(1), which can never happen, considering that B(1) and B(2) must be positive.
By abuse of notation, for a function of types f ∈ R(Ť (Q), K) we will denote its value on an arbitrary interval of type (k, l) by f (k, l). Furthermore, for the sake of notational convenience we extend the definition of f (k, l) to all negative integers k by setting f (k, l) f (k, l) = f (−1, l) for all k < 0. Using this notational convenience, and keeping in mind Remark 2.8, we may write the following "convolution formula":
Observe that the partial order below the summation sign is exactly the partial order ofŤ (N) introduced in Example 2.2. According to Corollary 3.2 this equation may be rewritten as
In analogy to the case of binomial posets, the existence of these convolution rules demonstrates the fact that R(Ť (Q), K) is in deed a subalgebra of I(Ť (Q), K). Rule (6) suggests considering generating functions of the form
where the multiplication rules for the "monomials" x(k, l) have to be deciphered from equation (6).
Definition 4.3
Given a field K we define the Tchebyshev algebra T (K) of K as the algebra of infinite formal sums
where all coefficients a k,l belong to K, and the terms x(k, l) obey the multiplication rule
Before going any further let us observe that by setting deg(x(k, l)) = l we may define a "degree function" on the terms, and there are only finitely many values of k satisfying −1 ≤ k < l for a fixed value of l. Hence the multiplication rule given in the definition induces a valid multiplication rule for products of infinite sums, since there will be only finitely many terms contributing to the coefficient of any given x(k, l) in the product. In particular, we have the following.
two elements of T (K).
Extend the definition of b k,l to all negative k's by setting
where the partial order below the summation sign is the partial order ofŤ (N).
Proof: Let us fix x(k, l) and x(m, n). First we show that x(m, n) · x(i, j) = x(k, l) holds for some x(i, j) exactly when (m, n) ≤ (k, l) and that such an x(i, j) is unique. Let us try setting i = −1 first. Then, by the multiplication rule we have
This is equal to x(k, l) iff. m = k and j = l − n. The requirement j > −1 is equivalent to n ≤ l. Consider now the case i ≥ 0. Then, the definition yields
This is equal to x(k, l) iff. i = k − n and j = l − n. Since i is not negative, we must have n ≥ k, the requirement j > i is an automatic consequence of l > k. We obtained that x(m, n) · x(i, j) = x(k, l) has a solution exactly when either both m = k and n ≤ l hold, or when k ≥ n. This is exactly the definition of the partial orderŤ (N) for (m, n) and (k, l). In each case we have found a unique solution. In the second case we found this unique solution to be x(k − n, l − n), in the first case we found x(−1, l − n). In this first case k − n is negative and we have set b k−n,l−n = b −1,l−n . This observation concludes the rest of the proof. 3
Equation (6) and Proposition 4.4 yield the following theorem.
is an algebra-isomorphism.
The proof is analogous to the proof of [8, Theorem 3.15.4]. We conclude this section with a few observations about the Tchebyshev algebra.
Corollary 4.6 The algebra T (K) is associative.
In fact, by Theorem 4.5, T (K) is isomorphic to a subalgebra of the incidence algebra of a partially ordered set. It is also easy to verify the associativity directly on the semigroup of monomials x(k, l), from which general associativity directly follows.
Proposition 4.7 x(−1, 0) is the multiplicative identity of T (K).
This statement is straightforward. Using this observation we call x(−1, 0) and its coefficient the constant term of an element of T (K).
Since the Tchebyshev algebra is obviously not commutative, there is a distinction between left and right inverses. Fortunately we have the following statement, in analogy to the case of formal power series.
Proposition 4.8 If f ∈ T (K) has either a left or a right inverse then its constant term is nonzero. Conversely, if f ∈ T (K) has a nonzero constant term, then it has both left and right inverses (which therefore must be equal).
Proof: If the constant term of f is zero, then its lowest degree terms have positive degree. Hence the lowest degree terms in any product f · g or g · f will also have positive degrees. It is thus necessary for f to have a nonzero constant term if it has any one-sided inverse.
To prove the converse, observe first that, by Proposition 4.4, given an f 
where the second index of each b i,j on the right hand side is strictly less than l. The proof of the existence of a left inverse is similar, only easier. 3
5 Structure and representation of the Tchebyshev algebra Definition 4.3 was designed in a way that made it easy to prove that the Tchebyshev algebra provides generating functions for the functions on types of intervals in someŤ (Q). It does not reveal however much of the structure of T (K).
Theorem 5.1
The Tchebyshev algebra T (K) is isomorphic to the noncommutative ring of formal power series K x, y factored by the closure of the ideal generated by yx − x 2 . This isomorphism may be given by replacing each x(−1, l) with y l and each x(k, l) (where k ≥ 0) with x k+1 y l−k−1 .
Proof: Let us show first that every element of the ring
may be uniquely written as an infinite linear combination of monomials of the form x i y j , where i, j ≥ 0. Any monomial of x and y may be rearranged into the form x i y j by the use of the rule yx = x 2 a finite number of times. There are only a finite number of noncommutative monomials that are congruent to the same x i y j modulo (yx − x 2 ) since we factor by a homogeneous ideal, and there are only finitely many noncommutative monomials of degree i + j. Thus any noncommutative polynomial of x and y is obviously congruent to a linear combination of x i y j 's modulo (yx − x 2 ). Moreover, it is easy to see that different linear combinations of x i y j 's are incongruent modulo (yx − x 2 ). In fact, every nonzero element of (yx − x 2 ) contains at least one monomial with nonzero coefficient in which a y precedes an x, and so it cannot be the difference of linear combinations of x i y j 's.
Consider now a noncommutative formal power series f ∈ K x, y which may consist of infinitely many nonzero terms. Using the relation yx = x 2 to rearrange all monomials of degree at most n, we may write up a formal power series f n which is congruent to f modulo (yx − x 2 ), and up to degree n it consists only of terms of the form a i,j x i y j . Moreover, given m < n, the terms of f m and f n agree up to degree m. Hence there is a "limit" g which agrees with every f n up to degree n. (As a matter of fact, g is the limit of the series f 1 , f 2 , . . . in the J-adic topology.) In other words, g − f n ∈ (yx − x 2 ) + J n+1 , and so g − f = g − f n + f n − f ∈ (yx − x 2 ) + J n+1 holds for all n. Therefore g is congruent to f modulo the closure of yx − x 2 and it is obviously of the required form.
The uniqueness follows from the fact that for all n, the combination of the terms of g up to degree n forms a polynomial which is uniquely defined.
Let us denote x(0, 1) by x and x(−1, 1) by y. It is easy to show by induction on n that x n = x(n − 1, n) and y n = x(−1, n)
hold for all positive n. The formula is also valid for n = 0 since x(−1, 0) is the identity element of T (K). Thus we have
and for positive i (and nonnegative j) we also have
Therefore the unique solution to x i y j = x(k, l) is i = k + 1, and j = l − k − 1. We have proved that T (K) consists of infinite linear combinations of the exact same kind, with the exact same multiplication and addition rules as the ones holding in the factor of K x, y by the closure of (yx − x 2 ). 3
The isomorphism φ : R(Ť (Q), K) −→ T (K) depends on the structure of the binomial poset Q. On the other hand, between K x, y / n≥0 ((yx − x 2 ) + J n ) and T (K) we will always consider the same isomorphism: the one that sends x into x(0, 1) into x, and x(−1, 1) into y. Hence we will identify these two rings in this paper, and use the notations x k+1 y l−k−1 and x(k, l) interchangeably.
Remark 5.2
The ideal generated by yx − x 2 in K x, y is not closed in the J-adic topology. This may be shown by proving that the noncommutative formal power series
does not belong to (yx−x 2 ). According to Ralf Holtkamp [6] , this statement may be shown in analogy to the proof of Lemma 1.2 in the paper [4] by Gerritzen and Holtkamp.
Remark 5.3
Multiplication by x and y in T (K) may be easily "visualized" using a picture ofŤ (N), such as the one represented on Figure 1 . We may identify the monomial x(i, j) with the element (i, j) ∈Ť (N) on the picture. Multiplying by y = x(0, 1) corresponds then to moving straight up (such moves are indexed with the letter R in the statement of Lemma 2.4), while multiplying by x = x(−1, 1) corresponds to to moving to the rightmost element in the row right above (these are the moves indexed by L). It is also worth noting that, given any (i, j) ∈Ť (N), the upper ideal {(u, v) : (u, v) ≥ (x, y)} is isomorphic toŤ (N), which "explains" why multiplication in T (K) is associative. (The proof of this "self-similarity" is analogous to the proof of [5, Proposition 3.1] , and left to the reader.)
There are many ways to represent the Tchebyshev algebra as a ring of matrices of (commutative) formal power series in a single variable. In particular, we are about to show that there is a sequence of homomorphisms Φ d :
Before explicitly defining such a sequence of representations, let us make a few general observations. Assume that some homomorphism Φ : 
Using matrices X and Y whose entries have zero constant term is a sufficient but not a necessary condition to guarantee the continuity of the induced homomorphism
Consider, for example, the representation induced by setting
These matrices obviously satisfy Y X = X 2 . Straightforward induction shows that
hold for n ≥ 0. For any positive i we obtain
In particular x(k, l) = x k+1 y l−k−1 is represented by
when k is positive, and by
Clearly, when l converges to infinity, each entry in X k+1 Y l−k−1 converges to zero in the (t)-adic topology of K [[t] ]. Hence the homomorphism sending x into X and y into Y is continuous. As a consequence of Theorem 4.5 we obtain the following:
is an algebra-homomorphism.
We have thus many options, and all of them may yield interesting formulas for matrices of formal power series. In this paper we focus on one sequence 1, 2 , . . .) that has the additional property of Φ d being injective on the linear span of all monomials of degree at most d − 1. Thus the direct sum d≥1 Φ d provides a faithful representation of the Tchebyshev algebra. (Actually, it will turn out that it will be possible to take the "limit" lim d→∞ Φ d of our homomorphisms and obtain a single representation by infinite lower triangular matrices.)
To facilitate our calculations, let us fix d and denote by E i,j the d × d matrix whose only nonzero entry is a 1 in the i-th row and j-th column. Let us set
In other words, X is the matrix 
Since the first row of X is zero, any matrix M whose only nonzero entries are in its first column will satisfy M X = 0, and is a potential candidate for Y − X. In particular, if we set Y − X = t · E 1,1 or, equivalently Proof: It is sufficient to show the same statement about products of the form x i (y − x) j of degree at most d − 1, since they span the same vector space and are equinumerous. We show this modified statement by explicitly calculating
Concerning the powers of X it is easy to show by induction that
holds for 1 ≤ i ≤ d − 1, while all higher powers of X are zero. As a consequence
for 1 ≤ i ≤ d − 1 and any positive j. Consider now any linear combination of the form
with coefficients a i and b i,j from K, yielding M = 0. By equations (12) and (13) we may write
where I is the identity matrix. For 1
and so we must have
is the coefficient of t i+j in M i+1,1 and must be zero. In order to apply Theorem 4.5 to our matrix representation, we now compute the products X i Y j . Obviously Y j = ((Y − X) + X) j may be written as the sum of all products consisting of altogether j copies of (Y − X) and X. Since (Y − X)X = 0 and X d = 0, many of these products vanish, and we are left with
Using equations (12) and (13) we may rewrite this as
Multiplying by X i from the left shifts all rows down by i, and multiplies all entries by t i . Hence we obtain
Here the first sum is empty if j = 0 and the second power is zero if j ≥ d. Moreover, for i = 0, this formula yields exactly equation (14).
Theorem 5.8 Let X and Y be the matrices given by (10) and (11), respectively. Given a function f ∈ R(Ť (Q), K), the entries of the matrix
for 1 = q = p, 0 in all other cases.
Lower Eulerian binomial posets
Using the notion of the augmented Tchebyshev operator we may rephrase Proposition 1.5 as follows:
Proposition 6.1 If Q is a lower Eulerian poset, then so isŤ (Q).
Assume now that Q is a binomial and lower Eulerian poset. ThenŤ (Q) is also lower Eulerian. Since the rank of an interval of type (k, l) inŤ (Q) is l, the value of the Möbius function on such an interval is (−1) l . Using Theorem 4.5 and the fact that the Möbius function and the zeta function are inverses of each other, we obtain that the multiplicative inverse of
Substituting Definition 2.7 yields:
Corollary 6.2 If Q is a lower Eulerian binomial poset, then the multiplicative inverse of
Using the representations Φ d and Theorem 5.8, we obtain the following. 
in all other cases. may be obtained by substituting (−t) into t in each entry of A.
Example 6.4 Let the elements of Q be all finite subsets of an infinite set, ordered by inclusion. This poset is locally finite, binomial, lower Eulerian, with factorial function B(n) = n!. Corollary 6.2 yields that the multiplicative inverse of
Let us rewrite the statement also in terms of Corollary 6.3. When 2 ≤ q ≤ p, we obtain Example 6.6 Consider the following partial order Q on the set of integers:
Elements separated by a comma are considered incomparable. This is binomial, with factorial function
The Möbius function ofŤ (N)
As a final illustration of the power of Theorem 5.8, we calculate the inverse of a lifted sequence of d × d matrices using the fact that the Möbius function ofŤ (N) is the multiplicative inverse of its zeta function. It is very easy to show that the Möbius function µ ofŤ (N) satisfies
0 for all other values of (k, l).
The reader familiar with Möbius function computations may use Figure 1 to fill in the picture and notice that, except for four elements at the bottom, all others need to be labeled with 0. The binomial poset N has factorial function B(l) = 1 and "binomial coefficients" 
For 1 = q < p, Theorem 5.8 yields
Finally, for 1 = q = p we have
The inverse of A is the image of the Möbius function under Φ d . Using equation (17) and Theorem 5.8 we obtain:
t 2 for 2 ≤ q < p and q − p = 2, −2t for 2 ≤ q < p and q − p = 1, 1 for 2 ≤ q = p t 2 for 1 = q < p = 3, −2t for 1 = q < p = 2, 1 − t for 1 = q = p, 0 in all other cases.
As a consequence of the Möbius function vanishing on all but finitely many elements, A −1 is "almost diagonal": only those entries are nonzero for which the row number exceeds the column number by at least 0 and and at most 2.
"One-dimensional" representations of the Tchebyshev algebra
It is relatively easy to essentially describe all "one-dimensional" representations of T (K), that is, all homomorphisms ψ :
]. Given such a homomorphism ψ, the formal power series ψ(x) and ψ(y) must satisfy
is an integral domain, we must have either ψ(x) = 0 or ψ(y) = ψ(x). In the first case, the kernel of ψ contains the ideal generated by x, and the homomorphism factors through , and α is the "canonical homomorphism" α :
] sending x into 0 and y into t.
Consider now the second case, when ψ(x) = ψ(y). In this case ψ factors through T (K)/(x − y).
Proof: Using yx = x 2 , it is easy to show by induction that y i−1 x = x i holds for i ≥ 2 in T (K). Hence we have
Therefore any infinite linear combination i,j≥0 a i,j x i y j is congruent modulo the ideal generated by y − x to is an element of the ideal generated by y − x. A good reference on the endomorphisms of a commutative formal power series ring is Chapter 3 of Brewer's book [2] . We now take a closer look at the homomorphisms α and β. Given a binomial poset Q and a function f ∈ R(Ť (Q), K), we have One would be tempted to look for a homomorphism β I : I(Ť (Q), K) −→ I(Q, K) that extends the definition of β R . Unfortunately, using the most plausible extension, one seems to run into a difficulty with preserving multiplication. We are still able to extend β to the standard algebra of a poset.
Definition 8.3 Let P be a locally finite partially ordered set, and K a field. We define the standard algebra S(P, K) of P as the set of those f ∈ I(P, K) that assign the same value to isomorphic intervals.
According to Proposition 4.13 in Aigner's book [1, Chapter IV, Section 1] the standard algebra is a subalgebra of the incidence algebra. Moreover, if an element of the standard algebra is invertible in the incidence algebra, then it is already invertible in the standard algebra. It is also evident that R(P, K) is a subalgebra of S(P, K). is a homomorphism. Furthermore, if Q is a binomial poset, then restriction of β S to R(Ť (Q), K) is β R .
Proof: It is easy to verify that β S is compatible with addition, and that, for a binomial poset Q, its restriction to R(Ť (Q), K) is β R . We only need to show that β S is compatible with the convolution. Given (x, y) ∈Ť (Q) we have x < y and which is exactly the definition of (β S (f ) · β S (g))(x, y).
3
The combinatorial meaning of Theorem 8.2 is that α I and β S are the only "essentially interesting" homomorphisms between the incidence algebras or standard algebras ofŤ (Q) and Q: at the level of generating functions, any other homomorphism would be either meaningless, or induce the same formulas, modulo the endomorphisms of K [[t] ].
