During the few decades, computational techniques for simulating heat transfer in complex industrial systems have reached maturity. Combined with increasingly sophisticated modeling of turbulence, chemistry, radiation, phase change, and other physics, powerful computational fluid dynamics (CFD) and computational heat transfer (CHT) solvers have been developed which are beginning to enter the industrial design cycle. In this paper, an overview of emerging simulation needs is first given, and currently-available CFD techniques are evaluated in light of these needs. Emerging computational methods which address some of the failings of current techniques are then reviewed. New research opportunities for computational heat transfer, such as in submicron and multiscale heat transport, are reviewed. As computational techniques and physical models become mature, there is increasing demand for predictive simulation, that is, simulation which is not only verified and validated, but whose uncertainty is also quantified. Current work in the area of sensitivity computation and uncertainty propagation is described.
Introduction
Over the last few decades, computational fluid dynamics (CFD) and computational heat transfer (CHT) have increasingly become an integral part of the industrial design and analysis cycle. Today, nearly every major company in every major industry routinely uses CFD software. Comprehensive simulation systems encapsulating computer-aided design (CAD), mesh generation, CFD, and structural analysis form the analysis backbone in industries as diverse as automotive, aerospace, chemical processing, electronics cooling, energy, food processing, materials processing and many others. Increasingly, simulations are large-scale and sophisticated, routinely involving millions of degrees of freedom. Coupled flow, heat transfer, turbulence, chemistry, and radiation computations are common. Massively-parallel computing on commodity clusters is increasingly the norm, and sophisticated graphics and postprocessing support the engineer in making technical assessments of his=her designs. To the unpracticed eye, it would seem that in a scant two or three decades, the dream of having computer experiments replace difficult, expensive, and time-consuming laboratory testing has finally come true.
Yet, despite all its success, it would be difficult today to find an industrial practitioner or a university researcher who would be willing to use CFD exclusively without supporting experimental confirmation. In many industries, CFD is used only broadly, as a goad to intuition, but not for quantitative decision-making. Furthermore, though CFD is used in analysis, its inclusion in optimization and design is at a nascent stage, hindered by still-daunting computational cost. In this paper, we review current and emerging needs in complex system simulation, and critically assess popular computational methodologies in meeting these needs. We review emerging computational methodologies which seek to address the shortcomings of existing methods. Opportunities for research in emerging areas are identified. Increasingly, the industrial user is interested not only in single-point simulations, but in understanding the sensitivity of his=her system outputs to inputs, and how error bands and lack of knowledge in system inputs and models translate to uncertainties in his=her predictions. Since most CHT problems invariably involve CFD and use similar numerical techniques, we speak of the two interchangeably in the rest of the paper.
Emerging Simulation Needs and Opportunities
As CFD and CHT simulations become more ambitious, existing CFD approaches must be improved or augmented. Some critical issues are identified below.
Mesh Generation for Complex Geometries.
With current automatic mesh generation methods, it is not uncommon for the industrial user to spend as much as 80% of engineer time on mesh generation, and as little as 20% on actually obtaining the numerical solution. Good quality mesh generators are critical. Alternatively, the onus of addressing complex geometries must shift from the user to the algorithm, through the use of meshless methods [1] or immersed boundary methods [2] , or other similar techniques. If Moore's Law remains valid, computers will double in speed every 2 years whereas humans will not. Thus, the user may be willing to incur an increase in computational time if the approach reduces human time.
Integrated Solvers.
Knowledge domains remain all too separate, even today. Though CFD and CHT are well-integrated, future complex system simulations will require integration with other knowledge domains. For CHT, integration with structural analysis solvers for thermal stress analysis, or solvers for charge transport and electrical potential to compute Joule heating, are already necessary in many applications. In many instances, loose integration will suffice, but in others, such as those involving fluid-structure interaction [3] or fluid-structure-electrostatics interactions in micro-electro-mechanical systems (MEMS) [4] , for example, tight coupling between domain-based solvers is essential. The implications for conservation of heat, mass, momentum, and charge must be carefully considered when the various domain-based solvers are based on different numerical approaches (finite volume versus finite element, for example). Alternatively, unified multiphysics techniques addressing different knowledge domains may be developed. Finite element solutions of fluids and structures are now available [3] , and finite volume solvers for structural analysis have also been published [5] . Node and cellbased finite volume solvers for semiconductor device simulation have long been a staple of the micro-electronics domain [6] .
2.3 Sensitivities, Adjoints, and Uncertainty Quantification. In nearly all problems of industrial interest, the user is interested in the variation of his=her outputs with changes in input parameters. These sensitivities allow better design of experiments and computations. The availability of accurate derivative information also allows more efficient optimization. Furthermore, in nearly every practical application, inputs are never precisely known or measurable. The user seeks to know which inputs are the most important, and how the uncertainty in inputs affects output predictions. At present, most commercial CFD solvers provide only single-point simulation capabilities, i.e., the ability to perform a CFD simulation for a single combination of inputs. Recently, a variety of advances in automatic code differentiation [7] and uncertainty propagation [8, 9] have been published which promise enormous dividends for the CHT community. The extension and application of these techniques to thermal transport in complex systems is a fruitful area for new research.
2.4 Large-Scale Parallel Algorithms. At the U.S. weapons laboratories, petascale platforms are now available [10] and discussions of future exascale platform specifications are already underway. Current capacity in many industry and university settings is typically in the multiteraflop range, and petascale capacity is expected over the next decade. Multiprocess multicore environments are the norm for commodity clusters.
During the last few years, graphics processing units (GPUs), which were originally designed for rendering and visualization, have emerged as massively-parallel coprocessors to the central processing unit (CPU) [11] . Indeed, GPUs today outperform CPUs, both in floating point performance and memory bandwidth by a factor of ten [12] and the gap is rapidly growing, as shown in Fig. 1 . Today it is possible to configure desktop supercomputers with hundreds of stream processors using GPUs to deliver teraflop performance, all for a few thousand dollars. Recent CFD computations exploiting GPUs have reported acceleration factors of 50-100 for large-enough problems (of the order of tens of millions of grid points) on commodity architectures [13] . Furthermore, many of the bottlenecks restricting the use of GPUs for CFD have recently been removed. Unlike old fixed-function pipelines which made general purpose programming difficult, GPUs now allow low-level access to hardware, combined with a high-level programming environment through programming models such as Stanford University's BrookGPU [14] and NVIDIA's Compute Unified Device Architecture (CUDA) [15] .
CFD algorithms must be tailored to take advantage of these emerging platforms. Sequential implicit pressure-based algorithms [16] have long been the staple of the CHT community, but this class of algorithm was tailored for low-memory serial platforms. Because the governing equations are solved sequentially, the computational and memory load on a single core is low, and intercore communication dominant, leading to poor scaling. The presence of large numbers of cores increases the surface-to-volume ratio of partitions, and renders implicit algorithms effectively explicit across partition boundaries, with serious consequences for the convergence of incompressible flow solvers. Point-coupled algorithms offer the possibility of better scalability [17, 18] by increasing the work per core. All CFD solvers must contend with the low-memory bandwidth of multicore designs. The scalability of linear solvers on multicore architectures is critical, especially for pressure-based methods and low-Mach number flows. Here, the convergence of the pressure field is frequently a bottleneck to overall convergence, and is the most taxing for linear solvers as well. For GPUs, most published CFD algorithms are at present based on explicit time-stepping techniques [13] because of the suitability of this type of algorithm to streaming, and the paucity of efficient sparse linear solvers on these platforms. This presents a significant departure from the algorithms widely used in the CHT community, where implicit schemes have been the norm. Developing robust algorithms which scale over tens of thousands of cores and on new GPU architectures will become critical for simulating large complex multiphysics systems over the next decade.
2.5 Improvements to Physical Models. Ultimately, the success of CFD and CHT in complex system simulation will depend on the fidelity of the predicted results. Though modeling challenges exist in nearly every flow problem of industrial interest, we focus here on three areas with widespread impact.
Turbulence modeling remains an enduring bottleneck in complex system simulation, even in single phase nonreacting flows. Direct numerical simulations remain out of reach for most practical industrial Reynolds numbers, though large-eddy simulation is now increasingly used. Nevertheless, Reynolds-averaged Navier-Stokes modeling remains the mainstream approach in industry, and will continue to limit solution fidelity across a wide swath of industrial applications for the foreseeable future [19] .
Recent interest in energy-related CFD and CHT spurred renewed interest multiphase flow simulation [20, 21] . Liquidvapor multiphase flows in the presence of phase change form the backbone of flow computations in many industries. Eulerian-Eulerian multiphase flow approaches are widely used, but at present, regime transition is done empirically for the most part. Large density differences between the vapor and liquid phases and the presence of evolving free surfaces make for very challenging CFD problems. Thus, numerous opportunities exist for the development of improved physical models and computational techniques, particularly in the direct simulation of complex evolving interfaces. Furthermore, integrated solvers computing single and multiphase flow, heat transfer, turbulence, stress analysis, and materials modeling in very complex domains are necessary to support the enormously diverse computational needs in industry [22] .
Significant new opportunities for modeling and simulation exist in emerging technological areas, for example in the energy sector and in microtechnology and nanotechnology. Thermal transport at submicron scales has recently become the focus of much research in the heat transfer community [23] [24] [25] [26] . Here too, opportunities for the development novel computational approaches abound, particularly in the integration of atomistic descriptions with mesoscale and macroscale approaches [27, 28] .
In this paper, we first review the state of the art in existing and widely used CFD techniques to provide a context for later [12] sections. We then present results from recent work in three areas of relevance to the CHT community: (i) the development of immersed boundary techniques which alleviate the burden of mesh generation, and facilitate the simulation of complex geometrical domains and moving=deforming bodies, (ii) computational techniques for thermal transport in emerging microelectronics, and (iii) the development of CFD and CHT solvers capable of computing sensitivities and propagating uncertainty.
Unstructured Finite Volume Methods (FVMs)
Over the last two decades, cell [29, 30] and node-based [31, 32] unstructured finite volume methods have become the mainstay of industrial CFD and CHT computations. A overview of this class of techniques may be found in Ref. [33] . In this section, we briefly review a basic cell-based unstructured FVM to set the stage for the sections that follow.
In a typical cell-based FVM, the computational domain is divided into arbitrary unstructured convex polyhedral called cells or control volumes on which the conservation principle is enforced. A typical cell is shown in Fig. 2 . General nonconformal interfaces, such as the face abc, are admitted automatically by considering the cell C1 to be four-sided; such flexibility makes it easy to perform hanging-node mesh adaptation. Also, hybrid meshes composed of cells with different shapes are admitted.
The governing equation for the transport of a general scalar variable / is given by
Integrating Eq. (1) over the control volume C0 in Fig. 2 , yields the cell-balance equation
Here, F f is the mass flow rate out of the cell C0 across face f, DV 0 is the volume of the cell C0, and D f is the diffusive transport through the face f into the cell C0. Details of the discretization procedures may be found in Ref. [29] . Briefly, second-order accurate spatial operators are used to discretize the convection, diffusion, unsteady and source terms in Eq. (2) . Cell gradients, necessary to determine secondary gradient terms and higher-order convection schemes, are computed using a cell-based linear least-squares procedure. The resulting discrete equations are solved using unstructured iterative linear solvers suitable for sparse matrices, such as algebraic multigrid schemes [34] or Krylov subspace solvers [35] . For fluid flow, colocated schemes are now the norm, with added-dissipation schemes being employed to mitigate checker-boarding [36] .
For low-speed incompressible flows, sequential pressure-based methods such as SIMPLE and its variants are the most commonly used [16] . Increasingly, though as memory becomes cheaper, coupled schemes, particularly those based on the multigrid idea, are being explored [17, 37, 38] . Over the next decade or two, we may see a shift away from sequential solvers to these techniques. Coupled schemes promise better performance (5-10 times sequential) over serial computations, albeit with a significant increase in storage. For parallel platforms, performance gains may result from an increase in per-processor work compared to sequential implementations. However, coupled algorithms based on the multigrid idea must contend with the relatively poor performance of multigrid methods on distributed memory parallel platforms. Coupled solvers result in block-sparse matrices which may be stiff, and depending on the nature of the underlying coupling, may not be diagonally dominant. The search continues for robust scalable linear solvers for these types of coupled systems.
For complex multiphysics systems, unstructured finite volume methods form a general basis to address a wide swath of physics based on conservation principles. Finite volume methods for radiative transport, stress analysis, charge transport, submicron heat transfer, and many others have already appeared in the literature [5, [39] [40] [41] [42] .
Immersed Boundary Method (IBM) for Flow and Heat Transfer
As mentioned in a previous section, mesh generation remains one of the most time-consuming activities in the overall simulation cycle. There is great interest in CFD techniques which either eliminate the mesh generation step altogether, as with meshless methods, or render it extremely easy, as with IBM [2] employing Cartesian background meshes. IBM also provides a viable solution to fluid-structure problems in which extreme mesh deformation makes conventional arbitrary Lagrangian-Eulerian (ALE) techniques [3] difficult to use. These types of problems occur in in-cylinder combustion, rotor-body interaction, parachute and airbag deployment, in mixing tanks, and in MEMS-based contact switches, among others. In many of these applications, interactions between the fluid and structure may cause extreme deformation and displacement, which may, in turn, significantly change the fluid field.
Another application of IBM is in the development of higherorder computational schemes for direct numerical simulations (DNS) and large-eddy simulations (LES) of turbulence [49, 51] . Higher-order methods for unstructured finite volume schemes are still in development. One quick pathway to obtaining higher-order schemes on arbitrary geometries is through IBM.
IBM is a fixed-grid method wherein the complex-shaped boundary between the solid and fluid is immersed in a simple background mesh, as shown in Fig. 3 . The body-shape does not conform to the background mesh, but intersects it arbitrarily. A recent review of the field has been given in Ref. 2 and its application to turbulent flows has been reviewed in Ref. [43] . IBM was originally developed by Peskin [44] to simulate flow through heart valves. In the original formulation, the deformable valve wall was represented as a set of nodal forces which were incorporated in the fluid momentum equations as line forces. A number of variants of the method have since been developed [2] . In recent work, Mohd-Yusof [45] and Fadlun et al. [46] dispensed with the idea of incorporating equivalent forces in the fluid momentum equation to represent the action of the interface. Instead, fluid nodes closest to the interface are identified, and a velocity interpolated from the interface and an appropriate interior fluid neighbor is imposed on these near-interface nodes. More recently, Gilmanov and Sotiropolous [47] represented the interface using triangular unstructured meshes to facilitate the identification of a sharp interface. This idea was combined with the material point method to solve for the solid stress and deformation field in Ref. [48] , coupled to an IBM treatment of fluid-structure interaction. A recent application of IBM to turbulent flow simulation and conjugate heat transfer using local hanging-node mesh adaptation may be found in Ref. [49] . [29] We have developed general-purpose IBM methods suitable for unstructured meshes (and therefore by default, for structured meshes also) [50] . Our specific interest is in the computation of low-Re viscous flows in MEMS and microfluidics applications, in which the accurate representation of near-wall viscous stresses and heat diffusion is critical. We employ the colocated cellcentered pressure-based formulation described in Ref. [29] . In our method, the solid is superposed on a background unstructured mesh, as shown in Fig. 3(a) . Cells are marked as "fluid," "solid," or "immersed boundary (IB) cell;" IB cells contain the interface. Cell faces separating IB cells and fluid cells are marked as IB faces. In the colocated formulation used in our work, a neighborhood of fluid centroids, and points on the solid surface are identified, and the face velocity vector V b (Fig. 3(b) ) is found either through linear least-squares or quadratic least-squares interpolation. Scalars such as temperature are treated in similar fashion. These quantities define the flux of mass, momentum and scalars to the cell C0. A solver based on the SIMPLE algorithm is developed to solve for the flow field.
To establish the accuracy of the method, we consider the problem of thermal transport in a square domain in the presence of a decaying vortical flow [51] . The flow field is assumed to be u x ¼ À cosðpxÞ sinðpyÞe The temperature satisfies where a is the diffusivity of the scalar. show that consistent second-order accuracy may be obtained using IBM. Figure 6 shows the computation of a steady flow past a stationary cylinder immersed in an bounded uniform flow at Re ¼ 1.0. The problem is first solved using FLUENT with a body-fitted mesh of 4356 triangular cells. It is then solved by the immersed boundary method using a Cartesian mesh of 5000 cells, as shown in Fig. 6(a) . Figure 6 (b) shows a comparison of the velocity magnitude between FLUENT [52] and our IBM technique on different vertical lines in the domain. The velocity is scaled by inlet velocity U and the length is scale by cylinder diameter D. The RMS difference between the FLUENT and IBM results is less than 1.4%.
Our computations indicate that the immersed boundary method can yield reasonable-quality results, and can be easily integrated into colocated pressure-based solvers that form the mainstay of many commercial CFD codes. Thus, the user may generate only easy-to-generate Cartesian meshes if desired, or more complex body-conforming meshes, depending on the competing demands of set-up speed and accuracy; the solver would handle either or both situations in a unified way. Work is underway to generalize the unstructured IBM formulation to more complex boundary conditions involving velocity and temperature slip in microfluidics and submicron thermal transport, and to integrate the technique with other knowledge domains, including structural mechanics and charge transport. Transactions of the ASME
Modeling and Simulation of Submicron Thermal Transport
Over the last decade, significant attention has been focused on submicron thermal transport phenomena in applications such as microelectronics, nanocomposites, development of thermoelectric materials, thermal interface materials, and many others. In nearly all these applications, atomistic phenomena on the scale of 1-100 nm must be integrated with mesoscale descriptions (tens to hundreds of nanometers) and eventually, with macroscale descriptions (tens of microns and greater). Similarly ranges in timescales (picoseconds to seconds) are also encountered. Physical models and computational techniques which can address this spread in length and time-scales are a rich area for research. Moreover, different carriers (electrons, phonons, gas molecules) may be primarily responsible for transport; interactions between carriers, for example, between electrons and phonons in Joule heating, or at metal-dielectric interfaces, is also common.
Transport modeling based on the Boltzmann transport equation (BTE) provides a unifying framework within which to model carrier transport in the mesoscale regime, when wave effects may be ignored; furthermore, the BTE yields the continuum equationsdrift-diffusion equation for electrons, Fourier conduction for phonons and the Navier-Stokes equations for gas molecules-in the continuum limit. If atomistic effects are incorporated as appropriate properties and interfacial conditions in the BTE, a single unified framework from the mesoscale to the macroscale may be formulated. Finite volume methods, such as that described previously, are well-suited to address this entire range of physics. We describe below recent work in the development of thermal transport models based on the BTE, and solution acceleration schemes to facilitate convergence across a large range of Knudsen numbers.
Phonon BTE.
The steady-state, nongray BTE for a phonon band of frequency x and polarization p under the relaxation time approximation is given in energy form by
where e 00 x;p is the volumetric energy density per unit solid angle at a given frequency x and polarization p, and e 0 x;p is the corresponding equilibrium energy density given by the Bose-Einstein distribution. The relaxation time corresponding to (x,p) is s x;p and the corresponding group velocity is given by v x;p .
The phonon spectrum is divided into frequency bands, as shown in Fig. 7 , and Eq. (3) is written for each band for each polarization under the assumption of an isotropic Brillouin zone; a fullyanisotropic treatment has been considered in Ref. [62] . Dispersion curves are computed using the procedures described in Ref. [53] using the environment-dependent interaction potential (EDIP) [54] and the group velocity is computed from these dispersion curves. The most significant unknown in Eq. (3) is the relaxation time s x;p . This may be computed by fitting experimental data, based on simplified models of Umklapp, impurity and boundary scattering, as in Refs. [55] and [59] . More accurate representations employing detailed atomic structure and Fermi's Golden Rule with strict enforcement of energy and momentum conservation rules have also been published by us and other researchers [56, 57] . Recently, Henry and Chen published mode-wise singlemode relaxation times using molecular dynamics simulations [58] . Figure 8 shows a comparison of the single-mode relaxation times for Si longitudinal acoustic (LA) phonons using Fermi's Golden Rule, and those from Ref. [58] using molecular dynamics; the comparison is reasonable.
We have developed finite volume schemes for the solution of Eq. (3) [42, 59, 60] based on the discretization procedures described in the sections above. In this approach, the frequency spectrum is discretized into bands, the angular space into control angles, the spatial domain into control volumes and time into discrete time steps. Eq. (3) is integrated over space, time, angle, and frequency to yield discrete balances of phonon energy over each control volume for the phonon group under consideration. The discrete equation set is solved sequentially and iteratively as a default, using an standard algebraic multigrid scheme. Advances from the CFD literature, such as unstructured meshes, higherorder discretization schemes, solution adaptivity, parallel processing, and the like, are thus automatically inherited by this approach. These features vastly amplify our ability to address complex geometries, such as those occurring in nanocomposites, nanoporous materials or nanoparticle beds.
Electron-Phonon Coupling in MOSFETs.
We now consider the problem of self-heating and submicron thermal transport in modern metal oxide semiconductor field effect transistors (MOSFETs). A typical bulk Si NPN field effect transistor (FET) is shown in Fig. 9 . Joule heating due to electron-phonon coupling causes the formation of hot spots in the channel region of the transistor; these hot spots are of the order of about 10-20 nm. Subthreshold leakage, increasingly a contributor to self-heating in microelectronics, scales exponentially with channel temperature [61] . This requires the careful resolution of thermal transport at this scale.
Electron-phonon coupling in silicon FETs transfers energy to select phonon groups, typically optical and acoustic phonons at the Brillouin zone edge [62] . These phonon groups have low group velocities, and short scattering time scales, on the order of picoseconds. The intensity and size of the hotspot depends on which phonon groups receive energy from electron-phonon scattering, how fast they move, and how quickly they scatter energy to other faster-moving phonon groups. Thus, careful resolution of nongray effects is important.
Coupled electro-thermal simulations in MOSFETs have recently been published [63, 64] . Here, the self-heating term is computed from an electron Monte Carlo simulation and included in a split-flux model for phonon transport. One-way coupling between a nongray description of phonon transport and an electron Monte Carlo simulation has been considered in [59] and [62] . Figure 9 shows the computational domain employed in Ref. [59] . A two-dimensional rectangular domain encompassing the source, drain, and channel regions is considered, with the dimensions shown in Fig. 9 . The device is an NPN FET with source= drain doping of 1 Â 10 20 cm À3 . The channel region of the substrate is doped to 1 Â 10 18 cm À3 while the rest of the substrate is doped to 1 Â 10 16 cm À3 . The source=drain regions are 40 nm Â 30 nm in the top right and left corners, respectively, and the gate oxide is 2 nm thick. Source=drain and gate voltages are set to be 1 V. All boundaries are held at 300 K, except the top boundary, which is assumed diffusely reflecting. The heat source due to electron-phonon coupling is shown in Fig. 9 and is computed using an electron Monte Carlo (e-MC) simulation developed by Aksamija and co-workers, and described in Ref. [62] . The distribution of the heat generation from the e-MC simulation is shown in Table 1 , and is seen to be primarily in the longitudinal-optical (LO), transverse-optical (TO), and LA modes. Spatially most of [56] and the dashed lines are taken from the MD simulations of Ref. [58] . Fig. 9 Schematic of bulk NPN FET showing source, drain, and channel regions, and phonon generation rates taken from Aksamija and co-workers [62] the heat generation is in the drain region, though the source also sees some Joule heating.
The lattice temperature computed using Eq. (3) is shown in Fig. 10 . As expected, an intense hot spot occurs in the drain region, where the greatest heat generation occurs. However, the temperature rise of 60 K over the ambient is far smaller than previous unrealistically high predictions using gray models. Thus, the careful resolution of dispersion and polarization effects both in the electron-phonon heat generation rate, as well as in phonon transport properties is critical. Furthermore, the temperature rise is higher than the temperature rise of 6.5 K predicted by a Fourier model [62] which is unable to capture the bottlenecks to transport between optical and acoustic modes. We emphasize, however, that "temperature" in this nanoscale context cannot be interpreted as the thermodynamic temperature; it is merely a measure of the phonon energy.
Solution Acceleration Schemes for the BTE.
A critical problem in devising computational methods for the BTE which span mesoscale to macroscale is the issue of Knudsen number, Kn v x;p s x;p =L. In a typical nongray phonon transport simulation, band-wise Knudsen numbers may range over 3-4 orders of magnitude, as is evident from the relaxation times shown in Fig. 8 . As a result, sequential solution procedures for solving Eq. (3) fail to converge, primarily because of interband and interdirectional coupling. In a typical sequential solution scheme, each direction in each band is visited sequentially, and the lattice temperature is then updated. The process is repeated until convergence. When Kn is small, the scattering term in Eq. (3) dominates, and this loose coupling with other bands and directions through a sequential loop is inefficient. Similar difficulties arise in electron transport and rarefied gas dynamics solutions of the BTE. Similar problems have also been encountered in the solution of the radiative transfer equation (RTE) for participating radiation [42, 65, 66] . If we are to use Eq. (3) to span all scales, our numerical method must work efficiently across the entire range of Knudsen numbers.
A number of publications in the thermal radiation literature have addressed solution acceleration schemes; many of these also have relevance to the BTE. One popular strategy is to advance the angular-average of the radiative intensity as a way to improve interdirectional coupling. Chui and Raithby [65] proposed a multiplicative correction of the average intensity in the context of the finite volume scheme. However, the scheme was not uniformly convergent. Fiveland and Jessee [66] proposed and evaluated a number of acceleration strategies for the discrete ordinates method. These included the successive over-relaxation method, the mesh rebalance method, and the synthetic acceleration method. The mesh rebalance method, which is similar to Ref. [65] , was found to perform the best, but its performance deteriorated as the mesh-based optical thickness decreased. The method had to be modified to perform rebalance on a coarser mesh than that for the actual solution, so as to keep the rebalance mesh optical thickness greater than unity. Mathur and Murthy [18] proposed a point-coupled multigrid technique to significantly accelerate solution convergence. The method works well for isotropic scattering, and is therefore directly applicable to the BTE in the relaxation time approximation. More recently, Raithby and Hassanzadeh [67] developed the Q L algorithm, in which an equation for the average radiative intensity was used to better couple directional intensities. Significant solution acceleration was reported for radiative equilibrium problems. Mathur and Murthy [68] proposed modifications to the scheme based on a two-level angular multigrid idea which alleviated the loss of overall energy balance in the Q L algorithm. Though these new methods hold much promise for the BTE well, we are not aware of any use of these acceleration schemes in the BTE literature.
Recently, we proposed a hybrid Fourier-BTE model which shows great promise for problems with a large spread in Knudsen number [60] . The central idea is to identify a cut-off Knudsen number, Kn cutoff . For phonon bands with Kn < Kn cutoff , a modified Fourier equation (MFE) is solved, while the nongray BTE (Eq. 3) is solved for phonon bands with Kn ! Kn cutoff. The modified Fourier equation is given by
Here, k x,p is the band thermal conductivity, C x,p the band specific heat, T L the lattice temperature, and T x,p the "temperature" associated with the band (x,p). (We emphasize that these "temperatures" are not to be interpreted as thermodynamic temperatures, and are merely proportional to the corresponding phonon energies.) Furthermore, the MFE is subject to slip boundary conditions at thermalizing boundaries; details may be found in Ref. [59] . This hybrid approach improves computational efficiency by two main mechanisms. First, for low Kn bands, only a single MFE is solved in each band; there is no angular dependence, and therefore the computational and storage load is low. Second, since the MFEs are relatively few in number, they may be solved in a fully-coupled fashion with the lattice temperature, significantly alleviating the coupling issues that plague sequential solvers. A typical solution loop for the hybrid model is shown in Fig. 11 .
We have demonstrated that the hybrid model engenders no loss of accuracy with respect to an all-BTE solution. Figure 12 shows a comparison of the band-wise heat transfer rates for the hybrid and all-BTE models for the problem of nongray submicron heat conduction in a two-dimensional silicon domain. Errors well under 1% are found in all bands. Significant solution acceleration, from 2 to 100 times, has been documented in Ref. [59] , as shown in Fig. 13 . Moreover, the hybrid model is able to converge well for large-scale domains in which the all-BTE solver cannot.
Sensitivity Analysis
An emerging area of research during the last decade has been sensitivity analysis [7, 69] . The objective here is to determine the Jacobian of the outputs of a CFD=CHT solver with respect to the inputs, i.e., to determine @yj @xi , where y j is the jth output and x i is the ith input. By knowing these gradients or sensitivities, the user may better design experiments and computations, and perform optimization. The components of the Jacobian matrix may be found either by finite differences, complex variable approaches [70] , by developing equations for the appropriate gradients from the governing equations themselves (i.e., a continuous approach) [71, 72] or through automatic code differentiation (i.e., the discrete approach) [73, 74] . The finite difference approach essentially determines the gradient using
The advantage of this technique is that it is conceptually simple and requires no modification of the underlying solver, enabling legacy codes to be used. To compute derivatives of outputs with respect to N inputs, we would perform N þ 1 runs. However, we must choose Dx k carefully-too small a value leads to round-off, and too large a value to large truncation errors. When used in conjunction with iterative schemes, the accuracy of such a technique would depend on the finite termination criteria that are typically used.
More recently, continuous approaches have been developed [71, 72] wherein sensitivity versions of the partial differential equation (pde) or its adjoint are developed, discretized and solved to obtain sensitivities. Though accurate gradients may be computed in this way, there are significant disadvantages. The sensitivity version of the pde is not itself a conservation equation, and may involve complicated source terms and boundary conditions. The method is intrusive, with each new physical model being handled anew, and is not suitable for use with legacy codes.
Discrete approaches employing automatic code differentiation promise some of the most efficient ways to obtain discrete tangents [73] . The idea is illustrated in Fig. 14 . We are given two outputs p and q, which are functions of two inputs x and y. The objective is to compute the output derivatives p 0 and q 0 with respect to the input variables x and y. The algebraic expressions for p and q are first decomposed into elemental operations involving the input variables x and y. Then, their derivatives are written in terms of the elemental derivatives, i.e., the derivatives of inputs x and y. By setting only one input derivative to unity and all other input derivatives to zero, the procedure computes the exact derivatives of all outputs with respect to the input corresponding to the nonzero derivative. Since a CFD code is nothing but a concatenation of such operations, it is possible to perform this operation on the whole code if every variable in the code is carried along with its derivative.
Researchers have exploited the features of the Cþ þ language, using templating and operator overloading, to perform these operations automatically [75] . By defining a Tangent class which carries the variable and its derivative, and by overloading operators such as addition, subtraction etc. to operate on both the variable and its derivative, the CFD solver may automatically be differentiated. The idea works through loops, conditionals and iterations. Thus, a conventional single-point CFD code is easily converted into one yielding exact derivatives without a rewrite of the whole code, and may be compiled in either single-point or tangent mode as desired. Figure 15 shows the application of sensitivity analysis to the problem of discrete hole cooling of turbine blades [76] . The domain of interest is shown, and represents the baseline case considered in [77] . Here hot gas enters the computational domain, and is cooled by a coolant stream inclined at a 30-deg angle as shown. The bottom wall of the domain is adiabatic, and the lateral walls are symmetry boundaries. The ratio of the cold and hot mass flow rates is 1.0 and the density ratio is 1.2. The perfect gas law is assumed. Figure 15 (a) shows temperature contours on the boundaries of the domain for the case when the inlet hot gas temperature is set at 409.5 K, and the coolant is at 341.5 K. We see that most of the domain is therefore at 409.5 K. The footprint of the coolant injection on the adiabatic wall is clearly visible. Figure 15(b) shows contours of the derivative @T=@T i , where T i is the inlet temperature of the hot gas. We see that increasing the hot gas temperature increases the temperature everywhere in the domain except in a small region near the cold jet entrance, where derivatives are nearly zero. The region of the cold jet "protected" from the hot gas is quite small, however. Beyond about four hole diameters downstream of the jet, sensitivity to inlet temperature becomes greater than 0.75, indicating that the adiabatic wall temperature is strongly influenced by the hot gas beyond this point. In addition to spatially dependent sensitivities, we can also determine the sensitivity of global or average quantities. For the case in Fig. 15 , the average adiabatic wall temperature T aw is determined to be 393.995 K, so that the average effectiveness is 0.227. This value is in keeping with values measured by Dhungel et al. in Ref. [78] . The gradient @T aw =@T i is computed to be 0.7929. As expected, it is positive; it is also relatively high, almost comparable to the value of unity seen in most of the domain. This indicates that for this case, the coolant flow is not very effective in controlling the temperature of the adiabatic wall.
The idea of operator overloading and templating to perform automatic code differentiation is very general, and applies to all models in the CFD solver automatically. Similar ideas have been implemented in F90=95 codes successfully as well.
Uncertainty Quantification
A critical component of emerging simulations is the ability to quantify the uncertainty in simulation outputs in a systematic and rigorous manner, in much the same way as has been done with experimental data. Verification, validation and uncertainty quantification must thus become intrinsic components of any credible CFD or CHT simulation [79] . Aleatoric uncertainty, associated with randomness in simulation inputs, and epistemic uncertainty, associated with a lack of knowledge of the underlying physics, must be considered carefully in the propagation of uncertainty from inputs to outputs. Our recent work has focused on quantifying uncertainty in the prediction of microsystem performance. In these systems, a variety of aleatoric and epistemic uncertainties come into play. These may include aleatoric uncertainties in geometric parameters and material properties, which are strong functions of the fabrication technique. Epistemic uncertainties may be associated with sizedependence of fluid and thermal transport equations, the failure of continuum constitutive models at the mesoscale, as well as uncertainties in model forms and model constants in molecular dynamics simulations, among numerous others.
We consider, here, the problem of cantilever damping at the microscale, as shown in Fig. 16 . A fixed-free cantilever with a nominal length of 300 lm, width of 20 lm and thickness of 2.5 lm vibrates above a substrate at a nominal distance of 2.0 lm. Vibrational structures like these are used in a variety of MEMS for sensing, switching, metrology and other applications. The vibration of the cantilever is damped by squeeze film damping by the surrounding gas. The mean free path of gas molecules in air at STP is approximately on the order of 100 nm, so that for gaps in the micron range, slip and rarefaction effects would come into play [80] . The objective is to determine the damping factor of the cantilever [81] as a function of the system pressure, or the system Knudsen number.
CFD predictions of damping in this system are inherently uncertain because significant aleatoric uncertainty exists in the cantilever dimensions, particularly for the smallest dimensions in the geometry, the thickness and the gap height. We have employed the sparse grid collocation-based generalized polynomial chaos (gPC) approach [82, 83] to propagate aleatoric uncertainty in a finite volume simulation of cantilever damping in a Knudsen number range of 0.03-0.3 based on gap height. In this approach, the output, in this case the damping factor, is expanded in a polynomial basis in the independent random variable x
where / i (x) are polynomial basis functions in the random input variable x, in this case Legendre polynomials, a i are unknown coefficients, and n is the order of the expansion. The coefficients a i are determined by exploiting the orthogonality of / i (x) so that
However, the damping factor fðxÞ is not known continuously over the range of x. Sparse collocation essentially evaluates
where x j are collocation points, N in number, and w j the corresponding weights. In our computations, Smolyak sparse grids [83] are used in conjunction with a second-order gPC expansion; the use of sparse grids significantly reduces the number of expensive CFD runs necessary to find f x j À Á . The response surface represented by the polynomial expansion is shown for the case of cantilever damping in Fig. 16 . The damping ratio shows a strong dependence on the gap height h, and a milder dependence on cantilever thickness t. By assuming normal distributions of gap height and thickness, the response surface is sampled, and the output probability density function (pdf), mean and standard deviation of damping coefficient may be found. Figure 17 shows the predicted mean value and standard deviation of damping factor for mode 1 vibration of the cantilever as a function of pressure [84] . The unstructured finite volume scheme outlined above is used for the computation of damping coefficient, in conjunction with a Navier-Stokes slip jump model for this intermediate Knudsen number range [85] . The cantilever thickness has a mean value of 2.5 lm and a standard deviation of 15%, while the mean value of the gap is 2.0 lm and its standard deviation is 15%. We see from Fig. 17 that the predictions fall close to experiments from [81] . The predicted uncertainty in damping factor is as high as 48%, resulting primarily from the steep dependence of the damping factor on gap height for small values of the gap height, as seen in Fig. 16 . Furthermore, computations at the mean cantilever dimensions differ significantly from the mean of the computed damping factor distribution. Since CFD simulations frequently compute the former while experiments measure the latter, it is no surprise that difficulties are encountered in CFD validation against experiments in these types of systems.
The collocation-based gPC approach has the virtue of being nonintrusive, and is usable with legacy codes. Adaptive collocation techniques have begun to appear in the literature which place collocation points in random space based on error measures [86] , to resolve steep gradients or discontinuities in random space. For Fig. 16 Gas damping of micro-cantilever. The surface corresponding to a second-order generalized polynomial chaos expansion of damping ratio versus cantilever thickness t and gap height h is shown. large numbers of random independent variables, however, collocation gPC may become uncompetitive with intrusive Galerkin gPC techniques [9] , and with Monte Carlo methods for yet larger numbers of independent variables. We are developing operator overloading and templating-based approaches to intrusive Galerkin gPC which promise to convert single-point CFD and CHT solvers relatively straightforwardly into those capable of uncertainty propagation [87] , With this approach, CFD and CHT practitioners across a wide swath of industry, as well as those in emerging CHT areas, would inherit the ability to perform sensitivity, optimization, and uncertainty quantification automatically.
Conclusions
In this paper, we have considered the current status of CFD and CHT and identified important bottlenecks and opportunities for future work. CFD and CHT have made impressive advances in the last three decades, and have become indispensible tools in industry. This success has whetted the appetite for ever-larger and more complex simulations. The key driver for the next two decades is integration: integration of multiple subsystems, multiple knowledge domains, and multiple scales. The size and complexity of these simulations will require algorithms scalable to petascale and exascale parallel platforms and which are capable of exploiting new architectures. Furthermore, emerging areas such as microtechnology and nanotechnology, biotechnology, and the diverse energy sector, will require consideration of new physics and the development of new algorithms, particularly those which can span multiple knowledge domains and scales seamlessly. In all these areas, sensitivity and adjoint analyses will offer far more information than conventional single-point simulations and will facilitate better design of physical and computational experiments as well as efficient design optimization. Methodologies for uncertainty quantification will allow the user to systematically identify the primary sources of uncertainty in his=her predictions, and to ascertain the effect of specific simulation inputs on final prediction uncertainty. They will also allow the user to quantify margins and uncertainties, and will provide actionable information suitable for decision-making. These advances not only promise to expand and deepen the role of CFD and CHT simulation in traditional analysis, design and optimization, but also to allow simulation to enter broader decision-making processes.
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