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INTRODUCTION
The Center for Axion and Precision Physics Research was established in October 16, 2013,
a little over five-years ago. What brought us here was the love of Physics and to be able
to contribute to the advancement of knowledge. Axions are the result of the solution to the
so-called strong-CP problem, i.e., why the electric dipole moment (EDM) of the neutron is
too small; at least some 9 to 10 orders of magnitude below theory expectations! A beautiful
and extremely successful theory of strong interactions, confirmed at the highest level with
measurements at DESY/Germany and elsewhere, seemed to fail miserably when it came
to CP-violation! A new, dynamic mechanism was proposed by Peccei and Quinn, based
on induction from observations, resulting in a new particle first suggested by Weinberg and
Wilczek independently. The original name suggested by Weinberg was Higgslet as there
are similarities to the Higgs mechanism in vacuum, with the obvious differences being that
the Higgs is a scalar particle, while the axion is pseudoscalar and possibly their masses are
very different. However, Wilczek won the argument on this, with the name axion, after a
detergent, since the mechanism “...cleaned-up the mess...” and the word axion sounds like
axial as in the axial current.
Our highest priority was to operate axion dark matter experiments with the highest pos-
sible sensitivity. Since it is extremely difficult to make progress in this field, as witnessed
by the very long history of the main players already in it, we had to make bold decisions
in our research and development priorities. Using microwave cavities, a method already
used for a couple of decades, originally proposed by Pierre Sikivie, it was clear that we had
to push in all fronts in order to be able to make a significant and meaningful contribution.
So, we chose to build a state of the art facility, capable of supporting several experiments
in parallel. The first experiments were meant to become learning benches, since the axion
dark matter field is only deceivingly simple, and the difference between the design goals
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and reality could be way too large to be useful. Later on, they were meant to host a number
of experiments using high power magnets, but also several axion dark matter experiments
using conventional superconductors phased locked and combined together offline. So, the
plan was to
1. Acquire several dilution refrigerator systems (dry) and install the infrastructure for it.
We benefited from advice of the experts in this field. The goal was to achieve as low
temperature as possible for our cavities, with a target below 50 mK. Our cavities are
routinely below that level even with the magnet on.
2. Acquire several high-tech instruments and equipment, which are expensive and easier
to afford before the labor cost became large.
3. Prioritize the major high field, high volume magnets needed and start R&D where it’s
needed to see what can be built. The R&D program was very successful and we came
up with a path to success. We decided to commission an HTS-25T/100mm magnet
from Brookhaven National Lab and an LTS-12T/320mm magnet from Oxford com-
pany, based on Nb3Sn cable. The probability of both magnets to function properly is
very high, but the HTS magnet is currently funding limited due to issues at the review
committee at IBS/HQ.
4. Hire a Young Scientist through the corresponding program to work on reaching high
efficiency for high frequency axions using conventional microwave cavities, which
he’s proven to work at room temperature and currently he’s testing at cryogenic tem-
peratures. In addition, he collaborated with scientists from a different team at CAPP
and came up with an additional method using dielectric to raise the frequency while
maintaining high efficiency. The combination of the two methods promises to bring
us well into the 20 GHz range using the same HTS and LTS magnets.
5. Acquire the helium re-liquefiers for the wet systems, needed for the high field mag-
nets.
6. Attract the best scientists and personnel to build the required teams. This involved
several talks in many institutions around the world to attract the best talent.
7. Collaborate with professors and scientists from KAIST and KRISS, who were inti-
mately involved in the build-up of the Center. We targeted to build near quantum-noise
limited RF-SQUID amplifiers in the 2−5 GHz range, and we succeeded to have the
first ones in the world built right here. Interference from outside CAPP forces derailed
this effort before its completion. We then went forward to hire our own world-class
experts who are collaborating with external suppliers for our needs with quantum-
noise limited amplifiers in the 1−10 GHz range. Understanding and using efficiently
this technology is a must in order to hope a chance of obtaining the best sensitivity.
We expect to fully integrate this technology with our axion dark matter experiments
within the first half of 2019 reaching within a factor of two of the quantum-noise limit
for the lower frequencies of our axion frequency target range and very near it, at the
higher frequencies.
8. Start R&D on high quality cavity resonators that can tolerate large magnetic fields.
Even though this project suffered from interference from outside CAPP forces, we
currently have a small, but still promising program going on.
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9. Host several RF schools at CAPP to bring our people’s expertise into the state of the
art.
10. Collaborate in a small number of international collaborations as a means to train and
challenge our students, but also to keep up with the latest developments in RF tech-
niques and microwave-cavity related issues.
The CAPP projected sensitivity of the first experimental phase, to the axion dark matter
as a function of its axion mass, is shown in Figure I.1 and the technically limited timeline
of the program is summarized in Figure I.2.
A small number of efforts is described next, whose hardware investments are either
completed or are winding down. Part of our effort to probe the Strong-CP problem is to
develop a new experimental concept regarding the proton EDM capable of improving the
sensitivity to the relevant Physics by three to four orders of magnitude. For this experiment
we have played a leading role at CERN and have included it in the Physics Beyond Col-
liders (PBC) process, involving a competent group of experts from the accelerator dept. of
CERN and a strong international community. We were in charge of developing high-tech
hardware, capable of detecting coherent beam motion with 1 nm/
√
Hz, an unprecedented
sensitivity using SQUID-based magnetometers. This concept was entirely developed at
IBS/CAPP, while the SQUID gradiometers used for it were developed at KRISS. We have
also completed a number of systematic error studies demonstrating the feasibility of the
experiment. The next step is to write a full blown proposal to a suitable laboratory.
Our involvement in the muon g − 2 experiments at Fermilab and J-PARC is small but
significant in terms of systematic error studies and small scale hardware development. At
Figure I.1: Sensitivity to the axion dark matter of the various efforts at CAPP with the
relevant axion mass range. The limits refer to currently data taking efforts, CAPP-PACE
(using an 8T magnet), CAPP-8TB (with a larger aperture 8T magnet), and CAPP-MC (for
multi-cavity detectors with phase matched using a 9T magnet), and future projected limits
with the HTS-25T/100mm and the LTS-12T/320mm magnets.
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Figure I.2: Technically driven timeline of the axion dark matter experiments at IBS/CAPP.
The recent IBS budget reductions had a major effect in the high-field magnet delivery
timelines.
Fermilab, we came up with a new method to reduce the coherent betatron oscillations of
the stored beam by a factor of ten and scrape the beam in an improved way. We have
already implemented the needed hardware and we are planning to commission it within
2019. Our Faraday magnetometer hardware, with a large dynamic range needed to mea-
sure the fast transient field from the kicker and its eddy currents, is the standard used at
the experiment. Even smaller efforts include the COMET experiment at J-PARC (studying
muon to electron conversion in the presence of a nucleus), and we are part of GNOME, a
network distributed around the world of axion detectors based on optical magnetometry.
Our system is operational and it’s reporting. ARIADNE, is looking for axion mediated
monopole-dipole interactions without the requirement that they are the dark matter. For
ARIADNE we are responsible for the development of the SQUID-based gradiometers,
which is at an advanced stage. Finally, a new concept in the proposal stage, under devel-
opment at CAPP, is to look for axion conversion to RF-photon transients, caused by the
passage of axion stars in the vicinity of neutron stars, using large aperture RF-dish an-
tennas. They can reveal the axion frequency, which can then be confirmed by laboratory
experiments.
Finally, a few words regarding the character of the Center. We tried to bring in the
culture similar to the one in the Physics department of BNL, which is based in doing only
what you are best at in the world, while keeping high integrity and safety standards. The
scientists need to compete internationally at all times, need to learn to function in a diverse
environment and they need to feel safe to come up with innovating, high-risk with high
physics potential ideas. Currently, the Center is mature, confident and it can compete in
any aspect of our research subjects with any institution around the world. Our people are
competent, confident, respectful of each other and the regulations and as long as the IBS
budgets do not deteriorate any further, we are going to keep a prominent position inter-
nationally in the axion dark matter and high precision physics. The culture of institutions
is mostly set at the very beginning, so starting this Center from nothing was a blessing
in disguise, despite the immense amount of work involved. Looking at our scientists, our
students and the support personnel, we are confident that our goals are well within reach.
CHAPTER 1
THEORETICAL MOTIVATION
1.1 Introduction on CP symmetry and related ideas
The theory background of CAPP is centered around the discrete symmetry CP, which in-
volves the search of the “invisible” axion and the detection of proton electric dipole mo-
ment. Parity P is the most well-known example for the definition and violation of a discrete
symmetry. Parity violation in weak interactions has been accepted in physics after T.D. Lee
and C.N. Yang (who got Nobel Prize in 1957) proposed it and the subsequent discoveries of
parity violation in Co60 and the strange Λ particle decays. CP is a product of P and another
discrete operation C. C stands for “charge conjugation”. In particle physics, it means that
C operation is changing a particle to its anti-particle. In condensed matter physics, it is not
so because all material considered in condensed matter physics is composed of particles in
our Universe. Anyway, C operation changes a particle to its anti-particle. For a charged
particle, its anti-particle has the opposite charge. So, it is obvious in case of charged par-
ticles. Even for neutral particles, there are examples where anti-particles can be defined.
The well-known example is the neutral K-meson. So, a better way to define a nontrivial
particle-antiparticle is for a particle having a nonzero charge of some continuous symme-
try. Continuous symmetries are classified into “gauge” and “global” symmetries. If this
continuous symmetry is a gauged U(1) as QED, then the non-vanishing electromagnetic
charge can define particle–antiparticle system as in the case of proton–antiproton. For the
neutral K-meson, the global quantum number in consideration is “strangeness”. CP is the
product of these two discrete operations, C and P.
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The first experimental observation of CP violation was in the neutral K meson system.
There are two neutral K mesons, K and its anti-particle K¯. Out of these two neutral K
mesons, one can linear-combine to have CP eigenstates, K1 and K2 which have CP even
and odd, respectively. The dominant decay channels of these K mesons are two pions and
three pions. Two pions have CP even. K1 decays predominently to two pions, and K2
decays predominently to three pions. So, if K2 decays to two pions, then CP is violated.
The exact mass eigenstate close to K2 is called “long-lived” K meson, KL. The other
orthogonal state is called “short-lived” K meson, KS . Because CP is violated, KL is not
exactly K1 but very close to it. The KL decay to two pions was discovered in 1964 by
Christenson, Cronin, Fitch, and Turlay. Among these Cronin and Fitch got Nobel Prize in
1980. It was known in the neutral K meson system that “CP violation is an interference
phenomenon”.
CP violation is an interference phenomenon. Theory of electromagnetic interac-
tion, quantum electrodynamics (QED), introduces the photon coupling to charged particles
through the vector current, known as the “electromagnetic current”. Current is the quantity
appearing in the RHS of Maxwell’s equations. This four component vector current behaves
like a 4-vector under the Lorentz transformation. Furthermore, the “electromagnetic cur-
rent” written in terms of fields corresponding to charged particles is diagonal, which means
that photon does not change flavors. For example, photon cannot change electron to muon,
etc. Therefore, the interference phenomenon for CP violation cannot be introduced through
QED alone. Modern theory of strong interaction, quantum chromodynamics (QCD), in-
troduces the gluon coupling to colored particles through the vector current, known as the
“colored quark current”, which does not change flavors. Because it is a flavor-conserving
vector current, QCD by current alone cannot introduce CP violation.
1.2 CP violation in weak interactions
In the above discussion, we restriced to the currents in QED and QCD. To have interference
phenomenon for CP violation through currents, we must consider flavor changing gauge
bosons, i.e. charged weak gauge bosonsW±µ . The currents coupled to W bosons are called
“charged currents”, which describe weak interactions by charged currents. In weak inter-
actions, there is also the neutral heavy gauge boson Zµ coupling to the neutral currents,
but the weak neutral currents conserve flavors and do not help in introducing the interfer-
ence phenomenon for CP violation. Modern theory of weak interactions is the so-called
Standard Model (SM) of particle physics in which the weak interaction part was proposed
by Glashow, Salam and Weinberg who shared Nobel Prize in 1979. Discoverers of W and
Z bosons, Rubbia and van der Meer, got Nobel Prize in 1984.
In the SM, it was an issue to introduce the weak CP violation. Some ideas of weak CP
violation were
1. by light colored scalars by Kobayashi and Maskawa [1],
2. by right-handed current(s) by Mohapatra [2], and Kobayashi and Maskawa [1],
3. by three left-handed families by Kobayashi and Maskawa [1] (1.1)
4. by propagators of light color-singlet scalars by Weinberg [3],
5. by an extra-U(1) gauge interaction.
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The old Wolfenstein’s superweak interaction [4] can be reproduced by item 5 in modern
gauge theories. Item 3, known as the Cabibbo-Kobayashi-Maskawa (CKM) model, got
Nobel Prize in 2008.
The CKM model defines the charged currents by the 3 × 3 matrix known as the CKM
matrix. It describes the charged currents from Q = − 13 quarks (d, s, b) to Q = + 23 quarks
(u, c, t), written with the parametrization given in [7],
VCKM =
 c1 s1c3 s1s3−c2s1 e−iδCKMs2s3 + c1c2c3 −e−iδCKMs2c3 + c1c2s3
−eiδCKMs1s2 −c2s3 + c1s2c3eiδCKM c2c3 + c1s2s3eiδCKM

(1.2)
where c1 = cos θ1, s1 = sin θ1, etc. VCKM is a unitary matrix with 4 parameters, θ1, θ2, θ3,
and δCKM. The interference pheonomenon is given by the invariant quantity known as the
Jarlskog determinant J [6]. J is given with the form (1.2) instead of the widely used one
[9], as [8]
J = |ImV31V22V13| = |c1c2c3s21s2s3 sin δCKM|. (1.3)
Obviously, if the CP phase δCKM is zero, then J = 0 and there is no CP violation. In
addition, for a nonzero J the product of c1s1, c2s2, and c3s3 must be nonzero, meaning
the participation of all three families. It is an interference phenomenon.
The origin of VCKM is the Yukawa couplings. In the mass generating process via the
vacuum expectation value of the Higgs field, the CKM matrix is given with respect to the
mass eigenstate quarks, u, d, s, c, b, t. This is the theory of the weak CP violation via the
charged weak currents in the modern SM in particle physics.
In the SM, we considered currents and only one scalar, the Higgs boson h discovered
in 2012. Higgs and Englert got Nobel Prize for the prediction of h in 2013. So, any other
scalar particle can introduce CP violation as item 1, since the Yukawa couplings of these
extra scalars may not be flavor diagonal.
1.3 Supersymmetry and CP violation
Supersymmetry, in particular N = 1 supersymmetry for physical applications, introduces
superpartners of the known particles of spin differing by 12 . The so-called MSSM (minimal
supersymmeric SM) introduces a superpartner to every SM particle. For example, spin- 12
electron introduces spin-0 selectron, spin- 12 quark introduces spin-0 squark, etc. Therefore,
so many spin-0 particles beyond the SM are introduced. Then, four-fermion densities me-
diated by these spin-0 superpartners can violate CP. Static properties of proton and neutron
are good properties to observe these tiny CP violation effect. The static property, magnetic
moment, is conserving CP. But, the hypothetical static property, the electric dipole moment
(EDM), violates CP. A naive estimate of the nucleon EDM is
d ∼ (nucleon size) · e · (interaction strength)
≈ 1
Mp
· e · M
2
p
(100 GeV)2
∼ e · 10−4 · (10−13 cm)f2 ∼ 10−27e cm, (1.4)
where Mp is the proton mass, f is the order of the Yukawa couplings of the first family
members, O(10−5), and the scalar mass of 100 GeV is used for an illustration.
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1.4 QCD and CP violation
In Sect. 1.2, the weak CP violation via the currents was given. We mentioned that CP
violation is an interference phenomenon. This also applies when we consider subjects
beyond the currents. In QED and QCD, we mentioned that there is no CP violation via
currents because the corresponding currents are flavor diagonal. But one can find physical
situation beyond the currents. It may not involve particles defining the currents, but the
structure of vacuum. Vacuum can have many possible non-vanishing values of integer spin
fields, i.e. for bosons.
For example, the Einstein equation is the equation satisfied by the vacuum value of spin-
2 field graviton, i.e. the vacuum value of gµν . The vacuum value of the Higgs field, an
example for spin-0 boson, gives all the SM particles mass. What about the vacuum value
of spin-1 field?
In most earlier studies of QCD, the vacuum value of strongly interacting gluon field
was taken as 0. But, one can consider vacuum value of gluons such that, at infinity the
field strength decays sufficiently fast. This is most symmetrically presented in the Euclid-
ian space and it can be said, “It is localized”. This configuration of gluon field is called
“instanton”, implying that it is localized in the space-time coordinate. Field strength of
a non-Abelian gauge field Aaµ is denoted as F
a
µν , where a runs for the dimension of the
adjoint representation of the non-Abelian gauge group, i.e. N2 − 1 for SU(N ). The in-
stanton solution describes non-trivial F aµν , meaning spherically symmetric hedge-hog type
solution. So, one needs a ≥ 3, and U(1) gauge group cannot have such an instanton solu-
tion. It means that QED does not have extra physical effect due to vacuum values of the
photon field. But, QCD can have an effect because QCD of SU(3), being non-Abelian,
has N2 − 1 = 8. Such instanton solutions are described most easily by the first order
constraint, the (anti-)selfdual condition,
F aµν = ±F˜ aµν (1.5)
where F˜ aµν =
1
2µνρσF
a ρσ . It is known that for these instanton solutions one can consider
the gauge invariant effective interaction, the θ term
1
4
F aµν F˜ aµν +
g2θ
32pi2
F aµν F˜ aµν (1.6)
where g is the QCD coupling constant and we added the original kinetic energy term of
the gluon field. The first term has CP even and the second term has CP odd. Thus, QCD
violates CP. Here again the CP violation is an interference because both the CP even and
odd terms are considered together. The CP violation in QCD is so strong because the QCD
coupling g in Eq. (1.6) is very large. The CP violation in QCD can surface up by the non-
zero neutron EDM. The CP violating pion-nucleon-nucleon coupling gpiNN is present due
to the term in Eq. (1.6). Then, the neutron electric dipole moment(nEDM) is calculated as
(with the CP conserving gpiNN term),
dn
e
=
gpiNNgpiNN
4pi2mN
ln
(
mN
mpi
)
. (1.7)
But the observed bound of the neutron EDM is so small, . 10−26 e cm, that we face
a dilemma, the so-called the strong CP problem, “Why is the nEDM so small?” The
strong CP problem was tried to be understood by three methods: (1) calculable models, (2)
massless up quark, and (3) “invisible” axion.
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The non-observation of nEDM put a limit on |θ¯| as less than 10−10. For the class of
calculable solutions, the so-called Nelson-Barr type weak CP violation is close to a solution
[13, 14], but the limit 10−10 is difficult to be realized. For the massless up-quark solution,
it seems not favored by the measured current quark masses [15]. At present, the remaining
‘natural solution’ is “invisible” axion [11].
This leads us to a brief historical introduction, eventually leading to the “invisible” axion
[16, 17, 18]. Pre- “invisible” axion developments are the following.
Satisfying the Glashow-Weinberg condition that up-type quarks couple toHu and down-
type quarks couple to Hd [19], he introduced many Higgs doublets. Then, the weak CP
violation introduced in the potential, with a discrete symmetry φI → −φI ,
VW =
1
2
∑
I
m2Iφ
†
IφI
+
1
4
∑
IJ
{
aIJφ
†
IφIφ
†
JφJ + bIJφ
†
IφIφ
†
JφJ + (cIJφ
†
IφIφ
†
JφJ + H.c.)
} (1.8)
Weinberg’s necessary condition for the existence of CP violation is non-zero cIJ terms [3].
If one removes the cIJ terms, Peccei and Quinn (PQ) noticed that there emerges a global
symmetry which is now called the U(1)PQ symmetry [20]. This is an example that keeping
only a few terms among the discrete symmetry allowed terms in the potential produces a
global symmetry.
With the PQ symmetry by removing the cij term in Eq. (1.8) [20], Weinberg and
Wilczek at Ben Lee Memorial Conference noted the existence of a pseudoscalar, the
PQWW axion [21], which was soon declared to be non-existent [22]. This has led to
calculable models during 1978 [23, 24, 25, 26, 27], before the advent of “invisible” axions
[16, 17].
1.5 The “invisible” axion
“Invisible” can be made “visible” if one invents a clever cavity detector [29], which is used
in many axion search labs now [30]. An SU(2)xU(1) singlet housing the “invisible” axion
gives the effective Lagrangian of a as
L = c1 ∂µa
fa
∑
q
q¯ γµγ5 q −
∑
q
(q¯LmqR e
ic2a/fa + h.c.) +
c3
32pi2fa
aGµνG˜
µν (1.9)
+
caWW
32pi2fa
aWµνW˜
µν +
caY Y
32pi2fa
a Yµν Y˜
µν + L leptons,
where G˜µν , W˜µν , and Y˜ µν are dual field strengths of gluon, W , and hypercharge fields,
respectively.
It is a key question how the PQ symmetry is defined. These couplings arise from the
following renormalizable couplings,
LKSVZ = −fQRQL + h.c., (1.10)
VDFSZ = −µ21H∗uHu − µ22H∗dHd + λ1(H∗uHu)2 + λ2(H∗dHd)2 (1.11)
+σ terms(+MHuHdσ) + λ
′HuHdσ2 + h.c.
In the KSVZ model, the heavy quark Q is introduced and the f -term Yukawa coupling
is the definition of the PQ symmetry. In the DFSZ model, the λ′-term is the definition of
6 THEORETICAL MOTIVATION
KSVZ: Qem caγγ
0 −2
± 13 − 43
± 23 23
±1 4
(m,m) − 13
DFSZ: (qc-eL) pair Higgs caγγ
non-SUSY (dc, e) Hd 23
non-SUSY (uc, e) H∗u − 43
GUTs 23
SUSY 23
Table 1.1: caγγ in the KSVZ and DFSZ models. For the u and d quark masses, mu =
0.5md is assumed for simplicity. (m,m) in the last row the KSVZ means m quarks of
Qem =
2
3 e and m quarks of Qem = − 13 e. SUSY in the DFSZ includes contributions
of color partners of Higgsinos. If we do not include the color partners, i.e. in the MSSM
without heavy colored particles, caγγ ' 0.
the PQ symmetry. Note, however, that there must be a fine-tuning in the coefficient λ′ such
that vew  fa. The axion-photon-photon couplings are listed in Table 1.1.
The fine-tuning problem in the DFSZ model is resolved in the supersymmetric(SUSY)
extension of the model. There is no renormalizable term of the singlet superfield σ with
the SM fields. The leading term is the so-called Kim-Nilles term [35],
WKN =
1
M
HuHdσ
2, (1.12)
where M is determined from a theory. It is shown in Table 1.1 as the SUSY caγγ . In Table
1.1,Hd andH∗u imply that they give mass to e. GUTs and SUSY choose appropriate Higgs
doublets and always give caγγ = 23 .
In the discussion of “invisible” axion, gravity effects was considered to be crucial. It
started with the wormhole effects in the Euclidian quantum gravity. In fact, gravity equa-
tion with the antisymmetric tensor field Bµν gives wormhole solutions. This triggered the
discrete symmetries allowable as subgroups of gauge groups [37], and U(1)PQ global sym-
metry needed for “invisible” axion was considered to be problematic [38]. This has to be
resolved.
In this road toward detecting an “invisible” QCD axion, there has been a few theoretical
development starting from an ultra-violet completed theory. The scale must be interme-
diate. The model-indepent(MI) superstring axion [40] is not suitable for this because the
decay constant is about 1016 GeV [41] which is the white square on the upper left corner
in Fig. 1.1.
The question is, “is it possible to obtain exact global symmetries?” From string com-
pactification, there is one way to make the “invisible” QCD axion to be located at the
intermediate scale starting with an exact global symmetry,
109 GeV ≤ fa ≤ 1011.5 GeV. (1.13)
It starts from the appearance of an anomalous U(1) gauge symmetry in string compacti-
fication. In compactifying the E8×E′8 heterotic string, there appears an anomalous U(1)a
gauge symmetry in many cases [43],
E8 × E8 → U(1)a × · · · (1.14)
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Figure 1.1: The limits of axion searches.
Thus, the anomalous U(1)a is belonging to a gauge symmetry of E8×E′8. In the original
E8×E′8 heterotic string, there is also the MI-axion degree Bµν . The gauge boson corre-
sponding to this anomalous U(1)anom obtains mass by absorbing the MI-axion degree as
its longitudinal degree. Therefore, the harmful MI-axion disappears, but not quite com-
pletely. Below the compactification scale of 1018 GeV, there appears a global symmetry
which works as the PQ symmetry. This PQ symmetry can be broken by a SM singlet Higgs
scalar(s), producing the “invisible” axion. So, this “invisible” axion arises from an exact
global symmetry U(1)anom, and is free from the gravity spoil problem because its origin is
gauge symmetry.
Within this string compactification scheme, the axion-photon-photon coupling has been
calculated [44, 33, 34] and presented in Table 1.2.
1.6 CP and cosmology
The axion solution of the strong CP problem is a cosmological solution. QCD axions
oscillate with the CP violating vacuum angle θ¯, but the average value is 0. If the axion
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String: caγγ Comments
Ref. [32] − 13 Approximate
Ref. [33, 34] 23 Anom. U(1)
Table 1.2: String model prediction of caγγ . In the last line, caγγ = (1 −
2 sin2 θW )/ sin
2 θW with mu = 0.5md.
vacuum starts from a/fa = θ1 6= 0, then the vacuum oscillates and this collective motion
behaves like cold dark matter(CDM).
The axion vacuum is identified by the shift of axion field by 2piNDWfa,
a→ a+ 2piNDW fa. (1.15)
It is because the θ¯ term has the periodicity 2pi,
Lθ¯ = −
a
32pi2 fa
∫
d4xGaµνG˜
aµν , a = a+ 2pifa, (1.16)
while matter fields Φ may not have the periodicity of 2pifa, but only after 2piNDWfa,
Φ→ eiθ¯/NDWΦ, θ¯ = a
fa
. (1.17)
Between different vacua, there are domain walls.
Topological defects of global U(1)global produce an additional axion energy density
by the decay of string-wall system, ρst. Contribution of axionic string to energy density
was known for a long time [47]. In addition, axionic domain walls carry huge energy
density [48, 49]. Because of the difficulty of removing comological scale domain walls for
NDW ≥ 2, it was suggested that the axionic domain wall number should be 1 [49].
Computer simulations use axion models with NDW = 1. Three groups have calculated
these which vary from O(1) to O(100),
Florida group: O(1)[51],
Cambridge group: O(100)[52], (1.18)
Tokyo group: O(10)[53].
A recent calculation for NDW = 1 models has been given ρst ∼ O(10) ρa [54].
Therefore, it is important to realize axion models with NDW = 1. The KSVZ axion
model with one heavy quark achieves NDW = 1. There are two other methods. One
is identifying different vacua modulo the center number of the GUT gauge group [55].
Another important one is obtaining NDW = 1 by the Goldstone boson direction [56, 42],
which is shown in Fig. 1.2. There are two degrees for the shifts, N1 and N2 directions.
For the torus of N1 = 3 and N2 = 2 models, seemingly there are 6 vacua represended
by red bullets in Fig. 1.2. The Goldstone boson directions are shown as arrow lines and
torus identifications are shown as dashed arrows. So, all six vacua are connected by one
way or the other, and the N1 = 3 and N2 = 2 model gives NDW = 1. One always obtain
NDW = 1 if N1 and N2 are relatively prime. The reason that the “invisible” axion from
U(1)anom has NDW = 1 is because Nfrom E8×E′8 = large integer but NMI axion = 1
[57, 42], and Nfrom E8×E′8 and NMI axion are relatively prime.
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Figure 1.2: The limits of axion searches.
Axionic string contribution is important if strings are created after PQ symmetry break-
ing. On the other hand, with a high scale inflation this string contribution to energy density
is important, as shown in Eq. (1.18). There can be a more important constraint if a large
r(= tensor/scalar ratio) is observed. Two groups reported this constraint [59] after the
BICEP2 report [60]. Probably, this is the most significant impact of BICEP2 result on
NDW = 1 axion physics. The region is marked around ma ∼ 71µeV in Fig. 1.1.

CHAPTER 2
AXION DARK MATTER EXPERIMENTS
2.1 Overview
The axion, postulated in the 70’s as a consequence of the PQ mechanism to provide a
dynamic solution to the strong-CP problem in particle physics, is a theoretically well mo-
tivated fundamental particle [62][63][64][65]. In the 80’s, revealing its cosmological im-
plications, the axion emerged as an excellent candidate for cold dark matter, and is now
getting much more attention, in particular under the circumstance that the popular WIMP
dark matter has not been observed to scientists around the world for decades. As a late
starter in axion research, CAPP is now establishing the state-of-the-art microwave cavity
dark matter axion experiment in Korea, mainly based on the scheme that was proposed by
P. Sikivie in 1983 [66][67]. Korea never had any dark matter research until 5 years ago.
CAPP has built an axion research facility at KAIST (Korea Advanced Institute of Sci-
ence and Technology) Munji Campus in Daejeon, Korea in the beginning of 2016 with 7
low vibration pads (LVP). We have now 7 refrigerators and 5 superconducting magnets
installed in the facility and 4 low temperature microwave axion dark matter detectors are
operating on the LVP. All of our axion detectors are designed to reach very low physical
temperature (mK range for resonant cavities), so we call our axion research, CULTASK
(CAPP’s Ultra Low Temperature Axion Search in Korea). Figure 2.1 shows refrigerators
and magnets installed and operating at CAPP. Two high power superconducting magnets
(25 T with 10 cm bore and 12 T 32 cm bore) are to be delivered in 2020 and should be our
workhorses in frontline axion research.
Axion Dark Matter Search with IBS/CAPP.
By CAPP Copyright c© 2019 IBS/CAPP at KAIST
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Figure 2.1: CULTASK refrigerators and superconducting magnets
The powerful magnets with high fields and large apertures (CAPP25T and CAPP12T)
should be able to boost the axion-to-photon conversion power. Unique designs of reso-
nant cavities are expected to provide a capability of probing high frequency regions with
maximal detection volume. These would enables us to explore wide ranges of axion mass
with enough sensitivities to detect or exclude axion models when convoluted with highly
sensitive quantum amplifiers whose noise performance approaches the fundamental limits
imposed by the laws of quantum mechanics. These are the technologies that never ex-
isted or not mature enough 10 years ago. The combination of those breakthroughs will put
CAPPs flagship axion experiment, CULTASK in the front row and push the frontiers of
particle astrophysics.
2.2 CAPP-PACE
CAPP axion research programs final goal is to prove or disprove axions as dark matter
once and for all. With powerful (25 T, 10 cm bore) and large volume (12 T, 32 cm bore)
superconducting magnets which will be available in 2020, CAPP should be able to explore
the wide range of axion mass, 1 GHz to 10 GHz, with enough sensitivity to discover or
exclude axions.
CAPP-PACE, started as an R&D machine to prepare for CAPP25T axion experiment,
would provide the necessary experience in ultra-low temperature cryogenics, the fabrica-
tion of high Q-factor resonant cavities, a reliable frequency tuning system, highly sensitive
cryo-RF electronics and a DAQ/control system including monitors ensuring the quality of
data and safe environment of data taking. CAPP-PACE detectors frequency range is similar
to CAPP25T and all of associated RF receiver electronics will be shared with CAPP25T.
CAPP-PACE detector has grown into a complete axion detector at the beginning of 2018
and we are now testing every aspect of the axion dark matter experiment in around 2.5 GHz
frequency range while taking physics quality data.
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Our main research focus in 2019 will be to prepare for CAPP25T experiment and con-
tinue to take axion data at CAPP-PACE detector with enough sensitivity to search QCD
axions. Once 25 T HTS magnet is delivered from BNL in 2020, along with the develop-
ment of quantum amplifiers with near quantum-limited performance, we should be able to
search QCD axions in a much wider range of frequencies with improved scanning speed.
By the end of 2020 CAPP25T should be able to take the worlds best quality axion dark
matter data. In order to achieve that goal, the infrastructure for CAPP25T should be com-
plete and quantum amplifiers should be ready in 2019.
The main elements of the CAPP-PACE detector are depicted schematically in Figure
2.2 with a picture, BluFors LD400 cryogen-free dilution refrigerator (DR) system with
an 8 T superconducting magnet, a resonant cavity with a frequency tuning system and a
cryogenic RF receiver chain to read out the power spectrum from the cavity.
Figure 2.2: CAPP-PACE detector with BluFors LD400 DR
2.2.1 Cryogenics and Magnet
The DR system was installed on one of the low vibration pads constructed with one of
seven 20 Ton concrete blocks each supported by four air springs to eliminate external
vibrations. A dilution refrigerator is a refrigerator that uses 4He-3He mixture to lower the
temperature. It can reach cryogenic temperatures of about 2 mK and is the only cooling
method that allows continuous cooling in this temperature range. The operation principle
of this refrigerator is as follows. Liquid 4He becomes superfluid at 2.18 K. On the other
hand, liquid 3He which is an isotope of 4He does not become superfluid at this temperature
because it is Fermi fluid. When these two are mixed with each other, phase separation
occurs at 0.867 K according to the concentration of 4He / 3He. For this reason, there is
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a prohibited section where a mixture cannot exist at a specific mixing ratio at a certain
temperature. Because there is a boundary between 3He rich phase and 4He rich phase,
energy is needed to cross this boundary. We use a pump to separate the 3He from the
3He rich phase then it converts to the 4He rich phase, which can lower the temperature by
absorbing the surrounding heat during cross the boundary.
The temperature of mK is reached using a dilution refrigerator, but first, He needs to
be liquefied by making it 4 K as a prerequisite for this to work. There are two commonly
used devices for this purpose, Pulse tube cooler and Gifford-McMahon (GM) coolers are.
In this experiment, a pulse tube is used. Its advantage is that the pulse tube does not have
an internal moving part at the cold head. A vibration of the pulse tube cooler is much
less than GMs because in the case of GM cooler, the moving part is embedded in the cold
head. However, due to the presence of He gas that continues to expand in the cold head,
it is impossible to zero the vibration even in the case of a pulse tube. Since the vibration
has a great influence on the sensitivity of the detector, our detector is installed on the low
vibration pad (LVP) to minimize the influence of the vibration. LVP is made up of a
heavy concrete block floating in the air through an air spring. The frame of the dilution
refrigerator is installed on the concrete block which is separated from the floor to minimize
the vibration that can be transmitted from the outside.
There are 4 dilution refrigerator units installed from BlueFors. All four are operating
smoothly without any trouble for about 2 years of operation. By running a predefined
script, it can reach the mK temperature without any extra action. It boasts a short (>2
days) cool-down time using a Cryomech pulse tube with a cooling power of 1.5 W at 4 K.
It also shows very good cooling power of 580 µW at 100 mK by using He mixture of high
3He ratio. When using amplifiers with quantum-limited noise such as Microstrip SQUID
Amplifier (MSA) or Josephson Parametric Amplifier(JPA), it is important to lower the
base temperature sufficiently because the amplifier’s bath temperature has a large impact
on noise. The temperature of each part of MXC, STILL and Cavity is measured using
RuO2 thermometers.
The microwave resonant cavity hangs in the center of the magnet bore supported by a
copper structure, thermally anchored to the DRs mixing (MXC) plate which is maintained
at TMXC ∼ 25 mK (cavity at TCAVITY ∼ 40 mK) during the operation of the detector. The
magnet maintains a temperature of about 3.6 K and is separated thermally from the cavity
by a radiation shield made of copper-brass. This allows the cavity to maintain a tempera-
ture of below 40 mK throughout the normal operation. The frequency and antenna tuning
system with piezoelectric actuators are designed to have a thermal link to the mixing plate,
but wouldn’t generate heat more than 40 mK at cavities, even under a magnetic field of
8 T. The HEMT Amplifier is mounted on the STILL plate for lower noise temperature. In
particular, it is mounted on an L-shaped plate to minimize the distance from the cavity
to the preamplifier, which is connected to the STILL plate but is also close to the MXC
plate. A superconducting cable is used to connect the cavity and the amplifier to minimize
signal loss and heat exchange between the MXC plate and the STILL plate. The MSA is
mounted on the MXC plate. In order to minimize the influence of the magnetic field, there
is a cancelation coil on top of the magnet. In this way, the magnetic field of 8 T is applied
to the cavity, but only 50 G is reached to the center of the MXC plate.
In order to reduce the system noise temperature, it is necessary to lower the physical
temperature as much as possible. At mK range, temperature transfer by phonon-phonon
scattering is not a major effect. Most of the heat is transferred through the conduction
electron. Therefore, in order to smoothly cool down cavity which is farthest from the base
plate, a support structure should be made by a material with high conductivity and have a
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large flat contact area. We used gold-plated OFHC to create a structure that best meets the
above conditions. The piezoelectric actuator, which is the largest source of heat, is also
fixed to this support structure using a copper rod to maintain the temperature at mK range.
We use a radiation shield to block the heat transmitted through the radiation. 50 K, 4 K,
and 1 K stages are equipped with thermal radiation shields. In particular, the 1 K shield is
made of two parts. Oxygen free copper is generally used for high thermal conductivity.
However, the part that enters the magnet is made of brass to prevent heat generation during
a ramp up or down. It combines with the main shield. The goal of the cryogenic system
is to provide enough cooling power to lower and maintain the physical temperature of
the resonant cavity and components of the cryo-RF receiver chain as much as possible to
ensure the minimal system noise (mainly from amplifiers in our frequency range).
The 118 mm bore of AMIs 8 T superconducting (NbTi) magnet sets the scale for the
available axion-sensitive volume. The outer diameter of the cavity was limited to 100 mm
by placing a gap of 9 mm between inner bore of the magnet and the outer wall of the cavity
and the thickness was designed to be 5 mm, enough to reduce the risk of breakage due to
the smooth nature of the copper. The cavity height was 93 mm to make sure the average
magnetic field intensity is maintained at 7.9 T, but has been redesigned to 180 mm (average
field intensity of 7.6 T) to maximize the axion-sensitive volume and eventually to increase
the scanning efficiency. Figure 2.3 shows the magnetic field distribution of AMIs 8 T NbTi
magnet.
Figure 2.3: Magnetic field distribution of AMIs 8 T, 12 cm bore magnet (AMI provided)
We keep the magnet in a superconducting state in the form of conduction cooling rather
than using a cryogen, which is optimized for the BlueFors refrigerator, which does not
operate as a separate cooler but delivers cooling power directly from the cold head of pulse
tube through a 4 K shield. It usually takes three and a half hours to reach 8 T in normal
operation and it is also possible to ramp down quickly in an emergency in an hour. The
cavity needs a magnetic field to detect the axion, but other RF components have a bad
influence on the magnetic field. Thus it is necessary to adjust the area of the magnetic
field. To do this, a cancellation coil is installed at the top of the magnet. Because of this,
the center of the MXC plate shows a low magnetic field of 50 G even when the center of the
magnet is 8 T. Therefore, the MSA SQUID amplifier located on the MXC plate operates
normally without the influence of the magnetic field by using only a simple lead shield,
and the circulators work well with a simple shielding using a permalloy.
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2.2.2 Microwave cavity
The microwave cavity is located at the center of the AMI 8 T magnet, i.e., 400 mm below
the MXC plate of Bluefors dilution refrigerator. The microwave cavity is a very important
part of the axion haloscope where the axion reacts with the magnetic field and changes
directly to the microwave photon. However, since the axion to photon conversion power
strongly depends on the magnitude of the magnetic field and the size of the space influ-
enced by the magnetic field, not only the shape and size of the cavity but also the material
is limited by the magnet.
Therefore, we selected oxygen-free high thermal conductivity copper (OFHC) as the
material to be used in the CAPP-PACE cavity because of its high electric and thermal con-
ductivity among non-magnetic materials. OFHC is a completely non-magnetic, even in
extreme environments such as high-speed machining, annealing, and cryogenic tempera-
tures. In addition, the electric conductivity rises very fast as the temperature gets lower so
that the Q factor below 4 K, which directly affects the axion-to-photon conversion power,
should become 4−5 times higher than the value at the room temperature even considering
the anomalous skin effect [68][69][70]. Moreover, it has been reported that there is no ad-
verse effect of magneto-resistance with copper in the environment below 9T in the previous
study [71][72]. As shown in Fig. 2.4, The CAPP-PACE cavity is designed so that the cen-
ter of the AMI 8 T magnet coincides with the center of the cavity, maximizing its influence
on the magnetic field, and using a supporting structure of copper material we physically
and thermally link the coldest part of the refrigerator to minimize the noise generated in
the cavity. As mentioned earlier in the refrigerator section, the cavity temperature was sta-
bly maintained at less than 40 mK in an experimental situation where the actual maximum
magnetic field of 8 T was turned on and frequency tuning was being operational.
Figure 2.4: Schematic of the geometrical relation of a microwave cavity of CAPP-PACE.
At this time, we assigned a gap of 9 mm between the cavity and the inner wall of the
magnet in order to prevent heat exchange between the cavity and the magnet and to provide
a physical stability when assembling them to the refrigerator, which consequently limit the
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outer diameter of the cavity to 100 mm. The side wall thickness was designed to be 5 mm
thick enough to reduce the risk of breakage due to the smooth nature of the copper. The
cavity height was decided as 93 mm for the 1st experimental run to avoid the mechanical
burden of piezoelectrics and later it was optimized to be 180 mm for fast axion searching.
The average magnetic field for 93 mm height cavity was 7.9 T and for 180 mm height cav-
ity, 7.6 T. Figure 2.5 shows that the magnitude of the average magnetic field decreases with
the height of the cavity, and when the height exceeds a certain level, the axion scanning
rate is rather reduced.
Figure 2.5: Plot of cavity size versus average magnetic field in Tesla, scanning rate in
arbitrary unit
The CAPP-PACE cavity also employs a split cavity structure, which is one of CAPPs
R&D achievement. Typical cylindrical cavities are usually assembled in the form of a cir-
cular pipe-shaped body with discs at the top and bottom. At this time, due to the TM010
mode characteristics, the direction of the electron at the cavity surface causing the ohmic
loss becomes perpendicular to the assembly surface, which increases the resistance and
consequently causes the Q factor to drop, which is a so-called “contact problem.” A cavity
with a high Q factor is usually required to minimize contact surface separation to address
this contact problem. In many cases, a large number of bolts are used to densely press the
contact surface, while one of the bonding surfaces is made of a knife edge or indium is
placed between the bonding surfaces to give a gasket effect. However, the higher the Q
value, the less effective it is and if it is repeatedly disassembled and assembled, it will not
be able to play its role. In order to solve this problem, we sought a method of fabricat-
ing the cavity assembling surface parallel to the TM010 mode current. We decided to use
milling machining instead of lathe processing that is the usual manufacturing method for
cylindrical structure. We prepared a cylinder, not a pipe, and cut it vertically, and dug a
semi-cylindrical space in each. The two semi-cylindrical pieces thus made were aligned
and assembled with bolts. Surprisingly, but as expected, it was confirmed that the measured
Q factor value agrees with the theoretical value [73]. This difference is more pronounced
at low temperature. The Q value of the cavity produced by the conventional method is
about 3 times higher at the cryogenic condition than at room temperature, whereas it gets
an increased factor of 4 − 5 for the split cavity. CAPP-PACE has applied this design to
all cavities during experimental runs to date and achieved a very stable Q-factors. Figure
2.6 shows the cavity used for the actual CAPP-PACE data runs and the Q-factor measure-
ment without any tuning device. It shows that the Q-factor measurement agrees with the
theoretical prediction within an error range of 1%.
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Figure 2.6: Split cavity structure of CAPP-PACE used at (a) first experimental run, and (b)
2nd and 3rd run.
In addition, the split cavity structure solves the heat problem that occurs when turning
magnets on and off. This is because the flow of eddy current is suppressed because the
area of the closed loop through which the magnetic flux passes is significantly reduced.
One more benefit when using a split cavity structure is to suppress TE mode excitation.
The split cavity structure is not compatible with most TE modes. Contrary to the TM010
mode, the TE mode has a contact problem in the vertically split cavity structure, resulting
in a lower Q value and less TE mode excitation. Consequently, the split cavity structure is
strongly recommended for the axon haloscope.
2.2.3 Frequency tuning system
In CAPP-PACE, the section to be scanned is about 300 MHz, ranging from 2.45 to 2.75 GHz,
which is scattered on both sides of the resonant TM010 mode frequency of 2.55 GHz in a
cylindrical cavity of 90mm diameter. In general, if you want to tune the frequency range
higher than the resonant frequency of the hollow cavity, you can tune the cavity using a
metal rod, or use a dielectric rod if you want the opposite. In CAPP-PACE, dielectric and
metal rods were configured differently according to the tuning interval so that scanning
over 1 GHz frequency range is available. As shown in Figure 2.7, the tuning device con-
sists of 4 mm diameter of a copper rod or 10 mm sapphire rod for frequency perturbation
and cranks at both ends of the rods for rotational movement. A sapphire rod with a di-
ameter of 4 mm serves as a rotary shaft for each crank. The upper rotary shaft extends
out of the cavity and is connected to a rotary actuator, with a ceramic bearing between
the shaft and the cavity, so that the rotary shaft is aligned in a straight line. The bottom
rotary shaft was hemi-spherically closed, allowing smooth contact with the bottom of the
cavity, replacing the role of bearings. This structure solves the hot rod problem, which was
raised in previous studies, by bringing the sapphire and the cavity directly into contact, but
also prevent the mechanical vibration that causes frequency fluctuation. These mechanical
issues are covered in more detail in the next section [74].
Since the tuning rod rotating axis is 19 mm apart from the cavity center, the tuning rod
can be positioned from the center of the cavity to 38 mm distant from it. Figure 2.8 shows
actual measured values of Q factor as well as numerically calculated Q factor and C factor
in all frequency regions scanned or to be scanned in CAPP-PACE . The calculation of theQ
factor and C factor were obtained using CST suite, and the Q factor was measured using
the Keysight network analyzer [75][76]. The Q factor was increased by using sapphire
with a very low loss tangent in the region of 2.45 ∼ 2.5 GHz which is the first section. In
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Figure 2.7: (a) Frequency tuning rods assemblies of CAPP-PACE, the centered rods are
sapphire and OFHC from left to right, respectively. (b) Microwave cavity with sapphire
tuning rod installed. (c) Magnified view of a bottom shaft. (d) Single row full ceramic
bearing (4mm x 12mm x 4mm) made of silicon nitride.
the intermediate region of 2.5 ∼ 2.6 GHz is a blind spot that cannot be scanned with the
original method, but even with difficulties such as mode crossing problems and low form
factor problems, a metal rod is additionally arranged appropriately and we could achieve
fairly high scanning rates. In the region above 2.6 GHz, a copper-plated thin rod is used in
stainless steel to reduce the probability of occurrence of the hybrid mode and to minimize
the area of the conducting area, thereby enabling high C factor and Q factor.
Figure 2.8: Cavity properties with respect to frequency tuning. The solid line represents
simulation results and the dotted line does measurements
20 AXION DARK MATTER EXPERIMENTS AT CAPP
2.2.4 Accurate mechanical control
Developing a high Q factor is a challenge in and of itself, but there are other difficulties
when tuning devices are introduced there. The higher the Q, the higher the reliability of
the measured resonant frequency should be. In case of quite long time data acquisition at a
single frequency, essential in axion search experiment, you lose the meaning of making a
highQ cavity if the frequency fluctuates more than the cavity bandwidth. However, it is not
easy to maintain a stable center frequency when a tuning material moves independently in
the cavity at cryogenic temperature with a high mechanical limit. In addition, the frequency
needs to be tuned more finely than the cavity bandwidth, thus the higher the Q, the more
elaborate the tuning bar movement. For the CAPP-PACE cavity, the loaded Q is about
>30k, so if we want to tune the cavity frequency by 1/5 of cavity bandwidth, we must
be able to move the resonant frequency within about 15 kHz per step, that is, a super-
precision rotational stage capable of moving with a resolution of 1/100 degree or less per
step is required. CAPP-PACE has solved all these problems applying following advanced
technologies.
Since early 2014, In CAPP, we have been using Attocubes piezo actuators for high-
resolution frequency tuning and for precise cavity coupling. Piezoelectric actuators convert
electrical energy directly into mechanical energy and allow operation in the sub-nanometer
range and the motion occurs instantly [77]. Theoretically, there is no resolution limit, and
it does not affect the operation even in an ultra-high vacuum (UHV) and a high magnetic
field. In addition, the piezo effect occurs in cryogenic condition even below 1 K. The
Attocube’s piezo-electric devices, which we have used, not only has all of these advantages
but also solves some of the short travel distances and weak forces that have been pointed
out as weaknesses [78]. They are made of titanium to be operational in high magnetic
field and they can support a newton of the mechanical load which is sufficient to make
the movement of tuning rod and coupling antenna. The resolution of the movement can
be controllable by adjusting the amplitude and frequency of the applying signal which has
a periodic saw-tooth pattern. Especially in a step mode operation, decreasing frequency
increases the energy of a unit tooth inversely so that the step resolution and the force of
the piezo actuator increase together. The smaller the frequency is, the piezo actuator gets
stronger. Important specification of the attocube piezo actuators is listed in Table 2.1.
Property value
travel range 360 ◦ endless (rotator), 12 mm (linear positioner)
resolution(@4 K) 0.5m,◦ (rotator), 10 nm (linear positoner)
magnetic field 0∼31 T
tempearture 10 mK∼373 K
minimum pressure 5E-11 bar
maximum load (@300 K) 2 N (200 g)
Table 2.1: Specification of attocube piezo actuators.
We fixed a rotary piezo actuator to the cavity-supporting structure like Fig. 2.9 and con-
nected the rotary piezo with the upper shaft of the tuning device through the PEEK rod.
This is to prevent the temperature of the sapphire rod from fluctuation by allowing the heat
to flow through the MXC plate without flowing through the rod. We put several pieces of
the beryllium copper (CuBe2) contact finger strip in the middle of the actuator and PEEK
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Figure 2.9: (a) 3D rendering of attocube piezo actuators with a cavity and supporting jig.
(b) Cut view of (a), Beryllium-copper springs are located between PEEK medium and
rotary piezo actuator
rod to assure the stable contact between cavity and sapphire shaft even with thermal con-
traction below 100 mK. As a result, we could tune the cavity with great precision, as shown
in the measurement results of Fig. 2.10. Fine adjustment of the magnitude and frequency
of the bias voltage allows tuning even at higher resolutions, and it is noteworthy that the
tremor of the frequency is completely eliminated, resulting in a very stable resonance fre-
quency despite tuning in kHz units as shown in Fig. 2.11.
Nevertheless, another consideration is that the heat generated by the piezo devices can
increase the cavity temperature. We blocked the attocube piezo from always sending a
bias to ask for position information so that it was about 20 mK lower than when it was
not, that is, the temperature when no piezo was installed. Additionally, by operating them
in a single step mode, the temperature could only be changed to less than 5 mK during
frequency tuning even in the condition that the 8 T magnet was on.
2.2.5 RF Receiver Chain and NT measurement
One of the most important parts of the PACE experiment is the receiver chain. The sim-
plified receiver chain is shown in Figure 2.12. The excitation signal is put in through the
“Weak-in” port of the resonant cavity to measure the cavity parameters, like Q-factor, and
the coupling strength of the antenna is measured through the “Coupled-in” port. The gain
of the amplifier is measured through the “Cal-in” port and the signal from the axion is
extracted through the “Signal-out” port.
The first RF component which signal generated from cavity encounters is the circulator.
It prevents reflected waves from the back of the preamplifier and the background noise
coming from the amplifier’s temperature entering the cavity. This also makes it possible
to measure the coupling strength of the cavity antenna. The next component is a switch
that gives us a choice of preamplifier - a HEMT (High Electron Mobility Transistor) or an
MSA SQUID amplifier without a warm-up and a cool-down thermos-cycle. In addition,
the DPDT switch allows one input to be connected to a noise source, allowing a more
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Figure 2.10: Time versus resonant frequency, loaded Q factor where the coupling strength
β is 2, and the temperature of the cavity. For a measurement time of more than 30 minutes,
the frequency and Q factor show deviations of less than 1/200,000 and 1/100, respectively,
indicating that the components of the cavity system are stable without relative vibration.
The temperature also showed a deviation of less than 2 mK at around 30 mK and a sudden
increase in temperature at 2400 seconds occurred due to applying position sensing voltage.
Figure 2.11: Cavity temperature and moved frequency as functions of piezo parameters
such (a) bias voltage, (b) step numbers.
precise measurement of the noise temperature of the whole RF receiver chain during the
experiment.
In principle, it is advantageous not to place these components before the preamplifier
to reduce noise as much as possible, but the impact on the overall noise temperature is
negligible because the component’s loss values are small and because of the ultra-low
temperature inside DR. In addition, each component between the cavity and preamplifier
is connected by superconducting cables (connection between different temperatures) or
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Figure 2.12: RF receiver chain of the PACE experiment
a short, thick high purity copper RF cable (connection between same temperatures) to
minimize the loss as much as possible.
The magnitude of the acquisition signal power is very small in the experiment. With our
detector setup, the signal power corresponding to KSVZ sensitivity is about∼ 2×10-24 W,
which is equivalent to−202.3 dBm. In order to measure this tiny signal, a highly advanced
RF receiver chain is required. Our setup is designed with state-of-the-art components for
this purpose. HEMT or MSA SQUID amplifier is used as the preamplifier of the experi-
ment.
The HEMT amplifier is a type of field effect transistor (FET) that is a transistor based
amplifier. It works well even at low temperature and has an advantage of less fluctuation of
operating current which lead less noise temperature. In general, the HEMT amplifiers used
in usual experiment show noise temperatures between 2 K and 4 K. However, the HEMT
amplifier that we use in this experiment (developed by the Low Noise Factory recently)
shows about 1 K noise temperature. This is the lowest noise level among the amplifiers
that do not use the quantum devices so far. In this experiment, we successfully adapt this
HEMT amplifier.
The Microstrip SQUID amplifier (MSA) are amplifier based on the Superconduct-
ing Quantum Interference Device (SQUID). Under appropriate current and flux bias, the
SQUID can operate as an amplifier using the flux-to-voltage transfer characteristics. It
can be used at the GHz frequency band through the microstrip resonator structure. It is
known that the typical gain should be about 25 dB and the noise temperature can reach
about twice the Standard Quantum Limit (SQL). Near the frequency we use, the SQL is
100 mK, which is a much lower noise level than the 1K HEMT. We have many SQUIDs
from various sources such as KRISS, IPHT, ezSQUID and the optimization study is cur-
rently in progress.
The room temperature electronics used in this experiment is as follows. Signals coming
out of the DR refrigerator are recorded via the spectrum analyzer. We also use a vector
network analyzer to measure various parameters of the cavity. For evaluating the detec-
tor’s performance, we generate a fake axion signal using a function generator and a signal
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generator. Each line is connected to the switch controlled by the computer so that you can
do all this process automatically using DAQ
If the gain of the preamplifier is high enough, the preamplifier is the dominant noise
source added to the ideal receiver chain. In this experiment, we use a HEMT amplifier
(LNF LNC 1 12) as the amplifier of the second stage, which shows noise temperature of
about 6 K. When 1 K HEMT (LNF LNC 2 4) is used as a preamplifier, its noise temper-
ature is about 1.1 K and its gain is about 40 dB. Thus when this noise reaches the sec-
ond stage it will be 11000 K. Then 6 K noise is negligibly small. When MSA is used as
preamplifier even if we assume ideal case which its noise reaches Standard Quantum Limit
(SQL), 1 K HEMT(LNF LNC 2 4A) can be used as a second stage amplifier without in-
fluence. Assuming that the noise of MSA reaches to SQL and the gain of ∼ 20 dB, still
the noise contribution of the preamplifier is dominant because in the second stage, Noise
temperature due to MSA is about 20 K, which is much larger than 1 K HEMTs. In our
experiments, however, there are also circulators, switches, and cables connecting them be-
tween preamplifier and cavity. First, a superconducting cable consisting of NbTi-NbTi is
used to achieve a negligible loss. In the case of circulators and switches, there is insertion
loss about ∼ 0.1 dB, but since they are kept at ∼ 20 mK, they do not add a lot of noise.
There may also be a Johnson noise coming from an external room temperature of 300 K. In
this experiment, we put a 20 dB attenuator at 4 K, and an MXC plate on every input lines.
Thus the noise contribution corresponding to 300 K is only about 7 mK, which is negligi-
ble also. Therefore, in this experiment, it is concluded that the noise of the preamplifier is
most important as in the ideal case.
Now let’s discuss how to measure the noise of the receiver chain. Since the signal
from the axion is extremely weak, the system noise temperature(T sys) plays a critical role
in scanning frequencies. Figure 2.13 shows the RF chain setup for measuring the noise
temperature of our preamplifier, 1 K HEMT. T sys is the sum of T receiver chain and T cavity.
T cavity is determined by the temperature of the cavity. For the T receiver chain measurement,
our experiment including in-situ measurement using the Y-factor method. In usual Y-factor
Figure 2.13: Noise temperature measurement setup
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Figure 2.14: Noise temperature measurement result of the 1 K HEMT amplifier
method, a hot and cold source is Excess Noise Ratio (ENR) a.k.a noise diode. However, in
our case, Its hard to connect this for calibration due to cryogenic temperature(below 1 K).
Thus we need different temperature noise source for measuring noise temperature. We use
a terminator or attenuator installed in different temperature stages. The switch1 connects
amplifiers for noise measurements, and the switch2 could choose between Hot (on) state
and Cold (off) state. We can measure the noise temperature of the whole RF chain from
the power difference two states. In the case of Cold state, an attenuator is used instead of a
terminator. With this additional line, we can measure gain directly. Figure 2.14 shows the
result of our “cold terminator method” noise temperature measurement of 1 K HEMT.
2.2.6 DAQ and Operations
The DAQ system is composed of acquisition, controls and monitoring subsystems. While
controls and acquisition software is run on the main computer, monitoring is decoupled
from this system and can be accessed from outside easily. The main DAQ software is
responsible for running the frequency tuning algorithm, taking calibration measurements,
performing physics data acquisition. It has an easy to use interface that helps us smoothly
start the data taking with the click of a button. Its modular structure promotes future
extensibility. Figure 2.15 depicts a simplified picture of our overall DAQ system.
Figure 2.15: Overview of the PACE experiments DAQ system.
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For cavity parameter extractions we use a commercially available network analyzer
from Keysight. The microwave signal coming from the cavity is downconverted, digi-
tized and recorded as averaged power spectrum using FSV7 series spectrum analyzer from
Rohde & Schwarz. An SMW series vector signal generator R&S along with an arbitrary
waveform generator from Teledyne Lecroy is used to generate various calibration signals
and virialized fake axion signals. Along with these, we have various temperature sensors.
We use commercial instruments mainly for their convenience. Using reliable and industry
proven measurement devices allows us to focus on more important aspects of our experi-
ment. See Figure 2.16 for a view of our instrument rack.
Figure 2.16: A view of the PACE experiment’s instrument rack.
The software we use is mainly divided into three categories: controls and acquisition
(dubbed simply DAQ) software and individual scripts. DAQ software is capable of control-
ling all the measurement instruments and directing the experiment flow. After starting an
experimental run, we proved that there is no need for human interaction for weeks. DAQ
program is written in Python 2.7 with a user interface utilizing a Qt4 framework library.
By utilizing an industry proven object-oriented design, a failsafe operation is ensured.
Also, it’s modularized structure provides us with an easily improvable codebase. Individ-
ual scripts running in the DAQ computer make sure that the extracted cavity parameters
including coupling constant are uploaded to the database. Also, an alert and safety script is
continuously running on the main computer. Scripts running in the dilution refrigerator’s
control machine is responsible for uploading temperature and pressure information to the
database server. Overall programming language for our project is Python. Given that it’s
an interpreted language, it ought to be slower than bare metal languages such as C and
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FORTRAN. We mitigate this slow running problem by using numerical python libraries
heavily which are written in C and optimized. Since we record averaged spectra, the data
storage and data bandwidth are not the main problems for us. Regardless we use a binary
packaged data structure, namely ROOT binary files, to save our physics and some auxiliary
data. ROOT is a C++ data analysis library mainly built and used by the HEP community.
The measurement efficiency is one of the most important metrics of our experimental
setup. The total scanning time for a given frequency range is directly proportional to
efficiency. We can simply define efficiency as the ratio between time ideally required to
run the experiment and the time actually took to run the experiment.
SCAN RATE =
dν
dt
= ηf(SNR, ...) (2.1)
where η is efficiency and f is a function of the parameters of our experimental setup.
Efficiency is directly affected by the performing times of individual components of
DAQ. Without going into details, the three main time-consuming operations are frequency
tuning, instrument communication, actual data acquisition time. Tuning usually takes max-
imum 30 seconds and communications takes less than 10 seconds whereas our data acqui-
sition is usually hours for a single tuning step. Thus, we may safely say that efficiency
bottleneck is the spectrum analyzer efficiency ηacq .
For a single noise spectrum, the mean divided by standard deviation is an estimator for
the number of independent samples averaged. The ideal acquisition time is then estimated
using this number with the spectrum resolution bandwidth information. We also apply a
correction coming from the spectral estimation method applied by the spectrum analyzer.
See Fig. 2.17 for the efficiency estimation method we use.
Figure 2.17: Efficiency estimation method used in measuring the efficiency of a spectrum
analyzer.
The spectrum analyzer, with the minimum sweep time, collects the samples, computes
the FFT, fetches the FFT result to update the display and make the data ready for output.
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When we use the trace average functionality, the spectrum analyzer still updates the display
for every spectrum acquired, thus the bottleneck coming from fetching and displaying the
result dominates the overall efficiency. In this case, we achieved efficiencies that are only
up to 50%. FSV series spectrum analyzers are also capable of fast averaging the captured
spectra using more than minimum sweep time. The only downside of this method is that
the display is not updated at the intermediately acquired spectrum, which isn’t a problem
for our experiment at all. Using this method, we were able to achieve close to spectrum
acquisition efficiencies, see figure 2.18.
Figure 2.18: Efficiency measurement with correction included.
Currently, we are using two main monitoring systems: web-based and desktop based.
The web-based monitoring system is based on an open-source web application for general
purpose monitoring integrations called Grafana. The desktop software is written in-home
for having more real-time access to physics and cavity data, and also for future flexibil-
ity. Apart from monitoring systems, we have a non-stop alert management system that
continuously monitors safety-critical aspects of the whole system.
Grafana is an open-source web application for monitoring variables fetched from databases.
It provides a very natural interface that separates presetation from the data itself. The data
panels are arranged in a dashboard using its drag and drop interface. Each panel is con-
nected to it’s source data via simple SQL queries. Figure 2.19 shows a view of our web
dashboard.
The desktop application has access both to binary data files and to the database. We
mainly access the desktop monitor by accessing the daq computer via VNC remote moni-
toring software. Desktop monitoring software was developed in house using Python3 with
Qt5 library. It currently provides us with a hackable platform to implement new visualiza-
tions of our data as it is more flexible in terms of plotting techniques. The plotting uses the
widely available matplotlib library. See Figure 2.20 for a view of our desktop application
monitor.
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Figure 2.19: A view of PACE’s Grafana dashboard.
Figure 2.20: A view of the Qt based desktop monitor application.
Alert program runs on the main computer continuously. It acts on with response to
the change in any of the observed system parameters such as temperatures in the dilution
unit. There are mainly three levels of critical conditions for the parameters. When the
first condition is triggered, the software sends an alert over Telegram, but doesn’t perform
any action. If the level two trigger is tripped, an alert message is continuously sent. After
the level three gets triggered, the last alert message is sent asking for an action to be per-
formed. If the action isn’t performed within a specified time the alert software performs
the action by itself in order to protect the experimental fixture. Currently, that action is
mainly ramping down the magnet.
2.2.7 Analysis
The upper limit to the sensitivity of a haloscope experiment is solely determined by the
experimental apparatus including the data recording instruments. The job of analysis is
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to extract the information contained within without reducing this intrinsic sensitivity any
further.
In the PACE experiment, we are currently developing a set of tools that would allow us
to build further analyses and improve our system. The summer KSVZ run of our exper-
iment was successfully completed, leaving us with good quality data. From here we will
give a brief overview of our data, the software we used and the overall analysis procedure.
We categorize our data into three main groups: supplementary, auxiliary and physics
data. Supplementary data consists of all the data that we do not actively need for analysis,
but necessary for system diagnosis. Examples of this are temperature and pressure levels
at various levels of the dilution refrigerator unit. We refer all the cavity parameter mea-
surements as auxiliary data, including coupling coefficient (β) and quality factor of the
cavity. Finally, we refer to the recorded spectrum of the RF signal coming from the cavity
as the physics data. During PACE’s 2018 Summer KSVZ run, we collected 3870 heav-
ily averaged spectra, along with approximately 720 hours of supplementary and auxiliary
data. Each spectrum we acquire is centered at the resonance frequency of the cavity. See
Figure 2.21 for the cavity measurement from our latest KSVZ run.
Figure 2.21: Temperature vs. resonant frequency of the cavity from our KSVZ sensitive
runs.
For the implementation of the analysis, we mainly used the Python 3.6 programming
language with its CPython implementation. For investigating different analysis implemen-
tations and strategies, we needed a flexible tool that is fast to experiment with. Having a
concise syntax with support to multi-paradigm programming and a vast amount of libraries
for scientific computing, python is an excellent choice for our analysis needs.
Being a dynamically typed language and relying on automatic garbage collection makes
python programs run slower when compared to programs written in more traditional lan-
guages such as C, C++ or FORTRAN. We mitigate this problem by relying heavily on
numerical libraries such as numpy, scipy and pandas, which are written in C under the
hood. As of now, even without the slightest consideration of computational efficiency, our
analysis program runs under 10 minutes for a dataset of 2 months. Apart from numeri-
cal libraries, we use matplotlib for visualizations. Internally we make use of jupyter and
jupyter-lab for producing documented analysis notes.
As for programming style, we make use of object-oriented style for mainly data re-
trieval and persistence and functional paradigm for composing parts of the analysis. We
try to document important bits of functionality whenever possible, and also continuously
improve the structure of our codebase. It is crucial that the analysis code is transparent,
documented and logically true. For this, a structured and systematic approach, as well as a
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very organized codebase is necessary. One of the goals of our analysis software project is
to reach the level of maturity of more established analysis projects including astropy from
the astrophysics community and gwpy from gravitational wave community.
Any haloscope analysis ultimately aims to locate a persistent signal among power spec-
trum bins populated with noise coming from thermal fluctuations inside the cavity. The
signal’s frequency distribution will be mainly determined by the velocity dispersion of the
dark matter axions in our galactic halo. Our goal is to reliably detect or reject the existence
of such a signal in our experiment’s sensitive frequency range with a sound statistical con-
fidence level. Our analysis depends on the chosen coupling model which we set to KSVZ.
After choosing the model we choose a final SNR of 5 which can be seen as the conven-
tional 5σ discovery threshold that is used in many other HEP experiments. Our analysis
mainly follows the recipe outlined in Ref. [79].
The main goal of the analysis is to combine the acquired spectra and auxiliary data to
construct a final spectrum from which we can search for signal excesses. For constructing
this spectrum, our process is divided into several steps consisting of preprocessing, baseline
removal, scaling, vertical combination, horizontal rebinning and lineshape integration.
For PACE experiment’s KSVZ run, at each tuning step we collect 90 individual spectra
that are averages of 60000 spectra themselves. An example of a raw spectrum is shown
in Figure 2.22. As a first step, we average these 90 spectra with each other. We did not
see any change in the results if we remove the baseline prior to this step instead. For all
our measurements, we observe an intrinsic baseline in our spectra. To remove this, we
first obtain an average baseline by averaging all the spectrum between different frequency
tunings. We divide each raw spectrum with this average baseline and apply a 5th order
Savitzky Golay with an appropriate window length to obtain a fit for the intermediate
baseline in each spectrum. Then we divide each raw spectrum with its respective baseline
estimate and subtract one to obtain a spectrum where each bin is drawn from a Gaussian
distribution with 0 mean and 1/
√
N standard deviation. When obtaining the baseline, it
is likely that we will also capture some part of the signal if it exists. Thus, this step is the
most crucial step for the maximization of SNR in our analysis.
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Figure 2.22: Example raw spectrum from one of the KSVZ sensitive experiments(E456
Run 10 Measurement 5).
The baseline is due to the fact that the cavity, as seen from the signal output port, is only
perfectly matched to the coaxial transmission line at the resonance. Since the noise power
is proportional to the real part of the impedance(that is, the resistance) seen from the input
port of the cavity, it is natural to have a frequency dependent noise spectrum. The exact
shape of the baseline depends mainly on the scattering of noise-waves along the path from
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the cavity to the first amplifier. We can also see a similar noise spectrum when we repeat
the measurement in noise temperature, and vary its shape by changing the length of the
coax connecting the cavity to the first amplifier. Our baseline removal currently does not
rely on this functional form of the lineshape as described above, but will be in the future.
A similar approach can be found in Ref. [80].
Before proceeding for the combinations, we need to correct for the fact that the signals
appearing at a certain offset from the cavity center frequency will be attenuated due to the
obvious finite resonance width. The single bin conversion power is given as:
Ps(β,QL, δν,∆νc) = AgγB
2
0V
(
β
1 + β
C
QL
1 + (2δν/∆νc)2
)
(2.2)
where A simply encapsulates all the fixed parameters and physical constants, gγ is
model dependent axion-photon coupling, B0 is magnetic field, V is cavity volume, β is
coupling coefficient of the antenna to the cavity, C is the form factor of the TM010 mode,
QL is the loaded quality factor, δν is the offset from the resonant frequency of the cavity,
and ∆νc is the bandwidth of the cavity. The Last term is the usual Lorentzian spectral
shape for the resonance. It is obvious that this power diminishes at the edges of each
spectrum, thus scaling we do simply corrects this factor and restores the noise power. Let
the k’th bin of the i’th normalized spectrum be denoted by δi[k] and let νi[k] correspond
to the frequency of the k’th bin in the i’th spectrum. We create a scaled spectrum for each
baseline removed spectrum by [79]:
δ
(s)
i [k] =
kBTsys∆f
PS(βi, QLi, ν0i − νi[k],∆νci) , δi[k] (2.3)
where ∆f is bin frequency spacing, and kB is Boltzmann constant. Also, βi, QLi, ν0i
and ∆νci are the coupling coefficient, q-factor, resonant frequency and bandwidth of the
cavity. All parameters are measured when the i’th spectrum is collected. See Fig. 2.23c
and 2.23d for before scaling and after respectively.
Since we collect spectrum for every tuning step, we need a way to combine these. The
process at which we carefully combine overlapping frequency bins from consecutive bins
is called vertical combination. We currently add the aligned powers with RMS which gives
the maximum likelihood in case of no correlations. Fig. 2.24a shows the resulting SNR and
the excess spectrum after the vertical combination.
Our resolution bandwidth is approximately 20 times smaller than the axion bandwidth
at our frequencies, which is approximately 2 kHz. Having a higher resolution allows us to
tailor our analysis for different dispersion models easily. We perform a horizontal combi-
nation of consecutive bins in order to integrate this dispersed signals. We divide this com-
bination process into two steps following the recipe from HAYSTAC [79] which builds
upon the single step done in ADMX [80]. The first step is referred to as horizontal rebin-
ning and is basically a root-mean-square aggregation of non-overlapping consecutive bins.
For the current state of our analysis, we only use 2 bins for rebinning.
The second step of horizontal combination incorporates the axion signal dispersion,
which we refer to as lineshape integration. Our analysis currently uses the Maxwellian
model for the velocity distribution given as˜:
f(ν; νa, 〈β2〉) = 2(ν − νa)√
pi
(
3
νa〈β2〉
)3/2
exp
(
−3(ν − νa)
νa〈β2〉
)
(2.4)
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Figure 2.23: (a) An example raw spectrum in black and the bin-by-bin averaged spectrum
in red. (b) After dividing the raw spectrum with the average. (c) After baseline removal.
(d) Scaling to normalize bins to conversion power.
(a) (b)
Figure 2.24: (a) Non-virialized SNR for the vertically combined spectrum of E452. (b)
Normalized excess spectrum after vertical combination.
where ν is the frequency variable, νa is the axion frequency, 〈β2〉 = 〈v2〉/c2 ≈
9 × 10−9. This lineshape is convolved with the horizontally rebinned spectrum with 6-
bin overlaps which yielded the highest SNR of all reasonable bin choices. The result of
this operation gives us the final excess power spectrum along with the virialized SNR dis-
tribution of the final spectrum (see Fig. 2.25a).
In summary, we have successfully developed a stack of tools for processing our data.
With the insights we gained in this process, it will be easier to incorporate different analysis
strategies. After completion of the horizontal combination process, we are left with a final
SNR spectrum along with normalized excess power spectrum. Further processing that
is flagging bins that exceed a certain threshold, will be performed on this final excess
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(a) (b)
Figure 2.25: (a) Virialized SNR for the final spectrum. Note that this estimated design
parameter matches with our design goal. (b) Normalized excess for our final spectrum
power spectrum using the final SNR spectrum to determine the threshold values per bin.
However, before proceeding further, our analysis group is pursuing the correction of certain
systematics such as the attenuations due to the transfer function of the spectrum analyzer ,
bin correlations introduced by the baseline removal filter. Furthermore, we are working on
incorporating Monte Carlo simulations as a testing target for our analysis stack.
2.3 CAPP-8TB
2.3.1 Introduction
The CAPP-8TB is an experiment to search the axion dark matter in a mass range of
6.62−7.04µeV with a microwave resonant cavity under a magnetic field of 8 T. In this
experiment, the activity of axion dark matter search will be done in two stages: searching
the axion dark matter at QCD axion sensitivity; reaching the experimental sensitivity near
KSVZ model [81, 82] predictions.
The experimental technique is based on P. Sikivie’s method [83], and to search unknown
mass of axion dark matter, a mass range of 6.62−7.04µeV is scanned with a frequency
tuning mechanism of the experiment. The performance of the experiment can be estimated
by its scan rate which tells that how fast the experiment scans a target frequency range
with a given experimental sensitivity. The scan rate (df/dt) for a given signal-to-noise
ratio (SNR) is given by:
df
dt
∝ B
4V 2C2010QL
T 2
(2.5)
where B is an external magnetic field, V , C010, and QL are a volume, form factor, and
loaded quality factor of a microwave resonant cavity, respectively, and T is a system noise
temperature. Therefore, the critical components are following: a powerful refrigerator is
necessary to minimize the cavity temperature included in the system noise temperature,
and it is described in Section 2.3.2; a strong magnet to provide an external magnetic field
is described in Section 2.3.3; a tunable microwave resonant cavity system is described in
Section 2.3.4; radio-frequency (RF) receiver chain is described in Section 2.3.5; data acqui-
sition, system control and monitoring system are described in Section 2.3.6; timeline and
cost estimations are described in Section 2.3.7; prospects of the experiment are described
in Section 2.3.8.
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2.3.2 Refrigerator
From the Eq. (2.5), the scan rate of the experiment is inversely proportional to the system
noise temperature squared, in other words, a lower system noise temperature gives a faster
scan rate, therefore, the performance of the experiments can be increased by reducing the
system noise temperature.
The system noise power is contributed by a thermal noise of the resonant cavity and an
RF noise temperature from the components in the RF receiver chain. Since the thermal
noise of the cavity is proportional to the physical temperature of the cavity, a colder reso-
nant cavity is better for the experimental sensitivity. To make the cavity cold, we employ
BlueFors dilution refrigerator, BFLD400 [84], which is able to maintain the temperature of
the coldest stage to be less than 10 mK without any loads. The dilution refrigerator consists
of several temperature stages, and its cooling power is summarized in Table 2.2.
Base temperature 8 mK
Cooling power @ 20 mK 15µW
Cooling power @ 100 mK 450µW
Cooling power @ 120 mK 650µW
Cool-down time to base 22 hours
Table 2.2: Base temperature, cooling power, and cool-down time to base of BlueFors BF-
LD400 [84].
2.3.3 Magnet
As shown in Eq. (2.5), the magnetic field is the most effective parameter to increase the
sensitivity. We use a superconducting magnet made by American Magnetics Inc. [85],
which is capable up to 8 T at a current of 96.56 A. The inner diameter of clear bore of the
magnet is 165 mm, and this limits the size of the resonant cavity since it is placed inside
the clear bore. Detailed specifications of the magnet is summarized in Table 2.3, and the
magnetic field map is shown in Figure 2.26.
2.3.4 Resonant cavity and tuning system
To amplify signal from an axion-to-photon conversion, a cylindrical microwave resonant
cavity is used as a detector. As mentioned in Section 2.3.3, the cavity is located in the
clear bore of the magnet, and the dimension of the clear bore determines the size of the
cavity. The inner diameter and height of the cavity are 134 mm and 236 mm, respectively,
and it fits to the clear bore to maximize the volume of the cavity. The cavity consists of
two end-caps and a barrel to form a close cylindrical shape, and the parts are all made of
pure copper as shown in Figure 2.27.
The cavity is mounted by hanging on the coldest stage in the refrigerator with four polls
of supporting structure which are made of pure copper as well. This supporting structure
maintains that cavity center is at the center of the magnet, therefore, it takes full advantage
of the magnetic field. There is gradient of the magnetic field in side the cavity volume, and
the average magnetic field inside the cavity volume is about 7.3 T.
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Type Cryogen-free compensated solenoid
Rated central field at 4.2 K 8 T
Rated operating current 96.56 A
Field to current ratio 0.0828 T/A
Homogeneity ± 0.1 %
Inductance 53 H
Diameter of clear bore 165 mm
Total magnet resistance 1423 Ω
Overall length 480 mm
Maximum outside diameter 325 mm
Weight 52.7 kg
Table 2.3: Detailed specifications of the magnet.
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Figure 2.26: Magnetic field map. Horizontal is radial (r) direction and vertical is axial (z).
The cavity temperature is measured as around 25 mK without any external magnetic
fields. Under a magnetic field of 8 T, its temperature goes up due to the presence of the
Eddy current with a small vibration, and the temperature is measured as about 40 mK as
shown in Figure 2.28.
The resonant frequency of the cavity is tuned by a rotating tuning rod inside the cavity
volume as shown in Figure 2.29 (a). In addition, the antennas are controlled to tune the
coupling with microwave signals as well. Full configuration of the frequency and antenna
tuning system are depicted in Figure 2.29 (b). Stepping motors are used to drive the tuning
system, and they are mounted outside the refrigerator at room temperature.
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Figure 2.27: Microwave resonant cavity mounted on the refrigerator.
There are two antennas, one is for detecting the resonant microwave signal from the cav-
ity, and the other is for injecting microwave signals to measure the properties of the cavity.
The former one is directly related to the strength of detected signals, and determines the
loaded quality factor shown in Eq. 2.5, for example, a critical coupling (QL = Q0/2 where
Q0 is a unloaded quality factor) can be found by tuning the antenna properly. The coupling
coefficient is β = Q0/QL − 1, thus, β = 1 at the critical coupling. In the experiment,
we use β = 2 by tuning the antenna. Another antenna in the system is weakly coupled to
the cavity not to disturb the microwave inside the cavity. Those antennas are guided by a
structure shown in Figure 2.29 (c). There are cryogenic bearings in the structure, and they
keep the antennas stable.
Since there is an offset between the axis of the driving force from the stepping motor
which is at the center of the refrigerator and the axis of the tuning rod, the driving force
should be properly transferred. We employ a locomotive design for this purpose as shown
in Figure 2.29 (d). To minimize the frictional heats during the tuning, cryogenic bearings
are included in the structure.
The tuning rod changes the geometry inside the cavity, therefore, it distorts the electro-
magnetic fields and changes the resonant frequency, quality factor, and form factor of the
cavity. We use a dielectric tuning rod which is made of pure alumina. Figure 2.30 shows
the changes of the unloaded quality factor and form factor of TM010 mode of the cavity as
a function of resonant frequency.
The stepping motor for the frequency tuning is capable to move by 2.88× 10−5 degree,
therefore, it is roughly able to move every 24 Hz. Since the fluctuation of the resonant
frequency is larger by an order of magnitude, the frequency tuning system gives an enough
resolution for the experiment.
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Figure 2.28: Measured temperatures of the cavity without (blue) and with (red) an external
magnetic field.
Figure 2.29: Frequency and coupling tuning structure. (a) Alumina tuning rod inside the
cavity. Cavity wall is not shown for an illustration. (b) Full configuration of the tuning
system with the resonant cavity mounted on the lowest temperature stage. (c) Antenna
guides for the coupling tuning. (d) Locomotive frequency tuning structure.
One important issue in the frequency tuning system is so-called “mode-crossing” that
a target mode to measure (TM010 in this case) is overlapped by another mode such as TE
modes at a certain frequency. As those modes are close to each other, their resonant shape
in a frequency domain is distorted, therefore, it is not possible to measure the parameters of
the cavity precisely. This makes a blinded region to search axion dark matter, and we lose
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Figure 2.30: Unloaded quality factor (red) and form factor (blue) of TM010 mode of the
cavity as a function of resonant frequency of the cavity.
sensitivity in this region. The cavity used in this experiment does not have such a mode-
crossing as shown in Figure 2.31, therefore, there is no loss of sensitivity in the designed
frequency region. We also measure the temperature of the alumina tuning rod, and it is
measured to be less than 150 mK.
Figure 2.31: Frequency mode map of the cavity. The leftmost curve which touches
1400 MHz is TM010 mode, and later curves are higher modes.
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2.3.5 RF receiver chain
Signals picked up by the resonant cavity system described in previous section are transmit-
ted and processed through a radio-frequency receiver chain shown in Fig. 2.32.
Figure 2.32: RF receiver chain of the experiment. Different temperature stages are also
shown. The magnet is thermally linked to the 4 K stage.
Since the axion signal is expected extremely small (O(10−22 W) at the upper QCD ax-
ion band), the signal has to be amplified to visible level. For this purpose, we employ four
radio-frequency amplifiers: two cryogenic low noise amplifiers based on HEMT (high-
electron-mobility-transistor) technology, and two room temperature amplifiers.
To block the reflection from upstream, we add isolators and circulators in front of the
amplifiers. The amplified signal up to the third amplifier is down-converted to a lower
frequency by mixer to make the signal easy to handle. Finally, the signal is taken by a
spectrum analyzer, and it transforms time-domain data into frequency-domain.
In addition, a network analyzer is used to measure the properties of the cavity such as
a resonant frequency, a quality factor, and a coupling coefficient of an antenna. To isolate
the cavity from this auxiliary stream, we put two directional couplers in transmission and
reflection input lines from the network analyzer. The transmission and reflection outputs
are amplified by the cryogenic amplifiers, and are picked up by the network analyzer. The
paths to network analyzer and spectrum analyzer are altered by radio-frequency switches
at room temperature.
The system noise temperature does not affect to the signal power, however, the scan
rate is inversely proportional to the system noise temperature squared as shown in Eq. 2.5,
and the system noise temperature consists of the physical temperature of the cavity as
mentioned in Section 2.3.4 and noise temperature by radio-frequency components in the
receiver chain. In other words, the noise power is contributed by a thermal noise from the
cavity itself, and the Johnson-Nyquist noise from the RF components in the receiver chain
of the experiment. Therefore, a lower noise temperature of components in the chain is
preferred to maximize the overall performance and sensitivity of the experiment.
In a cascade RF chain, it is well-known that the first amplifier is the most significant
source of the noise contribution, and the noise contributions from later components are
negligible if the gain of the first amplifier is large enough. Therefore, precise measurement
of the noise temperature of the first amplifier is essential to understand the RF receiver
chain. To take the advantage of which the noise contribution from the first amplifier is
dominant, we employ a high electron mobility transistor (HEMT) based amplifier that
gives a low noise temperature. From the specification, the noise temperature of the am-
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plifier is less than 1 K in the frequency range from 1.4 GHz to 1.7 GHz, and its gain is
about 33 dB in the same frequency range. We measure the noise temperature of the first
amplifier in various configurations for cross checks, and Figure 2.33 shows the agreements
of the measurements, and they are measured to be below 1 K which is consistent with the
specification.
Figure 2.33: Measured noise temperature temperature (blue solid) of the first HEMT am-
plifier in the RF chain. Specification of the amplifier is shown together (red dashed).
Considering the physical temperatures of the resonant cavity and tuning rod, and the
noise temperature of the amplifier, the total system noise temperature is expected below
1.5 K. And the total gain of the system is expected around 140 dB.
2.3.6 Data acquisition system
To take the power spectra from the chain, we use a commercial spectrum analyzer, Rhode &
Schwarz FSV 4 [86], and a network analyzer, Rhode & Schwarz ZND [87], is used to take
auxiliary data. They are connected to a data acquisition computer via GPIB and Ethernet
protocols. As a part of auxiliary data, we also record temperatures and magnetic fields
by using temperature controllers, LakeShore Model 372 [88], and a magnet controller,
American Magnetics Inc. Model 430 [89]. Those are also connected to the data acquisition
computer via GPIB and RS-232 protocols. All those devices connected to the computer
are remotely controlled and monitored by a data acquisition software, CULDAQ, and more
details of the software is discussed in Section 3.7.
2.3.7 Timeline and cost estimations
The team for the experiment has been established on January 2017, and the manpower is
summarized in Table 2.4. The team has been developing the experiment. The development
will be done in the end of 2018, and commissioning and physics runs will start after the
development. About three months of data taking will be done. After the data taking, the
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experiment will be upgraded with a SQUID (superconducting quantum interference de-
vice) based amplifier, which will significantly reduce the noise temperature of the receiver
chain. We expect that the upgrade will be done in the end of 2019, and the commissioning
and physics runs will start in the beginning of 2020.
Name Institute Position FTE, 2017 FTE, 2018 FTE, 2019
Saebyeok Ahn KAIST Graduate student 30% 75% 75%
Jihoon Choi IBS/CAPP Research Fellow 50% 40% 45%
Byeong Rok Ko IBS/CAPP Research Fellow 60% 50% 40%
Soohyung Lee IBS/CAPP Research Fellow 80% 90% 50%
Table 2.4: Manpower of the experiment (alphabetical order).
2.3.8 Prospects
In the first stage of the experiment with HEMT based amplifiers, we will reach the sensitiv-
ity of QCD axion band as shown in Figure 2.34. In the current experimental configuration
described earlier with a data acquisition efficiency of ∼ 50 %, this can be done in three
months including rescan of possible problematic frequency regions due to technical issues.
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Figure 2.34: Experimental sensitivity of axion dark matter search with results from ex-
periments done [80, 90, 91, 92, 93, 94, 79, 95] and projection of the first stage of the
CAPP-8TB experiment. QCD axion band [96] (light-blue) and model predictions of
KSVZ [81, 82] and DFSZ [97, 98] are shown toghether.
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In the second stage of the experiment, which is an upgrade with a SQUID amplifier, we
will search the axion dark matter up to the sensitivity near KSVZ. We expect a half year of
data taking to reach this sensitivity.
2.4 CAPP-9T MC
2.4.1 Introduction
Three years of the Young Scientist (YS) program at CAPP have developed reliable phase-
matching mechanisms for various types of multiple-cavity system, as discussed in detail
in Sec. 3.2. Experimental demonstrations of their feasibility convince us that these ap-
proaches are promising for axion dark matter search in higher mass regions. In particular,
the multiple-cell (pizza) cavity design turns out to be advantageous in many aspects: it
provides larger detection volume, simpler experimental setup and easier phase-matching
mechanism than the conventional array of multiple cavities [110]. The major research ef-
fort for the remaining term of the YS program focuses on setup and operation of an axion
search experiment exploiting the pizza cavity design to probe high and wide ranges of axion
mass. The experiment, named CAPP-9T MC, where MC is an abbreviation of multiple-
cell cavity, utilizes a He-3 cryogenic system currently available at the center. This system
is equipped with a 9 T superconducting (SC) solenoid magnet with a 5 diameter clear bore.
The cryogenic system and the SC magnet, comprising the major equipment of the experi-
ment, are shown in Fig 2.35.
Figure 2.35: Major equipment for the CAPP-9T MC experiment: Janis He-3 cyrogenics
system, 9 T SC magnet, and multiple-cell cavities. The system is installed at one of the
low vibration pad in the CAPP experimental area.
2.4.2 Janis He-3 refrigerator
A standard model HE-3-SSV cryostat, supplied by Janis Inc., was customized for axion
research at IBS/CAPP. The major components of the He-3 insert, including the charcoal
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sorption pump, 1 K pot and He-3 pot, are located inside the inner vacuum can (IVC). The
charcoal sorption pump is adopted for multiple applications - depending on its tempera-
ture, it releases the He-3 gas for condensation; reduces the saturated vapor pressure of the
condensed liquid He-3 to cool down the system; and holds all the evaporated He-3 gas.
The 1 K pot is employed to condense the He-3 gas by pumping on liquid He-4 filling in
the pot using an external pump. The He-3 pot is made of gold plated OFHC copper and it
is located at the bottom of the insert. The charcoal pump evaporates the condensed He-3
liquid to cool the He-3 plate down to sub-K level. Using 15 NTP liter of He-3 gas con-
tained in the system, the base temperature is maintained at 300 mK for > 150 hours with
free load. The stainless steel IVC fits the 5.0 clear bore of the SC magnet.
2.4.3 9 T superconducting magnet
A custom-made solenoid magnet with 5.0” diameter clear bore, manufactured by Cryo-
magnetics Inc., was designed to meet the requirements of the Janis system in accordance
with our application. The SC magnet was fabricated using NbTi wire to generate the cen-
tral magnetic field of 9 T at a liquid helium (LHe) reservoir. A copper matrix is introduced
in the wire, which acts as a form of quench protection along with diodes. A capability of
operation in persistent mode, once a current is placed, eliminates power consumption to
maintain the current. This feature reduces the heat load on the 4 K cold mass and provides
the stability of the magnetic field. The magnet design was simulated based on its me-
chanical structure and the field distribution is verified to be consistent with the company
specification (see Fig. 2.36 (a)). The maximum magnetic field measured at the center of
the magnet at 4.2 K read 9.0 T at 81.0 A, which is also consistent with both the spec and
simulation. The magnet is placed on the bottom of the Janis cryostat, 29” apart from the
He-3 plate, in order to minimize the magnetic field effect on the RF devices.
2.4.4 Cavity and tuning system
Multiple-cell cavities with 110 mm inner diameter and 220 mm inner height are designed
to fit into the IVC. The dimension of cavities is determined through a simulation study
to maximize the sensitivity taking the magnetic field distribution into account. The aver-
aged field strength inside the cavities is estimated to be 7.8 T. A new tuning mechanism
depicted in Sec. 3.2 is employed such that a single piezoelectric actuator placed under the
cavity rotates frequency-tuning rods, joined together by a holder, simultaneously. A linear
actuator is installed on top of the cavity to position a single pickup antenna at the center
Figure 2.36: (a) Magnetic field distribution along the z axis at the center of the magnet. (b)
and (C) Operational temperatures of the major components of the He-3 system: charcoal
pump (black), 1 K pod (red), He-3 pod (green) and cavity (blue).
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of the cavity. A typical loaded quality factor of the cavities with the tuning rods inside is
measured to be about 20,000 at 4 K. Degradation of about 30% is assumed to be due to
non-lossless dielectric tuning rods. Depending on the cell multiplicity, the frequency range
covered by a series of multiple-cell cavities is up to 7 GHz with the corresponding mass up
to about 30µeV.
2.4.5 Test operation
The simplicity and stability of the cryogenic system was tested at the LHe temperature
(4.2 K) with the SC magnet running in persistent mode. Manipulation of the charcoal
and 1 K pot temperatures enables us to maintain the HE-3 plate at 270 mK for about 200
hours (shown in Fig. 2.36 (b)), which fulfills the company specs. The cryogen (LHe)
consumption was estimated to be about 20 L/day. Test operation satisfying the desired
specifications confirms that the system is well understood. The cavity is suspended from
the He-3 plate to the middle of the magnet bore via four long copper rods as seen in
Fig. 2.36. The entire load with major RF components weights about 10 kg. With such a
load, the He-3 system has a limited capability of maintaining the cavity temperature about
600 mK for less than 2 hours. As this condition is not applicable to axion search business,
we determine to operate the system in continuous mode with the He-3 gas in condensed
state. By maintaining the 1 K pot temperature as low as possible, we are able to achieve
the He-pot and cavity temperatures of 1.8 and 2.0 K, respectively (see Fig. 2.36 (c)). We
also observe the Eddy current effect on cavity temperature while ramping the magnet up
and down.
Cell multiplicity 2 4 8
Geometry
f010 [GHz] [2.8, 3.3] [3.8, 4,5] [5.7,7.0]
Q0 60,000 51,000 51,000
C0101 0.45 0.45 0.40
Bavg [T] 7.8
V [L] 2.0 1.9 1.7
Psig [10−21 W] 0.51 0.56 0.68
Tsys [K] 2.1 + 2.0 2.1 + 3.0 2.1 + 4.0
SNR 5
DAQ efficiency 0.5
df/dt [GHz/year] 5.4 4.8 5.0
Scan time [month] 1.1 1.8 2.9
Table 2.5: Cavity scheme and experimental parameters for each stage of the CAPP-9T MC
experiment.
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Figure 2.37: Projected sensitivities of CAPP-9T MC in the parameter space of the axion-
to-photon coupling vs. axion mass. The expected coverage regions by the first, second,
and third stages are represented by the areas in green, purple, and red, respectively.
2.4.6 Prospects
CAPP-9T MC is a proof-of-concept experiment for the pizza cavity design. The objective
of the experiment lies in demonstration of this concept to verify the capability of extending
the search range for axion dark matter by a factor of two to three. Therefore, the main focus
is not on experimental design to be sensitive to the QCD axions, but on reliable operation
of the tuning mechanism to show its feasibility at high frequency regions. The experiment
consists of multiple stages depending on the cell multiplicity. The first stage will employ
a double-cell cavity whose frequency coverage is 2.8 to 3.3 GHz. A quadruple-cell cav-
ity will replace the double-cell cavity in the second stage in order to cover a frequency
range between 3.8 and 4.5 GHz. At the last stage, an octuple-cell cavity will be considered
expecting a frequency coverage of 5.8 to 7.0 GHz. A series of low noise high-electron-
mobility transistors (HEMT), whose typical noise temperatures are 1 − 3 K depending on
frequency, is considered for the first stage amplification. Under a conservative assumption
that the noise of the entire readout chain be 2 times larger than the amplifier noise, the
total system noise temperature is estimated to be 4 − 6 K. Using conventional theoretical
parameters and targeting at a sensitivity of 10×KSVZ, the scan rate is evaluated to be ap-
proximately 5 GHz/year. The corresponding time scale to scan the desired frequency range
at each stage is estimated to be 1 to 3 months. Table 2.5 and Fig. 2.37 summarize the exper-
imental parameters for each stage and projected sensitivity of the CAPP-9T MC project. It
is expected large portions of the parameter space to be explored by the experiment.
2.5 CAPP-12TB
CAPP-12TB is an axion haloscope search experiment utilizing a solenoid with the mag-
netic field of 12 T and the Big bore of 320 mm, a dilution refrigerator with the cooling
power of 1 mW at 100 mK, a tunable cavity with the volume of 30 L, and quantum-noise-
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limited amplifiers, i.e., SQUIDs. The primary goal of the CAPP-12TB experiment would
become a DFSZ axion definitive experiment in the axion frequency range between 0.7 and
3 GHz as shown in Fig. 2.38., which would be unprecedented in the world for the next ten
years or forever.
2.5.1 Magnet
The magnet system for the CAPP-12TB experiment provides not only the strong magnetic
field region for the cavity, but also the cancelation region for the SQUID amplifier. In
order to introduce the magnet system to IBS/CAPP, we went through the IBS and NFEC
(National research Facilities & Equipment Center) reviews in 2016 and NFEC approved
the purchasing. The magnet system will be delivered at IBS/CAPP in 2020. Figure 2.39
shows the overall of the magnet system, including our dilution fridge insert which will be
discussed later. Figure 2.40 shows the designed magnetic field along the axial position
and that in the cancelation region which is about 80 cm away from the magnet center.
Figures 2.41 and 2.42 also show the magnetic field along the axial and radial positions,
respectively, together with those from our Finite Element Method (FEM) solutions. Our
FEM solutions show good agreement with the solutions from the magnet manufacturer and
they will be used to calculate the form factors of the cavity modes which are practically
everything to predict the axion signal power in axion haloscope search experiments.
2.5.2 Dilution fridge
Though the magnet amplifies the axion signal by providing high magnetic field, the matter
in axion haloscope searches is the Signal to Noise Ratio (SNR), where the noise is a sum
of temperatures from the cavity and the receiver chain. Our receiver chain would be a
typical heterodyne receiver chain whose first amplifier is a SQUID, thus the SQUID noise
dominates the receiver chain noise. Because the SQUID noise temperature is known to be
proportional to its physical temperature, the SQUID itself should be cooled down to the
Figure 2.38: Axion parameter space. The CAPP-12TB experiment would discover or
exclude the axion in the red colored region.
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Figure 2.39: Outline model of the magnet system, including the dilution refrigerator insert
(violet), for visual aid only. The total height of the system is about 3.5 m.
Figure 2.40: Designed magnetic field at axial position (left) and that in the cancelation
region which is about 80 cm away from the magnet center or the axial position of 0 (right).
quantum noise limit, i.e., 50 mK for the microwave signal whose frequency is 1 GHz. The
first phase of the CAPP-12TB experiment would run the frequency range around 1 GHz.
Therefore, with help from the dilution fridge, we expect the total noise would be 100 mK,
50 mK from the cavity and the rest from the receiver chain. The design of the dilution fridge
insert, inner vacuum chamber, and two radiation shields for the dilution fridge system
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Figure 2.41: Magnetic field in the axial position. Red lines are provided by the manufac-
turer and black dots are reproduced by our FEM solution.
Figure 2.42: The same as Fig. 2.41 except for magnetic field in the radial position.
has been being updated and finalized in order to be compatible with the magnet system,
especially to fit the cancelation region of the magnet. Figure 2.43. shows the overall of
the dilution fridge system for the CAPP-12TB experiment. The system will be installed in
IBS/CAPP around 2018 November.
2.5.3 Cavity
Thanks to the huge magnetic field volume providing from the magnet, we have designed
to realize a tunable cavity with the volume of about 30 L which is one of the significant
advantages of the CAPP-12TB experiment. The first phase of the experiment has been
designed with the copper tuning mechanism to run the frequency range around 1 GHz (see
Fig. 2.44), then the frequency range will be extended up to 2 GHz without any significant
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Figure 2.43: Dilution fridge system for the CAPP-12TB experiment. The region just below
the mixing chamber plate corresponds to the cancelation region of the magnet. The total
height is about 3.5 m.
modifications of the tuning mechanism. Introducing the conductor tuning mechanism usu-
ally does not lose the form factor or the axion signal power in the absence of dielectric
constant in the relevant form factor relation. However, the conductor tuning mechanism
may introduce unwanted mode crossings where we lose the experimental sensitivity com-
pletely. Due to the gap between the two conductors, one is the cavity end cap and the other
is the tuning rod end (see right plot in Fig. 2.44), we cannot avoid the capacitive effect
which usually results in hybrid modes that originate from the mode crossings. The hybrid
modes, then, degrade both the cavity quality factor and the form factor of the cavity mode
for axion haloscope searches (see cyan lines in Fig. 2.45), thus equivalently degrade the
experimental sensitivity (see cyan line of right plot in Fig. 2.46). Through thorough sim-
ulation study, our first-phase tunable cavity fully avoids both mode crossings and hybrid
modes by breaking the symmetry of the cavity volume geometry with an additional dielec-
tric rod in the cavity (see red lines in Figs. 2.45 and 2.45. As shown in left plot in Fig. 2.46,
drop-off in experimental sensitivity depends on rotational direction of the tuning rod with
broken symmetry of the cavity volume geometry, thus such drop-off can be avoided by
the full rotation of the tuning rod. Our first phase cavity design without such cases is a
Figure 2.44: Simplified design of the cavity where left shows top view and right shows
lateral view (top half only). All dimensions are in mm.
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Figure 2.45: Quality factor (left) and form factor (right) of the cavity mode as a function
of the resonant frequency. Cyan and red lines are those without and with the additional
dielectric rod.
Figure 2.46: Product of quality factor and form factor squared, which is proportional to
the experimental sensitivity. Left plot shows those with the dielectric rod where the purple
line is obtained from the first half rotation of the tuning rod and the green line is from the
rest half rotation of it. The region between 1 and 1.03 GHz would be covered by the green
line and the rest of the region by the purple line, which corresponds to red line in right plot.
Cyan line in right plot is obtained without the additional dielectric rod.
significant achievement. With such an achievement, the first phase run would search for
axion dark matter in the axion parameter space indicated by the black line in Fig. 2.47.
2.5.4 Receiver chain
Everything is ready to go with a lot of experience from the CAPP-8TB experiment, ex-
cept for the SQUID matching to the CAPP-12TB experiment. Therefore, The SQUID
acquirement and operation will be the main effort until the magnet delivery, utilizing the
cryogen-free solenoid for the CAPP-8TB experiment, for the time being. In the light of the
CAPP-8TB experiment, the expected DAQ efficiency is about 50% which is mainly limited
by a spectrum analyzer. We are planning to improve this DAQ efficiency by employing a
digitizer.
2.5.5 Plan
The table in Fig. 2.48 shows the timeline of the CAPP-12TB experiment.
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Figure 2.47: The region with black line is the target of the first phase run of the CAPP-
12TB experiment.
Phase Year Search range [GHz] aγγ coupling
1st phase 2021 0.98∼1.18 DFSZ
2nd phase 2022 1.16∼1.46 DFSZ
3rd phase 2023 1.35∼1.62 DFSZ
4th phase 2024 1.56∼1.70 DFSZ
5th phase 2025 1.69∼1.87 DFSZ
Figure 2.48: Time line of the CAPP-12TB experiment.
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We will prepare everything for the experiment with the dilution fridge only (see the
bottom left figure in Fig. 2.48) until the magnet delivery. Once the magnet is delivered, then
we will do our jobs, axion dark matter searches (see the bottom right figure in Fig. 2.48).
Table below lists the short term plan of the CAPP-12TB experiment, which can be realized
without any serious difficulties because we plan to change the cavity volume geometry
only without modifying the tuning mechanism employed for the 1st phase physics run.
After the 5th phase physics run, we will modify the tuning mechanism to search for the
frequency range beyond that of the 5th phase physics run or below that of the 1st phase
physics run, which belongs to the long term plan of the CAPP-12TB experiment.
2.6 CAPP-25T
25 T magnet is designed for Axion research to get higher conversion power and advantage
of scanning time. Goal of developing magnet is 25 T center magnetic field and 100 mm
bore size. To get the high magnetic field, no insulation magnet structure is considered
because of mechanical stress issue. Winding bore diameter of designed magnet is 105 mm
using 12 mm width Superpower HTS conductor. Outer diameter of magnet is 200 mm and
overall length is 341 mm. Detail specification are summarized in Table 2.6.
Figure 2.49: 25 T magnet conceptual design
Estimated stress of magnet is 200 MPa, thus BNL tested three different thickness con-
ductor and 75µm conductor is selected which has 300 A of minimum critical current at
77 K. Operating temperature is 4.2 K to maximize magnetic field, so current density is
500 A/mm2 at 4 K (Operating current is 450 A @ 25 T) and current margin is 50 % (Ex-
pected critical current is 600 A)
Center field of designed magnet is 25 T at 450 A and current density of magnet is
500 A/mm2, Stress of conductor is important because of stability of structure. Maximum
hoop stress of superconductor, which they selected for magnet, is 620 MPa at 25 T.
Double pancake coils are formed from two single pancake coils with an internal splice
spanning almost all of the inner surface of the coils. Fourteen double-pancake coils are
54 AXION DARK MATTER EXPERIMENTS AT CAPP
installed on a tight-fitting tube having a 100 mm inner diameter and 1 mm wall thickness
with fiberglass insulation over it. The insulation between two single pancakes and between
double pancakes is 0.25 mm thick and consists of two Nomex sheets. The double pancake
will be over-wrapped with fiberglass epoxy which will be accurately machined to the de-
sired outer diameter with a nominal thickness of 3 mm. The primary structure to contain
the large hoop stresses over each double pancake will be 40 mm thick outer support rings
made of high Strength 7075-T651 aluminum which has a yield strength of 500 MPa. Alu-
minum structure with higher thermal contraction than the coil is chosen to overcome a gap
of 0.13 mm between the coil and tube to allow for assembly tolerances. Stainless Steel
inner and outer end plates and axial tie rods with thermal contraction similar to the coil
Specifications Value
Center magnetic field 25 T
Clear bore 100 mm
Winding bore 105 mm
Operating current 458 A
Operating temperature 4 K, liquid helium
Superconductor width 12 mm
Superconductor thickness 75 µm
Number of turns 297 (Single)
Total conductor length 8.3 km
Magnet length (height) 341 mm
Table 2.6: Superconducting magnet specifications
Figure 2.50: Stress analysis of 25 T magnet
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Specifications Value
Critical current, self-field Min 300 A
Critical current, @ 8 T, 4K 675 A
Dimension (width, thickness) 12 mm, 75 µm
Conductor type YBCO, 2nd generation HTS
N value 20
Substrate Hasteloy
Table 2.7: Specifications of superconductor
Figure 2.51: Test coil and experimental setup
form the axial structure. Mechanical structure analysis is performed with ANSYS using
2-D axi-symmetric model of1/4 of the structure. Lorentz forces from Maxwell are mapped
to the ANSYS static structural model where appropriate boundary conditions, material
properties, contacts, and thermal conditions are applied. All contacts are assumed to be
frictionless except G10 overwrap which is bonded to the O.D. of the double-coil pancakes.
Mechanical properties of the conductor are based on the measurements at SuperPower
on the wide face of conductor. The influence of loading narrow face of conductor was
obtained through measurements at BNL with a fixture specifically designed and built for
this purpose. Figure 2.52 shows the V-I measurements on a small coil made with 40µm
copper and 50µm Hastelloy. The actual conductor used has even lower copper (20µm).
The hoop stresses are all well within the margins of the superconductor, all of them more
than 50%. The weakest point is at the ends of the magnet, where the margins are still more
than 50% as estimated by ANSYS simulations.
The magnet is reliable and that it can operate for long periods at a time reliably, it
can withstand numerous quenches safely, and, in addition, its operating margins are large.
Tests have shown performance degradation more than 50% beyond estimated loading from
ANSYS simulations. The use of epoxy to the wound coils shows that the compressive
loading limits increase and it was adopted in the design.
Before manufacturing actual coil for 25 T magnet, model HTS coil fabricated (double
pancake, no insulation) to study quench behavior and performance of no insulation magnet.
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12 mm wide, 120µm thickness HTS conductor were used winding coil. Detail parameters
are summarized in Table 2.8. This magnet has several splices in coil and single pancake
coils were jointed together for double pancake coil.
Test coil parameters Value
Winding diameter 100 mm
Outer diameter 220
Number of turns 971 /double pan cake
HTS conductor type 115µm thickness, 12 mm width
Total conductor length 505 m
Critical current
830 A @ 4 K
60 A @ 77 K
Table 2.8: Test coil design parameters
Critical current measured in 4 K liquid helium. Fig. 2.53. Shows the measurement
system including current source, cryostat and DAQ systems. Test coil is installed in the
cryostat and cool down using liquid helium. Current applied to superconducting coil and
voltages, current, temperatures are monitored. Critical current of sample coil was 860 A
and test results are shown in Fig. 2.54. Over 860 A, voltages were suddenly dropped
because of quench and liquid helium evaporated shortly. Magnet voltages increased by
current discharging from the coil. The local defects were simulated with three stainless
steel heaters at 600 A. the coil kept operating and didnt runaway (quench) despite a sig-
nificant local defect simulated with the heater. The coil turned only partially resistive (40
mV across the coil) with 30 W. The coil recovered immediately after the heater was turned
off. No damage in coil performance was observed following such experiments even after
Figure 2.52: V-I measurements of a prototype coil.
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the thermal runaway (quench). This demonstrates the tolerance against significant local
disturbances or defects even in a large no-insulation coil operating at high current.
Over critical current, HTS coil occurs quench, Temperature raised and liquid helium
evaporated shortly. Fig. 2.55 shows several sections of HTS coil voltage behavior. After
quench, all section voltage were increased out most sections voltages were larger than
inner. Outer section is longer than inner.
Tested HTS magnet does not have insulation between superconductors, so magnetic
field is not proportional to applied current.
Conductor provider is Superpower, and first 1 km conductor arrived BNL from Super-
power Company at May 2018. 1 km conductor has 4 splices. Minimum critical current at
77 K is 300 A, arrived conductors performance is quite higher than specs, 380 A, 400 A,
420 A, 500 A respectively.
First HTS coil was fabricated 4th June, Bending diameter is 105 mm without inner
bobbin. Before winding, first turn soldered with indium to make joint with other coil.
Total length of single coil is 260 m so, 2 splice of conductors were used and made joint at
227 turn. Total number of turn is 630 and outer diameter is 200 mm. Picture of 1st coil is
shown in Fig. 2.57.
Single coil was tested at liquid nitrogen first. Critical current was 80 A. After that, BNL
fabricated three more coil with same dimension. Totally four coils were fabricated until
now. Test results are summarized at Table 2.9. Double pancake coil was assembled with
two of single pancake coil and preparing 4 K test now.
Final design has 105 mm winding diameter and 200 mm outer diameter with 630 turns
of 12 mm superconductor. Totally 14 double pancake coil requires for 25 T full magnet.
BNL made 4 single coil (2 for double pancake coil) and first double pancake coil is ready
to test. They need totally 10 km conductor to complete project, at this moment they bought
5 km and 2 km received. Four single coils tested in liquid nitrogen and coil #2 and #4 is
used for first double pancake coil because of similar critical current.
BNL fabricated 10 single pancake coils using HTS conductor. 6 coils critical currents
are measured in the liquid nitrogen (77 K). Figure 2.58 shows 8 single pancake coils and 1
Figure 2.53: Experimental setup
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Figure 2.54: Critical current measurement results of model coil
Figure 2.55: Quench characteristic of model coil
double pancake coil (totally 10 single pancake coils are fabricated). Experiment results of
6 coils are shown in Fig. 2.59 and critical currents were 60∼80 A. Four more coils critical
current will be measured in liquid nitrogen too.
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Figure 2.56: First conductor delivery from Superpower (1 km)
Figure 2.57: First single HTS coil (no insulation)
Coil 1 Coil2 Coil3 Coil4
Number of turns 630 630 629 624
Critical current @ 77 K 80 A 70 A 73 A 70 A
Soldering turn # 227 611 346 423
Contact resistance 9.1 Ω 8.3 Ω 8.4 Ω 8.5 Ω
Time constant 78.4 97.1 92.6 95.2
Table 2.9: Fabricated coils performance
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Figure 2.58: Manufacturing process (10 HTS coils).
Figure 2.59: Critical current measurement results (First single HTS coil)
CHAPTER 3
EXPERIMENTAL RESEARCH ACTIVITIES
3.1 Low noise amplifiers in GHz range
3.1.1 Introduction
A Superconducting QUantum Interferometer Devices or SQUID is the most sensitive mag-
netic sensor that takes advantage of two quantum phenomena of superconductor, Josephson
effect and flux quantization. SQUIDs evidence macroscopic quantum effects as quantum
tunnelling, macroscopic wave function and quantum interference. They are used to mea-
sure multiply physical quantities, which are conceivable to transmute to a magnetic flux.
SQUID sensors have the lowest physically possible intrinsic noise and, with some modifi-
cations, they may reach extremely wide frequency bands. At IBS/CAPP we use SQUIDs
in three projects: 1) axion dark matter search; 2) proton beam positioning monitor; and
3) Axion Resonant InterAction Detection Experiment (ARIADNE). In current section we
describe development of microwave SQUID amplifiers for axion search experiments.
In the experiments for dark matter QCD axion searches, a tiny microwave signals from
a low-temperature high-Q resonant cavity should be detected using the highest sensitivity.
Noise level of the amplifier defines the measurement time if the sensitivity is set. In general,
the measurement time is proportional to the square of the noise level. An axion search ex-
periment requires a frequency scan in a wide frequency range from hundreds of megahertz
to tens of gigahertz. Wide band signal amplifiers provide an advantage because of a time
saving coming from no needs of frequency adjustment and amplifiers replacement. The
best commercial wide-band low-noise cryogenic semiconductor amplifiers (High Electron
Axion Dark Matter Search with IBS/CAPP.
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Mobility Transistor or HEMT) have the lowest noise temperature above 1.0 K in the fre-
quency range of our interest, 1 − 10 GHz. For our setup it takes about one month to scan
a 1 MHz frequency range at the KSVZ axion model limit. A SQUID-based microwave
amplifier with a noise temperature of 0.2 K will allow us to do such a scan in one day.
It is already known, SQUIDs are able to outperform the best semiconductor microwave
amplifiers with significantly lower noise temperature close to the standard quantum limit [100]
TSQL = ~ω/kB , (3.1)
where ~ is the Planck constant, ω is the circular frequency, and kB is the Boltzmann con-
stant. TSQL is ∼ 50 mK at 1 GHz.
There are two types of microwave SQUID-based amplifiers with some modifications:
MSA (Microstrip SQUID Amplifier) and JPA (Josephson Parametric Amplifier). In gen-
eral both of them have narrow frequency resonant bands, although some new modifications
may have non-resonant wide bandwidths. In the case of a resonant MSA its resonance fre-
quency can be tuned in about ± 20% range using GaAs cryogenic varactors.
Usually SQUID sensors are designed for a low-frequency measurement, say, below
10 MHz. To connect a SQUID with a source, an input coil is ordinarily introduced (Fig. 3.1),
which has a high inductive coupling with the SQUID washer. At higher frequencies the
parasitic capacitance between the input coil and the SQUID washer increases its influence
and reduces the SQUID gain. In 1998 M. Mu¨ck and J. Clark proposed a design with a
microstrip input coil, where the input coil forms a microstrip transmission line with the
SQUID loop (Fig. 3.1) [101]. In this design, the input coil is open and the input signal is
applied between one of its ends and one terminal of the SQUID washer. So, the parasitic
capacitance is used to form a microstrip resonant circuit. Such MSAs may reach a power
gain up to 25 dB and a noise temperature near to the quantum limit. Some of MSA’s noise
limitations come from an energy dissipation in Josephson junction resistive shuts, which
causes heating effect that can increase Johnson noise. To minimize this effect the shunts
should be very well thermalized at working temperatures below 1 K.
Although microstrip SQUID amplifiers concept and design have been proposed back in
1998, such amplifiers have not become commercially available even for 20 years. A com-
pany “ezSQUID” claims commercial manufacturing of MSAs, although our preliminary
tests of five non-commercial and two commercial MSA samples showed that they do not
comply with our specifications in terms of frequency band, gain, stability and reliability.
This is why the SQUID team has concentrated many efforts on development of new types
of low noise SQUID-based microwave amplifiers since 2014. This work was conducted in
collaboration with KRISS in 2014−2016 and later with IPHT in 2017−2018.
A review of the current status of MSAs including noise temperature, input and output
impedance matching, and so forth, is discussed in Ref. [102]. Mostly all known high gain
MSAs have a narrow resonant frequency bandwidth. This is why an experiment requires
serial replacement of SQUID preamplifiers in order to scan a required frequency range.
This procedure is usually very complex and time consuming because every time a large
mass of hardware should be warmed up to room temperature and then cooled down be-
low 100 mK. This problem can be resolved by designing a wideband microwave SQUID
amplifier. We developed a few versions of wideband microwave SQUID amplifiers for
0.5 − 5 GHz range in 2017−2018 in cooperation with the Leibniz Institute of Photonic
Technology (IPHT) in Jena, Germany.
IBS/CAPP also collaborated with John Clarkes group at UC Berkeley. In 2017 and
2018 we tested one sample of the resonant MSAs designed and built by Sean O’Kelly.
Although this MSA has a very narrow bandwidth, less than 10 MHz, its resonant frequency
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Figure 3.1: Principle of signal detection using an SQUID. (a) Schematic diagram of the
SQUID. Input signal (Vi) is coupled into the SQUID via input coil with a mutual inductance
Mi with the SQUID. (b) Change of the SQUID output voltage versus the input flux. The
input signal (Φi) is converted into the output voltage signal (Vo). Basic structure of the
microstrip SQUID amplifier (MSA) for measuring input signal [101, 103]. The tight-
coupling of input coil is useful when the parasitic capacitance between the input coil and
the SQUID washer is not very high, which is the case for the frequencies below about
10 MHz. At higher frequencies this parasitic capacitance can be used to form a resonate
circuit together with the input coil inductance.
can be tuned over a pretty wide frequency range from 1.3 to 1.5 GHz using an embedded
series of varactors controlled by an external DC voltage. The gain vs. frequency plot
in Fig. 3.2 shows the resonant frequencies at different DC voltage on a varactor that is
connected between the output lead of the SQUID input coil and the ground. This resonant
MSA has a small working bias current only about 5µA that makes it easy to thermalize
at a mK temperature. The gain exceeds 20 dB, meaning that this MSA can reach very
low noise temperatures below 0.1 K. This MSA will be tested by IBS/CAPP axion search
experiments in 2019.
Josephson parametric amplifier’s operation is based on non-linear properties of the
Josephson tunnel junctions imbedded in a quarter-wave coplanar waveguide (CPW) res-
onator. CPW central conductor is formed by a long array of non-shunted Josephson junc-
tions (JJ). An externally applied pumping microwave signal changes the kinetic inductance
of the JJ array. When the pumping signal is close to the CPW resonance frequency, it be-
comes mixing with the input signal and creates side-band frequencies. The input signal
amplification is a result of the mixing between the pumping and the input signals via the
Josephson junction non-liner inductance modulation. The JPA can achieve a nearly quan-
tum limited noise.
The JJ array can be replaced with an array of SQUIDs. Each SQUID is formed by two
Josephson junctions embedded in a small loop. An externally applied DC magnetic field
changes the critical current of each SQUID in the array which in turn changes the CPW
resonance frequency. This allows to make a JPA with tunable resonance frequency by a
factor of about two, say, from 4 to 8 GHz [104]. One sample of such JPA with central
frequency 8 GHz was tested at IBS/CAPP in 2018 at 30 mK. There are a few different
types of JPA with a power gain up to 30 dB within a narrow frequency range. There are no
commercial JPAs on the market.
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Figure 3.2: Gain vs. frequency for the resonant MSA developed in UC Berkeley. The
resonant frequency can be tuned using a varactor connected between the SQUID input coil
to the main ground. Eight plots corresponds to different DC voltage on the varactor from
5 V (red) to 12 V (brown) with 1 V step.
3.1.2 Development MSA at KRISS
Lack of commercial SQUID-based amplifiers for 1−10 GHz frequencies forced IBS/CAPP
to start “in house” MSA development in collaboration with Korean Research Institute of
Standards and Science (KRISS, Korea) in 2014−2016 and later with Leibniz Institute of
Photonic Technology (IPHT, Germany) in 2017−2018. KRISS has had complete tech-
nology to produce superconducting structures and tunnel Josephson junction, so called
tri-layer technology (Fig. 3.3), with a minimum size of 2 × 2µm2. Two superconduct-
ing thin films are separated by a dielectric layer of thickness d and dielectric constant .
The multi-turn input coil has a linewidth w. Assuming that two superconducting films are
much thicker than the London penetration depth of the superconductor λ and w  d, the
capacitance and inductance per unit length of the microstrip are respectively given as
C0 = 0/d [F/m] (3.2)
L0 =
µ0d
ω
(1 + 2
λ
d
) [H/m], (3.3)
where, 0 and µ0 are permittivity and permeability in vacuum. The velocity of an electro-
magnetic wave c∗ in the microstrip is then given by
c∗ =
1
2
1
L0C0
=
c
[(1 + 2λd )]
1/2
, (3.4)
where, c is the speed of light in vacuum. Finally the characteristic line impedance of the
microstrip is given by
Z0 =
1
2
(L0/C0) =
d
ω
[µ0(1 +
2λ
d
)/0]
1/2. (3.5)
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When the microstrip has length l, and its ends are open with source resistance (Ri >
Z0), it becomes a half-wave resonator with its wavelength given by the relation, l = λ/2.
And the quality factor of the resonator is Q = piRi/2Z0. Since Z0 can be made to be
smaller than Ri, Q can be larger than 1. Then, the resonance frequency f0(L0) of the
microstrip is given by,
f0(L0) = c
∗/λ = c∗/2l = c/2l[(1 + 2
λ
d
)]1/2. (3.6)
For our band the resonance frequencies became smaller than one get from Eq. (3.6)
because of parasitic inductance. The MSA gain experimentally is given by:
TN ∼ f0T/VΦ, (3.7)
where, T is the bath temperature. To have lower noise temperature, larger VΦ is needed as
in the amplifier gain. Physically, cooling the MSA device to as low temperature as possible
is needed to achieve lower system noise temperature [105].
Figure 3.3: Superconducting structures
of the MSA produced in KRISS: Cross-
sectional view of the microstrip line. (a)
Side view showing the vertical structure in
which two superconductors are separated
by an insulator, and (b) end view show-
ing layout of the input coil on the SQUID
washer.
Figure 3.4: SQUID designs: (a) SQUID
without cooling fin, (b) SQUID with small
cooling fins made of 35 nm Pd, (c) smaller
cooling fin CF1 with 500 nm thick Pd, and
(d) largest cooling fin CF2 with 500 nm Pd.
In KRISS, SQUID chips were fabricated using optical lithography and multilayer thin
film process. As a superconductor niobium (Nb) thin films are used with critical tem-
perature about 9 K. Such SQUIDs can operate at 4.2 K, the temperature of liquid helium
(LHe). Fabricated Nb Josephson junctions have low sub-gap leakage current and can be
used to make low-noise SQUIDs. Especially, Nb is refractory metal and physically very
stable against repeated thermal cycles between room temperature and low temperature.
Furthermore, multilayer integration using semiconductor fabrication process is possible.
The fabrication process consists of 5 depositions (Nb/AlOx/Nb, SiO2-1, SiO2-2, Pd and
Nb), 1 dry etching (Josephson junction), 4 lift-off processes, and 5 photo-lithography pro-
cesses. A few designs of the MSA have been developed and tested in a collaboration with
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KRISS. The MSAs have a magnetometer loop configuration. To understand shunt ther-
malization some of the design have cooling fins to sink the Johnson heat from the shunt
resistors into a silicon chip substrate (Fig. 3.4).
To connect the MSA in electronic circuit, special PCBs were developed. The MSAs
gain curves show some ripples or satellite resonance peaks, possibly due to reflection or
impedance mismatching of the microwave signal at the connectors, wiring pads and wires.
We designed a new PCB board having pads for resistors or inductors in the bias current,
which may result in reflection of microwave signal at the bias current pads and reducing
the loss. Figure 3.5 compares the PCB pattern used before and new design for the further
measurements. For one SQUID, we measured the gain in one PCB and remounted on the
other PCB and repeated the gain measurement. Figure 3.5 also shows the gain difference
between them. We can see that the peak gain and bandwidth increases slightly by using the
new PCB design. In some other SQUIDs, the new PCB showed similar behaviours, that is,
improved the gain and bandwidth.
Figure 3.5: (Left) Two PCB types - (a) Design used until Dec. 2016 and (b) new design
from Dec. 2016. (Right) Gain curves depending on the PCB type.
The entire design of the amplifier with bounded MSA chip and PCBs with SMA con-
nectors is shown in Fig. 3.6. Figure 3.7 shows the frequency dependences of gain for 4
different amplifiers. As usual for MSA they have a narrow band typically 150 MHz and a
maximum power amplification of 14−17 dB.
Figure 3.6: The MSA amplifiers developed
in a collaboration with KRISS.
Figure 3.7: Some gain curves having
gain about 15 dB for amplifiers: (a)
V2 RF9 A19 2.8, (b) V2 RF9 B14 2.8
(PCB2), (c) V2 RF9 B15 2.6 (PCB2), and
(d) V2 RF9 A20 2.8 (PCB2).
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During three years of development, 2014−2016, KRISS has designed and manufactured
a variety of MSAs for IBS/CAPP based on a single-loop SQUID configuration. More
than a hundred of them have been tested at IBS/CAPP in 2017−2018 using a dunk probe
immersed in a LHe transport dewar at T = 4.2 K. These MSAs have about 100−150 MHz
bandwidth and resonant frequencies from 2.2 to 2.45 GHz. Our current inventory includes
25 functional MSAs with gain up to about 19 dB. Table 3.1 lists the working frequency and
gain for five of them.
Chip Frequency [GHz] Gain [dB]
3-2 A 19 2.8 2.40 18.7
3-1 B 15 2.8 2.30 15.5
3-2 B 15 2.8 2.20 14.1
3-2 A 19 2.8 2.45 13.6
3-2 B 15 2.8 2.20 12.2
Table 3.1: Central frequency and typical gain of various MSA chips from KRISS.
3.1.3 Development wideband MSAs at IPHT
IPHT has advanced technology with potential of making a submicron size tunnel Joseph-
son junctions with a small parasitic capacitance. Because of that, their technology was
promising to create a high performance MSA and in 2017 we started to design a prototype
MSA in a collaboration with them. To get a prototype quickly we used existing masks of
the IPHT lab and neglect some of the features which can be implemented later, for instance
thermalization cooling fins.
The main parameters of SQUIDs that determine their characteristics are SQUID loop
inductance, L0, a critical current, I0, a capacitance of Josephson junctions, CJJ, and shunt
resistors, RSH. When a SQUID is biased with proper dc current, its output voltage changes
periodically with increasing input magnetic flux through a SQUID loop with a period of the
flux quantum, Φ0 ≈ 2.07×10−15 Wb. This periodic function is called a voltage-flux char-
acteristic or a V (Φ) curve. For amplification of a small signal the crucial parameter is the
steepness of V (Φ) curve called transfer function dV/dΦ at the working point. The power
amplification is proportional to (dV/dΦ)2. The maximal value of the transfer function is
given by dV/dΦ ≈ RSH/2L0 and could be large proportionally to RSH. However, having
stable non-hysteretic V (Φ) curve characteristic requires the McCumber-Stewart parameter
βC = 2piI0R
2
SHCJJ/Φ0 < 1, which limits the maximum value of RSH. Moreover, as L0
determines the coupling of the input signal to the SQUID, the most elegant way to increase
the transfer function is to decrease the Josephson junction capacitance CJJ.
Accordingly, the frequency characteristics of a SQUID should also be improved. Ini-
tially, the dc voltage across the SQUID, VDC, is a mean value of the voltage pulses train
with the Josephson frequency fJ: VDC = fJΦ0. The maximum of this frequency cor-
responds to the maximum V0 ≈ I0RSH and should be as high as possible. The other
characteristic frequencies are determined by the time constants RSHCJJand L0/2RSH,
which also should be as high as possible. These frequencies limit the maximum frequency
of the signal that can be amplified by a SQUID. All these frequencies are approximately
equal if the SQUID is optimized: βC = 1 and βL = 2I0L0/Φ0 = 1. The latter condition
allows gaining a large V0 and corresponding dV/dΦ, if the critical current I0 is high for
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a SQUID with low inductance. Hence, for suitable amplification at high frequency the
SQUID should be designed with the smallest possible tunnel junction capacitance, CJJ,
with reasonably low SQUID loop inductance, L0, and maximal transfer function, dV/dΦ,
at the working point.
Sub-micron size Josephson junctions with very low capacitance were designed at IPHT
and used for low-frequency SQUID sensors applications. These cross-type Josephson junc-
tions have a very low capacitance of about 0.04 pF. This is more than 10 times smaller than
the capacitance of Josephson junctions fabricated using conventional window-type tech-
nology. Fig 3.8 shows the scanning electron microscope image of two niobium cross-type
Josephson junctions with an area 0.6 × 0.6µm2. These types of cross-type Josephson
junctions were used for fabrication of new families of SQUID current sensors. As we
experimentally found out, some of these new SQUID current sensors work very well as
microwave both resonant and wideband amplifiers.
Figure 3.8: The scanning electron micro-
scope image of two niobium cross-type
Josephson tunnel junctions with an area 0.6×
0.6µm2. Each Josephson junction has a ca-
pacitance of about 0.04 pF. Josephson junc-
tions fabricated using conventional window-
type technology have a typical capacitance of
0.4−0.8 pF.
We chose SQUID current sensors with the total SQUID loop inductance of 30 pH to be
designed as a wideband microwave SQUID amplifier (MSA). The SQUID loop is built with
two washers connected in parallel forming a gradiometer configuration. There were three
MSA designs with 6-turn, 7-turn and 12-turn input coils. The input coil with 12 turns on
each washer has a total input coil inductance 11.5 nH and mutual inductance to the SQUID
loop of about 0.6 nH. Due to a relatively short input coil length (8.2 mm) the estimated
microstrip resonance should be at about 5−7 GHz. The critical current of each Josephson
junction and the shunt resistor were I0 ≈ 35µA and RSH ≈ 8 Ohm respectively.
A 1-turn coil was placed above one of the SQUID washers to apply DC bias flux. An
example of the voltage-flux characteristics is shown in Fig 3.9 for SQUID bias current
changing between 50 µA and 70µA with 2µA steps. The maximal voltage swing of
V (Φ) curve is 250µV and the steepest transfer function dV/dΦ exceeds 2 mV/Φ0 at IBIAS
= 62µA and VWP = 140µV, where VWP is the working point voltage above zero line.
We used SQUIDs with 30 pH loop inductance and 12-turn input coil for preliminary
tests as a microwave SQUID amplifier at temperature of 4.2 K inside a liquid helium trans-
port cryostat. The SQUID amplifier output was connected to a network analyzer input
through −10 dB cryogenic attenuator and two cascaded room temperature semiconductor
amplifiers ZX60-V63+ with a frequency bandwidth of 0.05−6.0GHz and +42 dB gain at
1 GHz. Figure 3.10 demonstrates the power gain vs. frequency plot for two working points
positioned on gentle (a) and steep (b) sides of the V (Φ) curve. Both working points were
set at voltage approximately VWP = 140µV that corresponds to about a 67.6 GHz Joseph-
son frequency. Shapes of the SQUID V (Φ) curves and the working point positions were
controlled using a slightly modified commercial direct read-out electronic. It allows to
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Figure 3.9: Voltage-flux characteristics of
the investigated SQUID current sensor. The
curves are plotted for the SQUID bias current
ranging from 50µA (bottom) to 70µA (top)
with 2µA steps. Flux is produced by a cur-
rent through a one-turn coil placed above one
of the SQUID loops. The voltage-flux char-
acteristics has asymmetric shape with the left
side steeper than the right side and the steep-
est transfer function exceeds 2 mV/ Φ0.
check the actual shape of V (Φ) curves at any bias current and to set a working point by
adjusting dc bias flux. The highest amplifications at any DC bias current can be achieved
by accurate adjustments of the working point position on V (Φ) curves.
Figure 3.10: Gain vs. frequency plots of the SQUID-based microwave amplifier at two
working points positioned on gentle (a) and steep (b) sides of the V (Φ) curve approxi-
mately at 140µV above a zero line [106].
In September 2017 we developed our first new microwave SQUID amplifiers with high
gain in a wide frequency range. A single amplifier can be used in a very wide frequency
range of approximately from 1 to 3 GHz with gain above 25 dB. Such amplifiers outper-
form world analogues by bandwidth and amplification factor. Compare with analogues,
the amplifier does not have pronounced resonances and that indicates a high potential noise
characteristics. We tested ten different noncommercial MSA samples from IPHT and six
commercial MSA samples from Supracon, spin-off Company from IPHT. Four commer-
cial MSA chips were redesigned and assembled specifically for axion search systems at
IBS/CAPP.
After first preliminary successful tests of MSAs in 2017 we have made a decision to
modify existing IPHT SQUID-amplifier topology specifically for 1−5 GHz range applica-
tions. IPHT is a government organization, so we needed to move our business connection
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to Supracon AG the commercial spin-off company of IPHT. As a result, all further MSAs
development and commercial connections went through this company.
In mid of 2018 the Supracon/IPHT experts designed a few new modifications of their
SQUID amplifiers orienting toward better performances at GHz range. As the results of
such efforts, IBS/CAPP was able to buy a few new amplifiers with 6-turn and 12-turn input
coils and with embedded the flux-bias coil. The new MSA design allowed us significantly
approve performance and reliability of such very unique cryogenic amplifiers. Figure 3.11
shows gain vs. frequency plot demonstration above 10 dB gain in 0.8−3.6 GHz band.
Figure 3.11: Gain vs. frequency for new IPHT MSAs with 6-turn input coil: Seven colored
plots correspond to different SQUID bias currents from 84 (red) to 96 (gray)µA with 2µA
step, T = 4.2 K.
Figure 3.12: Gain vs. frequency for new IPHT MSAs with 12-turn input coil: seven plots
correspond to bias currents from 80 (red) to 102 (dark blue) µA, T = 4.2 K. As one can
see, this MSA demonstrates more than 15 dB gain in 0.8−2.0 GHz range with 29 dB gain
at about 1.3 GHz.
3.1.4 SQUID thermalization modeling
The first wideband MSA design was made using old photomasks for a quick prototyping.
In spite of that, the MSA shows the record amplification factor at wide frequency band. An
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implementation of this MSA in CAPPs experiments promises to save a lot of manpower
and budget because of easier frequency adjustment and reduction of amplification stages.
At the next design iteration we stress on the MSA noise performances. As it is already
known physical temperature of the MSA and its components limits amplifiers noise char-
acteristics. The major source of the heat in the MSA is its resistive shunts. The shunts
are important elements of the MSA as they linearize VAC of the Josephson junctions and
make them non-hysteretic. The downside of the shunts is their heat dissipation in a range of
1−100 nW. It is a significant dissipation for a microscopic device operating at temperature
below 1 K.
To understand thermalization processes and estimate temperature of the MSA parts we
created a thermal model of the MSA. The model taking into account heat dissipation in the
Josephson junction shunts. At low temperature we need to take into consideration specific
effect as a low electron-phonon coupling in normal metals and acoustic mismatch on the
material interfaces. The Johnson dissipation in the shunts Psh heats its electron system
with a heat capacitance Cshe up to temperature T
sh
e . Thermalization of the heating power
dissipating in the shunts to the lattice is going through electron-lattice thermal conductance
in the shunts volume Gshe−ph and heat the shunt phonon system with heat capacitance C
sh
ph
to a temperature T shph . Further the heat passes to substrate with heat capacitance of C
sub
ph
through a Kapitza resistance of the shunt-substrate interface Gsh−subK and heat it up to
temperature of T subph . The thermalization in the crystal Ge substrate is a very quick process
and we can exclude it from our consideration. The MSA attached to the non-plated PCB
surface and it thermalization through the PCB dielectric is very poor. We neglect PCB
dielectric heating as it is slower process and it is not effect on the MSA thermalization in
the steady state. All of thermalization goes through a Kapitza heat conductance Gsub−padK
to 6 contact pads with a common phonon heat capacitance Cpadph . The phonon temperature
of the pads rises up to T padph . Then the phonon systems of the pads heats their electron
systems with heat capacitance Cpadph up to T
pad
e through electro-phonon coupling G
pad
e−ph.
The pads are connected to the MSA enclosure through 12 gold bonding wires (two for each
of the pads) with a conductance Gpad−be . The MSA is well thermalized to the MXC with a
temperature of T be . The full thermal model (Fig. 3.13) includes all of that effects.
We estimated the influence of the each of thermal resistance on the shunts temperature
for our current shunts. The main problem in thermalization came from poor heat conduc-
tance Gshe−ph and G
sh−sub
K . Figure 3.14 shows the dependence of the overheating dues to
that conductances. As our estimation showed, to reduce the shunt overheating to an accept-
able level of 100 mK, the area and volume (thickness) of the shunts should be increased
about in 100 times. The current shunts have a small size of 120µm2 and the increasing is
not a practical difficulty.
As the shunts overheating is a main source of the MSA noise, the next iteration will
allow us to achieve the lowest possible noise of our MSA. Therefore, the modelling deter-
mined the limitations associated with low-temperature effects on the cooling of MSA and
allows us to provide recommendation for a future MSA design, particularly for shunt area
and dimensions of thermalization fins.
3.1.5 Test facilities
To test the MSA characteristics we developed a special testing facilities. The facilities were
installed in two dry dilution fridges BF5 and BF4 and on a special designed 4 K probe for
a quick tests in a transport dewar. Test setups in the dilution fridges use a high frequency
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Figure 3.13: Thermal model of the MSA
shuts thermalization. Psh heating power;
T she and C
sh
e - electron temperature and elec-
tron heat capacitance of the shunts; T shph and
Cshph - phonon temperature and lattice heat
capacitance of the shunts; T subph and C
sub
ph
- phonon temperature and phonon heat ca-
pacitance of the substrate; T padph and C
pad
ph -
phonon temperature and phonon heat capac-
itance of the contact pads; T pade and C
pad
e
- electron temperature and electron heat ca-
pacitance of the contact pads; T be - electron
temperature of the temperature bath (MXC).
Gshe−ph, G
sh−sub
K , G
sub−pad
K , G
pad
e−ph, G
pad−b
e
- shunts electron-phonon thermal conduc-
tance, Kapitza conductance between shunts
and substrate, Kapitza conductance between
substrate and contact pads, pads electron-
phonon thermal conductance, thermal con-
ductance of the bonding wires between pads
and MXC, correspondently.
Figure 3.14: Dependence of the temperature difference between electron and phonon sys-
tems of the shunt ∆T from SQUID bias current Isq at the different shunt volume Vsh.
MXC temperature of the fridge is 500 mK.
line for RF signals. The base temperatures of the fridges are below 20 mK. Therefore we
are conducting noise measurements and noise calibrations both at LHe T = 4.2 K and in
dilution refrigerators at the temperature below 100 mK.
A low frequency SQUID pico-voltmeter is installed in the BF4 fridge (Fig. 3.15). The
pico-voltmeter SQUIDs operates at the temperature about 2 K and is mounted on MXC
plate through a thermal isolated parts. The pico-voltmeter SQUID platforms thermalized
to the 2 K stage by means of two thick wires (red wires on the Fig. 3.16). The pico-
voltmeter allows to measure temperature of shunt by measurements of their Johnson noise.
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The shunt overheating is a dominated source of noise in the MSA and the pico-voltmeter
is an important tool for the MSA noise investigation at low frequency. It allows to estimate
actual physical temperature of the shunt resistors.
Figure 3.15: Schematics of the SQUID voltmeter. The MSA is located at base temperature
below 100 mK. Its output is connected to the SQUID input coil through the resistor R4 =
1 Ω. This SQUID is located at temperature T = 2 K. The SQUID feedback is connected
to the reference resistor R5 = 10 Ω and compensates to zero the current flows through the
SQUID input coil.
As it can be seen from the picture, the MSA is connected with a twisted pair wires with a
length about 10 cm. It has a specially designed filtered low frequency lines which are used
for power and control signal (Fig. 3.16). The filters PCB is designed to provide a maximum
thermalization of the filter components to the 4K fridge stage. The filter components tested
to warranty their performance in the temperature range of mKs to 300 K temperature range.
There are three key problems, which we are currently solving before MSAs will be
installed inside BlueFors dilution refrigerators and used for routine axion search experi-
ments with noise temperature well below 1 K. First, we are working on development of
experimental setups and procedures for accurate measurements of MSA noise tempera-
ture in temperature range from 4 K down to 30 mK. Second, we are developing an optimal
schematic for microwave circuits and test all components at 4.2 K before they will be in-
stalled inside dilution refrigerators. Third, we are designing the effective shields and filters
to suppress both ambient DC field and all kinds of radio frequency interferences (RFI). Our
final goal is significant noise temperature decreasing of the microwave amplifiers used for
axion search experiments. One our option is finding MSAs with noise temperature signifi-
cantly below 1 K at frequency range 0.5−5.0 GHz. Our 2018 inventory includes three types
of functional MSAs, which were tested at 4.2 K. Three IPHT MSAs were tested at below
100 mK temperature and one of them were used for preliminary noise temperature mea-
surements at 35 mK inside BF5 dilution refrigerator. Noise temperature measurements in
GHz frequency range inside dilution refrigerator is not a trivial technically and extremely
time consuming procedure. One thermal cycle takes about one week. This is why we need
to move some preliminary measurement to liquid helium probes and also to the second
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Figure 3.16: Test facility in the BF4 fridge. On the mixer chamber plate a pico-voltmeter
is installed (a grey box from the right side). The pico-voltmeter is placed in a lead shield
(the cover is open), which is fixed on a thermally isolated plate. The plate is thermalized
to the 4 K fridge stage. This configuration allows minimizing connections between DUT
(device under test) and the pico-voltmeter.
dilution refrigerator BF4. We are also developing a new experimental setup to make noise
measurements at low frequencies, 1.0−10 kHz, that will allow us to estimate physical tem-
perature of Josephson junctions (JJ) shunt resistors at different working points on V curves
and at different bias currents. Knowing JJ shunts temperature will allow us to develop
improved thermalization technique for MSA silicon chips. Therefore, our current testing
facilities allow:
Measure noise temperature of all available amplifiers at 4.2 K with LHe probe.
Develop low frequency noise measurement setup using SQUID-based pV-meter.
Measure low frequency noise of amplifiers inside BF4 and BF5 at T < 1 K.
Measure noise temperature of amplifiers at GHz range in BF4 at T < 1 K.
Optimize working point and operation temperature of amplifiers.
3.1.6 Microwave SQUID amplifier shielding
The MSA is very sensitive to magnetic field. Its operation in a close distance to a multi-
Tesla magnet is a challenge and to make it possible we need to take a special measure.
CAPPs magnets have a special compensation coils which allow to reduce the field down
to 20−100 mT in the MXC area. The IPHT design of the MSA has a gradiometer config-
uration and allows to reduce the field sensitivity in hundredth times. The KRISS design
of the MSA has magnetometer configuration and it is more sensitive to the magnetic field.
Moreover, the JJ itself are sensitive to the high magnetic field and their properties can
be dramatically change near to the magnet. For a further reduction of the magnetic field
we started to develop a magnetic shield around MSA. We decide to combine a mu-metal
shield together with a superconducting shield. The mu-metal shield should reduce the field
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down to an acceptable level to provide an environment during superconducting transition
of the MSA. The superconducting shield provides a further field reduction and secure the
environment against field change in the time of amplifier operation.
As our simulation showed, a simple one-layer mu-metal shield is insufficient to get
an acceptable magnetic environment for the amplifier (Fig. 3.17). The residual field of 2
mm thick one layer shield showed in Fig. 3.17 is about 500µT. The field is in an order
of magnitude higher than the Earth field and is too big for the MSA operation. To get an
acceptable field value we need to use at least a double-layer shield and test a MSA in the
fridge with a running magnet. The simulation of the double layer shield showed that we
can achieve the residual field in the MSA area about 10µT (Fig. 3.17). Our experiments
shows that with a superconducting lead shield the MSA can operates in Earth field of 70µT.
Therefore, the combination of a two-layer mu-metal shield and a superconducting shield
should be sufficient for MSA operation in the magnet vicinity with a field of 100 mT.
Figure 3.17: Modelling of the single-layer (left) and double-layer (right) mu-metal shields
for the MSA placed in the magnet environment with a field of B = 100 mT. The shield
residual field with a material thickness of 2 mm is about 500µT and 10µT for the single-
layer and double-layer shields respectively.
3.2 Phase-matching for efficient high frequency axion
search
Haloscope axion dark matter search experiments conventionally employ cylindrical mi-
crowave resonant cavities immersed in a solenoid magnetic field. Exploring higher fre-
quency regions requires a smaller cavity size as the frequency of the resonant mode of
our interest, TM010, scales inversely with the cavity radius. One of the intuitive ways to
make a maximal use of a given magnet volume, and thereby to increase the experimental
sensitivity, is to bundle multiple cavities together and combine the individual signals co-
herently [107]. An experimental attempt to implement this concept was made by ADMX
in 2000 [108], but its methodological advantages were not fully addressed because the re-
liability and increased complexity of operation were significant factors. Herein, the YS
program has been dedicated to develop cavity designs and tuning mechanisms that are
applicable to axion search experiments in higher frequency regions. The methodological
approaches are in two folds: a) designing a realistically feasible phase-matching mecha-
nism for multiple-cavity systems [109]; and b) developing a new concept of cavity design,
as know as multiple-cell cavity, for more efficient detection [110]. Research efforts on
these methods at CAPP are described in details in the following subsections.
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3.2.1 Phase-matching of multiple-cavity systems
3.2.1.1 Introduction
As the first approach to effectively increase the axion sensitivity at high frequencies, the YS
project performs an extensive study of the conceptual design of a phase-matching mech-
anism for an array of multiple cavities. We consider three possible configurations in de-
signing the receiver chain for a multiple(N )-cavity system as summarized in Table 3.2.
Configuration 1 comprises N single-cavity experiments, consisting of a complete receiver
chains per cavity, where the signals are statistically combined after all, eventually resulting
in a
√
N improvement in sensitivity. The other two configurations introduce a power com-
biner at an early stage of the receiver chain to build an N -cavity experiment - one with the
first stage amplification taking place prior to the signal combination; and the other with the
signal combination preceding the first stage amplification. Configuration 2 is characterized
by N amplifiers and a combiner, while configuration 3 is characterized by a signal com-
biner followed by a single amplifier. Assuming the axion signal from individual cavities
is correlated while the noise from the system components is uncorrelated, configuration 2
gains an additional
√
N improvement yielding the highest sensitivity. On the other hand,
configuration 3 provides a slight low sensitivity de to insertion of the combiner before the
amplifier, but it supplies the simplest structure in the receiver chain. As simpler design is
significantly beneficial especially for large cavity multiplicities, configuration 3 is chosen
as the final design.
Configuration 1 2 3
Schematic
Characteristics
N complete N amplifiers 1 amplifier
chains 1 combiner 1 combiner
Sensitivity
√
N · SNRsgl N · SNRsgl N · SNRsgl
Pros
Accessibility to
Highest sensitivity Simplest design
individual cavities
Cons
Low sensitivity
N amplifiers SNR3 . SNR21
Complex design
Table 3.2: Possible configurations of the receiver chain for a multiple(N )-cavity system.
The cylinders, triangles, and D-shaped figures represent cavities, amplifiers, and combin-
ers, respectively. SNRsgl refers to the signal-to-noise ratio (SNR) of a single-cavity exper-
iment. The gain of the amplifiers is assumed to be large enough.
Configuration 3, where the combiner is placed prior to the first amplifier, degrades the SNR due to imper-
fection of the combiner. For instance, a system with a combiner with a noise figure of 0.5 and a amplifier with a
gain of 12 and a noise figure of 6 yields a SNR reduction of ∼ 10%.
PHASE-MATCHING FOR EFFICIENT HIGH FREQUENCY AXION SEARCH 77
3.2.1.2 Phase-matching and frequency matching tolerance
Due to the large de Broglie wavelength of the coherent axion field and relatively facile
achievement of constructive interference in signal combination, the phase-matching of a
multiple-cavity system is in practice equivalent to frequency tuning of individual cavities
to the same resonant frequency, which is referred to as frequency-matching. Realistically,
however, an ideal frequency-matching of multiple cavities is not possible mainly because
of the machining tolerance of cavity fabrication (typically < 50µm) and nonzero step size
of the turning system with a typical size of 1 m◦. Instead, a practical approach is to permit
frequency mismatch up to a certain level at which the combined power is still sufficiently
enough that the resulting sensitivity is not significantly degraded. We refer to the certain
level as the frequency matching tolerance (FMT). To determine FMT for multiple-cavity
systems, a pseudo-experiment study is performed using a quadruple-cavity detector search-
ing for 5 GHz axion signal. The unloaded quality factors of all cavities are assumed to be
the same as Q0 = 105. Supposing Qa  Q0, the signal power spectrum follows the
Lorentzian distribution with its mean of 5 GHz and half width of 50 kHz. Several values of
frequency matching tolerance, tolerance under test (TUT), are considered, i.e., 0, 5, 10, 20,
30, 40, 60, 100, and 200 kHz, where 0 kHz corresponds to the ideal frequency-matching.
The cavities in the array are randomly tuned to the target frequency, 5 GHz, following a
uniform distribution with its center at 5 GHz and half-width of the TUT under considera-
tion. Assuming each cavity is critically coupled, the individual power spectra are linearly
summed up. The combined power spectrum is fitted with the Lorentzian function to get
the amplitude and full-width at half maximum. The procedure is repeated 1,000 times over
which the combined power spectra are averaged. Figure 3.18 shows the distributions of
the averaged combined power spectra for different TUT values (a) and displays the nor-
malized amplitudes and full widths at half maximum as a function of TUT (b). For the
realistic approach, we put criteria that the relative amplitude of the combined power spec-
trum is greater than 0.95. From this we find that the FMT is 21 kHz for a system consisting
of four identical cavities with Q0 = 105 seeking for a 5 GHz axion signal. The FMT has
a dependence on the cavity quality factor and target frequency, and can be generalized as
FMT(Q0, f ) = 0.42 GHz / Q0 × f [GHz].
Figure 3.18: (a) Combined power spectra averaged over 1,000 pseudo-experiments for
several tolerances under test (TUT). The power amplitude of each cavity is normalized to
unity. (b) Relative power amplitude in red and full width at half maximum in blue as a
function of TUT. The error bars represent the statistical uncertainties. These distributions
are fitted with the Lorentzian and forth order polynomial functions, respectively.
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3.2.1.3 Tuning mechanism
The basic principle of the tuning mechanism for a multiple-cavity system employs the
same principle as for conventional single-cavity experiments. It relies on target frequency
shift by rotating a single dielectric rod inside the cavity; frequency matching by finely
tuning the individual cavity frequencies; and critical coupling by adjusting the depth of a
single RF antenna into the cavity in a global manner. From the experimental point of view,
frequency-matching is assured by achievement of minimal bandwidth of the combined
reflection peak in the scattering parameter (S-parameter) sapce, yielding the maximal Q
value. Critical coupling is characterized by the minimum reflection coefficient in the S-
parameter and by the constant resistance circle passing through the center of the Smith
chart. Therefore, the tuning mechanism for a multiple-cavity system consists of three steps:
1) shifting the target frequency by simultaneously operating the rotational actuators; 2)
achieving frequency-matching by finely manipulating the individual rotational actuators;
and 3) achieving critical coupling of the system by globally adjusting the antenna depth
using the linear actuator.
3.2.1.4 Experimental demonstration
The feasibility of the tuning mechanism for multiple-cavity systems is experimentally
demonstrated using a double-cavity detector at room temperature. It is composed of two
identical copper cavities with an inner diameter of 38.8 mm whose corresponding resonant
frequency is 5.92 GHz and an unloaded quality factor of about 18,000. A single dielectric
rod made of 95% aluminum oxide (Al2O3) with 4 mm diameter is introduced to each cav-
ity and a piezoelectric rotator is installed under the cavity to rotate the rod for frequency
tuning. With the tuning rod positioned at the center of the cavity, the resonant frequency
decreased to 4.54 GHz and Q0 degrades to about 5,000 due to energy loss by the rod. A
pair of RF antennae, each of which is coupled to each cavity, sustained by an aluminum
holder attached to a linear piezoelectric actuator above the cavities. The double-cavity
system is assembled by connecting the two antennae to a two-way power combiner that
transmits signals to a network analyzer. Critical coupling of one cavity is made while
the combiner input port, which the other cavity is connected to, is terminated with a 50 Ω
impedance terminator, and vice versa. Two cavities are configured to be critically coupled
at slightly different resonant frequencies. The initial values of the loaded quality factor
QL and scattering parameter S11 are measured. After the system is re-assembled with the
both RF antennae being connected to the combiner, the initial system is represented by
two reflection peaks with S11 = 6 dB in the S-parameter spectrum and two small circles
with half-unit radius on the Smith chart. In order to match the frequency, one of the ro-
tational actuators is finely manipulated until the combined reflection coefficient becomes
minimized. Following that, the linear actuator is operated to adjust the antenna positions in
a global manner to achieve critical coupling of the system until the reflection peak becomes
the deepest and the large circle passes through the center of the Smith chart. The final QL
and S11 values are measured. The consistency between initial and final values confirms
that the turning mechanism with frequency-matching is successful.
3.2.2 New concept of cavity design: multiple-cell cavity
3.2.2.1 Introduction
The successful experimental demonstration, depicted in Sec. 3.2.1, convinces us that phase-
matching of an array of multiple cavities is certainly plausible and applicable to axion
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search business. The multiple-cavity design, however, is still inefficient in terms of vol-
ume usage, mainly due to unused volume and cavity wall thickness, as can be seen in
Fig. 3.19 (b). An alternative design is comprised of a single cylindrical cavity, fitting into
the magnet bore, with metal partitions placed at equidistant intervals to make multiple
identical cells (see Fig. 3.19 (c)). This concept provides a more effective way to increase
the detection volume while relying on the same frequency tuning mechanism as that of
multiple-cavity systems, i.e. a single (pair) of dielectric (metal) tuning rod(s) in each cell.
The YS, furthermore, brought in an innovative idea of introducing a narrow hollow gap
at the center of the cavity, as shown in Fig. 3.19 (c). In this design, all cells are spatially
connected among others, which allows a single RF coupler to extract the signal out of the
entire cavity volume. This simplifies the readout chain by not only reducing the number
of pickup antennae but also eliminating the necessity of a power combiner, both of which
could be bottlenecks for multiple-cavity systems especially when the cavity multiplicity is
large. We refer to this cavity concept as “pizza” cavity.
Figure 3.19: Configurations of cavity detector design for high frequency axion search: (a)
single cavity; (b) multiple-cavity system; and (c) multiple-cell cavity.
3.2.2.2 Characteristics
This pizza cavity design is characterized, based on simulation studies, by several features,
which supply critical advantages. Introduction of a narrow hollow in the middle of the cav-
ity breaks the frequency degeneracy with the lowest mode corresponding to the TM010-like
mode regardless of the cell multiplicity. Since the individual cells are spatially connected
and thus the EM fields can mix, the relative tuning rod position in a cell affects the entire
field distribution of the cavity and breaks the field symmetry, as can be seen in Fig. 3.20
(a). Therefore, the frequency tuning mechanism for the TM010-like mode requires that
the field distribution in individual cells be identical and that the overall field distribution
be symmetric. We refer to this condition as phase-matching. It is noticeable that once
phase-matching is successfully accomplished, the field strength at the center of the cavity
becomes zero for the higher TM110-like mode, while it remains non-zero for the lowest
TM010-like mode, as illustrated in Fig. 3.20 (b). This indicates that electrical coupling at
the center of the cavity will be sensitive only to the lowest TM010-like mode, not to any
higher modes. This, in turn, provides an idea that a single monopole RF antenna in the
middle of the cavity is sufficient enough to couple to the desired mode.
The features described above are in practice represented in the scattering parameter
(S-parameter) and the Smith chart using a network analyzer. For a double-cell cavity,
an asymmetric rod configuration and arbitrary coupling strength are represented by two
reflection peaks in the S-parameter space and two circles in the Smith chart, as illustrated
in Fig. 3.21 (a). When the rods are symmetrically arranged, the higher resonant frequency
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Figure 3.20: Electric field profiles for a double-cell cavity: asymmetric configuration (a)
and symmetric configuration (b). The field profiles of the TM010-like and TM110-like
modes are represented by the blue and green solid lines respectively.
Figure 3.21: Representation of the tuning mechanism in the S-parameter and Smith chat
for a double-cell cavity: (a) initial state (two reflection peaks and two circles); (b) phase-
matching (higher mode reflection peak and circle vanishing); and (c) critical coupling.
peak and the corresponding circle fade away, as seen in Fig. 3.21 (b). This implies that
phase-matching of multiple-cell cavities is characterized by disappearance of any higher
mode peaks in the scattering parameter space and corresponding constant resistance circles
in the Smith chart.
3.2.2.3 Tuning mechanism
The basic principle of the tuning mechanism is the same as that for conventional multiple-
cavity systems. It consists of two steps: phase-matching followed by critical coupling.
From an experimental point of view, phase-matching is assured by aligning the tuning rods
until the higher mode peaks in the S-parameter space and, equivalently, the corresponding
constant resistance circles in the Smith chart vanish. The coupling mechanism is simple
enough that a single coaxial monopole antenna is placed at the center of the top (or bottom)
end cap and its depth into the cavity changes the coupling strength to the lowest TM010-
like mode independently of the other higher modes. Figure 3.21 shows the sequence of
the tuning mechanism and characteristics represented in the S-parameter and Smith chart
using a network analyzer.
3.2.2.4 Experimental demonstration
Experimental feasibility of the multiple-cell design is verified at room temperature using
a copper double-cell cavity with 90 mm inner diameter and 100 mm inner height. The
PHASE-MATCHING FOR EFFICIENT HIGH FREQUENCY AXION SEARCH 81
concept of split cavity design, introduced in Ref. [112], is adopted to eliminate the contact
resistance. A single alumina rod is introduced in each cell for frequency tuning and a
single coaxial RF antenna is inserted through a hole at the top center of the cavity for
critical coupling. This sequence of the tuning mechanism, described above, is repeated
200 times, with the target frequency being shifted by roughly 1 MHz at every step. During
the exercise, the time durations required to complete phase-matching and critical coupling
are measured and the TM010-like resonant frequency is recorded. The frequency mode
map is drawn in Fig. 3.22 (a). It is remarkable that the criteria for phase-matching (critical
coupling) are satisfied more than 90% (50%) of the time, and for the rest 10% (50%) of
the time, less than 2 (1) seconds are required to complete the process (see Fig. 3.22 (b)).
Taking into account the typical data acquisition (DAQ) time of an order of minutes or
hours, this indicates that the dead time owing to the procedure for the tuning mechanism is
negligible. A good linear behaviour of the target frequency with step, shown in Fig. 3.22
(c), implies the stability of the tuning mechanism.
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Figure 3.22: (a) Mode map of the double-cell cavity described in the text. (b) Time du-
rations for the tuning mechanism. The red and blue filled histograms represent the time
require for phase-matching and critical coupling in seconds. The total time spent is rep-
resented by the empty black histogram. (c) Resonant frequency of the TM010-like mode
with step.
3.2.2.5 Advanced tuning system
Through the study above, it is proven that the pizza cavity design is superior to the conven-
tional multiple-cavity design in terms of detection volume, simplicity of the experimental
setup, and facilitation of the phase-matching mechanism. Nonetheless, the reliability and
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complexity of operation with large cell multiplicities could still be limiting factors to the
experimental sensitivity. Hereby, we exploit an advanced (simplified) tuning mechanism
in which all the tuning rods are simultaneously turned by a single rotator. This approach
would be valid if the sensitivity loss, which mainly comes from the form factor reduction
due to cavity fabrication tolerance and misalignment of tuning rods, is not significant. As
can be inferred from the description above, the precision of phase-matching of a system
is evaluated by the coupling strength for the higher mode. A simulation study indicates
that as long as, with the lowest mode being critically coupled, the higher mode coupling
strength is maintained less than 0.1 dB, the sensitivity (scan rate) remains more than 98%
of the ideal value.
An experimental demonstration was done using a copper double-cell cavity with 110 mm
inner diameter and 220 mm inner height and a pair of alumina tuning rods held by a copper
holder attached on a single rotator, as seen in Fig. 3.23(a). The system is brought to cryo-
genic temperature (4 K) and the frequency is tuned using the simplified tuning mechanism,
including critical coupling of the lowest TM010-like mode. Figure 3.23(b) shows the mode
map and measurement results relevant to important variables. These verify that the tun-
ing mechanism works appropriately at cryogenic temperature. In particular, Fig. 3.23(c)
shows the coupling strength for the higher mode with the lowest mode critically coupled.
It is remarkable that the coupling strength is maintained less than 0.1 dB throughout the
entire frequency range, indicating the sensitivity drop is less than 2%. The time spent for
the critical coupling of the lowest mode is 0.3 seconds on average. This implies that the
pizza cavity design is robust against the manufacturing tolerance and rod misalignment
while multiple-cavity design would significantly suffer from them. This also convinces
us that this design would enhance its applicability to axion dark matter search for higher
frequency regions.
3.3 Exploiting higher-order resonant modes
3.3.1 Introduction
As another approach in pushing towards higher axion mass regions, utilizing higher-order
resonant modes, such as TM020 or TM030, could be beneficial. They allow us to access
to higher frequency regions than the lowest TM mode with higher cavity quality factors
without reduction of the detection volume. However, high degrees of field variation give
rise to out-of-phase electric field components, which, in the presence of an external static
magnetic field, results in cancellation of |E ·B| in the nominator of the form factor, defined
as
C =
∣∣∫ Ec ·B0dV ∣∣2∫
 |Ec|2 dV
∫ |B0|2 dV , (3.8)
where Ec is the electric field of the cavity resonant mode under consideration, B0 is the
external magnetic field and  is the dielectric constant inside the cavity volume. The electric
field profile for the TM030 mode is shown in Fig. 3.24 (a). The cancellation effect becomes
larger with increasing order of resonant modes. For instance, the form factor for the TM020
and TM030 modes is 0.13 and 0.05 respectively, while it is 0.69 for the TM010 mode. This
gives rise to significant reduction in experimental sensitivity and thus the higher modes
have not been considered for axion research purposes.
Recently, there was an attempt to employ the concept of a Bragg resonator in different
conditions to achieve reasonable sensitivities in axion dark matter haloscopes utilizing the
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(a) (b)
(c) (d)
Figure 3.23: (a) Design of the frequency tuning system using a single rotator. (b) Fre-
quency mode map. (c) Coupling strength of the higher TM110-like mode in dB. (d) Time
duration for critical coupling.
higher-order resonant modes [111]. For the TM030 resonant mode, a cylindrical dielec-
tric hollow with optimal dimension is introduced at a place inside the cavity where the
negatively oscillating field components are maximally suppressed. They also invented a
tuning mechanism, in which two half hollows are taken apart along the axial direction, as
illustrated in Fig. 3.24 (b). However, we find that this mechanism gives rise to significant
degradation in the cavity quality due to field leakage while the dielectric hollows are being
taken out of the cavity. Hereby, the YS refuted their faulty claims [2] and furthermore
brought up a new idea to tune the frequency for this particular higher resonant mode while
preserving the aforementioned advantages.
3.3.2 Tuning mechanism
According to a simulation study, we find that the TM030 resonant frequency alters with
the thickness of the cylindrical dielectric hollow. Based on this, we invent a new concept
of tuning mechanism, in which we introduce double layers of concentrically segmented
dielectric pieces and one layer of the segments rotates with respective to the other. In
this way, the thickness of the dielectric segments effectively changes. The outer layer of
dielectric segments is fixed in position, while the inner layer is rotated simultaneously by
a single rotator outside the cavity. This concept of the tuning mechanism is illustrated in
Fig. 3.25 (a). An example of the electric filed distribution for the TM030 mode is found in
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Figure 3.24: (a) Electric field profile of the TM030 mode as a function of radial distance
from the center of the cavity. (b) Electric field distribution for the two supermodes dis-
cussed in Ref. [111]. The black sold lines represent of the boundaries of the half dielectric
hollows.
Fig. 3.25 (b), where one can see the negative field components are suppressed. As a result,
this design provides a more reliable tuning mechanism, which is also easy to manipulate.
Figure 3.25: (a) Illustration of the tuning mechanism described in the text. The inner layer
of the segments is simultaneously rotated with respect to the fixed outer layer. (b) Electric
field distribution of the TM030 mode with the layer configuration corresponding to the first
scheme in (a).
3.3.3 Simulation studies
The dimension of the tuning system is optimized based on COMSOL simulation studies in
terms of three parameters: number of segments per layer, thickness of the double layers,
and inner radius of the layer. The figure of merit (F.O.M.) is chosen such that the design
enhances both the scan rate (df/dt) and the frequency tuning range (∆f), i.e. F.O.M. =
df/dt×∆f . Assuming a copper cylindrical cavity with 90 mm inner diameter and 100 mm
inner height and dielectric material with a dielectric constant of 10, we find six segments
per layer is optimal to maximize the F.O.M., as shown in Fig. 3.26 (a). It turns out that
the optimal thickness of the layer pair is approximately λ/2, where λ is the wavelength of
the EM wave corresponding to the TM030 mode of an empty cavity, and the radius of the
layer approximately 0.37R, where R is the cavity radius. We observe that the frequency
tuning range of the higher resonant mode is about 6% with respect to the central frequency
and the form factor is enhanced to be greater than 0.33 (compared to 0.05 for an empty
cavity) over the entire tuning range using this design (see Fig. 3.26 (b)). A comparison
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with the design introduced in Ref. [111] is also made to reveal that our design significantly
enhances the scan rate, which is proportional to C2V 2G, as shown in Fig. 3.26 (c). This
convinces us that this design is going to be another breakthrough in approaching higher
frequency regions for cavity-based experiments.
Figure 3.26: (a) Figure of merit for different numbers of dielectric segments per layer. (b)
Form factor distribution of the TM030 mode as a function of rotation angle of the inner
layer using 6 segments per layer as shown in Fig. 3.25. (c) Comparison of the tuning
mechanisms in terms of the F.O.M. The yellow and blue lines represent our mechanism
and the one in Ref. [111], respectively. The F.O.M of our mechanism is rescaled to have
the same starting frequency as the latter.
3.3.4 Design of the tuning system
As mentioned earlier the tuning system consists of a double layer of dielectric segments
with a low loss tangent and a high dielectric constant, such as sapphire or alumina, and a
single rotator. Based on the split design, the cavity is assembled with three identical copper
pieces, each of which houses two segments of the outer layer, as shown in Fig. 3.27 (a).
The six segments of the inner layer are supported by a pair of support structures made of
dielectric material with a low dielectric constant, such as teflon as shown in Fig. 3.27 (b).
The support structure on the bottom has an extended rod, which is eventually attached to a
single rotator outside the cavity. The overall structure can also be seen in Fig. 3.27 (c).
3.4 Study of magnetoresistance
The YS project team has played a leading role in an experiment to study the magnetore-
sistance of copper at a higher frequency by measuring the surface resistance of a copper
cavity under high magnetic fields at cryogenic temperature [112]. A 26 T high tempera-
ture superconducting (HTS) high field magnet manufactured by SuNAM Co. Ltd. was
employed and a copper split-cavity with 18 mm inner diameter and 50 mm inner height are
employed and the experiment was performed at a liquid helium reservoir. Due to unex-
pected electrical issues on a couple of double pancakes, the magnet could be energized up
to 15 T. The TM010 resonant frequency and quality factor of the cavity were measured at
the low temperature to be 12.9 GHz and 33,600 respectively. The overall structure of the
experimental setup is shown in Fig. 3.28.
The experiment is performed while the magnet is being energized and de-energized.
The cavity quality factor is measured consecutively though transmission signals between
a pair of weekly coupled RF antenna. The measured quality factors are transformed into
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Figure 3.27: Drawings of the tuning system described in the text. (a) Two outer segments
are fixed at a copper cavity piece. (b) Structure of the inner layer. Six dielectric segments
are supported by a pair of wheel-shaped structures. The extended piece on the bottom is
attached to a rotator outside the cavity. (c) Combined view of (a) and (b).
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Figure 3.28: Schematic view of the experimental setup. The major components include a
copper cavity (orange) with a Hall sensor (black) and a HTS magnet (red) immersed in an
LHe cryostat.
the electrical surface resistivity (Rs) and the fractional changes in Rs, as known as mag-
netoresistance, are obtained as a function of the magnetic field.
Figure 3.29 shows the experimental results of the magnetoresistance of copper at 12.9 GHz.
A parabolic dependence on magnetic field is clearly seen and about 2− 3% of gain in the
quality factor at around 9 T is observed. The behaviour is consistently explained by the
size effect - the relative size of the skin depth and cyclotron radius to the mean free path
of electrons - at the given frequency and magnetic fields. In addition, a small variation
in the surface resistivity, equivalently the cavity quality factor, over a wide range of mag-
netic field at a high frequency indicates that the influence of strong magnetic fields on the
cavity-based axion experiments exploring high mass regions will be tolerable. Finally, this
measurement is the first user-based physics result employing the multi-width no-insulation
2G HTS magnet technologies for the scientific purpose.
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Figure 3.29: Fractional change in surface resistivity while charging (a) and discharging
(b) the HTS magnet. The data distributions (black points with an error bar) are modelled
by a linear combination of the second order polynomial (dotted blue lines) to describe the
nominal behaviour of the magnetoresistance, and the Error function (dashed red lines) to
describe the abnormal behaviour of the phenomenon.
3.5 R&D for high Q cavity
3.5.1 Background
3.5.1.1 Purpose of high Q cavity
As we discussed in the previous sections, improving cavity is one of the most important
issue in the axion experiment. The purpose of making better cavity is increasing scan
rate, because we can rule out larger parameter space with larger scan rate. It makes the
experiment more efficient and faster. To make bigger scan rate, we have to understand
the relationship between system parameters and scan rate. In the Brubaker’s note [114],
he shows that the several parameters related to cavity (B: Magnetic Field, V : Volume of
Cavity, C: Geometric Factor of Cavity, QL: Loaded Q Factor of Cavity, Tsys: System
Temperature) are the main parameters of scan rate.
dν
dt
∝ B4V 2C2QLT−2sys (3.9)
Now the main issue in Cavity R&D to make larger scan rate is increasing V 2C2QL,
so we can make larger scan rate with increasing QL which means that reducing sur-
face impedance of cavity inner surface. QL usually inversely proportional to the surface
impedance of cavity.
3.5.1.2 Electronic structure and surface impedance
To understand the relationship between Q factor and surface impedance, we have to con-
sider complex conductivity. Since we can deduce our main parameter which are impedance
(Rs + iXs), Q factor, and skin depth δ (penetration depth, λ) from the complex conduc-
tivity. We usually use the term ”skin depth” to normal conductor, and ”penetration depth”
to superconductor, but we will use the term ”penetration depth” to all situation. Complex
conductivity and complex surface impedance also can contain the complex aspects of elec-
tronic property of conductor-superconductor transition. In this section we will calculate
complex conductivity and complex impedance, and we will only discuss about the result
of the calculation and the physical meanings of the formulas. You can see the detailed
derivation of following formulas in the textbook [113].
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Two fluid model is one of the most useful and simple tactics to understand supercon-
ducting material. We will divide total electron flow into two parts, normal electron flow
and superconducting electron flow (
−−→
Jtot =
−→
Jn +
−→
Js). In the case of normal conductor,
electrons feel drag force because of collision with lattice. The equation of motion of the
electrons inside conductor is,
m
d−→vn
dt
+m
−→vn
τ
= −e−→E . (3.10)
However inside superconductor electron pairs do not feel drag force which means that
resistivity is zero. Thus the equation of motion of the electrons inside superconductor is,
2m
d−→vs
dt
= −2e−→E . (3.11)
Now we can substitute the definition of current density (
−−→
Jn,s = −nn,se−−→vn,s) in the
Eq.3.10 and Eq.3.11. Then the equations become,
d
−→
Jn
dt
+
−→
Jn
τ
=
nne
2
m
−→
E (3.12)
d
−→
Js
dt
=
nse
2
m
−→
E . (3.13)
Also we can rewrite upper two equations in frequency space.
iω
−→
Jn0 +
−→
Jn0
τ
=
nne
2
m
−→
E0 (3.14)
iω
−→
Js0 =
nse
2
m
−→
E0. (3.15)
Ohm’s law (
−−→
Jtot = (σ1 + iσ2)
−→
E ) lead the equations to complex conductivity which are,
σ1 =
nne
2τ
m (1 + ω2τ2)
(3.16)
σ2 =
nse
2
ωm
+
ωnne
2τ2
m (1 + ω2τ2)
(3.17)
Now we can substitute the conductivity (Eq.3.16, Eq.3.17) into the surface impedance
and penetration depth formulas [114]. The formulas are derived from plane wave and
plane boundary between air and conductor. We assumed also the conduction current is
larger than displacement current. (σ  ω)
Zs =
√
iωµ
σ1 + iσ2
(3.18)
λ =
1√
ωµσ2
(3.19)
Therefore we can obtain the surface impedance and the penetration depth of conductor
and superconductor as below.
Zn =
√
ωµ
2σ
+ i
√
ωµ
2σ
(3.20)
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λn =
√
2
ωµσ
(3.21)
Zs =
ω2µ2σ1λ
3
2
+ iωµλ (3.22)
λs = λL =
√
m
nse2µ
. (3.23)
In this result, there is no assumption that there is strong DC magnetic field. However, in
the main experiment, we will apply the strong DC magnetic field on the cavity. We will
discuss about magnetic property of the superconductor in the further research.
3.5.1.3 Superconducting cavity quality factor
The quality factor of RF system is defined as below.
Q = ω
U
Ploss
(3.24)
As you see in Eq.3.24, Q factor is inversely proportional to the power loss. From the
linearity of the power loss the inverse of Q factor can be decomposed as below. (Qm:
measured Q factor, Qc: Q factor for the conducting surface, Qa Q factor for the antennas,
Qcont: Q factor for the contact area)
1
Qm
=
1
Qc
+
1
Qa
+
1
Qcont
(3.25)
Especially, Q factor for the conducting surface is inversely proportional to the surface
resistance.
Qc =
ωµ
Rs
∫
cavity
|−→H |2dv∫
conductor
|−→H |2ds
≡ Γ
Rs
(3.26)
The other factors in Qc are related to the cavity mode, resonant frequency and the geometry.
To analyze experimental data, we have to obtain Q factor value for certain cavity mode and
material by simulation. Based on the result, we can calculate the surface resistance in the
experimental situation comparing the two Q factors.
We can also see the penetration depth change through temperature with changing reso-
nant frequency of a cavity mode. When the penetration depth becomes shorter, the resonant
frequency of the cavity becomes smaller. This effect is also related to the imaginary part
of the surface impedance, because, as you see in the Eq.3.22, imaginary part of impedance
is proportional to the penetration depth.
∆ω
ω
=
∆Xs
2ωµ
∫
conductor
|−→H |2ds∫
cavity
|−→H |2dv
(3.27)
Rs + i∆Xs =
Γ
Qc
+ 2iΓ
∆ω
ω
(3.28)
3.5.1.4 Antenna loss and microwave measurement
We can measure the unloaded Q factor with network analyzer with below formulas.
Q0 = QL(1 + β1 + β2) (3.29)
βi =
∣∣∣∣1− Sii1 + Sii
∣∣∣∣ (3.30)
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3.5.2 Method
3.5.2.1 Physical property measurement system (PPMS)
PPMS is the commercial measurement system which provides the cryogenic system to
measure the electronic and magnetic property of the sample. Its working temperature is
from 2 K to room temperature, and it can apply maximum 9 T magnetic field on the sample.
As you can see in the Fig. 3.30, we put the four probes on the superconducting film to
conduct 4-probe measurement. Through the coaxial cable, we apply DC current into the
sample and measure the voltage between the two outer probes.
Figure 3.30: The typical procedure to use PPMS.
3.5.2.2 Cavity preparation
The split cavity is the first cavity which we used for testing magnetron sputtering method
with NbTi and RF measurement. The geometry of the cavity is same as what we used
in the main experiments. The split cavity is designed for using the TM010 mode without
contact problem. We used stainless steel as substrate material. The cavity inner diameter
is 88 mm, and the inner height is 150 mm. The resonant frequency of TM010 mode is 2.56
GHz. However its inner surface was not electro-polished, so the surface roughness was
high.
The frustum cavity was designed to avoid high surface roughness and degenerate prob-
lem between TE011 and TM111 modes. First, the electro-polished stainless steel hollow
cylinder was designed to make NbTi film uniform and clean. Its height is 100 mm and
inner diameter is 88 mm However, to avoid contact problem, we had to use TE011 mode
which degenerate to the TM111 mode. If surface current flows through contact line be-
tween two geometrically separated bulk, electric loss becomes large. It makes Q factor
small. For this reason, the two modes should be separated.
The solution for separating degenerated modes was the frustum cap design. Since de-
generated two modes can be separated by geometric distortion of cavity. If we change the
geometry of the cavity, field distribution and Q factor will be changed. To optimize the
condition, COMSOL simulation had been conducted. With two parameters which are a
height of elevation of cap and an inside pitch length, we calculated Q factor. The optimal
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Figure 3.31: [115] (a) The schematic of frustum cap. H and L are the parameters for
the COMSOL simulation, (b) The simulation result in the parameter space. It exhibits a
peak at L = 2.200cm and H = 1.100cm. (c) TE011 mode in the optimized condition.
The arrows show the vectors of electric field. (d) TM010 mode in the optimized condition.
The surface current flows same as electric field direction, but at the contact line between
frustum cap and hollow cylinder the heavy electric loss is produced.
Figure 3.32: (a) The schematic of the polygon cavity, (b) The picture of the polygon cavity.
parameter was L = 2.200 cm and H = 1.100 cm. The Q factor of frustum cavity with
OFHC copper and the resonant frequency were Q ∼ 45814 and fTE011 ∼ 4.365 GHz.
The polygon cavity is designed for making RF resonant cavity with YBCO tape, be-
cause, to reduce contact loss and field distortion, the tapes should be carefully attached
on the cavity inner surface. If we attach the tapes on the curved inner surface, the space
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between tape and substrate surface make large loss. To avoid the problem we designed
polygon shape cavity. Its Q factor with OFHC copper is Q ∼ 16256, and the resonant
frequency is fTM010 ∼ 6.854 GHz. We used commercial 12 mm width AMSC YBCO
tape.
3.5.2.3 Magnetron sputtering
Figure 3.33: (a) The schematic of the magnetron sputtering gun, (b) The picture of thick-
ness monitor test setup, (c) The result of deposition rate with varying the height of the
sputtering gun the experimental setup is same as Fig. 3.33-(b), (d) The split cavity af-
ter sputtering NbTi film, (e) The picture of outside of the sputtering chamber, (f) The
schematic of the setup for sputtering NbTi film on the inner surface of the split cavity, (g)
The picture of the setup for sputtering NbTi film on the inner surface of the stainless steel
hollow cylinder.
Magnetron sputtering is one of the physical deposition method which use argon plasma
and a permanent magnet. When we apply strong electric field between two electrodes in
the certain amount of argon gas, the argon plasma is produced. The plasma trapped by
magnetic field which is induced by permanent magnet contains a lot of argon nucleus, and
they hit the target material. The atoms in the target material gets energy and they become
to move freely. Finally, the atoms goes to the substrate and they form a film on the surface.
Fig. 3.33-(a) shows whole process of the sputtering.
Before the main sputtering process, we did thickness monitor test for the system. [Fig. 3.33-
(b)] We install the thickness monitor around the sputtering gun and we read deposition rate
on the control panel and change the position of the gun and the power which is given to the
gun. Thus we could define the deposition rate in the certain condition. [Fig. 3.33-(c)]
In this experiment we use 5 mTorr argon gas with 10−8 Torr base pressure, and we
deposit the NbTi film with 1 µm thickness. For the split cavity we maintain the temperature
of the cavity at 200 ◦C, and we deposit NbTi from the equidistant 2 points during 30
minutes 8 times. In the case of the hollow cylinder, we had sputtered NbTi 35 minutes with
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moving the gun from the top to the bottom in both direction. The substrate temperature
was 200 ◦C. The sputtering system can rotate with the motor, so the process have been
done efficiently. [Fig. 3.33-(f)]
3.5.2.4 Cryogenics and data acquisition
To understand RF property of the conducting surface, we have to vary the temperature and
apply and receive RF signal with the cavity. Our system is based on the BlueFors LD400.
It has a pulse tube and a dilution unit which can cool down the fridge to 10 mK. We have
installed our cavities on the mixing chamber of LD400 system and we communicate with
the cavity through RF chain inside of the cryogenics. The system can monitor the pressure
of each point and temperature of plates and additional cavities.
Figure 3.34: (a) Picture of the inside of LD400 system, (b) Picture of the installed frustum
cavity on the mixing plate, (c) The picture of the installed frustum cavity and the polygon
cavity under the mixing plate.
To collect RF data, we use NIVISA package for CentOS with GPIB connection with
the network analyzer Keysight E5063A. Using VISA command we can give RF signal to
the cavity and collect data which are loaded Q factor and S11/S22 reflection coefficient.
In case of temperature data, we can collect them from the LD400 system. In our center
we collect all the pressure and the temperature data continuously in the server computer,
so each computer can download it in real time. All the following results are obtained from
these systems.
3.5.3 Result
3.5.3.1 Physical property measurement system (PPMS)
Before the deposition of superconducting film on the cavity wall, we had made the samples
of NbTi film on stainless steel substrate. From the SEM measurement we could define the
thickness of the film and atomic ratio of Nb atoms and Ti atoms. The number ratio between
two elements are about 6:4.
DC electronic property of the samples was measured by PPMS system. From the R-T
curve we could define the critical temperature of the sample. [Fig. 3.35-(d)] Measuring
critical temperature with varying the magnetic field give phase boundary. [Fig. 3.35-(e)]
To make sure the direction of magnetic field is same as main experiment, we applied the
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magnetic field in-plane direction. The critical temperature without magnetic field was
around 8 K, and Hc2 was about 11.7 T.
Figure 3.35: (a) The schematic of 4-point measurement circuit for the NbTi film samples,
(b) NbTi film samples on the copper substrate and SEM picture of NbTi film segment,
(c) As the picture shows, we put small copper and stainless steel substrates inside the
sputtering chamber, (d) The result of PPMS measurement for NbTi film on the stainless
steel substrate, (e) The critical temperature plot for each magnetic field strength. The
boundary divide normal metal and superconductor states.
3.5.3.2 Split cavity
The data from the split cavity measurement show that the transition temperature of super-
conducting film is 1K, and Hc2 as 4 T. However this result is have no consistency with the
PPMS DC measurement data from the small sample. We have repeatedly confirmed the
transition temperature and Hc2 of NbTi films are around 8 K and 11 T.
These symptoms shows that the surface quality on the split cavity was not good. As you
see in the Fig. 3.36-(c) and (d), the surface condition of split cavity is much worse than
the electro-polished small sample. Thus we can conclude that we can improve Q factor
electro-polishing the cavity surface.
3.5.3.3 Frustum cavity
First we measured Q factor of the frustum cavity with OFHC copper cylinder to verify the
copper surface resistance at low temperature. [Fig. 3.37-(a)] We could calculate the surface
resistance ratio at low temperature by calculating the ratio between simulated Q factor (Q
∼ 45814) and measured Q factor, because Q factor is inversely proportional to the surface
resistance of the surface material.
Based on the copper cylinder data and calculation, we could calculated the portion of
electric loss only from the hollow cylinder with subtracting the loss from the copper frus-
tum caps. Since the Q factor is inversely proportional to the total electric loss of the cavity,
we can calculate the Q factor for only cylinder. The formula is,
1
Qcavity
=
1
Qcaps
+
1
Qcylinder
. (3.31)
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Figure 3.36: (a) Q factor and Temperature data in time series. The transition temperature
is around 1 K, (b) Q factor of the split cavity with varying the applying magnetic field. Q
factor become 1/5 at 0.5 T, and at 4 T superconductivity vanished, (c) The surface picture
of electro-polished stainless steel sample, (d) The surface picture of split cavity inner wall.
From the data of the copper cylinder case we can calculateQcaps with electric loss ratio be-
tween caps and cylinder. (1.11 : 12.52, COMSOL) With Qcaps we can calculate Qcylinder
from the data of the NbTi deposited stainless steel cylinder case.
In the frustum cavity, the surface condition was improved by electro-polishing, so the
result was better than the former case. The transition temperature is appeared at around 8 K
which have consistency with former DC measurement results, and the surface resistance is
improved 178.6 times at low temperature. From the number we can calculate the Q factor
of TM010 mode with split cavity as 8,200,000 which is much bigger than the result from
the split cavity. (Qsplit ∼ 625,000)
The resonant frequency data shows another aspect of the conductor-superconductor
phase transition. As we discussed in the background, a superconductor has almost con-
stant RF penetration depth after phase transition. The penetration depth of NbTi is known
as 240 nm which is much smaller than the skin depth of usual conductors(1 ∼ 2µm) [116].
Decreasing length of RF penetration makes cavity dimension effectively small, so the res-
onant frequency increase at the transition temperature. [Fig. 3.37-(d)]
3.5.3.4 Polygon cavity
Same as the frustum cavity measurement we obtained Q factor data with varying temper-
ature. The transition temperature was around 90 K, and it have consistency with known
value. At low temperature, the Q factor of the polygon cavity with YBCO tape was higher
than the full aluminum cavity. [Fig. 3.38-(a),(b)] It shows YBCO film has much smaller
surface resistance than aluminum at 4.2 K. The film quality was also very uniform. The
surface resistance of the polygon cavity with four YBCO tapes and just one tape show the
similar value.
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Figure 3.37: (a) The temperature dependent surface resistance ratio between the frustum
cavity with the copper hollow cylinder and the known surface resistance of OFHC copper,
(b) The temperature dependent loaded and unloaded Q factor data of the frustum cavity
with NbTi deposited stainless steel hollow cylinder, (c) Calculated surface resistance ratio
between the frustum cavity in (b) and the known value of OFHC copper, (d) The resonant
frequency data with varying temperature for the cavity in (b).
However it seems that the main loss of the cavity is originated from the two sides of
the YBCO tape. Below 1 K, the polygon cavity with YBCO tapes show relatively smaller
Q factor than the full aluminum cavity. To overcome this problem, we treated the sides of
tapes in another way. After polishing the two sides of each film, we sputtered silver. As
you can see in Table 3.3, the Q factor value increased.
Aluminum YBCO(1) YBCO(4)1 YBCO(4)2 YBCO(4)3
Q0 (4.2 K) 21,300 22,700 28,300 28,400 32,300
Rs ratio (4.2 K) 1 0.260 0.258 0.250 -0.021
Q0 (0.5 K) 3,000,000 870,000 - 175,400 361,200
Rs ratio (0.5 K) 0.007 0.210 - 0.350 0.162
Table 3.3: The Q factor and the surface resistance result for the polygon cavities.
From the 4.2 K surface resistance results of “Aluminum”, “YBCO(1)”, “YBCO(4)1”, and
“YBCO(4)2”, we can notice that the tape quality is well controlled. From the case of
“YBCO(4)3”, we can notice that the two sides of tape gives large loss, because the surface
resistance almost vanishes at 4.2 K. The 0.5 K results may not accurate, because at low
temperature the Q factor fluctuation was large.
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Figure 3.38: (a) The Q factor data of the polygon cavity with one YBCO tape at the one
side. The value is larger than Aluminum Caivity, (b) The Q factor data of the polygon
cavity without YBCO tape, (c) The polygon cavity with one YBCO tape, (d) The polygon
cavity with four YBCO tapes. Each two tapes are facing each other, (e) The polygon cavity
with four YBCO tapes. The four tapes are fully connected, (f) The polygon cavity with
four YBCO tapes. We polished the two sides of YBCO tape and sputtered silver in 2µm
thickness.
3.5.4 Discussion
From the entire work, we studied basic theoretical and experimental approach to make su-
perconducting cavity for axion search. From measuring Q factor and resonant frequency
of the resonant cavity, we could see the surface resistance and penetration depth change
through changing temperature. The result shows that the critical temperature of NbTi was
around 8 K and YBCO was about 90 K. In the frustum cavity result, we also noticed that
penetration depth of NbTi drastically decrease at critical temperature and it reached to the
certain value. This observation matches the formal understanding of S-wave superconduc-
tor. At low temperature the penetration depth remains same.
The experimental technique to obtain uniform film and reduced contact loss also have
been studied. In the case of sputtering NbTi film on metal surface, electro-polishing is
necessary. Since, without electro-polishing, the surface of substrate have so many deep
scratches. We could overcome the limitation of the first split cavity result by electro-
polishing the inner surface of the stainless steel cylinder. Good quality of polishing was
also important in the polygon cavity. We could obtain larger Q factor by polishing the two
sides of the YBCO tape.
The remain tasks are related to the magnetic property of the superconductor. We have
to reduce the electric loss induced by vortices when we apply high magnetic field on the
superconducting cavity. Type II superconductor, such as NbTi and YBCO, form magnetic
vortices inside the material when magnetic field is applied. If RF field penetrate into the
superconductor, the vortices move due to surface current and changing magnetic field dis-
tribution makes an electric loss.
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Therefore, to make efficient cavity, we have to make vortices stationary. To make vortex
stable, vortex pinning and vortex direction are important. Pinned vortex do not move fast,
so they do not produce heat. The vortex which direction is parallel to the surface current
direction does not move due to Lorentz force law. We are planning to conduct Q factor
measurement of the cavities in the strong magnetic field.
3.6 Data acquisition
The signal from axion haloscope experiment is RF, and two DAQ methods are possible in
general: frequency domain DAQ and time domain DAQ. In the case of frequency domain
data taking, spectrum analyzer is widely used equipment which employs the sweep anal-
ysis to take spectra. However, the prevalent problem of DAQ with spectrum analyzer is
high dead-time ratio, which is the ratio of off-DAQ time and on-DAQ time. The previous
study on dead-time ratio was found to be about 70% when single spectrum is individually
collected. This ratio was also found to get much lower when the spectra are averaged via
on-line function of spectrum analyzer, but it is not a preferred way because of the degrada-
tion in data quality, and removing all the timing information.
Time domain DAQ can be a breakthrough to solve this dead-time issue because of its
capability of parallel data taking with multi-channels. In this study, the preliminary study
on single-channel DAQ was done to analyze the dead-time by testing the KeySight digi-
tizer M9211 [117]. For further understanding of time domain RF signal, Off-line analysis
was done additionally by transforming time domain data into frequency domain using fast
Fourier transform (FFT).
3.6.1 Digitization DAQ method in axion experiments
In axion signal processing using the digitizer, there are three important parameters: in-
termediate frequency (fi), sampling rate (fs), and frequency resolution (∆f) of FFT.
Intermediate frequency is the down-converted frequency of axion signal coming from the
cavity, and is determined by the RF setup of the experiment while there could be some
constraints coming from other electronics components such as driving frequency of the
amplifier. Once fi is fixed, it imposes the constraint on fs in which fs should be higher
than 2fi, called Nyquist frequency to ensure that there is no aliasing among reflected fre-
quency bands. (∆f) is not related to neither the experimental setup nor the signal-to-noise
ration (SNR), but it has its own importance in signal analysis after FFT.
The digitizer used in this test is Keysight M9211A PXI-H 10-bit UWB High-Speed
IF Digitizer. It is a one-slot 3U PXI (PCI eXtensions for Instrumentation)-Hybrid [118]
single-channel Ultra-wideband IF digitizer able to capture signals at up to 3 GHz and run-
ning at up to 4 GS/s, significantly reducing data acquisition and testing times. The M9211A
UWB IF Digitizer comes with on-board memory of 64 MBytes. The data transfer rate is
maximum 100 MB/s, and Spurious-free dynamic range (SFDR) is 42 dB at 1 GHz. Owing
to its state-of-art sampling speed, the RF signal from axion experiment, slower than 2 GHz,
can be recorded without any down-conversion process which adds additional noise. How-
ever, in general, it is preferred to down-convert the RF signal to an IF level, and digitize.
3.6.1.1 Dead-time measurement of digitizer DAQ for axion experiment
The schematic of the experimental setup is shown in Fig. 3.39, where signal generator is
optional in measuring dead-time. The sequence of single DAQ iteration is as follows:
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1. Sampling: 50M ADC samples (Ntot) of the RF signal are recorded on the memory
board of M9211A whose capacity is 64M samples.
2. Transferring: Data is transferred to DAQ PC via PCIe cables (8-lanes).
3. Recording: Data written in ROOT or binary format on the hard disk (NVMe(Non-
Volatile Memory Express [119]) and HDD).
4. Analysis: Offline FFT analysis.
This fast sampling and offline FFT analysis scheme is basically working as expected.
Figure 3.40 shows analyses data set with 5 MHz test signal with 0 dBm.
The time taken in Sampling corresponds to live-time (tl), and the time taken in Trans-
ferring and Recording to dead-time (td), respectively. Since Ns is directly related to the
SNR of the experiment, it is natural to set figure of merit (FOM) as the number of spectra
per single DAQ iteration:
FOM =
Ns
tl + td
. (3.32)
Eq. 3.32 can be rewritten by putting the relations between variables:
FOM =
∆f
1 + fs
tD
Ntot
=
1
N
fs
1 + fstd/Ntot
. (3.33)
One aspect of the above equation is that lowering N is the efficient way to get higher
FOM, and higher fs also makes better FOM but not as good as lowering N . Since the only
unknown parameter in Eq. 3.32 is tD, we focused on measuring tD in the experiment with
8/16/64 bits data type, respectively.
3.6.1.2 Noise level measurement with FFT analysis
The time domain data obtained is analyzed by applying FFT in fftw [120] library. The
magnitude of FFT output in Volt unit was normalized be dividing with N/2, which retains
the sinusoidal signal level from signal generator, but noise level decreases with
√
N . Power
Figure 3.39: Experimental setup for testing the performance of the digitizer.
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Figure 3.40: FFT result of digitizer data, (Left) without averaging, (Right) with 500 spec-
trum averaging. Note that there are data points at 0 dBm around the center of distributions,
which are not actually visible.
Data type Data size Measurement Transfer Writing (sec)
(bit) (MByte) (sec) (sec) ROOT (NVMe) Binary (NVMe/HDD)
8 50 2.5 1.2 3.7 0.1/0.3
16 100 2.5 1.7 4.4 0.2/0.4
64 400 2.5 2.4 4.3 0.4/0.7
Table 3.4: DAQ time breakdown in single iteration with 50 MSa. All measured times are
averaged with ten iterations.
in Watt is subsequently obtained considering 50Ω termination. To investigate the property
of signal and noise individually, two measurements were conducted (1) when signal is
coming from signal generator, and (2) quasi-flat noise is coming from signal generator
with absolute power.
3.6.2 Feasibility of using digitizer DAQ for axion experiment
3.6.2.1 Dead-time measurement
The results of dead-time measurement, which is the average of ten iterations, is shown
in Table 3.4. fs was given as 20 MHz, so the measurement time in table is consistent
with Ntot/fs. The transfer time, which is time to take for sending ADC data to DAQ PC
via PCIe cable, shows tendency to increase with data size. However, measured transfer
speed (< 200 MB/s) itself was not consistent with the expected data bandwidth of 8-lanes
PCIe cable (4 GB/s), and this requires further study. Writing time in ROOT format was
much higher than that in binary format, while the measured time is also not consistent with
specification of writing speed of hard disk. For example, the sequential writing speed of
NVMe is higher than 2 GB/s in specification, but measured one is even lower than 1 GB/s.
FOM for 64 bit data type is also analyzed in terms of fs and N . Figure 3.41 shows the
relation between FOM and fs where N is set to 105 which corresponds to 500 spectra in
single iteration. td is assumed to be same regardless of fs, and the prohibited region of fs
from the constraint ∆f < ∆fa ∼ 3kHz is shaded in yellow. The maximum value of FOM
at ∆f = 3kHz is 169. In Figure 3.42, we kept all parameters same but set fs to 100 MHz.
Here, we get maximum FOM of 455. In Figure 3.43, ∆f is fixed to ∆fa (3 kHz) to see
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the relation between FOM and fs with the constraint on frequency resolution. The graph
shows the tendency that FOM increases with lower sampling rate.
3.6.2.2 Noise level measurement with FFT
The obtained time domain data was transformed into frequency domain for the analysis
of amplitude. To test if the signal amplitude is achieved as expected, 0 dBm power from
signal generator was given to digitizer. Since the normalization with N/2 retains signal
level, the signal levels with various N (102, 103, 104, 105) were analyzed. In the left plot
of Fig. 3.44, we can see the signal level is constant irrespective of the sampling number,
while the noise level decreases by 10 dBm with a larger sampling number by a factor of
ten. This behavior of noise level is predicted because increasing sampling number by a
factor ten means that noise power is dissipated into ten times more bins. Considering the
definition of dBm(= 10 logP [mW]), dBm value should go down with 10 dB when the
power is less by a factor of ten. In the right figure of Fig. 3.44, absolute noise power of
0 dBm was given instead, and we can clearly see that the noise level follows the equation
of 0 dBm− 10 logN .
3.6.2.3 Deadtime measurement of a slower digitizer and comparison
We also tested another digitizer module with a slower sampling speed. The Spectrum
M4x.4480-x4 [121] is PXI type 400 MS/s digitizer with two input channels, 14 bit reso-
lution, and on-board memory for 2 G samples, with PXIe x4 Gen 2 Interface interface. A
similar dead-time measurement have been tested, where the result is shown and compared
with M9211 digitizer in Figure 3.45. It was evidently shown that using lower sampling
rate will improve the dead-time.
While the dead-time issue can be mitigated by using lower sampling rate with specific
choice of IF frequency and RF signal down conversion, it was also found that the storage
is an issue. When using 100 MS/s and taking data for 1 month with 2 bytes per sampling,
the total data size is around 264 TByte. It is not feasible to store all this time domain data
and applying offline FFT.
Figure 3.41: FOM vs. fs when td, N , and Ntot are 2.8 sec, 105, and 5× 107, respectively.
∆fa is assumed to be 3 kHz.
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Figure 3.42: FOM vs. N when td, fs, and Ntot are 2.8 sec, 100 MHz, and 5 × 107,
respectively. ∆fa is assumed to be 3 kHz.
Figure 3.43: FOM vs. fs when ∆f is fixed to 3 kHz, equivalently to fs/N = 3 kHz.
3.6.3 Prosepct of digitizer DAQ for axion experiment
In this study, we estimated dead-time between spectrum with various setups. After measur-
ing the dead-time, there are two ways to get better FOM, namely higher fs and lowerN . It
seems clear that loweringN has much more influence in increasing FOM once targeted ∆f
is fixed. Meanwhile, the measured dead-time (1–2 sec) was comparable to the live-time, so
it should be reduced by using better equipment or exploiting better DAQ technique. One
recommended way is parallel data taking by operating multiple digitizers, or ADC boards
which are under development currently. However, before applying such techniques, basic
investigation should precede to be aware of all necessary specifications of ADC: sampling
rate, frequency resolution, voltage range, and ADC bit resolution which may require at
least 14 bits to interpret axion signal properly. Regarding determining sampling rate, it is
also important to get a highly down-converted intermediate frequency (IF). The lower IF,
we can have more flexibility in setting up the frequency resolution or the sampling rate
over the Nyquist frequency (2fs). Another thing to be developed further is data analysis
plan using the FFT, which is not covered in this writing.
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Figure 3.44: (Left) Measurement of noise/signal level in terms of sampling number when 0
dBm sine wave is given to digitizer. Blue dots are noise levels, and red dots are signal lev-
els, respectively. (Right) The measurement of noise level (blue dots) in terms of sampling
number when 0 dBm flat noise is given to digitizer.
Figure 3.45: Deadtime comparison for M4x.4480 and M9211 digitizers.
3.6.4 FPGA based realtime DAQ system development for axion
experiment
3.6.4.1 Motivation of custom DAQ system for axion experiment
The data of axion experiment is not conventional compared to various HEP experiment
which records the waveform of charge or voltage signal when triggered. In the axion
experiment, the RF signal is continuously monitored or recorded without trigger and the
resulting power spectrum becomes the final data set. Due to this difference, a very fast
digitization technique and pipelined Fast Fourier Transformation are required in the DAQ
system.
Typical DAQ equipment in axion experiment is a spectrum analyzer. While it is robust
and proven equipment, it is not designed to meet the requirement of CAPP axion experi-
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ment, in respect to the Resolution bandwidth (RBW), center frequency, and dead-time. In
many cases with small RBW, the DAQ dead-time becomes very big, which limits the total
DAQ time (and more Helium consumption).
In other hands, while a state-of-art FADC chips runs at a few tens of Giga sampling
rate, those chips are mostly requiring trigger. This does not meet with axion experiment.
A few Giga sampling rate ADC with streaming the data to storage device is required in
case of taking waveform data in axion experiment. By taking time-domain data sample
for a long DAQ time and applying offline FFT, it enables much smaller RBW analysis.
Even though most of axion halo model predicts a few kHz width of axion signal, it is still
possible that the width of axion signal is below the proposed RBW level, and in this case,
the conventional spectrum analysis techniques does not work.
As a resolution of all these DAQ issues in axion experiment, a custom DAQ equip-
ment based on FPGA technology is developed in IBS/CAPP. The development got bene-
fits from the experience of the developments of COMET trigger system which is FPGA-
development intensive.
3.6.4.2 Construction of FPGA based DAQ for axion experiment
One of main bottleneck of axion data taking is that a spectrum measurement is slow in
most of measurement devices, and only provides averaged spectrum in the end of data
acquisition. This limits the data taking time and efficiency, which eventually results in
more DAQ time to achieve target sensitivity, more Helium consumption, i.e. research cost.
In order to overcome this bottleneck and increase the data taking efficiency to 100%, and
eventually to enable time-domain data taking for an exotic axion measurement, a custom
axion DAQ board is developed based on FPGA technology. The concept is designed in
CAPP, and fabricated in external company along with FPGA logic design. The board is
delivered at June 2018 and being tested. The deployment of this system to CAPP-PACE or
other experiments are expected to be possible in 2019.
The developed custom DAQ system is shown in the Fig. 3.46. In order to reduce the
FPGA board design complexity and possible errors, an off-the-self FPGA evaluation board
(Xilinx KCU105 [122]) is employed. An ADC board is equipped with Texas Instrument
ADS4149 [123] 14 bit 250 MS/s ADC, and an eMMC (Embedded Multi Media Card) stor-
age (up to 1TByte) board with USB interface are developed with close communication of
IBS/CAPP with external company.
Figure 3.47 shows the conceptual drawing of the custom DAQ system. After the pre-
amplification of the RF signal from the axion experiment, the signal first digitized. The
subsequent down-conversion directly to Baseband and band-pass filtering is purely digital,
therefore they are immune to additional noise. The FFT process with down-sampled data
performed in realtime inside FPGA, therefore, in principal, there is no dead time. The
system is also featured with Processor core unit which cooperates the system interfaces.
This custom FPGA based axion DAQ board is constructed at May 2018, and is being
test and upgrade to meet the requirement of CAPP axion experiments. The installation of
this system is expected at the early of 2019.
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Figure 3.46: The FPGA based custom axion DAQ system developed in CAPP.
Figure 3.47: The system diagram of FPGA based custom DAQ system in CAPP. JTAG is
a chip test protocol by Joint Test Action Group, defined in IEEE-1149 [124], and UART
means Universal asynchronous receiver/transmitter, such as RS-232. For Microblaze, see
[125].
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3.7 Experimental control system
3.7.1 CULTASK Data Acquisition Software (CULDAQ)
CULTASK data acquisition software, or CULDAQ [126], is a software framework that
provides the following features for the axion dark matter experiments:
Data acquisition from experiment apparatus
Standard data format
Experiment control
Monitoring of the experiments.
CULDAQ is a home-grown and an object-oriented software. Though it is intended to be
used on Linux operating system, it can be extended to other operating systems such as
Windows and Mac OS X. It is mostly written in Python, but other languages are also used
for purposes.
CULDAQ consists of several layers that provides different roles. As described in Sec-
tion 3.7.2, interfacing layer is in charge of a low-level communication to devices via vari-
ous protocols such as GPIB (General Purpose Interface Bus), USB (Universal Serial Bus),
RS-232 (Recommended Standard 232), Modbus, and Ethernet. Equipment layer extends
the interfacing layer as machine dedicated modules as described in Section 3.7.3. Since the
equipment layer provides functions of instruction sets dedicated to devices, an application
layer (Section 3.7.4) of devices provides convenient and versatile functions for practical
operations of devices. The modules in the application layer can be combined to form a
sequence of an experiment as a user layer. There is also a utility layer which provides
convenient functions, for example, experiment management, message logging, database
access, and data input/output. The utility layer is described in Section 3.7.5. Figure 3.48
illustrates the layer structure of CULDAQ.
Figure 3.48: Schematic view of layers in CULDAQ.
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3.7.2 Interfacing layer
Interfacing layer establishes connections to devices via various protocol such as GPIB,
USB, RS-232, Modbus, and Ethernet. Since each protocol requires a different way to
communicate, separate modules are made in the interfacing layer respectively.
For the communications via GPIB protocol, a hardware interface for the GPIB con-
nection is necessary, and it is provided in a form factor of PCI-E (Peripheral Component
Interconnect Express) or as a USB device. Those hardwares provides drivers to utilize as
shared objects which can be linked to any C++ program. Therefore, there is a module
class, AbstractGPIBPython written in C++ to establish the GPIB communication.
The AbstractGPIBPython class also provides an interface to Python, and a wrap-
per class AbstractGPIB written in Python imports it. The AbstractGPIB class is
included in equipment layer to provide the GPIB communications.
AbstractRS232 class provides an interface via RS-232 protocol, and it is writ-
ten in Python with its serial communication module. To establish the connection, the
AbstractRS232 class accepts parameters related to the connection such as port name,
transfer rate, number of data bits, parity, and so on. Those parameters have to be config-
ured according to the specifications of devices. Computers do not usually have serial ports
in these days, therefore, RS232 to USB converters are used for the physical connections.
USB communication is supported by AbstractUSB class which utilizes USB mod-
ules in Python. It recognizes each USB device by its unique manufacturer and product
identifiers, and those information have to be input as parameters of the class.
Modbus is yet another serial communication protocol, and is used for several devices
such as stepping motors. For the Modbus communications, AbstractModbus class is
made, and it accepts parameters of port name, transfer rate, number of data bits, parity, and
so on. The AbstractModbus class utilizes pymodbus module [127].
Ethernet connections is supported by AbstractVisaEthernet class which utilizes
VISA (Virtual Instrument Software Architecture) [128] developed by National Instrument.
Using TCP/IP protocol with VISA, the AbstractVisaEthernet class establishes the
Ethernet connections and communicates with devices.
The class modules in the interfacing layer are inherited in the modules dedicated specific
devices in the equipment layer, therefore, the modules in equipment layer can use the
properties and functions in the classes of interfacing layer.
3.7.3 Equipment layer
Equipment layer is a set of class modules dedicated specific devices such as a network
analyzer, spectrum analyzer, temperature controller, and so on. The class modules in
this layer inherit the class modules in the interfacing layer for communications via pro-
tocols accordingly. For example, a module for a spectrum analyzer which supports a
GPIB connection inherits AbstractGPIB module, and uses its functions for the com-
munications. However, there is one exception for a controller for piezoelectric actua-
tors. Since the controller made by Attocube uses its own set of instructions which are
not open to customers but provided as C++ libraries, the class mode for the device does
not need to inherit a module from the interfacing layer. Therefore, the class for the device,
EquipmentPiezoControllerANC350, is written in C++ and accesses the device by
using the functions defined in the libraries. The EquipmentPiezoControllerANC350
still provides an interface to Python in the same way with modules in the interfacing layer,
therefore, all the modules after the equipment layer are maintained as Python program.
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Most of devices support SCPI (Standard Commands for Programmable Instruments),
and those commands are hidden in the functions of the modules in this layer. Therefore,
the modules provides human-readable names of the functions with parameters. It is the
same for other devices which do not support SCPI, therefore, internal commands for those
are hidden from outside, and functions with human-readable names are provided.
Table 3.5 summarizes the supported devices in the equipment layer.
3.7.4 Application layer
Though the equipment layer provides a full functions to access all the devices, it is neces-
sary to provide more convenient functions to end-users. For example, if an end-user only
uses a module in the equipment layer, a measurement of transmission and reflection with a
network analyzer is done as
Define a window in the network analyzer,
Define traces in the network anlayzer,
Set data formats for traces,
Retrieve frequency data,
Retrieve transmission data,
Retrieve reflection data,
Convert binary data into a preferred format,
Save the data into files and database.
This is not convenient and practical because the measurement is a common task in any
experiment and end-users have to call lots of functions defined in the module to do this.
The modules in the application layer provides higher level functions that combines the
functions in equipment layer, and the end-users call a single function for the common task.
Furthermore, the equipment layer does not provide functions to convert and store data,
therefore, the application layer also includes the functions related to converting and storing
from utility layer.
In addition, the application layer provides a breakthrough to communicate with compo-
nents which are out of the framework. For example, a dilution refrigerator is controlled and
accessed by an independent software made by the manufacturer on a different operating
system, therefore, it can not be accessed by CULDAQ. Since it is necessary to record the
status of the refrigerator in experiments, the status data such as temperatures and pressures
have to be retrieved into the framework. For this purpose, there is a database for the data
exchange between different systems. A simple Python program reads and transfers the sta-
tus data from systems to the database. Modules in the application layer read the data from
the database, and feed the data into the framework.
In the user layer, end-users only need to import the modules in the application layer
for the communications with devices. By combining those modules, end-users can form a
sequence of an experiment. It is sometimes necessary to access lower-level functions in the
equipment layer, and the application layer also provides direct accesses to the equipment
layer for the purpose.
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3.7.5 Utility layer
The utility layer provides useful and convenient functions necessary to the operations of
experiments. The class modules in this layer are combined in the user layer to complete a
sequence of an experiment.
Logger class provides a way to make logs of experiments. It displays the log messages
of various categories: INFO is for general log messages; WARNING is for log messages
of abnormal situations which is not critical for the operations; ERROR is for log message
of critical events that may crash the operation; DEBUG is for debugging of codes in devel-
opments. The class also provides a function to save status messages into database. Those
messages will be alarmed to end-users for critical events of the operations.
RunManager class is a module to manage the runs of experiments. It defines ex-
periments, runs, and measurements to identify the measurements in experiments. Those
experiment, run, and measurement numbers are globally maintained in the framework,
therefore, a combination of those numbers is unique. The numbers are also used to asso-
ciate data stored in different structures as described in Section 3.7.6.
The data retrieved from devices is stored into files in a ROOT [129] format. OutputServer
class provides an interface to store data into ROOT files. End-users or modules in the ap-
plication layer user the class to instantiate the OutputServer object, open an output
ROOT file, and write data into it by calling a function. Details of the ROOT file are de-
scribed in the next section. Data from some of devices are taken in a binary format, and
it requires a data conversion. For this purpose, Unpacker class functions to unpack the
binary data to readable values.
3.7.6 Data handling in CULDAQ
As described in Section 3.7.5, data taken from the experiment is stored in ROOT format.
Data from devices are separately stored in TTree, for example, measured power spectra
from a spectrum analyzer is stored in culdaq_sa_data. In TTree as a table, relevant
variables are stored in TBranch as columns, and measurement numbers are recorded as
well. One ROOT file corresponds a run in a experiment, and it contains a number of
measurements. A common table, culdaq_runinfo, contains the experiment, run, and
measurement numbers with a recorded time stamp. Since the data from various devices is
spread over multiple tables, a unique key is necessary to couple data. All the tables have a
column named measure_no which stands for a measurement number, and it is used as a
key to associate data over tables.
There are four tables related to the data from a network analyzer; culdaq_na_sampling,
culdaq_na_data_s11, culdaq_na_data_s22, and culdaq_na_data_s21.
The culdaq_na_sampling table contains measurement data of resonance such as
resonant frequency, quality factor, bandwidth, loss, and coupling coefficient. The tables
of culdaq_na_data_s11 and culdaq_na_data_s22 contain reflections of two
ports, respectively. The columns in those tables are frequency, input power, reflected
power, and impedance values in Smith chart coordinates. In culdaq_na_data_s21
table, transmission data is stored such as frequency, input power, and transmitted power.
The data structures for spectrum analyzer and signal generator are the same, and they
are stored in culdaq_sa_data and culdaq_sg_data tables, respectively. Those
contains frequency, and measured (for spectrum analyzer) or input (for signal generator)
power.
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Temperature data are stored in culdaq_temp_cryo table. Temperatures at each
stages in refrigerator are stored in the table, and additional temperatures of cavity and
components in an experiment are also stored.
The culdaq_magnet table contains data related to a magnet such as the present mag-
netic field, target current and magnetic field, current and voltage at magnet and power
supply, and magnet status.
In addition to ROOT format, a snapshot data of an experiment is also stored in database.
The database is configured with mariaDB [130] in a central server. Temperature data are
transferred to and stored in the database from an external system as described in Section
3.7.5 for the data exchange. Measurements with a network analyzer such as resonant fre-
quency and quality factor are also stored in the database. By keeping these snapshot data
from experiments, any monitoring system which is able to access a database can be used
to monitor experiments.
3.7.7 Monitoring system
As described in the previous section, the snapshot data of experiments are kept in a database
which is accessible over internet. Therefore, any monitoring system which is capable to
access a database can be used for monitoring purpose.
A general overview to monitor refrigerators and magnets are implemented as a web
application as shown in Figure 3.49. The application is written in PHP with CodeIgniter
[131]. To plot temperature data, jquery [132] and D3.js [133] are also employed. The
application retrieves relevant data from the database, and displays and refreshes data and
plots automatically.
For a detailed view of monitoring, Grafana [134] is employed as shown in Figure 3.50.
Some variables monitored such as the status of DAQ computers in this system are stored
in a separate database using influxDB [135].
Figure 3.49: General monitoring for refrigerator and magnets over web.
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Figure 3.50: Detailed monitoring with Granafa.
3.7.8 Status and plans
The core part of CULDAQ has been developed. Since the equipment and application layers
depend on specific devices, further implementation for new devices may be necessary as
new devices are employed and introduced. The source codes of CULDAQ is maintained
with Git [136] to store, manage, and cooperation.
Since the sequences of experiments are slightly different, the programs in the user layer
need to be slightly different as well. Unified and flexible control program to run experiment
needs to be developed with a GUI interface. The program will also provide functions to
manage experiment shifts. Emergency alarm system and further useful functions will be
also included.
CHAPTER 4
GLOBAL AXION RESEARCH
4.1 Global Network of Optical Magnetometers for Ex-
otic Physics (GNOME)
4.1.0.1 Executive summary of the project
This chapter describes Global Network of Optical Magnetometers to Search for Exotic
Physics (GNOME).
Overview
Recently, light axions and axion-like particles have appeared as alternate dark matter can-
didates. According to some theories, axion field would oscillate at a specific frequency due
to its non-zero vacuum energy. Such scenario might generate stable topological defects,
e.g. a domain structure [137, 138]. When Earth crosses a domain wall (DW) separating re-
gions with different vacuum expectation values of axion-like field, a torque can be exerted
on leptonic or baryonic spins. Such a DW-crossing event could lead to a transient sig-
nal detectable with modern state-of-the-art optical magnetometers (OMAGs) [139]. New
technique for detecting transient signals of exotic origin using a global network of syn-
chronized optical magnetometers has been proposed through an international collaborative
project called ”Global Network of Optical Magnetometers to Search for Exotic physics”
(GNOME) [140, 141]. The GNOME project is an international collaborative effort over
more than 10 institutes in Europe, North America, and Asia. The project successfully
finished a preliminary run in 2017 and is now in full scale operation.
Axion Dark Matter Search with IBS/CAPP.
By CAPP Copyright c© 2019 IBS/CAPP at KAIST
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Scope of the project
The project is to develop a state-of-art optical magnetometer system and operate it as local
station at CAPP for GNOME experiment. This enables the investigation of transient exotic
spin coupling through the network of optical magnetometer system. The scheme is based
on synchronous measurement of optical-magnetometer signals from several devices oper-
ating in magnetically shielded environments at distant locations separated by over 100 km
on Earth. Although a signature of such exotic couplings can be shown in the signal from
a single magnetometer already, it would be challenging to distinguish it from the noise.
By analyzing correlations between signals from multiple geographically separated mag-
netometers, it is not only possible to identify the exotic transient, but also to characterize
its nature. The ability of the network to probe presently unconstrained physics beyond the
Standard Model is examined by considering the spin coupling to stable topological defects
of axion-like field.
Implementation of the project
The initial focus at CAPP is to develop a high sensitivity optical magnetometer. The mag-
netometers for GNOME are optically pumped atomic magnetometers that measure the
spin-precession frequency of alkali atoms by observing the time-varying optical properties
of the alkali vapor with a probe laser beam. The target sensitivity and bandwidth of the
magnetometer are ∼ 100 fT/√Hz and ∼ 100 Hz. A self-oscillating magnetometer based
on nonlinear magneto-optical rotation using amplitude-modulated pump light and unmod-
ulated probe light (AM-NMOR) in 133Cs will be constructed and tested towards a goal of
the GNOME network.
Progress and results
Since we joined GNOME collaboration in 2016, CAPP has been developing a high-sensitive
optical magnetometer to run local station for GNOME network. We have designed Cs
based optical magnetometer for this purpose.
Development of an optical magnetometer: A high-sensitive optical magnetometer has
been developed at CAPP/IBS. This magnetometer
IBS/CAPP Station operation: Local Station for GNOME has been in operation at
CAPP since 2017
GNOME collaboration: CAPP has been actively involved in data analysis for GNOME
Significance
GNOME is the only experiment being able to investigate transient exotic spin coupling.
GNOME is especially sensitive to transient events of axion or axion-like field with mass
range below neV. None of experiment so far has attempted to look for axion or axion-like
particles in this ultralight mass range. GNOME is capable to search for other terrestrial
events such as Q-ball or axion clump that has been recently postulated in Astro-particle
physics.
4.1.0.2 GNOME project
Introduction
Most experimental Dark Matter (DM) searches aim at direct detection of some variety
of particles that feebly interact with ordinary baryonic matter such as Weakly Interacting
GLOBAL NETWORK OF OPTICAL MAGNETOMETERS FOR EXOTIC PHYSICS (GNOME) 115
 
6
Kraków
Berkeley
v
v
v
n
FIG. 3: The concept of the synchronized-magnetometer ar-
rangement. OMAGs located at globally separated locations
record signals with a time synchronization provided by the
GPS. By synchronously detecting and correlating magne-
tometer signals, transient events of global character may be
identified. In particular, correlating signals of at least four
devices enables detection of spatiotemporal character of the
event. Here, two devices located in Krako´w and Berkeley are
used to search for transient signals induced by crossing of a
DW of an axion-like field (surface at the upper left of the
figure). Blue arrows indicates the Earth velocity and veloc-
ity components with respect to the normal to the wall (red
arrow).
transient signals of astrophysical origin.
IV. EXPERIMENTAL APPARATUS
The concept of the experimental apparatus is shown
in Fig. 3. Both magnetometers use rubidium va-
pors as the magneto-optically active medium. In the
Krako´w magnetometer, the atomic vapor is contained
in a paraffin-coated evacuated cylindrical glass cell with
volume ≈ 3 cm3. The vapor cell is maintained at about
50◦C corresponding to an atomic density of roughly
1011 atoms/cm3. The relaxation rate of the atomic
ground state is 2π × 30 s−1, which yields a fundamen-
tal sensitivity δBf of ≈ 3 fT/
√
Hz (spin-projection lim-
ited) [42]. The second magnetometer (Berkeley) exploits
a microfabricated vapor cell [53] of a volume of 0.01 cm3
that is heated up to about 200◦C. Operation in the
spin-exchange relaxation free regime [54] allows elimina-
tion of relaxation due to spin-exchange collisions, one
of the main ground-state polarization-relaxation mech-
anisms. Application of the technique allows one to ob-
tain a ground-state relaxation rate of about 2π× 10 s−1,
which in combination with 3-4 orders of magnitude higher
density yields a similar sensitivity as for the other setup
(∼1 fT/√Hz) [39]. Both magnetometers are thus capable
of detecting a DW crossing and probing the parameter
space.
Both magnetometers are placed inside multilayer mag-
netic shields made of µ-metal with the innermost layer
made of ferrite [69]. The shields reduce external mag-
netic fields by a factor 106. Inside the shield atoms are
subjected to a stable, well-controlled magnetic field gen-
erated by a set of three-dimensional magnetic-field coils.
In the Krako´w magnetometer a field with a magnitude
of 10−7 T is applied, while at Berkeley the applied-field
magnitude is ≈ 5× 10−8 T.
The outputs of the magnetometers are acquired us-
ing custom-made devices based on Trimble Resolution-
T GPS (Global Positioning System) time receivers [55].
The data acquisition devices provides time markers sep-
arated by one second with a precision of about 80 ns
synchronized with a quartz clock built into the devices.
The acquisition devices can record simultaneously sig-
nals in four channels at a rate of 1000 samples/s. Each
one-second-long record is stored on a memory card with
a header containing information on time, measurement
condition, GPS-device warnings, etc. The records are
transmitted to a computer (via serial port) where they
are binned into groups of 10-1000 (typically 2-minute
long bins are generated). The data are stored with com-
puters located at the respective locations, and every 1-
2 hours the information is exchanged between Krako´w
and Berkeley using File Transfer Protocol (FTP). In this
manner, the complete set of data is accessible at both
locations.
V. RESULTS AND DATA ANALYSIS
Figure 4 presents magnetometer signals measured syn-
chronously at two locations (Berkeley, California, USA
and Krako´w, Poland) over a period of about 1.5 hours.
The long-term drift of the Krako´w magnetometer is most
likely attributable to instability of the laser frequency,
which, in the particular arrangement, mimic magnetic-
field changes. This problem will be addressed in the fu-
ture by implementation of laser-stabilization techniques.
At the same time, the drift of the Berkeley magnetometer
is most likely induced by the instability of the magnetic
field inside the shield and/or imperfections in shielding
external fields. These drifts may be limited by either ac-
tive compensation of external magnetic fields or by corre-
lating magnetometer signal with readout of sensors situ-
ated outside the shield, e.g., magnetometers, thermome-
ters, etc. The Berkeley magnetometer also exhibits short-
duration (<∼ 4 ms) spikes of relatively large amplitudes.
Auxiliary tests verified that these noise spikes originated
from electronic pick-up, a problem that will be addressed
in the future.
In many respects, the identification of a DW-crossing
event using the GNOME is similar to searches for
gravitational-wave bursts with a system of long-baseline
laser interferometers such as the Laser Interferometer
Gravitational Wave Observatory (LIGO), the Virgo de-
tector, GEO 600, and TAMA 300 [56]. Both types of
OMAG2
OMAG1
Figure 4.1: Concept of the synchronized magnetometer arrangement. Optical m gnetome-
ters located at globally separated loca ions record sign ls with time synchronization pro-
vided by GPS. Transient events of global character can be identified by synchronous de-
tection and correlation of magnetometer signals
Massive Particles (WIMPs) or axions. However, all these dark matter searches so far have
produced only upper limits on the interaction strength between DM and ordinary matter so
far. If DM consists of light axions r axion-like particle , it behaves more like a coherent
field than a collection of uncorrelated particles. The axion field may oscillate at a specific
frequency because the vacuum nergy of the xion field is non-zero and hence t would not
produce static effects on matter. Such theory indicates that the non-zero vacuum energy
of axion fields may generate topological defects called axio domain walls. Remarkably,
axion models like, KSVZ and DFSZ, also predict the formation of such axion domain wall
in early Universe.
The Global Network of Optical Magnetometers to search for Exotic ph sic (GNOME)
is an experiment to search for transient events of axion domain walls based on this novel
scheme. If domain wall exists in our Universe, ne can image an exotic interaction be-
tween such axion domain walls and baryons rather than conventional ones. Especially
when Earth crosses boundaries between axio domain walls separating with different vac-
uum expectation values of axion fields, a torque could be exerted on leptonic or baryonic
spins. Therefore, such domain wall crossing events are possible to detect with state-of-art
optical magnetometers. It is because optical magnetometry presently offers the possibility
of the most sensitive magnetic-field measurements among all magnetometric techniques.
The intrinsic sensitivity of optical magnetometers to spin dynamics would enable us to in-
vestigate of other types of interactions to the spin including non-magnetic ones especially
the density fluctuation of vacuum expectation values for axion fields in this case.
Since such events could be very rare as well as fleeting, the major issue for detecting
such events would be the isolation of signals induced from such domain wall crossing
events from any other signals generated by environmental noise. A veto of other effects in
optical magnetometers bring us into new approach of experiments: measurements of high
precision optical magnetometer signals from multiple stations around the Earth [142].
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Experimental approach
The project at CAPP for GNOME is to develop a state-of-art optical magnetometer sys-
tem and operate it as a local station in GNOME network. This enables the investigation
of transient exotic spin coupling through the network of optical magnetometer system.
The scheme is based on synchronous measurement of optical-magnetometer signals from
several devices operating in magnetically shielded environments.
The GNOME consists of more than 10 dedicated atomic magnetometers located at ge-
ographically separated stations on the Earth. The target magnetometric sensitivity and
bandwidth of each GNOME sensor are generally anticipated to be better than∼ 1fT/√Hz
over a bandwidth on the order of 100 Hz, targets achievable with existing state-of-the-
art atomic magnetometers. Each magnetometer is located within a multi-layer magnetic
shield to reduce the influence of magnetic noise and perturbations. Even with shielding
and co-magnetometry techniques, there will inevitably be some level of transient signals
and noise associated with the local environment (and possibly with global effects like the
solar wind, changes to the Earth’s magnetic field, etc.). Therefore, each GNOME sensor
uses auxiliary magnetometers and other sensors (such as accelerometers and gyroscopes)
to measure relevant environmental conditions, allowing for exclusion/vetoing of data with
known issues.
The signals from the GNOME sensors are recorded with accurate timing provided by the
global positioning system (GPS) using a custom GPS-disciplined data acquisition system
and will have a characteristic temporal resolution of ≤ 10 ms (determined by the magne-
tometer bandwidth), enabling resolution of events that propagate at the speed of light (or
slower) across the Earth. Because of the broad geographical distribution of sensors, the
GNOME should in principle be able to achieve good spatial resolution, acting as an exotic
physics ”telescope” with a baseline comparable to the diameter of the Earth.
If one assumes the axion domain walls are the predominant contribution to the cold
dark matter, the domain wall may have a quasi-Maxwellian velocity distribution in the
galactic reference frame with characteristic virial velocity v ≈ 10−3c where c is the speed
of light. We assume the rate of encounter with domain wall to be larger than at least once
per year to make the experiment feasible. In that case, the accessible parameter space is
L ≤ 10−3ly. The thickness of the such domain wall is assumed as to be on the order
of Compton wavelength as d ≈ 2~mac ≈ 400m × 1neVmac2 . From it, one can estimate the
duration of the transient signal as τ ≈ dv ≈ 1ms × 1neVmac2 . If the bandwidth of GNOME
magnetometer is set to be ∼ 100Hz, it is sensitive to the axion mass ma ≤ 0.1neV.
The coupling of the pseudoscalar field gradient to the atomic spin S of particle i can be
expressed through the interaction Hamiltonian asHa = ~cfi S ·∇a(r), where S is in the unit
of ~ and the fi is a coupling constant for the considered particle i. This leads to estimates
for the energy shift or torques experienced by the spins of fermion i which is induced from
the interaction with axion domain wall as ∆E(i) ≈ ~c24fi
√
ρDMmaL.
The more sensitive a GNOME magnetometer is to torque or energy shift, the larger
the value of fi that can be probed. From the basic concept of GNOME, one can estimate
characteristics and potential sensitivity for the domain wall search with GNOME. First,
the sensitivity of GNOME magnetometer, δB, can be interpreted as energy sensitivity via
δE = gFµBδB, where gF is gF the Lande factor and µB is the Bohr magneton. With
gF = 1/3, energy shift becomes δE ≈ 10−18eV/
√
Hz × δE
100fT/
√
Hz
. The actual energy
uncertainty scales with the square root of the duration of signal, which in turn is inversely
proportional to ma as follow: ∆E ≈ 10−18eV × δB100fT/√Hz ×
√
mac2
10−12eV , where the
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parameterization of the mass relative to 10−12eV corresponding to the signal duration
∼ 1s. Figure 4.2 shows the parameter space that can be probed with various sensitivity of
OMAGs that currently used in GNOME.
In principle, the parameters of the model can be constrained with a single magnetometer.
A particular problem for a search carried out with a single OMAG is the appearance of brief
spikes in the OMAG signal related to technical noise or abrupt magnetic field changes. In
a single device, rejection of these false-positive signals is difficult. At the same time,
coindent measurements between two or more instruments are helpful in rejecting such
signals. They also provide consistency checks, since a signal would be expected to exist in
all instruments whereas environmentally induced events are not typically correlated in the
time window required for coincidence. Furthermore, information about a putative event
such as its impinging direction can be determined by triangulation if several instruments
(at least four) are taking data simultaneously. These features clearly show that synchronous
operation of multiple synchronized, geographically separated OMAGs within the proposed
global network may facilitate searches for such transient signals of astrophysical origin.
Project progress and results
Development of an optical magnetometer The optical magnetometer in the IBS/CAPP
is a cesium (Cs) atomic amplitude-modulated nonlinear magneto-optical rotation (AM
NMOR) magnetometer with a single laser beam source from external cavity diode laser
(ECDL). Figure 4.4 show the diagram of our magnetometer setup. This magnetometer is
installed in the basement room C001, Creation Hall at KAIST Munji Campus, Daejeon,
South Korea. Cesium vapor cells are used for the main magnetometer in this setup. Ce-
sium is an alkali metal with a single valence electron. And the D2 transition of cesium was
chosen as the main pumping line for the laser. The Cesium atomic magnetometer using
single beam NMOR configuration with modulated pump beam has been installed and char-
acterized. The sensitivity is achieved as∼ 100fT/√Hz and the bandwidth are measured as
∼ 75 Hz. Figure 4.5 shows the measured sensitivity and bandwidth of the magnetometer.
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Figure 4.2: Parameter space of the axion-like field with a domain structure that can be
probed with the GNOME for various DW energy densities. The vertical line at 10−10eV is
set by the bandwidth of the measurements. The horizontal line at 109eV corresponds to the
lower bound on electron, neutron, and proton decay constants. The lines/shades correspond
to the demonstrated sensitivity of the devices δE and a measurement bandwidth of 100 Hz.
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Figure 4.3: Map of local stations in GNOME network. Green light represents on stage
status and Red light represents off stage status of each station
Figure 4.4: Diagram of the optical magnetometer setup at CAPP/IBS
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Figure 4.5: Measured sensitivity (a) and bandwidth (b) of the optical magnetometer
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The magnetometer cell is placed in the four layers of cylindrical µ-metal magnetic
shield (Twinleaf MS-2). The DC shielding factor has been measured by at the center of the
shield. The remaining residual field can be compensated by internal magnetic field gener-
ation coils. An external cavity diode laser (ECDL) source (MOGLabs ECD004) has been
used to pump and probe cesium atoms. The diode generates continuous wave (CW) laser,
whose frequency is tuned to cesium D2 transition about 852 nm. The laser frequency is sta-
bilized using by DAVLL to the F = 4→ F′= 5 hyperfine transition. The laser generation
and frequency lock are controlled by the laser diode controller (MOGLabs DLC202).
The laser beam is split to two beams for orthogonal pump/probe beam configuration.
Each beam is polarized by wave plates. The pump beam is polarized to circular by the
quarter-wave plate and probe beam is polarized to linear by the half-wave plate. The pump
beam intensity is modulated by the acousto-optic modulator (AOM, AAOptoelectronic
MT80- A1,5-IR). The RF synthesizer (MOGLabs XRF421) provides 80 MHz RF signal
to the AOM and this RF signal is modulated to the Larmor frequency with 50% of duty
cycle. The Larmor frequency is referred from a waveform generator (Keysight 33250A). A
polarization rotation of the probe beam is detected by the balanced photodetector (Thorlabs
PDB210A). The rotated phase signal from the balanced photodetector is oscillating around
at the Larmor frequency. This signal is passing band-pass filter from 1 kHz to 3 kHz (SRS
SR560 Low-noise pre-amplifier), then measured signal strength by the lock-in amplifier
(LIA, SR865 Lock-in amplifier).
Four RF channels are monitored to trigger environmental noise from the lock-in sig-
nals. Including two outputs of the LIA, laser locking error signal and laser intensity are
connected to the specially designed unit called the sanity box. In addition, the sanity box
also has temperature and magnetometer channels, so it records external environment to
veto local noise fluctuation. The lock-in signals X, Y and the sanity channel are connected
to the customized data acquisition hardware called the GPS box (DM Technologies GDL
110). This box is connected to a GPS antenna (Trimble Bullet III) placed at the rooftop
of Creation Hall. The acquired data is digitized by 512 Hz with GPS timestamp. These
data are stored in the local personal computer (PC) and sent to the GNOME data server at
Mainz, Germany.
Domain wall signal parameters estimation CAPP team in the GNOME collaboration is
developing data analysis tools for analyzing concurrent time-series data from each station.
Three tools are mainly in progress in GNOME data analysis; Excess Power Search, Coinci-
dence Search, and Coherence Analysis. The Excess Power Search is to detect burst signals
of unknown waveform by dividing both time and frequency to tiny tiles. The Coincidence
Search is looking for time windows such that most of magnetometers have burst signal.
The Coherent Analysis is testing consistent of detected signals with single values of do-
main wall parameters. The Coincidence Search may lose a signal of scalar magnetometer
due to its sensitive axis. This can be complemented with the Coherent Analysis. There-
fore, the Coherent Analysis should be done after the Coincidence Search or Excess Power
Search. Both Coincidence Search and Coherent Analysis may be tested at the same time if
a reliable physics model for the interaction of axion domain wall can be built theoretically.
It means that multiple time series data from magnetometer stations can be generated by
arbitrary domain wall parameters through the physics model. Then the time series data
from real magnetometer stations can be compared with the data generated from plausible
domain wall model parameters. This method is based on a physics model of axion domain
wall interaction and will be a strong method to estimate domain wall parameters from given
simulated multiple time series data from the model.
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Effective approximation of axion electromagnetic field interaction CAPP team is also
developing concepts for new type of experiment to search for axion and axion domain
wall. The theoretical basis of this idea has been in development in our center based on
effective approximation of Maxwell’s equations that include axion-electromagnetic field
interaction. The modified Maxwell’s equations developed at CAPP has been submitted
for being published. This new model provides broader scope in axion interaction and it
enables us to look for axion from new kind of experiments. For example, with allowing
the gradient of axion field, one can estimate a formation of charged domain-wall from
the modified Maxwell’s equations. It provides an idea for the network of haloscope to
detect such charged domain wall structure. This idea shares many features with GNOME.
We are also in design an experiment with Fabry-Perot type optical cavity that can scan
broad range of axion mass by adjusting the distance between two mirrors. Unlike other
haloscope searches, the electromagnetic field is sourced from high-finesse laser. Therefore,
this experiment can explore for axion from a table-top setup.
Summary and prospect
A new experiment for axion search enables investigations of transient exotic spin cou-
plings. It is based on synchronous operation of globally separated optical magnetometers
enclosed inside magnetic shields. Correlation of magnetometers’ readouts enables filtering
local signals induced by environmental and/or technical noise. Moreover, application of
vetoing techniques, e.g., via correlation of optical magnetometer readouts with signals de-
tected with non optical magnetic-field sensors, enables suppression of influence of global
disturbances of magnetic origins, such as solar wind, fluctuation of the Earth’s magnetic
field, on the operation of the magnetometers. In such an arrangement, the network be-
comes primarily sensitive to spin coupling of non-magnetic origins, thus it may be used
for searches of physics beyond the Standard Model. A specific example of such searches
was discussed here by considering coupling of atomic spins to domain walls of axion-
like fields. It was demonstrated that with modern state-of-the-art optical magnetometers
probing a significant region of currently unconstrained space of parameters of the fields is
feasible.
4.2 Axion Resonant Interaction Detection Experiment
(ARIADNE)
4.2.0.1 Executive summary of the project
This section describes about Axion Resonant InterAction DetectioN Experiment (ARI-
ADNE).
Overview
Axions are CP-odd scalar particles appearing in many extensions of the Standard Model
[143],[144]. The well-motivated Peccei-Quinn (PQ) axion can explain the smallness of
the neutron electric dipole moment, and is also a promising Dark Matter candidate [145].
In addition, axions and axion-like particles could generate macroscopic P-odd and T-odd
spin-dependent interactions which can be sought in sensitive laboratory experiments [145].
Possible existence of such interactions has been postulated by many theories for decades.
New experiment to test axion induced spin-dependent interactions between nuclei at sub-
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millimeter ranges could be possible with magnetometer technique from a dense ensemble
of polarized species.
The scope of the project
This project is to develop a new magnetometry experiment to search for axion mediated
spin-dependent interactions between nuclei at sub-millimeter ranges. Such an interaction
would produce nuclear magnetic resonance (NMR) frequency as the distance between un-
polarized and polarized mass is modulated. The axion field originates from the nuclear
mass can act similarly to an equivalent magnetic field. This enables the investigation of
exotic interaction mediated by axion though the magnetometer system.
The implementation of the Project
The technique we employed is based on NMR detection of the anomalous magnetic field
sourced from matter. The experiment involves a segmented rotating cylindrical mass which
sources the axion field, and laser-polarized 3He nuclei which can resonantly sense the
effective axion ”magnetic field” from the rotating mass. The radius of each successive
segment of the cylinder is modulated in order to generate a time-varying potential at the
nuclear spin precession frequency, due to the difference in the axion-mediated interaction
as each section passes by the NMR sensor. Although there have been many experiments
based on a similar concept, they have never reached enough sensitivity to detect axion-
mediated force. Unlike in previous experiments, the key advantage is that by rotating
the mass so that the segments pass by the NMR medium at the resonant frequency, the
sensitivity is enhanced by the quality factor Q = ωT2.
Progress and results
Since CAPP joined ARIADNE collaboration in 2015, CAPP have focused to develop an
infrastructure for this experiment. It includes lab space environment suitable for optical
test to prepare this experiment. CAPP have also been developed 3He polarization system
mainly for this experiment. The 3He polarization system have finish the first test stage
with small optical test setup. Now we are developing a full scale setup for large quantity
optical pumping system. A list of progress in this project are following:
Development of an 3He optical pumping system: A full size 3He polarization system
with Metastability Exchange Optical Pumping (MEOP) method is under development
at CAPP/IBS
High Sensitivity SQUID development: SQUID magnetometer has been developed
with KRISS
Superconducting shield development: Nb superconducting magnetic shield has been
developed with sputtering method at CAPP
ARIADNE collaboration: CAPP has been actively involved in data analysis for ARI-
ADNE collaboration
Significance
This experiment has a potential to improve on axions bounds from all other previous and
current experiments and astrophysics by several orders of magnitude, and to probe deep
into the theoretically interesting regime for PQ (Peccei-Quinn) axion. With a new preci-
sion magnetometry method, we will be able to reach deep sensitivity limit that can verify
122 GLOBAL AXION RESEARCH
PQ axions. Otherwise it is possible to detect new type of interaction that can prove the
existence of such particles.
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4.2.0.2 ARIADNE Project
Introduction
Axions are CP-odd scalar particles appearing in many extensions of the Standard Mode
[143, 144]. Well-motivated Peccei-Quinn (PQ) axion can explain the smallness of the neu-
tron electric dipole moment (nEDM), and is also a promising dark matter candidate. Al-
lowed axion windows can be parameterized in terms of axion decay constant and mass. For
PQ axion, the mass and the decay constant are inversely related by ma ≈ 6×10−3eV
[
109GeV
fa
]
. Currently, the direct search for axion is the main objective of the current CAPP/IBS ex-
periment, involving axion to photon conversion in a resonant cavity. Interestingly enough,
axions and axion-like particles also generate macroscopic P-odd and T-odd spin-dependent
interactions that can be sought in sensitive laboratory experiments[145]. Axion mass de-
termines the range of short-range interactions between nuclei, set by Compton wavelength
λa =
~
mac
.
The tabletop experiment can measure the interaction between matter objects at short
range with precision magnetometry and it is a new way to search for axion-like particles.
This experiment employs high precision magnetometry in order to detect PQ axion. The
experiment involves a rotating non-magnetic mass to source the axion field, and a dense
ensemble of laser-polarized 3He nuclei to detect the axion field by NMR. The signal from
an axion field can be resonantly enhanced by properly modulating the axion potential at
the nuclear spin precession frequency. This experiment will be sensitive to axion mass
ranging between ∼ 10−2eV and ∼ 10−5eV for PQ axions. This range corresponds to the
interaction distance between unpolarized and polarized masses in 30µm ∼ 30mm range.
This proposed experiment is called Axion Resonant InterAction DetectionN Experiment
(ARIADNE).
In ARIADNE, pseudo magnetic field from the spin-dependent interaction will be res-
onantly enhanced by employing a rotating mass with grooves, effectively generating a
distance difference between the source mass and 3He. We aim at investigating axion
mass range of 10−2 to 10−5eV, which is largely complementary to the reach of current
CAPP/IBS axion experiment with resonant cavities. This tabletop experiment can exceed
present constraints on spin-dependent short-range forces by up to 8 orders of magnitude,
and can improve on the combined laboratory/astrophysical limits by a factor of in the
prime axion range of fa = 109 ∼ 1012GeV, probing deep into the theoretically interesting
regime for PQ axion [146, 147, 148, 149].
This experiment is especially relevant, as there have been no experiments that could
probe the range fa = 109 ∼ 1012GeV (Fig. 4.6). The main difference between ARI-
ADNE and other direct axion searches is that it is still sensitive to axions even if they do
not make up dark matter, as axion field is actually sourced by the local ensemble of nu-
clei. In addition, unlike any other axion haloscope experiments, this experiment does not
necessarily scan over a wide axion mass range.
Experimental approach
ARIADNE involves a segmented rotating cylinder mass that sources axion field, and a
laser polarized NMR sample that can resonantly sense the effective axion magnetic field
from the rotating mass. The radius of each segment of the cylinder is modulated in order
to generate a time-varying potential at the nuclear spin precession frequency, due to the
difference in the axion-mediated interaction as each segment passes by NMR sensor. The
conceptual design of the system is shown in Fig. 4.7.
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Figure 4.6: Allowed axion window can be parameterized in terms of axion decay constant
fa and mass ma. ARIADNE experiment is sensitive to fa = 109 ∼ 1012GeV
Figure 4.7: Conceptual design of ARIADNE experiment
In presence of an axion-mediated interaction between the rotating mass and the NMR
sample, nuclear spins in the hyperpolarized sample will resonantly precess off the axis
of polarization. Superconducting QUantum Interference Device (SQUID) can detect any
change in magnetization due to the interaction. Interaction energy between particles due
to monopole-dipole axion exchange as a function of distance is [150]
Usp(r) =
~gsgp
8pimf
(
1
rλa
+
1
r2
)
e−
r
λa (σˆ · rˆ) , (4.1)
where mf is fermion mass. For the PQ axion gs and gp are directly correlated to the axion
mass as they are fixed by the axion decay constant fa.
6× 10−27
(
109GeV
fa
)
< gs < 10
−21
(
109GeV
fa
)
,
gp =
Cfmf
fa
= Cf10
−9
( mf
1GeV
)(109GeV
fa
)
. (4.2)
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The scalar coupling gs of the PQ axion is indirectly constrained from above by the
EDM searches and the lower bound is set by the amount of CP violation in the Standard
Model. In the PQ axion coupling to spin, Cf is a model dependent constant. If we write
this interaction in Eq. 4.1 using axion potential Vas (r) as
Usp(r) = −~∇Vas(r) · σˆ2 (4.3)
where Vas(r) =
~gsgp
8pimf
(
e−
r
λ
r
)
is for monopole-dipole interaction. Axion generated poten-
tial by an unpolarized mass acts on a nearby fermion just like an effective magnetic field,
and it can be expressed as
−→
B eff =
2~∇Va(r)
~γf
(4.4)
where γf is fermion’s gyromagnetic ratio.
However, the effective magnetic field is different from standard magnetic field. Since
it couples to the spin of the particle, it is independent of the fermion’s magnetic moment.
It also does not couple to ordinary angular moment or charge. This magnetic field is
not subject to the Maxwell equations. Therefore, magnetic shielding does not screen the
effective magnetic field generated from the axion exchange. Hence, a superconducting
magnetic shield, should be placed between the source mass and the detector to minimize
the background electromagnetic noise.
A spin polarized nucleus near the rotating segmented cylinder with radiusR will feel an
effective magnetic field of approximatelyBeff ≈ 1~γN∇Va(r)(1+cos(nωrott)), where γN
is the nuclear gyromagnetic ratio and n is the number of segments, for sample thickness of
order λ. ~Beff is parallel to the radius of the cylinder.
From the Bloch equation, an NMR sample with net polarization Mz parallel to the axis
of the cylinder will develop a time-varying perpendicular magnetization Mx in response to
the resonant effective axion field ~Beff given by
Mx(t) ≈ 1
2
nspµNγNBeffT2
(
e−t/T1 − e−t/T2
)
cos(ωt) (4.5)
where p is the polarization fraction, ns is the spin density in the sample, and µN is the
nuclear magnetic moment. Mx(t) grows linearly until t ∼ T2 , the transverse relaxation
time, and then decay at the longer relaxation time T1 . Mx(t) can be detected by a SQUID
with its pickup coil oriented radially. The SQUID detects the changing magnetization of
the sample, not the axion field directly as it is not a real magnetic field.
A fundamental limitation of this technique comes from the transverse noise in the sam-
ple itself as
√
MN
2 =
√
~γnµ3HeT2
2V and the minimum transverse magnetic resonant field
is sensitive to
Bmin ≈ p−1
√
2~b
nsµ3HeγV T2
= 3× 10−19T×
(
1
p
)√(
b
1Hz
)(
1mm3
V
)(
10−21cm−3
ns
)(
1000s
T2
)
(4.6)
where V is the volume of the sample, γ is the gyromagnetic ratio for 3He = (2pi) ×
32.4MHz/T, b is the measurement bandwidth, and µ3He = −2.12 × µn, where is the
nuclear Bohr magneton.
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The projected reach from Eq. 4.6 is shown in Fig. 4.8. This shows where the tremen-
dous boost in the sensitivity is: (a) the resonant enhancement of the signal improves the
sensitivity due to an effective quality factor Q = ωT2, (b) large number of nuclei nsV , (c)
long coherent time and high polarization rate of 3He.
Comparison with haloscope experiments
Axion haloscope experiments at CAPP or other institutes such as CULTASK and ADMX
are all based on resonant axion-to-photon conversion in a background magnetic field in a
microwave cavity. The cavity is tuned so that its resonant frequency matches the axion field
resonance frequency which is determined by the axion mass. The relevant coupling that
is probed is gaγγ describing the axion coupling to two photons. This experiment senses a
complementary coupling, namely the axion scalar-dipole coupling between nucleons. The
axion haloscope experiment may be able to detect cosmic axions with fa in a band that
overlaps with part of the allowed dark matter window around fa = 3× 1011 ∼ 3× 1012,
corresponding to masses of 2× 10−6 ∼ 2× 10−5eV.
There is also another important difference in this experiment from other haloscope ex-
periments. This experiment does not depend on whether or not the axion is Dark Matter. In
fact, there could be cosmological scenarios of late entropy production, for example where
the axion is not dark matter, even in the region where haloscope experiments are sensitive.
So, in reality all axion haloscope experiments can do is exclude the axion as a Dark Matter
candidate and not necessarily from the PQ theory. In our case, the result does not care
Astrophysical and Experimental Bounds
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Figure 4.8: Projected reach for monopole-dipole axion mediated interactions. The band
bounded by the red (dark) solid line and dashed line denotes the limit set by transverse
magnetization noise for this setup, with T2 ranging from 1 to 1000 s. The total integration
time is 106 sec. The shaded band is the parameter space for the PQ axion. Experimental
as well as combined experimental and astrophysical bounds are also presented near the
sample, and the resonant frequency of NMR sample. Superconducting shields screen the
NMR sample from source mass
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about the cosmological evolution of the axion field. In addition, since it is probing a differ-
ent coupling than the one in CAPP cavity experiment, this proposal should be considered
as a truly complementary experiment to CAPP’s axion search with resonant cavities. The
allowed axion window is shown in Fig. 4.8.
Design concept
Experimental setup Three fused quartz vessels containing hyperpolarized 3He will serve
as resonant magnetic field sensors. Three such sensors will be used to cancel common-
mode noise and to search for appropriate correlations between their signals. A SQUID
pickup coil will sense the magnetization in each of the samples. The inside of the quartz
containers will be polished to a spheroidal shape, of internal dimensions 10 mm×3 mm×
150µm . The spheroidal shape will allow the magnetization to remain relatively constant
throughout the sample volume. Such a shape can be fabricated by fusing together two
pieces of quartz after polishing a hemi-spheroidal cavity in each piece.
The internal magnetic field remains constant in a spheroidal geometry regardless of the
magnetization direction, so is insensitive to small misalignments of the polarization with
the principal axes. The quartz sample container will be affixed to a larger quartz block,
which will be sputter coated with a 10µm layer of Niobium and 200 nm of Ti/Cu. The Cu
will be electroplated with of Gold as a blackbody reflector. The dimensions of the outer
block will be chosen to minimize the effect of the magnetic gradients at the sample location
due to the Meissner image currents in the superconducting walls (see Fig. 4.9).
The use of superconducting shielding (as opposed to e.g. µ-metal shielding) is essential
to mitigate magnetic field noise from thermal currents (i.e. Johnson noise) in ordinary
conducting materials. A stretched copper radiation shield foil of dimensions 25µm by
1cm×1cm will be inserted between the rotating mass and the quartz block. The foil will be
supported by larger copper-coated tungsten blocks affixed to the cold plate of the cryostat.
pickup coil 
source mass 
Spin speed pattern 
Rotation index 
sample 
chamber 
Nb/Gold coated 
Quartz block 
Cu foil  
radiation shield 
Cu block 
Figure 4.9: Illustration of proposed setup. (Right) A source mass consisting of a segmented
cylinder with 11 sections is rotated around its axis of symmetry at a fixed frequency ωrot,
which results in a resonance between the frequency ω = 10ωrot at which the segments
pass near the sample and the resonant frequency 2~µN · ~Bext/~ of the NMR sample. The
NMR sample has an oblate spheroidal geometry to minimize magnetic gradients while
allowing close proximity to the mass. Superconducting films shield the NMR sample from
background fluctuating magnetic fields associated with the external environment and the
rotating source mass. (Left) Cross sectional view from top of region near mass and detector.
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These tungsten blocks will be joined together at a central support point to minimize effects
from the thermal contraction of the copper base plate. The vessel wall thickness is limited
to 75µm on the side that attaches to the shield to allow close proximity to the source mass.
The rotating source mass will consist of a segmented cylindrical shell with segments
of varying thickness. We will construct a cylindrical shell of length 1cm, thickness 4mm,
and outer diameter 3.8cm divided into 20 sections of length 5.4mm. The radius of each
section is modulated by approximately 200µm in order to generate a time-varying potential
at frequency ω = 10ωrot, due to the difference in the axion-mediated interaction as each
section passes by the sensor. To decouple mechanical vibration from the signal of interest,
ωrot is chosen to be 10 times lower than ω. The shell will be connected to spokes and
the rotation stage by a tungsten rod. The wobble of the mass will be measured using fiber
coupled laser interferometers and counterweights will be applied as necessary to maintain
the wobble below 0.003cm at the outer radius.
The samples will be housed in a liquid Helium cryostat. The separation between the
rotating mass and quartz cell will be designed to be 75µm at cryogenic temperature. Upon
thermal contraction, the tungsten mass will decrease in radius by approximately 16µm and
the radius of the copper base plate at the point where the quartz is contacted will contract
by approximately 60µm. The room-temperature separation between the mass and quartz
samples will be larger to account for this thermal contraction. Finite element modeling will
be performed to aid in a final design which accounts for thermal contraction. It is unnec-
essary that the source mass itself remains cryogenic, however the superconducting shield
needs to below the superconducting transition temperature. The shield can be thermally
anchored to copper to allow sufficient thermal conduction. If ωrot/2pi = 10Hz and ω/2pi
is 100Hz, then the net Bext needed at the sample is of order 30 mG. Bext is the sum of the
internal magnetic field of the sample, which is roughly 0.2 Gauss for 2×1021cm3 density
of 3He, and a field generated by superconducting coils.
In such a field, SQUID can operate neat its optimal sensitivity of 1.5fT/
√
Hz. We
expect the current in the coils needs to be maintained constant at low frequencies to within
∼ 10ppm (1000s/T2 ). A triple-layer of µ-metal shield will enclose the cryostat while the
superconducting shields are cooled through the superconducting phase transition. The total
DC magnetic field should be kept below 10−7T during this process to avoid ”freezing-in”
flux.
The rotation of the cylinder can be accomplished by an in-vacuum piezoelectric trans-
ducer. Commercial solutions for ultrasonic or direct drive fast (3Hz) compact rotation
stages that are both vacuum compatible and cryogenic are not readily available. Therefore,
the rotational mechanism will need to be maintained at a higher temperature (−30C◦) than
the surrounding components. This will be achieved with heaters and heat-shielding. For a
design such as this, the expected heat load can be estimated to be approximately 1 W. Di-
rect drive stages offer faster rotation rates (up to 25 Hz) with the caveat that local magnetic
fields are larger.
These can be attenuated with additional µ-metal shielding (which lies well outside of
the superconducting coating on the quartz sample vessels). Both approaches (direct and
ultrasonic PZT) will be tested with regard to vibration, wobble, and stray magnetic fields,
and the optimum approach will be chosen for the final cryostat design. The rotational speed
must be kept constant, so that resonance between the Larmor frequency and rotational
frequency can be maintained. The velocity stability for direct drive stage has been specified
to better than 0.01% for a complete rotation at frequencies between . This allows sample
to remain on resonance to utilize in excess of 100 s.
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The top surface of the cylindrical mass shell will be patterned with a periodic reflective
metallic coating deposited by electron beam evaporation through a shadow-mask. The spin
speed can be determined by sensing this reflectivity modulation using a laser bounced from
the top surface of the cylinder. An index mark will allow the determination of the phase of
the cylinder rotation, for correlation with the spin precession in the sample. The mechan-
ical wobble of the cylinder can be assessed by measuring light reflected from the top and
bottom surfaces onto quadrant photodetectors or using fiber-coupled laser interferometers.
The hyper-polarized 3He gas can be prepared by metastability exchange optical pump-
ing (MEOP). MEOP is especially well-suited to the needs of this experiment: it can po-
larize 3He at total pressures of a few mbar in an arbitrary mixture of 3He and 4He. The
MEOP polarized 3He compression system can deliver polarized 3He gas at pressures from
∼ 1 mbar to ∼ 0.1 bar at room temperature and can, therefore, be used to conduct higher
temperature tests in the same pressure regime that the 4K cryogenic cell will operate in. A
manifold will be designed to deliver the gas from the polarization region into the sample
area, and then to recirculate it for subsequent experimental cycles. The low spin relaxation
valve technology may be needed both at room temperature and at low temperature.
The temperature gradient of the Pyrex tubing connecting the optical pumping region to
the low temperature cell will be engineered to avoid the rapid spin relaxation which can
occur on glass in the 5 ∼ 30K region. The system must provide a spin density of 2× 1019
up to 2 × 1021cm−3 (the density of helium gas) just above 4.2 K. SQUID measurements
using 3He at densities similar to those we propose with even longer and relaxation times
have been performed previously in co-magnetometer experiments searching for longer-
range monopole-dipole forces and Lorentz/CPT violation. We expect a 3He polarization
fraction near 0.5 based on the very extensive experience documented by the Paris group
in their decades of work on NMR studies of polarized 3He and 3He/4He gas and liquid
mixtures from ∼ mK temperatures to 4.2 K.
The source mass assembly and rotation mechanism will be inserted into the region en-
closed by the magnetic shield. The superconducting shields will be cooled in low magnetic
field to avoid trapped flux. The sample will be polarized in the vertical direction, and a
field will be applied using superconducting coils to set the required Larmor frequency at
approximately 30 ∼ 100Hz . The source mass will be rotated, such that the segments of
the cylinder pass by the NMR sample at the Larmor frequency to induce spin precession in
each sample, which will be detected via a SQUID pickup coil. A measurement will occur
for a time T2. At this point the gas will be extracted from the chamber and repolarized and
the measurement will be repeated. Measurements will be averaged together and correla-
tions between the signals in the detectors and the phase of the rotating source mass will be
analyzed.
Sensitivity In Fig. 4.8, we present the reach of the setup assuming a total integration
time of for 106 s a monopole-dipole axion mediated interaction for both T2 = 1 s and
1000 s. The limitation is due to noise indicated in Eq. 4.6, which lies significantly above
the SQUID sensitivity. We estimate a minimum field sensitivity of Bmin = 3 × 10−19 T
for T2 = 1000 s in this setup. For example, with Beff = 3× 10−19 T at 100 Hz, the signal
at the SQUID due to Mx will be ∼ 10−15 to 10−12 T for T2 = 1 to 1000 s , respectively.
Finally, we draw curves for the PQ axion parameter space assuming Cf = 1 as well as the
current astrophysical and experimental bounds or a combination thereof. Not only does
the proposed setup compete with astrophysical bounds, but it probes a large part of the
traditional axion window of 109 GeV < fa < 1012 GeV .
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Project progress and results
Development of an 3He polarization system The main component of 3He magnetome-
ter system is a 3He polarization unit. It is designed to deliver at least of spin-polarized
3He gas in measurement cell during every measurement cycle. 3He polarization unit has
been specially designed to fulfill the needs of CAPP/IBS experiment. Working principle
of the polarized unit is as follow. First, 3He from a high-pressure reservoir is fed into the
polarizer’s gas system. To avoid complications in transport of polarized 3He, magnetic
field from the optical pumping unit to the measurement cell will be aligned in the same
vertical direction.
The pressure inside the system is controlled by a non-magnetic pressure sensor. Gas
will be purified by means of a getter-based purifier from SAES. After purification, 3He gas
is released through a specific non-magnetic valve into the optical pumping cells. Optical
pumping cells will consist of two quartz glass tubes, 1 m length and 50 mm diameter, with
vacuum tight anti-reflection-coated glass tube with fused silica windows at the ends.
CAPP is now developing a polarization setup to produce high density of hyperpolarized
3He gas at room temperature. It consists of two 1m long cells made of Pyrex glass that
contains 1 mbar pressure of 3He gas to be polarized. CAPP developed a prototype 3He
polarization setup and a large magnetic guide coil system for a full-size polarization setup
to produce high density of hyperpolarized 3He gas at room temperature. The prototype 3He
polarization consists of 5cm long cell made of Pyrex glass that contains 1 mbar pressure
of 3He gas to be polarized. CAPP successfully measured 3He polarization up to 33% and
longitudinal relaxation time T1 time up to 60 sec from the prototype setup as shown in
Fig. 4.10.
In the full-scale setup of 3He polarization, two 1m long Pyrex glass cells will be in-
stalled in the central region of the magnetic guide coil system and will polarize 3He gas up
to 40% of polarization rate. 3 m long magnetic guide coil system has been designed for
this purpose. The guide coil system consists of total eight sets of square coils. Each coil
has 1 m× 1 m dimensions of square shape and is designed to hold 1mm thick copper coil
up to 300 turns. The number of turn and the position of each coil were main variables in
the analytical study to create uniform magnetic field with strength up to 2 mT and 99.5%
of homogeneity along 1m distance from the center. The result from analytical study to set
the turn number and position of each coil was cross-checked with FEM simulation with
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Figure 4.10: (Left) Polarization up to 33% has been achieved with a test cell filled with
3He gas. (Right) T1 relaxation time after 3He is polarized.
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COMSOL. The real setup consists of eight set of Al frame to hold up to 250 turns of
copper wire, frame holders to locate the Al frame in the position and 3m long skeleton to
support all structures in position.
The magnetic field is controlled with total 4 set of power supply. Each of power supply
provide up to 5 A of current into two individual channels. Since all turn numbers are
assumed to provide 1 A of current, we simply multiplied current to 4 A to generated 13 G
of magnetic field. The homogeneity of magnetic field was, then, surveyed with a Gauss
meter in every 10cm position from the center to each end. Figure 4.11 shows (a) the guide
coil system (b) the measured magnetic field homogeneity comparing with the result from
FEM simulation.
After optical pumping, polarized 3He gas will be compressed in a compression unit with
a non-magnetic piston, and will be stored at ∼ 0.1atm pressure in a storage volume made
with GE180 glass. All units will be installed on three different sides of a triangular skeleton
post. Six sets of coils will be wound around the posts to provide a uniform magnetic field
while 3He gas is polarized and transported.
When a tungsten source mass having high nucleon density is rotating, a fictitious mag-
netic field is generated from the source mass and it generate spin dependent force to 3He
nucleus spins. Combined with the external field , which determines the Larmor frequency
of the 3He, the effect of is measured using the NMR technique. Since the force range is
short and weak. a sensitive SQUID magnetometer system is needed for detecting the NMR
signals with high precision.
High sensitivity SQUID development with KRISS For low-noise SQUID magnetome-
ter, CAPP has worked with KRISS for designing a magnetometer based on DC-SQUID
having low intrinsic noise. For proper damping of resonances in the SQUID loop, and flux
transformer, we added damping resistor in the SQUID loop, and resistor-capacitor circuit
in the input coil part. To eliminate the cross talk between pickup coil and 3He cell, external
feedback scheme was used, where the screening current is the flux transformer circuit is
nulled constantly. To remove trapped flux in the SQUID, thin film Pd heater is placed near
the SQUID.
Figure 4.11: (Left) The polarization up to 33% has been achieved with a test cell filled
with 3He gas. (Right) T1 relaxation time after 3He is polarized.
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Since the space for 3He cell and SQUID pickup loop should be heavily shielded us-
ing Nb superconductive shielding layer, the wiring snout from the shielding enclosure also
needs to be shielded using Nb tube of inner diameter. Pd thin film heater is placed near
the SQUID loop, and the SQUID loop is parallel connected to reduce the SQUID induc-
tance and to eliminate its response to uniform external field inside the Helmholtz field coil.
Figure 4.12 showed the SQUID magnetometer fabricated on quartz tube.
Characterization of the SQUID magnetometers were done with the magnetometers in-
side a magnetically shielded room (MSR) having 2 layer mu-metal and 1 layer aluminum.
The magnetometers are cooled by direct immersing into liquid He Dewar, made of non-
magnetic fiberglass reinforced plastic. The flux-voltage curve shows large modulation volt-
age (100µV) and quite steep flux-to-voltage transfer coefficient (about 1mV/Φ0), which
was possible with careful control of fabrication parameters to give near hysteretic region
of the SQUID operation.
The magnetic field noise of the magnetometer was about 4.5fTrms/
√
Hz at 100Hz, in-
cluding all the noise contributions from SQUID intrinsic noise, preamplifier input noise,
thermal noise of liquid He Dewar, thermal noise of the MSR, residual environmental mag-
netic noise and digital (analog-to-digital circuit) noise. Figure 4.13 showed the measured
magnetic flux limit of the SQUID. This prototype SQUID will be installed and tested in a
prototype experiment of ARIADNE at Indiana University some time in 2019.
Figure 4.12: Fabricated SQUID magnetometer. Assembled magnetometer fabricated on
quartz substrate and wired
Figure 4.13: Measured magnetic noise limit of SQUID.
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Collaboration with US institutes While participating in the proposed research, a team
of postdocs, graduate students, and undergraduate researchers will be broadly trained in
the techniques of experimental atomic physics, optical pumping, nuclear magnetic reso-
nance, low-temperature physics, micro-fabrication, magnetic shielding, vacuum systems,
and modeling. This will be valuable preparation for work in basic or applied research, ei-
ther in the U.S. or international work force or scientific community. An effort will be made
to recruit members of under-represented groups as students in the laboratory, including
women and minorities. Opportunities will exist for student involvement in an international
collaboration, allowing travel between Korea and the United States. The CAPP periodi-
cally work with students from Indiana University on the apparatus setup through KUSP
summer program.
Mofan Jang, Undergraduate, Indiana University, KUSP 2015
Inbum Lee, Graduate Student, Indiana University, KUSP 2016
Jooyun Woo, Graduate Student, Indiana University, KUSP 2017
Summary and prospect
A new experiment for axion search enables investigations of transient exotic spin cou-
plings. It is based on synchronous operation of globally separated optical magnetometers
enclosed inside magnetic shields. Correlation of magnetometers’ readouts enables filtering
local signals induced by environmental and/or technical noise. Moreover, application of
vetoing techniques, e.g., via correlation of optical- magnetometer readouts with signals de-
tected with non- optical magnetic-field sensors, enables suppression of influence of global
disturbances of magnetic origins, such as solar wind, fluctuation of the Earth’s magnetic
field, on the operation of the magnetometers. In such an arrangement, the network be-
comes primarily sensitive to spin coupling of non-magnetic origins, thus it may be used
for searches of physics beyond the Standard Model. A specific example of such searches
was discussed here by considering coupling of atomic spins to domain walls of axion-
like fields. It was demonstrated that with modern state-of-the-art optical magnetometers
probing a significant region of currently unconstrained space of parameters of the fields is
feasible.
4.3 Dark Matter Axion Haloscope Search with the CAST
Dipole Magnet at CERN (CAST-CAPP)
4.3.0.1 Introduction
Large dipole magnetic field developments are fueled by the need for larger accelerator
energies than currently existing at LHC of CERN, and IBS/CAPP is positioning itself to
take first advantage of those magnets. They provide a large B2V but the geometry is
different, so the frequency tuning technology needs to be developed. CAST-CAPP can be
considered as a successful prototype towards that direction.
Axion dark matter search is compelling over a large mass span, arguably in the 10−6 ∼
103 µeV range. Searches using microwave cavities immersed in high magnetic fields,
above 20 ∼ 30µeV, able to reach QCD sensitivity are particularly challenging both due to
the required high mechanical precision, and to their reduced volume. Alternative searches
using dielectric materials present even bigger challenges. Large bore magnets with high
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magnetic fields in the range of 20−30 T are an essential ingredient, and are within reach,
but it will still take a few years to be fully implemented in solenoid configuration and made
available for axion search, both in Korea and elsewhere.
Recent developments have successfully proven that multiple, tunable rectangular cav-
ities, conceived and built at CAPP, can be inserted and operated in large dipole magnets,
such as the 10 m long, 42 mm twin-bore, 9 T CAST superconducting magnet at CERN.
These existing resonators operate in the axion mass range 18∼23µeV. This has been the
focus of the CAST-CAPP project over the past three years.
It should be emphasized that this is the first time that tunable rectangular microwave
cavities for axion searches are built and operated. And also, the first time that a system of
multiple cavities is implemented, inserted, and operated in any magnet. Despite the com-
plicated configuration of this installation, we also demonstrated that multiple rectangular
cavities can be phase matched, thus optimizing sensitivity.
At CERN, dipole magnets are currently operating, with fields up to 15 T and large bore.
Dipole magnets with fields up to 20 T are being developed. If exploited, large dipoles offer
an immediate advantage compared to cylindrical geometry. The impact in the axion field
can be considerable, due to the large B2V offered by these magnets. We recall that the
power generated by an axion converting into a photon, inside a cavity of volume V , under
a magnetic field B, is proportional to B2V . The magnetic field intensity being equal,
volume ratios of existing dipole to solenoid magnet bore can be a factor of 4 to 30 larger.
For the year 2019, we propose to continue the development of the CAST-CAPP project
at CERN with the enhancement of the current setup, able to take data and deliver sensitivity
comparable to HAYSTAC. This requires a very modest investment, in the order of a few
tens of millions of KRW. We also propose to study multi-cell tunable rectangular cavities
able to operate in the range of 30 ∼ 40µeV, also requiring a very modest investment.
A sizable advantage of rectangular geometry compared to cylindrical geometry is the
lack of mode crossing. If a rectangular cavity tuning is properly chosen, higher modes
will not interfere, whereas in cylindrical geometry mode crossing is unavoidable, either
leaving gaps in the sensitivity, or forcing complicated tuning schemes that partially depend
on simulations.
This project has leveraged international resources involving top expertise at CERN and
Brookhaven National Laboratory (USA), at a fraction of the cost of other CAPP axion
projects, and has brought benefits back to CAPP, for instance the idea of a split cavity, now
widely used in our center.
4.3.0.2 Status of CAST-CAPP
Four tunable, 23×25×390 mm3 rectangular cavities, made of stainless steel electroplated
with ∼30µm of copper, have been installed inside the CAST magnet during the month of
July 2018 (Fig. 4.14). The full tuning range is ∼1 GHz from 4.5 GHz through 5.5 GHz,
corresponding to an axion mass range of 19−23µeV. The cavities are placed deep inside
the magnet bore, several meters from its entrance. Currently, two cavities (cavity 3 and 4)
can be immediately used for data taking and frequency scanning. The other two cavities
(cavity 1 and 2) were demonstrated to work properly immediately after their installation.
However, due to cabling issues developed after installation, access to the magnet is required
in order to recover their full functionality. This usually needs to be scheduled well ahead of
time, since the CAST magnet cooling cycle requires a few weeks involving CERN magnet
experts.
The all sapphire tuning mechanism of each cavity, of unique design, has been entirely
developed, and realized at CAPP (Fig. 4.15). It is composed of two long, parallel sapphire
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Figure 4.14: Typical cavity assembly.
plates activated by a single piezoelectric device through a locomotive mechanism, deliv-
ering a tuning resolution of better than 100 Hz, when operated in stable conditions. This
tuning device is mechanically robust and easily portable between cavities.
Figure 4.15: A half-cavity hosting the assembled sapphire tuner.
Figure 4.16 shows the tuner on its final assembly device. This original device is de-
signed to compensate and absorb all fabrication errors and insure smooth operations and
robustness of the tuner.
Figure 4.16: Sapphire tuner in its assembly device before heat treatment.
Provisions to compensate for the differential thermal expansion between sapphire and
stainless steel make these cavities able to sustain a liberal number of cooling cycles. The
quality factor of each cavity is reduced by ∼20% with the introduction of the tuner. The
unique combination of a split cavity and the all-sapphire tuner, has made possible safe
transportation, installation, and operation several meters inside the magnet bore. A deliv-
ery/locking/thermal anchoring/recovery system makes the system easily installable. This
device is partially shown in the right-hand side of Fig. 4.15.
In the following we show that all four cavities are properly working, the cabling is-
sue that developed inside the magnet has temporarily disabled two cavities. The proper
working of cavity 1 and cavity 2 is shown in Fig. 4.17.
Room temperature transmission measurements for cavities 2, 3, and 4 are shown in
Fig. 4.18. These measurements were taken on July 28, 2018.
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(a) (b)
Figure 4.17: Transmission spectra of cavity-1 (a) and cavity-2 (b) after installation. The
bottom part of both figures shows the transmission measurement with the amplifier turned
off. The top part shows both cavities tuned to two different frequency configurations (yel-
low and blue colors) by the piezo-actuator.
Figure 4.18: Cavity-2, 3, and 4 transmission measurements. Yellow trace (bottom): cavity-
2 at a fixed frequency. Blue and magenta traces: cavity-3 tuned to two different frequency
configurations. Green and yellow traces (top): cavity-4 tuned to two different configura-
tions.
Finally, in Fig. 4.19 we show one of the four cavities just before installation inside the
CAST magnet.
This has been a successful installation, despite the drawbacks of the two disconnected
cables that disabled the first cavity, and prevent the tuning of the second cavity. If compared
with the research proposal of 2017 at this time, the progress has been remarkable; the more
so if considered that it was realized with minimal and discontinuous human resources, and
a small investment, if compared to other CAPP projects. Each cavity assembly, particularly
the tuner, turned out to be robust and reliable. The circumstance that all four sapphire
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Figure 4.19: Cavity-1 attached to the insertion tool before installation, connected to the
delivery/recovery tool.
tuners would survive intact to multiple manipulations and travel over multiple flights was
not obvious.
Phase matching among cavities is important in order to optimize the sensitivity of a
multi-cavity assembly. Phase matching of a system of three cavities, inside the same
CAST magnet was demonstrated at room temperature, to ∼10%. The procedure is based
on adding appropriate delay lines to each cavity output, deduced from a combination of
broadband phase measurements of transmission signals with broadband phase/time domain
measurements of properly gated input reflection losses. The right-hand side of Fig. 4.20
shows a sample of these two types of measurements for one of the matched cavities, after
the three cavities were tuned to the same frequency, as seen on the left-hand side. This
is also a first in axion search. This installation should be regarded as a first phase whose
Figure 4.20: Demonstration of phase matching of three cavities (Sep 28, 2018).
purpose is to demonstrate that an axion search experiment is feasible with multiple, phase
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matched tunable cavities in a large dipole magnet. Data acquisition is now in the commis-
sioning phase.
4.3.0.3 Prospects
The projected sensitivity of the CAST CAPP project using four cavities is represented by
the pink bar bar of Fig. 4.21, compared to the recent measurement of HAYSTAC (mustard).
The plot shows the potential if more cavities are installed, similar to those already installed.
Figure 4.21: Projected sensitivity of the CAST-CAPP project.
We refrain from making any statements on a possible reach beyond 2019, since this plot
makes clear what the potential is, while our employment position and the available budget
are both undefined at the time when this report is generated.
More striking is how the accumulated experience with the CAST-CAPP project could be
applied in existing, higher field dipole magnets. By combining properly designed multiple
cavities (filters) and phase matching, with new tuning concepts, remarkable sensitivities
to axion masses ranging from 10µeV to 50µeV can be achieved. One such magnet is
Fresca2, a 15 T, 100 mm bore, 1.5 m long dipole magnet in operation at CERN since 2017.
The sensitivity plot of Fig. 4.22 shows the potential of an axion search experiment with
Fresca2, with the insertion of a cold finger at 50 mK, using quantum-noise limited ampli-
fiers.
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Figure 4.22: The projected sensitivity with the existing Fresca2 dipole magnet (pink band),
compared to all published data, and to the projected CAST-CAPP sensitivity (blue).
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