The unsupervised segmentation method proposed in the current study follows the evolutional ability of human vision to extrapolate significant structures in an image. In this work we adopt the perceptual grouping strategy by selecting the spectral clustering framework, which is known to capture perceptual organization features, as well as by developing similarity models according to Gestaltic laws of visual segregation. Our proposed framework applies but is not limited to the detection of cells and organelles in microscopic images and attempts to provide an effective alternative to presently dominating manual segmentation and tissue classification practice. The main theoretical contribution of our work resides in the formulation of robust similarity models which automatically adapt to the statistical structure of the biological domain and return optimal performance in pixel classification tasks under the wide variety of distributional assumptions.
Introduction
The most prominent challenge in the present state of the art in human-and computer-based visual inspection of micrographs is the complexity and variety of biological structures at the micro-and nano-scales.
The image characteristics of cellular and subcellular environments differ widely according to the organism, tissue type, anatomical sample preparation practices, staining protocols and not at least the applied imaging modality. A recent review on segmentation tools in electron tomography [2] emphasizes the need for more objective segmentation tools. Manual segmentation is the present clinical practice [17] and to illustrate the time complexity of this process we refer to the study published in [14] . Here, the authors report that image acquisition and the interpretation of the complete Golgi ribbon required approximately 9 months of manual segmentation followed by ∼ 3 months of additional editing for detailed analysis. Noske et al. in [16] report a considerable throughput improvement as compared to the previous study and remark that by using a manual segmentation software IMOD [13] they were able to mark-up all of the mitochondria in less than 15 hours.
A highly active research direction towards the automation pursuit in biological image analysis constitutes statistical machine learning within the class of semi-supervised methods [25] . The guiding idea behind these approaches is that given manually labeled images, the goal is to learn models that can identify novel instances of the regions in test datasets [15] . Within this field, a commercial software package to support the automatic segmentation of subcellular structures such as mitochondria, for example, is yet to become available and up to date only a few applied solutions have been reported. Due to their central role in cellular bioenergetics, apoptosis and autophagy, identification and classification of mitochondria is an area of increasing biomedical importance. Narasimha et al. in [15] , for example, propose an automatic texton-based joint classification and segmentation of mitochondria by utilizing k-nearest neighbor (k-NN) classifier, support vector machines (SVMs), adaptive boosting (AdaBoost) and histogram matching. Another texture-based approach is reported in [23] where authors consider the detection of mitochondria in TEM images of brain tissue and apply the Gentle-Boost classifier. A timely review of training-based pattern recognition techniques with application to biological image analysis is provided in [21] where the authors also emphasize the major limitation of the framework as being the considerable amount of data required during the training process.
Fully unsupervised learning methods, on the other hand, skip the training stage and do not necessarily require a-priori knowledge about the structure of an object. Here, the partitioning of an image into a set of discrete clusters is implemented with dimensionality reduction techniques such as Principal Component Analysis (PCA), its non-linear extension to kernel-PCA, Linear Discriminative Analysis (LDA), Independent Component Analysis (ICA) and many others [12] . Particularly, spectral methods, which consider eigenvector-based analysis of features [1, 9] are known to capture perceptual organization features and to efficiently separate important (foreground) from non-important (background) information [1, 18] . This ability is based on the fact that the leading eigenvectors of a similarity matrix account for the most variability in the data and contain the information about the most dissimilar regions of an image. A similarity model, which serves as an input to a spectral clustering algorithm, encompasses various image features such as texture, color, motion, brightness or higher level primitives such as extracted line segments and contours.
In this work we utilize the perceptual grouping strategy firstly by selecting the spectral clustering framework and secondly by developing our similarity models according to Gestaltic laws of visual segregation [3, 10] , such as Closure, Proximity, Similarity and Figure-Ground. Within this framework, we view a mitochondrion as a closed membrane organism and specifically target the detection of membranes. One immediate asset of our approach is that the outer membrane is the only descriptive feature of a mitochondrion which can be considered invariant under the apoptotic (pathogenic) changes of inner mitochondrial morphology [22] . Another advantage is based on the fact that perceptual systems reflect scale-invariance of the environment provided they are adapted to its statistical structure [5] . This inference is of special importance when working with large scale microscopic images and allows us to apply low-resolution processing with the objective to reduce computational load. At last, the manually annotated data used in our study for algorithm validation build an additional interface between artificial and human vision.
The major contribution of our paper is the development of an unsupervised segmentation framework based on the combination of principles governing the perceptual organization and the unsupervised machine learning. In Section 3 we propose the concept of adaptive similarity mixtures which eliminates the need for user intervention towards the selection of parameters. In Section 4 we systematically validate our algorithm on two datasets which have been specifically selected to test the sensitivity of detection and exhibit the worst case image characteristics such as low contrast, non-uniform illumination, speckle noise, absence of staining, varying image sizes and resolution. Finally, we conclude our study in Section 5.
Recursive spectral clustering framework
In order to compare n image features we construct the corresponding n × n similarity or affinity matrix S and the corresponding dissimilarity matrix A. Although the spectral methods differ widely in the type of normalization of the matrix used for diagonalization, in this work we adopt a clustering framework based on kernel-PCA, Euclidean embedding and k-means which is detailed in [20] . The option of non-linear kernelization of the feature space allows us to employ a clustering algorithm with the linear cut capability, such as k-means. We briefly review the main processing path of kernel-PCA and introduce the notion of a centralized dot product matrix C = −0.5QAQ, with Q = I n − 1 n 1 n 1 n . Here, I n denotes a n × n identity matrix, 1 n = (1, 1, ..., 1) is an n vector of ones and Q is the projection matrix on the orthogonal complement of 1 n . Reconstructed data X are obtained through spectral decomposition of C = UΛU T and the subsequent re-scaling by applying X = U √ Λ [20] . The rows of X correspond to the multidimensional vectors
We retain the leading component X 1 and apply k-means in the feature space to obtain the set of discrete clusters. The complete processing path is shown in Fig. 1 and we note that our algorithm is designed to work with tiled and further downscaled (by a factor of c) images. In the first stage of clustering our objective is to close and to segment dark membranes. For this purpose we create a filtered image G by convolving the original input image with a designed Gaussian-based filter, multiplying the result with the original image and further recluster the obtained foreground with a different similarity model S (2) where the objective is to classify the inner part of a mitochondrion. The third stage of clustering S (3) involves a contour processing step and the computation of a minimum distance between the set of extracted inner contours S (2) and the outer contour S (1) . The final segmentation result in Fig. 1 shows the identification of adjacent organelles.
Proposed adaptive similarity models
In this paper we connect the notion of adaptivity with non-parametric learning models [3, p. 32] which can adjust to the biological domain without user intervention and perform equally well under a wide variety of distributional assumptions. In many studies however, the selection of parameters to accompany a similarity model is a sensitive issue and is primarily data-driven [4, 18] . One example of a state-of-the-art similarity model is given in (1) [4, 18] and involves squared difference of intensities I between two pixels p 1 and p 2 :
where a is a penalization parameter. The goal of (1) is to discover regions with small variations in intensities and thus small intensity differences ∆I representing similarly bright pixels are being weighted equally as similarly dark pixels of the same ∆I. Such a model, therefore, is inherently inefficient in capturing structures represented by bright pixels. This limitation is of special importance for the selected perceptual grouping strategy by considering the fact, that in a complex visual arrangement of gray and white pixels the human attention is easily drawn to brighter areas -a phenomenon based on the Gestalt law of Figure- Ground [10] .
In this work and in the first clustering stage, we introduce an additional intensity-based term F
1 which weights similarly bright pixels higher than similarly dark pixels in the inverted filtered imageḠ where the salient membrane features are given by bright pixels. In order to weigh the pixels near the occurring gradient edge higher, we additionally utilize the inverse exponentially mapped and normalized gradient ∇ of the input image. Our final intensity-based function F (1) is a maximization between the brightness criterion represented by F
1 and the region-based contrast criterion represented by F
2 . The weighting constants k 1 and k 2 provide an option to balance the influence of an either term as shown in (2):
2 ),
The last equation in (2) shows the intensity-based model F (2) for the second recursive stage of spectral clustering where the objective is set to recluster the foreground extracted after S (1) (please refer to Fig. 1 ).
In order to include the Gestalt law of Proximity into our model we consider the squared Euclidean distance D between pixels p 1 and p 2 . In the final similarity model, our objective is to let F to decay with increasing D in a ratio relationship. In order to alleviate the problem that coordinates and intensity are measured on different scales and in different quantities we propose the following three normalization procedures (see also Fig.3 ).
First, contrary to formulations presented, for example, in [4, 18] , we avoid user-based selection of a distance penalization parameter σ 2 D by defining D in terms of Z-score normalized coordinates z x and z y :
Second, in every clustering stage we construct two matrices F and D according to pairwise similarities (2) and pairwise distances (3) and define the final similarity matrix S as a pairwise ratio of F-and D-based Z-scores, denoted Z F and Z D where higher Z-scores correspond to higher probability of non-accidental occurrence. Standardization is attained with arithmetic mean µ and standard deviation σ, both being computed over all matrix entries [6] .
Third, in order to control the degree of mixing Z F and Z D , we introduce two constants α ∈ R + and β ∈ R in the denominator as can be seen in (5) . In this formulation, the parameter α can be thought of as the standard deviation of the new distribution 
For a case of an approximately Gaussian probability density function (pdf) of Z F one possible scenario of optimal sampling is to position the left end of Z D at 3σ ZF = 3 which captures 99.7% of the random variation in Z F . Applications seeking to increase the influence of the distance term may scale Z D by α < 1.
For a general case of a non-Gaussian pdf of Z F we propose to align the right end of Z F with the left end of Z D (5) and by doing so to completely separate the two distributions. Two examples in Fig. 2 are provided to illustrate that by varying α and γ we can control the accuracy of membrane detection in terms of thickness and gap completion. Specifically by comparing columns (c) and (e) in Fig. 2 it can be seen that moving Z D away from Z F (compare Fig. 2(b) and Fig. 2(d) ) reduces the amount of identified false positives.
The final step in data preparation before proceeding with spectral decomposition is the dissimilarity mapping and kernelization. These procedures are necessary in order to transform the final similarity matrix S into a centralized pseudo-covariance matrix C which will further be used as an input to kernel-PCA (explained for example in [20] ). For our two spectral clustering stages we applied the linear dissimilarity The bright membrane structures (here in inverted EM images) are captured in the right half of Z F mapping and for the first stage C (1) we additionally applied the square root kernel:
After the diagonalization of C, the final set of discrete clusters is obtained with k-means clustering algorithm on the retained first (L = 1) kernel-PCA output feature vector X 1 .
As can be seen in (6), the first clustering stage returns 3 clusters {k 1 , k 2 , k 3 }, where the decision on the foreground is made in the image domain according to µ(W(k 1 )) < µ(W(k 2 )) < µ(W(k 3 )) and thus we select the cluster with the minimal average brightness. Our choice of the 3-class partition was motivated by the assumption that with k > 2 we can segment thinner structures while closing the membrane gap with the width d and at the same time maintaining the separation of close lying organelles with the same d. The above mentioned effect of k = 3 can, for example, be observed in the returned pixel classification maps in Fig. 1 .
The third clustering stage S (3) is outside the spectral clustering framework. For the number of extracted inner contours obtained after S (2) we compute and evaluate Euclidean distances between the inner contour and the outer contour obtained after S (1) with the objective to retain only those outer contour points with the minimal distance to the currently analyzed inner contour. 
Experimental results
We applied our model to two datasets each consisting of 17 EM images provided by the American Society of Cell Biology. The images contain mitochondria from the ductulus efferens of the ground squirrel,
Cittelus lateralis [11] . All mitochondria of this type have an elongated profile, however some organelles appear spherical or elliptical with the "washed-out" cristae and/or outer membrane and some organelles contain the shadow characteristics in the outer region as can be seen in Fig. 4(a) . These problems are related to the section thickness in typical EM studies ranging from 50-90nm and not being thick enough to include the whole mitochondria [11] . Thus, the shadow artefacts mentioned above are the result of tangentially oriented membrane within the section thickness. Therefore, based on the suggestion made by our biomedical partners, the data annotation was carried out as a smooth closed contour extrapolation.
In order to construct the first Dataset I, we extracted the regions of interest at different magnifications.
Thus, images in the first dataset have different resolution and therefore the thickness of a membrane is assumed to be unknown. In the acquisition of the second dataset we applied the equal magnification while extracting the regions of interest. All images have different sizes and generally the image quality and the contrast are extremely low, which on the other hand allows us to test the sensitivity of our detection algo- rithm. The weighting constants k 1 and k 2 as in (2) are selected according to the robust Qn spread estimator of the input data G [6] such that
Qn (G). Selected qualitative segmentation results are provided in Fig. 4 where the comparison is given between the original image, segmentation achieved by using 2D user-interactive semi-automated tracing software Figure 5 : Selected segmentation results using the user-interactive semi-automated tracing software "Livewire" [24] . Diagrams are best viewed in color.
"Livewire" (Fig.5) which is a popular medical segmentation tool [24] , our segmentation results and the manually annotated (Adobe Photoshop 7.0) and clinically validated ground truth data which has been independently generated for each dataset. Specifically, Fig. 5 demonstrates the high accuracy in semi-automated segmentation using "Livewire" and shows its high performance when applied to the segmentation of mitochondria and compared to the Ground Truth data in Fig.4 
column (f).
For quantitative assessment the result of segmentation and the ground truth data are given by filled closed segmented contours, such that the foreground object (mitochondria) is 1 (white) and the background is 0 (black). In order to evaluate quality of binary segmentation we selected Precision, Recall, Accuracy [19] and Dice coefficient [26] performance measures which are based on the combination of the number of true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN) classified pixels.
A true positive (TP) is 1 when output of the segmentation is 1 and the ground truth is 1, the true negative (TN) is 1 when the result of segmentation is 0 and the ground truth is 0. A false positive (FP) is 1 when the result of segmentation is 1 and ground truth is 0. A false negative (FN) is 1 when the result of segmentation is 0 and the ground truth data is 1. For the perfect segmentation the Precision and Recall will be 1. The Figure 6 : More segmentation results using our developed segmentation approach [7] . Quantitative performance evaluation is given in Fig.7 . Diagrams are best viewed in color.
oversegmentation is the case when Precision is low and the undersegmentation is the case of low Recall.
Accuracy is the ratio of the sum of TN and TP to the total number of pixels. The Dice coefficient is a simple and useful measure of spatial overlap which is applied to assess the accuracy in image segmentation. The value of Dice coefficient ranges from 0, indicating no spatial overlap between two sets of binary segmentation results, to 1, indicating complete overlap [26] .
The quantitative results are shown in Fig. 7 where the Precision, Recall, Dice and Accuracy measures have been calculated with respect to the accuracy of membrane points in the segmentation and ground truth data. The quantitative results in Fig. 7 show that the average accuracy of our approach is above 90% except for the image 7 where the segmentation accuracy drops to 87.72% (Fig. 7a ) and 87.19% (Fig. 7d) . The performance graph for the second dataset DII in Fig. 7(b) shows one current limitation of our approach such as the automatic selection of the Closure related filter size f corresponding to the downscaling factor c. The closure profile of the image 8 is shown in Fig. 7(c) and suggests the appropriate filter size ranging from 9 to 31. The results with optimized c and f in Fig. 7(d) show the improved performance as compared to Fig. 7(b) .
Conclusions
This paper presented a new approach to the unsupervised segmentation of mitochondria in EM images based on the combination of principles governing the perceptual organization and the unsupervised machine learning. The major theoretical novelty of our paper lies primarily in the development of adaptive similarity models which eliminate the need for user intervention towards the selection of penalization parameters. In our experimental section, we demonstrated the successful separation of adjacent organelles while maintaining the segmentation accuracy of above 90% when working with low contrast large scale EM images. The selected results based on the approach detailed in this paper have been presented at the Biophotonics and Imaging conference (BioPic) [7] . Our future work is focused on efficient computational approaches that permit processing of very large scale images [8] .
