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Abstract
We present effective algorithms for uniform approximation of multivariate
functions satisfying some prescribed inner structure. We extend in several
directions the analysis of recovery of ridge functions f(x) = g(〈a, x〉) as
performed earlier by one of the authors and his coauthors. We consider
ridge functions defined on the unit cube [−1, 1]d as well as recovery of ridge
functions defined on the unit ball from noisy measurements. We conclude
with the study of functions of the type f(x) = g(‖a − x‖2
ld
2
).
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1. Introduction
Functions depending on a large number of variables play nowadays a cru-
cial role in many areas, including parametric and stochastic PDE’s, bioinfor-
matics, financial mathematics, data analysis and learning theory. Together
with an extensive computational power being used in these applications,
results on basic numerical aspects of these functions became crucial. Un-
fortunately, multivariate problems suffer often from the curse of dimension,
i.e. the minimal number of operations necessary to achieve (an approxima-
tion of) a solution grows exponentially with the underlying dimension of the
problem. Although this effect was observed many times in the literature, we
refer to [24] for probably the most impressive result of this kind - namely
that even the uniform approximation of infinitely-differentiable functions is
intractable in high dimensions.
In the area of Information Based Complexity it was possible to achieve
a number of positive results on tractability of multivariate problems by pos-
ing an additional (structural) assumption on the functions under study. The
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best studied concepts in this area include tensor product constructions and
different concepts of anisotropy and weights. We refer to the series of mono-
graphs [25, 26, 27] for an extensive treatment of these and related problems.
We pursue the direction initiated by Cohen, Daubechies, DeVore, Kerky-
acharian and Picard in [11] and further developed in a series of recent pa-
pers [16, 19, 23]. This line of study is devoted to ridge functions, which are
multivariate function f taking the form f(x) = g(〈a, x〉) for some univariate
function g and a non-zero vector a ∈ Rd. We refer also to [14, 30, 31] for a
related approach.
Functions of this type are by no means new in mathematics.
They appear for example very often in statistics in the frame of the
so-called single index models. They play also an important role in approxi-
mation theory, where their simple structure motivated the question if a gen-
eral function could be well approximated by sums of ridge functions. The
pioneering work in this field is [22], where the term “ridge function” was
first introduced, and also [20], where the fundamentality of ridge functions
was investigated. Ridge functions appeared also in mathematical analysis
of neural networks [4, 29] and as the basic building blocks of ridgelets of
Cande`s and Donoho [6]. A survey on approximation by (sums of) ridge
functions was given in [28].
The biggest difference between our setting and the usual approach of
statistical learning and data analysis is that we suppose that the sampling
points of f can be freely chosen, and are not given in advance. This happens,
for instance, if sampling of the unknown function at a point is realized by a
(costly) PDE solver.
Most of the techniques applied so far in recovery of ridge functions are
based on the simple formula
∇f(x) = g′(〈a, x〉) · a. (1.1)
One way, how to use (1.1) is to approximate the gradient of f at a point with
non-vanishing g′(〈a, x〉). By (1.1), it is then co-linear with a. Once a is re-
covered, one can use any one-dimensional sampling method to approximate
g.
Another way to approximate a is inspired by the technique of compressed
sensing [7, 15]. Taking directional derivatives of f at x results into
∂f(x)
∂ϕ
= 〈∇f(x), ϕ〉 = g′(〈a, x〉)〈a, ϕ〉,
i.e. it gives an access to the scalar product of a with a chosen vector ϕ.
If we assume, that most of the coordinates of a are zero (or at least very
small) and choose the directions ϕ1, . . . , ϕm at random, one can recover a
effectively by the algorithms of sparse recovery.
Our aim is to fill some gaps left so far in the analysis done in [16].
Although the possibility of extending the analysis also to functions defined
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on other domains than the unit ball was mentioned already in [16], no steps
in this direction were done there. We study in detail ridge functions defined
on the unit cube [−1, 1]d. The crucial component of our analysis is the use of
the sign of a vector sign(x), which is defined componentwise. Although the
mapping x→ sign(x) is obviously not continuous, the mapping (for a ∈ Rd
fixed)
x→ 〈a, sign(x)〉
is continuous at a (and takes the value ‖a‖ld
1
there). This observation allows
to imitate the approach of [16] and to adapt it to this setting. Let us remark,
that all our approximation schemes recover first an approximation of the
vector a ∈ Rd. Afterwards, the problem becomes essentially one-dimensional
and a good approximation of f by a limited number of sampling points can
then be recovered by many classical methods, i.e. by spline approximation.
We will therefore concentrate on an effective recovery of an approximation
of a and the approximation of f will be given only implicitly.
Another topic only briefly discussed in [16] was the recovery of ridge
functions from noisy measurements, which is an important step for every
possible application of the methods so far. Furthermore, our analysis as
well as the approach of [16] or even the classical results of [3] are based
on approximation of first (or higher) order derivatives by differences, which
poses naturally the question on numerical stability of the presented algo-
rithms. We present an algorithm based on the Dantzig selector of [8], which
allows for recovery of a ridge function also in this setting. It turns out, that
in the case of a small step size h > 0, the first order differences can not
be evaluated with high enough precision. On the other hand, for a large
step size h the first order differences do not approximate the first order
derivatives well enough. Typically, there is therefore an h > 0, for which an
optimal degree of approximation is achieved.
Next thing we discuss is the robustness of the methods developed. We
show that (without much additional effort) it can be applied also for uni-
form recovery of translated radial functions f(x) = g(‖a − x‖2
ld
2
), which are
constant along co-centered spheres instead of parallel hyperplanes. Similarly
to the model of ridge functions, both the center a ∈ Rd and the univariate
function g are unknown.
Finally, we close the paper with few numerical simulations of the algo-
rithms presented. They highlight the surprising fact, that their accuracy
improves with increasing dimension. This is essentially based on the use of
concentration of measure phenomenon in the underlying theory and goes in
line with similar observations made in the area of compressed sensing.
The paper is structured as follows. Section 2 collects some necessary
notation and certain basic facts on sparse recovery from the area of com-
pressed sensing. Section 3 extends the analysis of [16] to the setting of ridge
functions defined on the unit cube. Section 4 treats the recovery of ridge
3
functions defined on the unit ball from noisy measurements. Section 5 stud-
ies the translated radial functions f(x) = g(‖a − x‖2
ld
2
) and Section 6 closes
with numerical examples.
2. Preliminaries
In this section we collect some notation and give an overview of results
from the area of compressed sensing, which we shall need later on.
2.1. Notation
For a given vector x ∈ Rd and 0 ≤ p ≤ ∞ we define
‖x‖ldp :=


( d∑
i=1
|xi|p
) 1
p
if 0 < p <∞,
#{i | xi 6= 0} if p = 0,
max
i=i,...,d
|xi| if p =∞,
where #A denotes the cardinality of the set A.
This notation is further complemented by putting for 0 < p <∞
‖x‖ldp,∞ := maxk=1,...,d k
1
px(k),
where x(k), k = 1, . . . , d denotes the non-increasing rearrangement of the
absolute entries of x, i.e. x(1) ≥ x(2) ≥ . . . ≥ x(d) ≥ 0 and x(j) = |xσ(j)| for
some permutation σ : {1, . . . , d} → {1, . . . , d} and all j = 1, . . . , d.
It is a very well known fact, that ‖ · ‖ℓdp is a norm for 1 ≤ p ≤ ∞ and a
quasi-norm if 0 < p ≤ 1. Also ‖ · ‖ℓdp,∞ is a quasi-norm for every 0 < p <∞.
If p = 2, the space ℓd2 is a Hilbert space with the usual inner product given
by
〈x, y〉 = xT y =
d∑
i=1
xiyi, x, y ∈ Rd.
If 1 ≤ s ≤ d is a natural number, then a vector x ∈ Rd is called s-sparse
if it contains at most s nonzero entries, i.e. ‖x‖ld
0
≤ s. The set of all s-sparse
vectors is denoted by
Σds := {x ∈ Rd | ‖x‖ld
0
≤ s}.
Finally, the best s-term approximation of a vector x describes, how well can
x be approximated by s-sparse vectors.
Definition 2.1. The best s-term approximation of a given vector x ∈ Rd
with respect to the ld1-norm is given by
σs(x)1 := min
z∈Σds
‖x− z‖ld
1
.
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2.2. Results from compressed sensing
Next we recall some basic concepts and results from compressed sensing
which we will use later. Compressed sensing emerged in [7, 9, 15] as a method
of recovery of sparse vectors x from a small set of linear measurements
y = Φx. Since then, a vast literature on the subject appeared, concentrating
on various aspects of the theory, and its applications. As it is not our
aim to develop the theory of compressed sensing, but rather to use it in
approximation theory, we shall restrict ourselves to the most important facts
needed later on. We refer to [2, 12, 17, 18] for recent overviews of the field
and more references.
We focus on the recovery of vectors from noisy measurements, i.e. we
want to recover the vectors x ∈ Rd from m < d linear measurements of the
form
y = Φx+ e+ z, (2.1)
where Φ ∈ Rm×d is the measurement matrix and the noise is a composition
of two factors, namely of the deterministic noise e ∈ Rm and the random
noise z ∈ Rm. Typically, we will assume, that e is small (with respect to
some ℓmp norm) and that the components of z are generated independently
according to a Gaussian distribution with small variance.
Obviously, some conditions have to be posed on Φ, so that the recovery
of x from the measurements y given by (2.1) is possible. The most usual
one in the theory of compressed sensing is that the matrix Φ satisfies the
restricted isometry property.
Definition 2.2. The matrix Φ ∈ Rm×d satisfies the restricted isometry
property (RIP) of order s ≤ d if there exists a constant 0 < δ < 1 such that
(1− δ)‖x‖2
ld
2
≤ ‖Φx‖2lm
2
≤ (1 + δ)‖x‖2
ld
2
holds for all s-sparse vectors x ∈ Σds . The smallest constant δ for which this
inequality holds is called the restricted isometry constant and we will denote
it by δs.
In general it is very hard to show that a given matrix satisfies this RIP or
not. This is in particular the main reason why we will use random matrices,
since it turns out that those matrices satisfy the RIP with overwhelming
high probability. We present a version of such a statement, which comes
from [1].
Theorem 2.3. For every 0 < δ < 1 there exist constants C1, C2 > 0 de-
pending on δ such that the random matrix Φ ∈ Rm×d with entries generated
independently as
ϕij =
1√
m
{
+1 with probability 1/2,
−1 with probability 1/2 (2.2)
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satisfies the RIP of order s for each s ≤ (C2m)/ log(d/m) with RIP constant
δs ≤ δ with probability at least
1− 2e−C1m.
A matrix Φ generated by (2.2) is called normalized Bernoulli matrix.
For the sake of simplicity, we work with Bernoulli sensing matrices, but
note that most of the statements presented below remain true for other
classes of random matrices, c.f. [13, Section 5].
Next we present several recovery results for our starting problem (2.1).
The first result of this kind deals with the case of exact measurements (i.e.
e = z = 0) and uses the so called ld1-minimizer, cf. [10, Theorem 4.3].
Theorem 2.4. Let Φ ∈ Rm×d satisfy the RIP of order 2s with constant
δ2s ≤ δ < 1/3. Let x ∈ Rd and let us denote y = Φx. Finally, let ∆ld
1
(y) ∈
R
d be the solution of the minimization problem
min
w∈Rd
‖w‖ld
1
subject to Φw = y. (2.3)
Then it holds
‖x−∆ld
1
(y)‖ld
1
= ‖x−∆ld
1
(Φx)‖ld
1
≤ C0σds (x)1
with constant C0 depending only on δ.
This theorem implies that s-sparse vectors are recovered exactly by the
ld1-minimizer (2.3) in the noise-free setting, since σ
d
s(x)1 = 0 holds for every
x ∈ Σds. To deal with the deterministic noise e, we shall need some more
information about the geometrical properties of Bernoulli matrices. In par-
ticular, we will make use of Theorem 3.5 and Theorem 4.1 of [13], cf. also
[21].
Theorem 2.5. Let Φ ∈ Rm×d be a normalized Bernoulli matrix and let
d ≥ (log 6)2m. Let UJ = {y ∈ Rm : ‖y‖J ≤ 1}, where
‖y‖J = max
{√
m‖y‖lm
∞
;
√
m
log(d/m)
‖y‖lm
2
}
.
(i) Then there exists an absolute constant C3 > 0 such that with probability
at least 1 − e−
√
dm for every y ∈ UJ there is an x ∈ Rd, such that
Φx = y and ‖x‖ld
1
≤ C3.
(ii) Let δ > 0 and let C1 and C2 be the constants from Theorem 2.3. Then
there exists an absolute constant C3 and a constant C4 depending on
δ such that, with probability at least 1 − 2e−C1m − e−
√
md, for each
y ∈ UJ there exists a vector x ∈ Rd with Φx = y, ‖x‖ld
1
≤ C3 and
‖x‖ld
2
≤ C4
√
log(d/m)/m.
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We will use those two theorems to handle the deterministic noise e.
Further we need a similar result to handle the random noise z, therefore we
recall the Dantzig selector from [8].
Definition 2.6 (Dantzig selector). For a matrix Φ ∈ Rm×d and constants
λd, σ > 0 the Dantzig selector ∆DS(y) ∈ Rd of an input vector y ∈ Rm is
defined as the solution of the minimization problem
min
w∈Rd
‖w‖ld
1
subject to ‖ΦT (y − Φw)‖ld
∞
≤ λdσ. (2.4)
Remark 2.7. In what follows we shall use several parameters as the descrip-
tion of the typical frame of compressed sensing. First, we take m ≤ d to be
natural numbers and denote by Φ ∈ Rm×d the normalized Bernoulli matrix
(2.2). We put δ := 1/6 and denote by C1 and C2 the constants appearing in
Theorem 2.3. Next, we assume that the natural numbers s ≤ m ≤ d satisfy
d ≥ (log 6)2m and 3s ≤ (C2m)/ log(d/m). (2.5)
Hence, by Theorem 2.3, Φ has (with high probability) the RIP of order 3s
with a constant at most 1/6.
Now we can use Theorem 1.3 of [8] to handle the random noise z.
Theorem 2.8. Let s,m, d be natural numbers with (2.5) and let Φ ∈ Rm×d
be a normalized Bernoulli matrix. Let
y = Φx+ z
for x ∈ Rd with ‖x‖p,∞ ≤ R, 0 < p ≤ 1, and z ∈ Rm with independent
entries zi ∼ N (0, σ2). Then there exists a constant C5 such that the Dantzig
Selector (with λd =
√
2 log d) satisfies
‖∆DS(y)− x‖2ld
2
≤ min
1≤s∗≤s
2C5 log d
(
s∗σ2 +R2s
−2(1/p−1/2)
∗
)
with high probability.
Combining Theorem 2.5 and Theorem 2.8 we get the following new re-
sult.
Theorem 2.9. Let s,m, d be natural numbers with (2.5) and let Φ ∈ Rm×d
be a normalized Bernoulli matrix. For x ∈ Rd and e, z ∈ Rm with ‖x‖ld
1,∞
≤
R, ‖e‖ld
2
≤ c ε√log(d/m), ‖e‖ld
∞
≤ c ε and zi ∼ N (0, σ2) for some constants
R,σ, ε, c > 0 let
y = Φx+ e+ z.
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Then there exist constants C5, C6, C7 such that the Dantzig selector ∆DS
(with λd =
√
2 log d) applied to y satisfies the estimate
‖∆DS(y)− x‖ld
2
≤
(
min
1≤s∗≤s
2C5 log d
(
s∗σ2 + R˜2s−1∗
)) 1
2
+ C7
ε
√
m√
s
with high probability, where R˜ = 2(R + 2C6ε
√
m).
Proof. It follows from the assumptions that ‖e‖J ≤ c ε
√
m. Then we use
Theorem 2.5 (ii) to find a vector u ∈ Rd, such that
Φu = e,
‖u‖ld
1
≤ C3‖e‖J ≤ C3 c ε
√
m,
‖u‖ld
2
≤ C4
√
log(d/m)/m‖e‖J ≤ C4 c ε
√
log(d/m).
Further we apply the triangle inequality for the ‖ · ‖1,∞ quasinorm (see,
for instance, Lemma 2.7 in [18]) to get
‖x+ u‖ld
1,∞
≤ 2(‖x‖ld
1,∞
+ ‖u‖ld
1,∞
) ≤ 2(‖x‖ld
1,∞
+ ‖u‖ld
1
)
≤ 2(R + C6ε
√
m) =: R˜.
Finally, applying Theorem 2.8 (with p = 1) we get
‖∆DS(y)− x‖ld
2
= ‖∆DS(Φx+ e+ z)− x‖ld
2
≤ ‖∆DS(Φ(x+ u) + z)− (x+ u)‖ld
2
+ ‖u‖ld
2
≤
(
min
1≤s∗≤s
2C5 log d
(
s∗σ2 + R˜2s−1∗
)) 1
2
+ C7
ε
√
m√
s
which finishes the proof.
3. Approximation of ridge functions defined on cubes
In this section we consider uniform approximation of ridge functions of
the form
f : [−1, 1]d → R, x 7→ g(〈a, x〉). (3.1)
We assume that both the ridge vector a ∈ Rd and the univariate function g
(also called ridge profile) are unknown.
First, we note that the problem is invariant with respect to scaling.
Suppose that f is a ridge function with representation f(x) = g(〈a, x〉).
Then for any scalar λ ∈ R\{0} we put g˜(x) := g( 1λx) and a˜ := λa to get
another representation of f in the form of (3.1), namely
g˜(〈a˜, x〉) = g˜(〈λa, x〉) = g
(
〈 1
λ
λa, x〉
)
= g(〈a, x〉) = f(x).
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Thus we can pose a scaling condition on a without any loss of generality.
Furthermore, if g′(0) 6= 0, we can switch from a to −a, and obtain a ridge
representation of f with g′(0) > 0.
In [16], the scaling condition ‖a‖ld
2
= 1 was assumed. This fitted together
with both the scalar product structure used in the definition of f , as well
as with the geometry of the domain of f used in [16], namely the Euclidean
unit ball.
It is easy to observe, that it will be more convenient for us to work with
the ℓd1-norm of a. Indeed, let us consider that the ridge profile g(t) = t is
known, i.e. that we have f(x) = 〈a, x〉 for some (unknown) a ∈ Rd, and
let us assume, that we have an ld1-approximation aˆ of a with ‖a− aˆ‖ld
1
≤ ε.
Then Ho¨lder’s inequality gives us
‖fˆ − f‖∞ = sup
x∈[−1,1]d
|〈a− aˆ, x〉| ≤ sup
x∈[−1,1]d
‖a− aˆ‖ld
1
‖x‖ld
∞
≤ ε.
In what follows we shall therefore assume that
‖a‖ld
1
= 1 (3.2)
and that g is a univariate function defined on I = [−1, 1]. We further assume
that g and g′ are Lipschitz continuous with constants c0, c1 > 0, i.e.
|g(t1)− g(t2)| ≤ c0|t1 − t2|, (3.3)
|g′(t1)− g′(t2)| ≤ c1|t1 − t2| (3.4)
holds for all t1, t2 ∈ I = [−1, 1]. Finally, we assume that
g′(0) > 0 (3.5)
as it is known, cf. [23], that approximation of ridge functions may be in-
tractable if this condition is left out.
3.1. Approximation scheme without sparsity
In this part we evolve an approximation scheme for ridge functions with
an arbitrary ridge vector a ∈ Rd, merely assuming the right normalization
(3.2). After this we consider the same problem with an additional sparsity
condition on a, where we will use results from compressed sensing to reduce
the number of samples.
Motivated by the formula (1.1) for x = 0
∇f(0) = g′(0)a, (3.6)
we set for a small constant h > 0 and i ∈ {1, . . . , d}
a˜i :=
f(hei)− f(0)
h
, (3.7)
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where e1, . . . , ed are the usual canonical basis vectors of R
d. As expected,
it turns out that a˜i is a good approximation of g
′(0)ai as the mean value
theorem gives
a˜i =
f(hei)− f(0)
h
=
g(h〈a, ei〉)− g(0)
h
= g′(ξh,i)ai
for some ξh,i ∈ (−|hai|, |hai|). And for the ℓd1-approximation we obtain
‖a˜− g′(0)a‖ld
1
=
d∑
i=1
|a˜i − g′(0)ai| =
d∑
i=1
|g′(ξh,i)− g′(0)||ai|
≤
d∑
i=1
c1|ξh,i||ai| ≤
d∑
i=1
c1|hai||ai| = c1h
d∑
i=1
|ai|2 (3.8)
≤ c1h.
Thus a˜ is a good approximation to g′(0)a and since we want an approxima-
tion to a and we know that a is ld1-normalized we set
aˆ :=
a˜
‖a˜‖ld
1
.
Now we have to estimate the difference between a and aˆ, therefore we will
use a variant of Lemma 3.4 of [16].
Lemma 3.1. Let x ∈ Rd with ‖x‖ld
1
= 1, x˜ ∈ Rd\{0} and λ ∈ R. Then it
holds ∥∥∥∥∥sign(λ) x˜‖x˜‖ld
1
− x
∥∥∥∥∥
ld
1
≤
2‖x˜− λx‖ld
1
‖x˜‖ld
1
.
Proof. This lemma is a direct consequence of the triangle inequality. First
we obtain ∣∣∣‖x˜‖ld
1
− |λ|
∣∣∣ = ∣∣∣‖x˜‖ld
1
− ‖λx‖ld
1
∣∣∣ ≤ ‖x˜− λx‖ld
1
and therefore∥∥∥∥∥sign(λ) x˜‖x˜‖ld
1
− x
∥∥∥∥∥
ld
1
≤
∥∥∥∥∥sign(λ)x˜− sign(λ)λx‖x˜‖ld
1
∥∥∥∥∥
ld
1
+
∥∥∥∥∥
sign(λ)λx− x‖x˜‖ld
1
‖x˜‖ld
1
∥∥∥∥∥
ld
1
=
‖x˜− λx‖ld
1
‖x˜‖ld
1
+
∥∥∥∥∥
(|λ| − ‖x˜‖ld
1
)x
‖x˜‖ld
1
∥∥∥∥∥
ld
1
≤
2‖x˜− λx‖ld
1
‖x˜‖ld
1
,
which proves the claim.
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Remark 3.2. We only used the triangle inequality to prove the previous
lemma. Thus the lemma remains true for any norm on Rd.
Applying this lemma to our case it holds with (3.8) and the assumption
(3.5)
‖sign(g′(0))aˆ− a‖ld
1
= ‖aˆ− a‖ld
1
≤ 2c1h‖a˜‖ld
1
. (3.9)
Although we now know that aˆ is a good approximation of a, it is still not
clear how to define the uniform approximation fˆ of f . The naive approach
(used with success in [16] for ridge functions defined on the Euclidean unit
ball) is to sample f along aˆ, i.e. to put gˆ(t) := f(taˆ), and then define
fˆ(x) := gˆ(〈aˆ, x〉). But when trying to estimate ‖f − fˆ‖∞, we would need
to ensure that 〈aˆ, a〉 is close to 1. This was indeed the case in [16], where
an estimate on ‖aˆ − a‖ℓd
2
was obtained, but it is not true any more in our
setting of ℓd1 approximation.
On the other hand, because of the normalization of a, we have
〈a, sign(a)〉 =
d∑
i=1
ai · sign(ai) =
d∑
i=1
|ai| = ‖a‖ld
1
= 1,
where we defined the sign of a vector x ∈ Rd entrywise, i.e.
sign(x) := (sign(xi))i ∈ Rd.
Note that this function is discontinuous, hence sign(a) and sign(aˆ) can be
far from each other, even if the difference ‖a − aˆ‖ld
1
is small. Nevertheless
their scalar product with a is nearly the same as Ho¨lder’s inequality gives
|〈a, sign(a)− sign(aˆ)〉| = |〈a, sign(a)〉 − 〈aˆ, sign(aˆ)〉 − 〈a− aˆ, sign(aˆ)〉|
≤ ‖a− aˆ‖ld
1
‖sign(aˆ)‖ld
∞
= ‖a− aˆ‖ld
1
. (3.10)
Thus we define
gˆ : [−1, 1]→ R, t 7→ f(t · sign(aˆ)) (3.11)
and
fˆ(x) = gˆ(〈aˆ, x〉). (3.12)
Let us summarize our approximation algorithm as follows.
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Algorithm A
• Input: Ridge function f(x) = g(〈a, x〉) with (3.2)-(3.5) and h > 0
small
• Put a˜i := f(hei)− f(0)
h
, i = 1, . . . , d
• Put aˆ := a˜‖a˜‖ld
1
• Put gˆ(t) = f(t · sign(aˆ)) and fˆ(x) = gˆ(〈aˆ, x〉)
• Output: fˆ
We formulate the approximation properties of Algorithm A as the fol-
lowing theorem.
Theorem 3.3. Let f : [−1, 1]d → R be a ridge function with f(x) = g(〈a, x〉)
for some a ∈ Rd with (3.2) and a differentiable function g : [−1, 1]→ R with
(3.3)-(3.5). For h > 0 we construct the function fˆ as described in Algorithm
A. Then
‖f − fˆ‖∞ ≤ 2c0‖aˆ− a‖ld
1
≤ 4c0c1h
g′(0)− c1h, (3.13)
where the last inequality only holds if g′(0) − c1h is positive.
Proof. First, we show that
‖aˆ− a‖ld
1
≤ 2hc1‖a˜‖ld
1
≤ 2hc1
g′(0) − c1h, (3.14)
where the last inequality only holds if g′(0)− c1h is positive.
Due to (3.9), we only have to show the last inequality of (3.14). Since g′
is Lipschitz continuous with Lipschitz constant c1 we have for any y ∈ [−h, h]
g′(0)− |g′(y)| ≤ |g′(0) − g′(y)| ≤ c1|0− y| ≤ c1h
and therefore
|g′(y)| ≥ g′(0) − c1h.
With a˜i = g
′(ξh,i)ai for some ξh,i ∈ (−|hai|, |hai|) ⊂ [−h, h], it follows by
the triangle inequality and (3.8)
‖a˜‖ld
1
≥ ‖g′(0)a‖ld
1
− ‖a˜− g′(0)a‖ld
1
≥ g′(0) − c1h
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which proves (3.14) and the second inequality in (3.13).
To prove the first inequality in (3.13), we use (3.3) and (3.10) to show
that gˆ is a good uniform approximation of g on [−1, 1]. We obtain
|g(t) − gˆ(t)| = |g(t) − g(〈a, t · sign(aˆ)〉)| ≤ c0|t− t〈a, sign(aˆ)〉|
= c0|t| |〈a, sign(a)− sign(aˆ)〉| ≤ c0‖a− aˆ‖ld
1
(3.15)
for each t ∈ [−1, 1]. Finally, we combine this estimate with the definition of
fˆ as given in (3.12) and arrive at
|fˆ(x)− f(x)| = |gˆ(〈aˆ, x〉)− g(〈a, x〉)|
≤ |gˆ(〈aˆ, x〉)− g(〈aˆ, x〉)|+ |g(〈aˆ, x〉)− g(〈a, x〉)| (3.16)
≤ c0‖a− aˆ‖ld
1
+ c0|〈a− aˆ, x〉| ≤ 2c0‖a− aˆ‖ld
1
.
Remark 3.4. (i) The estimate (3.13) depends heavily on the value of
g′(0). Especially, the approximation becomes difficult, when this value
gets smaller and (3.13) becomes void if g′(0) = 0. This is a very well
known aspect of approximation of ridge functions, which was studied
in a great detail in [23]. We refer also to a slightly weaker condition
used in [16].
(ii) If ‖a‖ld
2
is small, the following improvement of (3.13) becomes of inter-
est. First, we observe that (3.8) can be improved to ‖a˜− g′(0)a‖ld
1
≤
c1h‖a‖2ld
2
, which results into
‖aˆ− a‖ld
1
≤
2c1h‖a‖2ld
2
‖a˜‖ld
1
.
Finally, this allows to improve (3.13) to
‖f − fˆ‖∞ ≤
4c0c1h‖a‖2ld
2
g′(0)− c1h‖a‖2ld
2
.
3.2. Approximation with sparsity
In this subsection we assume that the ridge vector a ∈ Rd is not only ℓd1-
normalized, but satisfies also some sparsity condition, i.e. most of the entries
of a are zero or at least very small. We will use techniques of compressed
sensing to address the approximation of the ridge vector a, afterwards we
obtain an approximation of f in the same way as before.
Let Φ ∈ Rm×d be a normalized Bernoulli matrix and let ϕ1, . . . , ϕm be
its rows. Taking their scalar product with the quantities in (3.6), we obtain
∂f
∂ϕj
(0) = 〈∇f(0), ϕj〉 = g′(0)〈a, ϕj〉. (3.17)
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We use again first order differences as an approximation of the directional
derivatives in (3.17), i.e. we set
b˜j :=
f(hϕj)− f(0)
h
.
As in the previous section the mean value theorem gives the existence of
some ξh,j with |ξh,j| ≤ |h| · |〈a, ϕj〉| such that
b˜j = g
′(ξh,j)〈a, ϕj〉.
In this sense, we expect b˜j to be a good approximation of g
′(0)〈a, ϕj〉 and
b˜ to be a good approximation of g′(0)Φa. Hence, we recover a˜ through ℓ1-
minimization. From this point on, we may continue as before. Let us sum-
marize this procedure as the Algorithm B.
Algorithm B
• Input: Ridge function f(x) = g(〈a, x〉) with (3.2)-(3.5), h > 0
small and m ≤ d/(log 6)2
• Take Φ ∈ Rm×d a normalized Bernoulli matrix, cf. (2.2)
• Put b˜j := f(hϕj)− f(0)
h
, j = 1, . . . ,m
• Put a˜ := ∆ld
1
(b˜) = argmin
w∈Rd
‖w‖ld
1
s.t. Φw = b˜
• Put aˆ := a˜‖a˜‖ld
1
• Put gˆ(t) = f(t · sign(aˆ)) and fˆ(x) = gˆ(〈aˆ, x〉)
• Output: fˆ
Theorem 3.5. Let f : [−1, 1]d → R be a ridge function with f(x) = g(〈a, x〉)
for some vector a ∈ Rd with (3.2) and some differentiable function g : [−1, 1]→
R with (3.3)–(3.5). Let d ≥ (log 6)2m and h > 0 be fixed. Then there exist
some constants C ′0, C1, C2 > 0, such that for every positive integer s with
2s ≤ (C2m)/ log(d/m) the function fˆ constructed in Algorithm B satisfies
‖f − fˆ‖∞ ≤ 2c0‖aˆ− a‖ld
1
≤ 2c0 err(a, aˆ), (3.18)
where
err(a, aˆ) := C ′0 ·
g′(0) · σds(a)1 + h
g′(0)(1 − σds(a)1)− c1h
,
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with probability at least 1− e−
√
md− e−C1m provided the denominator in the
expression for err(a, aˆ) is positive.
Proof. The first inequality in (3.18) follows again by (3.15) combined with
(3.16).
Setting b˜ := (b˜1, . . . , b˜m)
T ∈ Rm and b := g′(0)Φa ∈ Rm we get
‖b˜− b‖ld
1
=
m∑
j=1
|g′(ξh,j)〈a, ϕj〉 − g′(0)〈a, ϕj〉| =
m∑
j=1
|g′(ξh,j)− g′(0)||〈a, ϕj〉|
≤
m∑
j=1
c1h|〈a, ϕj〉|2 ≤ c1h
m∑
j=1
‖a‖2
ld
1
‖ϕj‖2ld
∞
= c1h.
Therefore we obtain
b˜ = b+ e = g′(0)Φa+ e (3.19)
for e ∈ Rm with ‖e‖lm
1
≤ c1h and, similarly, ‖e‖lm
∞
≤ c1h/m and ‖e‖lm
2
≤
c1h/
√
m. Hence, by using Theorem 2.5 there exists some vector u ∈ Rd with
Φu = e and
‖u‖ld
1
≤ max
{√
m‖e‖lm
∞
;
√
m
log(d/m)
‖e‖lm
2
}
≤ max
{
c1h√
m
;
c1h√
log(d/m)
}
≤
√
2c1h,
where we used m ≥ log(d) and d ≥ (log 6)2m for the last inequality. Take
some 1/3 > δ > 0 fixed, e.g. δ = 1/6, and apply Theorem 2.4 to g′(0)a+ u.
This gives us
‖∆ld
1
(b˜)− g′(0)a‖ld
1
= ‖∆ld
1
(
Φ(g′(0)a + u)
) − g′(0)a‖ld
1
≤ ‖∆ld
1
(
Φ(g′(0)a + u)
) − g′(0)a− u‖ld
1
+ ‖u‖ld
1
≤ C0 · σds
(
g′(0)a + u
)
1
+ ‖u‖ld
1
≤ C0g′(0) · σds (a)1 + (1 + C0)‖u‖ld
1
≤ (1 + C0)
(
g′(0) · σds (a)1 + ‖u‖ld
1
)
.
Finally, by setting a˜ := ∆ld
1
(b˜) and aˆ := a˜/‖a˜‖ld
1
, Lemma 3.1 provides
‖a− aˆ‖ld
1
≤ 2(1 + C0) ·
g′(0) · σds (a)1 + ‖u‖ld
1
‖a˜‖ld
1
≤ 2
√
2(1 + C0) · g
′(0) · σds (a)1 + c1h
‖a˜‖ld
1
.
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From this point on we can proceed as in the proof of Theorem 3.3. We can
again estimate the ld1-norm of a˜ from below. We get
‖a˜‖ld
1
= ‖∆ld
1
(Φ(g′(0)a+ u))‖ld
1
≥ ‖g′(0)a + u‖ld
1
− ‖∆ld
1
(Φ(g′(0)a+ u))− g′(0)a− u‖ld
1
≥ g′(0)‖a‖ld
1
− ‖u‖ld
1
− σds (g′(0)a + u)1
≥ g′(0)− 2‖u‖ld
1
− g′(0)σds (a)1
≥ g′(0)− 2
√
2c1h− g′(0)σds (a)1.
Thus we can replace the norm ‖a˜‖ld
1
with this expression (if it is positive)
to get
‖f − fˆ‖∞ ≤ 2c0C ′0 ·
g′(0) · σds (a)1 + c1h
‖a˜‖ld
1
≤ C · g
′(0) · σds (a)1 + h
g′(0)(1 − σds (a)1)− c1h
for some constant C depending only on c0, c1, C0, C
′
0.
Remark 3.6.
(i) In particular, if a is s-sparse, we get σds (a)1 = 0 and, therefore,
‖f − fˆ‖∞ ≤ C h
g′(0)− c1h.
(ii) The constant C ′0 can be chosen to be C
′
0 = 2
√
2(1+C0) with C0 being
the constant from Theorem 2.4.
(iii) If the sparsity level of a is s ∈ N, the condition 2s ≤ (C2m)/ log(d/m)
implies m ≥ 2s log(d)/C2. Thus, in this case we need m = O(s log d)
measurements to reconstruct the vector a.
4. Approximation of ridge functions with noisy measurements
In this section we study another aspect of recovery of ridge functions,
which was hardly discussed up to now in the literature. We consider ridge
functions defined on the unit ball as in [16] but we assume that the mea-
surements are affected by random noise. In addition, we suppose that the
vector a satisfies a compressibility condition.
To be more precise, we consider ridge functions
f : Bd = {x ∈ Rd | ‖x‖ld
2
< 1} → R, x 7→ f(x) = g(〈a, x〉).
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We assume, that the ridge vector a ∈ Rd is ld2-normalized
‖a‖ld
2
= 1 (4.1)
and compressible in the following sense,
‖a‖ld
1
≤ R, R > 0. (4.2)
Furthermore, we assume that the ridge profile is a differentiable function
g : [−1, 1]→ R with (3.3)–(3.5).
We shall use again the setting of Remark 2.7. Let d ≥ (log 6)2m and
let Φ ∈ Rm×d be a normalized Bernoulli matrix (2.2) with rows ϕ1, . . . , ϕm.
By Theorem 2.3 it is ensured that Φ satisfies the RIP of order 2s with
0 < δ2s ≤ δ := 1/6 with high probability for every positive integer s with
3s ≤ (C2m)/ log(d/m), where the constant C2 is the constant from Theorem
2.3.
But in contrary to (3.7), we now assume that the evaluation of f is
perturbed by noise. To make the presentation technically simpler, we shall
assume that the value f(0) is given precisely (i.e. without noise). This can
be achieved (with high precision) by resampling the value f(0) several times,
and applying Hoeffding’s inequality.
Hence, we set for j = 1, . . . ,m and a small constant h > 0
bj :=
(f(hϕj) + z˜j)− f(0)
h
=
f(hϕj)− f(0)
h
+
z˜j
h
.
We assume that the random noise z˜ = (z˜1, . . . , z˜m)
T ∈ Rm has independent
components z˜j ∼ N (0, σ2). Since z˜j are independent, it is well known that
zj :=
z˜j
h
∼ N
(
0,
σ2
h2
)
(4.3)
are also independent. As in the case with exact measurements the mean
value theorem gives us
f(hϕj)− f(0)
h
=
g(〈a, hϕj〉)− g(0)
h
= g′(ξh,j)〈a, ϕj〉
for some real ξh,j with |ξh,j| ≤ |〈a, hϕj〉|, hence
bj = g
′(ξh,j)〈a, ϕj〉+ zj .
To recover the vector a from these measurements let us first define the
deterministic noise e ∈ Rm by
ej = 〈a, ϕj〉(g′(ξh,j)− g′(0)), j = 1, . . . ,m, (4.4)
i.e.
b = g′(0)Φa+ e+ z. (4.5)
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We then recover aˆ with the help of Dantzig selector (2.4) instead of l1-
minimization. Finally, for the construction of gˆ and fˆ , we can use the direct
approach of [16], which is given by
gˆ : R→ R, t 7→ f(taˆ) and fˆ : Bd → R, x 7→ gˆ(〈aˆ, x〉).
Let us summarize this procedure as the following algorithm.
Algorithm C
• Input: Ridge function f(x) = g(〈a, x〉) with (4.1), (4.2), (3.3)-
(3.5), h, σ > 0 and m ≤ d/(log 6)2
• Construct the m × d normalized Bernoulli matrix Φ, c.f. (2.2),
with rows denoted by ϕ1, . . . , ϕm ∈ Rd
• Put bj = (f(hϕj) + z˜j)− f(0)
h
, j = 1, . . . ,m
• Put aˆ = ∆DS(b)‖∆DS(b)‖ld
2
for λd =
√
2 log d
• Put gˆ : R→ R, t 7→ f(taˆ)
• Put fˆ : Bd → R, x 7→ gˆ(〈aˆ, x〉)
• Output: fˆ
Theorem 4.1. Let f : Bd → R be a ridge function f(x) = g(〈a, x〉) with
(4.1), (4.2), (3.3)-(3.5). Furthermore, let h, σ > 0 and let s ≤ m ≤ d
be positive integers with (2.5). Let z˜j ∼ N (0, σ2) be independent. Then
there is a constant C2 > 0, such that the function fˆ defined by Algorithm C
satisfies with high probability
‖f − fˆ‖∞ ≤ 2c0‖a− aˆ‖ld
2
≤ 4c0err(a, aˆ)
g′(0)− err(a, aˆ) , (4.6)
where
err(a, aˆ) :=
(
min
1≤s∗≤s
2C5 log d
(
s∗
σ2
h2
+ R˜2s−1∗
)) 1
2
+ C7
h√
s
, (4.7)
R˜ := 2(R + 2C6h)
for some constants C5, C6, C7. The second inequality in (4.6) only holds if
the denominator is positive.
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Proof. To prove this theorem, we apply Theorem 2.9 to (4.5). Therefore we
need to estimate the norm of e ∈ Rm, defined by (4.4). We obtain
‖e‖2lm
2
=
m∑
j=1
[〈a, ϕj〉(g′(ξh,j)− g′(0))]2 ≤ m∑
j=1
(
c1h〈a, ϕj〉2
)2
≤ c21h2
m∑
j=1
(
‖a‖ld
1
‖ϕj‖ld
∞
)4 ≤ c21h2R4
m
and similarly we can show
‖e‖lm
∞
≤ c1hR
2
m
.
We can now apply Theorem 2.9 with ε = hR2/
√
m to get
‖∆DS(b)− g′(0)a‖ld
2
≤
(
min
1≤s∗≤s
2C5 log d
(
s∗
2σ2
h2
+ R˜2s−1∗
)) 1
2
+ C7
h√
s
=: err(a, aˆ)
with R˜ = 2(R + 2C6h) and some constants C5, C6, C7. And since we know
that a is ld2-normalized we set
aˆ :=
∆DS(b)
‖∆DS(b)‖ld
2
.
Applying Lemma 3.1 we get
‖a− aˆ‖ld
2
≤ 2err(a, aˆ)‖∆DS(b)‖ld
2
≤ 2err(a, aˆ)
g′(0)‖a‖lm
2
− err(a, aˆ) =
2err(a, aˆ)
g′(0)− err(a, aˆ) ,
where the last inequality only holds if the denominator is positive. This
proves the second inequality in (4.6).
The proof of the first part of (4.6) proceeds as in [16]. First we define
an approximation gˆ to g
gˆ : R→ R, t 7→ f(taˆ). (4.8)
This is indeed a good approximation to g as for any t ∈ [−1, 1] we get
|gˆ(t)− g(t)| = |g(〈a, t · aˆ〉)− g(t)| ≤ c0 |t (1− 〈a, aˆ〉)| = c0|t| · |〈a, a− aˆ〉|
≤ c0 · ‖a− aˆ‖ld
2
. (4.9)
With this approximation gˆ to g we define the function fˆ by
fˆ : Bd → R, x 7→ gˆ(〈aˆ, x〉).
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It remains to show that fˆ is a good approximation to f . With the help of
(4.8) and (4.9) we obtain
|f(x)− fˆ(x)| = |g(〈a, x〉) − gˆ(〈aˆ, x〉)|
≤ |g(〈aˆ, x〉) − gˆ(〈aˆ, x〉)|+ |g(〈a, x〉) − g(〈aˆ, x〉)|
≤ c0 · ‖a− aˆ‖ld
2
+ c0|〈a− aˆ, x〉|
≤ 2c0‖a− aˆ‖ld
2
for all x ∈ Bd.
5. Approximation of translated radial functions
The methods we presented so far, as well as the methods of [16], were
developed in the (quite restrictive) frame of ridge functions. As an example
of a possible extension of these algorithms, we consider the class of translated
radial functions, i.e. functions of the form
f : Bd → R, x 7→ f(x) = g(‖a − x‖2
ld
2
)
for some fixed ld2-normalized vector a ∈ Rd
‖a‖ld
2
= 1 (5.1)
and a function g : [0, 4] → R. Hence, f is constant on the spheres centered
in a or, equivalently, it is a radial function translated by a. Typically, we
shall again assume that g and g′ are Lipschitz continuous with constants c0
and c1, respectively.
The idea to recover those functions is similar to the case of ridge func-
tions. First we recover the center a and then we define approximations gˆ to
g and fˆ to f .
For a small constant h > 0 and fixed vectors xi ∈ Rd, i = 1, . . . , d we set
a˜i :=
f(hei + xi)− f(xi)
h
,
where e1, . . . , ed are again the canonical basis vectors of R
d. With help of
the mean value theorem we can express this as
a˜i =
f(hei + xi)− f(xi)
h
=
g(‖a − hei − xi‖2ld
2
)− g(‖a − xi‖2ld
2
)
h
= g′(ξh,i)
‖a− hei − xi‖2ld
2
− ‖a− xi‖2ld
2
h
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for some real ξh,i between ‖a − hei − xi‖2ld
2
and ‖a − xi‖2ld
2
. The nominator
can be simplified by
‖a− hei − xi‖2ld
2
− ‖a− xi‖2ld
2
= 〈a− hei − xi, a− hei − xi〉 − 〈a− xi, a− xi〉
= −2h〈a, ei〉+ h2〈ei, ei〉+ 2h〈ei, xi〉
= −2hai + h2 + 2hxi,i.
Let us choose xi = −(h/2)ei to get
a˜i =
f((h/2)ei)− f(−(h/2)ei)
h
= −2g′(ξh,i)ai
for some ξh,i between ‖a− (h/2)ei‖2ld
2
and ‖a+ (h/2)ei‖2ld
2
. Next let us note
that ξh,i is very close to 1 = ‖a‖2ld
2
:
|ξh,i − 1| ≤ max
{∣∣∣1− ‖a− (h/2)ei‖2ld
2
∣∣∣ , ∣∣∣1− ‖a+ (h/2)ei‖2ld
2
∣∣∣}
= max
{∣∣−hai − h2/4∣∣ , ∣∣hai − h2/4∣∣} (5.2)
≤ h+ h2/4.
Finally we obtain that aˆ is a good approximation to−2g′(‖a‖2
ld
2
)a = −2g′(1)a,
since
‖a˜+ 2g′(1)a‖2
ld
2
=
d∑
i=1
(−2g′(ξh,i)ai + 2g′(1)ai)2
= 4
d∑
i=1
((
g′(ξh,i)− g′(1)
)
ai
)2 ≤ 4 d∑
i=1
(c1 |ξh,i − 1| ai)2
≤ 4c21
d∑
i=1
((
h+ h2/4
)
ai
)2
= 4c21
(
h+ h2/4
)2 d∑
i=1
a2i
= 4c21
(
h+ h2/4
)2
.
Thus a˜ is almost a multiple of a. Again, we need to assume that the deriva-
tive of g′ is non-trivial in some sense. Due to the construction, we replace
(3.5) by the condition
g′(1) 6= 0.
Then the ld2-normalized vector
aˆ :=
a˜
‖a˜‖ld
2
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approximates a, possibly up to a sign. Choosing any vector aˆ⊥ ∈ Rd or-
thogonal to aˆ, we can identify the sign by sampling along aˆ⊥. Afterwards,
the correct sign might be assigned to aˆ. We will therefore restrict ourselves
to the case
g′(1) > 0. (5.3)
Once an approximation of a was recovered, it is again easy to define an
approximation of g, and finally of f . We summarize this procedure as the
following algorithm.
Algorithm D
• Input: Translated radial function f : Bd → R with f(x) = g(‖a −
x‖2
ld
2
), a and g with (5.1), (3.3), (3.4) and (5.3)
• Put a˜i := f(hei/2)−f(−hei/2)h , i = 1, . . . , d
• Put aˆ := a˜‖a˜‖
ld
2
• Put gˆ : [0, 4]→ R, t 7→ f(aˆ(1−√t))
• Put fˆ : Bd → R, x 7→ gˆ(‖aˆ− x‖2
ld
2
)
• Output: fˆ
The performance of Algorithm D is estimated by the following Theorem.
Theorem 5.1. Let f : Bd → R, g : [0, 4] → R and a ∈ Rd be such that
f(x) = g(‖a − x‖2
ld
2
) and a and and g satisfy (5.1),(3.3), (3.4) and (5.3).
Then
‖f − fˆ‖∞ ≤ c0
(
2‖aˆ− a‖ld
2
+ ‖aˆ− a‖2
ld
2
)
(5.4)
and
‖aˆ− a‖ld
2
≤ 2c1
(
h+ h2/4
)
g′(1)− c1(h+ h2/4) (5.5)
if g′(1)− c1(h+ h2/4) is positive.
Proof. First, we estimate the difference between a and aˆ. By (5.2) and (3.4)
g′(1) − |g′(ξh,i)| ≤ |g′(1) − g′(ξh,i)| ≤ c1|1− ξh,i| ≤ c1(h+ h2/4),
hence
|g′(ξh,i)| ≥ g′(1) − c1(h+ h2/4). (5.6)
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Therefore, if the right hand side of (5.6) is positive, we get
‖a˜‖2
ld
2
=
d∑
i=1
|a˜i|2 = 4
d∑
i=1
|g′(ξh,i)ai|2
≥ 4
d∑
i=1
(
g′(1) − c1(h+ h2/4)
)2
a2i
= 4
(
g′(1)− c1(h+ h2/4)
)2
.
Now we apply Lemma 3.1 to obtain
‖aˆ− a‖ld
2
≤ 4c1(h+ h
2/4)
‖a˜‖ld
2
≤ 2c1(h+ h
2/4)
g′(1)− c1(h+ h2/4) . (5.7)
Given the approximation aˆ to a we define an approximation gˆ to g by
gˆ : [0, 4] → R, t 7→ f(aˆ(1−√t)).
Essentially, gˆ is the restriction of f onto {λaˆ : λ ∈ R} ∩Bd. Using (3.3) we
obtain the estimate
|g(t)− gˆ(t)| =
∣∣∣g(t) − g(‖a − aˆ+√taˆ‖2ld
2
)
∣∣∣ ≤ c0 ∣∣∣t− ‖a− aˆ+√taˆ‖2ld
2
∣∣∣
= c0
∣∣∣2√t〈a− aˆ, aˆ〉+ ‖a− aˆ‖2ld
2
∣∣∣ = c0 ∣∣∣2(1−√t)(1− 〈a, aˆ〉)∣∣∣
= c0
∣∣∣1−√t∣∣∣ · ‖a− aˆ‖2ld
2
≤ c0 ‖a− aˆ‖2ld
2
(5.8)
for all t ∈ [0, 4]. Next we define
fˆ : Bd → R, x 7→ gˆ(‖aˆ− x‖2
ld
2
).
With (5.7) and (5.8) we get the final estimate
|f(x)− fˆ(x)| =
∣∣∣g(‖a − x‖2ld
2
)− gˆ(‖aˆ− x‖2
ld
2
)
∣∣∣
≤
∣∣∣g(‖a − x‖2ld
2
)− g(‖aˆ− x‖2
ld
2
)
∣∣∣+ ∣∣∣g(‖aˆ− x‖2ld
2
)− gˆ(‖aˆ− x‖2
ld
2
)
∣∣∣
≤ c0
∣∣∣‖a− x‖2ld
2
− ‖aˆ− x‖2
ld
2
∣∣∣+ c0 ‖a− aˆ‖2ld
2
= 2c0 |〈a− aˆ, x〉|+ c0 ‖a− aˆ‖2ld
2
≤ c0
(
2‖a− aˆ‖ld
2
+ ‖a− aˆ‖2
ld
2
)
.
Remark 5.2. (Extensions of Theorem 5.1)
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(i) We assumed in Theorem 5.1, that the function g and its derivative g′
are both Lipschitz. If we assume this property only on the interval
(1 − (h + h2/4), 1 + (h + h2/4)), we can still recover at least (5.7).
This applies even to the case, when g (and also its derivative) are
unbounded near the origin. In that case, we can still approximate the
position of the singularity, although uniform approximation of f is out
of reach.
(ii) As in the approximation scheme for ridge functions we can use tech-
niques from compressed sensing to recover f if a is compressible. To
be more precise, if a satisfies ‖a‖ld
1
≤ R and Φ ∈ Rm×d is a normalized
Bernoulli matrix with rows ϕ1, . . . , ϕm ∈ Rd we define
b˜j :=
f((h/2)ϕj)− f(−(h/2)ϕj)
h
.
As f is defined only on the unit ball Bd and ‖ϕj‖ld
2
=
√
d/m, we must
always have at least h ≤ 2√m/d to ensure that (h/2)ϕj ∈ Bd. To
allow for comparison with the non-compressible case just discussed in
Theorem 5.1, we denote
h˜ = h/2 ·
√
d/m,
which leads to
b˜j =
f
(
h˜
ϕj
‖ϕj‖ld
2
)
− f
(
−h˜ ϕj‖ϕj‖ld
2
)
h
. (5.9)
By defining the deterministic noise e ∈ Rm
b˜ = −2g′(1)Φa + e (5.10)
we can show with similar calculations as before that
‖e‖lm
2
≤ η := 2c1R
(
2Rh˜√
d
+ h˜2
)
. (5.11)
Using the (P1,η) minimizer of [5] we put
a˜ = argmin
z∈Rd
‖z‖ld
1
s.t. ‖Φz − b˜‖lm
2
≤ η
with η given by the right hand side of (5.11). We then get the estimate,
cf. [18, Theorem 4.22] or [2, Theorem 1.6],
‖a˜− 2g′(1)a‖ld
2
≤ ̺ := Cσs(2g
′(1)a)1√
s
+Dη
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with two universal constants C,D > 0. Here again s ≤ C2m/ log(d/m).
Lemma 3.1 (with ld2 instead of l
d
1) gives for aˆ = a˜/‖a˜‖ld
2
‖aˆ− a‖ld
2
≤ 2̺/‖a˜‖ld
2
.
Finally, using
‖a˜‖ld
2
≥ 2g′(1)‖a‖ld
2
− ‖a˜− 2g′(1)a‖ld
2
≥ 2g′(1) − ̺,
we get
‖aˆ− a‖ld
2
≤ 2̺
2g′(1) − ̺
if 2g′(1) > ̺.
This gives a replacement of (5.7), the rest of the proof of Theorem 5.1
then applies without further modifications.
(iii) Once we have this approximation scheme using techniques from com-
pressed sensing, we can easily extend it to an approximation scheme
with noisy measurements. We assume again that b˜ from (5.9) is cor-
rupted by noise z/h, where the components of z = (z1, . . . , zm)
T are
again independent N (0, σ2) distributed random variables. Formula
(5.10) is then replaced by b˜ = −2g′(1)Φa+ e+ z/h and Dantzig selec-
tor can be applied.
6. Numerical results
In this section we investigate the performance of the algorithms presented
so far in several model situations. The results shed a new light on some of
the aspects, which we did not discuss in detail, especially on the size of
the constants used in previous theorems. All the approximation schemes
started by looking for a good approximation aˆ of the unknown direction
a and, consequently, the quality of the uniform approximation of f by fˆ
was then bounded by the corresponding distance between aˆ and a. In what
follows, we will therefore discuss only the approximation error between a
and aˆ.
6.1. Ridge functions on cubes
We start with Algorithm A, i.e. with approximation of a ridge function
f(x) = g(〈a, x〉) defined on the cube [−1, 1]d with ‖a‖ℓd
1
= 1. We have con-
sidered different dimensions (d ∈ {10, 100, 1000, 10.000}). As the Algorithm
A does not make any use of sparsity of a, it is reasonable to assume, that
all its coordinates are equally likely to be non-zero. The entries of a were
therefore always independently normally distributed (i.e. ai ∼ N (0, 1)),
afterwards a got ld1-normalized according to (3.2).
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Figure 1: Approximation of a according to Algorithm A with g(t) = tanh(t) (left) and
g(t) = tanh(t− 1) (right).
Figure 1 shows the (average) approximation error ‖a−aˆ‖ℓd
1
in dependence
of the step size h > 0 for two different profiles g(t) = tanh(t) and g(t) =
tanh(t − 1). Note that the y-axis scales logarithmically. Let us give some
remarks on Figure 1.
• The approximation improves rapidly with growing dimension. This is
given by considering the non-sparse ridge vectors a and by the con-
centration of measure phenomenon as described also in Remark 3.4.
• Smaller step size h implies also better quality of approximation, but
already reasonable sizes of h (i.e. h = 0.2) imply relatively very small
errors.
• Finally, the second derivative of the first profile at zero vanishes, were
it is non-zero for the second profile. Therefore, the first order differ-
ences approximate the first order derivative less accurately in that case,
leading to larger (but still surprisingly small) approximation errors.
The left part of Figure 2 shows the dependence of the number of the
sampling points m on the dimension d and sparsity s, cf. (2.5), when using
Algorithm B. We fixed the ridge profile g(t) = tanh(t − 1), the sparsity
s = 5 and the step size h = 0.1 and constructed an s-sparse random vector
a by Matlab command sprandn, followed by the ℓd1-normalization. For
each integer d between 50 and 1000 and for each integer m between 1 and
55, we then run the Algorithm B 120 times and the average approximation
error ‖a− aˆ‖ℓd
1
corresponds afterwards to the shade of grey of the point with
coordinates d and m. In accordance with the theory of compressed sens-
ing (and with Remark 3.6), we observe that the number of measurements
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Figure 2: Face transition for the approximation of a and the average error of ‖a − aˆ‖ℓd
1
according to algorithm B.
needs to grow only logarithmically in the dimension d to guarantee good
approximation with high probability. The right part of Figure 2 then shows
the average value of ‖a − aˆ‖ℓd
1
for the same profile and sparsity for three
different pairs of (d,m). We observe, that especially for large dimensions
even extremely small number of measurements guarantees already reason-
able approximation errors.
6.2. Noisy measurements
Figure 3 studies the performance of the recovery of the ridge vector a
from noisy measurements as described in Algorithm C. We fixed the param-
eters d = 1000, m = 400, and s = 5, the ridge profile g(t) = tanh(t− 1) and
four different noise levels σ ∈ {0.03, 0.01, 0.003, 0.001}. We have used the
ℓ1-MAGIC implementation of Dantzig selector, available at the web page of
Justin Romberg at http://users.ece.gatech.edu/~ justin/l1magic/.
As the noise level gets amplified by the factor 1/h, when taking the first
order differences, cf. (4.3), it is not surprising that the recovery fails com-
pletely for small values of h. On the other hand, for large values of h, the
correspondence between first order differences and first order derivatives gets
weaker and the quality of approximation deteriorates as well. This effect is
clearly visible from (4.7) and, numerically, in the left part of Figure 3, where
there is an optimal h for the recovery of a. Strictly speaking, the functions
considered in Section 4 were defined only on the unit ball Bd, so that the
value of h in Figure 3 should be limited to be smaller than
√
m/d. We have
decided to include also larger values h to exhibit the optimal h, although
for our profile and our parameters it lies outside of this interval.
Although not discussed before, it is quite straightforward to modify the
non-probabilistic Algorithm A also to the case of noisy measurements. Es-
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Figure 3: Approximation of a with noisy measurements according to Algorithm C (left)
and a modification of Algorithm A (right). Note, that only the y-axis of the left plot is
logarithmic.
sentially, the gradient ∇f(0) is then approximated by the first-order differ-
ences, this time corrupted by noise. We applied this approach to the profile
g(t) = tanh(t − 1) and parameters just described with the results plotted
in the right part of Figure 3. We observe that the approximation errors get
much larger, demonstrating once again the success of Dantzig selector.
6.3. Shifted radial functions
In Figure 4 we considered the approximation of the pole a of a shifted
radial function f with f(x) = g(‖a−x‖2
ld
2
) and g(t) = −1/t. On the left plot,
we fixed the sparsity s = 5 and considered three values of d = 100, d = 1000
and d = 10.000. The number of measurements was then m = 40,m = 60,
or m = 80, respectively. Finally, we run the modification of Algorithm D
described in Remark 5.2 and plot the average approximation error ‖a− aˆ‖ℓd
2
against the step size h. The right hand plot of Figure 4 shows the noise-aware
modification of Algorithm D described also in Remark 5.2.
References
[1] R. Baraniuk, M. Davenport, R. DeVore, M. Wakin, A simple proof of
the restricted isometry property for random matrices, Constr. Approx.
28 (2008) 253–263.
[2] H. Boche, R. Calderbank, G. Kutyniok, J. Vyb´ıral, A survey
of compressed sensing, Applied and Numerical Harmonic Analysis,
Birkha¨user, Boston, to appear.
28
0 0.2 0.4 0.6 0.8 1
10−7
10−6
10−5
10−4
10−3
10−2
10−1
step size h˜
‖a
−
aˆ
‖ 2
 
 
d = 100, m = 40
d = 1000, m = 60
d = 10.000, m = 80
g(t) = −1/t
s = 5
0 0.2 0.4 0.6 0.8 1
10−3
10−2
10−1
100
101
step size h˜
‖a
−
aˆ
‖ 2
 
 
σ = 0.03
σ = 0.01
σ = 0.003
σ = 0.001
g(t) = −1/t
d = 1000
m = 400
s = 5
Figure 4: Approximation of a according to algorithm D with sparsity (left) and with noisy
measurements (right).
[3] M.D. Buhmann, A. Pinkus, Identifying linear combinations of ridge
functions, Adv. in Appl. Math. 22 (1999) 103–118.
[4] E. Cande`s, Harmonic analysis of neural networks, Appl. Comput. Har-
mon. Anal. 6 (1999) 197–218.
[5] E. Cande`s, The restricted isometry property and its implications for
compressed sensing, Compte Rendus de l’Academie des Sciences, Paris,
Serie I 346 (2008) 589–592.
[6] E. Cande`s, D.L. Donoho, Ridgelets: a key to higher-dimensional inter-
mittency?, Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci.
357 (1999) 2495–2509.
[7] E. Cande`s, T. Tao, Decoding by linear programming, IEEE Trans. In-
form. Theory 51 (2005) 4203–4215.
[8] E. Cande`s, T. Tao, The Dantzig selector: statistical estimation when p
is much larger than n, Ann. Stat. 35 (2007) 2313–2351.
[9] E. Cande`s, J. Romberg, T. Tao, Robust uncertainty principles: ex-
act signal reconstruction from highly incomplete frequency information,
IEEE Trans. Inform. Theory 52 (2006) 489–509.
[10] A. Cohen, W. Dahmen, R. DeVore, Compressed sensing and best k-
term approximation, J. Amer. Math. Soc. 22 (2009) 211–231.
[11] A. Cohen, I. Daubechies, R. DeVore, G. Kerkyacharian, D. Picard, Cap-
turing ridge functions in high dimensions from point queries, Constr.
Appr. 35 (2012) 225–243.
29
[12] M.A. Davenport, M.F. Duarte, Y.C. Eldar, G. Kutyniok, Introduction
to compressed sensing. Compressed sensing, 1–64, Cambridge Univ.
Press, Cambridge, (2012)
[13] R. DeVore, G. Petrova, P. Wojtaszczyk, Instance-optimality in proba-
bility with an ℓ1-minimization decoder, Appl. Comput. Harmon. Anal.
27 (2009) 275–288.
[14] R. DeVore, G. Petrova, P. Wojtaszczyk, Approximation of functions of
few variables in high dimensions, Constr. Approx. 33 (2011) 125–143.
[15] D.L. Donoho, Compressed sensing, IEEE Trans. Inform. Theory 52
(2006) 1289–1306.
[16] M. Fornasier, K. Schnass, J. Vyb´ıral, Learning functions of few arbi-
trary linear parameters in high dimensions, Found. Comput. Math. 12
(2012) 229–262.
[17] M. Fornasier, H. Rauhut, Compressive sensing, In: Scherzer, Otmar
(Ed.) Handbook of Mathematical Methods in Imaging, Springer, pp.
187–228.
[18] S. Foucart, H. Rauhut, A mathematical introduction to compres-
sive sensing, Applied and Numerical Harmonic Analysis, Birkha¨user,
Boston, 2013.
[19] T. Hemant, V. Cevher, Active learning of multi-index
function models, in Advances in Neural Information
Processing Systems 25 (2012) 1475–1483, available at
http://books.nips.cc/papers/files/nips25/NIPS2012 0701.pdf
[20] V. Ya. Lin, A. Pinkus, Fundamentality of ridge functions, J. Approx.
Theory 75 (1993) 295–311.
[21] A.E. Litvak, A. Pajor, M. Rudelson, N. Tomczak-Jaegermann, Smallest
singular value of random matrices and geometry of random polytopes,
Adv. Math. 195 (2005) 491–523.
[22] B.P. Logan, L.A. Shepp, Optimal reconstruction of a function from its
projections, Duke Math. J. 42 (1975) 645–659.
[23] S. Mayer, T. Ullrich, J. Vyb´ıral, Entropy and sampling num-
bers of classes of ridge functions, submitted, available at
http://arxiv.org/abs/1311.2005.
[24] E. Novak, H. Woz´niakowski, Approximation of infinitely differentiable
multivariate functions is intractable, J. Compl. 25 (2009) 398–404.
30
[25] E. Novak, H. Woz´niakowski, Tractability of Multivariate Problems, Vol-
ume I: Linear Information. EMS Tracts in Mathematics, Vol. 6, Eur.
Math. Soc. Publ. House, Zu¨rich, 2008.
[26] E. Novak, H. Woz´niakowski, Tractability of Multivariate Problems, Vol-
ume II: Standard Information for Functionals. EMS Tracts in Mathe-
matics, Vol. 12, Eur. Math. Soc. Publ. House, Zu¨rich, 2010.
[27] E. Novak, H. Woz´niakowski, Tractability of Multivariate Problems, Vol-
ume III: Standard Information for Operators. EMS Tracts in Mathe-
matics, Vol. 18, Eur. Math. Soc. Publ. House, Zu¨rich, 2012.
[28] A. Pinkus, Approximating by ridge functions, Surface Fitting and Mul-
tiresolution Methods (1997) 279–292.
[29] A. Pinkus, Approximation theory of the MLP model in neural networks,
Acta Numerica 8 (1999) 143–195.
[30] K. Schnass, J. Vyb´ıral, Compressed learning of high-dimensional sparse
functions, In: IEEE Int. Conf. on Acoustics, Speech and Signal Pro-
cessing (ICASSP) (2011) 3924–3927.
[31] P. Wojtaszczyk, Complexity of approximation of functions of few vari-
ables in high dimensions, J. Compl. 27 (2011) 141–150.
31
