Introduction. A continuous state branching Markov process (C.B.P.) was introduced by Jirina [8] and recently Lamperti [10] determined all such processes on the half line. (A quite similar result was obtained independently by the author.) This class of Markov processes contains as a special case the diffusion processes (which we shall call Feller's diffusions) studied by Feller [2]. The main objective of the present paper is to extend Lamperti's result to multi-dimensional case. For simplicity we shall consider the case of 2-dimensions though many arguments can be carried over to the case of higher dimensions(2). In Theorem 2 below we shall characterize all C.B.P.'s in the first quadrant of a plane and construct them. Our construction is in an analytic way, by a similar construction given in Ikeda, Nagasawa and Watanabe [5] , through backward equations (or in the terminology of [5] through S-equations) for a simpler case and then in the general case by a limiting procedure.
Let T be the set of all functions i/<(A), A 3:0, of the form (1.2) ift(X) = c0 + cl\1 + c2X2 + j^il-e-^Mdu)
where c^O, i=0, 1, 2 and n(du) is a nonnegative measure on D-{0} (4) is differentiable in t at t = 0. Let Jf=(xt, be a C.B.P. and let P(t, x, dy) be the transition probability of X. If we set Pi(r, dy)=P(t, (1, 0), a» and P2(/, dy)=P(t, (0, 1), a» then (1.6) J" e-^P{t, x, dy) = exp {-^(t, X)x1-<f>2(t, X)x2} where (1.7) exp (-MU A)) = f e" ^(r, ö», i = 1, 2.
Then uy4(A) = (tjtjj, A), i/r2(r, A)) e T2 for every f^O and by the semigroup property of P(t, x, dy) it is easy to see that4»(+s=u>((u>s), i.e., {u>i}ie[0jK>) is a ^-semigroup.
Conversely given a ^-semigroup {vb(}, if we define P(t, x, dy) by (1.6) then it is a substochastic kernel and by the semigroup property of <\>t we have P(t + s, x, dy) = j P(t, x, dz)P(s, z, dy).
Hence {P(t, x, dy)} defines a unique Markov process on D = £> u {A} with D as a trap. Thus we have the following Theorem 1. There is a one-to-one correspondence between the C.B.P.'s X=(xt,Px), and the ^-semigroups {i\>t}. The correspondence is given by (1.8) £*(e-v*0 = expi-xJA, X)-x2UU A)}.
Furthermore X is regular if and only if{*\>t} is regular.
Let |j(x) and £2(x)eCo(D) (6) such that £1(x) = x1 and t;2{x) = x2 on some neighborhood U of the origin O. The main theorem is the following: Theorem 2. Let X=(xt,Px) be a regular C.B.P. Then the semigroup Tt of the process X is a strongly continuous nonnegative contraction semigroup on CQ(D) (6) such that, if A is the infinitesimal generator in Hille-Yosida sense ofTt, we have 
Conversely given a, b, c, d, a, ß, y, 8, «j a«tz" «2 w/VA conditions (1.10) ant/ (1.11) ere exists a unique Markov process X= (xt, Px) with the semigroup Tt satisfying (i) and (ii) and further X is a regular C.B.P.
If we set (1.12) Ea>m(e-**t) = e~*i(tM, E(0tl)(e-***) = e"M'» Ai(A) = -«%4-(aA1+cA2)-|-y-f (e-^-l + Ai^))»!^), O /iA*) = e2/7äXi fa, and/,(*) = a/7Sx,, i=l, 2.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Conversely given such a, b, c, d, a, ß, y, S, nx and n2, the solution of the backward equation is unique and defines a Ys'-semigroup.
Proof of Theorem 2.
Lemma I. Let 0n e W and 0n => 0(8) on a domain U <£ A = {A = (A1; A2) : A^0}(9). Then 0 e (To be precise there exists a unique extension of Y onto A so that it is an element of^¥.)
Proof. This lemma may be well known but we shall give a standard proof for the completeness. it is easy to see that (TtfÄ(x) -f\(x))/t converges uniformly in x when t j 0. Hence {/A: X»0}^D(A). By (2.13) we have also (2.14) AMx) = lim rtAW-^W = r^{e^/A(l,0K+e^/A(0, l)x2}.
o <
We shall now determine the expression of Afx(\, 0) and AfK(0, 1). More generally we shall determine the expression of AfA at a boundary point x0 of F> except origin O01). Let x0 = (xi, 0) where x?>0 and F be a neighborhood in D of x0. Let £i(*), ^(X) 6 C0°(A"t) (12) such that £\(x) = xx and f2(x) = x2 on some neighborhood U of the origin. Let DXo (resp. VXo) = {x=y -x0; y e D (resp. ye F)}and we assume VXQ^U. By a result due' to Venttsel' [15] , there exists a2(x0), a(x0), c(x0)=SO, y(xo)S:0, cr(x0)g0 and a nonnegative measure nXo(dy) on F)Xo -{0} with
Furthermore if a2(x0) = a(x0) = c(x0)=y(x0) = o(x0)=0 then nXo^0. We claim that then noting that Y2 is closed under the composition we see easily by induction that <JijB) e Y2. Hence by Lemma 1, 4>( e Y2 as the uniform limit of ty\n) on a domain £7 (g A. To prove the general case we remark first that given h = (huh2) there exists a sequence hn = (h?\ h2n)) such that for each n, hn has the property (2.19) and hn => A on every Ui A. This is a well known fact and can be proved in a similar method as the proof of Lemma 1. Lettp^n) be the solution of (1.15) corresponding to hn then i|>jn) e Y2 and by Lemma 2, t]><n) => u>( on some £/0 (g A and / e [0, r0]. Hence by Lemma l,ipt e Y2 and the proof of Theorem 2 is now complete. Consider the C.B.P. X=(xt, Px) of Theorem 2. Since its semigroup is strongly continuous on C0(D), X is a standard process or Hunt process, cf. Dynkin [1] . In particular we may assume that it is a strong Markov process with right continuous and c/j-discontinuous sample functions. It is a diffusion process, i.e., its 3. The case of diffusion processes. In this section we shall study the case of diffusion processes, i.e., the case y=8 = «1=«2 = 0. The infinitesimal generator A given in Theorem 2 has now the following form: (3.1) Af = «2x1/11+02x2/22 + (ax! + ox2)/i + {cxx + dx2]f2.
(") Ex={y-x;ye E), &{B) is the set of all Borel subsets of D* and S4(£) is the unit measure on the point at infinity A.
If 6 = c = 0 then the corresponding C.B.P. is the direct product of two onedimensional Feller diffusions. This class of 2-dimensional diffusions was discussed by Feller [2] in connection with Galton-Watson processes of two types.
The behavior of sample functions on Xj axis when c=0 (or on x2-axis when b = 0) is the following. If a sample path reaches the x^axis then it remains on Xjaxis moving as a one-dimensional Feller diffusion determined by the infinitesimal generator a2x(d2/dx2) + ax(dldx). Finally it hits the origin O and then it is stopped. The probability that a sample function hits the x^axis is positive if ß^O.
From now on we shall consider the case when b>0 and c>0. Assume for simplicity that a=ß=l.
It is natural to expect that the process X=(xt, Px) is obtained as a solution of the following stochastic equation;
where B(tv and B(2) are mutually independent Wiener processes. The coefficients are Lipschitz continuous on every U <£ D and hence by Ito's theorem (cf. [6] , [13] ) the solution of (3.2) exists uniquely up to the first hitting time for the boundary. Since the coefficients are not Lipschitz continuous we cannot apply Ito's theorem for existence and uniqueness of a global solution of (3.2) but we have the following Theorem 3. For any xeD, there exists a unique solution xt = (x1(t), x2(ty) of the equation (3.2) with x0 = x such that it is stopped at the origin after it hits there for the first time. The solution defines a diffusion process X= (xt, Px) and this coincides with the C.B.P. given in Theorem 2.
Proof. Since the coefficients are continuous on the whole plane there exists a solution of (3.2) for any initial value x0 = x e Rn by Skorohod's existence theorem [13, p. 59 ]. We modify this solution so that it is stopped at the origin after it hits there for the first time. This gives also a solution of (3.2) . If the initial point x is in D then this solution xt never leaves D. In fact, if it leaves D, there exists some time interval [r0, rj such that x(o e dD, say on x^axis (i.e., x2(r0) = 0) and x2(0<0 for te [r0, fj]. But on a neighborhood of x(o, cx1 + dx2^e>0 for some positive constant e and hence x2(t)-x2(s)=jts[cx1(u) + dx2(u)]du'^e(t-s) for every s, t e[t0,t ]. This implies that x2(t)^x2(t0) + e(t-t0) and contradicts with x2(0<0 for t e [t0, hi Now we shall show the uniqueness of such solutions. It is sufficient to show the uniqueness of the solution on a neighborhood of each boundary point since then the uniqueness of the global solution follows from the usual piecing out method. Let x(0) = (x?, 0), x°>0 and U be a sufficiently small neighborhood of x0 such that cxj + dx2 > e > 0 on U where e is a positive constant. Let xt and xt be two solutions such that x0 = x0=x<0). We shall now prove x(=x, for t<ru where tv is the first leaving time from U. Let ^(x), P(x), C(x) and £>(x) be bounded continuous such that y0=y0 = xm, then 3>tsj?t. First we remark that by the same argument as above we can prove that any solution yt = (}>i(t), y2(0) of (3.3) with j0 = ^<0> satisfies y2(t)^0 for all f£0. and hence, if we choose a so that (3.4) holds, E{IS} -* 0 when n -*■ oo. Therefore
By a similar argument we can prove Remark. The branching property of X= (xt, Px) can be seen directly in the following way: we have shown above that F(t, A; x) = Ex(e~Xxt) is the solution of the forward equation (1.16). On the other hand, as is easily seen, F(r, A; x) = £(lio)(e~A'*0*1£<o,i)(e~A'*<)*2 satisfies (1.16). Hence by the uniqueness of the solution of the forward equation (Lemma 3) we have F(t, A; x) = F(i, A; x) i.e., X has the branching property.
From Lemma 4 we have at once the following Corollary. If a=ß=l, 6>0 and c>0 then the diffusion X=(xt,Px) has the following property; with probability one the Lebesgue measure of the set of all t such that xte 8D-{0} (xx-axis or x2-axis except origin) is 0.
This fact is in striking contrast to the case when 6 = 0 or c=0. We shall study in more detail the behavior of sample functions near the boundary. Set Let xe 8D-{0} and U be a neighborhood in D of x which has the strictly positive distance from the origin. For simplicity we assume that x is on xyaxis. For each -q > 0 set (3.13) U" = U n {x = (xlt x2); x2 > t?} and let rn be the first leaving time from U". Set cT=lim" 10 rn and It is clear from these definitions that (i) if 2 is unattainable then 2 consists of all irregular points,
(ii) 2 is unattainable if and only if each x e 2 has a neighborhood in 2 which is unattainable, (iii) if 2 is unattainable then with probability one sample functions starting from a point in D° never hit 2. (ii) 2X and 24 are unattainable.
Proof. Let x=(xu 0) e 22, i.e., 0< cxi < 1 and I be a neighborhood in 22 of x.
According to [4] set A*(x2) = min , *2 ., 5*(x2) = max cxi + dx* xiei xi -r1 axx -r ox2 \ x\ei x2
then it is easy to see that, if I is sufficiently small, then there exist constants 0 < fcj <k2, 0 < k3 < ki < 1 such that kxx2 ^ A*(x2) ^ k2x2 and k3/x2 ^ 2?*(x2) ^ fc4/x2. and a smooth curve y in 7J° joining the points (ox, 0) and (a2, 0). If A; >0 is a constant and u e C2(i7) such that w|y=0 then by Green's formula we have easily that JJ (A-k)u-u dx = -JJ {XiWi + x^l} ß?x -(^ + ^ + ^r) JJ w2 #x
Hence if A-> -o/2 -a/2 and (/i -k)u = 0 then m = 0 in U. This shows that any solution of (A -k)u = 0 is uniquely determined by the boundary value on the part y of the boundary and hence every point x e U n 8D must be irregular points(19). By Corollary of Theorem 3 the Lebesgue measure of the set of all t such that xte8D -{0} is zero with probability one. Let 9tt(20) be the set of all additive functionals which are square-integrable martingales. Then by a result of [12] 9JI is generated by Mx(t) = f Xi(01/2 dB^ and M2(t) = C x2(t)m dB\2\
Jo Jo
Hence for every M e 50c, J!0 ISD(xs) dMs = 0. Generally it is natural to call a part S of the boundary a reflecting barrier if(21) (i) it consists of all regular points, (ii) the sample functions hit every nonempty open subset of S with positive probability, (iii) the set of time t such that xt e 2 has the Lebesgue measure 0 with probability one, (iv) for every M e 2R, f0 7s(xs) dMs = 0. Thus we have the following Corollary 1. 2 = 2X u E2 is a reflecting barrier, i.e., it satisfies the conditions (i)-(iv).
(19) By the classification of Fichera [3] , Si u 2i is 2H)-boundary and S2 u S3 is S(2>-boundary.
(20) This class of additive functionals was studied in Motoo-Watanabe [12] . (21) In the case of one-dimensional diffusion these conditions characterize a reflecting barrier among all possible boundary conditions, cf. Ito and McKean [7] .
Also it is natural to call a part 2 of the boundary a pure entrance boundary if S is unattainable and every je e S has a neighborhood U such that if is the first leaving time from U then Px(ru<oo)=l for every xeU. For any jceEj, u 24 we can show the existence of such a neighborhood U in F> of x by the same argument as above involving Dynkin's formula. Thus we have the following Corollary 2. 2=2^X4 is a pure entrance boundary.
4. A remark on the regularity. The regularity of a C.B.P. or equivalently the regularity of a Y2-semigroup follows from a much weaker condition as we shall see in the following Theorem 5. A C.B.P. X={xt,Px} is regular if<i>t(fy's continuous in t for each A»0.
Remark. As Lamperti showed in Lemma 2.3 of [11] the continuity follows from the measurability and some additional condition.
Proof. From the continuity of 4»t(A) we can conclude easily that A' is a Hunt process. Next we shall remark that there exist ux(x), u2(x) e D(A) n C™ (D) such that e~* --9m(u(x)), u(x) = (Ul(x), u2(x)), where <pm(uu u2) is a C00 -function defined on a domain containing the range u(D) = {(u1(x), u2(x)); x e D} and further there exists a (nonempty) domain t/c A = {A: AStO} such that if XeU then all d<pmlduif 82<pm/8ut 8u} are bounded on u(D). In fact take linearly independent X^O and X2»0 and set for a fixed / Ui(x) = f TJxfr) ds = f e-W* ds, i = 1,2, Jo Jo then clearly Wj e D(A) n C00(jD) and by a simple calculation it is easy to see that, if t is sufficiently small, the Jacobian 8{uu u2)!8{x1, x2) never vanishes on some neighborhood of D. Hence there exists Cm-function <p(A) such that e-*-»-cp^(Ul(x),u2(x)).
Also it is easy to see that, if M>0 is sufficiently large £/={A = (A1, A2); Xt>M, ;'=1,2} possesses the above property. Then by a formula on stochastic integrals (cf. [12] for diffusion processes and Kunita and Watanabe [9] for the general Hunt processes), if Xe U, e-*-xt_e-h-x0 _ a martingale + a continuous additive functional of bounded variation and hence it is clear that for each x and XeU, e~*tmx = Ex{e~Axt) is a function of bounded variation in / e [0, F] for every F> 0. Thus ipt(A) is a function of bounded variation in / and combining this with the semigroup property it is easy to see that ibt(A) is differentiable in t at t = 0 for every A 6 U0 where U0 is a dense subset of U. Now the first part of Theorem 2 can be proved in exactly the same way as above and hence we have the same class of C.B.P.'s. In particular this implies that {ibt} is a regular Y2-semigroup. The author wishes to thank Professor J. Lamperti for his remark.
