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But: can also result in cycles if reference point is not constant [Judt et al. 2011] and is expensive to compute exactly [Bringmann and Friedrich 2009] 
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Concept can be generalized to any quality indicator for example: R2-indicator [Brockhoff et al. 2012] , [Trautmann et al. 2013] , [Díaz-Manríquez et al. 2013] Generalizable also to contribution to larger sets HypE [Bader and Zitzler 2011] : Hypervolume sampling + contribution if more than 1 (random) solution deleted
Indicator-Based Selection
A (unary) quality indicator is a function that assigns a Pareto set approximation a real value.
Multiobjective Problem
Single-objective Problem 
Optimal µ-Distribution:
A set of µ solutions that maximizes a certain unary indicator I among all sets of µ solutions is called optimal µ-distribution for I. [Auger et al. 2009a] The Optimization Goal in Indicator-Based EMO 
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Hypervolume indicator refines dominance relation most results on optimal µ-distributions for hypervolume
Optimal µ-Distributions (example results) [Auger et al. 2009a]: contain equally spaced points iff front is linear density of points with the slope of the front [Friedrich et al. 2011]: optimal µ-distributions for the hypervolume correspond to ε-approximations of the front ! (probably) does not hold for > 2 objectives 
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How do the optimal µ-distributions look like for >2 objectives? how to compute certain indicators quickly in practice? several recent improvements for the hypervolume indicator [Yildiz and Suri 2012] , [Bringmann 2012] , [Bringmann 2013] how to do indicator-based subset selection quickly? also here several recent improvements [Kuhn et al. 2014] , [Bringmann et al. 2014] , [Guerreiro et al. 2015] what is the best strategy for the subset [Zitzler et al. 2003] Mastertitelformat bearbeiten 50% attainment surface for IBEA, SPEA2, NSGA2 (ZDT6) latest implementation online at http://eden.dei.uc.pt/~cmfonsec/software.html see [Fonseca et al. 2011] the more (known) preferences incorporated the better in particular if search space is large [Branke and Deb 2004 ] [Branke 2008 ] [Bechikh et al. 2015] Refine/modify dominance relation, e.g.: using goals, priorities, constraints [Fonseca and Fleming 1998a,b] using different types of dominance cones [Branke and Deb 2004] Use quality indicators, e.g.: based on reference points and directions Sundar 2006, Deb and Kumar 2007] based on the hypervolume indicator [Brockhoff et al. 2013 ] [Wagner and Trautmann 2010] based on the R2 indicator [Trautmann et al. 2013] [Sacks et al. 1989] based on kriging models [Wagner et al. 2010] for a survey and first theoretical results [Zhang et al. 2012] Practical application (drilling of Inconel 708) [Zhang et al. 2012] Practical application (drilling of Inconel 708) [Zhang et al. 2012] Practical application (drilling of Inconel 708) [Zhang et al. 2012] [Zhang et al. 2012] [Wagner et al. 2008] 
Attainment Plots

Incorporation of Preferences During Search
Selection of infill criterion
