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A nonlinear dynamics approach can be used in order to quantify complexity in written texts.
As a first step, a one-dimensional system is examined : two written texts by one author (Lewis
Carroll) are considered, together with one translation, into an artificial language, i.e. Esperanto
are mapped into time series. Their corresponding shuffled versions are used for obtaining a ”base
line”. Two different one-dimensional time series are used here: (i) one based on word lengths (LTS),
(ii) the other on word frequencies (FTS). It is shown that the generalized Hurst exponent h(q) and
the derived f(α) curves of the original and translated texts show marked differences. The original
”texts” are far from giving a parabolic f(α) function, - in contrast to the shuffled texts. Moreover,
the Esperanto text has more extreme values. This suggests cascade model-like, with multiscale time
asymmetric features as finally written texts. A discussion of the difference and complementarity of
mapping into a LTS or FTS is presented. The FTS f(α) curves are more opened than the LTS ones
PACS numbers: 89.75.Fb, 89.75.Da,05.45.Tp,89.75.Kd
I. INTRODUCTION
The Hurst (or equivalently Ho¨lder) exponent [1], mea-
suring the so called self affinity of signals, in short the
roughness exponent, can be generalized to some general-
ized fractal dimension D [1, 2]. However, multifractals
[3] seem to better describe an object through its evolving
geometrical or structural features. One has to recognize
that there is some debate on whether multifractality ex-
ists because of finite size effects [4]. The discussion on
such a point should arise in some review article, outside
the present paper. Let it be simply recalled that through
a generator and from an initiator, one can easily produce
a fractal object with a given dimension [1]. Note that
to produce realistic and meaningful multifractal models
is still a challenge [5]. Next, one can ask ”what to do
with the knowledge that a dynamical object is a multi-
fractal?”; even more: ”How can this nonlinear measure
of knowledge be useful?”. Nevertheless, the first question
is ”Is there any multifractality evidence?”.
Many authors have discussed the origin, characteris-
tics, content, role of multifractals. Let me point out to a
pioneering experimental one [5], a theoretical [6], a con-
ceptual one [7], and a few so called applications [8–10]
in order to set-up some wide perspective. Let us also
recall that one has to obtain a h(q) function which is a
generalized Hurst or Ho¨lder exponent or a D(q) gener-
alized dimension, where q represents the degree of some
moment distribution of some time evolving variable. Sub-
sequently one can obtain a f(α) spectrum, in which f(α)
is the distribution of the exponent α(≡ ddq [qh(q)]) of the
object.
∗Electronic address: marcel.ausloos@ulg.ac.be
A written text can be considered as a physical sig-
nal [11, 12], because it can be decomposed through level
thresholds which are like a set of characters taken from
an alphabet. As such, writings, belong to the top level
class of complexity [13]. One question immediately fol-
lows : are multifractals found in real texts? - a question
already raised in [14] when studying the distribution of
letters in Moby Dick ; see also [15–18].
In [19, 20] it was claimed that long range order correla-
tions (LROC) between words in texts express an author’s
ideas, and in fine even consist in some author’s signature
[21, 22]. Comparisons of written texts translated from
one to another language [23], in particular from the point
of view of word LROC, are of interest from the complex-
ity point of view. The more so if the number of words
in two languages is markedly different. In fact, since
Shannon himself [24], writings and codings are of inter-
est in statistical physics. Writings are systems practically
composed of a large number of internal components (the
words, signs, and blanks in printed texts).
Texts, used here for investigating some a priori un-
known structure, were chosen for their rather wide dif-
fusion and incidentally being representative of a famous
scientist, Lewis Carroll, i.e. Alice in wonderland (AWL)
[25, 26] and Through a looking glass (TLG) [27]. Know-
ing the mathematical quality of this author’s mind, one
might expect to find some special, unusual, unknown fea-
tures of his texts. Interestingly, a translation of AWL
into Esperanto is available on internet; here below, such
a text will be referred to as ESP.
Having no previous baseline for such investigations, the
three texts have been shuffled in order to serve as base
line. This should allow to check the robustness of the
investigation methods and, if they exist, findings about
multifractality of such written texts..
In Sect. II, the data downloading and preliminary ma-
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2nipulations are explained. Next, the methodology is ex-
posed: one can distinguish frequency time series (FTS)
from length time series (LTS). Different techniques ex-
ist to investigate such supposedly multifractal signals.
Those are briefly recalled for completeness. Such tech-
niques are complementary; the presently used one sticks
to the classical box counting method [3]. The resulting
data does not show any anomaly that would put into
question the simplest method, and would request more
fancy or advanced techniques.
More importantly, in the author’s opinion, one has to
remain within a statistical physics framework. In order
to do so, one aim consists in searching for correlations
between fluctuations, in the spirit of the linear response
theory [28, 29]. Thus, the 12 time series are transformed
into ”fluctuations”, i.e. series based on the signs of the
”derivatives” of the texts (!), before calculating the mul-
tifractal features.
In Sect. III, the results for the generalized Hurst ex-
ponent h(q) and the corresponding f(α) function [3] are
presented and discussed. In Sect. IV, one comments
about indicators, i.e, the shape and extreme values of
h(q), α, and f(α) characterizing the texts. Those sug-
gest how to analyze (dis)order and correlations, whence
so called text complexity, along cascade-like models [30],
with multiscale time asymmetric features.
In Sect. V, a summary induces a conclusion.
II. DATA AND METHODOLOGY
The time series are made from a mapping of texts,
here above mentioned, downloaded from a freely avail-
able website [31]. The chapter heads have first been re-
moved before analysis. Three files are considered : (i) the
English version of AWL, - in short AWL; (ii) its trans-
lation into Esperanto, - in short ESP; and (iii) and the
chronologically later written (English) text TLG. Note
that even though the series are to be transformed, see
below, the same notation is kept thereafter, referring as
such to the original (o) text without any ambiguity or to
their shuffled version (s), i.e. AWLo, ..., TGLs.
The shuffle algorithm is one found on Wikipedia. In
brief, the first data point is exchanged with some fol-
lowing one, its location chosen from a generated random
number. The second data point is exchanged with some
following one, chosen from another random number, etc.
The random number generator was checked to lead to a
rather uniform distribution, for a number between 0 and
1. The algorithm was applied ten times on the texts to
get the final shuffled texts hereby used for analysis, com-
parison, and discussion. In so doing, the 6 documents
have been transformed into 12 numerical one-dimensional
nonlinear maps in two ways [32] : (i) by counting the
number of occurrences of each word in the whole docu-
ment, deducing its frequency f . The words are ranked
accordingly, giving rank 1 to the most frequent word.
Then, the text is ”rewritten” into a series of numbers,
AWLo ESPo TLGo
Number of words 27342 25592 30601
Number of different words 2958 5368 3205
Number of characters 144927 154445 164147
Number of ”sentences” 1633 2016 2059
Number of punctuation marks 4531 4752 4828
TABLE I: Basic statistical data for the three original texts of
interest. The number of words gives the size of the ”length
time series”. The number of different words gives the size of
the ”frequency time series”
such that at each appearance of a word a number equal
to its rank is replacing the word. Such a series is called
the frequency time series (FTS); (ii) by considering the
length l (number of letters) of a word. One records the
word of length l at each successive ”time” in the docu-
ment, i.e. the first word is considered to be emitted at
time t= 1, the second at time t = 2, etc. A time series
based on the amplitude l(t) is so constructed. It is called
a length time series (LTS).
Let it be mentioned that punctuations and other ty-
pological signs are disregarded: e.g., a ”word” like don′t
is considered as leading to ”don”, - 3 letters, and ”t”, - 1
letter. The same goes on for singular and plurals, giving
two distinct words, or verbs. For completeness, let it be
mentioned that the frequency, for example, of only lem-
matized nouns or verbs could be studied [23, 33]. Note
that it should be obvious that the above mappings lead
to a continuous-like series, i.e. without blanks or gaps
between words, now being numbers or a time index.
There are several techniques to demonstrate multifrac-
tality in time series, as nicely and recently reviewed in
[34] or by Schumann and Kantelhardt [35]. Although the
multiscaling features can be studied using different algo-
rithms, each method provides a complementary informa-
tion about the complex structure of the time series.
One can be analyzing either the statistics or the geom-
etry, as well described in [36].
A statistical approach consists of defining an appro-
priate intensive variable depending on a resolution pa-
rameter, then its statistical moments are calculated by
averaging over an ensemble of realizations and at ran-
dom base points. It is said that the variable is multifrac-
tal if those moments exhibit a power-law dependence in
the resolution parameter. On the other hand, geomet-
rical approaches [37–42] try to assess a local power-law
dependency on the resolution parameter for the same in-
tensive variables at every particular point. The geomet-
rical approach is informative about the spatial localiza-
tion of self-similar (fractal) structures, but leads to some
difficulty when having to justify the retrieval of scaling
exponents.
The oldest multifractal analysis method is the multi-
fractal box counting (MF-BOX) technique [3] which fails
in presence of non-stationarities, such as trends. This
deficiency led to the development of the wavelet trans-
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FIG. 1: The so called partition function χ(s, q) vs. s, the
sub-series size in Eq. (1), on log-log plot graphs, in order to
obtain τ(q), Eq. (3), in the best possible power law regime, see
text, and subsequently the generalized Hurst exponent h(q),
Eq. (4), or the generalized fractal dimension D(q), Eq. (5),
in the case of FTS for the (left) original and (right) shuffled
texts. Only 3 representative q-values (-10, +2, +20) in each
case are shown for space savings. Obvious notations to under-
stand the illustrating data are on the left axis. In the display,
the data has been arbitrarily displaced along the y-axis since
only the slope from a linear fit is relevant
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FIG. 2: The so called partition function χ(s, q) vs. s, the
sub-series size in Eq. (1), on log-log plot graphs, in order to
obtain τ(q), Eq. (3), in the best possible power law regime, see
text, and subsequently the generalized Hurst exponent h(q),
Eq. (4), or the generalized fractal dimension D(q), Eq. (5), in
the case of LTS for the (left) original and (right) shuffled texts.
Only 3 representative q-values (-10, +2, +20) in each case are
shown for space savings. Obvious notations to understand the
illustrating data are on the left axis. In the display, the data
has been arbitrarily displaced along the y-axis since only the
slope from a linear fit is relevant
4FIG. 3: Generalized Hurst exponent of three original texts
analyzed through FTS (top) and LTS (bottom) mapping:
AWL: red, ESP: blue, TLG: green dots
FIG. 4: Generalized Hurst exponent of three shuffled texts
analyzed through FTS (top) and LTS (bottom) mapping:
AWL: red, ESP: blue, TLG: green dots.
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FIG. 5: f(α) for AWL, original (o) or shuffled (s) text along
FTS or LTS mapping
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FTS or LTS mapping
form modulus maxima (WTMM) method a generalized
box counting approach based on a wavelet transform by
Muzy-Bacry-Arneodo, as long ago as 1991 [43–47]. An-
other approach to study multifractality in time series is
the multifractal generalization of detrended fluctuation
analysis (MF-DFA) of which Kantelhardt et al., on one
hand, and Zunino et al., on the other hand [48–51] are the
most prolific represntatives. It based on the traditional
DFA [52] or extensions [53, 54].
Practically, MF-DFA is a less complicated and de-
mands less presumption than the WTMM algorithm. For
comparisons of these multifractal analysis methods, see
[48, 55–57]. Such comparisons indicate that MF-DFA is
at least equivalent to WTMM, while an application of
WTMM needs more care and yields spurious multifrac-
tality more often. In the present case, since there is no
trend in such series, the simplest box counting technique
is workable. Thus, the present study sticks to the classi-
cal box counting method [3].
III. RESULTS
A. Multifractal Analysis
The simplest type of multifractal analysis, based upon
the standard partition function multifractal formalism
[3], is summarized here below. However, it is relevant
to emphasize which variables are used in calculating the
6partition function. Since I want to stick to statistical
physics ideas and methods, through, the usual ”Linear
Response Theory” concepts [28, 29] for calculating long
range order features through quantities, usually called
susceptibilities, it is useful to define the fluctuations of
interest before calculating the correlations between those.
The most basic or primary fluctuations are in the deriva-
tive of a signal (or deviations from the mean, indeed). In
order to enhance the role of ”fluctuations” in the time
series, i.e. the text, each series is transformed as fol-
lows, according to the most primary set of thresholds:
if the length of a word in LTS (or its frequency or rank
in FTS) is smaller than the next one, the former word
gets a value = 2; if it is greater, it gets the value = 1;
and 0 if both are equal. The resulting series is called Mi
(1 ≤ i ≤ N − 1). Next, each Mi is cut into Ns subseries
of size s, where Ns is the smallest integer in N/s. The
ordering starts from the beginning of the text, dropping
out the last data points if necessary. For either the orig-
inal or shuffled text, each FTS (or LTS) has the same
number of data points, 1 ≤ i ≤ N . The number of words
gives the size of the ”length time series”. The number
of different words gives the size of the ”frequency time
series”. See such values and other informative data in
Table 1.
Next, one calculates the probability
P (s, ν) =
Σsi=1M(ν−1)s+i
ΣNsν=1Σ
s
i=1M(ν−1)s+i
(1)
in ”windows” of size ν, for every ν and s. Thereafter one
calculates the so called partition function
χ(s, q) = ΣNsν=1P (s, ν)
q (2)
for each s value. A power law behavior is expected
χ(s, q) ∼ sτ(q), (3)
where τ(q) plays the role of a partition function [3]. The
generalized Hurst exponent, h(q), is obtained through
h(q) =
1 + τ(q)
q
. (4)
from the best linear fit to Eq.(3) on a log-log plot to get
τ(q). The generalized fractal dimension D(q) [3] follows
next:
D(q) =
τ(q)
q − 1 . (5)
Let
α = dτ(q)/dq, (6)
from which, by inversion, one obtains q(α) and τ(q(α)),
whence the f(α) function [58]
f(α) = qα− τ(q), (7)
as usual [3].
In the present work, χ(s, q) has been calculated for a
very large s range, i.e. between 2 and 5000, but the forth-
coming below reported data takes into account only the
values for 2 < s < 200, i.e. when 0.3 < log10 s < 2.3. In
such a range, the error bands are undistinguishable from
the (mean of the) data; see Figs. 3-7. Moreover, the τ(q)
values must be measured in s ranges where a power law,
as in Eq.(3), is found. Practically, one could do better in
letting the extremal values of the s interval be flexible,
and, for example, let them be varied in each possible fit,
but this is much too time consuming for the final out-
put, the more so if one attempts to cover a large set of
q values. The above mentioned extremal values were ob-
tained, or rather ”considered as acceptable”, along the
above criteria plus some respect of computer time, after
many trial plots.
The τ(q) values were calculated by a linear best fit on
a log-log plot of χ(s, q) vs. s, for all (integer) q values
such that -40 ¡ q ¡ 80. Note that there are about 6 x 120
data set to fit. Thus, the number of q values examined
was reduced to those such that -35 < q < 75, for FTS
and to -25 < q < 80, for LTS. This allows one to obtain
smooth curves, see below, with negligible error bars.
Another (technical) comment, in advance of the re-
ported results, in the following subsection, is in order: a
too broad interval of q might sometimes cast doubts on
reported multifractality [59]. It has been discussed that
in the analysis of multifractality in turbulence or high-
frequency financial data, the interesting moment orders
q should not be greater than 8 in order to make the par-
tition function converge [59]. However, as an example,
the size of intraday high-frequency data is such that the
moment order can be taken to be -120 ≤ q ≤120 [59]. In
brief, depending on the size of the time series, the par-
tition function can be computed for rather large values
of q, if the convergence makes sense. In other words,
the error bars should become negligible or irrelevant for
the discussion purpose. As in other papers on multifrac-
tals [60–62] or critical exponent search [63, 64] by the
authors and co-workers, great care has thus been taken
such that the here below presented data is reliable both
from physics and statistics criteria. No need to say that
it takes much time to do so and all steps are not recorded.
The fit code (multifractalma.java) is available from the
author upon request.
B. h(q) plots: Figs. 3-4
For space savings, not all χ(s, q), Eq. (2), are shown
here, as mentioned here above. However, for a prelimi-
nary quantifying purpose, a summary of values, for q =
2, and its standard deviation, found of the order of 10−3
are found in Table 2. Recall that q = 2 in fact corre-
sponds to the standard DFA procedure. It is seen that
the number of data points, i.e. the number of boxes of
size s, taken in order to estimate the slope of the straight
7line has some quite mild influence. The latter might be
a specific effect of time series based on written texts, or
on the preliminary transformation of the time series into
some sort of series of fluctuations. The matter has not
been investigated further.
A few examples of plots of the partition function χ(s, q)
vs. the sub-series size s, see Eq. (1), are shown in Figs.
1-2 on log-log graphs. As explained above, the s range
is chosen to be appropriate in order to obtain τ(q), from
Eq. (3). In each display, the raw data has been arbi-
trarily displaced along the y-axis, for good visualization
purpose; only the slope from a linear fit is relevant. It is
already remarkable that the (positive or negative) slope
values will be of the same order of magnitude for the
different but corresponding cases, either the original or
shuffled series, with an expected evolution, as in many
other studies. Also it is seen that there is hope for some
possible distinction to be made between FTS and LTS
cases depending on the original text.
From Eq. (4), the resulting h(q) curves of the gener-
alized scaling, Hurst, exponents, are given in Figs. 3-4
for the various texts, for all (integer) q values such that
-40 ¡ q ¡ 80. Observe that a marked numerical instabil-
ity exists at q = 0, - as usual, in fact, - better seen for
the FTS than LTS . For monofractal time series, h(q)
should be independent of q. A multifractal structure is
markedly observed, thus indicating that the scaling be-
haviors of small and large fluctuations are different. It is
known that the generalized Hurst exponent for negative
q can be shown to describe the scaling of small fluctu-
ations, - because the windows ν, in Eq.(1), with small
variance dominate for this q-range. In contrast, the win-
dows ν with large variance have a stronger influence, - for
positive q. Whence small fluctuations are usually char-
acterized by larger scaling exponents than those related
to large fluctuations, thereby inducing a Fermi or step
function-like shape of h(q).
C. Note on D(q)
Obviously,
D(q) =
1
q − 1(qh(q)− 1). (8)
First, observe the values of h(2). For stationary sig-
nals, h(2) should coincide with the Hurst exponent, H,
if the system is monofractal, and D = 2H − 1. The h(2)
values, as e.g. can be read from Figs.1-2, are given in
Table 3. The values for the the shuffled texts lead to
a doubtless fractal dimension = 1. The slight deviations
from unity for the original texts might be due to so called
finite size effects. Recall that the topology of the time
series is a smooth line, without gaps.
Next, it can be deduced that the generalized fractal
dimension for the FTS has a similar set of values for both
english texts, decaying from ∼ 1.2 to 1.0 for q increasing
but negative; D(q) decays slowly for q positive, barely
reaching a value 0.95 for q = 80. The value of D(q) is
much greater along the negative q axis, in particular for
ESPo but is identical to the other two for q ≥ 0. In LTS,
the form of D(q) is that to be expected and is similar to
the FTS form.
The shuffled texts have remarkably similar h(q), thus
D(q) values, both in range and variations, as those of
the original texts, but the D(q) values are closer to 1.0,
- as could be expected. Very slightly quantitative differ-
ences occur, - more markedly for the EPSsFTS, see Fig.
2 (top), than for others. Along a Baeysian reasoning,
these differences can be attributed to the finite size of
the sample.
By the way, [65]
C1 =
dτ(q)
dq
∣∣∣∣
q=1
(9)
a measure of the intermittency lying in the signal y(n),
can be numerically estimated by measuring τq around
q = 1. In each case, the value of C1 is close to unity (table
of data not shown for space savings). Some comment on
the role/meaning of C1, a sort of information entropy on
the structural complexity of a signal, can be found in
Ref.[66].
D. f(α) plots: Figs. 5-7
The f(α) spectra are shown in Figs. 5- 7. Instead of
presenting graphs based on FTS and LTS mappings, the
data is presented for the three original texts and their
shuffled counterpart. In so doing one can better com-
pare for a given sample the methods and the subsequent
results.
Before discussing the original texts/series, it can be
observed that the shuffling does not fully symmetrize the
spectra. The rather finite size of these dynamical sys-
tems is likely the cause of such an imperfection. How-
ever, there is no doubt that all spectra are markedly non
symmetric. This was at first found for DLA simulations
in [6], - with very high positive skewness, without much
discussion. Note that for all series, the FTS curves are
wider than the LTS. In all cases also the original and its
shuffled series lead to a quasi identical f(α) spectrum,
for any α ≤ 1 and up to α ' 1.1. Above α ≥ 1.2, some
departure occurs, for several series, indicating a marked
effect of large fluctuations.
IV. AND SOME FURTHER DISCUSSION
Let us stress linguistics-like implications derived from
the above time series analysis of linguistics samples:
• h(q) and D(q): In LTS, even though the form of
D(q) is that to be expected and is similar to the
FTS form, it has to be stressed that the AWLo and
ESPo are very quantitatively similar, but markedly
8differ from TLGo. This already indicates that one
can observe a high structural complexity of the au-
thor ’s style of writing through these two books.
Moreover the multifractal analysis clearly shows
that a translation effect on the text style is much
better observed through an FTS than an LTS.
Finally, it is fair to mention a reviewer remark: the
shuffled texts have remarkably similar D(q) values.
Does this mean that the multifractality is a distribu-
tional one and not due to non-linear correlations?
It could be the case indeed for the shuffled texts.
• f(α) : the curve rises very sharply: starting from
negative values for α ≤ 1.0, it reaches a maximum
(=1.0) at 1.0, at the maximum so called box di-
mension, and decays less rapidly for α ≥ 1. The
not fully parabolic, to say the least, f(α) curve
indicates non uniformity and strong LROC be-
tween long words and small words, - evidently aris-
ing from strong short range order correlations be-
tween these. In fact, the left (right) hand side of
the f(α) curve corresponds to fluctuations of the
q ≥ 0 (q ≤ 0)-correlation function. In other words,
they correspond to correlated fluctuations in small
(large) word distributions. It would be a nice con-
jecture that such distributions are personal features
of the vocabulary grasped by an author.
In so doing, the the extremal α values, i.e. α− and
α+ should be quantifying the somewhat systemic
way used by an author in his or her writings. These
extreme values for the 12 examined texts are given
in Table 3. Observe that the Esperanto text differs
from both English texts in such a consideration, -
the English texts presenting the same .
A short final note: the Esperanto text curves be-
have differently from the English texts in FTS,
though TLGo is different from the others in the
LTS case. However, the shuffled texts f(α) spec-
tra behave in a very similar way, both qualitatively
and quantitatively. I conjecture the effect to be
due to the number of punctuation marks in such
cases, see Table 1. Again, LROC and the related
structural complexity, style and creativity, are well
exemplified.
V. CONCLUSION
In summary, one has studied three samples, written
texts, mapped as in fine 12 time series, due to introduc-
ing shuffled series as surrogate data for comparison. One
can observe qualitative similarities between the original
and shuffled texts and their translations, and quantita-
tive differences. The English texts look more similar with
each other than with respect to the Esperanto transla-
tion. The sharpness of f(α) indicates a high lack of uni-
formity of each text LROC.
The multifractal scheme has been indicated to provide
a measure of these correlations, thus a new indicator of
a writer’s style. Of course, one might argue that only
text written by a single author, Lewis Carroll, are exam-
ined, not proving whether the so obtained f(α) is text-
dependent, writer-dependent, or both. That is why crite-
ria suggested for estimating a text semantic complexityas
if it is a time series are of interest. It remains to be seen
through more investigations whether the f(α) curve and
the cascade model hold true in other cases, and do in gen-
eral characterize authors and/or texts, - and other time
series. Note that the multifractal method should addi-
tionally be able to distinguish a natural language signal
from a computer code signal [32] and should help in im-
proving translations by suggesting perfection criteria and
indicators of a translated text qualitative values, similar
to those of the original one.
Let it be re-emphasized the remarkable difference for
the Esperanto text (Fig. 3a) with the English texts in
the FTS analysis. Linguistics input should be searched
at this level and is left for further discussion. The origin
of differences between TLG and AWL needs more work
also at the linguistic level.
On the other hand, one physics conclusion arises from
the above: the existence of a multifractal spectrum found
for the examined texts indicates a multiplicative process
in the usual statistical sense for the distribution of words
length and frequency in the text considered as a time
series. Thus linguistic signals may be considered indeed
as the manifestation of a complex system of high dimen-
sionality, different from random signals or from systems
of low dimensionality such as the financial and geophys-
ical (climate) signals. In so doing one can consider the
behavior of the atypical f(α) curve as originating from a
binomial multiplicative cascade process as in fully devel-
oped turbulence [30], here for short and long words, on a
support [0,1].
Extensions to higher dimensions, e.g. in image recog-
nition [67] or in hypertext studies are thus quite possible.
In relation to these remarks, work on fractal analysis of
paintings should be mentioned [67, 68], on handwriting
[69] and on japanese garden patterns [70] to indicate di-
rections for further research.
Acknowledgements
Comments by reviewers have surely improved this pa-
per. I would like also to thank N.K. Vitanov, G. Ro-
tundo, and A. Scharnhorst for, as usual, fruitful com-
ments and discussions, and J. Gillet for much help with
the data acquisition and its analysis. Thanks also to
the COST Action MP0801 which provided some financial
support to stay at BAS, Sofia, BG, U. Tuscia, Viterbo,
IT, and DANS-KNAW, Amsterdam, NL, through the
STSM 5378, STSM 6698, and STSM 9874 respectively
.
9[1] B.J. West and W. Deering, The lure of modern science:
fractal thinking (World Sci., River Edge, NJ, 1995); ibid.,
Phys. Rep. 246, 1 (1994).
[2] B.B. Mandelbrot, The Fractal Geometry of Nature (W.H.
Freeman, New York, 1982).
[3] T.C. Halsey, M.H. Jensen, L.P. Kadanoff, I. Procaccia,
and B.I. Shraiman, Phys. Rev. A 33, 1141 (1986).
[4] Th. Lux and M. Ausloos, Market Fluctuations I : Scaling,
Multi-scaling and their Possible Origins, in The Science
of Disaster: Scaling Laws Governing Weather, Body,
Stock-Market Dynamics, A. Bunde, J. Kropp, and H.-
J. Schellnhu¨ber, Eds. (Springer Verlag, Berlin, 2002) pp.
377-413
[5] J. Nittmann, H. E. Stanley, E. Touboul, and G. Daccord,
Phys. Rev. Lett. 58, 619 (1987).
[6] S. Schwarzer, J. Lee, A. Bunde, S. Havlin, H. E. Roman,
and H. E. Stanley, Phys. Rev. Lett. 65, 603 (1990).
[7] D. Sornette, A. B. Davis, K. Ide, K. R. Vixie, V. Pis-
arenko, and J. R. Kamm, Proc. Natl. Acad. Sci. USA.
104, 6562 (2007).
[8] A.L.. Goldberger, L.A. Amaral, J.M. Hausdorff, P.Ch.
Ivanov, C.K. Peng, and H.E. Stanley, Proc. Natl. Acad.
Sci. USA. 99 Suppl. 1, 2466 (2002).
[9] Zhi-Yuan Su and Tzuyin Wu, Physica D 221, 188 (2006).
[10] G. R. Jafari, P. Pedram, and L. Hedayatifar, J. Stat.
Mech. (2007) P04012.
[11] M. Eliade, W.R. Trask, and J.Z. Smith, The Myth of the
Eternal Return: Cosmos and History (Princeton Classic
Editions, Princeton UP, Princeton, 1971).
[12] J. Martin, English text: System and structure (John Ben-
jamins, Amsterdam, 1992).
[13] D. B. Saakian, Phys. Rev. E 71, 016126 (2005).
[14] A.N. Pavlov, W. Ebeling, L. Molgedey, A. R. Ziganshin,
and V. S. Anishenko, Physica A 300, 310 (2001).
[15] In fact, it has been recently proposed that writings can
be thought as being mapped on networks: A. P. Masucci
and G. J. Rodgers, Phys. Rev. E 74, 026102 (2006).
[16] L. Antiqueira, M. G. V. Nunes, O. N. Oliveira Jr., and
L. F. Costa, Physica A 373, 811 (2007).
[17] L. Antiqueira, O. N. Oliveira Jr., L. F. Costa, and M. G.
V. Nunes, Inform. Sciences 179, 584 (2009).
[18] These have fractal properties; most usually they should
be multifractals; one can thus imagine/consider/argue
that a text is a form of partially self-organized network
of words due to grammatical and style constraints, thus
should present multifractal features.
[19] W. Ebeling and A. Neiman, Physica A 215, 233 (1995).
[20] M. Amit, Y. Shmerler, E. Eisenberg, M. Abraham, and
N. Shnerb, Fractals 2, 7 (1994).
[21] O. A. Rosso and H. Craig Pablo Moscato, Physica A 388,
916 (2009).
[22] D. I. Holmes, Comput. Humanities 28, 87 (1994).
[23] D.R. Amancio, L. Antiqueira. T.A.S. Pardo, L. da F.
Costa, O.N. Oliveira Jr., and M. G. V. Nunes, Int. J.
Mod. Phys. C 19, 583 (2008).
[24] C. Shannon, Bell. Syst. Tech. J. 27, 379 (1948); ibid.,
Bell. Syst. Tech. J. 27, 623 (1948); see also ibid., Bell
Syst. Tech. J. 30, 50 (1951).
[25] L.W. Carroll, Alice’s Adventures in Wonderland
(Macmillan, New York, 1865);
see http : //www.gutenberg.org/etext/11.
[26] Previous work on the english AWL version can be men-
tioned but pertains to a mere Zipf analysis.; D.M.W.
Powers, Applications and explanations of Zipf’s laws, in
New Methods in Language Processing and Computational
natural Language Learning D.M.W. Powers (ed.) (ACL,
1998) pp 151-160.
[27] L.W. Carroll, Through the Looking Glass and What Alice
Found There (Macmillan, New York, 1871);
see http : //www.gutenberg.org/etext/12.
[28] R. Kubo, Rep. Progr. Phys. 29, 255 (1966).
[29] L. P. Kadanoff and P. C. Martin, Ann. Phys. -New York
24, 419 (1963); reprinted Ann. Phys.-New York 281, 800
(2000).
[30] E. Ott, Chaos in Dynamical Systems, 2nd Ed. (Cam-
bridge U.P., Cambridge, 2002) ch. 9.
[31] Project Gutenberg (National Clearinghouse for Machine
Readable Texts) http : //www.gutenberg.org.
[32] K. Kosmidis, A. Kalampokis, and P. Argyrakis, Physica
A 370, 808 (2006).
[33] S. Droz˙dz˙, J. Kwapien´, and A. Orczyk, Approaching
the linguistic complexity, arXiv:0901.3291 (2009); A. Or-
czyk, Master thesis, University of Science and Technology
AGH, Krako´w, Poland (2008); J J. Kwapien´, S. Droz˙dz˙,
and A. Orczyk, Acta Phys. Pol. A 117, 716 2010).
[34] J.W. Kantelhardt, Fractal and multifractal time series,
in: R.A. Meyers (Ed.), Encyclopedia of Complexity and
Systems Science, (Springer-Verlag, Berlin, 2009).
[35] A. Y. Schumann and J. W. Kantelhardt, Physica A 390,
2637 (2011).
[36] A. Turiel and C.J. Pe´rez-Vicente, Physica A 322, 629
(2003).
[37] N. Vandewalle and M. Ausloos, Eur. J. Phys. B 4, 257
(1998).
[38] N. Vandewalle and M. Ausloos, Int. J. Phys. C 9, 711
(1998).
[39] K. Ivanova and M. Ausloos, Eur. Phys. J. B 8, 665 (1999);
Err. 12, 613 (1999).
[40] K. Ivanova, H.N. Shirer, E.E. Clothiaux, N. Kitova, M.A.
Mikhalev, T.P. Ackerman, and M. Ausloos, Physica A
308, 518 (2002).
[41] M. Ausloos and K. Ivanova, Comp. Phys. Commun. 147,
582 (2002).
[42] K. Ivanova, E.E. Clothiaux, H.N. Shirer, T.P. Ackerman,
J.C. Liljegren, and M. Ausloos, J. Appl. Meteorology 41,
56 (2002).
[43] J.F.Muzy, E.Bacry, and A. Arneodo, Phys. Rev. Lett.
67, 3515 (1991).
[44] J.F. Muzy, B. Pouligny, E. Freysz, F. Argoul, and A.
Arneodo. Phys. Rev. A 45 8961 (1992).
[45] J.F. Muzy, E. Bacry, and A. Arneodo, Internat. J. Bifur.
Chaos 4, 245 (1994).
[46] A. Arneodo, E. Bacry, P.V. Graves, and J.F. Muzy, Phys.
Rev. Lett. 74, 3293 (1995).
[47] Z. R. Struzik, and A. P.J.M. Siebes, Physica A 309, 388
(2002).
[48] J.W. Kantelhardt, S.A. Zschiegner, E. Koscielny-Bunde,
S. Havlin, A. Bunde, and H.E. Stanley, Physica A 316,
87 (2002).
[49] D. Gulich and L. Zunino, Physica A 391, 4100 (2012).
[50] L. Zunino, A. Figliola, B.M. Tabak, D.G. Pe´rez, M. Gar-
avaglia, and O.A. Rosso, Chaos, Solitons & Fractals 41,
10
2331 (2009).
[51] J. de Souza and S. M. Duarte Queiro´s, Chaos, Solitons
& Fractals 42, 2512 (2009).
[52] C.-K. Peng, S.V. Buldyrev, S. Havlin, M. Simons, H.E.
Stanley, and A.L. Goldberger, Phys. Rev. E 49, 1685
(1994).
[53] N. Vandewalle and M. Ausloos, Int. J. Comput. Antici-
pat. Syst. 1, 342 (1998).
[54] X.-Y. Qian, G.-F. Gu, and W.-X. Zhou, Physica A 390,
4388 (2011).
[55] J.W. Kantelhardt, D. Rybski, S.A. Zschiegner, P. Braun,
E. Koscielny-Bunde, V. Livina, S. Havlin, and A. Bunde,
Physica A 330, 240 (2003).
[56] P. Os´wiecimka, J. Kwapien´, and S. Droz˙dz˙, Phys. Rev.
E 74, 016103 (2006).
[57] A. Turiel, C.J. Perez-Vicente, and J. Grazzini, J. Com-
put. Phys. 216, 36 (2006).
[58] A. Chhabra and R.V. Jensen, Phys. Rev. Lett. 62, 1327
(1989).
[59] Z.-Q. Jiang and W.-X. Zhou, Physica A 387, 3605
(2008).
[60] K. Ivanova and M. Ausloos, Eur. Phys. J. B 8, 665 (1999).
[61] K. Ivanova, H.N. Shirer, E.E. Clothiaux, N. Kitova, M.A.
Mikhalev, T.P. Ackerman, and M. Ausloos, Physica A
308, 518 (2002).
[62] N. Kitova, M. A. Mikhalev, K. Ivanova, M. Ausloos, and
T. P. Ackerman, Fourteenth ARM Science Team Meeting
Proceedings, Albuquerque, New Mexico, March 22-26,
2004, http : //www.arm.gov/publications/proceedings/
conf14/ extended−abs/kitova− n.pdf .
[63] M.M. Amado, R.P. Pinto, J.M. Moreira, M.E. Braga,
J.B. Sousa, P. Morin, P. Clippe and M. Ausloos, Solid
State Commun. 65, 1429 (1988).
[64] J.R. MacDonald and M. Ausloos, Physica A 242, 150
(1997).
[65] A.-L. Baraba´si and T. Vicsek, Phys. Rev. A 178, 2730
(1991).
[66] M. Ausloos, Financial Time Series and Statistical Me-
chanics, in Computational Statistical Physics. From Bil-
liards to Monte Carlo, K.H. Hoffmann and M. Schreiber,
Eds. (Springer-Verlag, Berlin, 2001) pp. 153-168.
[67] P. Pedram and G. R. Jafari, 0801.2501v1
[68] R.P. Taylor, A.P. Micolich, and D. Jonas, Nature 399,
422 (1999).
[69] N. Vincent, A. Seropian, and G. Stamon, Pattern
Recogn. Letters 26, 267 (2005).
[70] G. J. van Tonder, Pattern Recogn. Lett. 28, 728 (2007).
TABLE II: Characteristic slope values, for q = 2, for the
original (o) and shuffled (s) texts, according to the type of
series (FTS or LTS) so examined
Original texts 0− 200 std.dev. 200− 5000 std.dev.. 0− 5000 std.dev.
AWLoFTS 0.491 2E-3 0.561 2E-3 0.561 2E-3
ESPoFTS 0.519 2E-3 0.544 1E-3 0.545 1E-3
TLGoFTS 0.501 2E-3 0.777 3E-3 0.774 3E-3
AWLoLTS 0.538 2E-3 0.686 1E-3 0.684 1E-3
ESPoLTS 0.516 2E-3 0.619 2E-3 0.620 2E-3
TLGoLTS 0.531 2E-3 0.560 1E-3 0.560 2E-3
Shuffled texts 0− 200 std.dev. 200− 5000 std.dev. 0− 5000 std.dev.
AWLsFTS 0.525 1E-3 0.534 1E-3 0.533 1E-3
ESPsFTS 0.518 1E-3 0.474 1E-3 0.478 1E-3
TLGsFTS 0.524 1E-3 0.480 1E-3 0.480 1E-3
AWLsLTS 0.461 2E-3 0.584 1E-3 0.581 1E-3
ESPsLTS 0.519 4E-3 0.507 1E-3 0.506 1E-3
TLGsLTS 0.504 3E-3 0.587 1E-3 0.584 1E-3
TABLE III: Characteristic h(q = 2), α− and α+ values,
see Figs. 1-5, for the original, translated and shuffled texts,
according to the type of series (FTS or LTS) so examined
Original Texts h(2) α− α+
AWLoFTS 0.997 0.95 1.19
ESPoFTS 0.997 0.94 1.30
TLGoFTs 0.997 0.95 1.19
AWLoLTS 0.994 0.92 1.23
ESPoLTS 0.994 0.92 1.21
TLGoLTS 0.994 0.92 1.34
Shuffled Texts h(2) α− α+
AWLsFTS 1.0 0.95 1.13
AESPsFTS 1.0 0.96 1.16
TLGsFTS 1.0 0.94 1.13
AWLsLTS 0.999 0.91 1.25
ESPsLTS 0.999 0.92 1.24
TLGsLTS 0.999 0.91 1.25
