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Pooling design is an important research topic in bio-informatics due to itswide applications
in molecular biology, especially DNA library screening. In this paper, with unitary spaces
over finite fields, we present two new constructions whose efficiency ratio, i.e., the ratio
between the number of tests and the number of items, is smaller than some of the existing
constructions.
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1. Introduction
A recent important research area in molecular biology is the study of gene functions. Such a study is often supported by
a high quality DNA library which is usually obtained through a large amount of testing and screening. Consequently, the
efficiency of testing and screening becomes critical to the success and ultimately the impact of the study. Pooling design
is a data mining method which can deal with data in such an efficient way so that the number of tests can be reduced
significantly. For example, the Life Science Division of Los Alamos National Laboratories reported [9] that they were facing
220,000 clones in their study and did only 376 tests with help from pooling design while individual testing requires 220,000
tests.
In pooling design, a clone is also referred to as an item. Suppose we face a set of n items with some positive ones. The
problem is to identify all positive items with a smaller number of tests. There are several models of pooling designs with
different testing mechanisms for different applications [1]. The classical model has a simplest testing mechanism. Each test
is on a subset of items, called a pool. When the pool contains a positive item, the test-outcome is positive; otherwise, the
test-outcome is negative. Usually, the pooling design requires that all pools be constructed at the beginning of testing so that
all tests can be performed simultaneously. Therefore, a pooling design can be represented by a binary matrix. Such a binary
matrix has rows indexed with pools and columns indexed with items and the entry at intersection of row pi and column j is
1 if and only if j ∈ pi.
A pooling design or a corresponding binary matrix is said to be de-disjunct if for any d+ 1 columns of j0, j1, . . . , jd, there
exist e+ 1 rows pi1 , . . . a, pie+1 in each of which the entry at column j0 is 1 and entries at j1, . . . , jd are 0s. Every de-disjunct
pooling design can identify up to d positive items in the situation that there may exist at most e errors in test-outcomes.
Furthermore, a de-disjunct matrix is said to be fully de-disjunct if in addition, it is not (d′)e′-disjunct for d′ > d or e′ > e.
Geometry of classical groups over finite fields hasmany applications in pooling design [5,6] and authentication codes [7].
There are other several constructions for the de-disjunct pooling design and for the fully de-disjunct pooling design [2–4,
8,10–12]. In this paper, we present two new constructions. These constructions are based on the study of unitary spaces
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over finite fields. We will show that these constructions can provide some pooling designs with smaller ratio between the
number of pools and the number of items, compared with some important existing constructions.
2. Unitary space
Let Fq2 be a finite field with q2 elements, where q is a power of a prime. Fq2 has an involutive automorphism a → a¯ = aq,
and the fixed field of this automorphism is Fq. Let n = 2ν + δ,where δ = 0 or 1, and let
Hδ =


0 I(ν)
I(ν) 0

, if δ = 0, 0 I(ν)I(ν) 0
1
 , if δ = 1.
The unitary group of degree n over Fq2 , denoted by Un(Fq2), consists of all n× nmatrices T over Fq2 satisfying THδ(T¯ )t =
Hδ. There is an action of Un(Fq2) on F
(n)
q2
defined by
F(n)
q2
× Un(Fq2) −→ F(n)q2
((x1, x2, . . . , xn), T ) −→ (x1, x2, . . . , xn)T .
The vector space F(n)q2 together with the above group action of the unitary group Un(Fq2), is called the n-dimensional unitary
space overFq2 .Anm-dimensional subspace P is said to be of type (m, r), if PHδ(P¯)t is of rank r. In particular, subspaces of type
(m, 0) are calledm-dimensional totally isotropic subspaces.The subspaces of type (m, r) exist if and only if 2r ≤ 2m ≤ n+ r.
The subspace of type (m, r), which contains subspaces of type (m1, r1), exists if and only if 2r ≤ 2m ≤ n + r, 2r1 ≤
2m1 ≤ n + r1 and 0 ≤ r − r1 ≤ 2(m − m1). From [13], the number of subspaces of type (m, r), denoted by N(m, r; n), is
given by
N(m, r; n) = qr(n+r−2m)
n∏
i=n+r−2m+1
(qi − (−1)i)
r∏
i=1
(qi − (−1)i)
m−r∏
i=1
(q2i − 1)
. (1)
LetN(m1, r;m, r; n) denote the number of subspaces of type (m1, r) contained in a given subspace of type (m, r). From [13]
N(m1, r;m, r; n) = q2r(m−m1)
m−r∏
i=m−m1+1
(q2i−1)
m1−r∏
i=1
(q2i−1)
. (2)
Let N ′(m1, r;m, r; n) denote the number of subspaces of type (m, r) containing a given subspace of type (m1, r). From [13]
N ′(m1, r;m, r; n) =
n+r−2m1∏
i=1
(qi − (−1)i)
n+r−2m∏
i=1
(qi − (−1)i)
m−m1∏
i=1
(q2i − 1)
. (3)
Lemma 1. LetF(n)
q2
denote the n-dimensional unitary space over a finite fieldFq2 , with 2r ≤ 2m0 ≤ 2i ≤ 2m ≤ n+r, r = 2s+δ1
and δ1 ≤ δ, where δ1 = 0, or δ1 = 1. Fix a subspace W0 of type (m0, r) in F(n)q2 , and a subspace W of type (m, r) in F(n)q2 such that
W0 ⊂ W. Then the number of subspaces A of type (i, r) in F(n)q2 , where W0 ⊂ A ⊂ W, is N(i−m0, 0;m−m0, 0; 2(ν+ s−m0)).
Proof. Let σ = ν + s−m0. Since the unitary group Un(Fq2) acts transitively on each set of subspaces of the same type, we
may assume thatW has the matrix representation of the form
s m0 − 2s σ s m0 − 2s σ δ1 δ − δ1
W =

I 0 0 0 0 0 0 0
0 0 0 I 0 0 0 0
0 0 0 0 0 0 1 0
0 I 0 0 0 0 0 0
0 0 W1 0 0 W2 0 0

s
s
δ1
m0 − 2s− δ1
m−m0
where (W1,W2) is a subspace of type (m − m0, 0) in F(2(ν+s−m0))q2 . By (2), the number of subspaces A of type (i, r), where
W0 ⊂ A ⊂ W , is N(i−m0, 0;m−m0, 0; 2(ν + s−m0)). 
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3. Construction I
Definition 1. For 2r ≤ 2d0 < 2d < 2k ≤ n+ r, assume that P0 is a fixed subspace of type (d0, r) in F(n)q2 . LetM be a binary
matrix whose columns (rows) are indexed by all subspaces of type (k, r) containing P0 (subspaces of type (d, r) containing
P0) in F
(n)
q2 such thatM(A, B) = 1 if A ⊆ B and 0 otherwise. This matrix is denoted byM1(n, d, k).
Theorem 1. Suppose 2r ≤ 2d0 < 2d < 2k ≤ n+r, r = 2s+δ1,where δ1 = 0, 1 and set b = q2(q2(k−d0−1)−1)q2(k−d)−1 . ThenM1(n, d, k)
is le-disjunct for 1 ≤ l ≤ b and
e = q2(k−d)N(d− d0 − 1, 0; k− d0 − 1, 0; 2(ν + s− d0))
− (l− 1)q2(k−d−1)N(d− d0 − 1, 0; k− d0 − 2, 0; 2(ν + s− d0)).
Proof. Let C, C1, . . . , Cl be l+ 1 distinct columns ofM1(n, d, k). To obtain the maximum number of subspaces of type (d, r)
containing P0 in
C ∩
s
i=1
Ci =
s
i=1
(C ∩ Ci),
we may assume that each C ∩ Ci is a subspace of type (k− 1, r).
Then each C ∩ Ci covers N(d− d0, 0; k− d0 − 1, 0; 2(ν + s− d0)) subspaces of type (d, r) containing P0 from Lemma 1.
However, the coverage of each pair of Ci and Cj overlaps at a subspace of type (k − 2, r) containing P0, where 1 ≤ i, j ≤ s.
Therefore, from Lemma 1 only C1 covers the full N(d−d0, 0; k−d0−1, 0; 2(ν+ s−d0)) subspaces of type (d, r) containing
P0, while each of C2, . . . , Cl can cover a maximum of N(d − d0, 0; k − d0 − 1, 0; 2(ν + s − d0)) − N(d − d0, 0; k − d0 −
2, 0; 2(ν+ s−d0)) subspaces of type (d, r) not covered by C1. By (2), the number of subspaces of type (d, r) of C not covered
by C1, C2, . . . , Cl is at least
e = N(d− d0, 0; k− d0, 0; 2(ν + s− d0))− N(d− d0, 0; k− d0 − 1, 0; 2(ν + s− d0))
− (l− 1)(N(d− d0, 0; k− d0 − 1, 0; 2(ν + s− d0))− N(d− d0, 0; k− d0 − 2, 0; 2(ν + s− d0)))
= q2(k−d)N(d− d0 − 1, 0; k− d0 − 1, 0; 2(ν + s− d0))
− (l− 1)q2(k−d−1)N(d− d0 − 1, 0; k− d0 − 2, 0; 2(ν + s− d0)).
Note that N(d−d0−1,0;k−d0−1,0;2(ν+s−d0))N(d−d0−1,0;k−d0−2,0;2(ν+s−d0)) =
q2(k−d0−1)−1
q2(k−d)−1 . Since e > 0,
l <
q2(q2(k−d0−1) − 1)
q2(k−d) − 1 + 1.
Set
b = q
2(q2(k−d0−1) − 1)
q2(k−d) − 1 .
Then 1 ≤ l ≤ b. 
Corollary 1. Suppose that 2r ≤ 2d0 < 2d < 2k ≤ n + r, r = 2s + δ1 and 1 ≤ l ≤ min{b, q2 + 1}. Then M1(n, d, k) is not
le+1-disjunct, where b and l are as in Theorem 1.
Proof. Let C be a subspace of type (k, r) containing P0, and E be a fixed subspace of type (k−2, r) containing P0 and contained
in C . By Lemma 1, we obtain the number of subspaces of type (k− 1, r) containing E and contained in C is
N(1, 0; 2, 0; 2(ν + s− k+ 2)) = q2 + 1.
For 1 ≤ l ≤ min{b, q2 + 1}, we choose l distinct subspaces of type (k− 1, r) containing E and contained in C , denote these
subspaces by Qi(1 ≤ i ≤ l). For each Qi, we choose a subspace Ci of type (k, r) such that C ∩ Ci = Qi(1 ≤ i ≤ l). Hence, each
pair of Ci and Cj overlaps at the same subspace E of type (k − 2, r), where 1 ≤ i, j ≤ l. By Theorem 1, we have the desired
result. 
Corollary 2. Suppose that d = d0 + 1 and 1 ≤ l ≤ q2. Then M1(n, d, k) is le-disjunct, but is not le+1-disjunct, where
e = q2(k−d0−2)(q2 − l+ 1).
Proof. Setting d = d0 + 1 in the e formula of Theorem 1, we obtain
e = q2(k−d0−2)(q2 − l+ 1).
The second statement follows directly from Corollary 1. 
The following theorem tells us how to choose k so that the test to item ratio is minimized.
Theorem 2. For 2r ≤ 2m0 < 2m ≤ n + r, the sequence N ′(m0, r;m, r; n) is unimodal and gets its peak at m = ⌊ n+r+m03 ⌋ or
m = ⌊ n+r+m03 ⌋ + 1.
220 S. Gao et al. / Theoretical Computer Science 412 (2011) 217–224
Proof. For 2r ≤ 2m0 < 2m ≤ n+ r, by (3), we have
N ′(m0, r;m1, r; n)
N ′(m0, r;m2, r; n) =
m2−m0∏
i=m1−m0+1
(q2i − 1)
n+r−2m1∏
i=n+r−2m2+1
(qi − (−1)i)
=
m2−m1−1∏
i=0
(q2(m1−m0+1+i) − 1)
2(m2−m1)−1∏
i=0
(qn+r−2m2+1+i − (−1)n+r−2m2+1+i)
=
m2−m1−1∏
i=0
qm1−m0+1+i − 1
qn+r−2m2+1+2i − (−1)n+r−2m2+1+2i
×
m2−m1−1∏
i=0
qm1−m0+1+i + 1
qn+r−2m2+1+2i+1 − (−1)n+r−2m2+1+2i+1 . (4)
If ⌊ n+r+m03 ⌋ + 1 ≤ m1 < m2, then n+r+m03 < m1. It implies that
2m1 +m2 > 3m1 > n+ r +m0. (5)
Since i ≤ m2 −m1 − 1, by (5) we have
m1 + 2m2 > n+ r +m0 + 1+ (m2 −m1 − 1) ≥ n+ r +m0 + 1+ i.
Thusm1 −m0 + 1+ i > n+ r − 2m2 + 2i+ 2. It follows that
qm1−m0+1+i > qn+r−2m2+2i+2 > qn+r−2m2+2i+1.
Therefore,
qm1−m0+1+i − 1
qn+r−2m2+1+2i − (−1)n+r−2m2+1+2i > 1
and
qm1−m0+1+i + 1
qn+r−2m2+1+2i − (−1)n+r−2m2+1+2i+1 > 1.
From (4) we have N ′(m0, r;m2, r; n) < N ′(m0, r;m1, r; n).
Ifm0 ≤ m1 < m2 ≤ ⌊ n+r+m03 ⌋, thenm2 ≤ n+r+m03 . Thus
m1 + 2m2 < 3m2 ≤ n+ r +m0 < n+ r +m0 + i.
It follows thatm1 −m0 + 1+ i < n+ r − 2m2 + 1+ 2i. So
qm1−m0+1+i < qn+r−2m2+1+2i < qn+r−2m2+1+2i+1.
It follows that
qm1−m0+1+i − 1
qn+r−2m2+1+2i − (−1)n+r−2m2+1+2i < 1
and
qm1−m0+1+i + 1
qn+r−2m2+1+2i − (−1)n+r−2m2+1+2i+1 < 1.
From (4) we have N ′(m0, r;m2, r; n) > N ′(m0, r;m1, r; n). 
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4. The discussions on test efficiency
Identifying most positive items with the least tests is one of our goals. Therefore, discussing how to make the ratio t/n
smaller is significant. In our matrix,
t1/n1 = N
′(d0, r; d, r; n)
N ′(d0, r; k, r; n) =
k−d0∏
i=d−d0+1
(q2i − 1)
n+r−2d∏
i=n+r−2k+1
(qi − (−1)i)
.
We will first explain several facts on the ratio:
(1) Parameter d0(n, r) only appears in the numerator (denominator). It is easy to show that the larger the d0, n and r are,
the smaller the ratio is.
(2) Noting that the increasing speed of (qi − (−1)i)(qi+1 − (−1)i+1) is larger than (q2i − 1), so the smaller the d and k
are, the smaller the ratio is.
D’yachkov et al. [2] constructed with subspaces of GF(q), where q is a prime power, each of the columns (rows) is labeled
by an k(d)-dimensional space, mij = 1 if and only if the label of row i is contained in the label of column j. In order to
compare with t/n, we should take the dimension of the space of GF(q) to be 2(ν + s − d0), and replace q by q2, where
n = 2ν + δ, r = 2s+ δ1. Assume that the test efficiency is t2/n2, then
t2
n2
=

2(ν+s−d0)
d

q2
2(ν+s−d0)
k

q2
=
k∏
i=d+1
(q2i − 1)
2(ν+s−d0)−d∏
i=2(ν+s−d0)−k+1
(q2i − 1)
.
Theorem 3. If 2d0 > k− δ − δ1, then t1/n1 < q2d0(d−k)t2/n2, where k−δ−δ12 < d0 < d < k.
Proof. We have
t1
n1
t2
n2
=
k−d0∏
i=d−d0+1
(q2i − 1)
n+r−2d∏
i=n+r−2k+1
(qi − (−1)i)
 k∏
i=d+1
(q2i − 1)
2(ν+s−d0)−d∏
i=2(ν+s−d0)−k+1
(q2i − 1)
=
k−d−1∏
i=0
(q2(d−d0+1+i) − 1)
2k−2d−1∏
i=0
(qn+r−2k+1+i − (−1)n+r−2k+1+i)
 k−d−1∏
i=0
(q2(d+1+i) − 1)
k−d−1∏
i=0
(q2(2ν+2s−2d0−k+1+i) − 1)
=
k−d−1∏
i=0
q2(d−d0+1+i) − 1
q2(d+1+i) − 1
k−d−1∏
i=0
q2(2ν+2s−2d0−k+1+i) − 1
2k−2d−1∏
i=0
(qn+r−2k+1+i − (−1)n+r−2k+1+i)
<
k−d−1∏
i=0
q2(d−d0+1+i)
q2(d+1+i)
k−d−1∏
i=0

q2ν+2s−2d0−k+1+i − 1
qn+r−2k+1+2i − (−1)n+r−2k+1+2i
q2ν+2s−2d0−k+1+i + 1
qn+r−2k+1+2i+1 − (−1)n+r−2k+1+2i+1

= 1
q2d0(k−d)
k−d−1∏
i=0

q2ν+2s−2d0−k+1+i − 1
qn+r−2k+1+2i − (−1)n+r−2k+1+2i
q2ν+2s−2d0−k+1+i + 1
qn+r−2k+1+2i+1 − (−1)n+r−2k+1+2i+1

.
Since 2d0 > k− δ − δ1, and n = 2ν + δ, r = 2s+ δ1, we have
q2ν+2s−2d0−k+1+i − 1
qn+r−2k+1+2i − (−1)n+r−2k+1+2i =
q2(ν+s)−k+1+i−2d0 − 1
q2(ν+s)−k+1+2i−(k−δ−δ1) − (−1)n+r−2k+1+2i < 1,
and
q2ν+2s−2d0−k+1+i + 1
qn+r−2k+1+2i+1 − (−1)n+r−2k+1+2i+1 =
q2(ν+s)−k+1+i−2d0 + 1
q2(ν+s)−k+1+2i−(k−δ−δ1−1) − (−1)n+r−2k+1+2i+1 < 1.
Therefore, t1/n1 < q2d0(d−k)t2/n2,where k−δ−δ12 < d0 < d < k. 
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5. Construction II
Definition 2. For 2 ≤ 2r ≤ 2d < 2k ≤ n+ r, letM be a binary matrix whose columns ( rows ) are indexed by all subspaces
of type (k, r) ((d, r)) in F(n)
q2
such thatM(A, B) = 1 if A ⊆ B and 0 otherwise. This matrix is denoted byM2(n, d, k).
Theorem 4. Suppose 0 ≤ 2r − 4 ≤ 2d < 2k− 2 ≤ n+ r − 2. If 1 ≤ s ≤ q2r , then M2(n, d, k) is se-disjunct, where
e = q2(k−d−1)d+2r .
Proof. Let C, C1, . . . , Cs be s+1 distinct columns ofM2(n, d, k). To obtain the maximum number of subspaces of type (d, r)
in
C ∩
s
i=1
Ci =
s
i=1

C ∩ Ci

,
we may assume that each C ∩ Ci is a subspace of type (k− 1, r),where 1 ≤ i ≤ s. By (2), the number of subspaces of type
(d, r) of C not covered by C1, C2, . . . , Cs is at least
N(d, r; k, r; n)− sN(d, r; k− 1, r; n) = q2r(k−d−1)
k−r−1∏
i=k−d+1
(q2i − 1)
d−r∏
i=1
(q2i − 1)

q2k − q2r − s(q2(k−d) − 1).
Since 0 ≤ 2r − 4 ≤ 2d < 2k− 2 ≤ n+ r − 2 , we obtain
k−r−1∏
i=k−d+1
(q2i − 1)
d−r∏
i=1
(q2i − 1)
=
d−r−2∏
i=0
(q2(i+k−d+1) − 1)
d−r−2∏
i=0
(q2(i+1) − 1)
1
q2(d−r) − 1
=
d−r−2∏
i=0
q2(i+k−d+1) − 1
q2(i+1) − 1
1
q2(d−r) − 1
=
d−r−2∏
i=0
q2(k−d)
q2(i+1) − 1
q2(k−d)
q2(i+1) − 1
1
q2(d−r) − 1 > q
2(k−d)(d−r−1)−2(d−r).
Since 1 ≤ s ≤ q2r ,we obtain
q2k − q2r − s(q2(k−d) − 1) ≥ q2k − q2r − q2r(q2(k−d) − 1)
= q2k−2d+2r(q2(d−r) − 1) > q2k−2d+2r .
Hence e = q2(k−d−1)d+2r . 
Theorem 5. Suppose 0 ≤ 2r − 4 ≤ 2d < 2k − 2 ≤ n + r − 2. Let p = q2(d+1)−q2r
q2−1 − 1. If 1 ≤ s ≤ p, then M2(n, d, d + 1) is
fully se-disjunct, where e = p− s.
Proof. By (2), we have N(d, r; d+ 1, r; n) = p+ 1. It follows that we can pick s+ 1 distinct subspaces C, C1, . . . , Cs of type
(d+1, r) such that C ∩Ci and C ∩Cj are two distinct subspaces of type (d, r), where 1 ≤ i, j ≤ s. By the principle of inclusion
and exclusion, the number of subspaces of type (d, r) in C but not in each Ci is p − s + 1, where 1 ≤ i ≤ s. It follows that
e ≤ p− s.
On the other hand, similar to the proof of Theorem 4 we obtain
e ≥ N(d, r; d+ 1, r; n)− s− 1 = p− s.
Hence e = p− s. 
The following theorem tells us how to choose k so that the test to item ratio is minimized.
Theorem 6. Fox fixed integers r < n, N(m, r; n) is monotonic decreasing in m ∈ [⌊ n+r3 ⌋ + 1, ⌊ n+r2 ⌋] and monotonic increasing
in m ∈ [r, ⌊ n+r3 ⌋].
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Proof. For any ⌊ n+r3 ⌋ + 1 ≤ m1 < m2 ≤ ⌊ n+r2 ⌋, by (1), we have
N(m2, r; n)
N(m1, r; n) =
qn+r−2m1 − (−1)n+r−2m1
qr(qm1−r+1 + 1) ·
qn+r−2m1−1 − (−1)n+r−2m1−1
qr(qm1−r+1 − 1)
× q
n+r−2m1−2 − (−1)n+r−2m1−2
qr(qm1−r+2 + 1) ·
qn+r−2m1−3 − (−1)n+r−2m1−3
qr(qm1−r+2 − 1)
× . . .
× q
n+r−2m2+2 − (−1)n+r−2m2+2
qr(qm2−r + 1) ·
qn+r−2m2+1 − (−1)n+r−2m2+1
qr(qm2−r − 1) .
Since ⌊ n+r3 ⌋ + 1 ≤ m1 < m2 ≤ ⌊ n+r2 ⌋, then n+r3 ≤ m1. Thus
m1 + 1 > n+ r − 2m1.
It follows that
qn+r−2m1 < qm1+1.
So
qn+r−2m1 − (−1)n+r−2m1 < qm1+1 + qr = qr(qm1−r+1 + 1).
That is
1 >
qn+r−2m1 − (−1)n+r−2m1
qr(qm1−r+1 + 1) .
Note that
qn+r−2m1 − (−1)n+r−2m1
qr(qm1−r+1 + 1) >
qn+r−2m1−1 − (−1)n+r−2m1−1
qr(qm1−r+1 − 1)
>
qn+r−2m1−2 − (−1)n+r−2m1−2
qr(qm1−r+2 + 1) >
qn+r−2m1−3 − (−1)n+r−2m1−3
qr(qm1−r+2 − 1)
> · · ·
>
qn+r−2m2+2 − (−1)n+r−2m2+2
qr(qm2−r + 1) >
qn+r−2m2+1 − (−1)n+r−2m2+1
qr(qm2−r − 1) .
Hence N(m2,r;n)N(m1,r;n) < 1. That is N(m2, r; n) < N(m1, r; n).
For any r ≤ m1 < m2 ≤ ⌊ n+r3 ⌋, by (1), we have
N(m2, r; n)
N(m1, r; n) =
qn+r−2m1 − (−1)n+r−2m1
qm1+1 + qr ·
qn+r−2m1−1 − (−1)n+r−2m1−1
qm1+1 − qr
× q
n+r−2m1−2 − (−1)n+r−2m1−2
qm1+2 + qr ·
qn+r−2m1−3 − (−1)n+r−2m1−3
qm1+2 − qr
× . . .
× q
n+r−2m2+2 − (−1)n+r−2m2+2
qm2 + qr ·
qn+r−2m2+1 − (−1)n+r−2m2+1
qm2 − qr .
Since r ≤ m1 < m2 ≤ ⌊ n+r3 ⌋, thenm2 ≤ n+r3 < n+r+13 . It implies that
m2 − r < n− 2m2 + 1.
So
qn−2m2+1 − (−1)
n+r−2m2+1
qr
> qn−2m2+1 − 1 > qm2−r − 1.
It follows that
qn−2m2+1 − (−1)n+r−2m2+1qr
qm2−r − 1 > 1.
Thus
qn+r−2m2+1 − (−1)n+r−2m2+1
qm2 − qr > 1.
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Note that
qn+r−2m1 − (−1)n+r−2m1
qm1+1 + qr >
qn+r−2m1−1 − (−1)n+r−2m1−1
qm1+1 − qr
>
qn+r−2m1−2 − (−1)n+r−2m1−2
qm1+2 + qr >
qn+r−2m1−3 − (−1)n+r−2m1−3
qm1+2 − qr
> · · ·
>
qn+r−2m2+2 − (−1)n+r−2m2+2
qm2 + qr >
qn+r−2m2+1 − (−1)n+r−2m2+1
qm2 − qr .
Hence N(m2,r;n)N(m1,r;n) > 1. That is N(m2, r; n) > N(m1, r; n). 
Theorem 7. If d = r, k = r + 1 < n2 , then the test efficiency of construction II is smaller than that of [2]
Proof. If d = r and k = r + 1, then the disjunct matrix of construction II isM2(n, r, r + 1) and the disjunct matrix of [2] is
M(n, r + 1, r). Let tn be the test efficiency ofM2(n, r, r + 1) and let t1n1 be the test efficiency ofM(n, r + 1, r), respectively.
Then
t
n
= N(d, r; n)
N(k, r; n)
= N(r, r; n)
N(r + 1, r; n)
= qr(n+r−2r)
n∏
i=n+r−2r+1
(qi − (−1)i)
r∏
i=1
(qi − (−1)i)
r−r∏
i=1
(q2i − 1)
·
r∏
i=1
(qi − (−1)i)
r+1−r∏
i=1
(q2i − 1)
q
r(n+r−2(r+1))
n∏
i=n+r−2(r+1)+1
(qi−(−1)i)
= q
r+1 − qr
qn−r − (−1)n−r ·
qr+1 + qr
qn−r−1 − (−1)n−r−1 ,
and
t1
n1
=
 n
d

q n
k

q
=
k∏
i=d+1
(qi − 1)
n−d∏
i=n−k+1
(qi − 1)
= q
r+1 − 1
qn−r − 1 .
Since r + 1 < n2 ,we have
qr+1 + qr
qn−r−1 − (−1)n−r−1 < 1.
Therefore, tn <
t1
n1
. 
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