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Abstract
The Gaussian process is a standard tool for building emulators for both determin-
istic and stochastic computer experiments. However, application of Gaussian process
models is greatly limited in practice, particularly for large-scale and many-input com-
puter experiments that have become typical. We propose a multi-resolution functional
ANOVA model as a computationally feasible emulation alternative. More generally,
this model can be used for large-scale and many-input non-linear regression problems.
An overlapping group lasso approach is used for estimation, ensuring computational
feasibility in a large-scale and many-input setting. New results on consistency and
inference for the (potentially overlapping) group lasso in a high-dimensional setting
are developed and applied to the proposed multi-resolution functional ANOVA model.
Importantly, these results allow us to quantify the uncertainty in our predictions.
Numerical examples demonstrate that the proposed model enjoys marked compu-
tational advantages. Data capabilities, both in terms of sample size and dimension,
meet or exceed best available emulation tools while meeting or exceeding emulation
accuracy.
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1 Introduction
Computer models are implementations of complex mathematical models using computer
codes. They are used to study systems of interest for which physical experimentation is
either infeasible or very limited. For example, Ho¨tzer et al. (2015) model crystalline micro-
structure of alloys as a function of solidification velocity. Another example is the simulation
of population-wide cardiovascular effects based on salt intake in the U.S. presented in
Bibbins-Domingo et al. (2010).
Calibration, exploration, and optimization of a computer model requires the response
given many potential inputs. Computer models are often too computationally demanding for
free generation of input/response combinations. A well-established solution to this problem
is the use of emulators (Sacks et al., 1989; Santner et al., 2003). This solution involves
evaluating the response at a series of well-distributed inputs. Then, an emulator of the
computer model is built using the collected data. Calibration, exploration, or optimization
can then be carried out on the emulator directly (Pratola and Higdon, 2016; Santner et al.,
2003; Goh et al., 2013; Wang et al., 2013; Asmussen and Glynn, 2007; Fang et al., 2006).
A standard method for building emulators after deterministic or stochastic computer
experiments is Gaussian process (Santner et al., 2003), or almost equivalently (Lukic´
and Beder, 2001) reproducing kernel Hilbert space regression (Wahba, 1990) . Gaussian
process modeling leverages known properties of the underlying response surface to produce
mathematically simple predictions and statistical uncertainty quantification via confidence
intervals after an experiment.
Unfortunately, the use of Gaussian process emulators is limited for large-scale computer
experiments. Let X = {x1, . . . , xn} denote the set of input locations for the experiment,
f(x) the computer model response at input x, and Φ(x, x′) the kernel function at inputs
x and x′. Further, let Φ(X,X) denote the n × n matrix with entries Φ(xi, xj) and f(X)
the length n vector of responses f(xi). The simplest form of Gaussian process emulator
is then found by solving for the n vector α with Φ(X,X)α = f(X). There are at least
three major challenges that prevent using the Gaussian process emulator as n gets large,
ranked roughly in order of consequence for typical combinations of sample size, kernel, and
experimental design. (i) More than n2/2 values are needed to represent Φ(X,X), which
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can cause memory challenges, particularly on a personal computer and for a non-sparse
Φ(X,X). (ii) Numeric solutions to Φ(X,X)α = f(X) can be highly unstable, so that more
data can lead to less accurate results. (iii) The computational complexity for solving the
linear system Φ(X,X)α = f(X) can be burdensome for large n.
Overcoming these problems, which are also key bottlenecks for many related statistical
methods, is an active area of research, particularly in statistical emulation of computer
experiments. While much progress has been made in this area, much work remains. There
have been partial solutions proposed in the literature: using less smooth kernels can address
(ii) (Wendland, 2005), covariance tapering (i, ii) (Furrer et al., 2006; Kaufman et al., 2011),
a nugget effect (ii) (Ranjan et al., 2011), multi-step emulators (i, ii) (Haaland and Qian,
2011), specialized design (i, iii) (Plumlee, 2014), and parallelization and computational
methods (ii) (Paciorek et al., 2015). To address all three challenges simultaneously, one
must exploit features present in the response surface. Local approaches to emulation address
(i, ii, iii) using the principle that only a fraction of the total responses from an experiment
are needed to achieve accurate prediction at a particular input of interest (Sung et al., 2018;
Gramacy and Haaland, 2016; Gramacy and Apley, 2015; Gramacy et al., 2014).
This article discusses a new multi-resolution functional ANOVA (MRFA) approach
to emulation of large-scale (large n) and many-input (many-dimensional x) computer
experiments. The MRFA operates by exploiting features which are commonly encountered
in practical computer models. The remainder of this article is organized as follows. In
Section 2, we provide background and preliminary results, then introduce the MRFA model.
In Section 3, we formulate the model fitting as an overlapping group lasso problem and
discuss efficient model fitting, as well as tuning parameter selection. In Section 4, we
present new results on consistency in the presence of approximation bias. In Section 5, we
present new results on large-sample hypothesis testing for the high-dimensional, potentially
overlapping, group lasso problem in the stochastic case. A heuristic approach, with coverage
correction, is presented for the deterministic case. The tests are then inverted to obtain
pointwise confidence intervals on the regression function. Basis function selection is discussed
in Section 6. In Section 7, we present a few illustrative examples showcasing the capabilities
of the MRFA technique in a large-scale, many-input setting. Finally, in Section 8, we close
with a brief discussion. Proofs are provided in the Appendix.
3
2 Multi-Resolution Functional ANOVA
The motivation for the multi-resolution functional ANOVA emulator is as follows. First,
note that a function with a low-dimensional input can easily be approximated given a large
number of responses provided sufficient smoothness. One does not have to use anything
as complex as even the simplest Gaussian process regression to achieve good emulation,
and in many cases Gaussian process regression would fail for the reasons discussed in the
introduction. For example, if one has n = 100, 000, then a Gaussian process emulator has
100, 000 basis functions, which is far more than necessary for arbitrarily high-accuracy
approximation of most low-dimensional functions. Consider the example shown in Figure
1. In the example, 1000 evenly spaced data points are collected. Using Wendland’s kernel
(Wendland, 1995) with k = 4 and width 0.75 implies Φ(X,X) has condition number
4.6 × 1022, so that the matrix inverse is not useful in a floating point setting. Briefly,
Wendland’s kernels are compactly supported kernels expressed as truncated polynomials,
with k = 4 and width 0.75 ensuring that the kernels have 2k = 8 continuous derivatives
with non-zero support radius 0.75. More detail on Wendland’s kernels is provided in Section
6. Back to the function approximation example problem, we see that the true function is
reasonably well-approximated by the set of five basis functions shown in gray in the left
panel and very well-approximated by the set of 15 basis functions shown in gray in the right
panel. This type of multi-resolution emulation (Nychka et al., 2015) has been successfully
employed for function approximation, particularly in a low-dimensional input setting.
Approximating easily in low-dimensions does not directly improve approximations in
higher-dimensions, where coming up with a good set of basis functions is an onerous task.
Roughly speaking, if an unknown function has a high-dimensional input and no simplifying
structure, then the exercise of trying to build an accurate emulator with finite data is
essentially hopeless, so a means for detecting simplifying structure should be a corner-stone
of any proposed technique.
Consider a relatively low-order functional ANOVA, where a function is represented as a
sum of main effect functions, two-way interaction functions and so on. Functional ANOVA
has played an important role in variable screening for many-input computer experiments.
See for example Chap. 6.3 of Fang et al. (2006) or Chap. 7.1 of Santner et al. (2003).
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Figure 1: Multi-resolution example with 5 basis function (left panel) and 15 basis functions (right
panel). Here, the true function is shown in dotted black, the emulator in solid blue, and the basis
functions are Wendland’s kernels with k = 4 and widths 0.75 and 0.50, shown in solid light gray.
Functional ANOVA has also been used for function approximation across a spectrum of
other applications. For example, Owen (1997) used a functional ANOVA representation to
approximate the variance of scrambled net quadrature and Stone et al. (1997) approximated
a general regression function using a functional ANOVA structure. By considering a function
with a low-order functional ANOVA, the curse of dimensionality can be largely sidestepped.
While this modeling approach can increase the flexibility of additive modeling, it retains
much of the interpretability.
Our proposed multi-resolution functional ANOVA approach respects two types of strong
effect heredity (Wu and Hamada, 2009), (i) in the order of functional ANOVA, so that higher-
order interaction functions are only entertained if all their lower-dimensional components
are present, and (ii) in the resolution of approximation to these relatively low-dimensional
component functions, so that not too many basis functions are used. The hope is that by
targeting a simpler representation (low-order functional ANOVA model), which is amenable
to low-dimensional approximation (via multi-resolution model), accurate emulators can be
formed in a very large-scale and many-input setting.
For an integrable function f : Ω → R, Ω ⊂ Rd, a functional ANOVA can be defined
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recursively as follows. Let f∅ =
∫
Ω
f(x)dx and
fu(x) =
∫
Ω−u
(
f(x)−
∑
v(u
fv(x)
)
dx−u. (1)
Here, u, v ⊂ D = {1, . . . , d} denote sets of indices and the notation ∫
Ω−u
· · · dx−u indicates
integration over the variables not in u for a fixed value of xu. Now, f can be represented
via its ANOVA decomposition as
f(x) =
∑
u⊆D
fu(x).
Note that in this decomposition, each component function fu(x) is a function of x that only
depends on xu. f∅ is often referred to as the mean function, f{i}(x), i ∈ D as the main
effect functions, f{i,j}(x), i, j ∈ D, i 6= j as the two-way interaction functions, and so on.
The terms in the functional ANOVA (1) are orthogonal in L2(Ω), which ensures uniqueness
of the representation. Generally, there is no closed form for the component functions fu, so
Monte Carlo techniques are commonly used to approximate them.
It turns out that if the full-dimensional function f lives in a reproducing kernel Hilbert
space (RKHS) (Aronszajn, 1950) on [0, 1]d with a product kernel, then f can be represented
as a sum of component functions fu, which live in RKHS’s whose kernels (and therefore
norms) are determined by the full-dimensional kernel. This result is summarized in Theorem
2.1, whose proof is given in Appendix A. Define an RKHS NΦ(Ω) for a symmetric positive-
definite kernel Φ : Ω× Ω→ R as the closure of the normed linear space,{∑
x∈X
βxΦ(·, x)
∣∣∣∣∣ βx ∈ R, x ∈ Ω
}
,
with inner product
∑
x∈X
∑
y∈Y αxβyΦ(x, y) for component functions
∑
x∈X αxΦ(·, x) and∑
y∈Y βyΦ(·, y).
Theorem 2.1. Suppose Φ ∈ Ω×Ω→ R is a symmetric positive-definite kernel on Ω = [0, 1]d
and Φ has a product structure, Φ(x, y) =
∏d
j=1 φj(xj, yj). Then, any f ∈ NΦ([0, 1]d) has
representation f =
∑
u⊆D fu, where fu ∈ NΦu([0, 1]|u|) and Φu =
∏
j∈u φj, where |A| denotes
the cardinality of a set A.
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The proposed emulator is a low-resolution representation of a low-order functional
ANOVA, fˆANOVA. Clearly, this process introduces approximation errors due to both the
resolution and the order of the ANOVA. On the other hand, it is anticipated that for target
functions encountered in practice, inaccuracy due to the low-order functional ANOVA and
low-resolution approximation will be small. In other words, high-order interaction functions
will be negligible and low-dimensional component functions will be well-approximated by a
relatively small set of basis functions.
An MRFA emulator can be represented as
fˆMRFA(x) =
∑
u∈E
∑
r≤R(u)
fˆu,r(x),
where E is a set of sets of indices which obeys strong effect heredity (if a set of indices is in
E , then every one of its subsets is also in E) and R(u) ∈ N denotes the resolution level used
to represent component function fu. If each fˆu,r is represented as a linear combination of
nu(r) basis functions ϕ
rk
u : R|u| → R, k = 1, . . . , nu(r), then
fˆMRFA(x) =
∑
u∈E
∑
r≤R(u)
nu(r)∑
k=1
βˆrku ϕ
rk
u (xu).
For simplicity, the level of resolution is taken in pre-specified increments indexed by positive
integers. E could also conceivably be a set of sets of indices which obeys weak effect heredity
(if a set of indices is in E , then at least one of its subsets of size one smaller is also in E).
Depending on the objectives of the studies, either strong or weak effect heredity could be
considered and the development herein is unchanged. On the other hand, strong effect
heredity has computational advantages because more models are ruled out from the model
search, while weak effect heredity may become computationally prohibitive in a many-input
setting.
It is important to note that for the proposed multi-resolution functional ANOVA model,
we do not require zero means or orthogonality of components functions. While these
properties ensure identifiability in a standard functional ANOVA model, as in equation
(1), they are not required for obtaining an accurate representation. A setup of the multi-
resolution functional ANOVA which does satisfy mean zero, orthogonal effect functions could
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be obtained in a straightforward manner by forming functional ANOVA representations
of the basis functions selected based on resolution and smoothness concerns (as outlined
in Section 6), then grouping terms appropriately. We chose not to pursue this line of
development here because our primary interest is in strong effect heredity as a mechanism
for encouraging simplicity of the function approximation. Additionally, interpretability for
the proposed multi-resolution functional ANOVA model and a standard functional ANOVA
representation is similar, given the challenge of interpreting interaction functions outside
the context of their parent effect functions.
The proposed MRFA model is an example of a many-dimensional nonparametric regres-
sion model. In the surrounding literature, a large body of work has focused on additive
models with main effect functions, such as generalized additive models (GAM) (Hastie and
Tibshirani, 1990), regularization of derivative expectation operator (RODEO) (Lafferty and
Wasserman, 2006) and sparse additive models (SpAM) (Ravikumar et al., 2009). Related
work has applied a functional ANOVA perspective to additive models, such as multivariate
adaptive regression splines (MARS) (Friedman, 1991), smoothing spline analysis of variance
(SS-ANOVA) models (Gu, 2013; Wahba, 1990; Wahba et al., 1995), and component selection
and smoothing operator (COSSO) (Lin and Zhang, 2006). Much of the work has been
restricted to additive models with only main effect functions, and potentially two-way inter-
action functions. In practice, this restriction may lead to biased and inaccurate regression
models. On the other hand, the proposed model provides a mechanism to seek relevant
higher-order interaction functions by considering strong effect heredity, which rules out
many impractical models from the search.
From a statistical learning perspective, the order of functional ANOVA and resolution
of representation can likely be gleaned from the collected data. This idea is adopted in the
next section to enable the construction of MRFA emulators.
3 Estimation and Regularization
A straight-forward approach to finding a set of sets of indices E which obeys strong effect
heredity, in both functional ANOVA and resolution, and allows construction of an accurate
model is stepwise variable selection. Initial investigations along these lines indicate that
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stepwise variable selection is capable of producing a high-accuracy model, but introduces
a very serious computational bottleneck to model fitting, particularly for large-scale and
many-input problems. Alternatively, posing the problem as a penalized regression can
provide huge computational savings.
Yuan and Lin (2006) proposed the group lasso penalty to build accurate models and
perform variable selection with grouped variables, for example a set of basis function
evaluations. In the group lasso framework, the overall penalty term is the sum of unsquared
L2 norms of the coefficients of variables within groups. This type of penalty ensures that
all the components of the groups have zero or non-zero coefficients simultaneously. Jacob
et al. (2009) noticed that the group lasso penalty could be used to enforce a spectrum of
effect hierarchies by employing an overlapping group structure. In particular, if a group of
variables’ parents (those variables which must be present if the group is present) are always
included in the unsquared L2 penalty component with the group of interest, then the group
of variables can only have non-zero coefficients if the parents have non-zero coefficients.
One can consider the penalized loss function
Q =
1
n
n∑
i=1
yi − Dmax∑
|u|=1
Rmax∑
r=1
nu(r)∑
k=1
βrku ϕ
rk
u (xiu)
2
+ λ
Dmax∑
|u|=1
Rmax∑
r=1
√√√√Nu(r)∑
v⊆u
∑
s≤r
nv(s)∑
k=1
(βskv )
2,
(2)
where Dmax and Rmax respectively denote maximal orders of functional ANOVA and
resolution level, and Nu(r) =
∑
v⊆u
∑
s≤r nv(s). Notably, Dmax  d and Rmax  n to
ensure computational feasibility in a large-scale, many-input setting. Efficient, large-scale
algorithms are available for coefficient estimation in the group lasso setting (Meier et al.,
2008; Roth and Fischer, 2008). In particular, the algorithm described in Meier et al. (2008)
is implemented in the R (R Core Team, 2015) package grplasso (Meier, 2015).
Although the algorithm in Meier et al. (2008) is quite computationally efficient, storage
requirements still have potential to cause computational infeasibility, particularly for a large-
scale and many-input problem. We propose a modification of the algorithm where candidate
basis function evaluations are added sequentially along the lasso path, as necessary to
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ensure effects heredity, rather than storing all the basis functions in advance. The modified
algorithm is given in Appendix B. The algorithm starts from a candidate set consisting
only of main effect functions with resolution level one and an initial penalty λmax set as
suggested in Meier et al. (2008). Then, the penalty parameter is gradually decreased and
the model is re-fit over steps. If the active set changes in a particular step, the candidate
set is enlarged to include child basis function evaluations as required by effect heredity in
functional ANOVA and resolution. A small value of the penalty parameter increment ∆
is required to ensure that at most one new active group is included in each update. The
algorithm stops when some convergence criterion is met, or alternatively memory limits are
approached.
The accuracy of the emulator can depend strongly on the tuning parameter λ. When
overfitting is not a major concern, for example when constructing an emulator or near
interpolator for a deterministic computer experiment, the smallest λ (corresponding to the
most complex model) with no evidence of numeric instability could be taken, which in
turn would give near interpolation of outputs at input locations in the data used for fitting.
On the other hand, if overfitting is a concern, a few sensible choices for tuning parameter
selection include cross-validation or classical information criteria such as Akaike information
criterion (AIC) and Bayesian information criterion (BIC). Under some conditions, BIC is
consistent for the true model when the set of candidate models contains the true model,
while AIC will select a sequence of models which are asymptotically equivalent to the
model whose average squared error is smallest among the candidate models. Generalized
cross-validation (GCV) (Craven and Wahba, 1978), leave-one-out cross-validation and AIC
have similar asymptotic behavior. Delete-d cross-validation (Shao, 1997) is asymptotically
equivalent to the generalized information criterion (GIC) with parameter λn = n/(n−d)+1.
See Shibata (1984), Li (1987) and Shao (1997) for more details. The use of AIC and BIC
for regularization parameter selection in penalized regression models has been discussed
in recent literature (see Wang et al. (2007) and Zhang et al. (2010)). Wang et al. (2007)
showed that BIC can consistently identify the true model for the smoothly clipped absolute
deviation penalty (Fan and Li, 2001), whereas the models selected by AIC and GCV tend
to overfit. For the group lasso framework, our numerical results indicate AIC has slightly
better performance than BIC. On the other hand, if parallel computing environments are
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available, cross-validation can be computationally efficient and could be used for selecting
the tuning parameter λ.
In addition to prediction, uncertainty quantification is essential in practice. In Sections
4 and 5, we develop new theoretical results for consistency and inference. Further, an
algorithm for constructing pointwise confidence intervals as a means to quantifying one’s
statistical uncertainty in the predicted values is provided in Appendix C.
4 Consistency of the MRFA Emulator
In this section, we develop new consistency results for our estimator. Notably, these results
are general and relate to the MRFA emulator only in the sense that the MRFA model forms
an application case of particular interest. The results apply to the, possibly overlapping,
group lasso problem in a large n, large p setting, and are developed along the lines described
in Meinshausen and Yu (2009) and Liu and Zhang (2009). Here, we make three major
contributions. First, we extend large n, large p lasso consistency results to the overlapping
group lasso problem. Second, we extend the results to the case where the true function is
deterministic, as is the case for many computer experiments (Santner et al., 2003). Third,
we show that the results hold for situations where the responses have random noise, in
addition to the deterministic response situation.
Suppose for a particular input location x, the true value of the computer model is
y(x). If we are modeling the responses as a linear combination of basis functions {ϕ(·)} =
{ϕrku (·) : k = 1, . . . , nu(r), r = 1, . . . , Rmax, |u| = 1, . . . , Dmax}, but do not make additional
assumptions about y(x), then we may define the best model (in an L2(Ω) sense) as
β∗ = argmin
β
∫
Ω
(y(x)− ϕ(x)Tβ)2dx︸ ︷︷ ︸
oracle risk
. (3)
This represents the oracle’s choice in coefficients, knowing the exact underlying model and
the entire sequence of information. Note that {ϕ(·)} refers to the set of basis functions, while
ϕ(x) refers to the vector of basis function evaluations at x. The vectors of basis function
evaluations ϕ(x) and corresponding coefficients β are of length p, which is assumed to grow
as n increases, though the dependence is notationally suppressed for clarity. This represents
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the natural behavior of including more basis functions in larger computer experiments. We
assume the coefficient vector is sparse in the sense that only relatively few coefficients will
be useful in predicting the underlying function.
Throughout, we consider statistical modeling in the context where x1, . . . , xn, . . . are a
sequence of input locations whose corresponding sequence of empirical cumulative distribu-
tion functions converges to a uniform distribution. In this setting, the responses can be
expressed in terms of the linear model as
yi = ϕ(xi)
Tβ∗ +Bi, (4)
where Bi is the resulting random bias term at xi. In the context of the MRFA model,
ϕ(xi) denotes the vector of unique basis function evaluations at xi (i.e. not duplicate basis
function evaluations appearing in the overlapping group penalty), β∗ ∈ Rp denotes the best
possible basis function coefficients, and Bi denotes the left-over. Since the responses are not
corrupted by noise, we call this the deterministic case.
The stochastic case is when the computer model does not produce the same output for
repeated runs at a given input. Stochastic computer experiments commonly use random
number generators to produce difficult to predict and control internal inputs, such as
customer arrival times or weather. In the stochastic case,the responses can be expressed as
yi = ϕ(xi)
Tβ∗ +Bi + i, (5)
where i represents the random noise on the ith observation. We assume that the is are
independent, identically distributed, sub-Gaussian random variables (see Definition E.4)
with E(i) = 0 and V(i) = σ2 > 0 for i = 1, ..., n.
Inference is considered in the n→∞, p→∞, p n setting for n pairs (ϕ(xi), yi)ni=1, in
which the large sample distribution of the inputs xi’s converges to the uniform distribution.
The following definitions are used. For two positive sequences an and bn, we write an  bn
if, for some C,C ′ > 0, C 6 an/bn 6 C ′. Similarly, we write an . bn if an 6 Cbn for some
constant C > 0. We now present the following l2 consistency result, whose proof follows the
logic in Meinshausen and Yu (2009), which is valid in both the deterministic and stochastic
situation.
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Theorem 4.1. Suppose the estimated coefficients of the overlapping group lasso are βˆ
(see (E.13)) with parameter λn, and the best coefficients are β
∗, as defined in equation
(3). Let ϕ be the matrix with rows ϕ(xi)
T , i = 1, ..., n, and assume the large sample
distribution of the inputs xi converges to the uniform distribution. Under assumptions on the
m-sparse eigenvalues (Definition E.2 and Assumption E.1) of matrix 1
n
ϕTϕ, λn 
√
log p
n
,
d¯2 = o(log n), and ‖y(·)− ϕ(·)Tβ∗‖∞ = Op(λn), with probability tending to 1 for n→∞,
‖βˆ − β∗‖22 .
c¯2sd¯ log p
n
, (6)
where c¯, d¯, and s denote the largest number of groups that an element of ϕ(xi) appears in,
the size of the largest group, and the number of non-zero elements in unique representation
β∗, respectively.
Remark 4.2. Note that the dimension p here is allowed to increase with n, and con-
sequently the number of basis functions nu(r) is also allowed to increase with n since
p =
∑Dmax
|u|=1
∑Rmax
r=1 nu(r), allowing for an improving quality of approximation of fu as the
sample size increases. Potential dependency of ϕ(·), c¯, d¯, s, and p on n is suppressed for
notational simplicity. Additionally, the error variance σ2 also influences the convergence in
(6) but is not presented because it is treated as a constant.
Theorem 4.1 demonstrates pointwise convergence of the coefficient estimates under some
conditions. Essentially, consistent coefficient estimates are achieved if the dimension of
the MRFA representation does not grow so quickly that log p is large compared to n. The
l2 consistency in Theorem 4.1 is specifically provided by two major conditions. The first
is that the numerator of the right hand side does not grow too fast, o(n). This in turn
requires the size of groups, number of nonzero (best) coefficients, and number of groups
that a variable appears in are relatively small compared with the sample size n. Secondly,
the bias of the model at the ith input Bi, needs to shrink quickly.
The following corollary is an immediate consequence of Theorem 4.1, and states that
the oracle risk at the estimated coefficients βˆ can be bounded in terms of the oracle risk at
the best coefficients.
Corollary 4.1. Suppose the assumptions of Theorem 4.1 hold. The oracle risk at βˆ can be
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bounded as ∫
Ω
(y(x)− ϕ(x)T βˆ)2dx . c¯
2sd¯ log p
n
. (7)
Remark 4.3. A related upper bound on the oracle risk is derived by Juditsky and Ne-
mirovski (2000), in which the functional aggregation problem is considered, where the best
combination of basis functions with coefficients in a convex compact subset of the l1-ball is
considered as the optimality target. In our problem, we consider a larger class of functions
when defining optimality, which allows us to obtain a faster convergence rate.
5 Confidence intervals
This section develops and discusses theory for the large sample distribution of a decorrelated
score statistic (Ning and Liu, 2017) that can be used to form confidence intervals for
the stochastic case in (5). A modification of this technique leveraging Apley’s coverage
correction (Apley, 2017) is proposed for the deterministic case (4), and has good coverage
and interval width in our numeric examples. Confidence intervals in the stochastic case are
considerably easier. The authors are not able to confirm similar results for the deterministic
case. The end of this section will explain a modification that yielded good behavior in the
deterministic examples we studied.
A pointwise confidence interval under the stochastic case (5) is constructed by inverting
a one-dimensional hypothesis test of H0 : y
∗(x) = δ, as provided in Theorem 5.1, after the
model has been reparametrized so that y∗(x) equals a particular coefficient in the model.
The one-dimensional hypothesis test uses a decorrelated score function, that converges
weakly to standard normal, following Ning and Liu (2017). Details are provided below and
in Appendix G.
Without loss of generality, suppose the parameter of interest is β1 ∈ R, and the remaining
coefficients are nuisance parameters β−1 = (β2, . . . , βp)T ∈ Rp−1. Then the linear model (5)
can be written as yi = β1ϕi1 + β
T
−1ϕi,−1 +Bi + i, where ϕi,−1 = (ϕi2, . . . , ϕip)
T . Following
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Ning and Liu (2017), define a decorrelated score function
S(β1, β−1) = − 1
nσ2
n∑
i=1
(yi − β1ϕi1 − βT−1ϕi,−1)(ϕi1 − wTϕi,−1),
where w = E(ϕi,−1ϕTi,−1)−1E(ϕi,−1ϕi1). The score function for the target parameter has
been decorrelated with the nuisance parameter score function. Here, the full parameter
vector β, consisting of target and nuisance parameters β1 and β−1, can be estimated via the
original overlapping group lasso problem, so that βˆ = (βˆ1, βˆ
T
−1)
T . On the other hand, w can
be estimated via
wˆ = arg min ‖w‖1, s.t.
∥∥∥∥ 1n
n∑
i=1
ϕi,−1(ϕi1 − wTϕi,−1)
∥∥∥∥
2
6 λ′ (8)
and the error variance σ2 can be estimated by a consistent estimator σˆ2. Note that λ′ is
another tuning parameter. The minimization is on the l1 norm of w, since we want to
ensure sparsity of wˆ. Let β∗1 and β
∗
−1 denote the values of β1 and β−1 which minimize the
oracle risk defined in (3). The following (one-dimensional) inference result can be obtained.
A proof is provided in Appendix G.
Theorem 5.1. Under H0 : β
∗
1 = β1,0, λ
′ 
√
log p
n
, σ2 > 0, and the assumptions of Theorem
G.2,
√
nSˆσˆ2(β1,0, βˆ−1)Iˆ
−1/2
β1|β−1
dist.−→ N (0, 1),
where Iˆβ1|β−1 =
1
nσˆ2
∑n
i=1 ϕi1(ϕi1 − wˆTϕi,−1), and Sˆσˆ2(β1, β−1) = − 1nσˆ2
∑n
i=1(yi − β1ϕi1 −
βT−1ϕi,−1)(ϕi1 − wˆTϕi,−1).
The solution to optimization problem (8) can also be represented as
wˆ = arg min
∥∥∥∥ 1n
n∑
i=1
ϕi,−1(ϕi1 − wTϕi,−1)
∥∥∥∥2
2
+ λ′′‖w‖1, (9)
where λ′′ is a transformed tuning parameter. Notice that this is a lasso problem where
the j-th response, j = 1, . . . , p − 1, is ( 1
n
∑n
i=1 ϕi,−1ϕi1)j and the covariance matrix is
1
n
∑n
i=1 ϕi,−1ϕ
T
i,−1. The tuning parameter λ
′′ can be selected via cross-validation, aiming for
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a minimal sum of squared errors, or simply fixed. Theorem 5.1 requires all the assumptions
of Theorem 4.1. In addition, it is required that the smallest eigenvalue of E(ϕi,−1ϕTi,−1) is
bounded away from zero, the number of nonzero elements in w = E(ϕi,−1ϕTi,−1)−1E(ϕi,−1ϕi1)
is small compared to n, and the tail probabilities of residuals and basis function evaluations
are small in the sense that they are sub-Gaussian.
Note that Theorem 5.1 is not directly applicable to the deterministic case, since Theorem
5.1 requires that the error variance is non-zero. In the deterministic case, the
√
log p/n
bias decay dominates the large sample behavior. For more detail, see Appendix G. We
propose using a small constant instead of σˆ2 for the deterministic case, which provides a
conservative confidence interval.
Now, we re-express the linear model (5) to obtain pointwise confidence interval on
predictions. Let ϕ∗ denote the basis function evaluations at a particular predictive location
x∗, and y∗ denote the predictive output, y∗ = βTϕ∗. By extending ϕ∗ to a basis of Rp,
A = (ϕ∗, c2, . . . , cp), the linear model (5) can be written as yi = η1ϕ˜i1 + ηT−1ϕ˜i,−1 +Bi + i,
where (ϕ˜i1, ϕ˜
T
i,−1)
T = A−1ϕi and (η1, ηT−1)
T = ATβ. Thus, the hypothesis test H0 : y
∗ = η10
is equivalent to H0 : η1 = η10, and a (1 − α) × 100% confidence interval on y∗ can be
constructed by inverting the hypothesis test, as stated in the following corollary. An
algorithm for confidence interval construction is provided in Appendix C. In the algorithm, a
simple construction for the matrix A is to take ci as a unit vector with ith element equaling
one. Note that after the transformation with this choice of A, the assumptions of Theorem
5.1 still hold. Then, the inverse of A can be computed efficiently via partitioned matrix
inverse results (Harville, 1997).
Corollary 5.1. Under the assumptions of Theorem 5.1, a (1−α)×100% confidence interval
on y∗ can be constructed as
{
y∗|Φ−1
(α
2
)
6
√
nSˆσˆ2(y
∗, ηˆ(−1))Iˆ
−1/2
y∗|η(−1) 6 Φ
−1
(
1− α
2
)}
,
where Iˆy∗|η(−1) =
1
nσˆ2
∑n
i=1 ϕ˜i1(ϕ˜i1−wˆT ϕ˜i,−1), Sˆσˆ2(y∗, η(−1)) = 1nσˆ2
∑n
i=1(yi−y∗ϕ˜i1−ηT(−1)ϕ˜i,−1)(ϕ˜i1−
wˆT ϕ˜i,−1), Φ is the cumulative distribution function of the standard normal distribution, and
ηˆ−1 is an estimator of η−1, which can be obtained by plugging in the estimator of β.
Optimization problems (8) and equivalently (9) can be very computationally challenging
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when n is large. In particular, for Rmax = 10 and Dmax = 10 (as used in the examples later),
p is nearly 107, making storage of the ϕi,−1 : (p − 1) × 1, i = 1, . . . , n infeasible without
specialized computational resources. In Appendix D, we provide a large n modification to
the confidence interval algorithm in Appendix C. In the modification, only those nuisance
basis function evaluations which have been included for consideration up to the selected
stage of the group lasso problem are considered in ϕi,−1, reducing the size of ϕi,−1 by
several orders of magnitude. Given the reduced ϕi,−1, we propose to estimate w via a
ridge regression, since sparsity of w relative to the sample size n is ensured by default for
this reduced dimensional nuisance parameter set. While the intervals are computationally
feasible in a large scale, many-input setting, their coverage is somewhat liberal. For the
deterministic case (4), we can apply a post-hoc correction, as proposed by Apley (2017).
The idea is to regard σ2 as a tuning parameter and then apply a cross-validation method
to the confidence intervals constructed by Corollary 5.1 to find the σ2 which most closely
achieves the nominal coverage (1− α)× 100%.
An illustration of these pointwise confidence intervals is shown in Figure 2. In the
example, the true function is f(x) = exp(−1.4x) cos(3.5pix), shown as a black dotted line,
and we attempt to build an emulator using 14 evenly spaced data points between 0 and 1,
shown as black dots. Consider a very simple MRFA model, with three levels of resolution
and Wendland’s kernel candidate basis functions with k = 2, shown as light gray in Figure
2. The left panel considers a stochastic case, where the output values are sampled from
y = f(x) + , and the  are independent, identically normally distributed with mean zero
and standard deviation σ = 0.3. The MRFA emulator for (penalized regression) tuning
parameter λ = 0.647, which is chosen via cross-validation, is shown as the solid blue line,
and the 95% confidence intervals are shown as the gray shaded region in Figure 2, with
the consistent estimate of σ2, σˆ2 = 1
n−s
∑n
i=1(yi − βˆTϕ(xi))2, and the tuning parameter
λ′′ chosen via cross-validation at each untried input site of interest. Although the MRFA
emulator deviates from the true mean function, the confidence intervals are able to quantify
the deviation and contain the true mean values. Given a set of testing samples of size 500,
95.4% of the true mean function values are contained by the confidence interval, which
achieves close to the nominal coverage 95%. The right panel considers a deterministic case
(i.e., without the noise ). The MRFA emulator for a small tuning parameter λ = 0.001
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is shown as the solid blue line and the 95% confidence intervals are shown as the gray
shaded region, with the post-hoc correction for the estimate of σ2 proposed by Apley (2017).
With the post-hoc correction, the deterministic case confidence intervals achieve good
performance using the same techniques developed in this section. The MRFA emulator
almost interpolates every data point, and, importantly, the confidence intervals are able to
quantify the model bias and contain the true values. Given a set of testing samples of size
500, 95.8% of true values are contained by the confidence intervals, which achieves close to
the nominal coverage 95%.
Figure 2: Illustration of confidence intervals for stochastic (left) and deterministic (right) cases.
Black dotted line represents the true function, black dots represent the collected data, and the
MRFA emulator is represented as the blue lines, whose candidate basis functions are shown in
solid light gray, with the gray shaded region providing a pointwise 95% confidence band.
6 Basis function selection
Basis functions of a given input dimension should be selected so that they are capable of
approximating a broad spectrum of practically encountered target functions, with flexibility
increasing as the level of resolution increases.
For a particular dimensionality of component function m = |u|, a reasonable building
block for a set of basis functions is a positive definite function. The function φ : Rm → R is
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positive definite if
∑
i,j αiαjφ(xi − xj) ≥ 0 for any αi ∈ R, xi ∈ Rm and strictly positive for
distinct xi if at least one αi is non-zero. These could be constructed by integrating the full-
dimensional kernel over margins as indicated in Theorem 2.1. More simply, the kernels could
be selected to ensure a desired smoothness of the target component functions. Common
example kernels include the Mate´rn and squared exponential correlation functions. We use
Wendland’s kernels (Wendland, 1995) in the examples presented here. Notably, Wendland’s
kernels are compactly supported, potentially enabling construction of a sparse design matrix,
which can in turn provide computational and numeric advantages. Wendland’s kernels
are based on evaluating inter-point distances in positive polynomials truncated to [0, 1]
and otherwise zero. The parameter k determines the smoothness at zero (2k continuous
derivatives). The polynomial terms of Wendland’s kernels are computed recursively based
on the parameter k and the dimension of input m.
The center and scale of these basis functions, or kernels, can be adjusted via c and
h, respectively, in the representation φ((x − c)/h). For a particular resolution level, a
straightforward choice is to take as basis functions a set of kernels with centers well-spread
through the input space. The scale should be chosen large enough to ensure the desired
smoothness of the target function, but not so large that numeric issues arise in parameter
estimation. The number of centers, and in turn coefficients, concretely describes the
complexity of the resolution level. Take as an example the 5 basis functions shown in
light gray in the left panel of Figure 1. With centers 0, 0.25, . . . , 1 and width 0.75, these
5 basis functions are capable of approximating a broad range of relatively smooth and
slowly varying target functions. For the next resolution level, the same basic kernel can be
used again, but with a denser set of centers and correspondingly smaller scale. Take once
again the example basis functions shown in Figure 1. The 10 second-level resolution basis
functions with centers 0, 0.11, . . . , 1 and width 0.5 augment the first-level resolution basis
functions to allow approximation of an even broader range of target functions. Note that
for a fixed dimensionality m and resolution level r the span of these basis functions forms
a linear subspace of the RKHS associated with kernel φ((· − ·)/hr), where hr denotes the
bandwidth for the highest (or finest) resolution level r. Another reasonable choice for basis
functions could be polynomials of increasing degree.
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7 Examples
Several examples are examined in this section, a ten-dimensional, large-scale example which
demonstrates the algorithm and statistical inference, a larger-scale and many-input example
with a relatively complicated underlying function, and a stochastic function example. A
few popular test functions are examined additionally. These examples show that the
multi-resolution functional ANOVA typically substantially outperforms traditional Gaussian
process methods in terms of computational time, emulator accuracy, model interpretability,
and scalability. In addition, we also compare with the local Gaussian process method, which
is a scalable method proposed by Gramacy and Apley (2015). All the numerical results
were obtained using R (R Core Team, 2015) on a server with 2.3 GHz CPU and 256GB of
RAM. The traditional Gaussian process, local Gaussian process and MRFA approaches
were compared and respectively implemented in R packages mlegp (Dancik, 2013), laGP
(Gramacy, 2016) and MRFA (Sung, 2019). The default settings of the packages mlegp and
MRFA were selected. For the package laGP, initial values and maximum values for correlation
parameters were given as suggested in Gramacy (2016). For laGP and MRFA, 10 CPUs were
requested via foreach (Revolution Analytics and Weston, 2015) for parallel computing.
In the implementation of the MRFA model, Wendland’s kernels with k = 2 are chosen,
and at most 10-way interaction effects and 10 resolution levels are considered (Rmax = 10
and Dmax = 10). For the tuning parameter λ, in Sections 7.1, 7.2 and 7.4 where the target
functions are deterministic, the smallest λ, corresponding to the most complex model,
without exceeding memory allocation is taken. In Section 7.3 where a stochastic target is
considered, AIC, BIC and CV criteria were considered for choosing the tuning parameter
and the comparison is explicitly discussed.
7.1 10-dimensional data set
Consider a 10-dimensional, uniformly distributed input set of size n in a [0, 1]10 design space
and ntest = 10, 000 random predictive locations generated from the same design space. The
deterministic target function
f(x1, . . . , x10) = sin(1.5x1pi) + 3 cos(3.5x2pi) + 5 exp(x3) + 2 cos(x2pi) sin(x3pi)
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is considered. Note that changes in x3 have a relatively large influence on the output.
Further, x1, x2 and x3 are active while x4, . . . , x10 are inert. Table 1 presents the selected
inputs by MRFA in the fitted model for n = 1, 000. The main effect of x3 with resolution
level one is first entertained, and in the final fitted model (λ = 0.003) the influential inputs
are correctly selected while the irrelevant inputs (x4, . . . , x10) are also identified (in the
sense that they do not appear in the fitted model). Noticeably, our algorithm finds the
basis functions which obey strong effect heredity in the final fitted model. In particular,
fˆ{3},1, fˆ{2},1, and fˆ{2,3},1 are selected in the final fitted model.
λ Selected inputs
1904.819 fˆ{3},1
1885.866 fˆ{3},1, fˆ{2},1
551.225 fˆ{3},1, fˆ{2},1, fˆ{1},1
87.544 fˆ{3},1, fˆ{2},1, fˆ{1},1, fˆ{2,3},1
...
...
0.003 fˆ{3},1, fˆ{2},1, fˆ{1},1, fˆ{2,3},1, fˆ{2},2, fˆ{3},2, fˆ{1},2, fˆ{2,3},2, fˆ{2},3, fˆ{3},3, fˆ{1},3, fˆ{2,3},3
Table 1: Selected effects and resolution by model complexity.
Table 2 shows the performance of MRFA based on designs of increasing size n, in
comparison to mlegp and laGP. The fitting time of laGP is not shown in the example (and
the ones in the following sections) because the fitting process of the approach cannot be
simply separated from prediction. Note that mlegp is only feasible at n = 1, 000 in the
numerical study, so results for n > 1000 are not reported. In contrast, it can be seen that
MRFA is feasible and accurate for large problems. Furthermore, it is much faster to fit and
predict from and, even in cases when traditional Gaussian process fitting is feasible, more
accurate. In this example with several inert input variables, compared to local Gaussian
process fitting, even though laGP is feasible for large problems, the accuracy of the emulators
is not comparable with traditional Gaussian process fitting or MRFA. In particular, MRFA
can improve the accuracy at least 10000-fold over the considered sample sizes and it is
even faster than local Gaussian process fitting in the cases n = 1, 000 and n = 10, 000.
In addition, in all examples, the true active variables (i.e., x1, x2, x3 and the interaction
effect) are correctly selected, while all inactive variables (i.e., x4, . . . , x10) are excluded. This
example demonstrates that the MRFA method is capable of not only providing an accurate
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emulator at a much smaller computational cost, but also identifying important variables,
which can be useful for model interpretation.
n
Fitting Prediction RMSE Variable
time (sec.) time (sec.) (×10−5) detection
mlegp 1,000 1993 158 40.81 -
laGP
1,000 - 318 172998 -
10,000 - 331 71027 -
100,000 - 331 20437 -
1,000,000 - 361 6893 -
MRFA
1,000 44 6 3.24 100%
10,000 124 5 1.14 100%
100,000 1325 5 0.72 100%
1,000,000 61515 74 0.38 100%
Table 2: Performance of 10-dimensional example with ntest = 10, 000 random predictive locations.
To demonstrate the statistical inference results and techniques discussed in Section 5,
confidence intervals on emulator predictions are compared. The evaluation includes coverage
rate, average width of intervals, and average interval score (Gneiting and Raftery, 2007).
Coverage rate is the proportion of the time that the interval contains the true value, while
interval score combines the coverage rate and the width of intervals,
Sα(l, u;x) = (u− l) + 2
α
(l − x)1{x < l}+ 2
α
(x− u)1{x > u},
where l and u are the lower and upper confidence limits, and (1−α)×100% is the confidence
level. Note that a smaller score corresponds to a better interval.
Continuing the above example, we consider 95% confidence intervals. Here, we consider
the large n modification to the confidence interval algorithm with the reduced dimensional
nuisance parameter, as given in Appendix D. The unmodified algorithm performs similarly
for n = 1, 000 and n = 10, 000, but is not feasible for the larger sample sizes. The results of
the evaluations are given in Table 3. It can be seen that the MRFA intervals have coverage
rate close to the nominal coverage 95%, while mlegp yields very poor intervals that are both
wide and contain less than 80% of the true values. While laGP has reasonable coverage, it
yields very wide confidence intervals, which result in a poor interval score. In contrast, the
confidence intervals of MRFA perform best in terms of the interval score, given their small
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width. Notably, the technique of Apley (2017) could also be applied to mlegp and laGP to
bring their coverage near target, but their widths would still be much larger than MRFA.
n
Coverage Average width Average interval
rate (%) (×10−5) score (×10−5)
mlegp 1,000 75.09 6139.29 6313.56
laGP
1,000 82.18 313469 1324927
10,000 92.85 126172 392917
100,000 93.54 53313 85058
1,000,000 93.20 24073 31478
MRFA
1,000 100.00 27.39 27.39
10,000 98.56 3.12 3.39
100,000 95.84 2.31 3.06
1,000,000 97.69 1.64 1.94
Table 3: Performance of prediction intervals in the 10-dimensional example with ntest = 10, 000
random predictive locations.
7.2 Borehole function
In this subsection, we use a relatively complex target function for a variety of input
dimensions to further examine the MRFA in a many-input context. The borehole function
(Kenett and Zacks, 1998) represents a model of water flow through a borehole, and has
input-output relation
f(x) =
2piTu(Hu −Hl)
ln(r/rw)(1 +
2LTu
ln(r/rw)r2wKw
+ Tu
Tl
)
,
where rw ∈ [0.05, 0.15] is the radius of borehole (m), r ∈ [100, 50000] is the radius of influence
(m), Tu ∈ [63070, 115600] is the transmissivity of upper aquifer (m2/yr), Hu ∈ [990, 1110]
is the potentiometric head of upper aquifer (m), Tl ∈ [63.1, 116] is the transmissivity of
lower aquifer (m2/yr), Hl ∈ [700, 820] is the potentiometric head of lower aquifer (m),
L ∈ [1120, 1680] is the length of borehole (m), and Kw ∈ [9855, 12045] is the hydraulic
conductivity of borehole (m/yr). Here, all inputs are rescaled to the unit hypercube.
Similar to the setup in the previous subsection, n training locations along with ntest =
10, 000 predictive locations are randomly generated from a uniform distribution on [0, 1]d.
Notice in the borehole experiment, there are eight active variables. We include d−8 irrelevant
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variables for demonstration. Table 5 shows the performance of traditional Gaussian process,
local Gaussian process, as well as MRFA based on designs of increasing size n and input
dimension d. For a fixed d, the MRFA is feasible and accurate for large problems, while
traditional Gaussian process fitting is only feasible for the experiment of size 1, 000. Note
that the accuracy for n = 1, 000, 000 can be further improved if more memory allocation
is in hand. Alternatives for the case where model fitting exceeds a user’s limited budget
are discussed in Section 8. In addition, in cases when traditional Gaussian process fitting
is feasible, the fitting and prediction procedure of MRFA is much faster while retaining
the accuracy (in some cases MRFA is much more accurate, see d = 20 and 60). Similar to
the results in the previous subsection, local Gaussian process fitting is feasible for large
problems, but it is less accurate than both traditional Gaussian process and MRFA. With
increasing d, the performance of MRFA varies only slightly, while traditional Gaussian
process and local Gaussian process fitting perform substantially worse with larger d in
terms of time cost and accuracy. This result is not surprising, since the irrelevant inputs
are screened out (or equivalently, the influential inputs are identified) by our proposed
algorithm, as demonstrated in Section 7.1. Notice that the d = 20 mlegp example has very
poor accuracy. This example was explored quite extensively and for several random number
seeds. In all cases, the likelihood function was highly ill-conditioned, resulting in very low
accuracy. This numerical issue was also pointed out in MacDonald et al. (2015).
7.3 Stochastic Function
In this subsection, a stochastic function is considered. In particular, this example demon-
strates tuning parameter selection. We consider the following function, which was used in
Gramacy and Lee (2009),
f(x1, x2, x3, x4, x5, x6) = exp
{
sin([0.9× (x1 + 0.48)]10)
}
+ x2x3 + x4 + , (10)
where  ∼ N (0, 0.052) and xi ∈ [0, 1], i = 1, . . . , 6. The function is nonlinear in x1, x2 and
x3, and linear in x4. In x1, it oscillates more quickly as it reaches the upper bound of the
interval [0, 1]. x5 and x6 are irrelevant variables.
Here, we consider 5 replicates at each unique training location, n = 5m, as indicated in
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d Method n
Fitting Prediction RMSE
Time (sec.) Time (sec.)
10
mlegp 1,000 9405 99 0.5406
laGP
1,000 - 324 2.2541
10,000 - 327 1.0952
100,000 - 326 0.5316
1,000,000 - 343 0.2667
MRFA
1,000 344 31 0.5659
10,000 858 15 0.1777
100,000 8753 72 0.1186
1,000,000 160326 179 0.0901*
20
mlegp 1,000 12358 172 16.4539
laGP
1,000 - 356 10.1838
10,000 - 359 9.7302
100,000 - 362 10.0245
1,000,000 - 429 9.3887
MRFA
1,000 278 24 0.5583
10,000 786 14 0.1853
100,000 8443 67 0.1220
1,000,000 254457 214 0.0924*
60
mlegp 1,000 15999 186 3.5841
laGP
1,000 - 599 20.6825
10,000 - 600 34.3782
100,000 - 638 45.3728
1,000,000 - 924 51.2694
MRFA
1,000 534 26 0.7034
10,000 812 15 0.1770
100,000 6482 50 0.1312
1,000,000 150477 90 0.0980*
Table 4: The borehole example with ntest = 10, 000 random predictive locations. *Note that due
to memory limits, in these cases Rmax = 3 and Dmax = 3 are considered instead.
Wang and Haaland (2018), along with ntest = 10, 000 unique predictive locations randomly
generated from a uniform distribution on [0, 1]d. Since the choice of tuning parameter λ
in (2) can be particularly crucial in stochastic function emulation, we consider AIC, BIC
and 10-fold CV as selection criteria. For the implementation of 10-fold CV, 10 CPUs are
requested for parallel computing. Table 5 shows the performance of traditional Gaussian
process, local Gaussian process, and MRFA with these three selection criterion based on
designs of increasing size n. It can be seen that, similar to the results in the previous
subsections, traditional Gaussian process is only feasible at n = 1, 000, while MRFA is
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feasible and accurate for large problems. Even when traditional Gaussian process is feasible,
MRFA is much faster in terms of fitting and prediction, and more accurate with any tuning
parameter selection method. Local Gaussian process fitting is feasible for large problems,
but less accurate than MRFA and traditional Gaussian process. Among the three criteria,
it can be seen that AIC, BIC and CV have relatively small differences in terms of prediction
accuracy. Computationally, the tuning parameters can be chosen within 2 seconds using
AIC or BIC, while the computational costs of CV can be considerable.
This example also illustrates the flexibility of the proposed method. From (10), the
function appears not to satisfy the strong effect heredity conditions, because the main effects
of x2 and x3 are not present. On the other hand, the function can be easily re-expressed in
a form that does satisfy strong effect heredity. For example,
f(x1, . . . , x6) = −1 + exp
{
sin([0.9× (x1 + 0.48)]10)
}
+ x2 + x3 + (x2 − 1)(x3 − 1) + x4 + ,
which satisfies the strong effect heredity assumption because main effect functions of x2
and x3 appear in the function in addition to the interaction function (x2 − 1)(x3 − 1).
7.4 Other Functions
In this subsection, we present three more example functions in comparison with laGP and
mlegp, the 3-dimensional bending function (Plumlee and Apley, 2017), the 6-dimensional
OTL circuit function (Ben-Ari and Steinberg, 2007), and the 10-dimensional wing weight
function (Forrester et al., 2008). The details of these examples and their input ranges are
given in Appendix I.
The comparison results are shown in Table 6. Similar to the results in the previous
subsections, the results indicate the MRFA outperforms the traditional Gaussian process in
terms of prediction accuracy, except for the wing function at n = 1, 000 where the traditional
Gaussian process fitting has better accuracy. The reason might be that the underlying
wing weight function contains high-order interaction functions making it not particularly
well-suited to low-order representation. See (I.33) in the Appendix. Nevertheless, even
when the traditional Gaussian process fitting is feasible (at n = 1, 000), the MRFA is much
faster than traditional Gaussian process fitting. Local Gaussian process fitting is feasible
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n
Fitting Prediction Selection RMSE
Time (sec.) Time (sec.) Time (sec.) (×10−1)
mlegp 1,000 2524 88 1.64
laGP
1,000 - 394 7.30
10,000 - 439 6.07
100,000 - 457 4.70
1,000,000 - 433 3.85
MRFA
1,000 96 8
AIC 1 1.36
BIC 1 1.36
CV 92 1.32
10,000 443 23
AIC 1 0.18
BIC 1 0.19
CV 423 0.26
100,000 2999 34
AIC 1 0.14
BIC 1 0.14
CV 2213 0.14
1,000,000 61504 103
AIC 1 0.01
BIC 1 0.01
CV 55849 0.05
Table 5: The 6-dimensional stochastic function example with ntest = 10, 000 random predictive
locations.
for large problems and has better accuracy in the low-dimensional example (see Table 6(a)),
but it is less accurate in the other two examples and in some cases slower than the MRFA.
8 Discussion
While large-scale and many-input nonlinear regression problems have become typical in
the modern “big data” context, Gaussian process models are often impractical due to
memory and numeric issues. In this paper, we proposed a multi-resolution functional
ANOVA (MRFA) model, which targets a low resolution representation of a low order
functional ANOVA, with respect to strong effect heredity, to form an accurate emulator in
a large-scale and many-input setting. Implementing a forward-stepwise variable selection
technique via the group lasso algorithm, the representation can be efficiently identified
without supercomputing resources. Moreover, we provide new theoretical results regarding
consistency and inference for a potentially overlapping group lasso problem, which can be
applied to the MRFA model. Our numerical studies demonstrate that our proposed model
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d = 3 n
Fitting Prediction RMSE
time (sec.) time (sec.) (×10−5)
mlegp 1,000 1807 140 5.64
laGP
1,000 - 310 0.66
10,000 - 312 0.21
100,000 - 311 0.08
1,000,000 - 316 0.04
MRFA
1,000 49 8 2.16
10,000 293 14 0.46
100,000 3311 25 0.20
1,000,000 113279 159 0.14*
(a) Performance of the 3-dimensional bending function. *Note that due to memory limits, in the
cases Rmax = 3 and Dmax = 3 are considered instead.
d = 6 n
Fitting Prediction RMSE
time (sec.) time (sec.) (×10−4)
mlegp 1,000 3976 173 13.70
laGP
1,000 - 314 102.71
10,000 - 301 27.01
100,000 - 323 11.43
1,000,000 - 328 4.80
MRFA
1,000 294 19 7.81
10,000 798 17 2.05
100,000 6688 82 1.42
1,000,000 122075 133 1.18*
(b) Performance of the 6-dimensional OTL circuit function. *Note that due to memory limits, in
the cases Rmax = 3 and Dmax = 3 are considered instead.
d = 10 n
Fitting Prediction RMSE
time (sec.) time (sec.) (×10−1)
mlegp 1,000 2922 228 1.56
laGP
1,000 - 327 19.74
10,000 - 325 10.72
100,000 - 329 5.04
1,000,000 - 347 2.22
MRFA
1,000 1319 28 7.77
10,000 1633 21 1.52
100,000 12289 84 1.39
1,000,000 168854 148 1.18*
(c) Performance of the 10-dimensional wing weight function. *Note that due to memory limits, in
the cases Rmax = 1 and Dmax = 3 are considered instead.
Table 6: Performance of the bending, OTL circuit, and wing weight functions with ntest = 10, 000
random predictive locations.
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not only successfully identifies influential inputs, but also provides accurate predictions for
large-scale and many-input problems with a much faster computational time compared to
traditional Gaussian process models.
The MRFA model has a similar flavor to multivariate adaptive regression splines (MARS)
(Friedman, 1991). On the other hand, the flexibility in basis function choice along reso-
lution levels, forward-stepwise variable selection via group lasso, and confidence interval
development for the MRFA are quite different. Moreover, empirical studies in Ben-Ari and
Steinberg (2007) show the Gaussian process outperforming MARS in terms of prediction
accuracy, while our numerical studies show MRFA outperforming Gaussian process.
The proposed MRFA indicates several avenues for future research. First, when the sample
size is too large due to a user’s limited budget (e.g., memory limitation), sub-sampling
methods can be naturally applied to the MRFA approach. For example, Breiman (1999)
proposed pasting Rvotes and pasting Ivotes methods, which use random sampling and
importance sampling, respectively. Moreover, m-out-of-n bagging (also known as subagging)
(Bu¨chlmann and Yu, 2002; Buja and Stuetzle, 2006; Friedman and Hall, 2007) uses sub-
samples for aggregation and might be expected to have similar accuracy to bagging, which
uses bootstrap samples to improve the accuracy of prediction (Breiman, 1996). These
sub-sampling methods provide the potential to extend the MRFA model to even larger data
sets.
Next, if the basis functions are constructed by integrating the full-dimensional kernel
over margins as indicated in Theorem 2.1, one may consider the native space norm with
kernel Φ instead of the 2-norm in the penalized loss function (2). In fact, both norms
were examined in our numeric studies and the results indicated that the penalized loss
function with respect to the native space norm may increase computational costs without
much improvement in prediction accuracy. For example, for the 10-dimensional example in
Section 6.1, with n = 1, 000, the fitting with the native space norm costs about 6 minutes
while fitting with the 2-norm only costs 44 seconds, and both result in roughly the same
RMSE.
Last but not least, it is conceivable that the MRFA approach can be generalized to a
non-continuous, for example binary, response. One might proceed by replacing the residual
sum of squares in (2) by the corresponding negative log-likelihood function, and extending
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the group lasso algorithm to other exponential families, as done in Meier et al. (2008). The
inference results, however, cannot be directly applied to a non-continuous response.
Appendices
A Proof of Theorem 2.1
First, a useful lemma is given.
Lemma A.1. Denote Fu = {
∫
Ω−u
(
f(x)−∑v⊂u fv(x)) dx−u|f ∈ NΦ, fv ∈ Fv}. Suppose
Φ ∈ Ω× Ω→ R is a symmetric positive-definite kernel on Ω = [0, 1]d and Φ is a product
kernel. Then,
fu ∈ Fu = {fv + gu|gu ∈ NΦu , v ⊂ u, fv ∈ Fv},
where Φu =
∏
j∈u φj.
Proof. Initially consider a finite element. The proof proceeds by induction. For u = ∅, we
have that if f ∈ NΦ, then
f∅ =
∫
Ω
f(x)dx =
∫
Ω
∑
y∈X
βyΦ(x, y)dx =
∑
y∈X
βy
∫
Ω
Φ(x, y)dx := α ∈ R.
This shows f∅ ∈ F∅ = {f(·) = α|α ∈ R}.
Let fu ∈ Fu for any |u| ≤ k. Note that
∫
Ω−u
dx−u = 1 for any u, since Ω = [0, 1]d. Thus,
for |u′| = k + 1,
fu′(x) =
∫
Ω−u′
(
f(x)−
∑
v⊂u′
fv(x)
)
dx−u′ =
∫
Ω−u′
f(x)dx−u′ −
∑
v⊂u′
fv(x)
=
∑
y∈X
βy
∫
Ω−u′
Φ(x, y)dx−u′ −
∑
v⊂u′
fv(x)
=
∑
y∈X
βy
∫
Ω−u′
d∏
j=1
φ(xj, yj)dx−u′ −
∑
v⊂u′
fv(x)
=
∑
y∈X
βy
∏
j∈u′
φj(xj, yj)
∫
Ω−u′
∏
j /∈u′
φj(xj, yj)dx−u′ −
∑
v⊂u′
fv(x)
=
∑
y∈X
β˜y
∏
j∈u′
φi(xi, yi)−
∑
v⊂u′
fv(x),
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where β˜y = βy
∫
Ω−u′
∏
j /∈u′ φj(xj, yj)dx−u′ . Hence, since
∑
y∈X β˜yφu′(·, yi) ∈ NΦu′ and fv ∈
Fv for any |v| ≤ k, we have fu′ ∈ Fu′ = {f = fv + gu′ |gu′ ∈ NΦu′ , v ⊂ u′, fv ∈ Fv}.
Therefore, by induction, fu ∈ Fu = {fv + gu|gu ∈ NΦu , v ⊂ u, fv ∈ Fv} is true for any
u ⊆ D.
Since any element of an RKHS is bounded (Aronszajn, 1950), we may use the dominated
convergence theorem (Bartle, 1995) to interchange the integral and the limit of the finite
sums to extend to an arbitrary element.
By Lemma A.1, we have f(x) =
∑
u⊆D fu(x), where fu(x) ∈ Fu = {fv + gu|gu ∈
NΦu , v ⊂ u, fv ∈ Fv}. Thus, by the fact that g(1)u + g(2)u ∈ NΦu for g(1)u , g(2)u ∈ NΦu , f(x) can
be represented as f(x) =
∑
u⊆D fu(x), where fu ∈ NΦu .
B Algorithm for Estimation
1. Let A denote the set of active groups and C the set of candidate groups. Start with
A = ∅ and C = {(u, r)|u = {1}, . . . , {d}, r = 1}. Set an initial penalty λmax and a
small increment ∆.
2. Set up an overlapping group lasso algorithm which minimizes the penalized likelihood
function
1
n
n∑
i=1
yi − ∑
(u,r)∈C
nu(r)∑
k=1
βrku ϕ
rk
u (xiu)
2 + λ ∑
(u,r)∈C
√√√√Nu(r)∑
v⊆u
∑
s≤r
nv(s)∑
k=1
(βskv )
2.
Denote the input-output function as βˆλ = grplasso(λ, C, βˆλ+∆). The inputs include
a penalty value λ, the candidate set C and the estimated coefficient with penalty value
λ+ ∆, and the output βˆλ is the corresponding estimated coefficient by the algorithm.
Start with λ = λmax and βˆλ+∆ = 0.
3. Do βˆλ = grplasso(λ, C, βˆλ+∆) and obtain the set of active groups A′ ⊆ C based on
βˆλ. Set λ = λ−∆. If A′ \A 6= ∅, then A ← A′ and C ← C ∪C ′, where C ′ contains the
new candidate groups necessary to satisfy strong effects heredity given the updated A.
4. Repeat step 3 until some convergence criterion is met.
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C Confidence Interval Algorithm
1. Let ϕ∗ denote the basis function evaluations at a particular predictive location
x∗. Extend ϕ∗ to a basis of Rp and denote it as A = (ϕ∗, c2, . . . , cp). Compute
(Z˜i, Q˜i)
T = A−1ϕi for i = 1, . . . , n and (ηˆ1, ηˆT(−1)) = A
T βˆλ, where βˆλ is the estimated
coefficient with penalty λ.
2. Compute the estimated decorrelated score function
Sˆ(0, ηˆ(−1)) = − 1
nσˆ2
n∑
i=1
(yi − ηˆT(−1)Q˜i)(Z˜i − wˆT Q˜i),
where
wˆ = arg min
∥∥∥∥ 1n
n∑
i=1
Q˜i(Z˜i − wT Q˜i)
∥∥∥∥
2
+ λ′′‖w‖1,
and σˆ2 is a consistent estimator of σ2. For example, σ2 can be estimated by
σˆ2 = 1
n−s
∑n
i=1(yi − βˆTλ ϕi)2, where s the the number of non-zero elements in βˆλ.
Another estimator is the cross-validation based variance estimator. Define the K
cross-validation folds as {D1, . . . , DK} and compute
σˆ2 = min
λ
1
n
K∑
k=1
∑
i∈Dk
(yi − (βˆ(−k)λ )Tϕi)2,
where βˆ
(−k)
λ is the overlapping group lasso estimate at λ over the data after the k
th
fold is omitted. This estimator has been used for the variance estimation in lasso
regression problems. See Fan et al. (2012).
3. Compute the interval
[cα/2/b, c1−α/2/b],
where cα/2 = −Sˆ(0, ηˆ(−1)) +
√
b
n
Φ−1(α/2), c1−α/2 = −Sˆ(0, ηˆ(−1)) +
√
b
n
Φ−1(1− α/2),
b = 1
nσˆ2
∑n
i=1 Z˜i(Z˜i− wˆT Q˜i). By some algebraic manipulation, one can show that this
interval is same as the one in Corollary 5.1.
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D Confidence Interval Algorithm Modification for Large n
1. In Algorithm C, replace Q˜i by Q˜∗i and p by p∗, where the nuisance ϕij, j = 1, . . . , p∗
only contain basis functions in the candidate groups at the selected λ, say Cλ.
2. Replace wˆ by
wˆ∗ =
(
n∑
i=1
Q˜∗iQ˜T∗i + ηIp∗−1
)−1( n∑
i=1
Q˜∗iZ˜i
)
(D.11)
with a small positive η, where Ip∗−1 is a (p∗ − 1)× (p∗ − 1) identity matrix.
3. For the deterministic case (4),
(i) DefineK cross-validation folds as {D1, . . . , DK} and partition the original samples
{xi, yi}ni=1 via the k folds.
(ii) Regard σˆ2 in Algorithm C as an unknown parameter. Let uˆ(−k)(x∗, σˆ2) and
lˆ(−k)(x∗, σˆ2) be the upper and lower limits at a predictive location x∗ by Algorithm
C over the data after the kth fold is omitted, respectively.
(iii) Replace σˆ2 by
σˆ2∗ = arg min
σˆ2
∣∣∣∣∣
(
1
n
K∑
k=1
∑
i∈Dk
1{yi ∈ [lˆ(−k)(xi, σˆ2), uˆ(−k)(xi, σˆ2)]}
)
− (1− α)
∣∣∣∣∣ ,
where 1{A} is an indicator function of the set A.
E Proof of Theorem 4.1
E.1 Notation and Reformulation
First, we introduce some additional notation. For a matrix M = [Mjk], let ‖M‖max =
maxj,k |Mjk|, ‖M‖1 =
∑
j,k |Mjk|, and ‖M‖l∞ = maxj
∑
k |Mjk|. For v = (v1, ..., vp)T ∈ Rp,
and 1 6 q < ∞, define ‖v‖q = (
∑p
i=1 |vi|q)1/q. Define ‖v‖0 = |{i : vi 6= 0}|. For
S ⊆ {1, ..., p}, let vS = {vj : j ∈ S} and S¯ be the complement of S. Given a, d ∈ R, we use
a ∨ b and a ∧ b to denote the maximum and minimum of a and b.
For convenience, we restate the loss function as follows. Consider groups J1, ..., Jpn ,
where Jj ⊆ {1, ..., p}, and
⋃pn
j=1 Jj = {1, ..., p}. Notice that we do not require Jj1
⋂
Jj2 = ∅.
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Define Ck = {j : k ∈ Jj} and ck = |Ck|. Thus, Ck is the set of indices of the groups variable
k belongs to and ck is the number of groups that variable k belongs to. We can also treat
ck as replicates of index k. For notational simplicity, in the proof we write βˆn and β
∗
n as
βˆ and β∗, respectively. We also write ϕn(Xi) as ϕi for simplicity. Define the vector of
variable k coefficients over all groups in which it appears βZkCk = (βkjk1 , . . . , βkjkck )
T , where
jkl denotes the index of variable k within the l
th group in which it appears, and the vector of
all coefficients βZ = ((βZ1C1)
T , . . . , (βZpCp)
T )T . Let βJj = (βkj)
T
k∈Jj , where βkj is the coefficient
of the kth variable and k is in jth group. Let dj = |Jj|. Consider the following optimization
problem
βˆZ,λn = arg min
βZ
{
1
2n
n∑
i=1
(yi −
p∑
k=1
( ck∑
m=1
βkjkm
)
ϕki)
2 + λn
pn∑
j=1
√
dj‖βJj‖2
}
, (E.12)
where λn is a positive number. We define the overlapping group lasso estimator as
βˆλn =
( c1∑
k=1
βˆλn1j1k , ...,
cp∑
k=1
βˆλnpjpk
)T
, (E.13)
in which we stress λn since it will influence the solution of (E.12). Notice that by this
definition, the least squares term becomes 1
2n
∑n
i=1(yi − ϕTi βˆλn)2, which is the same as in
original group lasso case. We use 1
2n
instead of 1
n
for brevity of the Karush-Kuhn-Tucker
(KKT) conditions, which are as following.
Proposition E.1. Let ϕ be the matrix with rows ϕTi , i = 1, . . . , n. Let ψj denote the j
th
column of ϕ, for j = 1, . . . , p. Necessary and sufficient conditions for βˆZ to be a solution to
(E.12) are
− 1
n
ψTj (y − ϕβˆλn) +
λn
√
dkβˆ
λn
jk
‖βˆλnJk ‖2
= 0, ∀j ∈ Jk with βˆλnJk 6= 0
‖ − 1
n
ψTj (y − ϕβˆλn)‖2 6 λn
√
dk, ∀j ∈ Jk with βˆλnJk = 0.
The following lemma Liu and Zhang (2009) states that at most n groups can be nonzero.
Lemma E.1. Suppose λn > 0, a solution βˆ
Z,λn exists such that the number of nonzero
groups |S(βˆZ,λn)| 6 n, the number of data points, where S(β) = {Jj : βˆJj 6= 0}.
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Proof. The proof of Lemma 1 in Liu and Zhang (2009) is also valid here.
By Lemma E.1, for brevity, sometimes we say βˆλn with |S(βˆZ,λn)| 6 n, which is derived by
combining (E.12) and (E.13), is the solution of (E.12). We will also write ‖y−ϕβ‖22 instead of∑n
i=1
(
yi−
∑p
k=1
(∑ck
m=1 βkjkm
)
ϕki
)2
. Let c¯ = maxj{c1, ..., cp} and d¯ = maxj{d1, ..., dpn},
the maximum number of groups a variable appears in and maximum group size, respectively.
Let s be the number of nonzero elements in β∗ and p be the dimension of β∗. Notice that s
and p (as well as c¯ and d¯) can depend n.
E.2 Proof of Theorem 4.1
Our proof follows a similar line to Meinshausen and Yu (2009), but extends their results to
the overlapping group lasso. We only need to show the stochastic case. The deterministic
case is true because the proof is still valid by taking  = 0. A sketch of the proof is as follows.
We first define the coefficients obtained from the de-noised model as a de-noised estimator.
Then, by showing the difference between the de-noised estimator and true coefficients, and
the difference between de-noised estimator and the estimator obtained via overlapping group
lasso are both small, we obtain l2 convergence. All the proofs of the lemmas in this section
are in Appendix H.
Before we state and prove the main result, we introduce a definition which is useful in
the proof.
Definition E.1. Denote y(ξ) = ϕβ∗+ξ(+δ) as a de-noised model with level ξ (0 6 ξ 6 1),
we define
βˆλ,ξ = arg min
β
1
2n
‖y(ξ)− ϕβ‖22 + λn
pn∑
j=1
√
dj‖βJj‖2 (E.14)
to be the de-noised estimator at noise level ξ, where βˆλ,ξ is defined similarly as in (E.13).
In order to characterize the eigenvalues of a matrix under sparsity, we introduce the
following definition, which can be found in Meinshausen and Yu (2009).
Definition E.2. The m-sparse minimum and maximum eigenvalue of a matrix C = 1
n
ϕTϕ
are φmin(m) = minβ:‖β‖06m
βTCβ
βT β
and φmax(m) = maxβ:‖β‖06m
βTCβ
βT β
. Also, denote φmax =
φmax((sc¯+ n)d¯) where s, c¯, and d¯n are defined as in section E.1.
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Now we introduce an assumption concerning φmin(·) and φmax. Detailed discussion has
been shown in Meinshausen and Yu (2009).
Assumption E.1. There exist constants 0 < κmin 6 κmax <∞ such that
lim infn→∞ φmin(sc¯d¯max{log n, c¯}) > κmin and lim supn→∞ φmax 6 κmax.
For continuity, we repeat Theorem 4.1 here.
Theorem 4.1. Under Assumption E.1, if λn  σ
√
log p
n
, d¯2 = o(log n), and ‖y(·) −
ϕ(·)Tβ∗‖∞ = Op(λn), for the (overlapping) group lasso estimator constructed in (E.12) and
(E.13), with probability tending to 1 for n→∞,
‖βˆλn − β∗‖22 .
c¯2sd¯ log p
n
.
Let βλn = βˆλn,0. The l2-consistency can be obtained by bounding the bias and variance
terms, i.e.
‖βˆλn − β∗‖22 6 2‖βˆλn − βλn‖22 + 2‖βλn − β∗‖22.
Remark 8.1. The condition ‖y(·) − ϕ(·)Tβ∗‖∞ = Op(λn) implies Bi = Op(λn). In the
proof of Theorem 4.1, the condition Bi = Op(λn) is sufficient.
Let T = {t : β∗i 6= 0, β∗it is a component of βZ∗} represent the set of indices for all the
groups with possibly nonzero coefficient vectors. Let sn = |T |. Thus, sn 6 sc¯. The solution
βλn can, for each value of λn, be written as β
λn = β∗ + γλn , where γλn is defined as the
solution of the following optimization problem:
arg min
γ
f(γ, γZ)
s.t.
ci∑
k=1
βZik = β
∗
i , i = 1, ..., p; (E.15)
ci∑
k=1
γZijik = γi, i = 1, ..., p,
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where
f(γ, γZ) = nγTAγ + λn
∑
t∈T c
√
dt‖γZt ‖2 + λn
∑
t∈T
√
dt(‖γZt + βZt ‖2 − ‖βZt ‖2),
where A = 1
n
ϕTϕ. This optimization problem is obtained by plugging β∗ + γλn into (E.14).
Notice the arg min problem is with respect to γ instead of (γ, γZ).
Next, we state a lemma which bounds the l2-norm of γ
λn . Its proof is provided in
Appendix H.1.
Lemma E.2. Under Assumption E.1, with a positive constant C, the l2-norm of γ
λn
is bounded for sufficiently large values of n by ‖γλn‖2 6 λn
√
c¯snd¯
n
/(√
κmin
2
(1− 4d¯
logn
) −√
2κmaxd¯2
logn
)
.
Now, we bound the variance term. For every subset M ⊂ {1, ..., p} with |M | 6 n, denote
θˆM ∈ R|M | the restricted least square estimator of the noise ,
θˆM = (ϕTMϕM)
−1ϕTM(+B), (E.16)
where B = (B1, .., Bn)
T and  = (1, .., n)
T . Now we state lemmas, which bound the l2-norm
of this estimator, and are also useful for the following parts of this development. First
we define sub-exponential variables, sub-exponential norms, sub-Gaussian variables, and
sub-Gaussian norms.
Definition E.3. (sub-exponential variable and sub-exponential norm) A random variable
X is called sub-exponential if there exists some positive constant K1 such that P(|X| >
t) 6 exp(1 − t/K1) for all t > 0. The sub-exponential norm of X is defined as ‖X‖ψ1 =
supq>1 q
−1(E|X|q)1/q.
Definition E.4. (sub-Gaussian variable and sub-Gaussian norm) A random variable X is
called sub-Gaussian if there exists some positive constant K2 such that P(|X| > t) 6
exp(1 − t2/K2) for all t > 0. The sub-Gaussian norm of X is defined as ‖X‖ψ2 =
supq>1 q
−1/2(E|X|q)1/q.
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Lemma E.3. Let m¯n be a sequence with m¯n = o(n) and m¯n →∞ for n→∞
max
M :|M |6m¯n
‖θM‖22 6 C2
m¯n log p
nφ2min(d¯)
.
Proof. See Appendix H.2.
Now define Aλn,ξ to be
Aλn,ξ =
{
k : λn
√
dkβˆjk
‖βˆJk‖2
=
1
n
ψTj (Y (ξ)− ϕβˆ), with j ∈ Jk
}
,
which represents the set of active groups for the de-noised problem.
Lemma E.4. If, for a fixed value of λn, the number of active variables of the de-noised
estimators βˆλn,ξ is for every 0 6 ξ 6 1 bounded by m′, then
‖βˆλn,0 − βˆλn‖22 6 C max
M :|M |6m′
‖θM‖22.
Proof. See Appendix H.3.
The next lemma provides an asymptotic upper bound on the number of selected variables.
Lemma E.5. For λn >
√
log p
n
, the maximal number of selected variables, sup06ξ61
∑
k∈Aλ,ξ dk,
is bounded, with probability tending to 1 for n→∞, by
sup
06ξ61
∑
k∈Aλ,ξ
dk 6 C1snd¯c¯.
Proof. See Appendix H.4.
Now combining Lemmas E.3, E.4, and E.5, we have
‖βˆλn,0 − βˆλn‖22 6 C
sd¯c¯2 log p
nφ2min(sd¯c¯
2)
.
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Combining this and Lemma E.2, gives
‖βˆλn − β‖22 6 C
sd¯c¯2 log p
nφ2min(sd¯c¯
2)
+
λ2nc¯
2sd¯
n2
/(√
κmin
2
(1− 4d¯
log n
)−
√
2κmaxd¯2
log n
)2
6 Csd¯c¯
2 log p
n
+ C
c¯2sd¯ log p
n
/(√
κmin
2
(1− 4d¯
log n
)−
√
2κmaxd¯2
log n
)2
. c¯
2sd¯ log p
n
,
which completes the proof of Theorem 4.1.
F Proof of Corollary 4.1
Since β∗ satisfies (3), ∫
Ω
ϕ(x)(y(x)− ϕ(x)Tβ∗)dx = 0.
Therefore, the oracle risk of βˆ can be bounded by∫
Ω
(y(x)− ϕ(x)T βˆ)2dx−
∫
Ω
(y(x)− ϕ(x)Tβ∗)2dx
=
∫
Ω
(2y(x)− ϕ(x)T βˆ − ϕ(x)Tβ∗)(ϕ(x)T (β∗ − βˆ))dx
=
∫
Ω
(2y(x)− 2ϕ(x)Tβ∗ + ϕ(x)Tβ∗ − ϕ(x)T βˆ)(ϕ(x)T (β∗ − βˆ))dx
=
∫
Ω
(ϕ(x)Tβ∗ − ϕ(x)T βˆ)(ϕ(x)T (β∗ − βˆ))dx
=
∫
Ω
(β∗ − βˆ)Tϕ(x)ϕ(x)T (β∗ − βˆ)dx
6C‖β∗ − βˆ‖22,
where the last inequality is because of Assumption E.1. Because ‖y(·)−ϕ(·)Tβ∗‖∞ = Op(λn),
we have
∫
Ω
(y(x)− ϕ(x)Tβ∗)2dx = Op(λ2n), which completes the proof.
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G Proof of Theorem 5.1
In this section we will prove Theorem 5.1. A sketch of proof is as follows, following the
overall approach in Ning and Liu (2017). First, we introduce a decorrelated score function,
and prove the decorrelated function converges weakly to a normal distribution under l2-
consistency, which is stated in Theorem G.1. The result is then applied to the overlapping
group lasso model with known variance of error. Then by showing the difference between
the decorrelated score function with known variance and decorrelated score function with
estimated variance is small, we finish the proof of Theorem 5.1.
G.1 Hypothesis Test based on Decorrelated Function and l2-Consistency
In this section, we will introduce a decorrelated score function, and prove several results
similar to Ning and Liu (2017) but with l2-consistency instead of l1. Suppose we are given
n independently identically distributed U1, ..., Un, which come from the same probability
distribution following from a high dimensional statistical model P = {Pβ : β ∈ Ω}, where β
is a p dimensional unknown parameter and Ω is the parameter space. Let the true value of
β be β∗, which is sparse in the sense that the number of non-zero elements of β is much
smaller than n, order log n. We consider the case in which we are interested in only one
parameter. Suppose β = (β1, β−1), where β1 ∈ R and β−1 ∈ Rp−1. Let β∗1 and β∗−1 be the
true value of β1 and β−1, respectively. For simplicity, we assume the null hypothesis is
H0 : β
∗
1 = 0, which can be generalized to the case β
∗
1 = β1,0 in a straight forward manner.
Suppose the negative log-likelihood function is
`(β1, β−1) =
1
n
n∑
i=1
(− log f(Ui; β1, β−1)),
where f is the p.d.f. corresponding to the model Pβ, which it will be assumed has at least
two continuous derivatives with respect to β. The information matrix for β is defined as
I = Eβ(∇2`(β)), and the partial information matrix is Iβ1|β−1 = Iβ1β1 − Iβ1β−1I−1β−1β−1Iβ−1β1 ,
where Iβ1β1 , Iβ1β−1 , Iβ−1β−1 , and Iβ−1β1 are the corresponding partitions of I. Let I
∗ =
Eβ∗(∇2`(β∗)).
In this paper, we are considering testing parameters for high dimensional models and,
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as mentioned in Ning and Liu (2017), the traditional score function does not have a simple
limiting distribution in the high dimensional setting. Thus, we use a decorrelated score
function as mentioned in Ning and Liu (2017) defined as
S(β1, β−1) = ∇β1`(β1, β−1)− wT∇β−1`(β1, β−1),
where w = I−1β−1β−1Iβ−1β1 . Notice that Eβ(S(β)∇β−1`(β)) = 0. Suppose we are given the
estimator βˆ = (βˆ1, βˆ−1) and tuning parameter λ′. We estimate wˆ by solving
wˆ = arg min ‖w‖1, s.t. ‖∇2β1β−1`(βˆ)− wT∇2β−1β−1`(βˆ)‖2 6 λ′. (G.17)
We use this method to estimate w because since w has dimension d which is much greater
than n, we need some sparsity of w, which is useful in the rest part of this paper. Thus, we can
obtain estimated decorrelated score function Sˆ(β1, βˆ−1) = ∇β1`(β1, βˆ−1)− wˆT∇β−1`(β1, βˆ−1).
Along the same lines as Ning and Liu (2017), we need the following assumptions.
Assumption G.1 states that the estimators βˆ and wˆ converge to zero. However, we assume
l2-consistency here, which is weaker than the condition in Ning and Liu (2017).
Assumption G.1. Assume that
lim
n→∞
Pβ∗(‖βˆ−1 − β∗−1‖2 . η1(n)) = 1 and lim
n→∞
Pβ∗(‖wˆ − w∗‖1 . η2(n)) = 1,
where w∗ = I∗−1β−1β−1I
∗
β−1β1 , and η1(n) and η2(n) converges to 0, as n→∞.
Assumption G.2 states that the derivative of log-likelihood function is near zero at the
true parameters.
Assumption G.2. Assume that
lim
n→∞
Pβ∗(‖∇β−1l(0, β∗−1)‖∞ . η3(n)) = 1,
for some η3(n)→ 0, as n→∞.
Assumption G.3 states that the Hessian matrix is relative smooth, so that we can use λ′
to control η4(n).
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Assumption G.3. Assume that for β−1,ν = νβ∗−1 + (1− ν)βˆ−1 with ν ∈ [0, 1],
lim
n→∞
Pβ∗( sup
ν∈[0,1]
‖∇2β1β−1l(0, β−1,ν)− wˆT∇2β−1β−1l(0, β−1,ν)‖2 . η4(n)) = 1,
for some η4(n)→ 0, as n→∞.
Assumption G.4 is the central limit theorem for a linear combination of the score
functions.
Assumption G.4. For v∗ = (1,−w∗T )T , it holds that
√
nv∗T∇l(0, β∗−1)√
vT I∗v
dist.−→ N(0, 1),
where I∗ = Eβ∗(∇2l(0, β∗−1)). Furthermore, assume that C ′ 6 I∗β1|β−1 <∞, where I∗β1|β−1 =
I∗β1β1 − w∗T I∗β−1β1 , and C ′ > 0 is a constant.
Assumption G.5 states that we can estimate the information matrix relatively accurately.
Assumption G.5. Assume
lim
n→∞
Pβ∗(‖∇2l(βˆ)− I∗‖max . η5(n)) = 1
for some η5(n)→ 0, as n→∞.
Now under Assumptions G.1 to G.5, we can prove a version of Theorem 3.5 in Ning and
Liu (2017) which applies to the (potentially) overlapping group lasso.
Theorem G.1. Under Assumptions G.1 to G.5, with probability tending to one,
n1/2|Sˆ(0, βˆ−1)− S(0, β∗−1)| . n1/2(η2(n)η3(n) + η1(n)η4(n)). (G.18)
If n1/2(η2(n)η3(n) + η1(n)η4(n)) = o(1), we have
n1/2Sˆ(0, βˆ−1)I
∗−1/2
β1|β−1
dist.−→ N(0, 1). (G.19)
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Proof. See Theorem 3.5 in Ning and Liu (2017). The only difference is under l2-consistency,
|I1| 6 ‖∇2β1β−1l(0, β˜−1)− wˆT∇2β−1β−1l(0, β˜−1)‖2‖βˆ−1 − β∗−1‖2 . η1(n)η4(n).
Corollary G.1. Assume that Assumptions G.1 to G.5 hold. It also holds that ‖w∗‖1η5(n) =
o(1), η2(n)‖I∗β1β−1‖∞ = o(1), and n1/2(η2(n)η3(n) + η1(n)η4(n)) = o(1). Under H0 : β∗1 = 0,
we have for any t ∈ R,
lim
n→∞
|Pβ∗(Uˆn 6 t)− Φ(t)| = 0, (G.20)
where Uˆ = n1/2Sˆ(0, βˆ−1)Iˆ
−1/2
β1|β−1 .
Proof. See the proof of Corollary 3.7 in Ning and Liu (2017).
G.2 Linear model and the corresponding decorrelated score function
Now we apply the consequences of the general results to the linear model as described in the
previous section. In this section we first assume that the variance of noise is known. Consider
the linear regression, yi = β
∗
1ϕi1 + β
∗T
−1ϕi,−1 +Bi + i, where ϕi1 ∈ R, ϕi,−1 ∈ Rp−1, Bi ∈ R,
and the error i satisfies E(i) = 0, E(2i ) = σ2 > 0 for i = 1, ..., n. Let ϕi = (ϕi1, ϕTi,−1)T
denote the collection of all covariates for subject i. We first assume σ2 is known.
Consider the overlapping group lasso estimator (E.13), the decorrelated score function is
S(β1, β−1) = − 1
nσ2
n∑
i=1
(yi − β1ϕi1 − βT−1ϕi,−1)(ϕi1 − wTϕi,−1),
where w = Eβ(ϕi,−1ϕTi,−1)−1Eβ(ϕi1ϕi,−1). Since the distribution of the design matrix does
not depend on β, we can replace Eβ(·) by E(·) for notation simplicity. Under the null
hypothesis, H0 : β
∗
1 = 0, the decorrelated score function can be estimated by
Sˆ(0, βˆ−1) = − 1
nσ2
n∑
i=1
(yi − βˆT−1ϕi,−1)(ϕi1 − wˆTϕi,−1),
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where
wˆ = arg min ‖w‖1, s.t.
∥∥∥∥ 1n
n∑
i=1
ϕi,−1(ϕi1 − wTϕi,−1)
∥∥∥∥
2
6 λ′.
The (partial) information matrices are
I∗ = σ−2E(ϕi,−1ϕTi,−1), and I∗β1|β−1 = σ
−2(E(ϕ2i1)− E(ϕi1ϕTi,−1)E(ϕi,−1ϕTi,−1)−1E(ϕi,−1ϕi1)),
which can be estimated by
Iˆ =
1
nσ2
n∑
i=1
ϕi,−1ϕTi,−1, and Iˆβ1|β−1 = σ
−2
{
1
n
n∑
i=1
ϕ2i1 − wˆT
(
1
n
n∑
i=1
ϕi,−1ϕi1
)}
,
respectively. Thus, the score test statistic is Uˆn = n
1/2Sˆ(0, βˆ−1)Iˆ
−1/2
β1|β−1 .
The following theorem states the asymptotic distribution Uˆn under null hypothesis.
Theorem G.2. Assume that
1. λmin(E(ϕiϕTi )) > 2κmin for some constant κmin > 0, and lim supn→∞ φmax 6 κmax,
where φmax is defined in Definition E.2.
2. Let S = supp(β∗) and S ′ = supp(w∗) satisfy |S| = s and |S ′| = s′. Let c¯ be the
maximal number of replicates, d¯ be the maximal number of group size. Assume
n−1/2(s ∨ s∗) log p = o(1), d¯2 = o(log n) and c¯2d¯
log p
= o(1).
3. i, w
∗Tϕi,−1, and ϕij are all sub-Gaussian with ‖i‖Ψ2 6 C, ‖w∗Tϕi,−1‖Ψ2 6 C, and
‖ϕij‖Ψ2 6 C, where C is a positive constant.
4. λ′ 
√
log p
n
and λ  σ
√
log p
n
.
5. Bi .
√
log p
n
.
Then under H0 : β
∗
1 = 0 for each t ∈ R,
lim
n→∞
|Pβ∗(Uˆn 6 t)− Φ(t)| = 0.
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Proof. Before the proof, we need the following lemmas in Ning and Liu (2017), which is
used to ensure the assumptions of Theorem G.1 and Corollary G.1 hold. The proofs of
Lemmas G.1, G.3, and G.4 can be found in Ning and Liu (2017). In the proof of Lemma
G.4, one need to notice that ϕTB can be bounded by assumption.
Lemma G.1. Under the conditions of Theorem G.2, with probability at least 1 − p−1,
‖ 1
n
∑n
i=1(ϕi1ϕi,−1 − wˆTϕi,−1ϕTi,−1)‖∞ 6 C
√
log p
n
, for some C > 0.
Lemma G.2. Under the conditions of Theorem G.2, with probability at least 1− p−1,
‖βˆ − β∗‖22 6 C1
c¯2sd¯ log p
n
, and (βˆ − β∗)THϕ(βˆ − β∗) 6 C1κmax c¯
2sd¯ log p
n
,
where Hϕ = n
−1∑n
i=1 ϕiϕ
T
i and the constant C1 > 0.
Proof. The first inequality is by Theorem 4.1. The second inequality is trivial.
Lemma G.3. Under the conditions of Theorem G.2, with probability at least 1− p−1,
‖wˆ − w∗‖1 6 8Cκ−1s′
√
log p
n
,
where C > 0 is a constant.
Lemma G.4. Under the conditions of Theorem G.2, it holds that T ∗ dist.−→ N(0, 1), and
sup
x∈R
|Pβ∗(T ∗ 6 x)− Φ(x)| 6 Cn−1/2,
where T ∗ = n1/2S(0, β∗−1)/I
∗1/2
β1|β−1 and C is a positive constant not depending on β
∗.
Now we can check that the assumptions of Theorem G.1 and Corollary G.1 hold, which
finishes the proof of Theorem G.2.
Next we introduce some lemmas which give properties of sub-exponential variables and
norms, as well as sub-Gaussian variables and norms, which will be used in the proof of
Theorem 5.1.
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Lemma G.5. (Bernstein Inequality) Let X1, ..., Xn be independent mean 0 sub-exponential
random variables and let K = maxi ‖Xi‖Ψ1 . Then for any t > 0,
Pβ∗
(
1
n
∣∣∣∣ n∑
i=1
Xi
∣∣∣∣ > t) 6 2 exp [− C min( t2K2 , tK
)
n
]
,
where C > 0 is a constant.
Lemma G.6. Under the conditions of Theorem G.2 with probability at least 1 − p−1,
‖ 1
n
∑n
i=1 ϕii‖∞ 6 C
√
log p
n
, for some C > 0.
The proofs of Lemmas G.5 and G.6 can be found in Ning and Liu (2017). Now, we can
begin the proof of Theorem 5.1.
Proof. The proof is similar to Ning and Liu (2017) with a few changes. It is enough to show
for any  > 0,
lim
n→∞
sup
β∗∈Ω0
Pβ∗(|U˜n − Uˆn| > ) = 0. (G.21)
Notice that |U˜n − Uˆn| = |Uˆn||1 − σ∗σˆ |. For a sequence of positive constants tn → 0 to be
chosen later, we can show that limn→∞ supβ∗∈Ω0 Pβ∗(|Uˆn| > t−1n ) = 0. It remains to show
that
lim
n→∞
sup
β∗∈Ω0
Pβ∗
(
|1− σ
∗
σˆ
| > tn
)
= 0. (G.22)
Notice that
σˆ2 − σ∗2 =
(
1
n
n∑
i=1
(Bi + i)
2 − σ∗2
)
+ ∆ˆTHϕ∆ˆ− 2∆ˆT 1
n
n∑
i=1
(i +Bi)ϕi
=
(
1
n
n∑
i=1
(Bi + i)
2 − σ∗2
)
+ ∆ˆTHϕ∆ˆ− 2∆ˆT 1
n
n∑
i=1
iϕi − 2∆ˆT 1
n
n∑
i=1
Biϕi
=
(
1
n
n∑
i=1
2i − σ∗2
)
+ ∆ˆTHϕ∆ˆ− 2∆ˆT 1
n
n∑
i=1
iϕi +
1
n
n∑
i=1
B2i +
1
n
n∑
i=1
iBi − 2∆ˆT 1
n
n∑
i=1
Biϕi.
(G.23)
where ∆ˆ = βˆ − β∗. Since ‖2i ‖ψ1 6 2C2, by Lemma G.5, | 1n
∑n
i=1 
2
i − σ∗2| 6 C
√
logn
n
, for
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some constant C, with probability tending to one. By Lemma G.2, we have ∆THϕ∆ 6
C1κmax
c¯2sd¯ log p
n
, for some constant C1, with probability tending to one. By Lemma E.5 and
Lemma G.2, we have
‖∆ˆ‖1 6 C1sd¯c¯2‖∆ˆ‖2
6 C2sd¯c¯2
√
c¯2sd¯ log p
n
,
for some constant C2 > 0. By Lemma G.6, we have∥∥∥∥ 1n
n∑
i=1
iϕi
∥∥∥∥
∞
6 C3
√
log p
n
.
By Lemma G.5, | 1
n
∑n
i=1 iBi| .
√
1/n. By the assumptions of Theorem G.2, 1
n
∑n
i=1B
2
i .
log p
n
. Thus,
∣∣∣∣∆ˆT 1n
n∑
i=1
iϕi
∣∣∣∣ 6 ‖∆ˆ‖1∥∥∥∥ 1n
n∑
i=1
iϕi
∥∥∥∥
∞
6 C4sd¯c¯2
√
c¯2sd¯
log p
n
,
for some constant C4 > 0. By assumption Bi .
√
log p
n
,
∣∣∣∣∆ˆT 1n
n∑
i=1
Biϕi
∣∣∣∣ 6 ‖∆ˆ‖1∥∥∥∥ 1n
n∑
i=1
Biϕi
∥∥∥∥
∞
6 C5sd¯c¯2
√
c¯2sd¯
log p
n
,
for some constant C5 > 0. Thus, by (G.23), we have
|σˆ2 − σ∗2| 6 C0
√
log n
n
∨ (c¯2sd¯)3/2 log p
n
,
for some constant C0, with probability tending to one. Thus,
|1− σ
∗
σˆ
| = σˆ−2|1 + σ
∗
σˆ
||σˆ2 − σ∗2| . |σˆ2 − σ∗2| .
√
log n
n
∨ (c¯2sd¯)3/2 log p
n
,
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with probability tending to one, because σ∗2 > C2 and σˆ2 = σ∗2 + oP(1). Thus, if we choose
tn &
√
logn
n
∨ (c¯2sd¯)3/2 log p
n
, then (G.22) holds and (G.21) holds. Then by Theorem G.2, the
result holds.
H Proofs of Lemmas
H.1 Proof of Lemma E.2
Proof. For simplicity, we use λ instead of λn, γ instead of γ
λ, and γZ instead of γZ,λ
in Appendix H. In this proof we will use γt instead of γJt for brevity. Let γ
Z(T ) be
the vector with elements γZijik(T ) = γ
Z
ijik
I{β∗i 6=0}. Similarly, γ
Z
ijik
(T c) = γZijikI{β∗i =0}. Thus,
γZ = γZ(T ) + γZ(T c). Notice {β∗i 6= 0} = {i ∈ Jt, for some t ∈ T}. Since f(0, 0) = 0,
and (E.15) is a minimizing problem, we have f(γ, γZ) 6 0. Since γTCγ > 0 for any
γ, and ‖βZt ‖2 − ‖γZt + βZt ‖2 6 ‖γZt ‖2 for any t ∈ T , combining f(γ, γZ) 6 0, we have∑
t∈T c
√
dt‖γZt ‖2 6
∑
t∈T
√
dt‖γZt ‖2. Also, we have
∑
t∈T
√
dt‖γZt ‖2 6
√∑
t∈T
dt‖γZ(T )‖2 6
√
snd¯‖γZ‖2. (H.24)
The first inequality is true because of Cauchy’s inequality, and the second inequality is true
because d¯ = max{d1, ..., dn} and sn = |T |.
For any βλijim1 and β
λ
ijim2
, if they are both not zero, by KKT conditions, we have
− 1
n
ψTi (y − ϕβ) +
λ
√
djim1β
λ
ijim1
‖βJjim1 ‖2
= 0, and − 1
n
ψTi (y − ϕβ) +
λ
√
djim2β
λ
ijim2
‖βJjim2 ‖2
= 0,
which indicates
λ
√
djim1β
λ
ijim1
‖βJjim1 ‖2
=
λ
√
djim2β
λ
ijim2
‖βJjim2 ‖2
.
Since λ > 0, we have βλijim1β
λ
ijim2
> 0. Notice if βλijim1 or β
λ
ijim2
is zero, βλijim1β
λ
ijim2
> 0 still
holds. Together with the constraints of optimization problem, we have γλijim1γ
λ
ijim2
> 0,
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which indicates ‖γZ‖2 6 ‖γ‖2. Thus, together with (H.24), we have
pn∑
t=1
√
dt‖γZt ‖2 6 2
√
snd¯‖γZ‖2 6 2
√
snd¯‖γ‖2. (H.25)
Since f(γ, γZ) 6 0, and ignoring the non-negative term λ
∑
t∈T c
√
dt‖γZt ‖2, it follows that
nγTCγ 6 λ
√
snd¯‖γZ‖2 6 λ
√
snd¯‖γ‖2. (H.26)
Next, we bound the term nγTCγ from below. Pplugging the result into (H.26) will yield
the desired upper bound on the l2-norm of γ. Let ‖γZ(1)‖2 > ‖γZ(2)‖2 > · · · > ‖γZ(pn)‖2 be the
ordered block entries of γ. Let {un} be a sequence of positive integers, such that 1 6 un 6 pn
and define the set of un-largest groups as U = {k : ‖γZk ‖2 > ‖γZ(un)‖2}. Define analogously as
before γZ(U), γZ(U c), γ(U), and γ(U c). Thus, γTCγ = (γ(U) + γ(U c))TC(γ(U) + γ(U c) =
‖a+ b‖22, where a = ϕγ(U)/
√
n and b = ϕγ(U c)/
√
n. Thus,
γTCγ = aTa+ 2bTa+ bT b > (‖a‖2 − ‖b‖2)2. (H.27)
Assume l =
∑pn
t=1 ‖γZt ‖2. Then for every t = 1, ..., pn, ‖γZ(t)‖2 6 l/t, since γZ(t) is the tth
largest group with respect to ‖ · ‖2. Thus,
‖γZ(U c)‖22 =
pn∑
t=un+1
‖γZ(t)‖2 6
( pn∑
t=1
‖γZt ‖22
)2 pn∑
t=un+1
1
t2
6
( pn∑
t=1
√
dt‖γZt ‖2
)2
1
un
, (H.28)
where the last inequality is because
pn∑
t=un+1
1
t2
6
∫ ∞
s=un
1
s2
ds =
1
un
,
and
√
dt > 1.
Together with (H.25), we have ‖γZ(U c)‖22 6 4snd¯‖γZ‖22 1un . Since γ(U) has at most
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∑
t∈U dt non-zero coefficients, and
∑
t∈U dt 6 und¯,
‖a‖22 > φmin
(∑
t∈U
dt
)
‖γ(U)‖22 > φmin
(∑
t∈U
dt
)
‖γZ(U)‖22
= φmin
(∑
t∈U
dt
)
(‖γZ‖22 − ‖γZ(U c)‖22) > φmin
(∑
t∈U
dt
)
(1− 4snd¯
un
)‖γZ‖22
> φmin(und¯)(1− 4snd¯
un
)‖γZ‖22. (H.29)
The first inequality is true because of the definition of φmin(·), and the equality is true
because γZ = γZ(U) + γZ(U c). From Lemma E.1, γ(U c) has at most n non-zero groups,
which indicates
‖b‖22 6 φmax(nd¯)‖γ(U c)‖22 6 φmax‖γ(U c)‖22 6 d¯φmax‖γZ(U c)‖22 6
4φmaxsnd¯
2
un
‖γZ‖22. (H.30)
The first inequality is true because the definition of φmax(·), the third inequality is true is
because of Cauchy’s inequality, and the last inequality is true because of (H.25) and (H.28).
Thus, plugging (H.29) and (H.30) into (H.27), and combining with the facts
∑
t∈U dt 6 d¯un
and φmax > φmin(un), under Assumption E.1, for sufficient large n, we have
‖a‖2 − ‖b‖2 >
(√
φmin(und¯)(1− 4snd¯
un
)−
√
4φmaxsnd¯2
un
)
‖γZ‖2
>
(√
φmin(und¯)(1− 4snd¯
un
)−
√
2κmaxsnd¯2
un
)
‖γZ‖2
Let un = sn log n, under Assumption E.1, for large n, we have
‖a‖2 − ‖b‖2 >
(√
κmin
2
(1− 4d¯
log n
)−
√
2κmaxd¯2
log n
)
‖γZ‖2.
Together with (H.26), we have
λ
√
snd¯
n
‖γZ‖2 > γTCγ >
(√
κmin
2
(1− 4d¯
log n
)−
√
2κmaxd¯2
log n
)2
‖γZ‖22.
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Since by Cauchy’s inequality, we have ‖γZ‖22 > ‖γ‖22/c¯. Thus,
‖γ‖22 6
λ2c¯snd¯
n2
/(√
κmin
2
(1− 4d¯
log n
)−
√
2κmaxd¯2
log n
)2
,
which completes the proof.
H.2 Proof of Lemma E.3
Proof. From (E.16), for every M with |M | 6 m¯n,
‖θM‖22 6
1
n2φ2min(m¯n)
‖ϕTM(+B)‖22 6
2
n2φ2min(m¯n)
(‖ϕTM‖22 + ‖ϕTMB‖22) (H.31)
By Lemma G.6, with probability at least 1− d−1, ‖∑ni=1 ϕii‖∞ 6 C1√n log p. Thus,
max
M :|M |6m¯n
‖ϕTM‖22 6 m¯n‖
n∑
i=1
ϕii‖2∞ 6 m¯nC21n log p,
where the first inequality is true because ‖ϕTM‖22 6 |M |‖ϕTM‖2∞, and |M | 6 m¯n.
By assumptions of Theorem 4.1,
max
M :|M |6m¯n
‖ϕTMB‖22 6 m¯n‖
n∑
i=1
ϕiBi‖2∞ 6 m¯nC22n log p.
Thus,
max
M :|M |6m¯n
‖θM‖22 6 C2
m¯n log p
nφ2min(m¯n)
,
which finishes the proof.
H.3 Proof of Lemma E.4
Proof. Before the proof, we state a lemma.
Lemma H.1. For x ∈ Rq, suppose xˆ1 = arg minx f1(x) and xˆ2 = arg minx f2(x) where
f1(x) =
1
2
xTATAx + bTx with A ∈ Rn×q which is full rank and b ∈ Rq. Also, f2(x) =
f1(x) + c
Tx with c ∈ Rq. Let AZ , bZ and cZ be defined in the same way as before. Let
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g1(y
Z) = 1
2
‖AZyZ‖22 +(bZ)TyZ +h(yZ) and g2(yZ) = 12‖AZyZ‖22 +(bZ)TyZ +(cZ)TyZ +h(yZ),
where h(y) is a convex function with respect to y and everywhere sub-differentiable, and
define yˆZ1 = arg min
Z
y g1(y
Z) and yˆZ2 = arg min
Z
y g1(y
Z). Then we have
‖yˆ2 − yˆ1‖2 6 γ‖xˆ2 − xˆ1‖2.
Proof. Our proof is similar to Liu and Zhang (2009), with the only difference that ‖AZ(yˆZ1 −
yˆZ2 )‖22 + (cZ)T (yˆZ1 − yˆZ2 ) = ‖A(yˆ1 − yˆ2)‖22 + cT (yˆ1 − yˆ2).
Let M(ξ) = Aλ,ξ. Let 0 = ξ1 < ... < ξJ+1 = 1 be the points of discontinuity of M(ξ). At
these locations, variables either join the active set or are dropped from the active set. Fix
some j with 1 6 j 6 J . Denote by Mj be the set of active groups M(ξ) for any ξ ∈ (ξj, ξj+1).
Assuming
∀ξ ∈ (ξj, ξj+1) : ‖βˆλ,ξ − βˆλ,ξj‖2 6 C(ξ − ξj)‖θˆMj‖2 (H.32)
is true, where θMj is the restricted OLS estimator of noise. Then
‖βˆλ,0 − βˆλ‖2 6
J∑
j=1
‖βˆλ,ξj − βˆλ,ξj+1‖2
6 C max
M :|M |6m
‖θM‖2
J∑
j=1
(ξj+1 − ξj)
= C max
M :|M |6m
‖θM‖2.
By replacing xˆ1, xˆ2, yˆ1 and yˆ2 with ξθˆ
Mj , ξj θˆ
Mj , βˆλ,ξ and βˆλ,ξj in Lemma H.1, respectively,
we obtain (H.32). Hence, we complete the proof.
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H.4 Proof of Lemma E.5
Proof. Our proof is similar to Meinshausen and Yu (2009). The only thing need to be
noticed is that for (38) in Meinshausen and Yu (2009), we have
(‖(ϕZAλ,ξ)Tϕ(β − βˆλ,ξ)‖2 + ‖(ϕZAλ,ξ)T (+B)‖2)2 6 2(‖(ϕZAλ,ξ)Tϕ(β − βˆλ,ξ)‖22 + ‖(ϕZAλ,ξ)T (+B)‖22)
6 2c¯(‖ϕTAλ,ξϕ(β − βˆλ,ξ)‖22 + ‖ϕTAλ,ξ(+B)‖22).
I Description of Functions in Section 7.4
• The amount of deflection of a bending function is given by
De =
4
109
L3
bh3
,
where the 3 inputs are L, b, and h.
• The midpoint voltage of a transformerless OTL circuit function is given by
Vm =
(Vb1 + 0.74)B(Rc2 + 9)
B(Rc2 + 9) +Rf
+
11.35Rf
B(Rc2 + 9) +Rf
+
0.74Rfβ(Rc2 + 9)
(B(Rc2 + 9) +Rf )Rc1
,
where Vb1 = 12Rb2/(Rb1 +Rb2), and the 6 inputs are Rb1, Rb2, Rf , Rc1, Rc2, and B.
• The wing weight function models a light aircraft wing, where the wing’s weight is
given by
W = 0.036S0.758w W
0.0035
fw
(
A
cos2(Λ)
)0.6
q0.006R0.04
(
100tc
cos(Λ)
)−0.3
(NzWdg)
0.49 + SwWp,
(I.33)
where the 10 inputs are Sw,Wfw, A,Λ, q, R, tc, Nz,Wdg, and Wp.
The input ranges are given in Table 7.
53
Bending OTL circuit Wing weight
L ∈ [10, 20] Rb1 ∈ [50, 150] Sw ∈ [150, 200]
b ∈ [1, 2] Rb2 ∈ [25, 70] Wfw ∈ [220, 300]
h ∈ [0.1, 0.2] Rf ∈ [0.5, 3] A ∈ [6, 10]
Rc1 ∈ [1.2, 2.5] Λ ∈ [−10, 10]
Rc2 ∈ [0.25, 1.2] q ∈ [16, 45]
β ∈ [50, 300] R ∈ [0.5, 1]
tc ∈ [0.08, 0.18]
Nz ∈ [2.5, 6]
Wdg ∈ [1700, 2500]
Wp ∈ [0.025, 0.08]
Table 7: Input ranges of the OTL circuit function, the piston simulation function, and the wing
weight function.
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