Wind behavior in urban areas is receiving increasing interest from city planners and architects. 16
Introduction 10
Understanding wind behavior in cities has received increasing interest by city planners and architects. 11
The assessment of wind behavior around buildings is sought for a wide range of applications, such as 12 pedestrian wind comfort [1] [2] [3] , pollutant dispersion [4] [5] [6] , convective heat transfer at exterior building 13 surfaces [7] [8] [9] , natural ventilation [10] [11] [12] [13] , wind loading on buildings [14, 15] , etc. Computational 14 fluid dynamics (CFD) simulations are often employed to assess wind behavior around buildings. 15
However, CFD simulations might not provide accurate predictions because of uncertainties in the 16 values of parameters and the physical phenomena that are not modeled. Monitoring data can be used 17 to enhance the knowledge of the wind behavior obtained with CFD simulations. 18
Two ways of using measurements in combination with CFD simulations are presented in Figure 1 . 19
The first way is to use sensors to directly measure the inlet wind conditions used as input for the 20 simulations. Then, simulations are executed to deduce the wind conditions in the area of interest 21 (forward problem). One measured inlet wind speed and inlet wind direction (cause) correspond to one 22 model response (effect). Therefore, there is no ambiguity other than the uncertainty associated with 23 the model. However, values of inlet wind conditions are difficult to measure in urban areas [16] . 24
Furthermore, other important CFD parameter values need to be estimated by engineering judgment, 25 such as the roughness imposed on upstream building surfaces, which can significantly impact the 1 wind conditions in the area of interest [2] . 2
The second way is to use measurements to infer inlet wind conditions and other important CFD 3 parameter values by solving an inverse problem. The inverse problem consists of estimating the set(s) 4
of parameter values by comparing simulation predictions of multiple CFD simulations (generated 5 through assigning different sets of parameter values to the model) with measurement data. This 6 technique is generally known as system identification. Measurements are carried out within the area 7 of interest. This allows inference of representative inlet wind conditions and other important CFD 8 parameter values. This also allows estimations of uncertainties associated with thermal processes 9 using data measured at different times of day. This aspect is explained in Section 5.2. 10 1 Figure 1 : Two ways to use sensors in combination with CFD simulations. This paper focuses on the 2 inverse problem. 3
The inverse problem is the focus of this paper. This way of using measurements to estimate parameter 4 values is intrinsically ambiguous because there might not be a single answer to the inverse problem 5
[17]. Many sets of parameter values might give the same responses at measurement locations in 6 complex systems [18, 19] . Such ambiguities are amplified by modelling and measurement 7 uncertainties, which reduce the information content of measurement data. Modelling uncertainties are 8 uncertainties associated with the model that cannot be accounted for when sets of parameter values 1 are varied. Thus residual minimization approaches, which provide a single set of parameter values, are 2 not appropriate for the inference of parameter values of the CFD simulation. 3
It is a challenge to infer the set(s) of parameter values of physics-based models (such as CFD models) 4 using measurement data because of measurement and modelling uncertainties. Several approaches can 5 be used to infer the set(s) of parameter values of physics-based models from measurement data. Their 6 potential depends on the knowledge of uncertainties (measurement and modelling uncertainties) at 7 measurement locations and correlations between uncertainties at different measurement locations. 8
Bayesian inference is a statistical method that updates the prior probability of a hypothesis (e.g. a set 9
of parameter values) using evidence (e.g. measurement data). Bayesian inference has been developed 10 in the fields of statistics, signal processing and control engineering. Bayesian inference has also been 11 used in environmental applications such as groundwater modelling [20, 21] , rainfall-runoff modelling 12 [22, 23] , climate change predictions [24, 25] , etc. In Bayesian inference, prior information about 13 parameter values as well as a likelihood function that corresponds to the information content of the 14 measurement data can be defined [17] . The error structure, if known, can be employed to define the 15 likelihood function [17] . The error structure refers to the probability density functions of errors 16 (uncertainties) at measurement locations as well as the error correlations from one location to another. 17
In environmental systems, the error structure is seldom known because of modelling uncertainties [17, 18 18, 26] . Assumptions related to the error structure might not be valid and, therefore, might provide 19 biased estimates of sets of parameter values and subsequent predictions [26] . 20
Approaches have been developed in the fields of civil and environmental engineering in which 21 modelling uncertainties are seldom known. An example is the error-domain model falsification 22 methodology developed by Goulet et al. in applications of bridge diagnosis [27, 28] , leak detection in 23 pipe networks [29] , wherein only uncertainty bounds need to be defined. In a previous paper of the 24 authors, this methodology has been adapted to time-variant situations, such as wind around buildings 25 [30] . In error-domain model falsification, the likelihood function is assumed to be uniform. Each 26 However, errors are seldom known in environmental systems. In error-domain model falsification, 11 errors are represented with probability distributions (uncertainties), which are often assumed to be 12 uniform in the absence of more information. Measurement and modelling uncertainties are combined 13 using the Monte Carlo method. 2000 samples are drawn from uncertainty sources in order to build the 14 combined uncertainty. 
The error-domain model-falsification methodology has been adapted for time-variant situations such 2 as wind around buildings [30] . In this adaptation, measurement data are represented as time series. 3
The user usually specifies an averaging window and a time step size in order to compute moving-4 average time series of the measurement data. Moving-average time series are computed by replacing 5 the measured value at each time step with the average value of its neighboring steps. 6
Each model instance (set of parameter values) is tested at each time step by comparing its predictions 7 with measurements. Tests performed at time step t are assumed to be independent from those 8 performed at previous steps. Model instances are Reynolds-averaged Navier-Stokes (RANS)-based 9 simulations, which are steady-state simulations. At each time step, specific set(s) of parameter values 10 (e.g. inlet wind conditions) are inferred in order to represent the dynamic behavior of wind. 11
Modelling uncertainties can be spatially distributed (e.g. uncertainties associated with RANS-based 12 simulations) and time dependent (e.g. uncertainties associated with thermal processes). The 13 quantification of modelling uncertainties, including their spatial and temporal variations, is presented 14 in Section 5. Therefore, modelling uncertainty depends on the location of the prediction and the time 15 step. Each model instance provides an approximation of the wind behavior around buildings with a 16 corresponding spatial distribution of modelling uncertainties. Thus, modelling uncertainty at one 17 location also depends on the model instance. 18
Modelling uncertainties are estimated at each measurement location, When the entire set of model instances is falsified, the model class is not consistent with the error 9 structure. This could lead to changes such as adding physical processes to the model class, modifying 10 boundary conditions and revising uncertainties. 11
Predictions at unmeasured locations 12
Error-domain model falsification has been developed for falsification of wrong sets of parameter 13 values and, therefore, for reducing the uncertainty associated with parameter values. The next step is 14 to make predictions at unmeasured locations. The likelihood function between bounds is assumed to 15 be uniform. There is not enough information regarding error probability distributions between bounds 16 at measurement locations or error correlations between measurement locations to justify any other 17 likelihood function. Modelling uncertainties need to be combined with this distribution in order to predict unbiased wind 1 conditions at unmeasured locations, as expressed in Equation (6). For each candidate-model 2 prediction at an unmeasured location of interest, samples are drawn from modelling uncertainties at 3 this location using the Monte Carlo method in order to build the posterior predictive distribution. 4
Errors at measurement locations are assumed to be independent from errors at unmeasured locations 5 because error correlations are usually unknown. This results in conservative ranges of predictions at 6 unmeasured locations. 7 reduced according to the estimated uncertainties at these locations. There is a high probability that 21 prediction ranges at other locations are also reduced, since some of the model instances are 22 eliminated. How much the prediction ranges will reduce at locations far away from the selected 23 sensors is difficult to estimate a-priori. If the values at the prediction point have similar sensitivity to 24 those at the falsification sensor locations when input parameters are varied, the prediction ranges can 1 be expected to reduce by about the same ratio. However, where the responses are highly non-linear, it 2 is possible that the reduced set of candidate models has the same variations and the prediction ranges 3 do not get reduced. The strength of the model falsification approach is that an indication of the 4 accuracy of predictions is obtained at each point, which is represented by the prediction range. . On 13 average, over all sensor locations, the difference between horizontal wind speeds predicted with the 14 two grids corresponds to 3.2% of the horizontal wind speed predicted with the finer grid. The finer 15 grid does not significantly improve simulation predictions, and, thus has not been selected. 16
The steady RANS equations are used to describe the flow behavior. The Realizable k ε − model is 17 used as turbulence model to provide closure of the RANS equations [34] . Isothermal conditions are 18 employed. Thus, the effect of thermal processes on the wind behavior is not considered in the CFD 19 simulations. This simplification has been made because modelling thermal processes in CFD 20 simulations is complex and requires the definition of a large number of new parameters such as the 1 thermal properties of the surfaces. Despite this simplification, the effect of thermal processes on the 2 wind behavior is estimated at measurement locations and at unmeasured locations in Section 5.2 in 3 order to infer reliable sets of parameter values and predict reliable wind conditions at unmeasured 4 locations. 5
The Coupled algorithm is used to include the pressure-velocity coupling. The Coupled algorithm is 6 preferable to the SIMPLE algorithm [35] as it reduces the number of iterations needed to reach 7 convergence for a large computational domain [36] . A second-order discretization scheme is 8 employed to interpolate pressure from values obtained at cell centers (finite volume method). The 9 convergence criterion is based on the scaled residuals which are set to 10 -4 for all variables. Before 10 simulations were terminated, the predicted values of the variables of interest at sensor locations were 11 constant. Thus, the solution was assumed to have converged [33] . A user-defined function is used in 12 FLUENT in order to impose vertical profiles of wind speed, inlet U , turbulence kinetic energy, inlet k ,
13
and the turbulence dissipation rate, inlet ε , at the inlet of the computational domain. These profiles are 14 expressed in Equation (7), Equation (8) and Equation (9). 15
where y is the height coordinate, 0 y is the roughness length of the terrain, κ is the von Karman The wind behavior close to the walls is modeled using the standard wall function [37] . The terrain of 21 the computational domain is decomposed into two surfaces. The first surface is the terrain where the 22 buildings are explicitly modelled. The second surface is the upstream terrain where the urban 1 environment is implicitly modelled by imposing an equivalent roughness length, 0 y , on the surface. The same value of surface roughness is employed in order to define wind profiles at the inlet of the 13 computational domain (Equation (7), Equation (8) and Equation (9) given their prior ranges of values. Thus, these three parameters have been selected in the model-based 3 data interpretation framework. This work has been done by another researcher and is described in 4
[39]. 5
Grid-based sampling is used to generate sets of parameter values that are assigned to the model class. 6 Table 1 presents plausible ranges of parameter values as well as discretization intervals defined by 7 engineering judgment and literature. 8 surfaces on the amplification factor of wind speeds predicted at sensor S3. The amplification factor of 5 wind speeds predicted at sensor S3 strongly depends on the wind direction at the inlet. Furthermore, 6 the impact of the surface roughness on the predicted amplification factor of wind speeds can go up to 7 0.30 when the wind direction at the inlet is 135° (South-East). 8 1 Figure 5 : Impact of the inlet wind direction and the roughness of the surrounding building surfaces, s k 2 , on the prediction of the amplification factor of wind speeds at sensor S3. The angular axis represents 3 the inlet wind direction and the radial axis represents the amplification factor of wind speeds predicted 4 at sensor S3. 5
Measurement data 6
Measurements were carried out during the North-East monsoon from February 24 to March 5, 2012. 7
The data was collected by Singapore-MIT Alliance for Research and Technology (SMART). No 8 sensor placement methodology has been used to define the locations of the weather stations. Six 9 weather stations are located on the eco-deck at the 2 nd level (S1-S2-S3-S5-S6-S7) and one weather 10 station is located on the roof (Sroof). Sensors S1, S2, S3, S4, S5 and S7 are used to falsify model 11 instances and the data from sensor S6 is used as test data to evaluate the predictions obtained by the 12 framework at unmeasured locations. The weather station located on the roof is used as reference 13 station to evaluate the effect of thermal processes on the wind behavior. Table 3 . 24
Uncertainty associated with thermal processes 1
The weather station on the roof (Sroof) is used as a reference station in order to measure the ambient 2 wind conditions (horizontal wind speed and wind direction). In the urban canopy layer (below the 3 roof of the tallest building), the wind can be significantly affected by thermal processes because of the 4 combination of low wind speeds below roof level and high differential heating between surfaces [43] . 5
Regression analysis is employed in order to separate out the effect of thermal processes on the wind 6 conditions below the roof level from other sources of variability. This is done using a data sample 7 taken at different times of day, in which the ambient wind conditions are similar to mean ambient 8 wind conditions. The mean ambient conditions are the mean values of the measured wind speeds and 9 wind directions with respect to time. 10
Determining the sample size is difficult because of two competing objectives. On one hand, the 11 sample size should be large enough in order to separate out the effect of thermal processes on the 12 wind conditions below the roof level from other sources of variability. However, the sample size 13 should be small enough in order to have similar ambient wind conditions. Thus, different sample sizes 14 are used in the methodology. The largest sample size (2039 samples) corresponds to variations of 28º 15 for wind direction and 3.8 m/s for horizontal wind speed while the smallest sample size (133 samples) 16 corresponds to variations of 5.6º for wind direction and 0.76 m/s for horizontal wind speed. The 17 regression analyses are expressed in Equation (11) and Equation (12). 18 
, min( ) , max( )
where i T is the temperature measured at the sensor location i at the time when predictions at 13 unmeasured locations are sought. min,i T is the minimal temperature measured over time at sensor 14 location i . It is thus assumed that the wind behavior is not affected by thermal processes when the 15 temperature is minimal (before sunrise). The horizontal wind speed is affected differently by thermal 16 processes from one sensor to another as presented in Figure 8 
where i T is the average value of temperatures measured at sensor locations. min,i T is the minimal 6 value of i T . 7
The same procedure has been followed in order to estimate the effect of thermal processes on wind 8 direction. Table 2 Table 3 summarizes all sources of modelling uncertainty considered in this case study. Sources of 5 modelling uncertainty have been combined with measurement uncertainty using the Monte Carlo 6 method. Threshold bounds are defined using the combined uncertainty and a confidence level of 95%. 7
Threshold bounds are then used to falsify model instances that are defined with wrong sets of 8 parameter values (Section 2). In this case study, significant simplifications have been made to the geometry of the urban 6 environment. For example, building voids and small-scale obstacles such as trees have been omitted. 7
In order to account for these simplifications, an additional source of uncertainty in the prediction of 8 horizontal wind speed has been added for the computation of threshold bounds. Table 4 presents 9 plausible assumptions about bounds of uncertainties associated with geometric simplifications 10 evaluated using engineering judgment. A uniform distribution is assumed between bounds. In this 11 study, uncertainties associated with geometric simplifications are assumed to be constant with respect 12 to space. Figure 10 presents the percentage of time that the entire set of model instances is falsified as well as 4 the average number of candidate models over time on Feb. 28, 2012 (as a percentage of the number of 5 model instances initially generated) for the different assumptions related to uncertainties mentioned in 6 Table 4 . The following methodology is used to choose the most representative assumption: 7 1) Assumptions of levels of modelling uncertainties that lead to the falsification of the entire set 8 of model instances less than 5% of the time are retained. This choice is justified because 9 threshold bounds have been defined using a confidence level of 95% (Section 2). Thus, there 10 is a probability of 5% to falsify a correct set of parameter values (Type-I error) and a 11 probability of falsifying the entire set of model instances of at most 5%. 12 2) Among the retained assumptions, the assumption related to modelling uncertainties that 13 provides the smallest amount of candidate models is chosen. This means that, among the 14 retained assumptions, the assumption that provides the smallest probability of accepting a 15 wrong set of parameter values is chosen (Type-II error). 16
Assumption 2 provides the smallest amount of candidate models among the assumptions that lead to 17 the falsification of the entire model set less than 5% of the time. Thus, this assumption is used to 18 represent uncertainties associated with geometric simplifications. The proposed framework leads to modifying approximations of uncertainties through falsification of 5 the entire model set before making predictions at unmeasured locations. 6
Predictions at unmeasured locations and evaluation with test data 7
Predictions of the candidate model set at an unmeasured location correspond to the uncertainty 8 associated with parameter values propagated through the model, which has been reduced through 9 measurements (Section 2). For each candidate-model prediction at an unmeasured location of interest, 10 samples are drawn from modelling uncertainty sources at that location using the Monte Carlo method 11 in order to build the posterior predictive distribution. Ranges of predictions corresponding to a 12 confidence level of 95% are computed using the posterior predictive distribution. 13 Figure 11 presents the predictions ranges of horizontal wind speeds before and after measurements, 14 the mean values of predicted horizontal wind speeds as well as the measured values at the test sensor 15 on Feb. 28, 2012. 16 On average, over all time steps, the prediction range of horizontal wind speeds has been reduced by 1 74% after measurements. This corresponds to a mean prediction range of 1.9 m/s. The reliability 2 index in the prediction of horizontal wind speed is 0.95. The reliability index is defined as the ratio of 3 the number of time steps when the test data fall within the prediction range to the total number of time 4 steps. Although prediction ranges have been reduced after measurements, the reliability index remains 5 high. 6
The root-mean-square difference between the measured values of horizontal wind speeds and the 7 mean values of predictions at test sensor S6 is 0.51m/s. The model-based data interpretation 8 framework is able to predict reliable time-dependent prediction ranges of horizontal wind speeds at 9 unmeasured locations. Between 7pm to 9pm, predictions are biased (high differences between mean 10 values of predictions and the test data). These biases are due to the biased estimates of uncertainties at 11 this time of day (e.g. effect of thermal processes). Improvement in the estimation of uncertainties 12 would provide better predictions. Figure 12 presents the predictions ranges of wind directions before and after measurements, the mean 1 values of predicted wind directions as well as the measured values at the test sensor from 12pm to 2 7pm. In this figure, only time steps between 12pm to 7pm are presented. Indeed, from 12pm to 7pm, 3 all candidate models obtained after measurements predict high amplification factors of wind speeds ( 4 0 / 0.33 U U ≥ ) at test sensor S6. Therefore, small uncertainties associated with RANS-based 5 simulation are added to the candidate-model predictions (Table 3) . During this period, the mean 6 prediction range of wind direction is 69°. This corresponds to a reduction of prediction range of 7 approximately 81%. 8
At the other time steps (not presented in Figure 12 ), no reduction of prediction range is obtained after 9 measurements because several candidate models predict a low amplification factor of wind speeds at 10 the test sensor and, thus, provides predictions with high uncertainties associated with RANS-based 11 simulation (Table 3) . 12 In this work, a model-based data interpretation framework is proposed to improve wind predictions at 4 unmeasured locations using measurements. This framework only requires the estimation of 5 uncertainty bounds in order to falsify incorrect set(s) of parameter values and, thus, refine predictions 6 at unmeasured locations. Therefore, this framework is suitable when knowledge of uncertainties, 7 including error correlations between measurement locations, is incomplete. In contrast to the 8 traditional CFD simulation methodology using a single model, prediction ranges are available and 9 therefore, information about possible variations in responses due to modelling uncertainties is 10 obtained. 11
Limitations are as follows: In the present study, three parameters have been selected for inference 12 because: a) sensitivity analyses revealed that these three parameters dominated the variability of 13 predictions, b) CFD simulations require high computation time and c) sampling in the parameter 14 space using a grid-based approach is an exponentially complex task with respect to the number of 15 parameters. Even with only three parameters selected for inference, the granularity of sampling was 16 still coarse (e.g. inlet wind direction discretized into intervals of 22.5°). More efficient sampling 17 techniques, such as the use of surrogate models, can be used to reduce the time needed to generate 18 model instances and, thus, allow denser sampling and/or sampling in higher parameter spaces. 19
In this study, it is assumed that the uncertainties associated with geometric simplifications are 20 constant with respect to space. This might not be a valid assumption. In future work, strategies should 21 be proposed to provide better estimates of uncertainties associated with geometric simplifications, 22 including their spatial variability. An alternative strategy is to improve the model class without 23 changing the error structure used to define threshold bounds. This requires more detailed information 24 related to aspects such as building geometries. 25
