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Abstract
We present a modiﬁcation of Newton’s method to restore quadratic convergence for isolated singular solutions of polynomial
systems. Our method is symbolic–numeric: we produce a new polynomial system which has the original multiple solution as a
regular root. Using standard bases, a tool for the symbolic computation of multiplicities, we show that the number of deﬂation stages
is bounded by the multiplicity of the isolated root. Our implementation performs well on a large class of applications.
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1. Introduction
Let F(x) = 0 be a polynomial system of N equations in n unknowns x ∈ Cn. We are interested in x∗, an isolated
solution of F(x) = 0:
for small enough  > 0 : {y ∈ Cn : ‖y − x∗‖ < } ∩ F−1(0) = {x∗}. (1)
Denote by A(x) the Jacobian matrix of the system F(x) = 0. We call x∗ a singular solution of F(x) = 0 ⇔
rank(A(x∗)) < n. Let m be the multiplicity of the isolated solution x∗ of F(x) = 0.
Newton’s method (also called 1 the method of Gauss–Newton when N > n, see [49]) generates a sequence of
approximations xk for x∗. If x∗ is nonsingular, then the sequence converges quadratically (i.e.: ‖xk − xk+1‖ = O
(‖xk−1 − xk‖2)) to x∗, which justiﬁes its widespread usage. But otherwise, if x∗ is singular, the convergence slows
down and gets lost when xk ≈ x∗.
 This material is based upon work supported by the National Science Foundation under Grant Nos. 0105739 and 0134611.
∗ Corresponding author.
E-mail addresses: leykin@math.uic.edu (A. Leykin), jan.verschelde@na-net.ornl.gov (J. Verschelde), azhao1@uic.edu (A. Zhao).
URLs: http://www.math.uic.edu/∼leykin, http://www.math.uic.edu/∼jan (J. Verschelde), http://www.math.uic.edu/∼azhao1.
1 In the light of the historical development outlined in [58], one should call Newton’s method the Newton–Raphson–Simpson method.
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A straightforward approach is to use a working precision of m × D decimal places to achieve D correct decimal
places in the ﬁnal approximation. Even as multiprecision arithmetic is widely available and nowadays less expensive
to use, this approach can only work if all coefﬁcients in the system F have their ﬁrst m × D decimal places correct.
Our goal is to restore the quadratic convergence of a sequence converging to an isolated singular root without imposing
extra requirements of precision on F . This means that we can compute isolated singularities with great accuracy in
standard machine arithmetic, effectively reconditioning the problem.
Newton’s method for singular solutions has been extensively researched. The research up to the mid-eighties is
surveyed in [23]. We classify research on Newton’s method related to our work in two domains:
1. Detection and treatment of bifurcation points: When following a solution path of a system deﬁned by a parameter,
the solution path may turn back or bifurcate for increasing values of the parameter. Techniques to detect and compute
such bifurcation points are generally done via Lyapunov–Schmidt reduction. General references are [1,11,19]; see
also [36,37,12,29]. One could interpret our method as a recursive application of the methods used to compute
bifurcation points.
2. Deﬂation method for polynomial systems: A symbolic deﬂationmethodwas presented in [48], and further developed
in [45–47]. We discovered this approach from the reference list of [31], which offers a symbolic deﬂation method
whose complexity is quadratic in the multiplicity. As ﬁrst announced in [57], we provide a numerically stable
implementation of a modiﬁed symbolic deﬂation method.
A theoretical framework to study the complexity and numerical stability of Newton’s method was developed by Shub
and Smale, see [4], and was generalized to overdetermined systems in [10]. See [17,18] for recent generalizations of
this -theory to multiple roots.
Singular solutions of polynomial systems are investigated in computational algebraic geometry, in particular we
distinguish:
1. Standard bases in computer algebra: SINGULAR[22] allows the computationof standardbases [21], implementing
generalizations [20] of the algorithms in [41]. We use standard bases to show that the number of deﬂations to restore
the quadratic convergence of Newton’s method is bounded by the multiplicity.
2. Dual bases in numerical polynomial algebra: The dual of an ideal, studied by Macaulay [39] with the goal of cap-
turingmultiplicity, is relevant from the point of numerical computations, see [54] and also [44]. Differential operators
deﬁne Gröbner duality [42], providing suitable representations for multiple roots [40].
Similar as in [6], the only numerical parameter needed in our deﬂation method is a tolerance to decide the rank of a
matrix. Just as we defer the problem of region of convergence, counting on homotopy continuation methods [1,52] to
give us a good initial approximation for an isolated singularity, we defer to methods in numerical linear algebra [15,38]
to determine the numerical rank of a matrix.
In the next section we describe our method, followed by an introduction to standard bases and our proof in the third
section. Our symbolic–numeric implementations and numerical results are described in Sections 4 and 5.
2. A modiﬁed deﬂation method
A singular root x∗ of a square (i.e.: N = n) system F(x) = 0 with Jacobian matrix A(x) satisﬁes{
F(x) = 0,
det(A(x)) = 0. (2)
The augmented system (2) forms the basic idea for deﬂation. If x∗ is isolated and corank(A(x∗)) = 1, then x∗ as root
of (2) has a lower multiplicity.
We ﬁnd deﬂation used repeatedly ﬁrst in [48], and later modiﬁed in [45] and applied in [46,47].
In theory, det(A(x)) = 0 (or maximal minors) could be used to form new equations. But this is neither good
symbolically because the determinant is usually of high degree and leads to expression swell, nor numerically, as
evaluating polynomials of high degree is numerically unstable.
Instead of using the determinant, on a system F of N equations in n variables, we proceed along the following three
steps to form new equations:
1. Let r = rank(A(x0), ) for x0 ≈ x∗ and tolerance , 0 < >1. For numerical stability, we compute the rank via a
singular value decomposition (SVD) of the matrix A = A(x0). The numerical rank r equals the number of singular
values larger than the tolerance .
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Fig. 1. Flowchart for a modiﬁed deﬂation method.
2. Let h ∈ Cr+1 be a random vector. For numerical stability, we generate random numbers on the complex unit circle.
We use h as scaling equation to obtain a unique vector in the kernel of the Jacobian matrix.
3. Let B ∈ Cn×(r+1) be a random matrix, also with numbers on the complex unit circle. Using B, we form C(x) =
A(x)B. Notice that C = [c1, c2, . . . , cr+1] is an N × (r + 1) matrix with polynomial entries.
With probability one (exceptional pairs of vectors h and matrices B belong to a proper algebraic subset of Cr+1 ×
Cn×(r+1)) we have
rank(A(x∗)) = r ⇔ corank(C(x∗)) = 1
⇔ there is a unique  =
⎛⎜⎜⎜⎝
1
2
...
r+1
⎞⎟⎟⎟⎠ : G(x∗, ) =
⎛⎜⎜⎜⎝
r+1∑
i=1
ici (x∗)
r+1∑
i=1
hii − 1
⎞⎟⎟⎟⎠ = 0. (3)
The random h and B guarantee the existence and uniqueness of the solution  to G(x, ) when x = x∗. Note that 2
instead of multiplying the Jacobian matrix of F(x) = 0 by B, we could use B for a generic coordinate change x = By,
which would after application of the chain rule on F(By) be equivalent to the formation of C = A(x)B.
In one deﬂation step, we add the equations of G(x, ) instead of det(A(x)) = 0 to the system F(x) = 0, adding
r + 1 extra variables 1, 2, . . . , r+1. The ﬂowchart for our modiﬁed deﬂation algorithm is displayed in Fig. 1.
3. A bound on the number of deﬂations
The termination of our algorithm in Fig. 1 depends on the following theorem.
Theorem 3.1. The number of deﬂations needed to restore the quadratic convergence of Newton’s method converging
to an isolated solution is strictly less than the multiplicity of the isolated solution.
2 We thank Alistair Spence for pointing this observation out to us, referring to [11].
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The answer to the question “Howmuch less?” can be understood by looking at a standard basis for the ideal generated
by the given polynomials in the system. We use standard bases to prove the termination of our algorithm, as explained
in the next two subsections.
A duality analysis of our method was presented in [6]. Like the analysis in [6] gives a better understanding on the
number of needed deﬂations (establishing “depth” as a tighter bound), the shape of the standard basis (visualized by
its staircase) leads to a more accurate bound.
3.1. Standard bases for local orderings
Let R = k[x1, . . . , xn] be the ring of polynomials in n variables with coefﬁcients in the ﬁeld k. We use the following
multidegree notation: x = x11 x22 · · · xnn , where  = (1, . . . , n) is a vector of nonnegative integers.
A multiplicative ordering  on the monoid {x| ∈ Zn0} is a local ordering if x < 1 for all  = (0, 0, . . . , 0).
To any weight vector  ∈ Zn<0 we may associate the ordering  by setting
xx ⇔ 〈,〉〈,〉, (4)
where 〈·, ·〉 is the usual inner product. Note that it is possible to have x = x (unless there are no integer
vectors orthogonal to ). In this case, the order is reﬁned by, say, a lexicographic order.
In presence of a monomial ordering , a polynomial
f (x) = ∑
∈Zn 0
cx
 ∈ R where supp(f ) = {|c = 0} is ﬁnite, (5)
has the following attributes associated with it:
le(f )= the leading exponent = max

supp(f ),
lm(f )= the leading monomial = xle(f ),
lc(f )= the leading coefﬁcient = cle(f ),
lt(f )= the leading term = lc(f ) lm(f ).
Let I ⊂ R be an ideal. We call a set of polynomials S ⊂ I a standard basis of I if for any f ∈ I there is g ∈ S
such that lm(g)|lm(f ). Alternatively, S is a standard basis iff the initial ideal in(I) = 〈{lm(f )|f ∈ I}〉 is generated
by the leading monomials lm(S) = {lm(g)|g ∈ S}.
The monomials that do not belong to the initial ideal in(I) are called standard monomials. The minimal generators
of in(I) shall be called the corners of the staircase. The corners of the form xai for some i and a are called the endpoints
of the staircase.
A standard basis S is reduced if the leading monomials of its elements form a minimal generating set for the initial
ideal in(I) and the tail g − lt(g) contains only standard monomials.
Graphically, any monomial ideal can be represented by a staircase in the nonnegative integer lattice Zn0. For
example, let I be the ideal of R = k[x1, x2] generated by
f1 = x31 + x1x22 ,
f2 = x1x22 + x32 ,
f3 = x21x2 + x1x22 . (6)
The initial ideal depends on the ordering chosen: the staircase at the left in Fig. 2 represents inw(I), where  =
(−1,−2). The staircase at the right in Fig. 2 represents inw(I), where  = (−2,−1).
Observe in Fig. 2 that the number of standard monomials is the same for both orderings. This is so for any local
ordering, as the standard monomials form a basis of the k-linear space R〈x1,...,xn〉/R〈x1,...,xn〉I, where R〈x1,...,xn〉 is the
localization of the polynomial ring R at the origin and R〈x1,...,xn〉I is the extension of the ideal I in this localized ring
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Fig. 2. Two different staircases of the standard basis of I with respect to different local orderings  (−1,−2) (at the left) and  (−2,−1) (at the right).
Monomials generating in(I) are represented by black disks, while the standard monomials are shown as empty circles.
(see [5] for details). This linear space is of ﬁnite dimension iff the origin is an isolated solution; its dimension, which
is the multiplicity of the origin, then equals the number of the standard monomials for any local ordering.
Thanks to Mora [41], there is an algorithm for computing standard bases, generalized by Greuel and Pﬁster [20],
and implemented in the computer algebra system Singular [21]. We will not use standard bases explicitly—except for
theoretical purposes—but note an analytic interpretation of the local ordering w: as we approach the origin along a
smooth curve
c : C → Cn such that c(t) =
⎧⎪⎨⎪⎩
b1t−1(1 + O(t)),
...
bnt
−n(1 + O(t)),
(7)
with  ∈ Zn<0 and (b1, . . . , bn) ∈ Cn \ {0}, for every f ∈ I the leading term ltw(f ) becomes dominant, i.e.:
f (c(t)) = lt(f )(c(t)) + O(t−〈,le(f )〉). (8)
3.2. Understanding the deﬂation method
First of all, let us formulate the goal of what we would call the symbolic deﬂation process: given a system of
polynomial equations fi = 0, i = 1, 2, . . . , N , with the point x∗ ∈ Cn as an isolated solution of multiplicity m > 1,
ﬁnd a system gi = 0, i = 1, 2, . . . , N ′, such that x∗ is still an isolated solution of multiplicity less than m.
The best deﬂation one can cook up is the one that corresponds to the maximal ideal annihilating x∗i , i.e.: gi = xi −x∗i ,
i = 1, 2, . . . , n. However, from a practical angle of numerical methods what we actually need is an algorithm that
would relate the deﬂated system to the original one in a numerically stable way and taking into account the fact that
the isolated solution x∗ may be known only approximately.
3.2.1. A symbolic deﬂation method
Here we assume that everything is exact and, therefore, without loss of generality we may assume that the isolated
solution x∗ is the origin.
Consider the ideal I generated by the polynomials fi of the original system. We call an ideal I ′ a deﬂation of I if
I ′ ⊃ I, I ′ = R, and the multiplicity of the origin for I ′ is lower than that for the original ideal I.
If the multiplicity m > 1, it means that the initial ideal in(I) does not contain xi for some i.
Proposition 3.2. Suppose m > 1 and let g be an element of a reduced standard basis of I with respect to a local
monomial ordering  , such that lm(g) = xdi , for some i ∈ {1, . . . , n} and d > 1. Then the ideal I ′ = I + 〈g/xi〉
is a deﬂation of I.
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Proof. The derivative g/xi cannot contain monomials > xd−1i . Therefore, I ′ contains I properly, since lm(g/xi)
= xd−1i is a standard monomial for I. The appended generator g/xi still vanishes at the origin, hence, I ′ = R. 
Mora’s tangent cone algorithm [41] for computing standard bases is expensive symbolically and, more importantly,
unstable numerically. Can we ﬁnd xi and g in the proposition in a less straightforward way? The next lemma gives a
positive answer.
A linear coordinate change T : Cn → Cn induces an automorphism of the polynomial ring R = C[x1, . . . , xn],
which we call T as well: T (f )(x) = f (T (x)). The ideal T (I) = {T (f ) | f ∈ I} = 〈T (f1), . . . , T (fN)〉 represents
the system after the change of coordinates.
Let A(x) be the Jacobian matrix of the system F(x) = 0, i.e.: an N -by-n matrix with polynomial entries Aij (x) =
fi/xj . The origin is singular iff c = corank(A(0)) > 0. Since the Jacobian matrix is rank-deﬁcient, the kernel of
A(0) is nonzero.
Lemma 3.3. Take a nonzero vector  ∈ kerA(0) ⊂ Cn and let T : Cn → Cn be a linear coordinate transformation
such that
Ti(x) = ix1 +
n∑
j=2
ij xj for i = 1, 2, . . . , n, (9)
where [,µ2, . . . ,µn] is a nonsingular matrix.
Then 1(T (I)) = {/x1f | f ∈ T (I)} is a deﬂation of T (I).
Proof. For all i = 1, 2, . . . , N ,

x1
(fi(T (x))) =
n∑
j=1
fi
xj
(T (x)) · Tj
x1
(x) =
n∑
j=1
(
fi
xj
(T (x))
)
j . (10)
The last expression is equal to 0 when x = 0, since  ∈ ker A(0).
Take any g = b1T (f1) + · · · + bNT (fN) ∈ T (I), where bi ∈ R for all i. Then
g
x1
= b1 (T (f1))
x1
+ · · · + bN (T (fN))
x1
+ T (f1)b1
x1
+ · · · + T (fN)bN
x1
.
In view of (10), the last expression evaluates to 0 at x = 0. Therefore, 1(T (I)) is a proper ideal annihilating the origin.
On the other hand, there is an element g of a reduced standard basis of T (I) with respect to a local ordering such that
in(g) = xd1 with d > 1. According to Proposition 3.2 the ideal I ′ = T (I) + 〈g/x1〉 is a deﬂation of T (I). So is
1(T (I)), for it contains I ′. 
Lemma 3.3 leads to Algorithm 1.
Algorithm 1. G = Symbolic_Deﬂation(F )
Require: F , a ﬁnite set of polynomials in R, such that the ideal 〈F 〉 has multiplicity m > 1 at the origin.
Ensure: G, a ﬁnite set of polynomials in R, such that the ideal 〈G〉 + 〈F 〉 is a deﬂation of 〈F 〉.
Compute the Jacobian A of F at the origin;
Pick a nonzero vector  ∈ kerA(0);
G :=
{
n∑
i=1
i
f
xi
∣∣∣∣∣ f ∈ F
}
.
3.2.2. A numeric deﬂation method
Ourmethod formalized in Algorithm 2 is a numerical version of Algorithm 1. In this section, we explain the transition
from the symbolic to the numeric deﬂation method.
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Consider a point P = (x, ) ∈ Cn+r+1 and let x = x0. When this specialization is performed, the values for  are
determined by the following system of N + 1 linear equations:{
A(x0) = 0,
〈h, 〉 = 1, (11)
where h = (h1, . . . , hr+1) is a vector of random complex numbers.
Algorithm 2. G = Numeric_Deﬂation(F, x0)
Require: F = {f1, . . . , fN }, a ﬁnite set of polynomials in R, such that the ideal 〈F 〉 has multiplicity m > 1 at the
point x∗ ≈ x0.
Ensure: G, a ﬁnite set of polynomials in R′ = R[1, . . . , r+1], where r = rank A(x0), such that
• the ideal 〈G〉 ⊂ R′ has an isolated solution at the point P = (x∗, ∗) ∈ Cn,r+1;
• the vector ∗ is determined uniquely;
• the multiplicity of P is less than m.
Compute the Jacobian matrix A(x) of F ;
r := rank A(x0); (numerical rank at the approximate solution x0)
(R1) Generate a random matrix B ∈ Cn×(r+1);
C(x) := A(x)B; (N × (r + 1) matrix with polynomial entries)
Let  = (1, . . . , r+1)T be a vector of indeterminates;
Consider N new polynomials gi(x, ) = (C(x))i ∈ R′;
(R2) h() := h11 + · · · + hr+1r+1 − 1, where the hi are random numbers in C;
G := F ∪ {g1, . . . , gN } ∪ {h}.
Observe howC is created: the randomization stepR1 insures that the r+1 columns ofC(x∗) are randomcombinations
of the columns of A(x∗) and, therefore, corank C(x∗) = 1 with probability one. Then  is bound to live in the one-
dimensional ker C(x∗). The randomization step R2 makes sure one nonzero vector is picked out from the kernel. This
proves the uniqueness of ∗.
Assume that the original system is of corank 1 (we can always replace F(x) with F(x)B, where B is as above). The
correctness of the numeric deﬂation process relies on the following Proposition.
Proposition 3.4. Let x∗ ∈ Cn be an isolated solution of F(x) = 0 (in C[x]) and corank(A(x∗)) = 1.
Consider the augmented system
G(x, ) = (f1, . . . , fN , g1, . . . , gN , h)(x, ) = 0,
with the new N + 1 equations
gi(x, ) =  · ∇fi(x) =
n∑
j=1
j
fi(x)
xj
(i = 1, . . . , N), (12)
h() = h ·  − 1 =
n∑
j=1
hjj − 1. (13)
For a generic choice of coefﬁcients h = (h1, . . . , hr+1), there exists a unique ∗ ∈ Cn such that system G(x, ) of
equations in C[x, ] has an isolated solution at (x∗, ∗).
Moreover, the multiplicity of (x∗, ∗) in G(x, ) = 0 is lower than that of x∗ in F(x) = 0.
Proof. Consider g1 = · · · = gN = h = 0 as a system of equations in the local ring R∗ = C[x, ](x∗,∗) that is linear
in .
The specialization of this system at x = x∗ makes it a linear system (with constant coefﬁcients) of full rank with the
unique solution: ∗. Therefore, using row operations in the ring R∗ it is possible to reduce the system to the system
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of the form⎧⎪⎨⎪⎩
1 = a1(x),
...
n = an(x),
(14)
where ai(x) are rational expressions. Note that ai(x∗) = ∗i .
Now we conclude that considering multiplicity of the augmented system G(x, ) = 0 with indeterminate  in the
ring R∗ is equivalent to looking at the system G(x) = 0 with ﬁxed  = ∗ in the local ring C[x]x∗ .
Assuming x∗ is the origin, the multiplicity drops by Lemma 3.3. 
Proof of Theorem 3.1. To show that at most m− 1 deﬂation steps are needed to restore the quadratic convergence of
an isolated root x∗ of multiplicitym, it sufﬁces to show that after one deﬂation step, the augmented system has the same
root with its multiplicity decreased by at least one. This statement is shown by Proposition 3.4 in case the Jacobian
matrix A(x∗) has corank one. To reduce to the general case, our deﬂation algorithm replaces A(x) by A(x)B using a
random matrix B of r + 1 columns, where r = rank(A(x∗)). 
Remark 3.5. By bounding the number of deﬂations steps with multiplicity, Theorem 3.1 guarantees the termination
of the deﬂation procedure. However, a stronger bound can be given: one may show that the number of deﬂations is
equal to or less than the maximal total degree of monomials under the staircase for any local monomial ordering.
This statement can be rephrased in the language of dual bases of differential functionals; in this form it has been
proved in [6]. The discussion of the correspondence between the two methods is beyond the scope of this paper.
In practice, ﬁner information—staircases, dual bases, multiplicity structure—is not available at the time when the
deﬂation is applied. The algorithm of [6] for computing the multiplicity structure, in fact, depends on the precision of
the solution approximation, hence, on deﬂation.
4. A symbolic–numeric implementation
The method was tested and developed in Maple 9. Since release 2.3 of PHCpack [56], the deﬂation algorithm is part
of the validation (phc-v) module. In this section we brieﬂy address symbolic–numeric issues.
4.1. Avoiding the expression swell
Although the symbolic implementation performswell for a couple of deﬂation steps, themultiplication of polynomial
matrices by a random matrices leads to expression swell, ampliﬁed by the doubling of the size of the systems in each
deﬂation stage.
Inspired by automatic differentiation [24,30,50], we found that we should ﬁrst evaluate the Jacobian matrices before
multiplication with the randommatrices. Furthermore, observing that themultiplier variables occur linearly in the block
structure of the Jacobian matrices of the deﬂated systems, we presented in [32] a directed acyclic graph to evaluate
the Jacobian matrices of the deﬂated systems efﬁciently. We refer to [32] for a detailed description of the efﬁcient
evaluation of the Jacobian matrices.
Another signiﬁcant reduction of the expression swell lies in treating the corank one case separately, an issue we
address in the Section 4.3.
4.2. A posteriori validation of the numerical rank
Our implementation defers the problem of the computation of the numerical rank to the established SVD and the
recent techniques presented in [15,38].
The critical decision to deﬂate or not depends on the correct determination of the numerical rank of the Jacobian
matrix. If we get the rank correctly, then after the deﬂation—with an accurate root—we obtain an a posteriori validation
of all decisions made to determine the numerical rank. If we deﬂate with an incorrect rank, then there are two cases:
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either our numerical rank is too low or too high. The ﬁrst case of a too low numerical rank will be detected early as the
algorithm will then produce too many additional constrains. In that case, the calculation in Fig. 1 of the initial values
̂ for the multipliers via the least-squares problem is already likely to fail and an interactive application of the method
may backtrack. In the second case, when the numerical rank is too high, one may not deﬂate at all in case of full rank
and continue applying Newton’s method until one is close enough for the threshold to be crossed. A deﬂation with a too
small corank may be remediated by an extra deﬂation step, although we have no practical experience with this case.
4.3. Special case implementations and extensions
The case where the corank of the Jacobian matrix equals one occurs frequently and can be treated more efﬁciently
than the general case. In [6], propose a modiﬁcation of the deﬂation algorithm for the important case of corank one.
In the corank one case, there is no need to multiply the Jacobian matrix with a random matrix. Moreover, as pointed
out in [6], subsequent deﬂations should only concern the original set of equations. Deﬂating a system of N equations
in n unknowns m times then leads to a system of mM equations in mn unknowns as shown in [6].
Another extension, exempliﬁed in [6], concerns the application of our deﬂation method to analytic systems.
5. Applications and numerical results
The implementation has been tested on several examples, available at http://www.math.uic.edu/∼jan/
demo.html, mostly all obtained from surveying the literature. The initial approximations for Newton’s method were
taken from the end points of solution paths deﬁned by a polynomial homotopy to ﬁnd all isolated solutions (see [33,34]
for recent surveys). The numerical results reported in Table 1 are obtained with standard machine arithmetic. 3 We
highlight three examples from our benchmark collection.
A simple monomial ideal: Consider the simple polynomial system
f (x, y) =
⎧⎨⎩
x2 = 0,
xy = 0,
y2 = 0.
(15)
Viewing (15) as a monomial ideal, we immediately read off the multiplicity as three. However, as explained in [51,52],
this system presents a challenge to numerical solvers: making this overdetermined system square either by adding a
random multiple of the last equation to the ﬁrst two (and then removing the third equation), or by adding one slack
variable, increases the multiplicity from three to four. As our deﬂation departs from Gauss–Newton, only one deﬂation
step is needed to restore the quadratic convergence. Table 1 opens with a summary of these calculations.
The 4-fold cyclic 9-roots: The so-called cyclic 9-roots problem (labeled as cyclic9 in Table 1) is one of our largest
examples. This system is a widely used benchmark in the ﬁeld of polynomial system solving, e.g.: [2,3,14,16,25,35],
with theoretical results in [26]. In addition to six two-dimensional cubics, there are 5594 (333 orbits of size 18) isolated
regular cyclic 9-roots, and most interestingly for this paper: 162 isolated solutions of multiplicity four. One deﬂation
sufﬁces to restore quadratic convergence on all 162 quadruple roots of this large application.
Lines tangent to a special conﬁguration of four spheres: Given four spheres, how many real lines are tangent to
all four spheres? A clue to the answer (see the Maple supplements to [53]) is obtained by placing the four spheres
so they mutually touch each other. There are three distinct lines connecting the points where the spheres touch each
other. Solving the corresponding algebraic system [13] shows the multiplicity of each line to be four, revealing 12 as
the answer for this problem. One deﬂation sufﬁces to compute all solutions accurately to the full machine precision,
even with 16-digit approximations for the algebraic numbers
√
3 and
√
6 appearing as coefﬁcients in the system.
Computational results are in the last line of Table 1.
These three examples illustrate the motivation of our deﬂation algorithm: we present a method, designed to handle
any kind of general isolated singular solutions of polynomial systems, efﬁcient enough for large problems, and accepting
approximate input coefﬁcients.
3 In case the multiple root is the origin, the number of correct digits in the last column of Table 1 equals the negative exponent of 10 in the
magnitude of the root, i.e.: “24” refers to 10−24 as the magnitude of the root. This is explains why the accuracy is higher than what can be achieved
from double precision ﬂoating-point arithmetic.
120 A. Leykin et al. / Theoretical Computer Science 359 (2006) 111–122
Table 1
Numerical results on a collection of test systems
System n m D corank(A(x∗)) Inverse condition# #Digits
Simple [51] 2 3 1 2 → 0 1.0e−08 → 4.1e−01 8 → 24
baker1 [27] 2 2 1 1 → 0 1.7e−08 → 3.8e−01 9 → 24
cbms1 [55] 3 11 1 3 → 0 4.2e−05 → 5.0e−01 5 → 20
cbms2 [55] 3 8 1 3 → 0 1.2e−08 → 5.0e−01 8 → 18
mth191 3 4 1 2 → 0 1.3e−08 → 3.5e−02 7 → 13
decker1 [9] 2 3 2 1 → 1 → 0 3.4e−10 → 2.6e−02 6 → 11
decker2 [7] 2 4 3 1 → 1 → 1 → 0 4.5e−13 → 6.9e−03 5 → 16
decker3 [8] 2 2 1 1 → 0 4.6e−08 → 2.5e−02 8 → 17
kss3 [28] 10 638 1 9 → 0 4.4e−12 → 1.4e−02 7 → 16
ojika1 [45] 2 3 2 1 → 1 → 0 9.3e−12 → 4.3e−02 5 → 12
ojika2 [45] 3 2 1 1 → 0 3.3e−08 → 7.4e−02 6 → 14
ojika3 [48] 3 2 1 1 → 0 1.7e−08 → 9.2e−03 7 → 15
4 1 2 → 0 6.5e−08 → 8.0e−02 6 → 13
ojika4 [47] 3 3 2 1 → 1 → 0 1.9e−13 → 2.4e−04 6 → 11
Caprasse [43] 4 4 1 2 → 0 1.5e−09 → 9.3e−03 8 → 15
cyclic9 [2,3] 9 4 1 2 → 0 5.6e−10 → 1.8e−03 5 → 15
Tangents [53] 6 4 1 2 → 0 2.6e−08 → 2.4e−02 7 → 14
The dimension is listed under n, m is the multiplicity, and D is the number of deﬂations needed to restore quadratic convergence. The ﬁfth column
shows the decrease in the corank of the Jacobian matrix for all stages in the deﬂation. The second to last column contains the estimate for the inverse
condition number of A(x) at the start of the deﬂation to the end of the deﬂation for x ≈ x∗. The last column lists the increase in the number of
correct digits from the initial guess to the ﬁnal approximation.
One of the interesting examples is taken from [48] and listed as “ojika3” in Table 1. This system has two isolated
roots: one with multiplicity two, and the other one has multiplicity four. Both roots need only one deﬂation, but at the
double root, the rank of the Jacobian matrix is two, while the rank is one at the other 4-tuple root. The program produces
two different deﬂated systems: one with three multipliers (for the double root) and the other with two multipliers (for
the 4-tuple root).
The high multiplicity 638 of one root of the system kss3 in Table 1 looks spectacular, but since the deﬁning
equations are nice quadrics, one simple deﬂation sufﬁces to compute the multiple root accurately, starting from any
approximate root in the cluster of 638 solutions.
Observe the improved numerical conditioning in Table 1. This observation justiﬁes the naming 4 of our method as
a “reconditioning” method.
6. Conclusions
Our modiﬁed deﬂation method works in general, is numerically stable, relatively simple to implement; and perhaps
most importantly, a preliminary implementation on a wide class of examples performs quite well.
The doubling of the number of equations by the deﬂation has been addressed in [32,6] for the corank one case. Our
method is numerically robust, depending primarily on a reliable determination of the numerical rank of a matrix, a
well-studied subject in numerical linear algebra (see e.g. [15] or [38]). Nevertheless, an alpha theoretic certiﬁcate [4]
of the numerical rank might be desirable for a fully automatic computer implementation.
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