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Abstract: In this paper we investigate the interplay between two fundamental mecha-
nisms of microbial population dynamics and evolution called dormancy and horizontal
gene transfer. The corresponding traits come in many guises and are ubiquitous in
microbial communities, affecting their dynamics in important ways. Recently, they
have each moved (separately) into the focus of stochastic individual-based modelling
(Billiard et al 2016, 2018; Champagnat, Me´le´ard and Tran, 2019; Blath and To´bia´s
2019). Here, we investigate their combined effects in a unified model. Indeed, we con-
sider the (idealized) scenario of two sub-populations, respectively carrying ‘trait 1’ and
‘trait 2’, where trait 1 individuals are able to switch (under competitive pressure) into
a dormant state, and trait 2 individuals are able to execute horizontal gene transfer,
which here means that they can turn trait 1 individuals into trait 2 ones, at a rate
depending on the frequency of individuals.
In the large-population limit, we examine the fate of (i) a single trait 2 individual
(called ‘mutant’) arriving in a trait 1 resident population living in equilibrium, and (ii)
a trait 1 individual (‘mutant’) arriving in a trait 2 resident population. We provide a
complete analysis of the invasion dynamics in all cases where the resident population
is individually fit and the behaviour of the mutant population is initially non-critical.
This leads to the identification of parameter regimes for the invasion and fixation of
the new trait, stable coexistence of the two traits, and ‘founder control’ (where the
initial resident always dominates, irrespective of its trait).
The most striking result is that stable coexistence is possible in certain scenarios
even if trait 2 (which benefits from transfer at the cost of trait 1) would be unfit
(i.e. go extinct) when being merely on its own. In the case of founder control, the
limiting dynamical system also exhibits a coexistence equilibrium, which, however, is
unstable, and with overwhelming probability none of the mutant sub-populations is
able to invade. In all cases, we observe the classical (up to three) phases of invasion
dynamics a` la Champagnat (2006).
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2 JOCHEN BLATH AND ANDRA´S TO´BIA´S
1. Introduction and motivation
Motivation. An essential feature in bacterial population biology is the ability of individuals to
engage in horizontal (or lateral) gene transfer (HGT), which we understand here in an abstract sense as
the exchange of heritable genetic material resp. traits between typically unrelated microorganisms. The
ability to execute horizontal transfer is widespread among microbial populations, appears in several
different forms, and has a crucial impact on the ecological, evolutionary, and also pathogenic (eg.
regarding antibiotic resistance) properties of microbial communities, cf. eg. [OLG00] for an overview.
Recently, stochastic individual-based modelling of the effects of HGT (in idealized models) has gained
substantial interest in the mathematical biology community. Important contributions in this direction
are the population dynamics models and results of Billiard et al [BCFMT16, BCFMT18] and the recent
analysis in an extended adaptive dynamics framework, including a rather novel mutation regime, by
Champagnat, Me´le´ard and Tran [CMT19]. In these papers, the authors study the dynamics of two
or more populations competing for resources and horizontally exchanging traits (in case of the last
paper additionally including mutations). It is shown that HGT can drastically change the dynamics
and evolution of the underlying populations: Depending on the frequency of mutations, it can lead to
coexistence of traits that would not coexist without HGT, evolutionary cyclic behaviour, temporary
extinction of sub-populations, and evolutionary suicide.
Another biologically essential feature of microbial populations is dormancy. This trait, which is again
ubiquitous in microbial communities, allows individuals to switch (reversibly) into a metabolically
(almost) inactive state (eg. by forming an endospore or cyst, or by phenotypically switching into a
‘persister cell’) to withstand unfavourable conditions, thus forming a seed bank. Dormancy is often
seen as a bet-hedging strategy by ecologists, and again, as is the case with horizontal transfer, influences
the evolutionary, ecological, and pathogenic character of bacterial populations in complex ways (see
eg. [LJ11, SL18, L10]). While in recent years there has been significant progress in the mathematical
understanding of the role of dormancy and seed banks in (idealized scenarios of) population genetics
(cf. eg. [KKL01, TLLPS11, BGKW16, BGKW20]), they have only rather recently been considered in
a population dynamics framework involving direct competition. Indeed, in our recent preprint [BT19],
we introduced an individual-based model for the invasion analysis of a dormancy trait in a resident
population lacking this trait. We showed that under suitable assumptions on the model parameters,
with asymptotically positive probability, a newly arriving (‘mutant’) individual having the dormancy
trait is able to invade a resident population, even if it has a significantly lower reproductive rate than
the residents, and in case of a successful invasion, it will fixate with high probability. This shows that
dormancy can come with a selective advantage even in the presence of a rather severe reproductive
trade-off, providing some conceptual explanation for the ubiquity of dormancy despite the high energy
costs for the maintenance of the underlying trait.
In the present paper we aim to gain some conceptual understanding of the combined effects of both
horizontal transfer and dormancy (at least in a basic scenario based on the previous works mentioned
above). To this end we analyse competitive individual-based models with two traits, one of them
being one-sided HGT involving a donor and a recipient (similarly as in [BCFMT18, Section 7] or
[CMT19]), and the other one being dormancy (as in [BT19]). For concreteness, we say that trait 1
may exhibit dormancy, where switching into a dormant state is triggered by competitive pressure,
while switching back (resuscitation) happens spontaneously. Trait 2 individuals have no dormant
state, but they may be able to impose their trait on trait 1 individuals via HGT (thus effectively
turning trait 1 individuals into trait 2 individuals). See Section 2.1 below for details of the model.
For i, j ∈ {1, 2}, i 6= j, we investigate the situation where at time zero there is a trait i resident
population close to its equilibrium population size and a single newly arriving individual (mutant) of
trait j. The most basic question is here under what conditions an invasion of the mutant trait j is
possible with a probability that stays asymptotically positive in the large-population limit. In case
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an invasion is possible, there is the further question whether trait j will fixate and make trait i go
extinct or whether it will coexist with trait i. In what follows, we answer these questions and also
identify the total time until complete fixation respectively until reaching a small neighbourhood of
the equilibrium population size corresponding to coexistence.
Overview of results on qualitative behaviour, and relation to previous work. We now
briefly discuss the most important conceptual results for the effects of dormancy and HGT (both
separately and their interplay). For convenience of the reader (in particular non-mathematicians), we
present these results in an informal way without stating the technical and quantitative details (these
will be provided in Sections 2 and 3). Note that our model involves the population dynamic effects
of the four features reproduction, competition, dormancy and horizontal gene transfer, at least in a
certain basic form. We will comment on related but different modelling approaches below.
For our qualitative review, we concentrate on the most interesting cases. For this, recall first that
both dormancy and HGT are ‘costly’ traits that should come with reproductive trade-offs, which
means that they should come with a lower reproductive rate in comparison to individuals entirely
lacking these traits, since the latter may use their resources entirely for reproduction and not for the
maintenance of additional complex traits. It is hence a priori unclear in which situations they exhibit
an evolutionary advantage at all. We thus begin with a brief discussion of the cases where only either
dormancy or HGT is present in a population, and the other individuals completely lack these traits.
Previous results and our new results will imply the following rather complete picture:
D1 Individuals of trait 1 capable of dormancy may invade a resident population of trait 2 (incapable
of dormancy, and also lacking the HGT trait) even in the case where their reproductive rate
λ1 is lower than the one λ2 of the residents, i.e. λ1 < λ2 (within non-trivial suitable limits
and conditions on the other parameters). However, for his to happen, both populations must
be individually fit. Hence, depending on the parameter details of the model, there can be
a context-dependent fitness advantage related to (costly) dormancy traits. After a successful
invasion, the dormancy trait will then always fixate.
D2 Invasion of trait 2 into trait 1 followed by fixation is also possible (this is less surprising) in
the complementary parameter ranges. Founder control, that is, fixation of the resident and
extinction of the mutant, no matter whether the resident is trait 1 or 2, is thus impossible
without additional presence of HGT. Note that we borrowed the term ‘founder control’ from
spatial ecology, where it describes a situation such that whichever population first establishes
at a given location, wins locally, i.e., it can prevent the invasion of other populations at this
location, see e.g. [V15]. We use this term in order to describe a situation where two traits are
such that a resident population of any of the two traits living in equilibrium is able to make a
small amount of mutants of the other trait go extinct with high probability, in the same time
staying close to its equilibrium population size.
H1 Individuals capable of HGT (trait 2) may invade a resident population of trait 1 (no HGT,
and lacking the dormancy trait) again even in the case their reproductive rate λ2 is lower than
the one of the residents λ1. For this to happen, the HGT-exhibiting individuals do not even
necessarily need to be individually fit. However, fixation is excluded (this would effectively
lead to evolutionary suicide) in the case of an individually unfit trait 2, and instead, a stable
coexistence regime will be reached. In fact, in this regime, also type 1 may invade type 2 and
establish the same coexistence equilibrium.
H2 There are regimes where (the population of trait) 1 may invade population 2 and fixate (but 2
cannot invade 1), further where 2 may invade 1 and fixate (but 1 cannot invade 2), and finally,
founder control, that is, neither type can invade a resident population of the other type. Here,
there are no coexistence equilibria, not even an unstable one in the case of founder control.
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We will later explain that founder control corresponds to the case when the invasion fitness of
a single mutant of trait 1 is negative in a resident population of trait 2 living in equilibrium,
and also the same holds with the roles of trait 1 and trait 2 interchanged.
The above results show that even in a very simple model, without fluctuating environment or other
complications, simply the presence of reproduction and competition can lead to the establishment of
the ‘high maintenance’ traits dormancy and HGT. However, there are fundamental differences: While
dormancy will (in the absence of HGT) always fixate, HGT can lead to coexistence equilibria and even
founder control. It is precisely the option of stable coexistence that enables a HGT trait to survive
even when HGT donors are individually unfit.
Note that the detailed results behind D1 have recently been established in [BT19]. The results
related to D2 will be a corollary to the results on mixed populations exhibiting dormancy and HGT
in the present paper, see Section 3. The results on the HGT regime will also be derived in Section 3.
Note that they are related to results in [BCFMT18], yet there are some subtle differences that should
be taken into account. Indeed, in our model, when taking the large population limit, both the rate of
HGT (as well as the rate of competition induced dormancy if present) will be rescaled by the carrying
capacity of the population, which is the usual approach in adaptive dynamics models (see eg. the
overview in [B20, Section 1.3]). In [BCFMT18, Sections 4-7], two different kinds of HGT models
were considered. Among these, the one closest to the one in our model is called frequency-dependent
HGT, which has interesting features and predicts novel kinds of behaviour. However, under otherwise
constant competition parameters, coexistence of two different traits, as observed in our paper, is
impossible there. See [BCFMT18, Section 4.3] and Remark 2.1 below for further details.
We finally provide the qualitative results for the cases where dormancy (trait 1) and HGT (trait 2)
are simultaneously present in a population. To our knowledge, a stochastic individual based model,
describing the interplay of reproduction, competition, dormancy, and horizontal transfer simultane-
ously, is new and has not been rigorously analysed before. Yet, it seems natural to investigate these
combined effects, since they are both wide-spread in microbial communities. The present paper, with
its highly idealized model, can only be a starting point for future investigation. Overall, our results
yield the following picture (which is complete in parameter space except for a few boundary cases):
(D&H)1 When both traits 1 and 2 are individually fit, and the ratio of the rate for horizontal transfer
exhibited by type 1 and the rate of switching into dormancy exhibited by type 2 is neither too
high nor too low, and additionally type 2 has a higher reproduction rate than type 1 (λ2 > λ1),
then we see founder control: Neither type 1 nor type 2 may invade a resident population of
the other type. However, there exists an unstable coexistence equilibrium. We note that in this
parameter regime, if we turn off HGT and leave all other parameters unchanged, we obtain
a situation that belongs to the parameter regime D1. In other words, without HGT, trait 1
would be able to invade trait 2 and fixate, and HGT is strong enough to avoid this invasion,
but not strong enough to make trait 2 able to invade trait 1 and fixate.
(D&H)2 Individuals of population 1 capable of dormancy may invade a resident population of trait 2
(with HGT trait) even in the case where their reproductive rate λ1 is lower than the one of
the residents, that is λ1 < λ2 (within suitable parameter limits), as long as the rate of HGT
is sufficiently low. For this to happen, the dormancy exhibiting population 1 needs to be
individually fit. After successful invasion, the dormancy trait will always fixate. Coexistence
is not possible, and trait 2 is not able to invade trait 1.
(D&H)3 Individuals capable of HGT (i.e. trait 2) may invade a resident population of trait 1 (exhibiting
a dormancy trait) again in case their reproductive rate λ2 is lower than the one of the residents
λ1, if HGT is strong. For this to happen, the HGT-exhibiting individuals do not necessarily
need to be individually fit. However, fixation (effectively leading to evolutionary suicide if
trait 2 is individually unfit) is again excluded in this case, instead, a stable coexistence regime
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is reached. Whenever this is the case and trait 2 is individually fit, also trait 1 individuals
may invade a monomorphic population of trait 2 living in equilibrium, but they are not able
to fixate. Instead, the same stable coexistence regime is reached as in the case of the invasion
in the reverse direction.
(D&H)4 When both traits 1 and 2 are individually fit, and the rate for horizontal transfer exhibited
by trait 2 is very high compared to the rate of switching into dormancy exhibited by trait 1,
then trait 2 will be able to invade a resident population of trait 1 and fixate. In this case,
coexistence is impossible, and trait 1 cannot invade trait 2. This parameter regime contains
both cases in which λ1 > λ2, but also where λ2 ≥ λ1.
The above scenarios review the combined effects of dormancy and HGT. A rather complex picture
emerges, including a new feature, the existence of an unstable coexistence equilibrium in case (D&H)1.
Detailed quantitative versions of the above results will be proved in Section 2.
What is the intuition behind the above results? Dormancy of trait 1 induced by competitive
pressure can compensate for a lower reproduction rate compared to trait 2. In almost all scenarios
with dormancy and without HGT, invasion implies fixation, since dormancy provides a permanent
advantage in crowded populations. Let us note however that although trait 1 may fixate despite having
a lower birth rate than trait 2, fixation of trait 1 is only possible if its active equilibrium population
size is higher than the one for trait 2. This way, fixation of the dormancy trait can be understood
as an advantageous step of evolution (even if we measure the equilibrium population size ignoring
the dormant individuals). In contrast, invasion of trait 2 may lead the population to a coexistence
equilibrium or a monomorphic equilibrium of trait 2 where the total active population size is lower than
before the invasion. Such an invasion can be seen as deleterious for the entire population. This effect
of HGT is also present if trait 1 lacks dormancy, but dormancy helps trait 1 preserve its dominance
over trait 2 respectively survive. I.e., it increases the regime where trait 2 cannot invade trait 1,
and it also leads to scenarios where dormancy gives rise to stable or unstable coexistence of the two
traits instead of fixation of trait 2. Note that in absence of further mutations evolutionary suicide is
excluded, unlike in the HGT model of [CMT19] with multiple traits and relatively frequent mutations.
Let us emphasize that stable coexistence is only possible if λ1 > λ2, whereas unstable coexistence,
and in general founder control (also without dormancy), is only possible if λ2 > λ1. This asymmetry
seems to be due to the asymmetry between the roles of the two traits in HGT. Unstable coexistence
corresponds to a situation where trait 2 reproduces faster than trait 1, but this is compensated by
strong dormancy of trait 1, which is again compensated by a moderately strong HGT of trait 2. Here,
the invasion fitness (see Remark 2.9 for details) of a mutant of trait 1 in a trait 2 resident population
close to equilibrium is negative, and the same holds with the roles of the two traits interchanged. In
contrast, stable coexistence holds when individually, trait 1 is substantially fitter than trait 2, but
HGT is so strong that it compensates the disadvantage of trait 2 even despite the dormancy of trait
1. Here, both invasion fitnesses are positive.
Methods. Our results are based on probabilistic individual-based invasion theory a` la Champagnat
(cf. [C06]), exhibiting the following now classical phases:
(1) growth or extinction of the mutant population, while the resident population stays close to equi-
librium,
(2) in case the probability of extinction does not tend to one: a mean-field (a.k.a. Lotka–Volterra)
phase where both traits have macroscopic population sizes and the system can be approximated
by a deterministic system of ODEs, converging either to a coexistence equilibrium (exhibiting a
certain global stability property) or to the monomorphic equilibrium of the mutants,
(3) if there is no stable coexistence: extinction of the resident population, while the mutant population
stays close to equilibrium.
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During the analysis of the invasion (and, if applicable, fixation) of trait 1 in a trait 2 population, we
are able to use multiple arguments of our recent paper [BT19] where we investigated competition-
induced dormancy without HGT. The analysis of phases (1) and (if applicable) (3) is a relatively
straightforward adaptation of the methods of [BT19], which rely on a number of proof techniques
from the papers [CCLS17, CCLLS19]. Here, the main task is to take into account the additional
effect of HGT and the arising coexistence equilibrium, handling also cases that were not included
in [BT19] (eg., the case where the probability of mutant extinction tends to 1, the one where there
is stable coexistence, and in general the one where a mutant lacking dormancy tries to invade a
resident population exhibiting dormancy and not the other way around). In contrast, handling the
deterministic phase (2) of invasion requires novel ideas, and this is the most tedious part of the proof.
Even determining the local stability of the equilibria of the limiting dynamical system is a nontrivial
task, and in our proofs we also need a certain global stability, namely a convergence of the solution
of the system to the one-trait equilibrium of mutants (in case of no coexistence) respectively to the
coexistence equilibrium. As for the invasion of trait 1 (exhibiting dormancy) against trait 2 (benefiting
from HGT), there are still some proof techniques from [CCLLS19, BT19] that can be extended to this
case, based on some additional stochastic results using the Kesten–Stigum theorem (see Section 6.2).
For the invasion of trait 2 against trait 1, which has also no analogue in [BT19], we provide an entirely
deterministic proof based on observations regarding the competitive pressure felt by the active trait
1 and trait 2 population, involving an approximation of the trait 1 population by a two-dimensional
dynamical system.
Outline of the paper. The rest of the paper is organized as follows. In Section 2 we introduce our
model, we describe the limiting dynamical system and its main properties depending on the parameters
(existence or non-existence of a coexistence equilibrium, stability of equilibria etc.), we introduce the
main approximating branching processes used in phases (1) and (3) of the invasions and heuristically
explain these phases, and at the end of the section we present our main results. In Section 3 we
comment on the boundary cases where either HGT or dormancy is absent from the model. The rest
of the paper is devoted to the proofs of the main theorems. In Section 4, we verify our deterministic
preliminary results about the limiting dynamical system. In Section 5, we analyse the invasion of trait
2 against trait 1, whereas in Section 6 we investigate the one of trait 1 against trait 2.
2. Model definition, heuristics, and main results
2.1. The model and the limiting dynamical system. In our model, the population process
evolves as a continuous time Markov chain (KNKt )t≥0 = ((KNK1a,t,KNK1d,t,KN
K
2,t))t≥0 on the state
space N30 with the following rates, where the parameter K > 0 is called carrying capacity. Recall that
trait 2 individuals are always active.
• An active trait 1 individual gives birth to another such individual at rate λ1 > 0.
• A trait 2 individual gives birth to another such individual at rate λ2 > 0.
• An active trait 1 or trait 2 individual dies by age (in other words, due to natural death) at
rate µ > 0.
• We fix two additional parameters C > 0 and p ∈ (0, 1). For any ordered pair of active
individuals, at rate C/K a competitive event happens affecting the first individual from the
pair. If the affected individual is of trait 2, it dies immediately. If it is of trait 1, then with
probability 1− p it dies, but with probability p it survives and becomes dormant (and still of
trait 1) immediately.
• A dormant (trait 1) individual dies at rate κµ for some κ ≥ 0.
• A dormant (trait 1) individual becomes active (and still of trait 1) at rate σ > 0.
• Any trait 2 individual transfers its trait to any active trait 1 individual, i.e., it makes it trait
2, at rate τK , for some τ > 0.
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We display the infinitesimal generator of the process (KNKt )t≥0 in Section B in the appendix. This
process is equal to K times the rescaled population size process
(NKt )t≥0 = ((N
K
1a,t, N
K
1d,t, N
K
2,t))t≥0.
Then it is intuitively clear (and will be made more precise in the sequel using results of [EK86]) that
for large K, started from a suitable initial condition (which we will determine later), NKt is close to
the unique solution (n(t))t≥0 = ((n1a(t), n1d(t), n2(t)))t≥0 of the dynamical system
dn1a(t)
dt
= n1a(t)
(
λ1 − µ− C(n1a(t) + n2(t))− τn2(t)
)
+ σn1d(t),
dn1d(t)
dt
= pCn1a(t)(n1a(t) + n2(t))− (κµ+ σ)n1d(t),
dn2(t)
dt
= n2(t)
(
λ2 − µ− C(n1a(t) + n2(t)) + τn1a(t)
)
.
(2.1)
It is easy to see that the positive orthant is positively invariant under this system. See Section 3.1
for a discussion about the relation of this system to competitive Lotka–Volterra equations in the
dormancy-free case p = 0.
In general, in absence of other traits, the equilibrium population size of trait 2 is given as
n¯2 =
(λ2 − µ) ∨ 0
C
, (2.2)
since it is easy to see that started from an initial condition n(0) = (0, 0, a), a > 0, n(t) converges to
(0, 0, n¯2) as t→∞. On the other hand, the active equilibrium population size of trait 1 is
n¯1a =
(λ1 − µ) ∨ 0
C
κµ+ σ
κµ+ (1− p)σ (2.3)
and the dormant equilibrium population size of (in other words, the size of the seed-bank for) trait 1
equals
n¯1d =
((λ1 − µ)2 ∨ 0)p(κµ+ σ)
C(κµ+ (1− p)σ)2 , (2.4)
where (n¯1a, n¯1d, 0) equals the limit of n(t) as t → ∞ if n(0) = (a, b, 0) for some a, b > 0; see [BT19]
for further details.
In the sequel we will usually assume that trait 1 is individually fit, i.e., λ1 > µ, which ensures that
n¯1a and n¯1d are both positive. In some cases this even does not have to be assumed because it follows
from some other conditions. The condition that trait 2 is individually fit, i.e., λ2 > µ, will not always
be satisfied; in some cases, an individually unfit trait 2 will still be able to coexist with an individually
fit trait 1. The same is not true with the two traits interchanged, and the reason for this asymmetry
is that trait 2 benefits from HGT, decreasing the trait 1 population. In the framework of invasion
dynamics, it is a key question whether a mutant of one type is fit enough to invade a monomorphic
resident population of the other type living in equilibrium. This gives rise to the notion of invasion
fitness, which we will discuss in Remark 2.9.
Remark 2.1. According to [BCFMT18, Remark 3.1], the strength of HGT is called frequency-
dependent if it is inversely proportional to the frequency of recipients. Thus, the HGT model of
the present paper nearly satisfies this definition in case λ1 > µ, trait 1 is close to its equilibrium popu-
lation size (Kn¯1a,Kn¯1d), and the trait 2 population is negliglible compared to the carrying capacity K.
Further, the same holds for the model studied and called frequency-dependent in [BCFMT18, Sections
4-7] in case trait 2 only transmits and trait 1 only receives genetic information. Indeed, in our model,
the strength of HGT is inversely proportional to K, whereas in the model introduced in [BCFMT18,
Section 4.2], it is inversely proportional to the total (active) population size. In this latter model, the
limiting dynamical system has some handy properties that allow for an explicit analysis. In contrast,
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a rigorous treatment of cases when some sub-population is small compared to K seems more difficult
and is not included in [BCFMT18].
2.2. Equilibria of the dynamical system and their stability.
2.2.1. Existence of a coexistence equilibrium. Regarding the existence and number of coexistence equi-
libria of our system where both dormancy and HGT are present, we have the following lemma, the
proof of which is simply checking the zeros of (2.1).
Lemma 2.2. The system (2.1) has a coordinatewise positive coexistence equilibrium if
λ2 − µ > Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) > λ1 − µ (2.5)
or
λ2 − µ < Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) < λ1 − µ. (2.6)
Given that a coexistence equilibrium exists, it is also unique and given as (n1a, n1d, n2) where
n1a =
C(κµ+ σ)(λ2 − λ1) + Cpσ(µ− λ2) + (κµ+ σ)τ(λ2 − µ)
τ(Cpσ − (κµ+ σ)τ) ,
n1d =
pC(λ2 − λ1)
(
C(κµ+ σ)(λ2 − λ1) + Cpσ(µ− λ2) + (κµ+ σ)τ(λ2 − µ)
)
τ(Cpσ − (κµ+ σ)τ)2 ,
n2 =
C(κµ+ σ)(λ2 − λ1) + Cpσ(µ− λ2) + (κµ+ σ)τ(λ1 − µ)
−τ(Cpσ − (κµ+ σ)τ) ,
(2.7)
The proof of Lemma 2.2, as well as the one of all other assertions in this section, will be carried out
in Section 4.1. In the proof of Lemma 2.2, we will point out that the condition (2.5) implies implies
that τ < Cpσκµ+σ , ie. the intensity τ of HGT is relatively small, whereas the condition (2.6) implies that
τ > Cpσκµ+σ , ie. HGT is comparably strong, see Lemma 4.1 below.
In fact, both (2.5) and (2.6) imply λ1 > µ, and thus coexistence with an HGT-receiving trait being
individually unfit is not possible, see Corollary 2.3 below. Coexistence with λ1 > µ ≥ λ2 is not
excluded: condition (2.6) can be satisfied with λ2 ≤ µ if the other parameters are suitably chosen.
Corollary 2.3. Condition (2.5) implies λ1 > µ, and the same holds for condition (2.6).
2.2.2. Stability of equilibria. After understanding under what conditions the coexistence equilibrium
exists, let us analyse the stability of the equilibria of the dynamical system (2.1) in case λ1 > µ. Our
main result regarding this is the following proposition, the proof of which can be found in Section 4.2.
Proposition 2.4. Assume that max{λ1, λ2} > µ and that none of the inequalities of (2.5) (or equiv-
alently, (2.6)) is satisfied with an equality. Then, the stability of the equilibria of the dynamical system
(2.1) is given according to Table 1.
Remark 2.5. Proposition 2.4 provides no assertion about the stability of the coexistence equilibrium
(n1a, n1d, n2) under the assumption (2.6), although we expect that this equilibrium is asymptotically
stable. Our main convergence results about the dynamical system (2.1) below, namely Proposition 5.4
and Lemma 6.4, imply a certain global stability property of this equilibrium, namely that the domain
of attraction of the equilibrium is not contained in any proper affine linear subspace of R3. Now, the
methods used for our analysis of the same equilibrium under the assumption (2.5) imply that under
(2.6), the Jacobi matrix corresponding to (2.1) at this equilibrium has negative trace and negative
determinant, see Remark 4.2 for further details. Hence, the number of its eigenvalues with negative
real parts must be equal to 1 or 3. If we knew that the equilibrium (n1a, n1d, n2) was hyperbolic (ie.
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Inequalities satis-
fied
(0, 0, 0) (0, 0, λ2−µC ) (n¯1a, n¯1d, 0) (n1a, n1d, n2)
(2.5) unstable asp. stable asp. stable unstable
Second ineq. of
(2.5) and first
ineq. of (2.6)
unstable λ2 > µ⇒ unstable,
λ2 ≤ µ ⇒ equals
(0, 0, 0)
asp. stable @
(2.6) unstable λ2 > µ⇒ unstable,
λ2 ≤ µ ⇒ equals
(0, 0, 0)
unstable —
First ineq. of (2.5)
and second ineq. of
(2.6)
unstable asp. stable λ1 > µ⇒ unstable,
λ1 ≤ µ ⇒ equals
(0, 0, 0)
@
Table 1. Stability of coordinatewise nonnegative equilibria of the dynamical system
(2.1) apart from the boundary cases. Here, ‘—’ means ‘no assertion is provided’.
that all eigenvalues have nonzero real parts), then the aforementioned global stability properties of the
equilibrium would be sufficient to exclude that there is only one eigenvalue with negative real parts,
and hence we could conclude that the equilibrium is asymptotically stable. However, we are not able
to exclude the critical (non-hyperbolic) case that the Jacobi matrix has a conjugate pair of purely
imaginary eigenvalues, in which case the stability of the equilibrium with respect to the system (2.1)
need not be the same as for the linearized variant of the system around (n1a, n1d, n2). After all, the
missing assertion about the local stability of (n1a, n1d, n2) under condition (2.6) is not needed for our
analysis of invasion dynamics.
In order to give a better intuition to the reader about the four different parameter regimes described
in Proposition 2.4, in Section A (contained in the appendix) we present concrete examples belonging
to these regimes, which we obtain via keeping all parameters but τ, λ1, λ2 fixed and altering only these
three parameters. While condition (2.5) implies λ1 > λ2 and the one (2.6) implies λ2 > λ1, in the
other two cases both λ1 > λ2 and λ2 ≥ λ1 are possible, which will be justified by concrete choices of
parameters in Section A. We continue with the interpretation of the four regimes.
Remark 2.6. The interpretation of the four cases included in Table 1 is the following, which we will
later make rigorous during the analysis of our stochastic individual-based model in the limit K →∞.
We tacitly disregard the cases where one of the inequalities in (2.5) (or equivalently, (2.6)) is satisfied
with an equality. We mark the four regimes by the notation (D&H)i, i ∈ {1, 2, 3, 4}, introduced in
Section 1.
(D&H)1 If (2.5) holds, we have unstable coexistence of traits 1 and 2. This corresponds to founder
control: for large population sizes, the probability that a mutant of one trait can invade a
population of the other trait living in equilibrium tends to zero.
(D&H)2 In the second case, trait 2 is relatively unfit (or even individually absolutely unfit, in the sense
that λ2 ≤ µ) and HGT is weak enough not to compensate this disadvantage. Thus, trait 2
cannot invade trait 1 but the other way around, where trait 1 will even fixate (the population
size will approach the equilibrium (n¯1a, n¯1d, 0) after rescaling by K) and make population 2
become extinct with positive limiting probability. All these statements are valid with high
probability as K →∞.
(D&H)3 If (2.6) holds, we have stable coexistence; even though we are not able to show that
(n1a, n1d, n2) is asymptotically stable, in Sections 5.2 and 6.2 we will see that it exhibits
strong non-local attracting properties. Both traits are able to invade the other one, but none
10 JOCHEN BLATH AND ANDRA´S TO´BIA´S
of them is able to fixate and make the other one go extinct; instead, starting with a resi-
dent population of equilibrium size from one trait and a single mutant of the other one, with
asymptotically positive probability the rescaled population size process will converge to the
coexistence equilibrium (n1a, n1d, n2).
(D&H)4 In the fourth case, the HGT is strong or trait 2 is individually fitter than in the previous
case. The result of this is that a mutant of trait 1 cannot invade a population of trait 2
of equilibrium size. In contrast, a mutant of trait 2 can invade a trait 1 population and
even fixate (the population size will reach the equilibrium (0, 0, n¯2) after rescaling by K) with
asymptotically positive probability, making trait 1 become extinct.
The reader may wonder whether in the second and in the third case, the one-type equilibria that
are claimed to be asymptotically stable actually have a positive coordinate. This is indeed the case,
which is shown by the following lemma.
Lemma 2.7. The following assertions hold.
(i) If the first inequality of (2.5) and the second inequality of (2.6) hold with λ1 > µ, then λ2 > µ.
(ii) If the first inequality of (2.6) and the second one of (2.5) hold with λ2 > µ, then λ1 > µ.
Lemma 2.7 together with Corollary 2.3 and Lemma 4.1 will guarantee that an individually unfit trait
cannot make an individually fit one extinct, hence there is no evolutionary suicide (cf. [BCFMT18,
Section 7] or [CMT19, Section 1]) in our model. The proof of Lemma 2.7 can also be found in
Section 4.2.
2.3. Heuristics of invasion and fixation. We now return to the analysis of the stochastic
individual-based model that we introduced in Section 2.1. Assume now that K is large and that
for some i, j ∈ {1, 2}, i 6= j, there exists a monomorphic resident population of trait i close to its
equilibrium population size after rescaling by K, where we assume that trait i is individually fit (i.e.,
λi > µ), and a single mutant of trait j. The question is now whether an invasion of mutants is
possible, i.e., whether the mutants are able to reach a population size of order K with a probability
that stays bounded away from zero as K → ∞. We expect the following to hold. As long as the
mutant population is small but not (yet) extinct, it essentially only feels competition from the active
resident population. Thus, since during the time until its extinction or growth to size of order K the
resident population stays close to its equilibrium with high probability, the mutant population can be
approximated by a linear branching process (which is two-type if j = 1), similarly eg. to the setting
of [CCLS17, CCLLS19, BT19]. This phase ends either with the extinction of the mutant population
(after O(1) time units) or with the mutant population reaching a size of order of K, which takes of
order logK time units. Given that our three-dimensional population size process reaches a state where
all sub-populations are of order K, rescaled by K it can be approximated by the limiting dynamical
system (2.1). Now, our aim is to show that the population process hits a state that converges to
an initial condition of the dynamical system such that starting from this point, the solution of the
system converges to the corresponding single stable equilibrium. This second, ‘mean-field’ or ‘Lotka–
Volterra’ phase takes O(1) time. Finally, in case this stable equilibrium is not the coexistence one but
the monomorphic one of trait j, fixation occurs: after an additional time of order logK the trait i
population becomes extinct with high probability. Here, the mutant population stays close to equilib-
rium, and the resident one can be approximated by a branching process, which is now subcritical. In
fact, this branching process is the same as the one corresponding to the mutants in the first phase of
invasion in case the roles of i and j are interchanged. This third phase does not take place if we have
stable coexistence.
To be more precise, depending on the stability of equilibria, we expect the following invasion dy-
namics:
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(1) In case (n1, n1d, n2) exists but it is unstable, invasion of trait j is impossible. The mutant
population becomes extinct in O(1) time with high probability and the resident population
stays close to equilibrium. This corresponds to founder control.
(2) In case (n1, n1d, n2) exists and is asymptotically stable, invasion of trait j is possible, and the
population size process reaches a state with high probability from which the solution of the
dynamical system converges to this stable equilibrium. In particular, with high probability,
fixation does not occur.
(3) In case there is no coexistence equilibrium and the one-trait equilibrium of the mutant trait j
is asymptotically stable, invasion and fixation of trait j is possible.
(4) In case there is no coexistence equilibrium and the one-trait equilibrium of the resident trait i
is asymptotically stable, invasion of trait j is impossible. The mutant population goes extinct
in O(1) time with high probability, while the resident population stays close to equilibrium.
In particular, we expect, similarly to [CCLS17, CCLLS19, BT19], that the three (respectively two)
phases of invasion are consistent in the sense that the possibility of invasion and fixation is in one-
to-one correspondence with the local stability landscape of the dynamical system (2.1). To be more
precise, we will see that, apart from the critical case, a trait is able to invade if its invasion fitness is
positive and it is able to fixate if and only if the invasion fitness of the other trait is negative. See
Remark 2.9 for the notion and properties of invasion fitness.
Let us now convince ourselves that the behaviour of the approximating branching process is in
correspondence with the one of the local stability portrait of (2.1). If trait 1 is resident with λ1 > µ
and trait 2 is mutant, this branching process is defined as a continuous time Markov chain (N̂2(t))t≥0
with state space N0, assuming that 0 is an absorbing state, and with the following rates for n ∈ N:
• n→ n+ 1 at rate λ2 + τ n¯1a (reproduction of mutants from birth or HGT to the residents),
• n→ n− 1 at rate µ+ Cn¯1a (death of mutants by age or competition with the residents).
This branching process is supercritical, i.e., its birth (n → n + 1) rate is higher than its death
(n→ n− 1) rate if and only if
λ̂ := λ2 − µ− (C − τ)λ1 − µ
C
κµ+ σ
κµ+ (1− p)σ > 0, (2.8)
where we used the definition of n¯1a from (2.3). Using elementary operations, we conclude that this
condition is equivalent to
λ1 − µ > Cpσ(λ2 − µ)
τ(κµ+ σ)
+
C
τ
(λ1 − λ2), (2.9)
which is the second inequality in (2.6). Further, in case trait 2 is initially resident and 1 is mutant,
and the only stable equilibrium of the system (2.1) is (n¯1a, n¯1d, 0), then the same branching process
approximates the trait 2 population in the last, third phase of invasion. Hence, this branching process
is subcritical in case the strict reverse inequality of (2.9) holds, i.e.,
λ1 − µ < Cpσ(λ2 − µ)
τ(κµ+ σ)
+
C
τ
(λ1 − λ2). (2.10)
The extinction probability of the branching process (N̂2(t))t≥0 is defined as
q2 = P
(∃t <∞ : N̂2(t) = 0∣∣N̂2(0) = 1). (2.11)
Then we have q2 = 1 if the process is not supercritical. Else, q2 equals the unique fixed point of the
probability generating function of the branching process in (0, 1), that is, q2 is the unique solution of
the quadratic equation
(λ2 + τ n¯1a)s
2 + (−λ2 − (τ + C)n¯1a)s+ Cn¯1a = 0
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being different from 1. That is,
q2 =
(λ2 + τ n¯1a)−
√
(λ2 + (τ + C)n¯1a)2 − 4Cn¯1a(λ2 + τ n¯1a)
2(λ2 + τ n¯1a)
. (2.12)
If trait 2 is resident and trait 1 is mutant, the branching process approximating the mutants in
the first phase is two-type; it is given as a continuous time Markov chain ((N̂1a(t), N̂1d(t)))t≥0 with
state space N0 × N0, assuming that (0, 0) is an absorbing state, and with the following rates for
(n,m) ∈ N0 × N0 \ {(0, 0)}:
• (n,m)→ (n+ 1,m) at rate λ1 (reproduction of active mutants from birth),
• (n,m)→ (n−1,m) at rate µ+C(1−p)n¯2 + τ n¯2 (death of active mutants by age, competition
with the residents or HGT from the residents),
• (n,m) → (n − 1,m + 1) at rate Cpn¯2 (competition-induced switching of active mutants to
dormancy),
• (n,m)→ (n,m− 1) at rate κµ (natural death of dormant mutants),
• (n,m)→ (n+ 1,m− 1) at rate σ (resuscitation of dormant mutants).
Using standard results of the theory of multitype branching processes [AN72, Section 7.2], this process
is supercritical, i.e., its probability of going extinct is less than one, if and only if the following mean
matrix has a positive eigenvalue:
J =
(
λ1 − µ− (λ2 − µ)− τC (λ2 − µ) p(λ2 − µ)
σ −κµ− σ
)
. (2.13)
The determinant of this matrix is
det J = −(λ1 − λ2 − τ
C
(λ2 − µ)
)
(κµ+ σ)− pσ(λ2 − µ).
This is negative if and only if
C
τ
(λ1 − λ2) + Cpσ(λ2 − µ)
τ(κµ+ σ)
> λ2 − µ, (2.14)
which is the first inequality in (2.6). Under this condition, the matrix clearly has a positive eigenvalue.
On the other hand, if the determinant is not negative, then there is no positive eigenvalue. Indeed,
if the determinant was nonnegative but there was a positive eigenvalue, than the trace of the matrix
would also be nonnegative, in other words, we would have
λ1 − λ2 − τ
c
(λ2 − µ) ≥ κµ+ σ.
But this would imply that det J ≤ −(κµ+σ)2−pσ(λ2−µ) < 0, which would contradict the assumption
that det J ≥ 0. We conclude that the branching process is supercritical if and only if (2.14) is satisfied.
Moreover, in case trait 1 is initially resident and 2 is mutant, and the only stable equilibrium of the
system (2.1) is (0, 0, n¯2), then the same two-type branching process approximates the trait 1 population
in the last, third phase of invasion. Hence, this branching process is subcritical in case the strict reverse
inequality of (2.14) holds, that is,
C
τ
(λ1 − λ2) + Cpσ(λ2 − µ)
τ(κµ+ σ)
< λ2 − µ. (2.15)
Note that the largest eigenvalue of J is given as
λ˜ =
1
2C
(
− α˜+
√
α˜2 − 4(−C2(κµ+ σ)(λ1 − λ2)− C2pσ(λ2 − µ) + C(κµ+ σ)τ(λ2 − µ)
)
(2.16)
where
α˜ = C(κµ+ σ)− C(λ1 − λ2) + (λ2 − µ)τ.
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Further, we identify the extinction probabilities of the branching process ((N̂1a(t), N̂1d(t)))t≥0 as fol-
lows. We define
q1 = P
(∃t <∞ : N̂1a(t) + N̂1d(t) = 0∣∣(N̂1a(0), N̂1d(0)) = (1, 0)). (2.17)
Thanks to [AN72, Section 7], if the process is not supercritical, then q1 = 1. Else, q1 is the first
coordinate of the unique solution of the system of equations
λ1(s
2
a − sa) + p(λ2 − µ)(sd − sa) + (µ+ C
(
(1− p) + τ
C
)
(λ2 − µ))(1− sa) = 0,
σ(sa − sd) + κµ(1− sd) = 0,
(2.18)
in [0, 1]2 \{(1, 1)}, while the second coordinate of the same solution is the extinction probability given
that the branching process is started from (0, 1).
Remark 2.8. It follows from the observations of this section that the eigenvalues λ̂ and λ˜ have opposite
signs, in particular, λ̂ = 0 if and only if λ˜ = 0, i.e., if one of the branching processes (N̂2(t))t≥0 and
((N̂1a(t), N̂1d(t)))t≥0 is critical, then so is the other one. Hence, λ˜ 6= 0 implies that either (2.14) or
(2.15) holds, further, either (2.9) or (2.10) is satisfied. We will use this throughout the paper in order
to simplify the notation.
Remark 2.9. The invasion fitness of a mutant individual in a one-trait resident population living
in equilibrium is the initial growth rate of the mutant population [CMT19, Section 1]. In case of a
single-coordinate mutant population, the growth rate is to be understood as the difference between
the initial birth rate and the initial death rate. From this we easily conclude that the invasion fitness
of a mutant of trait 2 against a two-coordinate resident population of trait 1 close to the equilibrium
population size (n¯1a, n¯1d) is
S(2; 1) = λ2 − µ− Cn¯1a + τ n¯1a = λ2 − µ− (C − τ)(λ1 − µ) κµ+ σ
κµ+ (1− p)σ = λ̂, (2.19)
which is the birth rate plus the initial HGT rate minus the death rate minus the rate of death by
competition for the approximating branching process (N̂2(t))t≥0. In case the mutant population is
given by a multi-type linear branching process, it follows from [AN72, Section 7] that the mean growth
rate of the population is the Lyapunov exponent of the corresponding mean matrix. This equals
S(1; 2) = λ˜
for the branching process ((N̂1a(t), N̂1d(t)))t≥0 approximating the trait 1 mutant population shortly
after time 0 in case of a trait 2 resident population close to its equilibrium. Hence, we can rightfully
call the expression S(1; 2) the corresponding invasion fitness. Note that in this case, the total mutant
population size process (N̂1a(t) + N̂1d(t))t≥0 is typically not Markovian.
We see that apart from the critical case λ̂ = λ˜ = 0, for i, j ∈ {1, 2}, i 6= j, a mutant of trait i can
invade a resident population of trait j living in equilibrium if and only if S(i; j) > 0, and in this case,
fixation of trait i is possible if and only if S(j; i) < 0, else, there is stable coexistence between the two
traits. This aligns with the observations of [B20, Section 3] about invasion fitnesses of one-coordinate
populations.
Summarizing, we see a consistency between the stability of equilibria of (2.1) and the properties of
the approximating branching processes as explained above. How precisely these branching processes
approximate our population process will be explained during the proofs of our main results, which
will be carried out in Sections 5 and 6.
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2.4. Statement of results. Recall that trait 1 has a dormant state, whereas 2 has no such state,
but it can transfer trait 1 individuals into trait 2 ones via HGT. Making the heuristics of Section 2.3
precise, we present the following main results, which describe the fate of a mutant of trait 2 in a
population of trait 1 living in equilibrium, respectively (in case trait 2 is fit) the fate of an active
mutant of trait 1 in a population of trait 2 in equilibrium. (Given this, the case when initially there
is a dormant mutant instead of an active one can be handled analogously to [BT19, Section 3.3].) We
assume all the time that λ1 > µ.
For β > 0 define the ‘fixation sets’
S2β = {0} × {0} × [n¯2 − β, n¯2 + β], (2.20)
S1β = [n¯1a − β, n¯1a + β]× [n¯1d − β, n¯1d + β]× {0}. (2.21)
Further, we define the ‘coexistence set’
Scoβ = [n1a − β, n1a + β]× [n1d − β, n1d + β]× [n2 − β, n2 + β] (2.22)
in case (n1a, n1d, n2) exists as a coordinatewise positive equilibrium. These are the closures of open
`∞-neighbourhoods of the equilibria (0, 0, n¯2), (n¯1a, n¯1d, 0) respectively (n1a, n1d, n2). Next, we define
a stopping time at which NKt reaches these sets, respectively:
TSiβ
= inf{t > 0: NKt ∈ Siβ}, i ∈ {1, 2, co}, (2.23)
where we put TScoβ = ∞ if (n1a, n1d, n2) does not exist as a coordinatewise positive equilibrium.
Moreover, we define the first time when the rescaled mutant population size reaches a threshold x ≥ 0
(from below or above):
T 2x := inf{t > 0: KNK2,t = bxKc} (2.24)
(in case trait 2 is the mutant) respectively
T 1x := inf{t > 0: NK1a,t +NK1d,t = bxKc}. (2.25)
Let us now describe the invasion and fixation dynamics of a single mutant of trait 2 in a population
of trait 1 living close to equilibrium. We disregard the critical cases when in one of the inequalities in
(2.6) the corresponding equality holds. First, we derive the limiting probability of a successful invasion.
In case this is positive, we also provide the asymptotic time until fixation respectively reaching the
coexistence equilibrium.
Theorem 2.10. Assume that λ1 > µ, (N
K
1a(0), N
K
1d(0)) →K→∞ (n¯1a, n¯1d) and N
K
2 (0) =
1
K .
(1) Assume that (2.10) holds. Then, for all x > 0 we have
lim
K→∞
P
(
T 2x < T
2
0
)
= 0.
(2) Assume that (2.9) holds. Then,
• if (2.14) holds, then for all sufficiently small β > 0 we have
lim
K→∞
P
(
TScoβ < T
2
0 ∧ TS2β
)
= 1− q2, (2.26)
and on the event {TScoβ < T 20 ∧ TS2β},
lim
K→∞
TScoβ
logK
=
1
λ̂
, (2.27)
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• whereas if (2.15) holds, then for all sufficiently small β > 0, we have
lim
K→∞
P
(
TS2β
< T 20
)
= 1− q2, (2.28)
and on the event {TS2β < T
2
0 },
lim
K→∞
TS2β
logK
=
1
λ̂
− 1
λ˜
. (2.29)
Recall that if (2.14) holds, then λ̂ > 0, whereas if (2.10) holds, then λ˜ < 0. These guarantee that the
right-hand sides of (2.27) and (2.29) are positive under the corresponding conditions of Theorem 2.10.
The difference of the form of (2.27) and (2.29) is that the second (Lotka–Volterra) phase of invasion
takes O(1) time units but afterwards, if there is no stable coexistence, the extinction of the resident
population (and its approximating subcritical branching process) will take an order of logK time.
Next, we show that in case of an unsuccessful invasion, with high probability, the extinction takes
a sub-logarithmic time (in particular, the extinction happens during the first phase of the invasion),
and at the time of extinction the resident population is close to its equilibrium population size. In the
following theorem, ‖ · ‖ denotes the Euclidean norm on R3, which could certainly also be replaced by
any other fixed norm.
Theorem 2.11. Under the assumptions of Theorem 2.10, on the event {T 20 < TScoβ ∧ TS2β},
lim
K→∞
T 20
logK
= 0 (2.30)
and
1{T 20<TScoβ ∧TS2β }
∥∥∥NKT 20 − (n¯1a, n¯1d, 0)∥∥∥ −→K→∞ 0, (2.31)
both in probability.
Next, we derive similar results for the case when trait 2 is individually fit and trait 1 tries to invade
it. The corresponding analogue of Theorem 2.10 is given as follows.
Theorem 2.12. Assume that λ2 > µ, (N
K
1a(0), N
K
1d(0)) = (
1
K , 0), and N
K
2 (0) −→
K→∞
n¯2.
(1) Assume that (2.15) holds. Then, for all x > 0 we have
lim
K→∞
P
(
T 1x < T
1
0
)
= 0.
(2) Assume that (2.14) holds. Then,
• in case (2.9) holds, then for all sufficiently small β > 0, we have
lim
K→∞
P
(
TScoβ < T
1
0 ∧ TS1β
)
= 1− q1, (2.32)
and on the event {TScoβ < T 10 ∧ TS1β},
lim
K→∞
TScoβ
logK
=
1
λ˜
, (2.33)
• whereas in case (2.10) holds, then for all small enough β > 0, we have
lim
K→∞
P
(
TS1β
< T 10 ∧ TScoβ
)
= 1− q1, (2.34)
and on the event {TS1β < T
1
0 ∧ TScoβ },
lim
K→∞
TS1β
logK
=
1
λ˜
− 1
λ̂
. (2.35)
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Finally, the analogue of Theorem 2.11 is the following.
Theorem 2.13. Under the assumptions of Theorem 2.12, we have that on the event {T 10 < TScoβ ∧TS1β},
lim
K→∞
T 10
logK
= 0 (2.36)
and
1{T 10 < TScoβ ∧ TS1β}
∥∥∥NKT 10 − (0, 0, n¯2)∥∥∥ −→K→∞ 0, (2.37)
both in probability.
Recall that if (2.9), then λ˜ > 0, whereas if (2.15) holds, then λ̂ < 0. Thanks to these facts, the
right-hand sides of (2.33) and (2.35) are positive if the corresponding conditions of Theorem 2.12 are
satisfied. The proof of Theorems 2.10, 2.11, 2.12 and 2.13 will be carried out in Section 5.
3. Special cases: only HGT and only dormancy
In this section we discuss special cases of our model. In Section 3.1 we investigate the case when
there is only HGT but no dormancy in the system, whereas in Section 3.2 we analyse the case when
there is only competition-induced dormancy but no HGT. In the latter two sections, we omit the
proofs because they can be obtained as special cases of the ones in Sections 4–6.
3.1. The dormancy-free case with HGT. In the special case p = 0 when trait 1 exhibits no
dormancy, the dormant coordinate of trait 1 can be ignored, This leads to the limiting dynamical
system
dn1,t
dt
= n1,t
(
λ1 − µ− Cn1,t − Cn2,t − τn2,t
)
,
dn2,t
dt
= n2,t
(
λ2 − µ− Cn1,t − Cn2,t + τn1,t
)
,
(3.1)
with some competition parameter C > 0. Using the terminology of [B20, Section 1.1], this is a Lotka–
Volterra system with constant intraspecific competition, but with an antisymmetric relation between
the two traits: the interaction between the two traits is less disadvantageous for trait 2 than for trait
1. As long as λ1 > µ and τ < C, this interaction is still disadvantageous also for trait 2, hence the
Lotka–Volterra system is competitive. Else if λ1 > µ but τ ≥ C, the interaction is disadvantageous
for trait 1 but beneficial for trait 2, which yields a host-parazite or pray-predator type interaction
between trait 1 and trait 2.
Let us recall the equilibrium n¯2 =
(λ2−µ)∨0
C , and let us denote the analogous one-type equilibrium
(λ1−µ)∨0
C of trait 1 by n¯1. It is straightforward to derive that the system (3.1) exhibits a coexistence
equilibrium (n1, n2) with two positive coordinates if and only if
(λ2 − µ) < C
τ
(λ1 − λ2) < λ1 − µ. (3.2)
This chain of inequalities clearly implies λ1 > λ2, and from this it follows that it also implies λ1 > µ.
Again, λ2 ≤ µ (i.e., trait 2 being individually unfit) is possible under conditon (3.2). In case (3.2)
holds, the coexistence equilibrium is unique and given as
n2 =
λ1 − µ− Cτ (λ1 − λ2)
τ
,
n1 =
µ− λ2 + Cτ (λ1 − λ2)
τ
.
(3.3)
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If (3.2) holds, then elementary computations imply that (n1, n2) is asymptotically stable, whereas
all other equilibria, namely (0, 0), (n¯1, 0), and (0, n¯2), are unstable. (Note that here, a straight-
forward proof by linearization implies that (n1, n2) is locally asymptotically stable, unlike for the
three-dimensional system (2.1).) Else if
(λ2 − µ) < C
τ
(λ1 − λ2) > λ1 − µ (3.4)
holds with λ1 > µ, (0, n¯2) is asymptotically stable, whereas (0, 0) and (0, n¯2) are unstable. Else if
(λ2 − µ) > C
τ
(λ1 − λ2) < λ1 − µ (3.5)
holds with λ2 > µ, (0, n¯1) is asymptotically stable, whereas (0, 0) and (n¯1, 0) are unstable. Else if
(λ2 − µ) > C
τ
(λ1 − λ2) > λ1 − µ, (3.6)
(0, 0) is unstable and both (n¯1, 0) and (0, n¯2) are asymptotically stable. Based on this and using the
methods of Sections 5 and 6, one can derive that if at least one of the conditions (3.2), (3.4), (3.5),
and (3.6) holds (i.e., if all equilibria of (3.1) are hyperbolic), then none of the approximating branching
processes defined analogously to Section 2.3 is critical, and the following assertions hold:
(1) If (3.2) holds, then both traits can invade the other one but none of them can fixate. Starting
from a resident population of one trait and a single mutant of the other, the system will con-
verge with asymptotically positive probability as K →∞ to the stable coexistence equilibrium
(n1, n2). This is the analogue of the case when (2.6) holds if trait 1 exhibits dormancy.
(2) If (3.5) holds, then trait 1 can invade trait 2 and even fixate with asymptotically positive
probability, whereas with high probability, trait 2 cannot invade trait 1. This corresponds to
the case when (2.15) and (2.9) hold.
(3) If (3.4) holds, then the previous sentence is true with traits 1 and 2 interchanged. This is
analogous to the case when (2.14) and (2.10) hold.
(4) If (3.6) holds, then with probability tending to 1 as K → ∞, none of the two traits can
invade the other. This is the case of founder control, which corresponds to the case (2.5)
in case trait 1 exhibits competition-induced dormancy. However, there is a major difference:
under the assumption (2.5), the coexistence equilibrium (n1a, n1d, n2) exists as a coordinatewise
positive (but unstable) equilibrium, whereas under condition (3.6), there exists no coexistence
equilibrium.
What remains to analyse are the critical cases when one of the inequalities of (3.2) is true with the
inequality replaced by an equality, which we defer to later work.
An important conclusion of this discussion is that coexistence is possible in this two-dimension model
with HGT also in the case of constant competition, unlike in the setting studied in [BCFMT18]. In
Figure 1 we depict the phase diagram of the system (3.1) in some cases when the (stable) coexistence
equilibrium (n1, n2) exists, including a case when λ2 < µ and also examples where the Jacobi matrix
around (n1, n2) has complex eigenvalues.
3.2. The HGT-free case with dormancy. Using the notation of Section 2, the special case τ = 0
of no HGT leads to the dynamical system
dn1a(t)
dt
= n1a(t)
(
λ1 − µ− C(n1a(t) + n2(t))
)
+ σn1d(t),
dn1d(t)
dt
= pCn1a(t)(n1a(t) + n2(t))− (κµ+ σ)n1d(t),
dn2(t)
dt
= n2(t)
(
λ2 − µ− C(n1a(t) + n2(t))
)
.
(3.7)
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Figure 1. Different cases of stable coexistence with HGT. The x axis shows the trait
1 and the y axis the trait 2 population size. (A) λ1 = 5, λ2 = 3, µ = 2, C = τ = 1:
trait 2 is individually fit and the coexistence condition (3.2) holds. Then, (0, 0) is a
source, the one-trait equilibria of traits 1 and 2 are saddle points and (n1, n2) = (1, 1)
is a sink. (B) The same parameters but C altered to 0.9: the only qualitative change
is that (n1, n2) is now a stable focus. (C) λ1 = 5, λ2 = 1, µ = 2, C = 1, τ = 2: trait
2 is individually unfit but the coexistence condition (3.2) holds. (0, 0) is now a saddle
point as well as the one-trait equilibrium of trait 1, whereas the single-trait equilibrium
of trait 2 is not included in the positive orthant. The coexistence equilibrium (n1, n2)
is again a stable focus.
Here, the competition between the two traits is equally disadvantageous for the two traits, whereas
trait 1 benefits from competition-induced dormancy. The main result of our previous paper [BT19] is
that under the condition
λ2 − λ1 < p(λ2 − µ) σ
κµ+ σ
, λ1 > µ, λ2 > µ, (3.8)
the one-trait equilibrium (n¯1a, n¯1d, 0) of trait 1 is asymptotically stable, whereas the one-trait equi-
librium (0, 0, n¯2) of trait 2 and the equilibrium (0, 0, 0) are unstable, and trait 1 can invade trait 2
with asymptotically positive probability as K → ∞. Our main motivation in [BT19] was to show
that invasion of trait 1 is possible in some cases when trait 2 has a higher reproduction rate (which
is possible under condition (3.8)), which is excluded in the case p = 0 of no dormancy and constant
competition. Hence, we did not treat any case where λ1 ≥ λ2, however, since we showed that invasion
and fixation of trait 1 is possible in some cases when λ2 > λ1, the same assertion follows in the case
λ1 ≥ λ2 by a simple coupling argument. We did not consider the case when (3.8) does not hold and we
did not tell about the invasion of trait 2 against trait 1. Since these cases can also be handled with the
methods of Sections (4)–(6), let us describe the landscape of invasion and fixation in all non-critical
cases that were not included in [BT19].
If (3.8) holds, then, not surprisingly, a mutant of trait 2 trying to invade a resident population of
trait 1 will go extinct (already during the first phase of invasion) with high probability as K →∞. In
contrast, in case (3.8) does not hold but instead we have
λ2 − λ1 > p(λ2 − µ) σ
κµ+ σ
, λ1 > µ, λ2 > µ, (3.9)
then (0, 0, n¯2) is asymptotically stable, whereas (n¯1a, n¯1d, 0) and (0, 0, 0) are unstable. In this case,
trait 2 can invade trait 1 and it can also fixate, with asymptotically positive probability, whereas with
probability tending to one, trait 1 cannot invade trait 2. Note that all these assertions can easily be
derived as special cases of the main results of the present paper. They are also not surprising given
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the results of [BT19], but they cannot be proven with the methods of that paper, especially handling
the second phase of invasion of trait 2 against trait 1 requires additional arguments, which can be
chosen analogously to Section 5.2.
In absence of HGT, λi ≤ µ will lead to an extinction of the trait i population in O(1) time with high
probability as K →∞. Further, also in the case λ1, λ2 > µ there is no coexistence; founder control is
also excluded apart from the boundary case when neither (3.8) nor (3.9) holds, which is the only case
when (n¯1a, n¯1d, 0) and (0, 0, n¯2) are non-hyperbolic given that both traits are fit. This critical case
requires further analysis, which we defer to later work.
Note that since p > 0, σ, µ > 0 and κ ≥ 0, (3.9) with λ1, λ2 > µ always implies that λ2 > λ1. That
is, trait 2, which lacks dormancy, can only invade trait 1 if it has a strictly higher birth rate than
trait 1, and the difference must even be bounded away from zero (where the bound depends on the
parameters). This is certainly not the case for τ > 0 where invasion of trait 2 can occur even in the
case λ1 > µ ≥ λ2.
Finally, let us also note that in the model of the present paper with HGT and dormancy, the
condition (2.5) of founder control and unstable coexistence implies condition (3.8). This means that a
positive but not very high amount of HGT can give rise to founder control in some cases where trait
1 would dominate trait 1 for τ = 0.
4. Preliminaries: existence and stability of equilibria
4.1. Existence of a coexistence equilibrium. This section is devoted to the proof of the results
of Section 2.2.1. We first verify Lemma 2.2.
Proof of Lemma 2.2. Assume that (n1a, n1d, n2) is a coexistence equilibrium. Making all the three
equations of (2.1) equal to zero and using that none of the coordinates is zero, we arrive at the
following characterization of the coexistence equilibrium (cf. (2.7)).
n1a =
C(κµ+ σ)(λ2 − λ1) + Cpσ(µ− λ2) + (κµ+ σ)τ(λ2 − µ)
τ(Cpσ − (κµ+ σ)τ) ,
n1d =
pC(λ2 − λ1)
(
C(κµ+ σ)(λ2 − λ1) + Cpσ(µ− λ2) + (κµ+ σ)τ(λ2 − µ)
)
τ(Cpσ − (κµ+ σ)τ)2 ,
n2 =
C(κµ+ σ)(λ2 − λ1) + Cpσ(µ− λ2) + (κµ+ σ)τ(λ1 − µ)
−τ(Cpσ − (κµ+ σ)τ) ,
(4.1)
which already implies that there is at most one coexistence equilibrium. In particular,
n1d =
pC(λ2 − λ1)
Cpσ − (κµ+ σ)τ n1a.
Therefore, in order to have positivity of both n1a is n1d, one of the following conditions has to be
satisfied:
(1) λ2 > λ1 and τ <
Cpσ
κµ+σ .
(2) λ1 > λ2 and τ >
Cpσ
κµ+σ .
In case the first condition is satisfied, both the numerator and the denominator of the expression for
n1a in (4.1) are positive. Hence, the denominator of the expression for n2 is negative, and hence the
numerator of the expression has also to be negative, which holds if and only if condition (2.5) holds
(which in particular implies that λ2 > λ1).
Similarly, if the second condition is satisfied, then both the numerator and the denominator of n1a
in (4.1) are negative. Therefore, the denominator of the expression for n2 is positive, which implies
that the numerator must also be positive, which is equivalent to condition (2.6) (which in particular
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implies that λ1 > λ2). We conclude that a coexistence equilibrium exists if and only if either (2.5)
holds and τ < Cpσκµ+σ or (2.6) holds and τ >
Cpσ
κµ+σ . Hence, the proof of Lemma 2.2 is finished as soon
as we have verified the following lemma. 
Lemma 4.1. Assume λ1 > µ. Then, (2.5) implies τ <
Cpσ
κµ+σ and (2.6) implies τ >
Cpσ
κµ+σ .
Proof. We first show that if λ1 > µ, then the expression
Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) (4.2)
appearing both in (2.5) and (2.6) is positive under either of these equations. Indeed, if (2.5) holds,
then this positivity is clear from the second inequality of (2.5). On the other hand, it is true in general
that (4.2) equals
C
τ
κµ+ (1− p)σ
κµ+ σ
[
(λ1 − µ) κµ+ σ
κµ+ (1− p)σ − (λ2 − µ)
]
,
which is clearly positive if λ1 > µ and (2.6) holds, since in this case λ1 > λ2 also holds.
Let us first assume for a contradiction that (2.5) holds with λ1 > µ, in particular λ2 > λ1, but
τ ≥ Cpσκµ+σ . Then, using the positivity of (4.2), we can estimate
Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) = Cpσ
τ(κµ+ σ)
(
λ2 − µ+ κµ+ σ
pσ
(λ1 − λ2)
)
≤ λ2 − µ+ κµ+ σ
pσ
(λ1 − λ2)
= −κµ− (1− p)σ
pσ
(λ2 − µ) + κµ+ σ
pσ
(λ1 − µ)
=
κµ+ (1− p)σ
pσ
(
− (λ2 − µ) + (λ1 − µ) κµ+ σ
κµ+ (1− p)σ
)
≤ κµ+ (1− p)σ
pσ
(
− (λ1 − µ) + (λ1 − µ) κµ+ σ
κµ+ (1− p)σ
)
= (λ1 − µ),
which contradicts the second inequality of (2.5).
Second, let us assume for a contradiction that (2.6) holds with λ1 > µ, in particular λ1 > λ2, but
τ ≤ Cpσκµ+σ . Then, since (4.2) is again positive, we obtain
Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) = Cpσ
τ(κµ+ σ)
(
λ2 − µ+ κµ+ σ
pσ
(λ1 − λ2)
)
≥ λ2 − µ+ κµ+ σ
pσ
(λ1 − λ2)
= −κµ− (1− p)σ
pσ
(λ2 − µ) + κµ+ σ
pσ
(λ1 − µ)
=
κµ+ (1− p)σ
pσ
(
− (λ2 − µ) + (λ1 − µ) κµ+ σ
κµ+ (1− p)σ
)
≥ κµ+ (1− p)σ
pσ
(
− (λ1 − µ) + (λ1 − µ) κµ+ σ
κµ+ (1− p)σ
)
= (λ1 − µ),
which contradicts the second inequality of (2.6). Hence, the lemma follows. 
Finally, we prove Corollary 2.3.
Proof of Corollary 2.3. Let us first assume that condition (2.5) holds. Then, by Lemma 4.1, it follows
that τ < Cpσκµ+σ . Assume now that λ1 ≤ µ. Then, by (2.5), the numerator of the right-hand side of n2
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in (4.1) must be negative. This together with the conditions τ < Cpσκµ+σ , λ2 > λ1, and p ∈ (0, 1) implies
that
C(κµ+ σ)(λ2 − λ1) + Cpσ(µ− λ2) + (κµ+ σ)τ(λ1 − µ)
≥ C(κµ+ σ)(λ2 − λ1) + Cpσ(µ− λ2) + Cpσ(λ1 − µ)
= C(κµ+ σ − pσ)(λ2 − λ1) > 0,
which contradicts the assumption that the numerator of the expression for n2 in (4.1) is negative.
Second, let us assume that condition (2.6) is satisfied. Thanks to Lemma 4.1, this implies that
τ > Cpσκµ+σ . Assume that λ1 ≤ µ. Then, by (2.6), the numerator of the right-hand side of the
expression for n2 in (2.7) must be positive. This together with the conditions τ >
Cpσ
κµ+σ , λ2 < λ1, and
p ∈ (0, 1) yields
C(κµ+ σ)(λ2 − λ1) + Cpσ(µ− λ2) + (κµ+ σ)τ(λ1 − µ)
≤ C(κµ+ σ)(λ2 − λ1) + Cpσ(µ− λ2) + Cpσ(λ1 − µ)
= C(κµ+ σ − pσ)(λ2 − λ1) < 0,
which is again a contradiction. 
4.2. Stability of equilibria. In this section, we verify Proposition 2.4 and Lemma 2.7, using
Lemma 4.1.
Proof of Proposition 2.4. At any equilibrium (n̂1a, n̂1d, n̂2) we have the Jacobi matrix
A(n̂1a, n̂1d, n̂2) =
λ1 − µ− 2Cn̂1a − (C + τ)n̂2 σ (−C − τ)n̂1a2pCn̂1a + pCn̂2 −κµ− σ pCn̂1a
(−C + τ)n̂2 0 λ2 − µ− 2Cn̂2 − (C − τ)n̂1a
 . (4.3)
At (0, 0, 0), we have
A(0, 0, 0) =
λ1 − µ σ 00 −κµ− σ 0
0 0 λ2 − µ
 .
The eigenvalues of this matrix are its diagonal entries, and thus λ1 − µ > 0 implies that the matrix is
indefinite. If λ2−µ ≥ 0, it has only one negative eigenvalue, else (i.e., if trait 2 is individually strictly
unfit) it has two ones. Either way, (0, 0, 0) is unstable.
At (0, 0, λ2−µC ), which equilibrium is contained in the closed positive orthant if and only if λ2 > µ
(in which case it equals (0, 0, n¯2)), the Jacobi matrix is given as
A
(
0, 0,
λ2 − µ
C
)
=
λ1 − µ− (C+τ)(λ2−µ)C σ 0p(λ2 − µ) −κµ− σ 0
(−C+τ)(λ2−µ)
C 0 −(λ2 − µ)
 .
We immediately see that −(λ2 − µ) is an eigenvalue of this matrix, which is negative under the
assumption that λ2 > µ. Further, the determinant of A(0, 0,
λ2−µ
C ) is the product of this eigenvalue
and the determinant of
A1
(
0, 0,
λ2 − µ
C
)
:=
(
λ1 − µ− (C+τ)(λ2−µ)C σ
p(λ2 − µ) −κµ− σ
)
.
Now, if the first inequality in (2.5) is satisfied, then we have
detA1
(
0, 0,
λ2 − µ
C
)
=
(
λ1−λ2− τ
C
(λ2−µ)
)
(−κµ−σ)− p(λ2−µ)σ > p(λ2−µ)σ− p(λ2−µ)σ = 0.
On the other hand, the same arguments imply that
TrA1
(
0, 0,
λ2 − µ
C
)
< − pσ
κµ+ σ
(λ2 − µ)− κµ− σ < 0.
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Hence, both eigenvalues of A1(0, 0,
λ2−µ
C ) must have a strictly negative real part, which implies that
(0, 0, λ2−µC ) is asymptotically stable. Else, detA1(0, 0,
λ2−µ
C ) is nonpositive, in particular if the first
inequality of (2.6) holds, then it is strictly negative, which implies that A1(0, 0,
λ2−µ
C ) is indefinite (with
two real eigenvalues, one of them being positive and one of them negative), and hence A(0, 0, λ2−µC )
is also indefinite and (0, 0, λ2−µC ) is unstable. In the latter case, at least one of the eigenvalues of
A1
(
0, 0, λ2−µC
)
has to have a strictly positive real part, which implies that (0, 0, λ2−µC ) is unstable.
Next, let us investigate the stability of the equilibrium (n¯1a, n¯1d, 0). Thanks to Corollary 2.3, this
equilibrium is unequal to (0, 0, 0) unless the first inequality of (2.5) and the second one of (2.6) holds,
which is the only case when λ1 ≤ µ is possible. Since we have already analysed the stability of (0, 0, 0),
in the following, without loss of generality we can assume that λ1 > µ. Then, (n¯1a, n¯1d, 0) has two
positive coordinates (cf. [BT19]), and at this equilibrium, we have the Jacobi matrix
A(n¯1a, n¯1d, 0) =
λ1 − µ− 2Cn¯1a σ (−C − τ)n¯1a2pCn¯1a −κµ− σ pCn¯1a
0 0 λ2 − µ− (C − τ)n¯1a
 . (4.4)
We immediately see that the last diagonal entry of the Jacobi matrix is an eigenvalue of the matrix,
whereas the other two eigenvalues are equal to the eigenvalues of
A1(n¯1a, n¯1d, 0) =
(
λ1 − µ− 2Cn¯1a σ
2pCn¯1a −κµ− σ
)
.
Under the assumption that λ1 > µ, both eigenvalues of this matrix are negative, see [BT19, Section
2.2.1]. Further, using the definition of n¯1a, the last diagonal entry equals
λ2 − µ− (C − τ) κµ+ σ
κµ+ (1− p)σ
λ1 − µ
C
.
This being negative is equivalent to the condition
(λ2 − µ)pσ − κµ− σ
κµ+ σ
> (λ1 − µ)(1− C/τ),
which is equivalent to the second inequality in (2.5); in this case the equilibrium (n¯1a, n¯1d, 0) is asymp-
totically stable. Similarly, this being positive is equivalent to the second inequality in (2.6); in this
case the equilibrium is unstable.
Lastly, we analyse the stability of the coexistence equilibrium (n1a, n1d, n2). Thanks to Lemmas 2.2
and 4.1, this equilibrium is contained in the open positive orthant if and only if either (2.5) or (2.6)
holds. Our goal is now to show that under condition (2.5) the coexistence equilibrium is unstable.
Along the way we also deduce certain properties of the coexistence equilibrium under condition (2.6),
which we summarize in Remark 4.2 (cf. also Remark 2.5). Hence, we want to determine the signs of
the real parts of the eigenvalues of the Jacobi matrix corresponding to this equilibrium, which depend
essentially on all the model parameters.
First of all, since (n1a, n1d, n2) is an equilibrium, all right-hand sides in (2.1) are equal to zero.
Using that each of the three coordinates are unequal to zero, this implies
λ1 − µ− C(n1a + n2)− τn2 + σn1d
n1a
= 0, (4.5)
pC(n1a + n2)− (κµ+ σ)n1d
n1a
= 0, (4.6)
λ2 − µ− C(n1a + n2) + τn1a = 0. (4.7)
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Let us substitute (4.5) and (4.7) into (4.3) for (n̂1a, n̂1d, n̂2) = (n1a, n1d, n2). This gives that
A(n1a, n1d, n2) =
 −Cn1a − σ n1dn1a σ (−C − τ)n1a2pCn1a + pCn2 −κµ− σ pCn1a
(−C + τ)n2 0 −Cn2
 . (4.8)
During our analysis, it will be convenient to permute the order of the three equations of (2.1). To
be more precise, for a permutation matrix P ∈ R3×3, PA(n1a, n1d, n2)P T has the same eigenvalues
as A(n1a, n1d, n2), and PA(n1a, n1d, n2)P
T also equals the Jacobi matrix of the permuted system of
ODEs. We choose
P =
1 0 00 0 1
0 1 0
 ,
which yields PA(n1a, n1d, n2)P
T =: A˜(n1a, n1d, n2) where
A˜(n1a, n1d, n2) =
 −Cn1a − σ n1dn1a (−C − τ)n1a σ(−C + τ)n2 −Cn2 0
2pCn1a + pCn2 pCn1a −κµ− σ
 .
The second leading principal minor of this matrix equals
C2n1an2 + Cσ
n1d
n1a
n2 − (C2 − τ2)n1an2 = Cσn1d
n1a
n2 + τ
2n1an2.
Hence, the determinant of the entire Jacobi matrix is given as
det A˜(n1a, n1d, n2) = −
(
Cσ
n1d
n1a
n2 + τ
2n1an2
)
(κµ+ σ) + Cn2σ(2pCn1a + pCn2)− pC(C − τ)n1an2σ
= −(Cσn1d
n1a
n2 + τ
2n1an2
)
(κµ+ σ) + Cpσn2
(
C(n1a + n2) + τn1a
)
= τn1an2((−κµ− σ)τ + Cpσ) + Cσn2
(
Cp(n1a + n2)− n1d
n1a
(κµ+ σ)
)
,
= τn1an2((−κµ− σ)τ + Cpσ).
(4.9)
where in the last line we used (4.6). Now, under the assumption (2.5), the right-hand side of (4.9)
is positive. Hence, if there exists a pair of conjugate eigenvalues, their product is positive, and hence
the third eigenvalue (where we count eigenvalues with multiplicity, in particular, the third eigenvalue
is necessarily real) must be positive in order that the determinant is positive. Else, all the three
eigenvalues must be real, and since their product is positive, there must be a positive one among
them. We conclude that (n1a, n1d, n2) is unstable under condition (2.5). We also note that since the
trace of A(n1a, n1d, n2) is negative, at least one of the eigenvalues must have a negative real part. This
concludes the proof. 
The next remark summarizes the consequences of the proof of Proposition 2.4 regarding the stability
of (n1a, n1d, n2) under the assumption (2.6) of ‘stable coexistence’.
Remark 4.2. If (2.6) holds, then the determinant of the Jacobi matrix A(n1a, n1d, n2) is still given
by the chain of equalities (4.9), but the right-hand side is negative according to Lemma 4.1. On
the other hand, A(n1a, n1d, n2) still has a negative trace, which can be seen from (4.8) and the fact
that (n1a, n1d, n2) has three positive coordinates. It follows that there is either one eigenvalue with
negative real part or three such eigenvalues. See Remark 2.5 for further details of the stability of this
equilibrium.
Finally, we prove Lemma 2.7.
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Proof of Lemma 2.7. Let us first verify the statement (i). Under its assumptions, we have
λ2 − µ < Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) > λ1 − µ.
Since also by assumption, we have λ2 > µ, C, τ, p, σ > 0, and κ ≥ 0, it follows that
λ2 − µ < C
τ
( pσ
κµ+ σ
(λ2 − µ) + (λ1 − λ2)
)
<
C
τ
(λ2 − µ+ λ1 − λ2) = C
τ
(λ1 − µ).
Since λ2 > µ, this implies that λ1 > µ.
Let us now prove the assertion (ii). Under its assumptions, the following holds
λ2 − µ > Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) < λ1 − µ, (4.10)
further, λ1 > µ. Let us now assume for contradiction that λ2 ≤ µ. Then, we can estimate
λ1 − µ > C
τ
( pσ
κµ+ σ
(λ2 − µ) + (λ1 − λ2)
)
≥ C
τ
(λ1 − µ) > λ2 − µ.
But this contradicts (4.10), hence the assertion (ii). 
5. Invasion of trait 2 against trait 1: proof of Theorems 2.10 and 2.11
The case when a trait without a dormant state tries to invade another trait being able to go dormant
under competitive pressure has no direct analogue in [BT19], although various techniques from that
paper can be adapted to handle it. We provide a detailed analysis of this case, investigating the first,
second, and third phase of invasion in Sections 5.1, 5.2, and 5.2, respectively. As for the first and last
phase of invasion, many ideas and techniques of the proof are borrowed from [CCLLS19, Section 3.1].
5.1. The first phase of invasion: mutant growth or extinction. In the case when trait 1 is
resident and trait 2 is mutant, for ε > 0 we define the stopping time
R1ε := inf
{
t ≥ 0: max{∣∣NK1a,t − n¯1a∣∣, ∣∣NK1d,t − n¯1d∣∣} > ε}, (5.1)
which is the first time that the resident population leaves the closed `∞-ball of radius ε around the
equilibrium (n¯1a, n¯1d). Certainly, this stopping time depends on K, but we omit this from the notation
for simplicity. Then our main result about the first phase of invasion is the following.
Proposition 5.1. Assume that λ1 > µ and λ˜ 6= 0. Let K 7→ mK1 = (mK1a,mK1d) be a function from
(0,∞) to [0,∞)× [0,∞) such that mK1 ∈ ( 1KN0)× ( 1KN0) and limK→∞mK1 = (n¯1a, n¯1d). Then there
exists a constant b > 0 and a function f¯ : (0,∞)→ (0,∞) tending to zero as ε ↓ 0 such that
lim sup
K→∞
∣∣∣P(T 2√ε < T 20 ∧R1bε, ∣∣∣ T 2√εlogK − 1λ̂
∣∣∣ ≤ f¯(ε)∣∣∣NK0 = (mK1a,mK1d, 1K ))− (1− q1)∣∣∣ = oε(1) (5.2)
and
lim sup
K→∞
∣∣∣P(T 20 < T 2√ε ∧R1bε ∣∣∣NK0 = (mK1a,mK1d, 1K ))− q1∣∣∣ = oε(1), (5.3)
where oε(1) tends to zero as ε ↓ 0.
The assertion of this proposition is analogous to the one of [BT19, Proposition 4.1], apart from the
fact that it also includes the case when the approximating branching process (N̂2(t))t≥0 is subcritical.
A substantial difference from the setting of [BT19] is that now the resident trait has a dormant state
and the mutant trait does not. Hence, showing that the resident population stays in equilibrium
for a long period of time is a priori more difficult than in the case when the roles of resident and
mutant are switched, due to the fact that convergence of a two-dimensional system of ODEs to an
equilibrium is harder to show than the same for a one-dimensional ODE. Nevertheless, we will be able
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to use arguments of [BT19, Section 4.2.3] in order to handle this system of ODEs. Another important
feature of the invasion of trait 2 against trait 1 is that HGT is beneficial for the mutants and harmful
for the residents (unlike in the invasion in the opposite direction analysed in Section 6.1). We start
the proof with the following lemma.
Lemma 5.2. Under the assumptions of Proposition 5.1, there exist two positive constants b and ε0
such that for any ε ∈ (0, ε0),
lim sup
K→∞
P
(
R1bε ≤ T 2√ε ∧ T 20
)
= 0.
Proof. We verify this lemma via coupling the rescaled population size NK1,t = (N
K
1a,t, N
K
1d,t) with two
two-type birth-and-death processes, N11,t = (N
1
1a,t, N
1
1d,t) and N
2
1,t = (N
2
1a,t, N
2
1d,t), on time scales
where the mutant population is still small compared to K. (The latter processes will also depend on
K, but we omit the notation K from their nomenclature for simplicity.) To be more precise, similarly
to [CCLLS19, Section 3.1.2], our goal is to choose (N11,t)t≥0 and (N21,t)t≥0 so that
N11υ,t ≤ NK1υ,t ≤ N21υ,t, a.s. ∀t ≤ T 20 ∧ T 2√ε, ∀υ ∈ {a, d}. (5.4)
In order to satisfy (5.4), for all sufficiently small ε > 0, the processes (N11,t)t≥0 and (N21,t)t≥0 can
be chosen with the following birth and death rates
N11,t :
( i
K
,
j
K
)→ ( i+ 1
K
,
j
K
)
at rate iλ1,( i
K
,
j
K
)→ ( i− 1
K
,
j
K
)
at rate i
(
µ+ C(1− p) i
K
+ (C + τ)
√
ε
)
,( i
K
,
j
K
)→ ( i− 1
K
,
j + 1
K
)
at rate iCp
i
K
,( i
K
,
j
K
)→ ( i
K
,
j − 1
K
)
at rate jκµ,( i
K
,
j
K
)→ ( i+ 1
K
,
j − 1
K
)
at rate jσ,
and
N21,t :
( i
K
,
j
K
)→ ( i+ 1
K
,
j
K
)
at rate iλ1,( i
K
,
j
K
)→ ( i− 1
K
,
j
K
)
at rate i
(
µ+ C(1− p)( i
K
−√ε)),( i
K
,
j
K
)→ ( i− 1
K
,
j + 1
K
)
at rate iCp
( i
K
+
√
ε
)
,( i
K
,
j
K
)→ ( i
K
,
j − 1
K
)
at rate jκµ,( i
K
,
j
K
)→ ( i+ 1
K
,
j − 1
K
)
at rate jσ.
Informally speaking, the coupling (5.4) holds thanks to the fact that for branching processes having the
same kind of transitions as the trait 1 population in the frequency process defined in (2.1), competition-
induced switching to dormancy is more favourable for an active individual than immediate death by
competition, but not better, and for κ > 0 strictly worse, than not being hit by a competitive event
at all, further, HGT is unfavourable; see also [BT19, Section 4.1] for further details.
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Let us estimate the time until which the processes N11 and N
2
1 stay close to the value (n¯1a, n¯1d) (in
`∞-norm for simplicity). We define the stopping times
R1,iε := inf
{
t ≥ 0: N i1a,t /∈ [n¯1a − ε, n¯1a + ε] or N i1d,t /∈ [n¯1d − ε, n¯1d + ε]
}
, i ∈ {1, 2}, ε > 0.
As K → ∞, according to [EK86, Theorem 2.1, p. 456], uniformly on any fixed time interval of the
form [0, T ], T > 0, N11,t converges in probability to the unique solution to
n˙1a,1(t) = n1a,1(t)(λ1 − µ− Cn1a,1(t)− (C + τ)
√
ε) + σn1d,1(t),
n˙1d,1(t) = pCn1a,1(t)
2 − (κµ+ σ)n1d,1(t),
given that the initial conditions converge in probability to the initial condition of the limiting dynamical
system. Similarly, for large K, the dynamics of N21,t is close to the one of the unique solution to
n˙1a,2(t) = n1a,2(t)(λ1 − µ− C(n1a,2(t)−
√
ε)) + σn1d,2(t),
n˙1d,2(t) = pCn1a,2(t)(n1a,2(t) +
√
ε)− (κµ+ σ)n1d,2(t).
The equilibria of the system of ODEs (n1a,i(t), n1d,i(t)), i ∈ {1, 2}, are (0, 0) and respectively an
equilibrium of the form (n¯1a+oε(1), n¯1d+oε(1)), which we denote by (n¯
i,ε
1a , n¯
i,ε
1d). For ε > 0 small enough,
the equilibrium (0, 0) is unstable and the one (n¯i,ε1a , n¯
i,ε
1d) is asymptotically stable for all i ∈ {1, 2}.
Further, using a straightforward adaptation of the proof of [BT19, Lemma 4.6], one can verify that
for sufficiently small ε > 0, for any coordinatewise strictly positive initial condition, we have
lim
t→∞
(
n1a,i(t), n1d,i(t)
)
= (n¯i,ε1a , n¯
i,ε
1d), ∀i ∈ {1, 2}.
This implies that there exists ε0 > 0 and b ≥ 2 such that for all 0 < ε ≤ ε0 and for all i ∈ {1, 2} and
 ∈ {a, d}, ∣∣n¯1 − n¯i,ε1 ∣∣ ≤ (b− 1)√ε, and 0 /∈ [n¯1 − bε, n¯1 + bε]. (5.5)
Now, thanks to a result about exit of jump processes from a domain by Freidlin and Wentzell [FW84,
Chapter 5] (see [C06, Section 4.2] for more details in a very similar situation), there exists a family (over
K) of Markov jump processes N˜11 = (N˜
1
1,t)t≥0 = (N˜11a,t, N˜11d,t)t≥0 with positive, bounded, Lipschitz
continuous transition rates that are uniformly bounded away from 0 such that for
R˜1,iε := inf
{
t ≥ 0: N˜ i1a,t /∈ [n¯1a − ε, n¯1a + ε] or N˜ i1d,t /∈ [n¯1d − ε, n¯1d + ε]
}
, i ∈ {1, 2}, ε > 0,
there exists V > 0 such that
P(R1,1bε > e
KV ) = P(R˜1,1bε > e
KV ) −→
K→∞
0. (5.6)
Using similar arguments for N21, we derive that for ε > 0, V > 0 small enough, we have that
P(R1bε > eKV ) −→
K→∞
0. (5.7)
Now, on the event {R1bε ≤ T 20 ∧ T 2√ε} we have R1bε ≥ R
1,1
bε ∧R1,2bε . Using (5.6) and (5.7), we derive that
lim sup
K→∞
P
(
R1bε ≤ eKV , R1bε ≤ T 20 ∧ T 2√ε
)
= 0.
Moreover, using Markov’s inequality,
P(R1bε ≤ T 20 ∧ T 2√ε) ≤ P
(
R1bε ≤ eKV , R1bε ≤ T 20 ∧ T 2√ε
)
+ P(R1bε ∧ T 20 ∧ T 2√ε ≥ eKV
)
≤ P(R1bε ≤ eKV , R1bε ≤ T 20 ∧ T 2√ε)+ e−KV E(R1bε ∧ T 20 ∧ T 2√ε).
Since we have
E
[
R1bε ∧ T 20 ∧ T 2√ε
] ≤ E[ ∫ R1bε∧T 20∧T 2√ε
0
KNK2,tdt
]
,
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it suffices to show that there exists C˜ > 0 such that
E
[ ∫ R1bε∧T 20∧T 2√ε
0
KNK2,tdt
]
≤ C˜√εK. (5.8)
This can be done similarly to [CCLLS19, Section 3.1.2] (we note that a direct analogue of this argument
cannot be found in [BT19]), whereas the case that we have to handle is simpler since we consider a
one-type mutant population instead of a two-type one. We claim that it is enough to show that there
exists a function g : ( 1KN0)
3 → R defined as
g(n1a, n1d, n2) = γn2 (5.9)
for a suitably chosen γ ∈ R, such that
Lg(NKt ) ≥ NK2,t (5.10)
where L is the infinitesimal generator of (NKt )t≥0 (cf. Section B in the appendix). Indeed, if (5.10)
holds, then thanks to Dynkin’s formula we have
E
[ ∫ R1bε∧T 20∧T 2√ε
0
KNK2,tdt
]
≤ E
[ ∫ R1bε∧T 20∧T 2√ε
0
KLg(NKt )dt
]
= E
[
Kg(NKR1bε∧T 20∧T 2√ε
)−Kg(NK0 )
]
≤ |γ|(√εK − 1),
which implies the existence of b, ε > 0 such that (5.8) holds for all ε > 0 small enough. Here, Dynkin’s
formula can indeed be applied because E[R1bε ∧ T 20 ∧ T 2√ε] is finite. That holds because given our
initial conditions, with positive probability the single initial trait 2 individual dies due to natural
death within a unit length of time before any event of the process NKt occurs, and hence already T
2
0
is stochastically dominated by a geometric random variable, which has all moments. Now, we have
Lg(NKt ) = NK2,tγ
(
λ2 − µ− CNK2,t − (C − τ)NK1a,t
)
.
As long as t ≤ R1bε ∧ T 20 ∧ T 2√ε, we have that
γ
∣∣(λ2 − µ− CNK2,t − (C − τ)NK1a,t)− (λ2 − µ− (C − τ)n¯1a)∣∣ ≤ b(C + τ)ε+ C√ε = oε(1).
As we have seen in Section 2.3, the sign of λ2 − µ− (C − τ)n¯1a is positive (respectively 0 respectively
negative) if and only if the approximating branching process (N̂2(t))t≥0 is supercritical (respectively
critical respectively subcritical). Further, under the assumption that λ˜ 6= 0, the branching process
is not critical (cf. Remark 2.8). Hence, if it is supercritical (respectively subcritical), one can choose
γ > 0 (respectively γ < 0) such that γ(λ2 − µ− (C − τ)n¯1a) > 1. For all sufficiently small ε > 0, this
implies the existence of γ such that the corresponding g satisfies (5.10). 
Proof of Proposition 5.1. Now, we consider our population process on the event
Aε := {T 20 ∧ T 2√ε < R1bε}
for sufficiently small ε > 0. In this event, the invasion or extinction of the mutant population will
happen before the resident population leaves a small neighbourhood of its two-coordinate equilibrium
(n¯1a, n¯1d). On Aε we couple the process KN
K
2,t with two branching processes N
ε,1
2,t and N
ε,2
2,t on N0
(which also depend on K, but we omit this from the notation for readability) such that almost surely,
for any t < tε := T
2
0 ∧ T 2√ε ∧R12ε,
N ε,12,t ≤ N̂2(t) ≤ N ε,22,t ,
N ε,12,t ≤ KNK2,t ≤ N ε,22,t ,
(5.11)
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where we again recall the approximating branching process N̂2(t) defined in Section 2.3. We claim
that in order to satisfy (5.11), these processes can be defined as follows:
N ε,12,t : i→ i+ 1 at rate i(λ2 + τ(n¯1a − bε)),
i→ i− 1 at rate i(µ+ C(√ε+ n¯1a + bε)),
and
N ε,22,t : i→ i+ 1 at rate i(λ2 + τ(n¯1a + bε)),
i→ i− 1 at rate i(µ+ C(n¯1a − bε)).
Informally speaking, the coupling (5.11) holds because in order to increase (decrease) a branching
process of a population that can only play the role of transmitter in HGT, one needs to decrease
(increase) its competitive death rate and increase (decrease) its HGT rate.
For  ∈ {1, 2}, let q(ε,)2 denote the extinction probability of the process N ε,2,t started from N ε,2,0 = 1.
The extinction probability of a branching process of a HGT-transmitting population is continuous
with respect to the competitive event and HGT rates of the process, apart from the point where the
branching process is critical. Further, the extinction probability increases with the rate of death by
competition and decreases with the HGT rate. These assertions are proven in [CCLLS19, Sections
A.3], where we note that HGT for the trait 2 population is just a special case of birth (and for the
trait 1 population, it is a special case of death of actives by competition, which we will later implicitly
use in the proof of Lemma 6.2).
Hence, it follows from the first line of (5.11) that for fixed ε > 0,
q
(ε,2)
2 ≤ q2 ≤ q(ε,1)2
and for  ∈ {1, 2},
0 ≤ lim inf
ε↓0
∣∣q(ε,)2 − q2∣∣ ≤ lim sup
ε↓0
∣∣q(ε,)2 − q2∣∣ ≤ lim sup
ε↓0
∣∣q(ε,1)2 − q(ε,2)2 ∣∣ = 0, (5.12)
where we recall the extinction probability q2 of the approximating branching process (N̂2(t))t≥0 defined
in (2.11).
Next, we show that the probabilities of extinction and invasion of the actual process NK2,t also
converge to q2 and 1 − q2, respectively, with high probability as K → ∞. We define the stopping
times, for  ∈ {1, 2},
T (ε,),2x := inf{t > 0: N ε,2,t = bKxc}, x ∈ R.
Using the coupling in the second line of (5.11), which is valid on Aε, we have
P
(
T
(ε,1),2√
ε
≤ T (ε,1),20 , Aε
) ≤ P(T 2√ε ≤ T 20 , Aε) ≤ P(T (ε,2),2√ε ≤ T (ε,2),20 , Aε). (5.13)
Indeed, if a process reaches the size K
√
ε before dying out, then the same holds for a larger process
as well. However, Aε is independent of (N
ε,
2,t )t≥0 for both  = 1 and  = 2, and thus
lim inf
K→∞
P
(
T
(ε,1),2√
ε
≤ T (ε,1),20 , Aε
)
= lim inf
K→∞
P(Aε)P
(
T
(ε,1),2√
ε
≤ T (ε,1),20
) ≥ (1− q(ε,1)2 )(1− oε(1)) (5.14)
and
lim sup
K→∞
P
(
T
(ε,2),2√
ε
≤ T (ε,2),20 , Aε
)
= lim sup
K→∞
P(Aε)P
(
T
(ε,2),2√
ε
≤ T (ε,2),20
) ≤ 1− q(ε,2)2 (1 + oε(1)). (5.15)
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Letting K →∞ in (5.13) and applying (5.14) and (5.15) yields that
(1− q(ε,1)2 )(1− oε(1)) ≤ lim inf
K→∞
P
(
T
(ε,1),2√
ε
≤ T (ε,1),20 , Aε
)
≤ lim sup
K→∞
P
(
T
(ε,2),2√
ε
≤ T (ε,2),20 , Aε
)
≤(1− q(ε,2)2 )(1 + oε(1)).
Hence,
lim sup
K→∞
∣∣P(T 2√ε ≤ T 20 , Aε)− (1− q2)∣∣ = oε(1),
as required. The equation (5.3) can be derived similarly.
Finally, we show that in the case of invasion (which happens with probability tending to 1 − q2)
the time before the mutant population reaches size K
√
ε is of order logK/λ̂, where we recall that λ̂
was defined in (2.8) as the birth rate minus the death rate of the approximating branching process
N̂2(t). Having (5.3), we can without loss of generality assume that q2 < 1, which is equivalent to the
assumption that (2.9) holds.
For  ∈ {1, 2}, let λ̂(ε,) denote the difference of the birth rate of the death rate of the process N ε,2,t .
This difference is positive for all sufficiently small ε > 0 and converges to λ̂ as ε ↓ 0. In other words,
there exists a nonnegative function f¯ : (0,∞) → (0,∞) with limε↓0 f¯(ε) = 0 such that for any ε > 0
small enough, ∣∣∣ λ̂(ε,)
λ̂
− 1
∣∣∣ ≤ f¯(ε)
2
. (5.16)
Let us fix ε small enough such that (5.16) holds. Then from the second line of (5.11) we deduce that
P
(
T
(ε,1),2√
ε
≤ T (ε,1),20 ∧
logK
λ̂
(1 + f¯(ε)), Aε
)
≤ P
(
T 2√ε ≤ T 20 ∧
logK
λ̂
(1 + f¯(ε)), Aε
)
.
Using this together with the independence between Aε and (N
ε,
2,t )t≥0 and employing [AN72, Section
7.5], we obtain for ε > 0 small enough (in particular such that f¯(ε) < 1)
lim inf
K→∞
P
(
T
(ε,1),2√
ε
≤ T (ε,1),20 ∧
logK
λ̂
(1 + f¯(ε)), Aε
)
≥ lim inf
K→∞
P
(
T
(ε,1),2√
ε
≤ logK
λ̂
(1 + f¯(ε))
)
P(Aε)
≥ lim inf
K→∞
P
(
T
(ε,1),2√
ε
≤ logK
λ̂(ε,1)
(
1− f¯(ε)
2
)
(1 + f¯(ε))
)
P(Aε)
≥ lim inf
K→∞
P
(
T
(ε,1),2√
ε
≤ logK
λ̂(ε,1)
)
P(Aε)
≥(1− q(ε,1)2 )(1− oε(1)).
(5.17)
Similarly, using the second line of (5.11), we derive that for all sufficiently small ε > 0
P
(
T
(ε,2),2√
ε
≤ T (ε,2),20 ∧
logK
λ̂
(1− f¯(ε)), Aε
)
≥ P
(
T 2√ε ≤ T 20 ∧
logK
λ̂
(1− f¯(ε)), Aε
)
,
and arguments analogous to the ones used in (5.17) imply that
lim inf
K→∞
P
(
T
(ε,2),2√
ε
≤ T (ε,2),20 , T (ε,2),2√ε ≥
logK
λ̂
(1− f¯(ε)), Aε
)
≥ (1− q(ε,2)2 )(1 + oε(1)).
These together imply (5.2), which concludes the proof of the proposition. 
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5.2. The second phase of invasion: Lotka–Volterra phase. Assume that q2 < 1, in other words,
(2.9) holds. Then, for large K, with probability close to 1 − q2, after the end of the first phase, the
rescaled population process NKt = (N
K
1a,t, N
K
1d,t, N
K
2,t) is contained in the set
B3ε = [n¯1a − bε, n¯1a + bε]× [n¯1d − bε, n¯1d + bε]× [
√
ε
2 ,
√
ε], (5.18)
given that K is so large that b
√
εKc
K ≥
√
ε
2 , where we recall the constant b from Proposition 5.1. Starting
from this point in time, as long as all the three sub-populations are comparable to K, the process NKt
can well be approximated by the solution of the limiting dynamical system (2.1), according to [EK86,
Theorem 2.1, p. 456]. More precisely, the process converges in probability uniformly over compact
time intervals given convergence of initial conditions in probability to the limiting initial condition,
analogously to the proof of Lemma 5.2. Now, we have two different cases to treat. Namely, we want to
show that starting from such an initial condition, if (2.14) holds, then the dynamical system converges
(as t → ∞) to the coexistence equilibrium (n1a, n1d, n2), whereas if (2.15) holds, then it converges
to the one-type equilibrium (0, 0, n¯2). In the latter case, we will additionally have a third phase of
invasion where trait 2 fixates, which will be analysed in Section 5.3. Note that such an assertion
extends the statement of Proposition 2.4 about local stability of equilibria into a statement about
global stability.
We proceed with the second phase of invasion in the present section as follows. We first verify
Lemma 5.3, which investigates the competitive pressure felt by the type 1 and type 2 active population
near the equilibria with at least one positive coordinate. Based on this, we prove Proposition 5.4,
which asserts the convergence of the dynamical system towards the corresponding stable equilibrium
as t→∞. Let us introduce n˜2 = λ2−µC , which is equal to n¯2 if λ2 ≥ µ. Note that (0, 0, n˜2) is always an
equilibrium of (2.1), although not necessarily a coordinatewise nonnegative one. Recall further that
(n1a, n1d, n2) denotes the coexistence equilibrium defined in (4.1).
Lemma 5.3. The following assertions hold.
(i) Let λ1 > µ. Then, (2.9) is equivalent to the condition Cn˜2 > (C − τ)n¯1a.
(ii) If (n1a, n1d, n2) exists as a coordinatewise positive equilibrium, then Cn˜2 = C(n1a + n2)− τn1a.
(iii) If (2.14) and (2.9) hold, then C(n1a + n2) + τn2 > C(λ1 − µ).
(iv) If (2.15) and (2.9) hold with λ1 > µ, then (C + τ)n¯2 > C(λ1 − µ).
(v) If (2.14) and (2.9) hold with λ1 > µ, then (C + τ)n˜2 < C(λ1 − µ).
Let us provide an interpretation of this lemma. Taking also the effect of HGT into account, at t > 0,
C(n1a(t) + n2(t)) + τn2(t) is the ‘effective competitive pressure’ felt by the active trait 1 population:
the population is not only exposed to death or switching to dormancy due to competitive pressure,
but trait 2 also removes individuals from the trait 1 population via HGT. In the same time, trait 2
feels an effective competitive pressure of C(n1a(t) + n2(t))− τn1(t): death by competition is at least
partially compensated by turning trait 1 individuals into trait 2 ones via HGT. Assertion (iii) tells that
in case of stable coexistence, this effective competitive pressure is larger in the coexistence equilibrium
(n1a, n1d, n2) than close to the one-type equilibrium (n¯1a, n¯1d, 0) of trait 1. Further, in view of (i) and
(ii), the (active) trait 2 population feels less competitive pressure close to the coexistence equilibrium
(n1a, n1d, n2) than near (n¯1a, n¯1d, 0). These (together with additional arguments) will make it possible
for trait 2 to decrease the trait 1 population until this coexistence equilibrium is not reached. On the
other hand, under the assumptions of assertion (iv), there is no coexistence equilibrium, but in the
one-trait equilibrium (0, 0, n¯2) of trait 2, the active trait 1 population feels more effective competitive
pressure than in the vicinity of (n¯1a, n¯1d, 0). Further, thanks to (i), the trait 2 population feels
less competitive pressure near (0, 0, n¯2) than close to (n¯1a, n¯1d, 0). This is the heuristic reason for a
complete fixation of trait 2 and extinction of trait 1. Finally, the assertion (v) can be interpreted as
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follows: in case (2.9) holds but there is no coexistence equilibrium, then trait 2 cannot make trait 1
go extinct, i.e., there is no fixation of trait 2 for λ2 > µ and no evolutionary suicide for λ2 ≤ µ.
Proof of Lemma 5.3. Assertion (i) can be verified via turning the inequality Cn˜2 > (C − τ)n¯1a into
(2.9) via elementary transformations, using the definitions of n¯1a (cf. (2.3)) and n˜2, the assumption
that λ1 > µ, and the facts that τ, C, σ > 0, p ∈ (0, 1), and κ ≥ 0. We leave the details for the reader.
As for assertion (ii), note that thanks to Lemma 4.1, if (n1a, n1d, n2) exists as a coordinatewise
positive equilibrium, then Cpσ 6= (κµ+ σ)τ . Now, using (2.7), we compute
C(n1a + n2)− τn1a
=
C(κµ+ σ)τ(λ2 − λ1)− τC(κµ+ σ)(λ2 − λ1)− τCpσ(µ− λ2)− (κµ+ σ)τ2(λ2 − µ)
τ(Cpσ − (κµ+ σ)τ)
=
Cpσ(λ2 − µ) + (κµ+ σ)τ(λ2 − µ)
Cpσ − (κµ+ σ)τ = λ2 − µ = Cn˜2,
as required.
Assertion (iii) can be verified similarly, using again that in view of Lemma 4.1, (2.14) together with
(2.9) implies Cpσ < (κµ+ σ)τ . Using (2.7) again, we obtain
C(n1a + n2) + τn2
=
C(κµ+ σ)τ(λ2 − λ1)− C(κµ+ σ)(λ2 − λ1)τ + Cpσ(λ2 − µ)τ − (κµ+ σ)τ(λ1 − µ)
τ(Cpσ − (κµ+ σ)τ)
=
Cpσ(λ2 − µ)− (κµ+ σ)(λ1 − µ)
Cpσ − (κµ+ σ) ≥
Cpσ(λ1 − µ)− (κµ+ σ)(λ1 − µ)
Cpσ − (κµ+ σ) = λ1 − µ,
as wanted.
Next, we prove assertion (iv). Under the assumptions of the assertion, using that (2.15) holds, we
obtain
λ2 − µ > Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − µ)− C
τ
(λ2 − µ).
In other words,
(λ2 − µ)
(
1 +
C
τ
κµ+ (1− p)σ
κµ+ σ
)
>
C
τ
(λ1 − µ). (5.19)
Thanks to part (i) of Lemma 2.7, we have λ2 > µ under the assumptions of the assertion, and hence
(5.19) implies
(λ2 − µ)(τ + C) > C(λ1 − µ),
and hence assertion (iv) follows.
Finally, let us consider assertion (v). If λ2 ≤ µ, then there is nothing to show. Else, the proof can
be carried out analogously to the one of assertion (iv). 
Next, we state and prove Proposition 5.4.
Proposition 5.4. Assume that the initial condition (n1a(0), n1d(0), n2(0)) of the dynamical system
(2.1) is contained in B3ε. Then, given that ε > 0 is sufficiently small, the following assertions hold
about the solution t 7→ (n1a(t), n1d(t), n2(t)) of (2.1).
(1) If (2.15) and (2.9) hold, then
lim
t→∞(n1a(t), n1d(t), n2(t)) = (0, 0, n¯2), (5.20)
(2) whereas if (2.14) and (2.9) hold, then
lim
t→∞(n1a(t), n1d(t), n2(t)) = (n1a, n1d, n2). (5.21)
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Proof. Assume throughout the proof that (2.9) holds. Let ε > 0 be such that (5.5) holds and λ2−µ−
Cn¯1a(t)− 2
√
ε− 2bε > 0; such ε exists thanks to part (i) of Lemma 5.3. At t = 0, we have
n2(t)(λ2 − µ− C(n1a(t) + n2(t)) + τn1a(t)) ≥
√
ε
2
(Cn˜2 − (C − τ)n¯1a −
√
ε− (C + τ)bε) > 0.
Hence, by continuity of t 7→ n¯2(t), for a positive amount of time after t = 0, n2(t) will be increasing.
More precisely, n2(t) increases as long as C(n1a(t) + n2(t)) − τn1a(t) < λ2 − µ (cf. also part (ii)
of Lemma 5.3). Our goal is now to prove that in case (2.14), this implies (5.21), whereas in case
(2.15) holds, it implies (5.20). We verify these assertions via approximating the partial dynamics of
t 7→ (n1a(t), n1d(t)) by the system where
C(n1a(t) + n2(t))− τn1a(t) = λ2 − µ (5.22)
is substituted into the first two coordinates of (2.1) and then performing a perturbation argument. If
(5.22) holds, then we have
C(n1a(t) + n2(t)) + τn2(t) = C(n1a(t) + n2(t))− τn1a(t) + τ(n1a(t) + n2(t))
= λ2 − µ+ τ(n1a(t) + n2(t)) = λ2 − µ+ τ
C
(
C(n1a(t) + n2(t))− τn1a(t)
)
+
τ2
C
n1a(t)
=
(
1 +
τ
C
)
(λ2 − µ) + τ
2
C
n1a(t),
where the right-hand side does not depend on n2(t); further,
pCn1a(t)(n1a(t) +n2(t)) = pn1a(t)
(
C(n1a(t) +n2(t))− τn1a(t) + τn1a(t)
)
= pn1a(t)(λ2−µ+ τn1a(t)),
where the right-hand side is also independent of n2(t). Thus, we shall first investigate the two-
dimensional system of ODEs
n˙1a(t) = n1a(t)
(
λ1 − λ2 − τ
C
(λ2 − µ)− τ
2
C
n1a(t)
)
+ σn1d(t),
n˙1d(t) = n1a(t)p(λ2 − µ+ τn1a(t))− (κµ+ σ)n1d(t).
(5.23)
Then, (0, 0) is an equilibrium of this system, which is unstable (cf. Proposition 2.4). Further, if (2.14)
holds, then (n1a, n1d) is also an equilibrium, which is asymptotically stable, whereas if (2.15) holds,
then there is no other coordinatewise nonnegative equilibrium. Clearly, (5.23) is a two-dimensional
system whose coordinatewise nonnegative solutions are all bounded (where the bound depends on the
initial condition).
Let us first analyse the case when (2.15) holds. In this case, λ1−λ2− τC (λ2−µ) < 0 by part (iv) of
Lemma 5.3. Hence, as long as n1a(t) ≥ 0 and n1d(t) ≥ 0 (which certainly holds for all t > 0 if it holds
for t = 0), the divergence of the system, which equals λ1 − λ2 − τC (λ2 − µ) − 2 τ
2
C n1a(t) − (κµ + σ),
is strictly negative. Hence, the Bendixson criterion implies that the system (5.23) has no nontrivial
periodic trajectory in the closed positive orthant. Hence, starting from a coordinatewise nonnegative
trajectory at t = 0, the system must converge to (0, 0) as t→∞.
Let us now consider the case when (2.14) holds. Note that in this case we have (C+τ)n˜2 < C(λ1−µ)
according to part (v) of Lemma 5.3. Hence, starting from an initial condition in [0,∞)2 \ {(0, 0)}, the
solution of (2.1) cannot converge to (0, 0) as t→∞; more precisely, we see immediately that
τ2
C
n1a(t) ≥ λ1 − λ2 − τ
C
(λ2 − µ) > 0 (5.24)
holds for all sufficiently large t > 0. Now, if t0 > 0 is such that (5.24) is satisfied for all t > t0, then
the divergence of the system, which equals λ1−λ2− τC (λ2−µ)−2 τ
2
C n1a(t)− (κµ+σ)n1d(t), is strictly
negative. Hence, the system (5.23) cannot have a nontrivial periodic solution. Consequently, it must
converge to an equilibrium as t→∞, which can only be (n1a, n1d).
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Let us now turn back to the original system (2.1) started from B3ε. We have seen that n2(t) is
increasing as long as (5.22) holds with ‘=’ replaced by ‘<’ (which is certainly true for t ∈ [0, δ′) for
some δ′ > 0, thanks to part (i) of Lemma 5.3). In particular, once ε > 0 is sufficiently small, for
all sufficiently small δ > 0 we can find t1 = t1(δ) > 0 such that uniformly for all initial conditions
(n1a(0), n1d(0), n2(0)) ∈ B3ε, for all t > t1 we have
λ2 − µ− δ < C(n1a(t) + n2(t))− τn1a(t) < λ2 − µ.
Thus, for all t ≥ t1, each of the first two coordinates of the solution of (2.1) is coordinatewise
bounded between the corresponding coordinate of the system (5.23) and the one of the same system
obtained by replacing C(n1a(t) + n2(t)) − τn1a(t) with C(n1a(t) + n2(t)) − τn1a(t) − δ everywhere,
each started from the initial condition (n1a(t1), n1d(t1)). Once δ > 0 is sufficiently small, using the
continuous dependence of the solution of a dynamical system on the right-hand side of the equation,
the behaviour of the latter system is very similar to the one (5.23), i.e., one has convergence to (0, 0)
under the assumption (2.15) and convergence to a coordinatewise positive equilibrium (nδ1a, n
δ
1d), which
approaches (n1a, n1d) as δ ↓ 0.
Finally, under condition (2.15), we have that (n1a(t), n1d(t) → (0, 0) and C(n1a(t) + n2(t)) −
τn1a(t) → λ2 − µ as t → ∞, and thus limt→∞ n2(t) = λ2 − µ = Cn¯2, which implies (5.20). On
the other hand, under condition (2.14), given that we see that (n1a(t), n1d(t)) → (n1a, n1d) and
C(n1a(t) + n2(t))− τn1a(t)→ λ2 − µ as t→∞, we have
lim
t→∞n2(t) = limt→∞
λ2 − µ+ (τ − C)n1a(t)
C
=
λ2 − µ+ (τ − C)n1a
C
=
C(n1a + n2)− τn1a + (τ − C)n1a
C
= n2,
where in the penultimate step we used part (ii) of Lemma 5.3. We conclude (5.21). 
5.3. The third phase of invasion: extinction of the resident population. Let us assume
that (2.9) holds. After the second phase, the rescaled process NKt is near the state (n1a, n1d, n2)
under condition (2.14) and close to (n¯1a, n¯1d, 0) in case (2.15). In the first case, there is no third
phase; the system stays close to the coexistence equilibrium (n1a, n1d, n2) for an amount of time that
is at least exponential in K, which can be derived similarly as (5.6) and (5.7). (On larger time
scales, (n1a, n1d, n2) is only metastable: eventually the population will die out with high probability,
cf. eg. [C06, Sections 2, 4.2].). On the other hand, in the second case, there is one, which ends with
the extinction of the formerly resident trait 1 with high probability after a time that is logarithmic in
K, while trait 2 stays close to its equilibrium population size n¯2. To be more precise, the following
proposition holds, where we recall the set S2β from (2.20) and the stopping time TS2β
from (2.23).
Proposition 5.5. Assume that (2.9) and (2.15) hold with λ1 > µ. There exist ε0, C0 > 0 such that
for all ε ∈ (0, ε0), if there exists η ∈ (0, 1/2) that satisfies∣∣NK2 (0)− n¯2∣∣ ≤ ε and ηε/2 ≤ NK1a(0) +NK1d(0) ≤ ε/2,
then
∀E > −1/λ˜, P(TS22ε ≤ E logK) −→K→∞ 1,
∀0 ≤ E < −1/λ˜, P(TS22ε ≤ E logK) −→K→∞ 0.
Proof. Analogously to the proof of Lemma 5.2, we first show that the rescaled mutant population size
vector NK2,t stays close to its equilibrium n¯2 for long times, given that the resident population is small.
To this aim, we use methods from [CCLS17, Proof of Proposition 4.1, Step 1], which were also used in
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[BT19, Section 4.3] in the case of a one-coordinate resident and a two-coordinate mutant population.
For ε > 0, we define
R2ε := inf
{
t ≥ 0: ∣∣NK2,t − n¯2∣∣ > ε}, (5.25)
the first time the mutant population leaves an ε-ball around its one-trait equilibrium, and we recall
the stopping times T 10 and T
1
ε from Section 2.4. These stopping times also depend on K, but we have
dropped the K-dependence from the notation for readability.
We couple NK2,t with two two-type birth-and-death processes, N
ε,
2,t and N
ε,
2,t , such that
N ε,2,t ≤ NK2,t ≤ N ε,2,t , a.s. ∀0 ≤ t ≤ T 1ε . (5.26)
In order to fulfill (5.26), these processes can be defined with the following rates:
N ε,2 : i→ i+ 1 at rate iλ2, i→ i− 1 at rate i
(
µ+ C
(
ε+
i
K
))
,
and
N ε,2 : i→ i+ 1 at rate i(λ2 + τε), i→ i− 1 at rate i
(
µ+ C
i
K
)
.
The principle of this coupling is the same as for the coupling satisfying (5.11).
We now show that the processes N ε,2,t and N
ε,
2,t will stay close to n¯2 for at least an exponential (in
K) time with a probability close to 1 for large K, similarly to the behaviour of the resident population
size in the first phase of invasion (cf. Section 5.1). To this aim, we will investigate the stopping time
R,2% = inf
{
t ≥ 0: N ε,2,t /∈ [n¯2 − %, n¯2 + %]
}}
for % > 0 and  ∈ {,}. Let us first study the process N ε,2,t . By [EK86, Theorem 2.1, p. 456], the
dynamics of this process is close to the dynamics of the unique solution to
n˙2(t) = n2(t)(λ2 − µ− Cε− Cn2(t)).
Since (2.9) and (2.15) hold with λ1 > µ, λ2 > µ follows thanks to part (i) of Lemma 2.7. Hence, we
find that for all sufficiently small ε > 0, this system has a unique coordinatewise positive equilibrium
n¯ε,2 =
λ2−µ−Cε
C , which is asymptotically stable and tends to n¯2 = λ2 − µ as ε ↓ 0, whereas 0 is
unstable and there is no other coordinatewise nonnegative equilibrium. Further, starting from any
positive initial condition, the solution converges to the stable positive equilibrium as t→∞ (which is
a direct consequence of the boundedness of the solution, given the aforementioned stability properties
of the two equilibria). Thus, we can find ε′0 > 0 such that for any ε ∈ (0, ε′0),∣∣n¯ε,2 − n¯2∣∣ ≤ ε and 0 /∈ [n¯2 − 2ε, n¯2 + 2ε].
Now, similarly to the proof of Lemma 5.2, we can use results by Freidlin and Wentzell about exit of
jump processes from a domain [FW84, Section 5] in order to construct a family (over K) of Markov
processes (N˜2,t)t≥0 whose transition rates are positive, bounded, Lipschitz continuous, and uniformly
bounded away from 0 such that for
R˜2,ε = inf
{
t ≥ 0: N˜2,t /∈ [n¯2 − ε, n¯2 + ε]
}
there exists V > 0 such that for all i ∈ {a, d} we have
P
(
R2,2ε > e
KV
)
= P
(
R˜2,2ε > e
KV
) −→
K→∞
1. (5.27)
See [C06, Section 4.2] for further details. Similarly, we obtain
P
(
R2,2ε > e
KV
) −→
K→∞
1, (5.28)
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where without loss of generality we can assume that the constants V in (5.27) and in (5.28) are the
same. Now note that R22ε ≥ R2,2ε ∧ R2,2ε on the event {R22ε ≤ T 1ε }. This together with (5.27) and
(5.28) implies that
lim
K→∞
P
(
R22ε ≤ eKV ∧ T 1ε ) = 0. (5.29)
Now, we can find a pair of two-type branching processes Nε,1 = (N
ε,
1a , N
ε,
1d ) = (N
ε,
1a,t, N
ε,
1d,t)t≥0 and
Nε,1 = (N
ε,
1a , N
ε,
1d ) = (N
ε,
1a,t, N
ε,
1d,t)t≥0 such that
N ε,1υ,t ≤ KNK1υ,t ≤ N ε,1υ,t, ∀υ ∈ {a, d}, (5.30)
almost surely on the time interval [0, R22ε∧T 1ε ]. Indeed, in order for (5.30) to be satisfied, the processes
Nε,1 and N
ε,
1 can be defined with the following rates and initial conditions:
(N ε,1a,t, N
ε,
1d,t) :
( i
K
,
j
K
)
→
( i+ 1
K
,
j
K
)
at rate iλ1,( i
K
,
j
K
)
→
( i− 1
K
,
j
K
)
at rate i(µ+ (1− p)(C(n¯2 + 3ε)) + τ(n¯2 + 2ε)),( i
K
,
j
K
)
→
( i− 1
K
,
j + 1
K
)
at rate pCi(n¯2 − 2ε),( i
K
,
j
K
)
→
( i+ 1
K
,
j − 1
K
)
at rate jσ,( i
K
,
j
K
)
→
( i
K
,
j − 1
K
)
at rate jκµ,
started from an initial condition (N ε,1a,0, N
ε,
1d,0) satisfying bK(N ε,1a,0 +N ε,1d,0)c = ε/2, and
(N ε,1a,t, N
ε,
1d,t) :
( i
K
,
j
K
)
→
( i+ 1
K
,
j
K
)
at rate iλ1,( i
K
,
j
K
)
→
( i− 1
K
,
j
K
)
at rate i(µ+ (1− p)(C(n¯2 − 2ε)) + τ(n¯2 − 2ε)),( i
K
,
j
K
)
→
( i− 1
K
,
j + 1
K
)
at rate pCi(n¯2 + 3ε),( i
K
,
j
K
)
→
( i+ 1
K
,
j − 1
K
)
at rate jσ,( i
K
,
j
K
)
→
( i
K
,
j − 1
K
)
at rate jκµ.
started from an initial condition (N ε,1a,0, N
ε,
1d,0) satisfying dK(N ε,1a,0 +N ε,1d,0)e = ηε/2. This coupling is
based on the same principle as the one satisfying (5.4).
For all ε > 0 sufficiently small, both of these two-type branching processes are subcritical, cf. Sec-
tion 2.3. In other words, the largest eigenvalues λ˜ε, respectively λ˜ε, of their mean matrices Jε,
respectively Jε, defined analogously to the matrix J introduced in (2.13), are strictly negative.
Further, these eigenvalues both converge to the largest eigenvalue λ˜ of J , which was explicitly ex-
pressed in (2.16), as ε ↓ 0. From this, analogously to [CCLLS19, Section 3.3], we conclude that
the extinction time of these processes started from [bηKε2 c, b εK2 c + 1] is of order ( 1λ˜ ± O(ε)) logK.
This in turn follows from the general assertion [AN72, p. 202] that for a two-type branching process
N = (N(t))t≥0 = (N1(t),N2(t))t≥0 that is subcritical, with its mean matrix having largest eigenvalue
λ¯ < 0, given that N1(0) + N2(0) ∈ [bηKε2 c, b εK2 c+ 1], defining
SNε = inf{t ≥ 0: N1(t) + N2(t) ≥ bεKc}, ε > 0, (5.31)
and
SN0 = inf{t ≥ 0: N1(t) + N2(t) = 0}, (5.32)
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the following hold:
∀C < λ¯−1, lim
K→∞
P(SN0 ≤ C logK) = 0
and
∀C > λ¯−1, lim
K→∞
P(SN0 ≤ C logK) = 1.
Further, if N1(0) + N2(0) = bηKε2 c, then for all small enough ε > 0,
lim
K→∞
P
(
SN0 > K ∧SNbεKc
)
= 0. (5.33)
Now for E ≥ 0 we can estimate as follows
P(T 10 < E logK)− P
(
S
Nε,1
0 < E logK
) ≤P(T 10 > T 1ε ∧K)+ P(T 1ε ∧K > R22ε)
≤P(SNε,10 > SNε,1bεKc ∧K)+ P(T 1ε ∧K > R22ε). (5.34)
Here, the first inequality can be verified in the following way:
P(T 10 < E logK)− P
(
S
Nε,1
0 < E logK
)
= P(T 10 < E logK ≤ SN
ε,
1
0 )
≤ P(R22ε < T 10 < E logK,R22ε < T 1ε ) + P(T 1ε < T 10 < E logK,R22ε > T 1ε )
≤ P(R22ε < T 1ε ∧ E logK) + P(T 10 > T 1ε )
≤ P(R22ε < T 1ε ∧K) + P(T 10 > T 1ε ∧K)
(5.35)
As soon as ε > 0 is sufficiently small, the second term in the last line of (5.34) tends to zero as K →∞
according to (5.29) and so does the first one according to (5.33). We conclude that
lim sup
K→∞
P
(
T 10 < E logK
) ≤ lim
K→∞
P
(
S
Nε,1
0 ≤ E logK
)
and
lim inf
K→∞
P
(
T 10 < E logK
) ≥ lim
K→∞
P
(
S
Nε,1
0 ≤ E logK
)
.
Hence, we conclude the proposition. 
5.4. Proof of Theorems 2.10 and 2.11. Putting together Propositions 5.1, 5.4, and 5.5, we now
prove our main results, making use of some arguments from [CCLLS19, Section 3.4], similarly to
[BT19, Section 3.4]. Our setting is different from the one of [BT19] for three reasons: first, here we
have a one-coordinate mutant of two-coordinate resident population (and not the other way around);
second, we have scenarios where convergence to the coexistence equilibrium occurs instead of fixation
of mutants; third, also the case where mutants die out with probability tending to one has to be
handled. Throughout the proof we will assume that λ1 > µ. Our proof strongly relies on the coupling
(5.11). More precisely, we define a Bernoulli random variable B̂ as the indicator of nonextinction
B̂ := 1{∀t > 0: N̂2(t) > 0}
of the approximating branching process (N̂2(t))t≥0 defined Section 2.3, which is initially coupled with
the same branching processes as (KNK2,t)t≥0 according to (5.11). Let f¯ be the function defined in
Proposition 5.1. Throughout the remainder of the proof, we can assume that ε > 0 is so small that
f¯(ε) < 1.
We want to show that
lim inf
K→∞
E(K, ε) ≥ q2 − o(ε) (5.36)
holds for
E(K, ε) := P
( T 20
logK
≤ f¯(ε), T 20 < TS2β ∧ TScoβ , B̂ = 0
)
.
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Moreover, we want to show that in case q2 < 1,
lim inf
K→∞
Ij0(K, ε) ≥ 1− q2 − o(ε), (5.37)
where we define
I1(K, ε) := P
(∣∣∣ TS2β
logK
−
( 1
λ˜
− 1
λ̂
)∣∣∣ ≤ f¯(ε), TS2β < T 20 , B̂ = 1)
and
Ico(K, ε) := P
(∣∣∣ TScoβ
logK
− 1
λ˜
∣∣∣ ≤ f¯(ε), TScoβ < T 20 ∧ TS2β , B̂ = 1),
further, we put j0 = co in case (n1a, n1d, n2) exists as a coordinatewise positive equilibrium (this
corresponds to the case when both (2.14) and (2.9) hold; cf. also Lemmas 2.2 and 4.1) and j0 = 2
otherwise (which corresponds to the case when (2.14) and (2.10) hold). Throughout the proof, β is
to be thought as positive and sufficiently small; we will comment on how small it should be in the
individual cases.
The assertions (5.36) and (5.37) together will imply Theorem 2.10 and the equation (2.30) in The-
orem 2.11. The other assertion of Theorem 2.11, equation (2.31), follows already from (5.3).
Let us first consider the case of mutant extinction in the first phase of invasion and verify (5.36).
It is clear that we have
E(K, ε) ≥ P
( T 20
logK
≤ f¯(ε), T 20 < TS2β ∧ TScoβ , B̂ = 0, T
2
0 < T
2√
ε ∧R1bε
)
.
Now, according to our initial conditions, one can choose β > 0 sufficiently small such that for all
sufficiently small ε > 0 we have
T 2√ε ∧R1bε < TS2β ∧ TScoβ ,
almost surely. We assume further on during the proof that β satisfies this condition. Then,
E(K, ε) ≥ P
( T 20
logK
≤ f¯(ε), B̂ = 0, T 20 < T 2√ε ∧R1bε
)
. (5.38)
Moreover, analogously to the proof of [CCLLS19, Proposition 3.1], we obtain
lim sup
K→∞
P
({B̂ = 0}∆{T 20 < T 2ε ∧R1bε}) = oε(1), (5.39)
where ∆ denotes symmetric difference, and
lim sup
K→∞
P
({B̂ = 0}∆{T (ε,2),20 <∞}) = oε(1).
Together with (5.38), these imply that
lim inf
K→∞
E(K, ε) ≥P
( λ̂T 20
logK
≤ f¯(ε), T (ε,2),20 <∞
)
+ oε(1)
≥P
( λ̂T (ε,2),20
logK
≤ f¯(ε), T (ε,2),20 <∞
)
+ oε(1) ≥ P
(
T
(ε,2),2
0 <∞
)
+ oε(1),
(5.40)
where in the second inequality of (5.40) we used the coupling (5.11). Thus, using (5.12), we arrive
at (5.36). Hence, we have derived (2.30).
Let us move on to the case of mutant survival in the first phase of invasion and verify (5.37). Arguing
analogously to (5.39), we get
lim sup
K→∞
P
({B̂ = 1}∆{T 2√ε < T 20 ∧R1bε}) = oε(1).
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Hence,
lim inf
K→∞
Ij0(K, ε) = lim inf
K→∞
P
(∣∣∣ TS2β
logK
−
( 1
λ̂
− 1
λ˜
)∣∣∣ ≤ f¯(ε), TS2β < T 20 , T 2√ε < T 20 ∧R1bε)+ oε(1)
(5.41)
if j0 = 2, and
lim inf
K→∞
Ij0(K, ε) = lim inf
K→∞
P
(∣∣∣ TScoβ
logK
− 1
λ̂
∣∣∣ ≤ f¯(ε), TScoβ < T 20 ∧ TS2β , T 2√ε < T 20 ∧R1bε)+ oε(1) (5.42)
if j0 = co. For ε > 0 and β > 0, we recall the set B
3
ε from (5.18). Note that if T
2√
ε
< ∞, then for
all small enough ε > 0, NK
T 2√
ε
∈ B3ε for all sufficiently large K (depending on ε). From now on, we
assume that ε > 0 is so small that it satisfies this condition. Further, we define another set
B4β := [0, β/2]× [0, β/2]× [n¯2 − β/2, n¯2 + β/2]
and the stopping time
T̂ ′′β := inf
{
t ≥ T√ε : NKt ∈ B4β
}
.
Note that for j0 = 2, B
4
β is in fact the analogue of S
co
β for j0 = co: these two sets are small closed
neighbourhoods of the state that the rescaled population process will reach with high probability
conditional on survival of mutants. However, in case j0 = 2, we additionally need to take into account
the time of extinction of the trait 2 population. Thus, vaguely speaking, we want to show that with
high probability the process has to pass through B3ε in order to reach S
j0
β , whatever j0 ∈ {2, co} is,
and afterwards it has to go through B4β in order to reach S
2
β in case j0 = 2. Then, using to the Markov
property, we can estimate T
S
j0
β
by estimating T 2√
ε
, T̂ ′′β − T 2√ε, and TS1β − T̂
′′
β in case j0 = 2, and by
estimating T 2√
ε
and TScoβ − T 2√ε in case j0 = co.
In case j0 = 2, (5.41) implies that
lim inf
K→∞
I2(K, ε) ≥ P
(∣∣∣ TS2β
logK
−
( 1
λ̂
− 1
λ˜
)∣∣∣ ≤ f¯(ε), T 2√ε < T 20 ∧R1bε, T̂ ′′β < TS2β , TS2β < T 20 )+ oε(1)
≥ P
(∣∣∣ T 2√ε
logK
− 1
λ̂
∣∣∣ ≤ f¯(ε)
3
,
∣∣∣ T̂ ′′β − T 2√ε
logK
∣∣∣ ≤ f¯(ε)
3
,
∣∣∣TS2β − T̂ ′′β
logK
+
1
λ˜
∣∣∣ ≤ f¯(ε)
3
,
T 2√ε < T
2
0 ∧R1bε, T̂ ′′β < TS2β , TS2β < T
2
0
)
+ oε(1),
whereas in case j0 = co, (5.42) implies that
lim inf
K→∞
Ico(K, ε) ≥ P
(∣∣∣ TScoβ
logK
− 1
λ̂
∣∣∣ ≤ f¯(ε), T 2√ε < T 20 ∧R1bε, TScoβ < T 20 ∧ TS2β)+ oε(1)
≥P
(∣∣∣ T 2√ε
logK
− 1
λ˜
∣∣∣ ≤ f¯(ε)
3
,
∣∣∣TScoβ − T 2√ε
logK
∣∣∣ ≤ f¯(ε)
3
, T 2√ε < T
2
0 ∧R1bε, TScoβ < T 20 ∧ TS1β
)
+ oε(1),
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Note that for β > 0 small enough and ε > 0 sufficiently small chosen accordingly, R1bε ≤ TSj0β almost
surely, whatever j0 is. Hence, applying the strong Markov property at times T
2√
ε
and T̂ ′′β implies
lim inf
K→∞
I2(K, ε) ≥ lim inf
K→∞
[
P
(∣∣∣ T 2√ε
logK
− 1
λ̂
∣∣∣ ≤ f¯(ε)
3
, T 2√ε < T
2
0 ∧R1bε
)
× inf
n=(n1a,n1d,n2) : n∈B3ε
P
(∣∣∣ T̂ ′′β − T 2√ε
logK
∣∣∣ ≤ f¯(ε)
3
, T̂ ′′β < T
2
0
∣∣∣NK0 = n)
× inf
n∈B4β
P
(∣∣∣TS2β − T̂ ′′β
logK
+
1
λ˜
∣∣∣ ≤ f¯(ε)
3
, TS2β
< T 20
∣∣∣NK0 = n)]+ oε(1)
(5.43)
in case j0 = 2, and
lim inf
K→∞
Ico(K, ε) ≥ lim inf
K→∞
[
P
(∣∣∣ T 2√ε
logK
− 1
λ˜
∣∣∣ ≤ f¯(ε)
3
, T 2√ε < T
2
0 ∧R1bε
)
× inf
n∈B3ε
P
(∣∣∣TScoβ − T 2√ε
logK
∣∣∣ ≤ f¯(ε)
3
, TScoβ < T
2
0 ∧ TS2β
∣∣∣NK0 = n)]
(5.44)
in case j0 = co. Hence, it remains to show that the right-hand side of (5.43) respectively (5.44) is
close to 1− q2 as K →∞, given that ε > 0 is small. Let us first analyse the first term (which appears
on the right-hand side of both equations) and show that
lim inf
K→∞
P
(∣∣∣ T 2√ε
logK
− 1
λ̂
∣∣∣ ≤ f¯(ε)
3
, T 2√ε < T
2
0 , T
2√
ε < T
2
0 ∧R1bε
)
≥ 1− q2 + oε(1). (5.45)
Now, we have the following
P
(∣∣∣ T 2√ε
logK
− 1
λ̂
∣∣∣ ≤ f¯(ε)
3
, T 2√ε < T
2
0 ∧R1bε
)
= P
(∣∣∣ T 2√ε
logK
− 1
λ̂
∣∣∣ ≤ f¯(ε)
3
, T 2√ε < T
2
0 ∧R1bε
)
≥ P
(∣∣∣ λ̂T 2√ε
logK
− 1
∣∣∣ ≤ f¯(ε)
6
, T 2√ε < T
2
0 ∧R1bε
)
≥ P
( λ̂T 2√
ε
logK
− λ̂T
2
ε
logK
≤ f¯(ε)
6
,
∣∣∣ λ̂T 2√ε
logK
− 1
∣∣∣ ≤ f¯(ε)
6
, T 2√ε < T
2
0 ∧R1bε
)
.
Note that for any three events A1, A2, A3, the following holds
P(A1 ∩A2 ∩A3) ≥ P(A2 ∩A3)− P(Ac1 ∩A3)− P(Ac2 ∩A3).
Applying this to the previous chain of inequalities, we obtain
P
(∣∣∣ T 2√ε
logK
− 1
λ˜
∣∣∣ ≤ f¯(ε)
3
, T 2√ε < T
2
0 ∧R1bε
)
≥ P
(∣∣∣ λ̂T 2√ε
logK
− 1
∣∣∣ ≤ f¯(ε)
6
, T 2√ε < T
2
0 ∧R1bε
)
− P
( λ̂T 2√
ε
logK
≥ f¯(ε)
6
, T 1√ε < T
2
0 ∧R1bε
)
.
(5.46)
Proposition 5.1 implies that the first term on the right-hand side of (5.46) satisfies
lim inf
K→∞
P
(∣∣∣ λ̂T 2√ε
logK
− 1
∣∣∣ ≤ f¯(ε)
6
, T 2√ε < T
2
0 ∧R1bε
)
≥ 1− q2 − oε(1).
Finally, thanks to [CCLLS19, Lemma A.2], the second term on the right-hand side of (5.46) satisfies
lim sup
K→∞
P
( λ̂T 2√
ε
logK
≥ f¯(ε)
6
, T 2√ε < T
2
0 ∧R1bε
)
= oε(1).
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This implies (5.45).
Now, let us handle the second phase of invasion, both in the case j0 = 2 (fixation of trait 2, which
corresponds to an almost-fixation already by the end of the second phase) and in the case j0 = co
(convergence to the coexistence equilibrium). For m = (m1a,m1d,m2) ∈ [0,∞)3, let n(m) denote the
unique solution of the dynamical system (2.1) with initial condition m. Thanks to the continuity of
flows of this dynamical system with respect to the initial condition (cf. [DLA06, Theorem 1.1]) and
thanks to the convergence provided by Proposition 5.4, it follows that if β > 0 is sufficiently small,
then there exist ε0, δ0 > 0 such that for all ε ∈ (0, ε0) and δ ∈ (0, δ0), there exists t̂β,δ,ε > 0 such that
for all t > t̂β,δ,ε, one has ∥∥∥n(n0)(t)− (0, 0, n¯2)∥∥∥ ≤ β
4
in case j0 = 2, and ∥∥∥n(n0)(t)− (n1a, n1d, n2)∥∥∥ ≤ β
4
in case j0 = co, for any initial condition n
0 = (n01a, n
0
1d, n
0
2) ∈ B3ε.
Now, using [EK86, Theorem 2.1, p. 456], we conclude that for all sufficiently small β > 0 and
accordingly chosen ε < ε0, the following hold. If j0 = 2, then
lim
K→∞
P
(
T̂ ′′β − T 2√ε ≤ t̂β,δ,ε
∣∣∣NK0 ∈ B3ε) = 1− oε(1),
whereas if j0 = co, then
lim
K→∞
P
(
TScoβ − T 2√ε ≤ t̂β,δ,ε
∣∣∣NK0 ∈ B3ε) = 1− oε(1).
Thus, for j0 = 2, the second term on the right-hand side of (5.43) is close to 1 when K tends to ∞, β
is small and ε > 0 is small enough chosen according to β. The same holds for the second term on the
right-hand side of (5.44) in case j0 = co. In the latter case, together with (5.45) we have obtained
lim inf
K→∞
Ico(K, ε) ≥ 1− q2 − oε(1),
which implies (2.26) and (2.27).
Finally, let us consider the third term on the right-hand side of (5.43) (in the case j0 = 2 of fixation
of trait 2). Proposition 5.5 implies that there exists β0 > 0 (denoted as ε0 in Proposition 5.5) such
that for all β < β0,
lim
K→∞
P
(∣∣∣TS2β − T̂ ′′β
logK
+
1
λ˜
∣∣∣ ≤ f(ε)
3
∣∣∣NK0 ∈ B4β) = 1− oε(1).
Combining (5.45) with the convergence of the second and the third term on the right-hand side of
(5.43) to 1, we obtain
lim inf
K→∞
I1(K, ε) ≥ 1− q2 − oε(1),
which implies (2.28) and (2.29).
6. Invasion of trait 1 against trait 2: Proof of Theorems 2.12 and 2.13
In this section we investigate the case when the resident trait is 2, which in particular has no
dormant state, and the mutant trait is 1, which exhibits dormancy. This situation is similar to the
one analysed in [BT19], with the additional effect of HGT that is beneficial for the residents and
harmful for the mutants. We will be able to use methods of [BT19, Section 4.1], which in turn use
various techniques of [CCLLS19, Section 3.1], but some coupling arguments have to be altered in order
to handle HGT. Here, for the first and third phase of invasion, we only mark the main differences in
the proof compared to [BT19], whereas for the second phase, additional arguments are necessary.
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6.1. The first phase of invasion: mutant growth or extinction. For ε > 0, we recall the
stopping time R2ε from (5.25), which is the first time that the resident population leaves the closed
ε-ball around the equilibrium n¯2 =
λ2−µ
C . Note that this stopping time also depends on K. Now, the
following holds about the first phase of invasion.
Proposition 6.1. Assume that λ2 > µ and λ˜ 6= 0. Let K 7→ mK2 be a function from (0,∞) to [0,∞)
such that mK2 ∈ 1KN0 and limK→∞mK2 = n¯2. Then there exists a function f : (0,∞)→ (0,∞) tending
to zero as ε ↓ 0 such that for any ξ ∈ [1/2, 1],
lim sup
K→∞
∣∣∣P(T 1εξ < T 10 ∧R22ε, ∣∣∣ T 1εξlogK − 1λ˜
∣∣∣ ≤ f¯(ε)∣∣∣NK0 = ( 1K , 0,mK2 ))− (1− q2)∣∣∣ = oε(1) (6.1)
and
lim sup
K→∞
∣∣∣P(T 10 < T 1εξ ∧R12ε ∣∣∣NK0 = ( 1K , 0,mK2 ))− q2∣∣∣ = oε(1) (6.2)
This proposition is the analogue of [BT19, Proposition 4.1]. We will now explain what has to be
altered in the proof of [BT19] in order to handle the additional HGT terms. The first step of the proof
is to verify the following lemma.
Lemma 6.2. Under the assumptions of Proposition 6.1, there exists a positive constant ε0 such that
for any ξ ∈ [1/2, 1] and 0 < ε ≤ ε0,
lim sup
K→∞
P
(
R22ε ≤ T 1εξ ∧ T 10
)
= 0.
Let us now explain how to obtain (6.2) via an adaptation of the proof of [BT19, Lemma 4.2].
Proof. We prove the lemma via coupling the rescaled population size NK2,t with two birth-and-death
processes, N−2,t and N
+
2,t, on time scales where the mutant population size remains still small compared
to K. More precisely, following [CCLLS19, Section 3.1.2],
N−2,t ≤ NK2,t ≤ N+2,t, a.s. ∀t ≤ T 10 ∧ T 1εξ . (6.3)
In order to satisfy (6.3), the processes N−2 = (N
−
2,t)t≥0 and N
+
2 = (N
+
2,t)t≥0 can be defined with the
following birth and death rates
N−2,t :
i
K
→ i+ 1
K
at rate iλ2,
i
K
→ i− 1
K
at rate i
(
µ+ C
i
K
+ Cεξ
)
.
and
N+2,t :
i
K
→ i+ 1
K
at rate iλ2 + τε
ξ,
i
K
→ i− 1
K
at rate i
(
µ+ C
i
K
)
.
Using this coupling, which is based on the same principle as the one satisfying (5.11), the proof can be
continued analogously to the one of [BT19, Lemma 4.2]. Following the arguments of that proof, one
arrives at the point from where the lemma follows as soon as one shows that for V > 0 small enough,
one has
lim
K→∞
e−KV E
(
R12ε ∧ T 10 ∧ T 1εξ
)
= 0. (6.4)
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Now, we can again verify (6.4) similarly to [CCLLS19, Section 3.1.2] and hence also to the proof
of Lemma 5.2 (note that in [BT19] only the case when the approximating branching process
((N̂1a(t), N̂1d(t)))t≥0 is supercritical was handled, which allowed for a simpler proof). Since we have
E
[
R22ε ∧ T 10 ∧ T 1εξ
] ≤ E[ ∫ R22ε∧T 10∧T 1εξ
0
KNK1,tdt
]
,
it suffices to show that there exists C˜ > 0 such that
E
[ ∫ R22ε∧T 10∧T 1εξ
0
KNK1,tdt
]
≤ C˜εξK. (6.5)
To this end, it is enough to show that there exists a function g : ( 1KN0)
3 → R defined as
g(n1a, n1d, n2) = γ1n1a + γ2n1d (6.6)
such that
Lg(NKt ) ≥ NKt , (6.7)
where L is the infinitesimal generator (cf. Section B in the appendix) of (NKt )t≥0 and we write
NKt = N
K
1a,t +N
K
1d,t. Indeed, if (6.7) holds, then by Dynkin’s formula,
E
[ ∫ R22ε∧T 10∧T 1εξ
0
KNK1,tdt
]
≤ E
[ ∫ R22ε∧T 10∧T 1εξ
0
KLg(NKt )dt
]
= E
[
Kg(NKR22ε∧T 20∧T 1εξ
)−Kg(NK0 )
]
≤ (γ1 ∨ γ2)εξK − (γ1 ∧ γ2)
follows, which implies (6.5), independently of the signs of γ1 and γ2. Here, Dynkin’s formula can
indeed be applied because E[R22ε ∧ T 10 ∧ T 1εξ ] is finite. That holds because given our initial conditions,
with positive probability the single initial active trait 1 individual dies due to natural death within a
unit length of time before any event of the process NKt occurs, and hence already T
1
0 is stochastically
dominated by a geometric random variable, which has all moments. We now apply the infinitesimal
generator L to the function g introduced in (6.6) once again, which yields
Lg(NKt ) = NK1a,t
[
(λ1−µ−C(NK2,t +NK1a,t)− τNK2,t)γ1 + pC(NK2,t +NK1a,t)γ2
]
+NK1d,t
[
σγ1− (κµ+σ)γ2
]
.
Hence, according to (6.6), it suffices to show that there exist γ1, γ2 ∈ R such that the following system
of inequalities is satisfied:
(λ1 − µ− C(NK1a,t +NK2,t)− τNK2,t)γ1 + pC(NK1a,t +NK2,t)γ2 > 1 (6.8)
and
σγ1 − (κµ+ σ)γ2 > 1. (6.9)
We claim that as long as t ≤ R22ε ∧ T 10 ∧ T 1εξ , the matrix
JK(t) =
(
λ1 − µ− CNK1a,t − (C + τ)NK2,t pC(NK1a,t +NK2,t)
σ −κµ− σ
)
is entrywise close to the mean matrix J introduced in (2.13), namely (noting that the two matrices
have the same second row), there exists a constant C˜ > 0 such that∣∣(JK(t)− J)
1j
∣∣ ≤ C˜εξ, ∀j ∈ {1, 2}. (6.10)
Indeed, as long as t ≤ R22ε ∧ T 10 ∧ T 1εξ , for j = 1 we have that
|(λ1 − µ− CNK1a,t − (C + τ)NK2,t)− (λ1 − µ− (C + τ)n¯2)| ≤ 2(C + τ)ε+ Cεξ,
whereas for j = 2 we have
|pC(NK1a,t +NK2,t)− pCn¯2| ≤ pC(2ε+ εξ).
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This implies (6.10) for eg. C˜ = 3C + 2τ .
Let us now choose (γ1, γ2). Thanks to the assumption that λ1 > µ, given that ε > 0 is sufficiently
small, JK(t) + ((C + τ)n¯2 + 2(κµ+ σ))Id is a matrix with positive entries, where Id denotes the 2× 2
identity matrix. Hence, writing u0 = (C + τ)n¯2 + 2(κµ + σ), it follows from the Perron–Frobenius
theorem that there exists a strictly positive right eigenvector Γ˜ = (γ˜1, γ˜2) of J + u0Id corresponding
to the eigenvalue λ˜+ u0. Then we have
(J + u0Id)Γ˜
T = (λ˜+ u0)Γ˜
T ,
and thus also J Γ˜T = λ˜Γ˜T . Since by assumption λ˜ 6= 0 and Γ˜ has two positive coordinates, we obtain
that
Γ := (γ1, γ2) := 2(λ˜(γ˜1 ∧ γ˜2))−1Γ˜
is well-defined, and it solves
JΓT = λ˜ΓT , (6.11)
further, λ˜γi ≥ 2 holds for all i ∈ {1, 2}. Now, using (6.11) and (6.10), we obtain∣∣γ1(λ1 − µ− CNK1a,t − (C + τ)NK2,t) + γ2pC(NK1a,t +NK2,t)− λ˜γ1∣∣
=
∣∣γ1(CNK1a,t + (C + τ)NK2,t − (C + τ)n¯2) + γ2pC(NK1a,t +NK2,t − n¯2)∣∣ ≤ (|γ1|+ |γ2|)C˜εξ.
Finally, since λ˜γ1 ≥ 2, it follows that if ε > 0 is small enough, then as long as t ≤ R22ε ∧ T 10 ∧ T 1εξ , we
have
γ1(λ1 − µ− CNK1a,t − (C + τ)NK2,t) + γ2(pC(NK1a,t +NK2,t)) ≥ 1.
This (together with the fact that J and JK(t) have the same second row for any positive K and t)
implies (6.7), and hence the proof of Lemma 6.2 is concluded. 
Proof of Proposition 6.1. In what follows, similarly to [BT19, Section 4.1], we consider our population
process on the event
Aε := {T 10 ∧ T 1εξ < R22ε}
for sufficiently small ε > 0. On this event, the invasion or extinction of the mutant population will
happen before the resident population substantially deviates from its equilibrium size. We couple on
Aε the process (KN
K
1a,t,KN
K
1d,t) with two two-type branching processes (N
ε,−
1a,t, N
ε,−
1d,t) and (N
ε,+
1a,t, N
ε,+
1d,t)
on N20 (these again depend on K, but we omit that from the notation) such that almost surely, for
any t < tε := T
1
0 ∧ T 1εξ ∧R22ε and υ ∈ {a, d},
N ε,−1υ,t ≤ N̂1υ(t) ≤ N ε,+1υ,t,
N ε,−1υ,t ≤ KNK1υ,t ≤ N ε,+1υ,t,
(6.12)
where the approximating branching process ((N̂1a(t), N̂1d(t)))t≥0 was defined in Section 2.3. We claim
that in order to satisfy (6.12), these processes can be defined with the following jump rates:
(N ε,−1a,t, N
ε,−
1d,t) : (i, j)→ (i+ 1, j) at rate iλ1,
(i, j)→ (i− 1, j) at rate i(µ+ (1− p)C(εξ + n¯2 + 2ε) + pC(4ε+ εξ)
+ τ(n¯2 + 2ε)),
(i, j)→ (i− 1, j + 1) at rate ipC(n¯2 − 2ε),
(i, j)→ (i+ 1, j − 1) at rate jσ,
(i, j)→ (i, j − 1) at rate jκµ,
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and
(N ε,+1a,t, N
ε,+
1d,t) : (i, j)→ (i+ 1, j) at rate iλ1,
(i, j)→ (i− 1, j) at rate i(µ+ (1− p)C(n¯2 − 2ε)− pC(4ε+ εξ)),
(i, j)→ (i− 1, j + 1) at rate ipC(n¯2 + 2ε+ εξ),
(i, j)→ (i+ 1, j − 1) at rate jσ,
(i, j)→ (i, j − 1) at rate jκµ.
The idea of this coupling is similar to the one of the coupling satisfying (5.4). Given this coupling, the
proof of Proposition 6.1 can be completed analogously to the one of [BT19, Proposition 4.1] (which
uses further arguments of [CCLLS19]). Here, we note that although the case when λ˜ < 0 was not
considered in [BT19], in this case the same proof techniques can be applied as for λ˜ > 0. 
6.2. The second phase of invasion: Lotka–Volterra phase. Assume that (2.14) holds. On the
event {T 1√
ε
< T 10 ∧R22ε} ⊂ Aε, after time T 1ε the total mutant (trait 1) population has size close to εK.
Note that Proposition 6.1 does not tell about the proportion of dormant and active mutants at time
T 1ε . Similarly to [BT19, Section 4.2.2], we show that with high probability, there exists a point in time
in the interval [T 1ε , T
1√
ε
] such that at this time, the total mutant population size is still comparable
to εK, and the proportion of the active and dormant mutants is near the equilibrium proportion
((N̂1a(t), N̂1d(t)))t≥0. We verify this in Section 6.2.1, using arguments similar to [CCLLS19, BT19].
Starting from such a proportion of active and dormant mutants, the limiting dynamical system (2.1)
will converge to (n1a, n1d, n2) in the case (2.9) of stable coexistence and to (n¯1a, n¯1d, 0) in the case
(2.10) of mutant fixation; we will prove this in Section 6.2.2.
6.2.1. Kesten–Stigum arguments. If (2.14) holds, then λ˜ is positive. Hence, the Kesten–Stigum theo-
rem (see eg. [GB03, Theorem 2.1]) ensures that we have( N̂1a(t)
N̂1a(t) + N̂1d(t)
,
N̂1d(t)
N̂1a(t) + N̂1d(t)
)
−→
K→∞
(pi1a, pi1d)
almost surely, conditional on the survival of the approximating branching process (N̂1a(t), N̂1d(t))t≥0,
where (pi1a, pi1d) is the positive left eigenvector of the matrix J defined in (2.13) associated to λ˜ such
that pi1a + pi1d = 1, which can be computed explicitly according to (2.16). We have the following
proposition.
Proposition 6.3. Assume that (2.14) holds (in other words, λ˜ > 0) with λ2 > µ. Then there exists
Ĉ > 0 sufficiently large such that for δ > 0 such that pi1a ± δ ∈ (0, 1), under the same assumptions as
Proposition 6.1,
lim inf
K→∞
P
(
∃t ∈ [T 1ε , T 1√ε], εK
Ĉ
≤ KNK1a,t +KNK1d,t ≤
√
εK,
pi1a − δ <
NK1a,t
NK1a,t +N
K
1d,t
< pi1a + δ
∣∣∣T 1√ε < T 10 ∧R12ε) ≥ 1− oε(1). (6.13)
The proof of this proposition is very similar to the one of [BT19, Proposition 4.4], which employes
some arguments of the proof of [CCLLS19, Proposition 3.2]. Compared to the setting of [BT19], only
the additional HGT terms have to be handled, which can be treated very similarly to the terms for
death by competition. For the readers’s convenience, we nevertheless present the whole proof in the
appendix of the present paper, in Section C.
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6.2.2. Convergence of the dynamical system. Next, we show that for λ˜ > 0, starting from an ini-
tial condition where the dormant/active proportion of mutants is sufficiently balanced, the system
converges towards the coexistence equilibrium (n1a, n1d, n2) under the assumption (2.14) and to the
monomorphic equilibrium (n¯1a, n¯1d, 0) of trait 1 under the assumption (2.15). The proof of this lemma
uses ideas from the proof of [BT19, Lemma 4.7], however, the extension of that proof is not immediate
because of the additional HGT terms and possible coexistence.
Lemma 6.4. Assume that (2.14) holds with λ2 > µ. Let us consider the system of ODEs (2.1). Then,
if for t = 0 we have
pC(n1a(t) + n2(t))
κµ+ σ
>
n1d(t)
n1a(t)
, (6.14)
further,
n1d(t)
n1a(t)
>
µ− λ1 + C(n2(t) + n1a(t)) + τn2(t)
σ
, (6.15)
and
n2(t) ≥ 0, n1a(t), n1d(t) > 0, (6.16)
then under condition (2.10), the following holds:
lim
t→∞(n1a(t), n1d(t), n2(t)) = (n¯1a, n¯1d, 0), (6.17)
whereas under condition (2.9), there exists ε > 0 such that if (n1a(0), n1d(0), n2(0)) additionally satis-
fies
n1a(0) + n2(0) ≤
√
ε and n¯2 − 2ε ≤ n2(0) ≤ n¯2 + 2ε, (6.18)
then we have
lim
t→∞(n1a(t), n1d(t), n2(t)) = (n1a, n1d, n2). (6.19)
Proof. Note that (6.14) is equivalent to the condition that n˙1d(t) > 0 and (6.15) is equivalent to the
condition that n˙1a(t) > 0. Hence, as long as (6.14) and (6.15) hold, t 7→ n1a(t) and t 7→ n1d(t) are
strictly increasing.
Let us assume that (6.14), (6.15), and (6.16) are satisfied for t = 0. We claim that then both of
these inequalities hold for all t > 0 unless for some t > 0,
pC(n1a(t) + n2(t))
κµ+ σ
=
n1d(t)
n1a(t)
=
µ− λ1 + C(n2(t) + n1a(t)) + τn2(t)
σ
. (6.20)
Indeed, let us assume that for some t > 0, (n1a(t), n1d(t), n2(t)) lies on the boundary of the set
U = {(n̂1a, n̂1d, n̂2) ∈ [0,∞)× (0,∞)× (0,∞) : (6.14), (6.15), and (6.16) hold for
(n1a(t), n1d(t), n2(t)) = (n̂1a, n̂1d, n̂2)} (6.21)
with n1a, n1d > 0. Then one of the following conditions holds:
(i) n˙1d(t) = 0, n˙1a(t) > 0,
(ii) n˙1a(t) = 0, n˙1d(t) > 0,
(iii) n˙1a(t) = n˙1d(t) = 0.
In case (i) we have
d
dt
[n1d(t)
n1a(t)
]
=
−n˙1a(t)n1d(t)
n1a(t)2
< 0.
The case (ii) yields
d
dt
[n1d(t)
n1a(t)
]
=
n˙1d(t)n1a(t)
n1a(t)2
> 0.
We conclude that s 7→ (n1a(s), n1d(s), n2(s)) cannot enter the interior of the complement of the open
set U defined in (6.21). Hence, in case the solution reaches the boundary of the set U , after an
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arbitrarily short time, either the solution will be situated in U again or condition (iii) will still be
satisfied.
Since solutions of (2.1) with coordinatewise nonnegative initial conditions are bounded (depend-
ing only on the initial condition), we infer from from the previous consideration, using monotonic-
ity, that t 7→ (n1a(t), n1d(t), n2(t)) converges along a subsequence to some (n∗1a, n∗1d, n∗2) such that for
(n1a(t), n1d(t), n2(t)) = (n
∗
1a, n
∗
1d, n
∗
2), the inequalities (6.14) and (6.15) are replaced by the correspond-
ing equalities (whereas (6.16) is still satisfied). But this convergence implies that at (n∗1a, n∗1d, n
∗
2),
the time derivative of the n2-coordinate of (2.1) must be equal to zero. This can only happen if
(n∗1a, n∗1d, n
∗
2) is an equilibrium of (2.1) with n
∗
1a and n
∗
1d positive and n
∗
2 nonnegative, i.e., either
(n∗1a, n∗1d, n
∗
2) = (n1a, n1d, n2) or (n
∗
1a, n
∗
1d, n
∗
2) = (n¯1a, n¯1d, 0).
In case (2.10) holds, only the latter case is possible because the coexistence equilibrium (n1a, n1d, n2)
does not exist. Hence, thanks to the boundedness of the solution, t 7→ (n1a(t), n1d(t), n2(t)) must
converge along all subsequences to (n¯1a, n¯1d, 0), which implies (6.17).
In case (2.9) is satisfied, our goal is to show that only (n∗1a, n∗1d, n
∗
2) = (n1a, n1d, n2) is possible. We
claim that under (2.14) we have (regardless of whether λ2 > µ)
n¯1a > n1a + n2 > n˜2, (6.22)
where we recall the notation n˜2 =
λ2−µ
C . Indeed, by part (ii) of Lemma 5.3, we have
0 = λ2 − µ− Cn˜2 = λ2 − µ− C(n1a + n2) + τn2,
which implies the second inequality in (6.22). In order to verify the first inequality in (6.22), we note
that in case (n1a, n1d, n2) exists as a coordinatewise positive equilibrium, we have according to (2.7)
that
n1a + n2 =
(λ2 − λ1)(κµ+ σ)
Cpσ − (κµ+ σ)τ
and
n¯1a =
(λ1 − µ)(κµ+ σ)
C(κµ+ (1− p)σ) .
Now, since by assumption (2.6) holds, thanks to Lemma 4.1 this also implies that Cpσ− (κµ+σ) < 0.
Given this and using elementary computations, we conclude that n1a+n2 < n¯1a is equivalent to (2.9),
which holds by assumption. Hence, the claim follows.
Let now ε > 0 so small that
n¯1a > n1a + n2 > n˜2 + 2ε+
√
ε;
such ε exists thanks to (6.22). Under the condition (6.18) that n1a(0) + n1d(0) ≤
√
ε and n2(0) ≤
n˜2 + 2ε = n¯2 + 2ε (where we used that λ2 > µ), we have that n1a(0) + n2(0) ≤ n˜2 + 2ε+
√
ε. Assume
now for a contradiction that (n∗1a, n∗1d, n
∗
2) = (n¯1a, n¯1d, 0). Then we have
lim inf
t→∞ n1a(t) + n2(t) > n1a + n2.
Hence, thanks to the continuity of the solutions of (2.1) and Bolzano’s theorem, there exists t > 0
such that
n1a(t) + n2(t) = n1a + n2. (6.23)
At the same time, we still have that
pC(n1a(t) + n2(t))
κµ+ σ
≥ n1d(t)
n1a(t)
≥ µ− λ1 + C(n2(t) + n1a(t)) + τn2(t)
σ
. (6.24)
If both inequalities hold with an equality, then we immediately have (n1a(t), n1d(t), n2(t)) =
(n1a, n1d, n2), and hence (n1a(s), n1d(s), n2(s)) = (n1a, n1d, n2) for all s ≥ t, which contradicts the
assumption that (n∗1a, n∗1d, n
∗
2) = (n¯1a, n¯1d, 0). Else, there exists δ > 0 such that for all s ∈ (t, t + δ),
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both inequalities of (6.24) hold with a strict inequality after we replace s with t everywhere. This im-
plies that n2(s) < n2 for all s ∈ (t, t+ δ), from which together with (6.23) it follows that n1a(t) > n1a.
Now, we have
n˙2(s) = n2(s)(λ2−µ−C(n1a(s)+n2(s))+τn1a(s)) = n2(s)(λ2−µ−C(n1a+n2)+τn1a(t)) > 0, (6.25)
where we used that λ2 − µ − C(n1a + n2) + τn1a = 0 since (n1a, n1d, n2) is an equilibrium. It
follows that r 7→ n2(t + r) is increasing on (0, δ). Since the right-hand side of (6.25) is strictly
positive, one can easily improve these arguments in order to see that if n2(0) > 0 (which is true
thanks to (6.18) for all ε > 0 sufficiently small), then lim infs→∞ n2(s) > 0. This contradicts the
convergence of s 7→ (n1a(s), n1d(s), n2(s)) to (n¯1a, n¯1d, 0) along a subsequence. We conclude that along
all subsequences, the solution of (2.1) converges to (n1a, n1d, n2), and hence the lemma follows. 
The last lemma of this section ensures that the state (pi1a, pi1d, n¯2) that the population process
approaches according to Proposition 6.3 is an admissible initial condition for Lemma 6.4.
Lemma 6.5. Assume that (2.14) holds with λ2 > mu. Let Ĉ be chosen according to Proposition 6.3,
further, t > 0 and n1a(t), n1d(t), n2(t) > 0 such that n2(t) ∈ (n¯2 − 2ε, n¯2 + 2ε), n1a + n1d ∈ (ε/Ĉ,
√
ε),
and n1d(t)n1a(t) =
pi1d
pi1a
. Then, under the assumptions of the proposition, if ε > 0 is sufficiently small, then
(n1a(t), n1d(t), n2(t)) satisfies (6.14), (6.15), and (6.16).
Proof. The fact that (6.16) is satisfied for ε > 0 sufficiently small follows simply from the assumption
λ2 > µ. Moreover, since (pi1a, pi1d) is a left eigenvector of J corresponding to the eigenvalue λ˜, we have
(λ1 − λ2 − τ
C
(λ2 − µ)) + σpi1d
pi1a
= λ˜,
p(λ2 − µ)− (κµ+ σ)pi1d
pi1a
= λ˜
pi1d
pi1a
Hence, since λ˜ > 0, given that ε > 0 is small enough, we obtain
pi1d
pi1a
=
λ˜− λ1 + λ2 + τC (λ2 − µ)
σ
=
λ˜− λ1 + µ+ C
(λ2−µ
C
)
+ τ
(λ2−µ
C
)
σ
>
−λ1 + µ+ C
(
λ2−µ
C + 3
√
ε
)
+ τ
(
λ2−µ
C + 2
√
ε
)
σ
≥ µ− λ1 + C(n1a(t) + n2(t)) + τn2(t)
σ
and
pi1d
pi1a
=
pC
(
λ2−µ
C
)
λ˜+ κµ+ σ
<
pC
(
λ2−µ
C − 2ε
)
κµ+ σ
≤ pC(n1a(t) + n2(t))
κµ+ σ
,
as asserted. 
6.3. The third phase of invasion: extinction of the resident population. Let us assume that
(2.14) holds. After the second phase, the rescaled process NKt is close to the state (n1a, n1d, n2) under
condition (2.9) and to (0, 0, n¯2) under condition (2.10). In the first case, there is no third phase;
more precisely, for the stochastic population process, the coexistence equilibrium (n1a, n1d, n2) is only
metastable, but with high probability, the process stays close to it for a time that is at least exponential
in K (see the beginning of Section 5.3 for details and corresponding references). In contrast, in the
second case, there is a third phase, which takes O(logK) time units and ends with the extinction of
the formerly resident trait 2 with high probability after a time that is in logarithmic in K, while trait
1 stays close to its two-coordinate equilibrium. More precisely, we have the following proposition,
where we recall the set S1β from (2.21) and the stopping time TS1β
from (2.23).
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Proposition 6.6. Assume that (2.14) and (2.10) hold with λ2 > µ. There exist ε0, C0, c0 > 0 such
that for all ε ∈ (0, ε0), if there exists η ∈ (0, 1/2) that satisfies∣∣NK1a(0)− n¯1a∣∣ ≤ ε and ∣∣NK1d(0)− n¯1d| ≤ ε and ηε/2 ≤ NK2 (0) ≤ ε/2,
then
∀E > (µ+ Cn¯1a − λ1)−1 + C0ε, P(TS1c0ε ≤ E logK) −→K→∞ 1,
∀0 ≤ E < (µ+ Cn¯1a − λ1)−1 − C0ε, P(TS1c0ε ≤ E logK) −→K→∞ 0.
Proof. Similarly to the proof of Lemmas 5.2 and 6.2, we first show that the rescaled mutant population
size vector (NK1a,t, N
K
1d,t) stays close to its equilibrium (n¯1a, n¯1d) for long times, given that the resident
population is small. To this aim, we employ arguments similar to the ones of [CCLS17, Proof of
Proposition 4.1, Step 1], which were also used in [BT19, Section 4.3]. For ε > 0, we recall the stopping
time R1ε from (5.1) and the ones T
1
0 and T
2
ε from Section 2.4.
We couple (NK1a,t, N
K
1d,t) with two two-type birth-and-death processes, (N
ε,≤
1a,t, N
ε,≤
1d,t) and
(N ε,≥1a,t, N
ε,≥
1d,t), such that
N ε,≤1υ,t ≤ NK1υ,t ≤ N ε,≥2υ,t, a.s. ∀υ ∈ {a, d}, ∀0 ≤ t ≤ T 2ε . (6.26)
In order to satisfy (6.26), these processes can be defined with the following rates:
(N ε,≤1a,t, N
ε,≤
1d,t) :
( i
K
,
j
K
)
→
( i+ 1
K
,
j
K
)
at rate iλ1,( i
K
,
j
K
)
→
( i− 1
K
,
j
K
)
at rate i(µ+ C(1− p)( iK + ε) + τε),( i
K
,
j
K
)
→
( i− 1
K
,
j + 1
K
)
at rate pCi
2
K ,( i
K
,
j
K
)
→
( i+ 1
K
,
j − 1
K
)
at rate jσ,( i
K
,
j
K
)
→
( i
K
,
j − 1
K
)
at rate jκµ,
and
(N ε,≥1a,t, N
ε,≥
1d,t) :
( i
K
,
j
K
)
→
( i+ 1
K
,
j
K
)
at rate iλ1,( i
K
,
j
K
)
→
( i− 1
K
,
j
K
)
at rate i(µ+ C(1− p) iK − pCε),( i
K
,
j
K
)
→
( i− 1
K
,
j + 1
K
)
at rate pC(i
2+ε)
K ,( i
K
,
j
K
)
→
( i+ 1
K
,
j − 1
K
)
at rate jσ,( i
K
,
j
K
)
→
( i
K
,
j − 1
K
)
at rate jκµ.
The principle of this coupling is similar to the one satisfying (5.4).
We now show that the processes (N ε,≤1a,t, N
ε,≤
1d,t) and (N
ε,≥
1a,t, N
ε,≥
1d,t) will stay close to (n¯1a, n¯1d) for at
least an exponential (in K) time with a probability close to 1 for large K. To this aim, we will
investigate the stopping time
R,1% = inf
{
t ≥ 0: N ε,1a,t /∈ [n¯1a − %, n¯1a + %]
}
or N ε,1d,t /∈ [n¯1d − %, n¯1d + %]
}
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for % > 0 and  ∈ {≤,≥}. Let us first study the process (N ε,≤1a,t, N ε,≤1d,t). By [EK86, Theorem 2.1,
p. 456], the dynamics of this process is close to the dynamics of the unique solution to
n˙1a(t) = n1a(t)(λ1 − µ− (C + τ)ε− Cn1a(t)) + σn1d(t),
n˙1d(t) = pCn1a(t)
2 − (κµ+ σ)n1d(t).
Similar to (2.3)–(2.4) and using also Lemma 2.7, we find that for all sufficiently small ε > 0, this
system has a unique coordinatewise positive equilibrium (n¯ε,≤1a , n¯
ε,≤
1d ), which is asymptotically stable,
whereas (0, 0) is unstable and there is no other coordinatewise nonnegative equilibrium. In particular,
n¯ε,≤1a =
(λ1−µ−(C+τ)ε)(κµ+σ)
C(κµ+(1−p)σ) , which tends to n¯1a as ε ↓ 0. On the other hand, n¯ε,≤1d is a more involved
function of ε, which we do not spell out explicitly here, but it can easily be seen that it also converges to
n¯1d as ε ↓ 0. Further, for small enough ε > 0, we can verify convergence of the solution to (n¯ε,≤1a , n¯ε,≤1d )
for any initial condition but (0, 0) as t→∞, using similar arguments to the ones of the proof of [BT19,
Lemma 4.6]. Thus, we can find constants c1 > 0 and ε1 > 0 such that for any ε ∈ (0, ε0),
∀i ∈ {a, d} : ∣∣n¯ε,≤1i − n¯1i∣∣ ≤ (c0 − 1)ε and 0 /∈ [n¯1i − c0ε, n¯1i + c0ε].
Now, analogously to the proof of Lemmas 5.2 and 6.2, we can use results by Freidlin and Wentzell about
exit of jump processes from a domain [FW84, Section 5] in order to construct a family (over K) of
Markov processes (N˜1a,t, N˜1d,t)t≥0 whose transition rates are positive, bounded, Lipschitz continuous,
and uniformly bounded away from 0 such that for
R˜1,≤ε = inf
{
t ≥ 0: N˜1a,t /∈ [n¯1a − ε, n¯1a + ε] or N˜1d,t /∈ [n¯1d − ε, n¯1d + ε]
}
there exists V > 0 such that for all i ∈ {a, d} we have
P
(
R1,≤c0ε > e
KV
)
= P
(
R˜1,≤c0ε > e
KV
) −→
K→∞
1. (6.27)
See Section 5.1 for further details and references. Similarly, we obtain
P
(
R1,≥c0ε > e
KV
) −→
K→∞
1, (6.28)
where without loss of generality we can assume that the constants V in (6.27) and in (6.28) are the
same. Now note that R1c0ε ≥ R1,≤c0ε ∧R1,≥c0ε on the event {R1c0ε ≤ T 2ε }. Putting this together with (6.27)
and (6.28), we obtain that the following holds:
lim
K→∞
P
(
R1c0ε ≤ eKV ∧ T 2ε ) = 0. (6.29)
Now, we can find two branching processes N ε,≤2 = (N
ε,≤
2,t )t≥0 and N
ε,≥
2 = (N
ε,≥
2,t )t≥0 such that
N ε,≤2,t ≤ KNK2,t ≤ N ε,≥2,t (6.30)
almost surely on the time interval
IKε =
[
0, R1c0ε ∧ T 2ε
]
.
Indeed, in order that (6.30) is satisfied, the processes N ε,≥2 and N
ε,≤
2 can be defined with the following
rates and initial conditions:
N ε,≤2 : i→ i+ 1 at rate i(λ1 + τε(n¯1a − c0ε)), i→ i− 1 at rate i
(
µ+ C
(
n¯1a + (c0 + 1)ε
))
,
started from bηεKc, and
N ε,≥2 : i→ i+ 1 at rate i(λ1 + τε(n¯1a + (c0 + 1)ε)), i→ i− 1 at rate i(µ+ C(n¯1a − c0ε)),
started from bεKc+ 1. This coupling is based on the same principle as the one fulfilling (5.11).
For all ε > 0 sufficiently small, both of these branching processes are subcritical, cf. Section 2.3.
The growth rates of these three processes are λ2 − µ − Cn¯1a ± O(ε) = λ̂ + O(ε). From this, analo-
gously to [CCLLS19, Section 3.3], we derive that the extinction time of these processes started from
[bηKεc, bεKc+1] is of order (−λ̂+O(ε)) logK. This in turn follows from the fact that for a single-type
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branching process N = (N(t))t≥0 with birth rate B > 0 and death rate D > 0 that is subcritical (i.e.,
B < D), the assertions (5.31) and (5.32) are applicable. Here, one considers the branching process as
a two-type branching process where the second component stays zero for all times, and the Lyapunov
exponent λ¯ equals (D − B)−1. Further, if N(0) = bηKεc, then for all small enough ε > 0,
lim
K→∞
P
(
SN0 > K ∧ SNbεKc
)
= 0, (6.31)
analogously to (5.33). Now for C ≥ 0 we can estimate as follows
P(T 20 < C logK)− P
(SNε,≤10 < C logK) ≤P(T 20 > T 2ε ∧K)+ P(T 2ε ∧K > R1c0ε)
≤P(SNε,≥10 > SNε,≥1bεKc ∧K)+ P(T 2ε ∧K > R1c0ε). (6.32)
The first inequality in (6.32) can be verified analogously to (5.35). Once ε > 0 is small enough, the
second term in the last line tends to zero as K → ∞ according to (6.29) and so does the first one
according to (6.31). We conclude that
lim sup
K→∞
P
(
T 20 < E logK
) ≤ lim
K→∞
P
(SNε,≤10 ≤ E logK)
and
lim inf
K→∞
P
(
T 20 < E logK
) ≥ lim
K→∞
P
(SNε,≥10 ≤ E logK),
which implies the proposition. 
6.4. Proof of Theorems 2.12 and 2.13. Putting together Propositions 6.1, 6.3, and 6.6, we now
prove our main results, employing some arguments from [CCLLS19, Section 3.4], similarly to [BT19,
Section 3.4], handling the additional effect of HGT and the eventual convergence to the coexistence
equilibrium. Throughout the proof we will assume that λ2 > µ. Our proof strongly relies on the cou-
pling (6.12). More precisely, we define a Bernoulli random variable B as the indicator of nonextinction
B := 1{∀t > 0: N̂1a(t) + N̂1d(t) > 0}
of the approximating branching process ((N̂1a(t), N̂1d(t)))t≥0 defined Section 2.3, which is initially cou-
pled with ((KNK1a,t,KN
K
1d,t))t≥0 according to (6.12). Let f be the function defined in Proposition 6.1.
Throughout the rest of the proof, we can assume that ε > 0 is so small that f(ε) < 1.
Our goal is to show that
lim inf
K→∞
E(K, ε) ≥ q1 − o(ε) (6.33)
holds for
E(K, ε) := P
( T 10
logK
≤ f(ε), T 10 < TS1β ∧ TScoβ , B = 0
)
.
Further, we want to show that in case q1 < 1,
lim inf
K→∞
Ij0(K, ε) ≥ 1− q1 − o(ε), (6.34)
where we define
I1(K, ε) := P
(∣∣∣ TS1β
logK
−
( 1
λ˜
− 1
λ̂
)∣∣∣ ≤ f(ε), TS1β < T 10 , B = 1)
and
Ico(K, ε) := P
(∣∣∣ TScoβ
logK
− 1
λ˜
∣∣∣ ≤ f(ε), TScoβ < T 10 ∧ TS1β , B = 1),
further, we put j0 = co in case (n1a, n1d, n2) exists as a coordinatewise positive equilibrium (this
corresponds to either the case when both (2.14) and (2.9) hold; cf. also Lemmas 2.2 and 4.1) and
j0 = 1 otherwise (which corresponds to the case when (2.9) and (2.15) hold). Throughout the proof,
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β > 0 is to be understood as sufficiently small; we will comment on how small it should be in the
individual cases.
The assertions (6.33) and (6.34) together will imply Theorem 2.12 and the equation (2.36) in The-
orem 2.13. The other assertion of Theorem 2.13, equation (2.37), is a consequence of (6.2).
Let us start with the case of mutant extinction in the first phase of invasion and verify (6.33).
Clearly, we have
E(K, ε) ≥ P
( T 10
logK
≤ f(ε), T 10 < TS1β ∧ TScoβ , B = 0, T
1
0 < T
1
ε ∧R22ε
)
.
Now, considering our initial conditions, one can choose β > 0 sufficiently small such that for all
sufficiently small ε > 0 we have
T 1ε ∧R22ε < TS1β ∧ TScoβ ,
almost surely. We assume further on during the proof that β satisfies this condition. Then,
E(K, ε) ≥ P
( T 10
logK
≤ f(ε), B = 0, T 10 < T 1ε ∧R22ε
)
. (6.35)
Moreover, similarly to the proof of Proposition 6.1 with ξ = 1, we obtain
lim sup
K→∞
P
({B = 0}∆{T 10 < T 1ε ∧R22ε}) = oε(1), (6.36)
where we recall that ∆ denotes symmetric difference, and
lim sup
K→∞
P
({B = 0}∆{T (ε,+),10 <∞}) = oε(1),
where we recall the coupling (6.12) and define the stopping time
T
(ε,+),1
0 = inf{t > 0: N (ε,+)1a (t) +N (ε,+)1d (t) = 0}.
Using (6.35), an analogue of (5.40) implies that
lim inf
K→∞
E(K, ε) ≥ P
(
T
(ε,+),1
0 <∞
)
+ oε(1).
Thus, employing an analogue of (5.12), we obtain (6.33), which implies (2.36).
Let us continue with the case of mutant survival in the first phase of invasion and verify (6.34).
Arguing analogously to (6.36) but for ξ = 1/2, we get
lim sup
K→∞
P
({B = 1}∆{T 1√ε < T 10 ∧R22ε}) = oε(1).
Thus,
lim inf
K→∞
Ij0(K, ε) = lim inf
K→∞
P
(∣∣∣ TS1β
logK
−
( 1
λ˜
− 1
λ̂
)∣∣∣ ≤ f(ε), TS1β < T 10 , T 1√ε < T 10 ∧R22ε)+ oε(1)
(6.37)
if j0 = 1, and
lim inf
K→∞
Ij0(K, ε) = lim inf
K→∞
P
(∣∣∣ TScoβ
logK
− 1
λ˜
∣∣∣ ≤ f(ε), TScoβ < T 10 ∧ TS1β , T 1√ε < T 10 ∧R22ε)+ oε(1) (6.38)
if j0 = co. For ε > 0, β > 0 and δ satisfying the conditions of Proposition 6.3, we introduce the sets
B1ε := [pi1a − δ, pi1a + δ]× [ε/Ĉ,
√
ε]× [n¯2 − 2ε, n¯2 + 2ε],
B2β := [n¯1a − (β/2), n¯1a + (β/2)]× [n¯1d − (β/2), n¯1d + (β/2)]× [0, β/2],
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and the stopping times
T ′ε := inf
{
t ≥ 0:
( NK1a,t
NK1a,t +N
K
1d,t
, NK1a,t +N
K
1d,t, N
K
2,t
)
∈ B1ε
}
,
T ′′β := inf
{
t ≥ T ′ε : NKt ∈ B2β
}
.
Note that for j0 = 1, B
2
β is in fact the analogue of S
co
β for j0 = co: these are small closed neighbour-
hoods of the metastable state that the rescaled population process will reach with high probability
conditional on survival of mutants. However, in case j0 = 1, we additionally need to take into account
the time of extinction of the trait 2 population. Thus, informally speaking, we want to show that
with high probability the process has to pass through B1ε in order to reach Sj0β , whatever j0 ∈ {1, co}
is, and afterwards it has to go through B2β in order to reach S
1
β in case j0 = 1. Then, thanks to the
Markov property, we can estimate T
S
j0
β
by estimating T ′ε, T ′′β − T ′ε, and TS1β − T
′′
β in case j0 = 1, and
by estimating T ′ε and TScoβ − T ′ε in case j0 = co.
In case j0 = 1, (6.37) implies that
lim inf
K→∞
I1(K, ε) ≥ P
(∣∣∣ TS1β
logK
−
( 1
λ˜
− 1
λ̂
)∣∣∣ ≤ f(ε), T 1√ε < T 10 ∧R22ε, T ′′β < TS1β , TS1β < T 10 )+ oε(1)
≥ P
(∣∣∣ T ′ε
logK
− 1
λ˜
∣∣∣ ≤ f(ε)
3
,
∣∣∣T ′′β − T ′ε
logK
∣∣∣ ≤ f(ε)
3
,
∣∣∣TS1β − T ′′β
logK
+
1
λ̂
∣∣∣ ≤ f(ε)
3
,
T 1√ε < T
1
0 ∧R22ε, T ′′β < TS1β , TS1β < T
1
0
)
+ oε(1),
whereas in case j0 = co, (6.38) implies that
lim inf
K→∞
Ico(K, ε) ≥ P
(∣∣∣ TScoβ
logK
− 1
λ˜
∣∣∣ ≤ f(ε), T 1√ε < T 10 ∧R22ε, TScoβ < T 10 ∧ TS1β)+ oε(1)
≥P
(∣∣∣ T ′ε
logK
− 1
λ˜
∣∣∣ ≤ f(ε)
3
,
∣∣∣TScoβ − T ′ε
logK
∣∣∣ ≤ f(ε)
3
, T 1√ε < T
1
0 ∧R22ε, TScoβ < T 10 ∧ TS1β
)
+ oε(1),
Note that for β > 0 sufficiently small and ε > 0 sufficiently small chosen accordingly, R22ε ≤ TSj0β
almost surely, whatever j0 is. Hence, the strong Markov property applied at times T
′
ε and T
′′
β implies
lim inf
K→∞
I1(K, ε) ≥ lim inf
K→∞
[
P
(∣∣∣ T ′ε
logK
− 1
λ˜
∣∣∣ ≤ f(ε)
3
, T ′ε < T
1
0 , T
1√
ε < T
1
0 ∧R22ε
)
× inf
n=(n1a,n1d,n2) :
(
n1a
n1a+n1d
,n1a+n1d,n2
)
∈B1ε
P
(∣∣∣T ′′β − T ′ε
logK
∣∣∣ ≤ f(ε)
3
, T ′′β < T
1
0
∣∣∣NK0 = n)
× inf
n∈B2β
P
(∣∣∣TS1β − T ′′β
logK
+
1
λ̂
∣∣∣ ≤ f(ε)
3
, TS1β
< T 10
∣∣∣NK0 = n)]+ oε(1)
(6.39)
in case j0 = 1, and
lim inf
K→∞
Ico(K, ε) ≥ lim inf
K→∞
[
P
(∣∣∣ T ′ε
logK
− 1
λ˜
∣∣∣ ≤ f(ε)
3
, T ′ε < T
1
0 , T
1√
ε < T
1
0 ∧R22ε
)
× inf
n=(n1a,n2,n2) :
(
n1a
n1a+n1d
,n1a+n1d,n1
)
∈B1ε
P
(∣∣∣TScoβ − T ′ε
logK
∣∣∣ ≤ f(ε)
3
, TScoβ < T
1
0 ∧ TS1β
∣∣∣NK0 = n)]
(6.40)
in case j0 = co. It remains to show that the right-hand side of (6.39) respectively (6.40) is close to
1 − q1 as K → ∞ if ε is small. We begin with the first term (note that this one appears on the
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right-hand side of both equations). We want to verify that
lim inf
K→∞
P
(∣∣∣ T ′ε
logK
− 1
λ˜
∣∣∣ ≤ f(ε)
3
, T ′ε < T
1
0 , T
1√
ε < T
1
0 ∧R22ε
)
≥ 1− q1 + oε(1). (6.41)
This can be done analogously to [CCLLS19, Proof of (3.61)], where Proposition 6.3 plays the role of
[CCLLS19, Proposition 3.2].
Now, let us treat the second phase of invasion, both in the case j0 = 1 (fixation of trait 1, which
corresponds to an almost-fixation already by the end of the second phase) and in the case j0 = co
(convergence to the coexistence equilibrium). For m = (m1a,m1d,m2) ∈ [0,∞)3, let us recall that
n(m) denotes the unique solution of the dynamical system (2.1) with initial condition m. Thanks
to the continuity of flows of this dynamical system with respect to the initial condition (cf. [DLA06,
Theorem 1.1]) and thanks to the convergence provided by Lemma 6.4, we deduce that if β > 0 is small
enough, then there exist ε0, δ0 > 0 such that for all ε ∈ (0, ε0) and δ ∈ (0, δ0), there exists tβ,δ,ε > 0
such that for all t > tβ,δ,ε, ∥∥∥n(n0)(t)− (n¯1a, n¯1d, 0)∥∥∥ ≤ β
4
holds in case j0 = 1, and ∥∥∥n(n0)(t)− (n1a, n1d, n2)∥∥∥ ≤ β
4
holds in case j0 = co, for any initial condition n
0 = (n01a, n
0
1d, n
0
2) such that (n
0
1a/(n
0
1a + n
0
1d), n
0
1a +
n01d, n
0
2) ∈ B1ε. Indeed, because of Lemma 6.5, n0 satisfies (6.14), (6.15), and (6.16) in case n01a/(n01a +
n01d) is equal to pi1a, and for all sufficiently small ε > 0, the same follows by continuity for all n
0 =
(n01a, n
0
1d, n
0
2) such that (n
0
1a/(n
0
1a + n
0
1d), n
0
1a + n
0
1d, n
0
2) ∈ B1ε.
Now, using [EK86, Theorem 2.1, p. 456], we conclude that for all sufficiently small β > 0 and
accordingly chosen ε < ε0, the following hold. If j0 = 1, then
lim
K→∞
P
(
T ′′β − T ′ε ≤ tβ,δ,ε
∣∣∣( NK1a,0
NK1a,0 +N
K
1d,0
, NK1,0, N
K
2,0
)
∈ B1ε
)
= 1− oε(1),
whereas if j0 = co, then
lim
K→∞
P
(
TScoβ − T ′ε ≤ tβ,δ,ε
∣∣∣( NK1a,t
NK1a,t +N
K
1d,t
, NK1,t, N
K
2,t
)
∈ B1ε
)
= 1− oε(1).
Thus, for j0 = 1, the second term on the right-hand side of (6.39) is close to 1 when K tends to ∞, β
is small and ε > 0 is small enough chosen according to β. Similarly, for j0 = co, the second term on
the right-hand side of (6.40) is close to 1 when K tends to ∞, β is small and ε > 0 is small enough
chosen according to β. In the latter case, together with (6.41) we have obtained
lim inf
K→∞
Ico(K, ε) ≥ 1− q1 − oε(1),
which implies (2.32) and (2.33).
Finally, we investigate the third term on the right-hand side of (6.39) (in the case j0 = 1 of fixation
of trait 1). Proposition 6.6 implies that there exists β0 > 0 (denoted as ε0 in Proposition 6.6) such
that for all β < β0, for ε > 0 sufficiently small,
lim
K→∞
P
(∣∣∣TS1β − T ′′β
logK
+
1
λ̂
∣∣∣ ≤ f(ε)
3
∣∣∣NK0 ∈ B2β) = 1− oε(1).
Combining (6.41) with the convergence of the second and the third term on the right-hand side of
(6.39) to 1, we obtain
lim inf
K→∞
I1(K, ε) ≥ 1− q1 − oε(1),
which implies (2.34) and (2.35).
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Appendix A. Parameter regimes of fixation, coexistence, and founder control
In this section, we provide examples for the four parameter regimes identified in Proposition 2.4.
Throughout the section, we fix C = µ = σ = 1, p = 1/2, κ = 0, λ1 = 3.1, and we alter the parameters
λ2, τ only.
(D&H)1 For λ2 = 3.5 and τ = 0.4, we have founder control and unstable coexistence since
λ2 − µ = 2.5
>
Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) = 1.25× 2.5 + 2.5× (−0.4) = 2.125 > λ1 − µ = 2.1.
The main characteristics of the case (D&H)1 can be observed in this example: λ2 exceeds λ1,
but we have λ2 − λ1 < p(λ2 − µ) σκµ+σ , ie. trait 1 would invade trait 2 and fixate if we put
τ = 0 and kept all other parameters unchanged.
(D&H)2 Invasion and fixation of trait 1, together with no invasion of trait 2, can be obtained by
decreasing the difference of the two birth rates or the HGT rate compared to the first example.
First, let us stick to the HGT rate τ = 0.4 and choose λ2 = 2.5 ∈ (µ, λ1).
λ2 − µ = 1.5
<
Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) = 1.25× 1.5 + 2.5× 0.6 = 3.375 > λ1 − µ = 2.1.
Let us provide another example for this regime where λ2 = 3.5 is the same as in the first
example, in particular, λ2 > λ1. Such an example can be constructed by choosing a very low
HGT parameter, say τ = 0.1. Then we have
λ2 − µ = 2.5
<
Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) = 5× 2.5 + 10× (−0.4) = 8.5 > λ1 − µ = 2.1.
Certainly, in both examples in this regime, the invasion and fixation dynamics would be the
same for τ = 0 as for the given values of τ . Also, reducing λ2 further will not change the
situation either, which certainly shows that not all cases with λ2 < µ lead to stable coexistence.
(D&H)3 Invasion and fixation of trait 2, together with no invasion of trait 1, can be obtained by
increasing the difference of the two birth rates or the HGT rate further compared to the first
example. First, let us fix τ = 0.4 as in the first example and choose λ2 = 4. Then we have
λ2 − µ = 3
>
Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) = 1.25× 3 + 2.5× (−1) = 1.25 < λ1 − µ = 2.1.
Next, let us fix λ2 = 3.5 as in the first example and choose τ = 2. Then we have
λ2 − µ = 2.5
>
Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) = 0.25× 2.5 + 0.5× (−0.4) = 1.05 < λ1 − µ = 2.1.
To see an example belonging to the regime (D&H)3 despite λ2 < λ1, one needs to choose a
very large HGT rate. Indeed, choose λ2 = 3 < λ1 and τ = 2, then we have
λ2 − µ = 2
>
Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) = 0.25× 2 + 0.5× 0.1 = 0.55 < λ1 − µ = 2.1.
A STOCHASTIC POPULATION MODEL WITH DORMANCY AND TRANSFER 55
(D&H)4 To see examples of stable coexistence, we definitely need λ2 < λ1 according to (2.6). Further,
we cannot keep τ = 0.4 that corresponds to the first example because now we need Cpσ <
τ(κµ + σ) (cf. Lemma 4.1). Therefore, let us choose τ = 2 and, in order to see an example
with an individually strictly unfit trait 2, λ2 = 0.9 ∈ (0, µ). Then we have
λ2 − µ = −0.1
<
Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) = 0.25× (−0.1) + 0.5× 2.2 = 1.075 < λ1 − µ = 2.1,
and hence (2.6) is satisfied. Another example where trait 2 is still individually fit (i.e., λ2 > µ)
is when λ2 = 1.1 and τ = 1. Indeed, then the following holds
λ2 − µ = 0.1
<
Cpσ
τ(κµ+ σ)
(λ2 − µ) + C
τ
(λ1 − λ2) = 0.5× 0.1 + 1× 1.9 = 1.95 < λ1 − µ = 2.1.
Appendix B. The infinitesimal generator of the population process
According to Section 2.1, the infinitesimal generator L˜ of the continuous time Markov chain
(KNKt )t≥0 = ((KNK1a,t,KNK1d,t,KN
K
2,t))t≥0 describing our population process maps bounded contin-
uous functions f : N30 → R to L˜f : N30 → R and is given as follows. Let (x1a, x1d, x2) ∈ N30, then we
have
L˜f(x1a, x1d, x2) = (f(x1a + 1, x1d, x2)− f(x1a, x1d, x2))λ1x1a
+ (f(x1a − 1, x1d, x2)− f(x1a, x1d, x2))(µ+ (1− p)CK (x1a + x2))x1a
+ (f(x1a − 1, x1d + 1, x2)− f(x1a, x1d, x2))pCK (x1a + x2)x1a
+ (f(x1a − 1, x1d, x2 + 1)− f(x1a, x1d, x2)) τKx1ax2
+ (f(x1a, x1d − 1, x2)− f(x1a, x1d, x2))κµx1d
+ (f(x1a + 1, x1d − 1, x2)− f(x1a, x1d, x2))σx1d
+ (f(x1a, x1d, x2 + 1)− f(x1a, x1d, x2))λ2x2
+ (f(x1a, x1d, x2 − 1)− f(x1a, x1d, x2))(µ+ CK (x1a + x2))x2.
Note that L˜(·) = L(K·) holds for the infinitesimal generator L of (NKt )t≥0 used in the proof of
Lemmas 5.2 and 6.2.
Appendix C. Proof of Proposition 6.3
If pi1a − δ <
NK
1a,T1ε
NK
1a,T1ε
+NK
1d,T1ε
< pi1a + δ, then there is nothing to show. Let us assume that
NK1a,T 1ε
NK
1a,T 1ε
+NK
1d,T 1ε
≤ pi1a − δ,
the symmetric case
N
1a,T1ε
N
1a,T1ε
+N
1d,T1ε
≥ pi1a + δ can be handled analogously. Let us define the event
A˜ε := {T 1√ε < T 10 ∧R22ε}
on which we conditioned in (6.13). We first want to show that for ε > 0 small, with high probability,
once the total mutant population size reaches εK, for sufficiently large Ĉ > 0 it will not underachieve
the level εK/Ĉ again before it reaches
√
εK. To be more precise, for Ĉ > 0 we introduce the stopping
time
T
ε,ε/Ĉ
= inf
{
t ≥ T 1ε : NK1a,t +NK1d,t ≤ εKĈ
}
.
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Then our goal is to show that if Ĉ is sufficiently large, then T 1√
ε
is larger than T 1ε + log log(1/ε) and
smaller than T
ε,ε/Ĉ
. First of all, for all ε > 0 sufficiently small, since the coupling (6.12) is satisfied on
A˜ε and the branching processes (N
ε,−
1a,t, N
ε,−
1d,t) is supercritical, it follows from [CCLLS19, Lemma A.1]
that for Ĉ sufficiently large,
lim
K→∞
P
(
T
ε,ε/Ĉ
< T 1√ε
∣∣A˜ε) = 0.
On the other hand, note that the total population size of mutant individuals is stochastically dominated
from above by a Yule process with birth rate λ1. Thus, by [CCLLS19, Lemma A.2], we have
lim
K→∞
P
(
T 1√ε ≤ T 1ε + log log(1/ε)
∣∣A˜ε) ≤ √ε(log(1/ε))λ1 . (C.1)
Using these, we want to prove that the fraction
NK1a,t
NK1a,t+N
K
1d,t
cannot stay below pi1a− δ on [T 1ε , T 1√ε] with
probability close to one. Let us define the following five independent Poisson random measures on
[0,∞]2 with intensity dsdθ:
• P b1a(ds, dθ) representing the birth events of the active mutant individuals,
• P d1a(ds, dθ) representing the death-like events of the active mutant individuals, including nat-
ural death, death by competition, and HGT affecting an individual,
• P s1a→1d(ds, dθ) representing the active→dormant switching (dormancy) events,
• P d1d(ds, dθ) representing the death events of the dormant mutant individuals,
• P s1d→1a(dsdθ) representing the dormant→active switching (resuscitation) events.
See [BT19, Section 4.2.2] for a short discussion about why competitive death events can be assumed
as independent of active→dormant switches. Let
P˜ b1a(ds, dθ) := P
b
1a(ds, dθ)− dsdθ, . . . , P˜ s1d→1a(ds, dθ) := P s1d→1a(ds, dθ)− dsdθ
be the associated compensated measures, respectively. Let us write NK1,t = N
K
1a,t +N
K
1d,t. The fraction
NK1a,t
NK1a,t+N
K
1d,t
is a semimartingale, which can be decomposed as follows:
NK1a,t
NK1a,t +N
K
1d,t
=
NK1a,T 1ε
NK
1a,T 1ε
+NK
2d,T 1ε
+M1(t) + V1(t), t ≥ T 1ε ,
with M1 being a martingale and V1 a finite variation process such that
M1(t) =
∫ t
T 1ε
∫
[0,∞)
1{θ ≤ λ1NK1a,s−}
NK1d,s−
NK1,s−(NK1,s− + 1)
P˜ b1a(ds, dθ)
−
∫ t
T 1ε
∫
[0,∞)
1{θ ≤ NK1a,s−(µ+ C(1− p)(NK2,s− +NK1a,s−) + τNK2,s−)}
× N
K
1d,s−
NK1,s−(NK1,s− − 1)
P˜ d1a(ds, dθ)
−
∫ t
T 1ε
∫
[0,∞)
1{θ ≤ NK1a,s−(Cp(NK2,s− +NK1a,s−))}
1
NK1,s−
P˜ s1a→1d(ds, dθ)
+
∫ t
T 1ε
∫
[0,∞)
1{θ ≤ κµNK1d,s−}
NK1a,s−
NK1,s−(NK1,s− − 1)
P˜ d1d(ds, dθ)
+
∫ t
T 1ε
∫
[0,∞)
1{θ ≤ σNK1d,s−}
1
NK1,s−
P˜ s1d→1a(ds, dθ)
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and
V1(t) =
∫ t
T 1ε
{
λ1N
K
1a,s
NK1d,s
NK1,s(N
K
1,s + 1)
−NK1a,s(µ+ C(1− p)(NK2,s +NK1a,s) + τNK2,s)
NK1d,s
NK1,s(N
K
1,s − 1)
−NK1a,sCp(NK2,s +NK1a,s))
1
NK1,s
ds+ κµNK1d,s
NK1a,s
NK1,s(N
K
1,s − 1)
+ σNK1d,s
1
NK1,s
}
ds.
Further, the predictable quadratic variation of the martingale M1 is given as follows
〈M1〉t =
∫ t
T 1ε
λ1N
K
1a,s
(NK1d,s)
2
(NK1,s)
2(NK1,s + 1)
2
ds
+
∫ t
T 1ε
NK1a,s(µ+ C(1− p)(NK2,s− +NK1a,s−) + τNK2,s−)
(NK1d,s)
2
(NK1,s)
2(NK1,s − 1)2
+NK1a,sCp(N
K
2,s− +N
K
1a,s−)
1
(NK1,s)
2
ds+ κµNK1d,s
(NK1a,s)
2
(NK1,s(N
K
1,s − 1))2
+ σNK1d,s
1
(NK1,s)
2
ds.
Hence, there exists C0 > 0 such that for any t ≥ T 1ε ,
〈M1〉t ≤ C0(t− T 1ε ) sup
T 1ε≤s≤t
1
NK1,s − 1
.
This implies
〈M1〉(T 1ε +log log(1/ε))∧Tε,ε/Ĉ ≤
C0 log log(1/ε)
εK
Ĉ
− 1 (C.2)
and
lim sup
K→∞
P
(
sup
T 1ε≤t≤T 1ε +log log(1/ε)
|M1(t)| ≥ ε
∣∣∣A˜ε)
≤ lim sup
K→∞
(
P
(
sup
T 1ε≤t≤(T 1ε +log log(1/ε))∧Tε,ε/Ĉ
|M1(t)| ≥ ε
∣∣∣A˜ε)+ P(Tε,ε/Ĉ < T 1ε + log log(1/ε)∣∣A˜ε))
≤ lim sup
K→∞
1
ε2
E
[
〈M1〉(T 1ε +log log(1/ε))∧Tε,ε/Ĉ
∣∣∣A˜ε]+√ε(log 1/ε)λ1 = √ε(log 1/ε)λ1 ,
(C.3)
where in the last line, in the first inequality we used Doob’s martingale inequality for the first term
and (C.1) for the second term, and the last inequality is due to (C.2).
Let us now investigate the finite variation process V1. It can be written as
V1(t) =
∫ t
T 1ε
P
(NK1a,s
NK1,s
) NK1,s
NK1,s + 1
+Q(s)
(NK1a,s
NK1,s
) NK1,s
NK1,s − 1
+R(s)
(NK1a,s
NK1,s
)
ds, (C.4)
with
P (x) = λ1x(1− x), Q(s)(x) = (κµ− µ− C(1− p)
(
NK1a,s +N
K
2,s
)− τNK2,s))x(1− x),
R(s)(x) = σ(1− x)− pC(NK1a,s +NK2,s)x.
For ε > 0 small, on the event A˜ε, on the time interval [T
1
ε , T
1√
ε
∧ T
ε,ε/Ĉ
], Q(s) and R(s) are close on
[0, 1], respectively, to the polynomial functions Q,R given as follows
Q(x) = (κµ− µ− (C(1− p) + τ)n¯2)x(1− x) = (κµ− µ−
(
1− p+ τ
C
)
(λ2 − µ))x(1− x),
R(x) = σ(1− x)− pCn¯2x = σ(1− x)− p(λ2 − µ)x.
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Hence, for fixed ε > 0, for all K large enough, the integrand in (C.4) is close to the polynomial function
S(x) = (λ1 + κµ− µ− (1− p+ τ
C
)(λ2 − µ))x(1− x) + σ(1− x)− p(λ2 − µ)x.
Since S is quadratic with S(0) > 0 and S(1) < 0, the equation x˙ = S(x) has a unique equilibrium in
(0, 1). Now, let (pi1a, pi1d) be the left eigenvector of the mean matrix J defined in (2.13) corresponding
to the eigenvalue λ˜ such that pi1a + pi1d = 1. A direct computation shows that pi1a is a root of S and
hence equal to this equilibrium. Thus, we can choose δ > 0 and θ > 0 such that pi1a−δ > 0 and for all
x < pi1a − δ, S(x) > θ/2. By continuity, this implies that for all small enough ε > 0 and accordingly
chosen sufficiently large K > 0, on the event A˜ε the following relation holds
∀s ∈ [T 1ε , T 1√ε],∀x ∈ (0, pi1a − δ), P (x)NK1,s + 1NK1,s +Q(s)(x)N
K
1,s − 1
NK1,s
+R(s)(x) ≥ θ
2
> 0. (C.5)
Let us define
t
(ε)
1a := inf
{
t ≥ T 1ε :
NK1a,t
NK1d,t
≥ pi1a − δ
}
.
From (C.3) and (C.5) we deduce that on the event A˜ε, for any t ∈ [T 1ε , (T 1ε + log log(1/ε)) ∧ t(ε)1a ],
pi1a − δ ≥
NK1a,t
NK1,t
≥ θ
2
(
log log(1/ε) ∧ (t(ε)1a − T 1ε )
)
− ε
with a probability higher than 1−√ε(log(1/ε))λ1 . Since θ2 log log(1/ε) tends to ∞ as ε ↓ 0, it follows
that for ε > 0 small, t
(ε)
1a is smaller than T
1
ε +log log(1/ε) and thus smaller than T
1√
ε
with a probability
close to 1 on the event A˜ε, where we also used (C.1).
Finally, note that each jump of the process NK1a,t/N
K
1,t is smaller than (εK/Ĉ+1)
−1, and thus smaller
than δ for all K sufficiently large (given ε). Thus, after the time t
(ε)
1a , the process will be contained in
the interval [pi1a − δ, pi1a + δ] for some positive amount of time. Hence, the proposition follows. 
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