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摘 要：梳理了人工智能算法在铁道车辆系统动力学仿真中的应用实例和国内外相关文献，概述了铁道车辆动力学仿
真中常用的机器学习和深度学习算法,归纳和评述了 2 种学习算法在铁道车辆系统动力学建模与仿真中的应用分类;
从铁道车辆系统动力学建模、动力学性能预测与动力学性能优化等方面入手,详细讨论了人工智能算法应用在力元建
模和仿真、轨道不平顺预测、运行平稳性预测、噪声预测、侧风安全性预测、运行安全性预测、悬挂优化、轮轨匹配
优化、结构优化以及主动与半主动控制等领域的优势和局限性,指出了现阶段人工智能算法在动力学仿真应用中主要
面临的训练样本缺乏、泛化能力不够、可解释性欠缺等问题;展望了今后人工智能算法和车辆系统动力学交叉研究的
发展方向和重点研究内容.研究结果表明:融合经典力学和人工智能算法结合的混合建模理论可作为之后的重点研究
方向;人工智能算法对解决随机动力学中的随机不确定性,提高随机动力学的性能具有较大的应用潜力;通过人工智
能算法与优化算法相结合来实现动力学性能优化,可充分发挥人工智能算法的优势。 
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Abstract: The application examples and domestic and foreign literatures using artificial intelligence 
algorithm for railway vehicle system dynamics simulation were reviewed．The machine learning and deep 
learning algorithms commonly used in railway vehicle dynamics simulation were summarized, and the 
application classifications of the２algorithms in railway vehicle system dynamics modelling and simulation 
were concluded and interpreted．According to railway vehicle system dynamics modelling, dynamics 
performance prediction and dynamics performance optimization, the advantages and limitations of applying 
artificial intelligence algorithms in force-elements modelling and simulation, trackirre gularity prediction, 
running stability prediction, noise prediction, crosswindsafetyprediction, running safety prediction, 
suspension optimization, wheel-rail matching optimization, structure optimization, and active and semi-
active control were discussed in detail．The problems of applications of artificial intelligence algorithms in 
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0 引  言 
现代铁路技术的快速发展，使得列车运行速度、载
重量和运输网总长度大幅提高，这对列车运行的稳定性、
安全性和平稳性提出了更高的要求。一方面，高速列车
运行速度的大幅提升需要列车具有更优的蛇行运动稳定
性、曲线通过性能，空气与列车的相互作用也成为不可
忽视的重要因素；另一方面，重载列车载量的不断提高，
导致轮轨动力作用进一步增强，使得运行安全性问题变
得较为突出；此外，随着路网总长度的增加，路网分布
更加复杂，列车服役环境差异加大，列车长时间稳定安
全运行的可靠性问题也亟待解决。 
车辆动力学仿真作为一种有效的研究手段被广泛应
用来解决上述问题。车辆动力学模型经历了从简单到复
杂的演变过程，模型越来越能反映实车状态，能够解决
的问题也随之更加广泛。Ahmed 等[1]最初建立了自由度
较少的单轮对或单转向架模型，为揭示蛇行运动机理先
后发展了 6、8 和 10 自由度[2-4]动态模型。车辆横向动力
学的经典模型为 17 自由度模型，如 Lee 等[5]研究了 17
自由度车辆的横向稳定性；Fan 等[6]研究了 28 自由度模
型的动态行为；Kim 等[7]采用 31 自由度模型研究运动稳
定性；Sezer 等[8]采用 54 自由度模型来解决铁路振动问
题；Sayyaadi 等[9]提出 70 自由度的四轴轨道车辆非线性
悬挂模型。倪纯双等[10]建立的四轴车辆模型包括 43 个
物体，288 个连接，213 个自由度，其多体模型如图 1a
所示。 
为解决铁道车辆和铁路轨道复杂系统之间的动态相
互作用问题，翟婉明[11]建立了车辆-轨道耦合动力学理论。
基于这一理论框架，国内涌现了大量的相关工作[12-14]和
一系列工程应用实践[15-18]，从最初的垂向耦合动力学到
横垂耦合动力学，再到随机振动研究，逐渐形成了完整
的车辆-轨道耦合动力学理论体系[19]。在国际上，有关车
辆-轨道相互作用的研究同样十分活跃。Ripke 等[20]运用
转向架—轨道相互作用模型分析比较了弹性车轮与刚性
车轮的轮轨垂向动作用力问题。Oscarsson 等[21]提出了将
车辆和轨道作为一个整体系统进行研究，建立了与陈果
等[13]类似的动力学仿真模型，并提出根据实测频响函数
确定轨道模型参数的方法。 
近年来，随着高速列车运行速度的不断提升，高速
列车的空气阻力、气动噪声急剧增大、横风效应、会车
效应和气动效应等空气动力学问题日益突出。相关学者
通过模型试验、实车测量和数值计算等手段，对高速列
车在强风雨[22-23]和侧风[24-25]等运行环境下的特性进行了
深入研究，考察了列车在交会[26-29]、通过隧道[30-34]等情
况下的空气动力学效应，探索了基于空气动力学的列车
外形优化设计方法[35-37]，为车辆系统动力学引入了新的
研究内容。 
随着多系统耦合思路的不断发展，以及多学科联合
仿真手段的不断普及，Shen 等[38-39]提出了高速列车大系
统动力学这一新学科。以传统的车辆系统动力学为核心，
向上通过弓网耦合研究接触网系统的振动问题和接触网
与受电弓的匹配关系；向下通过轮轨耦合研究车—线耦
合振动问题；周向通过流固耦合研究气流与列车的相互
作用；同时考虑牵引供电系统与车辆动力学的机电耦合，
交 通 运 输 工 程 学 报 
构建了完整的高速列车耦合大系统框架[40]。该框架融合
了车辆-轨道-桥梁耦合关系（图 1b），流固耦合关系（图
1c），综合考虑了弓网耦合，机电耦合等，为高速列车大
系统动力学研究（图 1d）提出了新的方向。总之，随着
基础理论的不断发展，考虑多系统耦合的大系统理论成
为车辆系统动力学进一步发展的方向。 
 
图 1 车辆系统动力学仿真的主要发展历程 
Fig. 1 Brief development history of vehicle system dynamics simulation  
从几自由度简化模型到成百上千自由度列车动力学
模型，从轮轨耦合模型到大系统耦合动力学模型，在模
拟精度不断提高的同时，铁道车辆动力学模型也相应地
变得越来越复杂，不但建模过程与模型验证变得更加困
难，而且计算效率也大大降低。 
近年来以机器学习和深度学习为代表的新一代人工
智能技术在有限元仿真等传统学科中的应用取得了快速
进展，人工智能算法在精度、效率、实时性和易用性等
方面表现出了明显优势。 
在这一趋势影响下，在铁路发展的国家战略层面，
各大国家均将人工智能放在突出位置。德国于 2016 年
发布了铁路数字化（铁路 4.0）战略，将实现智能化机车
和提高线路使用效率作为主要发展方向[41]。中国于 2017
年提出建设智能高铁的发展目标，并正式启动智能京张、
智能京雄等重大工程建设[42]。日本于 2018 年发布 Move 
up 2027 发展规划，提出自动驾驶、人工智能和大数据深
度融合以实现高效运营的目标。在理论研究方面，相关
学者也开始逐步探索人工智能算法在车辆系统动力学中
的应用。在车辆动力学建模和仿真方面，出现了越来越
多的应用案例，展现出强大的应用潜力。 
为了进一步深化人工智能算法在铁道车辆系统动力
学仿真中的应用，本文在简要总结目前人工智能领域主
流算法的基础上，以动力学建模应用、动力学性能预测
于评估、动力学控制与性能优化为主要着手点（见图 2），
梳理人工智能经典算法在车辆系统动力学仿真中的研究
成果与应用现状，分析人工智能算法在解决车辆系统动
力学问题上存在的局限性和共性问题，探讨人工智能算
法在车辆系统动力学仿真中新的应用方向，为后续研究
提出建议与展望。 
 
图 2 人工智能算法在动力学仿真应用中的分类 
Fig. 2 Framework of applications of intelligent algorithm in 
vehicle dynamics simulation 
1 车辆动力学仿真中常用的人工智能算法 
人工智能自 1956 年在达特茅斯会议上正式被提出
以来[43-44]，已有 60 余年的发展历史。其发展历程如图
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3 所示，主要经过孕育期、形成期、知识应用期，期间
各个学派分立及综合，直到近年来深度神经网络[45]飞
跃式的发展促进了人工智能研究的再次活跃。 
 
图 3 人工智能发展主要历程 
Fig. 3 The brief history of artificial intelligence 
以机器学习和深度学习为代表的人工智能算法基于
存储、记忆、预训练的应用模式，为传统学科难题的解
决提供了新思路与途径。现阶段在车辆动力学仿真中主
要应用的人工智能算法主要包括：前向反馈神经网络、
径向基神经网络、支持向量机、随机森林，Elman 神经
网络、循环神经网络、非线性自回归神经网络，表 1[46-
76]简要总结了七种算法的基本结构原理、优点、局限性
和应用案例。 
表 1 在车辆动力学常用的人工智能算法 
Table 1 Artificial intelligence algorithms used in vehicle dynamics 
算法 结构原理 优点 局限性 
动力学仿真中的应
用 
文献 
前向反馈
神经网络 
 
具有较好的函
数逼近能力 
网络模型稳定性
欠佳 
复杂力元仿真、轮
轨不平顺、动力学
特性预测和主动控
制 
[54]、[75]、
[76] 
径向基神
经网络 
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[60] 
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基于集成算
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支持并行 
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模 
[48] 
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具有序列学习
能力 
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爆炸 
脱轨系数的预测，
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[61]、[64] 
 
现阶段的人工智能在算法层面主要依赖机器学习算
法和深度学习算法。不同的算法将对识别效果产生不同
的影响，其算法主要包含 2 个步骤:（1）学习/训练阶
段，主要是通过数据获得模型；（2）识别/测试阶段，
主要是根据模型识别目标结果。而经过学习获得的模型
通常由决策函数𝑦 = 𝑓(𝑥)或条件概率模型𝑦 =
arg max (
𝑦
𝑝(𝑦 ∣ 𝑥))来描述，其中 x 为输入特征，y 为输
出结果，𝑝(𝑦 ∣ 𝑥)为学习模型条件概率，其主要学习过
程如图 4 所示[46]。 
学习方法 决策方法
样本集 知识 完成决策
获得新的样本
 
图 4 学习过程 
Fig.4 Learning process 
2 人工智能算法在动力学建模中的应用 
铁道车辆动力学仿真涉及车辆结构、多体系统动力
学、数值计算方法和数据处理多个方面。传统基于多体
动力学的建模方式在考虑结构特性的基础上，用详细的
物理模型来描述，模拟精度与模型复杂度和数值算法紧
密相关。为了提高模拟效率，将仿真精度与模型复杂度
解耦，基于人工智能算法的数据驱动建模方法逐渐得到
重视。本节首先梳理了数据驱动建模方法的类别和一般
流程，然后分别对液压减振器、轮轨和整车的纵向、垂
向模型的数据驱动建模案例进行详细总结和评述。 
2.1 数据驱动建模方法 
2.1.1 数据驱动建模方法分类 
基于人工智能算法的动力学建模通常通过建立目标
函数（见公式（1））来实现。 
𝒚 = 𝑓(𝒙)                 (1) 
式中：𝑓为黑箱非线性函数，可以将输入向量𝒙转化为输
出向量𝒚。 
该 问 题 的 一 般 性 解 决 方 法 是 对 一 组 输 入
𝑥1, 𝑥2, … , 𝑥𝑛 进 行 试 验 或 仿 真 模 拟 ， 收 集 相 应 的
𝑦1, 𝑦2, … , 𝑦3，并在收集的训练数据基础上寻找最优的仿
真器𝑓。 
但事实上，在车辆动力学领域，𝑓(𝑥)一般存在白箱、
浅灰、深灰和黑箱模型这 4 种表现形式。 
（1）白箱模型：完全已知结构中的物理信息，且已
知结构基本参数。 
（2）浅灰模型：理论模型的一些参数需要用试验提
供的实测数据来估计，又通常被称为物理模型。 
（3）深灰模型：过程的确切物理定律未知，通过应
用定性系统行为的专家知识来建立模型。 
（4）黑箱模型：假设一个不需要物理启发的模型结
构，根据实测数据对黑箱模型的参数进行识别。 
目前常用结合物理模型和黑箱模型的混合模型。一
般存在 2 种物理模型和神经网络相结合的方法：一种是
将黑箱模型集成到物理模型中，以覆盖物理描述未知或
过于复杂的系统部分；另一种方法是两种模型的结构组
合，其中物理模型保持不变，而神经网络用于补偿物理
模型的误差。混合模型框架如图 5 所示。 
 
图 5 混合模型 
Fig. 5 Hybrid model 
2.1.2 数据驱动建模方法一般流程 
Nie 等[48]梳理了典型的数据驱动车辆动力学仿真框
架，提出该仿真框架应主要包括四部分：（1）数据收集
和特征提取，即通过仿真建模或试验测试等获取初始数
据；（2）训练数据采样，从初始数据中提取最能表征原
输入 隐层 输出
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反向
白箱模型 浅灰模型 深灰模型 黑箱模型
已知物理规律
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始信息的数据；（3）建立代理模型，通过机器学习算法
仿真传统模型效率低的部分；（4）仿真，将代理模型嵌
入到多体动力学模型中替代传统的部分进行仿真，如图
6 所示。 
 
图 6 数据驱动的车辆动力学框架 
Fig. 6 Data-driven railway vehicle dynamics simulation 
framework 
在数据收集和特征提取的过程中，数据来源一般可
以分为两类：第一类是在通过建立仿真模型计算得到仿
真数据的基础上，进行数据驱动人工智能建模方法，例
如 Tang 等[49]应用数据驱动对列车碰撞进行仿真，首先
通过有限元计算列车碰撞时力-位移曲线，应用机器学习
中的并行随机森林算法预测在新碰撞初速度条件下的曲
线；第二类则主要是通过现场试验数据建立数据驱动人
工智能建模方法，Yim 等[50-51]通过在风洞试验中进行压
力测量，采集响应数据进而建立神经网络模型，并通过
试验对神经网络模型进行验证。 
2.2 数据驱动建模方法在动力学建模中的应用实例 
2.2.1 力元建模和仿真 
影响列车动力学仿真精度和计算效率的关键是轮轨
关系、橡胶件、液压减振器和空气弹簧等强非线性力元
的模拟。为了提高力元计算效率，在车辆动力学仿真中
常用的方法是等效建模法，例如对强非线性力元进行线
性化或者分段线性化等效处理。然而这些力元具有明显
的频率非线性、幅值非线性、温度非线性或几何非线性
等特性，等效建模法一方面在力元振幅变化较大、主频
不单一和极端温度条件下难以获得满意的仿真精度；另
一方面难以考虑力元设计结构差异和定位位置差异等因
素对仿真精度的影响。此外，人工智能算法也被应用于
垂向和纵向整车动力学建模中。本节主要对人工智能算
法在力元建模中的应用研究进行梳理分析。表 2 总结了
算法网络结构、网络类型、算法的训练方法、输入、输
出和具体应用。 
表 2 人工智能算法在动力学建模中的应用 
Table 2 Application of artificial intelligence algorithms in dynamic modeling 
应用场景 网络结构 网络类型 训练方法 输入 输出 用途 参考文献 
液压减振器 
前向反馈神
经网络 
前馈神经网
络 
梯度下降法 减振器位移和速度 
减振器阻尼
力 
提高建模精
度 
[52] 
轮轨 
Elman 循环
神经网络 
递归神经网
络 
梯度下降法 
轮轨的垂直和横向轨的相
对位移 
轮轨力以及
脱轨系数 
轮轨智能检
测 
[53] 
循环神经网
络 
循环神经网
络 
列文伯格 -
马夸尔特法 
垂向和横向曲率不规则变
化 
轮轨力 
脱轨，舒适
度预测 
[54] 
前向反馈神
经网络 
前馈神经网
络 
列文伯格-
马夸尔特法 
不平顺检测数据 应变数据 
轮轨横向力
测量 
[55] 
多层感知机
神经网络 
前馈神经网
络 
列文伯格-
马夸尔特法 
轮轨相对位置（位移矢量
和旋转矩阵） 
接触点位置 
在线实时仿
真 
[56]、[57] 
垂向动力学 
径向基神经
网络 
前馈神经网
络 
列文伯格-
马夸尔特法 
悬架相对位移和速度 悬架力总和 
提高计算效
率 
[58] 
纵向动力学 
随机森林 随机森林 套袋 仿真出的力-位移曲线 
其他工况下
力-位移曲线 
多体动力学
建模 
[49] 
卷积长短记
忆生成神经
网络 
循环神经网
络 
梯度下降法 列车碰撞非线性特征参数 
关键部件的
刚度和阻尼
特性参数 
多体动力学
建模 
[59] 
2.2.1.1 液压减振器 
针对液压减振器，Koganei 等[52]提出了一种混合建
模方法：以减振器的位移和速度为输入，基于分段线性
法建立液压减振器的简化物理模型；将简化物理模型的
输出作为新的参数与位移和速度一起传入建立的前馈神
经网络模型。该研究通过六自由度油压减振器试验台的
试验数据，验证了所提出的混合建模模型相较于一般神
经网络模型和自回归模型具有更高的仿真精度，可以很
好地拟合液压减振器的非线性特性。 
2.2.1.2 轮轨 
尽管各种等效和简化轮轨力计算方法被提出，轮轨
力元的求解仍然是机车车辆动力学耗时较多的部分，因
此加速轮轨力元的计算是建立车辆动力学实时仿真模型
的关键。然而轮轨力元具有高度几何非线性特性，且对
于不同实际运行工况模式变化复杂，更重要的是现有的
测试技术无法直接连续测试轮轨系统的输入与输出，更
多体模型
速度V
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无法实时获得轮轨接触点参数。 
在轮轨接触力方面，Iwnicki 等[53]早在 1999 年就提
出用神经网络代替耗时的建模软件仿真实现垂向力预测，
以快速分析由轨检车测量的所有轨道数据，智能维护车
辆运行状态；Gualan 等[54]基于循环神经网络结构，在隐
藏层之间使用了不同的非线性激活函数，使得建立的神
经网络模型不仅可以设置更多的变量，并且可以更好地
拟合强非线性模型，能够替代多体动力学模型；在此基
础上，Urda 等[55]提出了一种替代谐波抵消方法，对不同
的神经网络结构和训练函数进行测试，以找到最快和最
精确的网络进行轮轨横向力的预测估计。研究结果表明
人工神经网络方法不仅简单、计算效率高，而且相对于
传统建模方法只需要更少的传感器数据就能得到高精度
结果。 
在轮轨接触点参数计算方面，Falomi 等[56]基于前馈
神经网络提出了一种效率较高且符合多体仿真实时约束
的模型半解析方法，用来预测轮轨接触点的分布，并与
所提出的另一种基于数值分析的半解析方法进行了比较，
结果表明基于神经网络的方法计算时间更短，可用于在
线预测；随后，Falomi 等[57]又提出基于神经网络的方法
计算车轮踏面和钢轨表面之间距离的局部最小值的位置，
并以此作为轮轨接触点，通过与商用软件所使用的常规
算法进行比较，证明了所提出模型的可靠性和计算效率
优势，具有良好的适用性。 
轮轨力预测一般以轨道几何不平顺作为神经网络的
输入，以轮轨力（包括垂向力和横向力）作为神经网络
的输出。利用人工智能算法具有无限存储深度的优点，
快速进行轮轨力预测，尤其适用于实时计算铁道车辆沿
着带有几何扰动的轨道行驶时产生的动态车轮/轮轨力。
目前的研究进一步证明利用人工智能算法计算轮轨接触
点参数能够提高仿真能力、缩短仿真时间，适用于在线
实时仿真。 
2.2.1.3 垂向动力学建模 
为了减少多体动力学模拟中悬挂子系统的计算成本，
美国弗吉尼亚理工大学车辆系统和安全中心铁路技术实
验室的研究人员 Taheri 等[58]建立了一种随机模型来拟合
机车车辆的悬挂系统输入（悬挂相对位移和速度）与输
出（悬挂力）之间的关系，使用该随机模型代替原有的
悬挂子系统可以在保证仿真精度的同时有效提高多体动
力学的仿真效率。 
Taheri 等[58]提出的随机建模技术主要分成两个阶段：
训练阶段和预测阶段。在训练阶段，通过全局优化技术
和最大似然估计原理获得输入输出互相关函数的参数。
在预测阶段，在给定互相关函数参数的情况下，计算使
似然函数最大化的输出值为预测值。并以悬架的垂向和
横向相对位移和速度为输入，以悬架力总和为预测输出，
建立悬挂子系统模型，将其用于多体动力学仿真中。 
这种结合人工智能的悬挂建模方法在保证精度的同
时有效提高了多体动力学的仿真效率。该方法一方面应
用了最大化训练点数量填充空间的抽样方案来精准描述
系统建模的动力学行为，保证了仿真精度；另一方面对
悬挂子系统进行了简化，提高了仿真效率，使其在实时
仿真方面与多体动力学模型相比具有极大的效率优势。 
2.2.1.4 纵向动力学建模 
在纵向动力学建模中，钩缓力元等非线性力元的模
拟影响着整个模型的仿真精度。为此，Nie 等[48]提出一
种在传统多体模型的基础上使用机器学习技术提取关键
力元的有限元分析数据，将结构的非线性特征构造为代
理模型来替代原始力元模型进行动力学仿真的方案。该
研究分别使用勒让德多项式（Legendre polynomials）回
归和克里金法（Kriging）模型对列车的钩缓力元和头车
吸能装置进行代理，研究结果表明在构建代理元素过程
中使用勒让德多项式（Legendre polynomials）回归模型
可以在不损失精度的前提下大幅减少仿真时间。Tang 等
[49]对整个多体动力学模型进行替换，使用并行随机森林
算法直接从有限元模拟的离线碰撞数据中提取有效的力
-位移曲线模式，以此预测不同速度下的碰撞特性。通过
与传统多体动力学模型的对比，结果表明所提出的机器
学习模型不仅精度更高，而且通过并行计算的方式大幅
提高了仿真效率。Dong 等[59]针对列车前部碰撞的非线
性弹簧-质量-阻尼器结构使用卷积长短时记忆生成网络
模型进行拟合以研究列车关键部件（头车、防爬吸能装
置和钩缓装置）的非线性参数动态变化，预测在不同碰
撞条件下车厢之间的刚度与阻尼特性。该模型的预测结
果与有限元分析模型和试验结果展示了良好的一致性，
体现了卷积长短时记忆生成网络模型在非线性估计中巨
大的潜力。 
2.2.2 轨道不平顺预测 
由于左右钢轨在高低和左右方向上与设计位置几何
偏差导致的轨道不平顺是机车车辆动力学系统最重要的
外部激扰源，因此轨道不平顺的建模和识别在车辆动力
学研究中具有重要的地位。本节梳理了近年来利用人工
智能算法进行轨道不平顺的预测和评估的相关文献，如
下表 3 所示。 
表 3 人工智能算法在轨道不平顺预测中的应用 
Table 3 Application of artificial intelligence algorithms in track 
irregularity prediction 
网络结构 网络类型 训练方法 输入 输出 参考文献 
唐兆，等：人工智能算法在铁道车辆动力学仿真中的应用进展 
前向反馈
神经网络 
前馈神经
网络 
梯度下降
法 
轨道不平顺
检测数据 
轨道不
平顺参
数 
[60] 
非线性自
回归神经
网络 
循环神经
网络 
梯度下降
法 
加速度数据 
轨道不
平顺参
数 
[61] 
支持向量
机 
支持向量
机 
无 
轨检车原始
检测数据 
轨道质
量指数 
[62] 
前向反馈
神经网络 
前馈神经
网络 
梯度下降
法 
轨检车原始
检测数据 
轨道质
量指数 
[63] 
非线性自
回归神经
网络 
循环神经
网络 
梯度下降
法 
2 个设计参
数和 4 个轨
道不平顺参
数 
垂向和
横向加
速度响
应 
[64] 
彭丽宇等[60]结合神经网络的非线性映射能力，根据
轨道不平顺的变化特点，分别使用双隐层前馈神经网络、
单隐层前馈神经网络和多元多重回归模型对左右高低、
左右轨向、轨距、水平、三角坑七项检测数据的区段标
准差进行了预测，结果表明神经网络模型相较于多元回
归分析模型具有更高的预测精度；双隐层神经网络模型
相较于单隐层神经网络模型预测精度虽有提高但并不显
著，神经网络单纯增加隐层数不具有明显的价值。Liu 等
[61-62]，使用车辆的加速度作为输入，分别使用支持向量
机模型和前馈神经网络模型来预测轨道的几何不平顺状
态，具体过程为：利用某一段车辆振动加速度与该点的
几何不平顺作为模型的输入与输出，经过特征提取与网
络训练，估计下一点的轨道几何不平顺，建立轨道质量
指数预测模型，进而对轨道不平顺进行预测。韩晋等[63]
基于轨道不平顺的发展特性,首先构建了非等时距加权
灰色预测模型, 对原始 TQI(轨道质量指数)序列进行初
步处理，之后引入前馈神经网络模型对 TQI(轨道质量指
数)预测的残差序列进行修正，有效解决了单一模型预测
精度问题。Kraft 等[64]考虑到车辆对轨道缺陷的响应，采
用大量轨道数据开展车辆动力学快速仿真，建立了如图
7 所示的非线性自回归神经网络的黑箱模型。 
 
图 7 轨道不平顺建模过程 
Fig. 7 Modeling process of track irregularity 
在建立轨道几何模型中，传统方法主要是依据车辆
振动加速度等参数来建立轨道几何不平顺的模型。结合
人工智能算法的方法相较于传统方法不仅可以精确估计
出轨道几何不平顺的趋势，而且模型有更高的精度和计
算效率。但是目前仍存在缺少精确的测量数据来训练神
经网络得到精确轨道几何不平顺模型的问题。 
3 人工智能算法在动力学性能预测和评估
中的应用 
3.1 动力学性能预测与评估 
3.1.1 运行平稳性 
列车运行平稳性主要通过车身振动加速度来评估，
或者基于乘客舒适度等指标来衡量。以往对运行平稳性
的研究主要采用多体动力学仿真，研究结果依赖于仿真
计算结果。但在实际运行中，列车运行环境较为复杂，
轨道条件存在不确定性。因此，实际状况与模拟状态之
间总是存在一定的差距，而通过人工智能算法建立的模
型能够缩减这种差距。Zhang 等[65]应用神经网络模型提
出了一种接近实际情况的车体振动加速度模型。该模型
通过多个传感器采集铁路参数数据，以车体振动加速度
为输入，基于多种训练算法和神经网络结构建立车体振
动加速度预测模型。该算法主要根据皮尔逊相关系数和
斯皮尔曼等级相关系数，对与轨道和车辆相关的各种参
数进行过滤，选择与目标函数紧密相关的参数作为预测
变量，构建了三种不同的前向反馈神经网络结构的预测
模型。 
Shafiullah 等[66]使用十种流行的回归算法预测了前
后车身垂直加速度，并对比了不同算法的优缺点，最后
该模型成功地应用于同一铁路不同路段的车体振动加速
度预测试验中。 
3.1.2 噪声预测 
在低频率下，列车运行产生的噪音主要由转向架和
车轮的机械振动产生，因此对车体、转向架和轮对振动
加速度的计算是噪声预测的前提。Kun 等[67]提出利用神
经网络技术建立列车振动的预测模型，通过 SIMPACK
软件构建的轨道-列车动态系统获取大量数据用于神经
网络模型的训练，建立了基于非线性自回归神经网络和
多体动力学模型的高速列车振动加速度预测模型。模型
输入为轨道不平顺（不平顺谱等），输出为列车振动加
速度，即 
( ) [ ( ),..., ( )]x k x k x k R= −           (2) 
1 1 1
o( ) ( ( ) )k g x k w b= +           (3) 
2 2 2
( ) (o( ) )y k g k w b= +          (4) 
式中：x(k)为时间序列 k 时的输入；x(k-R)为时间序列 k
延迟 R 时的输入；o(k)为时间序列 k 时的隐藏层节点数； 
b1 为隐藏层偏置；b2 为输出层偏置；w1 为延迟层到隐藏
横向加速度
垂向加速度
输出
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相干分析
轨道不平顺
轨道几何设计 输入
训练 验证
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积分
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层的连接权重；w2 为隐藏层到输出层的连接权重，g1 为
隐藏层神经元的激活函数；g2为输出层的激活函数。 
通过将神经网络计算的振动加速度与 SIMPACK 计
算的振动加速度进行比较，证明了神经网络算法与传统
多体动力学的一致性。将神经网络模型计算得到的振动
加速度导入有限元网格和边界单元网格的耦合模型中，
得到高速列车前部的噪声。将计算结果与试验值进行了
比较，两者结果吻合较好。 
采用神经网络算法来预测振动加速度的方法在保证
了计算效率的同时提高了计算精度，验证了利用人工智
能算法来计算振动噪声的这一方法的可靠性，为进一步
评估列车的振动噪声提供新的研究思路与途径。 
3.1.3 侧风安全性 
对于在侧风环境下行驶的车辆，常使用特征风曲线
来评判倾覆安全性，它主要根据车辆的动力学参数和空
气动力特性，确定车辆在不同工况(直线、曲线、列车速
度等)下能够承受的最大风速。神经网络可根据自身优势
建立线性或非线性模型，用于预测评估运行车辆承受的
侧风状态。Federico 等[51]开发了一种测量装置，测量靠
近列车头部的车体表面压力，以此估计运行列车上的侧
风方向和速度。首先通过风洞试验中采集的实验数据，
训练多层感知机神经网络来估计速度和攻角，随后使用
基于多层感知机神经网络的评估算法对车辆表面进行压
力测试来评估侧风速度，该方法得到的风速误差为 1m/s，
风向误差约为 1 度，具有较高的精度。 
应用结果表明了人工智能算法中的前馈神经网络模
型对侧风预测的准确性以及计算能力，未来研究可在此
基础上进一步考虑沿线、温度、湿度以及海拔等环境条
件，更为精确地评估侧风安全性。 
3.1.4 运行安全性 
列车运行安全性的预测和评定高度依赖于轮轨接触
状态。研究轮轨接触的传统方法通过建立复杂的多体模
型来计算车辆动态响应的各项参数，如轮轨接触点位置，
粘着系数，轮轨接触力等。而人工智能算法中的人工神
经网络在解决该复杂问题时体现出巨大的效率优势，被
广泛应用于预测脱轨安全性，运行平稳性和轮轨磨耗等
场景。 
Gualano 等[54]基于循环神经网络结构，以轨道的垂
向和横向曲率变化为输入，预测列车运行过程中的轮轨
相互作用力，进而评估车辆的脱轨安全性。研究结果表
明，采用列文伯格-马夸尔特法(Levenberg-Marquadt)算法
训练出的神经网络模型在多种模型评估分析方法下均获
得了理想的结果，可以有效用于车辆的脱轨预测。
Iwnicki 等[53]用 Elman 神经网络模型预测车辆一段时间
内轮轨垂向力，发现所提出的模型相较于传统方法具有
巨大的效率优势，可以用于快速评估车辆的脱轨安全性。
Kraft 等[64]为了分析车辆在具有几何缺陷的轨道上的动
态响应，提出使用黑盒建模方法代替传统的多体模拟，
并比较了使用线性和非线性黑盒模型在预测垂向和横向
加速度响应时的表现。试验结果表明，线性黑盒模型可
以很好地模拟垂向加速度响应，但不适用于高度非线性
的横向加速度响应；基于非线性自回归循环神经网络的
非线性黑盒模型在预测横向加速度响应时的表现优于传
统的多体仿真。该研究充分体现了神经网络等黑盒模型
在同等精度下的性能优势，但是也暴露出模型预测精度
高度依赖于车辆、线路类型以及训练数据的问题。
Timothy 等[68]以真实测量的轨道几何参数为输入，将多
体动力学仿真软件的计算结果用于训练典型的循环神经
网络模型，从而预测轮轨垂向力和横向力。最终，训练
得到的神经网络模型成功运用到轨检车以实时评估轨道
的几何状态和不平顺状况，体现了神经网络模型应用于
实时安全检查的巨大潜力。Shebani 等[69]建立了带外源
输入的非线性自回归神经网络模型，并分别在干燥、潮
湿、润滑和撒砂条件下对车轮和钢轨的磨损进行了预测，
证实了基于具有良好泛化性能的神经网络模型，即使使
用模型材料和轮廓仪搜集的磨损数据也能有效评估轮轨
的磨耗情况。 
相关论文中机器学习算法的网络结构、网络类型、
算法的训练方法、输入、输出和用途等详见表 4。相关
学者的研究及实际应用表明，人工智能算法简化了复杂
模型（如轮轨模型）数值积分的过程，极大地提高了仿
真效率，初步解决了轮轨接触仿真中实时计算能力不足
等问题，在智能检测、实时评估和安全维护等方面具有
广泛的实际应用价值。 
表 4 人工智能算法在运行安全性中的应用 
Table 4 Application of artificial intelligence algorithms in operational safety 
应用 网络结构 网络类型 训练方法 输入 输出 用途 参考文献 
轮轨接触力，脱轨
系数预测 
Elman 循环
神经网络 
递归神经网
络 
梯度下降法 
时间序列（轮轨的垂向
和横向位移） 
轮轨力以及脱轨
系数 
轮轨智能检测 [53] 
循环神经网
络 
循环神经网
络 
列文伯格-马
夸尔特法 
垂向和横向曲率不规则
变化 
轮轨相互作用力 评估动力学特性 [54] 
运行平稳性预测 
非线性自回
归神经网络 
循环神经网
络 
梯度下降法 
2 个设计参数和 4 个轨道
不平顺参数 
垂向和横向加速
度响应 
轮轨几何检测及
评价 
[64] 
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循环神经网
络 
循环神经网
络 
梯度下降法 轨道几何图形（21 个） 垂直力和侧向力 轮轨力实时预测 [68] 
轮轨磨耗计算 
非线性自回
归神经网络 
循环神经网
络 
列文伯格-马
夸尔特法 
载荷、速度、轮轨轮廓
线等 
轮轨磨耗程度 
预测维护，降低
成本 
[69] 
3.2 考虑随机因素的动力学性能预测 
随机动力学一直是铁路车辆的热点研究内容，随机
动力系统的建模、计算和分析往往需要复杂的模型框架。
随着模型复杂度和计算精度要求的提高，随机动力系统
的计算成本大幅增大，计算效率十分低下。对此现状，
可应用神经网络映射能力构建基于数据的动态系统改善
计算效率。Zeng 等[70]研究如何将神经网络运用于随机动
力学之中，使该算法在铁路车辆中得到合理应用。考虑
到刚度与阻尼的不确定性，分析车辆动力学公式，以刚
度、阻尼、质量的随机分布等作为输入，随机激励下的
位移、速度、加速度等作为输出，来预测随机动力学性
能，其框架图如图 8 所示。 
 
图 8 考虑随机因素的动力学预测框架图 
Fig. 8 Dynamics prediction framework considering random factors 
其主要步骤为： 
步骤 1：根据高速列车的运营数据构建输入训练集； 
步骤 2：采用神经网络进行动态性能预测； 
步骤 3：然后根据响应得到若干动态性能指标，建
立动态模型； 
步骤 4：通过提出的随机重复方案，验证了神经网
络对各种随机悬架动力学的映射能力，并将这种强大的
计算工具用于预测运行中的高速列车的动态性能，提高
铁路车辆的安全性和可靠性。 
Taheri 等[58]则建立了随机模型，主要是通过 RBF 的
核函数计算相关系数，应用最大似然估计得出训练样本
的均值与方差，然后根据最大似然估计与输入预测值估
计出输出预测值；并使用所建立的随机模型来替换动力
学模型中涉及复杂计算的部分，进而提高多体动力学仿
真的效率。 
这种随机方法充分考虑多种因素耦合的动态性能评
价，通过实现动力学性能的健康管理和状态检修来提高
铁道车辆的安全性和可靠性。同时该方法对于需要实时
仿真、要求精度较高、复杂度较大的模型有极大的潜力
与优势，同时也是未来需要继续重点研究的内容。 
4 人工智能算法在动力学控制和性能优化
中的应用 
在铁道车辆动力学中，如何将多学科或多准则优化
方法应用于动力学系统的复杂工程问题中，并有效地求
得最优解一直是研究热点。目前许多工程设计的优化方
法依赖于复杂数值技术，但是运行大型分析集所需的成
本和时间仍然不容小觑。且对于具有许多设计变量和准
则的复杂设计问题，很难在整个设计空间上生成全局最
优设计。人工智能算法结合自身的优势可以建立高度非
线性系统的模型，为优化车辆动力学性能提供了新的研
究思路与手段。本节归纳了应用于动力学控制和性能优
化的人工智能算法，详见表 5。其优化过程基本可以分
为 5 部分内容：1 确定优化的结构；2 根据优化参数确
定网络结构；3 建立动力学模型； 4 应用优化算法对模
型进行优化； 5 实现铁路车辆的动力学控制以及性能优
化，具体如图 9 所示。 
 
图 9 动力学控制与性能优化过程 
Fig. 9 Dynamics control and performance optimization process 
表 5 人工智能算法在动力学控制与性能优化中的应用 
Table 5 Application of artificial intelligence algorithms in dynamic control and performance optimization 
应用场景 网络结构 训练方法 输入 输出 用途 参考文献 
悬挂优化 
遗传算法+差
分进化  
梯度下降法 
悬挂参数等 29 个设计变
量 
平稳性，减载率等 46
个响应 
优化动力学性能 [70] 
轮轨匹配优化 
人工神经网
络+遗传算法 
梯度下降法 需优化的点 磨损量 减少磨耗 [71] 
结构优化 
人工神经网
络+遗传算法 
梯度下降法 尺寸比和材料 破碎参数 性能优化 [72] 
输入训练集
随机激励
模型验证
车辆随机动力学
神经网络模型
动力学响应
动力学性
能指标
真实测试数据
传统方法预测
神经网络预测
动力学控制与性能优化
悬挂优化 轮轨优化 结构优化
主动半主
动控制
平稳性
减载率等
性能响应
振动位移
加速度稳
定性
动力学模型 遗传算法等优化算法网络结构
破碎参数
性能优化
磨耗量
减少磨耗
铁道车辆
交 通 运 输 工 程 学 报 
主动控制 
BP 神经网络 
列文伯格-
马夸尔特法 
悬挂力 振动位移响应 提高动力学性能 [73] 
BP 神经网络 
列文伯格-
马夸尔特法 
悬挂控制力 振动加速度响应 提高稳定性 [74] 
半主动控制 
BP 神经网络 梯度下降法 悬挂力 振动加速度响应 提高横向稳定性 [76] 
非线性自回
归模型 
列文伯格-
马夸尔特法 
位移、速度 阻尼力 非线性仿真 [77] 
4.1 悬挂优化 
悬挂系统作为高速列车中的关键系统，对车辆的运
行平稳性、运行安全性、运动稳定性等方面都具有重要
影响。Kim 等[71]对高速列车悬挂系统进行了优化设计，
利用神经网络和试验设计(DOE)建立了具有29个设计变
量（包括一系悬挂，二系悬挂等参数）和 46 个响应的非
线性多响应系统模型。通过采用分数因子设计和最优性
设计相结合的方法进行试验设计，以将训练次数减少到
实际可操作的水平，并采用差分演化对悬挂系统进行优
化设计。其中，基于神经网络模型和差分演化的多准则
优化流程，如图 10 所示。 
 
图 10 多准则优化流程 
Fig. 10 Multi-criteria optimization process 
通过实验设计，将 46 个响应分为四类动力学特性，
利用神经网络对各指标组建立了模型。最后通过差分进
化实现多准则优化。该方法使其高速列车在平稳性、减
载率和稳定性指标方面都有很大的改进。 
神经网络与优化算法相结合的方法，不仅减少了神
经网络中所需的迭代时间，而且可以使不同初始条件下
的设计变量优化值分散在很宽的范围上，并将所需优化
的成本控制在一定范围内，进而快速可靠地实现动力学
性能的优化。 
4.2 轮轨匹配优化 
高铁列车的轮轨磨损对铁路运行安全和乘坐舒适性
以及铁路的维护都产生了负面影响。钢轨磨损的根本原
因是轮轨廓形匹配问题，轮轨廓形会直接影响轮轨之间
的相互作用。为进一步解决这一问题，几年来人工智能
算法逐渐应用到轮轨廓形设计中，代替传统的试错法（即
依靠专家的经验进行轮轨廓形设计的方法）。Jiang 等[72]
从钢轨磨耗的角度出发，建立了钢轨断面优化的神经网
络-遗传（ANN-GA）算法耦合模型，对钢轨轮廓进行优
化设计，如图 11 所示。 
 
图 11 轮轨匹配优化构架图 
Fig. 11 The framework of wheel-rail matching optimization 
Jian 等[72]主要通过将训练好的神经网络模型与遗传
算法模型相结合，建立了具有多重非线性约束的神经网
络模型。该模型将遗传算法的候选解输入到训练好的神
经网络模型中，并将训练好的神经网络模型输出作为遗
传算法的目标函数，通过对神经网络-遗传（ANN-GA）
耦合模型进行双向迭代，直到得到目标函数的最小值。
相较于分析模型，模型误差为 1.28%。优化后的钢轨断
面改善了轮轨接触条件，使其不仅在轮轨磨损条件下具
有优越的性能，而且能保持良好的动态性能。 
将人工神经网络与优化算法的相结合的方法，可精
确快速地设计轮轨廓形，减少钢轨磨耗，为高速铁路钢
轨的设计和预防性打磨钢轨提供了理论基础和实践依据。 
4.3 结构优化 
高速列车的快速发展对动力学的性能提出了更高的
要求，结构优化的相关应用也越来越多。但是一般的优
化方法是一种要求用数学方法描述设计目标和约束，用
设计变量和参数定义设计空间的搜索方法。鉴于人工智
能算法具有结构参数更复杂和非线性的优势，
Marzbanrad 等[73]应用神经网络方法研究了薄壁圆形铝
管在轴向冲击载荷作用下的破碎行为，并通过采用显式
有限元法对其进行建模和分析，来提高优化过程的准确
性。主要计算步骤是： 
步骤 1：利用人工神经网络和遗传算法寻找目标函
数的最优维数比； 
步骤 2：实现了不同重量的优化，表明了各破碎参
数在百分比中的重要性。 
步骤 3：研究了管材尺寸比和材料类型等重要参数
对破碎的影响； 
步骤 4：对具有矛盾效应的多个破碎参数的进行了
多目标耐撞性优化； 
步骤 5：在轴向冲击条件下模拟了一系列铝圆柱管，
对数值解进行了试验验证。 
设计参数的优化
优化对象的
设计参数
性能评价指
标
试验设计 神经网络
仿真
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将人工智能算法中的人工神经网络与遗传算法相结
合进行多目标优化是一个较为热点的课题，该方法可用
于列车车辆中的结构优化设计。未来可在数值模拟计算
结果的基础上，通过用人工神经网络在一些妥协的参数
之间进行权衡，实现优化过程。 
4.4 主动及半主动控制 
我国高速及准高速列车存在横向平稳性能不佳的问
题，在横向悬挂系统中采用主动或半主动控制技术是解
决这一问题的重要途径。列车悬挂系统是一个含有非线
性、时变等多种不确定因素的非线性动力系统，因此，
采用常规控制方法控制横向悬挂有其局限性。结合人工
智能算法的神经网络控制方法以其强有力的非线性映射
能力，可实现对控制对象特性的学习和记忆，无需对实
际的悬挂作线性化处理，非常适用于作为列车主动和半
主动的控制方法。 
在主动控制方面，Kumar 等[74]在主动控制器设计中
采用基于神经网络和模糊逻辑相结合的控制器算法，提
出了一种用于主动悬架的自适应神经模糊推理系统
（ANFIS）控制器，来处理主动悬架的参数不确定性，
提高悬架的动力学性能；Choromański 等[75]采用神经网
络对所选参数进行自适应控制，仿真结果显示该神经网
络控制器比一般控制器更能提升悬架力学性能，提高车
辆在直线轨道上的蛇行运动稳定性和在曲线上的导向性
能。 
在半主动控制方面，针对列车横向半主动悬架系统，
可描述为单输入单输出非线性系统即 
( ) [ ( 1),..., ( ),
( 1),..., ( )], 1, 2,3,...
v k t v k v k n
F k F k m k
= − −
− − =
(5) 
式中：𝑣(𝑘)为时间序列 k (k=1,2,3,…,n)时车体质心横向
振动加速度；𝐹(𝑘)为时间序列 k (k=1,2,3,…,m)时悬架系
统对车体控制力；𝑡为被控制车辆的非线性函数。 
丁问司等[76]在保证行车安全性的前提下，提出了一
种列车横向半主动悬挂系统，通过神经网络辨识器和控
制器，建立了半主动悬挂非线性神经网络控制模型，如
图 12 所示。这种采用非线性神经网络自适应的控制方
法能较好地解决列车横向半主动悬挂阻尼力的控制问题。
采用神经网络控制时车体的横向加速度峰值明显下降，
改善了列车横向平稳性。 
 
图 12 非线性神经网络控制图 
Fig. 12 Non-linear neural network control 
Tud ón-Mart´ınez 等[77]提出了一种基于人工神经网
络的磁流变阻尼器静态模型，该模型仅需要一个附加传
感器就能实现可靠的拟合。与其他两种商用磁流变阻尼
器参数模型相比，误差信号比分别减少 29%和 40%。基
于人工神经网络的建模方法能够很好反应阻尼器的非线
性特性，并具有很好的可扩展性，精度满足半主动悬挂
控制的需要，提高车辆的动力学性能。 
主动和半主动控制是改善高速列车横向振动性能的
主要手段，而人工智能算法能够通过其映射任意精度的
非线性函数的潜力解决许多主动和半主动控制中耦合非
线性的参数优化问题。这一方法在铁道车辆动力学控制
中的应用逐渐增多，仍是未来需要继续研究的方向。 
5 研究展望 
5.1 面临的问题 
以机器学习和深度学习为代表的人工智能算法是目
前人工智能领域最受关注的研究方向之一，将人工智能
算法用以解决动力学建模与仿真的难题具有显著的学术
和应用前景，但同时也衍生出一系列亟待解决的问题。 
5.1.1 训练样本缺乏 
当前以机器学习和深度学习为代表的人工智能技术
具有较强的非线性映射能力，可利用大量的真实数据对
算法进行训练，实现对非线性模型的高精度逼近和拟合。
然而，一般铁道车辆动力学试验成本高昂，而且在不同
的车辆、轨道上得到的铁道车辆动力学数据有巨大差异，
这使得训练机器学习算法时难以获得足够的满足要求的
训练数据。其次，无论是仿真生成的训练样本，还是试
验测试得到的训练样本都存在一定的不确定性和误差，
基于这些样本训练所得算法难以满足高精度的动力学需
求，如何减少这些误差，获取带有标签的高可信度的数
据是待解决的关键问题之一。 
5.1.2 泛化能力 
人工智能当前仍处于计算智能阶段，训练好的神经
神经网络控
制器AN2
学习算法2
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+-+-
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网络只是在训练集范围内具有可靠的表现，目前范围外
的推演能力较弱。而车辆动力学中大部分非线性问题与
特定的对象高度关联，如具体的车型、部件类型、轨道
类型等，训练好的神经网络在数据集范围外的效果并不
能保证。因此，如何构建问题及确定训练集的边界，保
证训练数据的覆盖性也是未来研究的重要议题，即人工
智能算法在泛化性上还有很大的提高空间。 
5.1.3 工程应用 
目前在动力学建模与仿真中实际应用的人工智能算
法大多为代理模型，基于大数据的，以机器学习和深度
学习为代表的新一代人工智能算法建立的动力学模型尚
处于理论研究阶段，且理论研究已大幅领先工程实践。
然而，当前的研究案例多针对特定对象或实验室环境，
缺少大规模在实际工程任务中的验证，亟需进一步的研
究证明这些算法在工程中应用的可行性和价值。 
5.2 展望 
5.2.1 数据样本获取 
针对真实训练样本缺乏的问题，未来研究应根据车
辆和轨道类型进行数据积累和标记，逐步获得海量带标
识的有效样本。此外，为获得更多的训练样本，可应用
迁移学习等小样本技术方法进行算法的训练，例如，首
先根据大量现有的高精度仿真数据样本对模型进行训练，
然后引入数量较少的真实数据样本，利用迁移学习识别
样本间的差异，建立新的模型，从而利用更少的样本完
成模型的训练。 
5.2.2 人工智能算法可移植性 
目前人工智能算法在铁道车辆动力学领域的应用都
是针对特定问题选用特定算法，算法的可移植性很差。
在图像识别等工智能算法得到高度运用的领域，同一算
法可以解决领域内的多方面问题，这大大提高了算法的
可用性和效率。类比于图像识别，发展出在铁道车辆动
力学领域具有高可移植性的模型和算法值得期待。 
5.2.3 网络结构和参数选择理论 
目前在铁道车辆动力学领域，算法结构和训练方式
的选取多采用经验试错法，这阻碍了人工智能算法在铁
道车辆动力学方面的广泛应用。未来通过研究分析铁道
车辆动力学不同任务下的人工智能算法的最优性问题，
可以总结归纳出针对不同任务中的最优人工智能算法。
在此基础上对铁道车辆动力学领域算法的选择方法进行
系统研究，例如对深度神经网络的隐含层数量、节点数
量和节点间的传递函数以等超参数需要进行最优性分析。
因此，给出特定问题的网络结构和参数选择准则值得进
一步研究。 
5.2.4 可解释性 
可解释性一直是影响人工智能算法可信度和可用性
的关键问题。结合力学模型和铁道车辆的固有动力学特
性，开发出可利用海量数据的人工智能算法，在此基础
上开发出数据模型和物理模型相结合的，具有可解释性
的铁道车辆混合动力学模型具有重要的研究前景。 
6 结 语 
（1）在总结两种主要的动力学建模方法，即数据驱
动建模方法和结合物理模型的混合建模方法的基础上，
着重介绍了动力学建模中的悬挂子系统模型，轮轨子系
统模型，轨道几何模型，整车模型等，分析了人工智能
算法在动力学建模中的优点以及局限性，并指出围绕经
典动力学、新兴人工智能算法结合的混合模型可作为之
后的重点研究方向，为之后研究探索提供建议与思路。 
（2）通过将人工智能算法在动力学性能预测的应用
分为常规动力学性能预测和随机动力学性能预测两方面，
具体总结了人工智能算法在运行平稳性、侧风安全性、
运行安全性等几方面应用进行了分析梳理，指出未来需
要进一步结合人工智能算法的优势去解决随机动力学中
的随机不确定性，提高随机动力学的性能，给出未来需
要重点研究的内容。 
（3）总结了人工智能算法在动力学性能优化中的应
用，主要包括悬挂优化，轮轨匹配优化，结构优化，主
动控制以及半主动控制等，总结了现阶段应用在动力学
性能优化中的主要算法，即通过人工智能算法与优化算
法相结合来实现，为之后的研究提供思路，以便充分发
挥人工智能算法的优势。 
（4）通过总结梳理可知，现阶段已有越来越多的研
究将人工智能算法中的机器学习和深度学习应用于铁道
车辆动力学建模与仿真中，本文则对此具体分析了人工
智能算法在铁道车辆动力学建模与仿真具体应用中的优
势与局限性，发现在样本、算法、最优性以及可靠性等
四方面因素依旧制约着人工智能算法在实际工程任务中
的应用，在此基础上，探索了未来需进一步研究的重点
课题，例如混合模型的研究以及随机动力学相关研究等。
因此，可以判断人工智能算法在铁道车辆动力学建模与
仿真中仍处于初期探索阶段，未来的发展值得期待。 
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