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Coagulation with product kernel and arbitrary initial conditions:
Exact kinetics within the Marcus-Lushnikov framework
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The time evolution of a system of coagulating particles under the product kernel and arbi-
trary initial conditions is studied. Using the improved Marcus-Lushnikov approach, the mas-
ter equation is solved for the probability W (Q, t) to find the system in a given mass spectrum
Q = {n1, n2, . . . , ng . . . }, with ng being the number of particles of size g. The exact expression for
the average number of particles, 〈ng(t)〉, at arbitrary time t is derived and its validity is confirmed
in numerical simulations of several selected initial mass spectra.
PACS numbers: 47.55.df, 02.10.Ox, 05.90.+m, 02.50.-r
I. INTRODUCTION
Coagulation is widespread in nature. In physics and
chemistry, it is traditionally mentioned in reference to
different polymerization phenomena, and when the pro-
cess of particles’ formation in dispersed media (aerosols
and hydrosols) is studied [1–3]. In this regard, oblig-
atory references include famous contributions made by
Smoluchowski [4], Flory [5–7] and Stockmayer [8] (see
also more contemporary papers: [9–14], and review ar-
ticles: [15–17]). And although various issues related to
coagulation began to be studied many decades ago, its
full understanding is still far from complete. At the same
time, interest in coagulation processes is not weakening
at all. This is most likely due to a broad range of inter-
disciplinary applications of the process, which include:
percolation phenomena in random graphs and complex
networks [18–23], mathematical population genetics [24],
pattern formation in different social [25, 26], biological
[27] and man-made systems [28], and many others.
The simplest example of the coagulation process is the
evolution of a closed system of particles (clusters) that
join irreversibly during binary collisions (so-called coag-
ulation acts), according to the following scheme:
(g) + (l)
K(g,l)−→ (g + l), (1)
where (g) stands for a cluster of mass g (we assume that
g is a natural number) and K(g, l) is the coagulation ker-
nel representing rate of the process. Over time, the num-
ber of clusters decreases and distribution of their sizes
changes. Kinetics of the process strongly depends on
K(g, l). In particular, when the system starts to evolve
from all clusters having the same size (so-called monodis-
perse initial conditions), it is well known (see e.g. [29])
that for K(g, l) growing fast enough, at some finite time
tc, a giant particle emerges, which brings together a frac-
tion of the mass of the whole system. To distinguish this
particle from other particles, usually much smaller, which
form the so-called sol, this giant particle is called the gel.
The phenomenon of gel formation is an example of non-
equilibrium phase transition. The best-known example
of a gelling kernel is the multiplicative (product) kernel:
K(g, l) ∝ gl. The constant kernel, K(g, l) = const, and
the additive kernel, K(g, l) ∝ g+ l, are examples of non-
gelling kernels, in which the sol-gel transition is not ob-
served when monodisperse initial conditions are assumed.
The above listed kernels are important, because kinetics
of coagulation processes in systems evolving according to
these kernels under the simplest (monodisperse) initial
conditions, were “exactly solved”, thus becoming refer-
ence models of coagulation.
In the last sentence, the term in quotes: “exactly
solved” is of special meaning which needs an explanation.
Namely, there are some theoretical approaches to model-
ing coagulation. The best known approach relies on the
famous Smoluchowski equation [4] which constitutes an
infinite system of coupled nonlinear differential equations
for the average number of clusters of a given size, and
provides mean-field (and thus approximate) time evolu-
tion of the cluster size distribution. Therefore, explicit
solutions to this equation (e.g. [11–14, 30, 31]) are not
“exact solutions” of the coagulation process. Its genuine
exact solutions (without any approximations) for some
particular cases (including the mentioned kernels - con-
stant, additive and multiplicative - under monodisperse
initial conditions) were obtained through direct counting
of system states (see [32]), or as solutions to the mas-
ter equation governing the time evolution of the prob-
ability distribution over these states (see [33–37]). The
approach resulting from the master equation was first
proposed by Marcus [9] in the late 1960s. In the late
1970s it was used by several researchers [33, 34], among
others by Lushnikov [10], who not so long ago again dealt
with coagulation and obtained several significant results
using this formalism [38, 39].
The case of initial conditions other than monodisperse
is much more complicated and relatively less researched.
For example, until quite recently, it was thought that, in
the thermodynamic limit, behavior of different coagulat-
ing systems (with non-gelling and gelling kernels, before
and after the gel time tc) is not sensitive to initial con-
ditions and falls into specific universality classes. These
classes were to be characterized by dynamical scaling so-
lutions (i.e. time dependent cluster size distributions)
which are similar to the solutions arising from monodis-
2perse initial conditions [16, 40]. Recent results in this
area, however, suggest that the behavior of coagulating
systems for arbitrary initial conditions is much more com-
plicated.
For example, solutions to the Smoluchowski equation
for the product kernel and algebraically decaying initial
conditions show that there exist three different universal-
ity classes which depend on the finiteness of the second
and the third moment of the initial mass distribution
[41]. Another example concerns kernels that are tradi-
tionally considered non-gelling (e.g. the additive kernel),
and which, according to the Smoluchowski equation, un-
der some initial conditions, may become gelling [42]. The
above “examples” are very interesting but also controver-
sial. Concerns about their validity are justified, especially
that, essentially, everything we know about coagulation
with arbitrary initial particle mass spectra arises from
solutions to the Smoluchowski equation, which are inher-
ently approximate (mean-field). In the theory of equilib-
rium phase transitions, mean-field solutions do not al-
ways give correct results, especially when it comes to the
behavior of systems in the vicinity of critical points.
Being aware of problems that may arise from the
Smoluchowski equation, we hope our result - the exact
solution of the coagulation process with the product ker-
nel and arbitrary initial conditions - which is presented
in this paper, will be of some value for people deal-
ing with the theory of these non-equilibrium phenom-
ena. To obtain the result we refine a bit the prominent
solution of finite coagulating systems with product ker-
nel and monodisperse initial conditions, which was given
some time ago by Lushnikov [35, 36]. To this end, we
use some ideas and formulas, which originate in com-
binatorics. More specifically, we use the so-called Bell
polynomials, which, although explicitly appear in Lush-
nikov’s papers, were unnoticed there. We show that the
mentioned polynomials do not only allow one to get some
new results, but they also significantly simplify the whole
approach.
The paper is organized as follows. In Sec. II we re-
view the Marcus-Lushnikov approach. The exact re-
sult of Lushnikov on coagulation with product kernel for
monodisperse initial conditions is also presented in this
section. The reader who is familiar with the mentioned
results may skip reading this section. However, we en-
courage to read it because in the next section we refer
several times to the various equations included therein.
In addition, at the end of Sec. II, we introduce Bell poly-
nomials and discuss their basic properties. In Sec. III, we
reformulate the Lushnikov solution with the use of Bell
polynomials. The Lushnikov result is then used to obtain
the exact solution of the coagulation process under any
initial conditions. In this section, the time dependence of
the particle mass spectrum is studied (analytically and
numerically) for some concrete initial particle mass spec-
tra. Section IV concludes the paper.
II. REVIEW OF KNOWN RESULTS
A. Marcus-Lushnikov approach
The idea of the Marcus-Lushnikov approach is simple
[38, 39]. Every single state of the system is described as:
Q={n1, n2, . . . , ng, . . . } (2)
where ng ≥ 0 is the number of clusters of mass g (so-
called g-mers), with g being the number of monomeric
units. Because the considered system is finite and closed,
its total mass, M , does not change in time. For this
reason, the sequence {ng} in Eq. (2) is not arbitrary, but
satisfies the following condition:
M∑
g=1
g ng =M. (3)
A single coagulation act, Eq. (1), changes the proceeding
system state, Q (see Eq. (2)), into the new one, Q+,
which is given by
Q+={n1, . . . , ng−1, . . . , nl−1, . . . , ng+l+1, . . . }, (4)
when g < l, or
Q+ = {n1, . . . , ng−2, . . . , n2g+1, . . .}, (5)
for g = l. Correspondingly, if as a result of the coagu-
lation described by Eq. (1) one gets Q, the initial state
must be in the form
Q−={n1, . . . , ng+1, . . . , nl+1, . . . , ng+l−1, . . .}, (6)
when g < l, or
Q− = {n1, . . . , ng+2, . . . , n2g−1, . . .}, (7)
for g = l.
Now, the aim is to write the master equation for the
probability, W (Q, t), to find the coagulating system in
the state Q at the instant t. The equation has a known
form:
dW (Q, t)
dt
=
∑
Q−
A(Q− → Q)W (Q−, t) (8)
−
∑
Q+
A(Q→ Q+)W (Q, t),
where A(Q → Q+) is the probability per unit time to
pass from the state Q to Q+. By definition, for a pair
of particles of sizes g and l, the rate of coagulation is
K(g, l)/V , where V represents volume of the system.
Summed up over all such pairs, the transition rate from
Q to Q+ is equal to:
A(Q→ Q+) = K(g, l)
2V
ng(Q) (nl(Q)− δg,l) , (9)
3where δg,l is the Kronecker delta. The expression for
A(Q− → Q) has a similar form as Eq. (9).
The problem is, however, that the master equation in
its original form, Eq. (8), is not easy to work with. For-
tunately, the equation for the generating functional of
W (Q, t), which follows from Eq. (8) is much more conve-
nient. The mentioned functional is defined as
Ψ(X, t) =
∑
Q
W (Q, t)XQ, (10)
where the notation:
XQ = x
n1(Q)
1 x
n2(Q)
2 . . . x
ng(Q)
g . . . , (11)
is employed. This functional, like the time-dependent
probability distribution W (Q, t), contains the complete
information about the studied system. In particular,
monodisperse initial condition corresponds to:
Ψ(X, 0) = xM1 , (12)
whereas the normalization of W (Q, t) to unity, i.e.∑
QW (Q, t) = 1, corresponds to the condition:
Ψ(X=1, t) = 1, (13)
where X = 1 means that ∀g xg = 1. In addition, the
following expression for the average number of g-mers,
〈ng〉 =
∑
Q ng(Q)W (Q, t), is true:
〈ng(t)〉 = nˆgΨ(X, t)|X=1 , (14)
where the occupation number operator is defined as:
nˆg = xg
∂
∂xg
. (15)
So, to derive the equation for Ψ(X, t) one just needs
to multiply both sides of Eq. (8) by XQ and then sum it
up over all states. Using, in the course of these transfor-
mations, the identities:
xg+l
∂2
∂xg∂xl
XQ = ng(Q) (nl(Q)− δg,l)XQ
+
,
xgxl
∂2
∂xg∂xl
XQ = ng(Q) (nl(Q)− δg,l)XQ,
in place of the master equation for W (Q, t), one gets the
following equation for Ψ(X, t):
V
∂Ψ
∂t
= LˆΨ, (16)
where the evolution operator Lˆ has the form:
Lˆ = 1
2
∑
g,l
K(g, l)(xg+l − xgxl) ∂
2
∂xg∂xl
. (17)
The purpose of this contribution is to solve Eq. (16)
for the product kernel under arbitrary initial conditions.
To this aim, we use its solution for the same kernel and
monodisperse initial conditions, that was first reported
by Lushnikov in 2004 [35], and which, for the sake of
completeness, is outlined later in this section.
B. Product kernel and monodisperse initial
conditions
For the product kernel,
K(g, l) = 2gl, (18)
the evolution operator, Eq. (17), can be (after some al-
gebra) rewritten as follows
Lˆ =
∑
g,l
gl xg+l
∂2
∂xg∂xl
+
∑
g
g2nˆg −M2. (19)
In Ref. [35], it was shown that the solution to Eq. (16)
with Lˆ given by Eq. (19) can be constructed in the form:
Ψ(X, t) = M ! Coef
(
1
zM+1
exp
[
∞∑
n=1
znan(t)xn
])
, (20)
where the Coef operation is defined as [43]
Coef
(∑
n
bnz
n
)
= b−1. (21)
After substituting Eq. (20) into (14), the expression for
the exact average number of clusters of size g at time t
can be written as:
〈ng(t)〉 =M ! ag(t) Coef
(
zg
zM+1
eG(z,t)
)
, (22)
where G(z, t) is the generating function for the sequence
ag(t), that is:
G(z, t) =
∞∑
g=1
ag(t)z
g. (23)
The Lushnikov achievement was that he calculated the
coefficients ag(t) and their generating functionG(z, t) un-
der the assumption of the product kernel and monodis-
perse initial conditions. (Note that, the mentioned con-
ditions, Eq. (12), can be recovered from Eq. (20) after
putting ag(0) = δg,1.) Thereby, he indirectly determined
the probability distributionW (Q, t) underlying time evo-
lution of the considered coagulating system, and he di-
rectly obtained its exact distribution of cluster sizes. In
Sect. III, we show how by using the Lushnikov result, one
can determine these coefficients for arbitrary initial con-
ditions. To this end, we need to explain in more detail
the Lushnikov method, which we do below.
First, one can show that: If the functional (20) is the
solution to Eq. (16), then its coefficients ag(t) satisfy the
following equation:
V
dag
dt
=
g−1∑
l=1
l(g − l)alag−l −Mgag + g2ag. (24)
4Using the generating function for these coefficients,
Eq. (23), from Eq. (24) one gets the differential equa-
tion for G(z, t):
V
∂G
∂t
=
(
z
∂G
∂z
)2
−Mz∂G
∂z
+ z
∂
∂z
z
∂G
∂z
. (25)
Then, as a result of the below substitution:
G(z, t) = logD(ze−Mt/V , t), (26)
Eq. (25) can be further transformed into the linear equa-
tion for D(z, t), that is:
V
∂D
∂t
= z
∂
∂z
z
∂D
∂z
. (27)
Eq. (27) was solved by Lushnikow under the initial con-
dition: D(z, 0) = ez, which corresponds to the monodis-
perse initial condition (cf. Eqs. (23) and (26) for ag(0) =
δg,1) and provides:
D(z, τ) =
∞∑
g=0
eg
2τ z
g
g!
, (28)
where τ = t/V . Substituting the above result into
Eq. (26) and then into (22), Lushnikov found that,
cf. Eq. (22),
Coef
(
zg
zM+1
eG(z,τ)
)
=
1
(M − g)!e
(g2−Mg)τ . (29)
Next, using certain combinatorial identities, he expanded
ln[D(z, τ)], into a power series in z and obtained, after
some algebra, the strict formula for the coefficients ag(t):
ag(t) =
1
g!
egτ(1−M)(e2τ − 1)g−1Fg−1(e2τ ), (30)
where Fg(x) are the so-called Mallows-Riordan polyno-
mials [44, 45]. Finally, inserting Eqs. (29) and (30) into
Eq. (22) Lushnikov got his main result - the exact average
particle mass spectrum in coagulating systems evolving
according to the product kernel under the monodisperse
initial conditions:
〈ng(τ)〉 =
(
M
g
)
e(g
2−2Mg+g)τ (e2τ − 1)g−1Fg−1(e2τ ).
(31)
At this point, after a large dose of mathematics and
before its next portion, to encourage the reader to read
further, we would like to say that: The calculations pre-
sented further in this paper, although they refer to the
results of this section, due to the introduction of the
so-called Bell polynomials, are more concise and there-
fore easier. In addition, the Bell polynomials, which we
use in our derivations, are much better known combina-
torial creatures than the Mallows-Riordan polynomials,
which appear in the Lushnikov solution. Recently, the
Bell polynomials are employed in more and more papers
in the field of theoretical physics (see e.g. [32, 46–51]),
which reveals their great usefulness and unexpected uni-
versality. Not without significance is also the fact that
Bell polynomials, unlike the Mallow-Riordan polynomi-
als, can be calculated using special built-in functions
in different computing environments (including Wolfram
Mathematica and Matlab).
Below we introduce Bell polynomials to the extent that
is necessary to keep track the rest of our paper.
C. Bell polynomials
There are two kinds of Bell polynomials [52, 53]: par-
tial and complete, which are respectively given by:
BM,m=BM,m(x1, x2,. . . ) and (32)
YM =YM (x1, x2,. . . )=
M∑
m=1
BM,m(x1, x2,. . . ). (33)
They are the polynomials in an infinite number of vari-
ables {xn} = x1, x2, . . . defined by the formal double
series expansion:
Φ(t, u) = exp
[
u
∞∑
n=1
tn
n!
xn
]
(34)
= 1 +
∞∑
M=1
tM
M !
M∑
m=1
umBM,m({xn}) (35)
= 1 +
∞∑
M=1
tM
M !
YM ({uxn}). (36)
The exact expression for partial Bell polynomials is the
following:
BM,m({xn}) = M !
∑
{ng}
xn11 x
n2
2 . . .
n1!n2! . . . (1!)n1(2!)n2 . . .
(37)
= M !
∑
{ng}
M−m+1∏
g=1
1
ng!
(
xg
g!
)ng
, (38)
where the summation is taken over all non-negative inte-
gers {ng} that satisfy the below equations:
M∑
g=1
ng = m, and
M∑
g=1
g ng = M. (39)
Although it is of minor importance in this paper, it
may be interesting to know that these polynomials have
an intuitive combinatorial meaning, which is easy to de-
duce from Eq. (37): Namely, when all xg are non-negative
integers, BM,m({xn}) gives the number of possible parti-
tions of a set ofM elements (e.g. balls) intom non-empty
and disjoint subsets, assuming that each subset of size g
can be found in one of xg internal states. With this in-
terpretation, in Eq. (37), the variables {ng} = n1, n2, . . .
stand for the number of subsets of a given size.
5Bell polynomials have a number of interesting prop-
erties, which are of use in the rest of this paper. For
example, the derivative of BM,m({xn}) with respect to
xg is:
dBM,m({xn})
dxg
=
(
M
g
)
BM−g,m−1({xn}). (40)
Accordingly, from Eq. (33) one has:
dYM ({xn})
dxg
=
(
M
g
)
YM−g({xn}). (41)
Another important identity states the following:
BM,m({anb xn}) = aM bm BM,m({xn}). (42)
Of great importance is also the below expression with the
use of Bell polynomials:
log
[
1 +
∞∑
n=1
tn
n!
xn
]
=
∞∑
g=1
Lg({xn}) t
g
g!
, (43)
where Lg are the so-called logarithmic polynomials which
are defined as
Lg({xn}) =
g∑
k=1
(−1)k−1(k − 1)! Bg,k({xn}). (44)
Other identities for Bell polynomials will be revealed suc-
cessively as they are used.
III. PRODUCT KERNEL AND ARBITRARY
INITIAL CONDITIONS
A. Basic equations
To start with, we note that the functional (20), which
was proposed by Lushnikov as the general solution to
Eqs. (16)-(17), is equivalent to the complete Bell polyno-
mial:
Ψ(X, t) = YM ({n!an(t)xn}) . (45)
This equivalence follows from Eqs. (34)-(36) and has
some consequences, the most important of which is that
it enforces a specific form of the initial conditions:
Ψ(X, 0) = YM ({n!an(0)xn}) . (46)
(The truth is that not all the initial conditions can be
written in the form of Bell polynomials, even if they are
consistent with the definition (10) and normalized (12).
We will return to these issues later in this section.)
For arbitrary initial conditions, the generating function
for the sequence {an(0)} has the following form, Eq. (47):
G(z, 0) =
∞∑
g=1
ag(0)z
g. (47)
Accordingly, at t = 0, the auxiliary function D(z, 0),
Eq. (26), can be written as:
D(z, 0) = eG(z,0)
Eq.(36)
= 1 +
∞∑
g=1
bg
zg
g!
, (48)
where
bg = Yg({n!an(0)}). (49)
Now, since the differential equation for D(z, t), Eq. (27),
is linear, one can use its solution for the monodisperse
initial conditions, Eq. (28), to write the corresponding
solution for arbitrary initial conditions:
D(z, τ) = 1 +
∞∑
g=1
bg e
g2τ z
g
g!
, (50)
where τ = t/V . From the above result one also has,
cf. Eq. (26),
G(z, τ) = log
[
1 +
∞∑
g=1
cg
zg
g!
]
, (51)
where
cg = bge
(g2−gM)τ . (52)
The obtained functions, D(z, τ) and G(z, τ), can now
be used to complete derivation of the exact expression for
the average number of clusters of size g at time t. First,
from Eq. (22), by using (51) one gets:
〈ng(t)〉 = M !
(M−g)! ag(t) cM−g (53)
=
M !
(M−g)! YM−g({n!an(0)}) ag(t) e
(g2−gM)τ.
Second, when expanding Eq. (51) in power series of z,
with the help of logarithmic polynomials, Eq. (43)-(44),
one obtains:
G(z, t) =
∞∑
g=1
Lg({cn})z
g
g!
, (54)
and finally:
ag(t) =
1
g!
Lg({cn}). (55)
Eq. (53), supplemented with Eq. (55), is the most im-
portant result of this paper.
B. Examples
1. Monodisperse initial conditions
The well-known property of partial Bell polynomials
states that:
BM,m({δg,nxn}) = δM,gm M !
m!(g!)m
xmg . (56)
6For g=1 the above identity simplifies to:
BM,m(x1, 0, 0, . . . ) = δM,m x
m
1 , (57)
which, according to Eq. (33), gives
YM (x1, 0, 0, . . . ) = x
M
1 . (58)
In the case of monodisperse initial conditions, the se-
quence {an(0)} is defined by:
∀gag(0) = δg,1, (59)
which leads to:
∀gYg({n!an(0)}) = 1. (60)
With the use of Eq. (60), the coefficients: bg, Eq. (49),
and cg, Eq. (52), are respectively given by:
bg = 1, and cg = e
(g2−gM)τ . (61)
Inserting them, first into Eq. (55), and then into Eq. (53),
one gets:
ag(t)
Eq.(42)
=
e−gMτ
g!
Lg({en
2τ}), (62)
and finally:
〈ng(t)〉 =
(
M
g
)
e(g
2−2gM)τ
Lg({en
2τ}). (63)
Eq. (63) is equivalent to Eq. (31), which was first de-
rived by Lushnikov in 2004. Strict proof of this equiva-
lence goes beyond the scope of this paper, the more that,
there is a lack of contributions in which interrelationships
between Mallows-Riordan and Bell polynomials would be
discussed. Nevertheless, direct correspondence between
Eqs. (63) and (31) has been confirmed in numerical sim-
ulations, see Fig. 1.
2. Other homogeneous initial conditions
(dimers, trimers, . . . )
When the system begins to evolve from k−mers only
(eg. dimers, trimers, . . . ), the natural choice for the se-
quence {an(0)} is:
∀gag(0) = δg,k. (64)
For this choice, however, except for k=1 (monodisperse
conditions), the initial functional Ψ(X, 0), Eq. (46), does
not satisfy the normalization condition, cf. Eq. (13):
Ψ(X=1, 0) =
M !
(M/k)!
6= 1, (65)
where the following identity was used:
Yg ({δn,kn!})Eq.(56)= g!
(g/k)!
[g mod k = 0], (66)
0 50 100 150 200
s
10−5
100
〈n
s
〉
simulation, t = 100
theory, t = 100
simulation, t = 200
theory, t = 200
FIG. 1: The average number of clusters 〈ns〉 for monodis-
perse initial conditions. The circles and squares correspond
to the results obtained by simulation. The lines correspond
to the solution given by Eq. (63). The parameters of the
studied system are M = 200, t = 100 for black circles and
M = 200, t = 200 for gray squares. Lushnikov’s theoretical
prediction strictly overlaps with our prediction. Prediction
fits simulation perfectly. The simulation results are averaged
over 2.5 × 106 independent runs for t = 100 and over 107 in-
dependent runs for t = 200 to obtain smoother statistics for
lower values of 〈ns〉.
with [P ] standing for the Iverson bracket, which converts
the logical proposition P into a number that is equal to 1
if the proposition is satisfied, and 0 otherwise.
Because of Eq. (65), resulting from the master equa-
tion, the functional Ψ(X, t), Eq. (45), also does not meet
normalization. To cope with this problem, it is enough
to divide Ψ(X, t) by Ψ(1, 0) = const. To justify this
treatment, one just notes that Ψ(X, t) given by Eq. (20)
was “proposed” in a rather arbitrary way. Looking at
Eq. (16), from which Eq. (24) is derived, one can see
that multiplying (dividing) Ψ(X, t) by a constant does
not affect the coefficients ag(t). That is, to describe co-
agulation with product kernel under homogeneous initial
conditions, Eq. (64), instead of Eq. (45), one “can” use:
Ψ(X, t) =
YM ({n!an(t)xn})
YM ({n!an(0)}) . (67)
In accordance with Eq. (67), however, from Eq. (14) it
also follows that, instead of (53), one “should” use the
below expression:
〈ng(t)〉 = M !
(M−g)!
ag(t) cM−g
YM ({n!an(0)}) , (68)
with ag(t) still given by Eq. (55).
Using Eq. (66) in Eq. (68), one gets the expression for
the exact average number of clusters of size g at time t,
when the coagulating system starts to evolve from k-mers
7only:
〈ng(t)〉 =
(
M
k
)
!(
M−g
k
)
!g!
e(g
2−2gM)τ×
Lg
({
n!(
n
k
)
!
en
2τ [P1]
})
[P2], (69)
where the conditions P1 and P2 are respectively given
by: n mod k = 0 and (M−g) mod k = 0. For k=1, the
above result turns into the just derived formula for the
monodisperse initial conditions, Eq. (63).
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FIG. 2: Numerical simulations vs Eq. (69). The system stud-
ied consisted initially of M = 200 monomeric units grouped
into 4−mers only (gray squares) or 10−mers only (black cir-
cles). In a) one can see the behaviour of the systems at the
beginning of the coalescence for t = 30. In b) one can see
the later stage of the process for t = 70. Both in simula-
tions and theoretical predictions (solid lines) not all of the
cluster sizes are occupied but only those which are multiples
of the initial cluster sizes. Theoretical prediction reproduces
the simulation result perfectly. The simulation results are
averaged over 2.5 × 106 independent runs
3. A mixture of monomers and dimers
In what follows we study kinetics of the coagulating
system with product kernel under the initial conditions
in which the system consists of monomers and dimers in
a given proportion ratio. We start with an important
observation, which is not obvious at first glance, that the
general definition of the functional Ψ(X, t), Eq. (67), en-
forces a specific form of the initial functional, Ψ(X, 0).
In particular, Ψ(X, 0) = 12x
M
1 +
1
2x
M/2
2 (which states:
with equal probability the system starts to evolve from
only monomers or only dimers) does not belong to the
class that is defined by Eq. (67). In fact, using the ap-
proach described in this paper, one can only examine a
kind of mixed initial conditions in which, at time t = 0,
the system consists of monomers and dimers of various
predefined mean concentrations.
To explain the nature of this “mixture”, let us assume
that the initial sequence {an(0)} is defined as:
{an(0)} = a1(0), a2(0), 0, 0, 0, . . . , (70)
where a1(0) and a2(0) are some non-negative parameters
that determine the average initial values of 〈n1(0)〉 and
〈n2(0)〉. At this point, let us note that for the consid-
ered initial conditions, according to Eq. (68), one has:
〈ng(0)〉 = 0 for g > 2. (In what follows, to avoid too-
extensive notation referring to the initial values ag(0) and
〈ng(0)〉, we omit to explicitly write the time-dependence
and simply write a0g and 〈n0g〉.)
To show, how 〈n01〉 and 〈n02〉 depend on a01 and a02 note
that from Eq. (68) the following expressions arise:
〈n01〉M
〈n02〉M
=
a01
a02
H({a0n}), (71)
and
〈n01〉M−1
a01
=
1
H({a0n})
, (72)
where 〈n0g〉M and 〈n0g〉M−1 stand for the average initial
number of clusters of size g in systems of size M and
M−1, respectively, both obtained under the same initial
conditions, and
H({a0n}) =
YM−1({a0n})
YM−2({a0n})
(M−2)!
(M−1)! . (73)
Substituting Eq. (72) into (71), and then assuming that
〈n01〉M =〈n01〉M−1 ≡〈n01〉 and 〈n02〉M ≡〈n02〉, (74)
one gets:
〈n01〉2
〈n02〉
=
(a01)
2
a02
≡ a. (75)
Now, taking into account that, cf Eq. (3):
〈n01〉+ 2〈n02〉 =M, (76)
one can show that for a given value of the parameter ‘a’,
Eq. (75), the average initial number of monomers is:
〈n01〉 =
√
a2 + 8Ma− a
4
. (77)
Furthermore, the initial sequence (70) can be rewritten
in the convenient form:
{a0n} = 〈n01〉, 〈n02〉, 0, 0, 0, . . . . (78)
8Finally, inserting (78) into Eq. (68), and using the well-
known identity for Bell polynomials (which is given fur-
ther in the text), one gets:
〈ng(t)〉 =
(
M
g
)
e(g
2−2gM)τ
Lg({en
2τKn})
K
M−g
K
M
, (79)
where
Kn ≡ Kn(a) =
n∑
k=⌈n
2
⌉
n!
(n−k)!(2k−n)!a
k. (80)
To obtain the result (79) the following identity for Bell
polynomials was used:
BM,m(x1, 2x2, 0, 0, . . . ) (81)
=
m∑
l=0
(
M
l
)
xl1 BM−l,m−l(0, 2x2, 0, 0, . . . )
=
m∑
l=0
M !
(M−m)!l!x
l
1 BM−m,m−l(x2, 0, 0, . . . )
Eq.(57)
=
m∑
l=0
M !
(M−m)!l! x
l
1x
m−l
2 δM−m,m−l
=
M !
(M−k)!(2k!−M)!
(
x21
x2
)m(
x2
x1
)M
[m ∈ 〈⌈M/2⌉,M〉]
For the simulation algorithm that we use to produce
numerical simulation data, see Supplemental Material
[54]. We also describe there the issues of calculating the-
oretical predictions and the arbitrary precision library
used for these calculations.
IV. CONCLUDING REMARKS
With regard to exact results, there is always a ques-
tion: To what extent they can be extended and used for
studying other systems? And although answers to such
questions are often wishful thinking, below we give some
suggestions on what can be done further that would have
a measurable effect on the theory of coagulation.
First, it would be interesting to apply the approach to
study the coagulation process with product kernel and
other initial conditions. For sure, of particular interest
are exponentially and algebraically decaying initial mass
spectra (i.e. 〈n0g〉 ∝ e−λg and 〈n0g〉 ∝ g−α, respectively;
the abbreviated notation of Sec. III B 3 is used here).
Confirmation or falsification of the mean-field results ob-
tained from the Smoluchowski equation [41], related to
non-trivial behavior of these systems in the vicinity of
critical points, would be an important result. For those
who would like to follow this suggestion, a valuable guide-
line may be that, for arbitrary initial cluster size distri-
bution, the initial sequence {a0n} can be written in the
form analogous to Eq. (78): {a0n} = {〈n0g〉}. Theoreti-
cally, after substituting this sequence into Eq. (68) one
0 50 100 150 200
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100
〈n
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〉
simulation
theory
0 50 100 150 200
s
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100
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s
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(b)
FIG. 3: Numerical simulations compared with solutions given
by Eq. (79) for mixed initial conditions. The system ini-
tially consisted of M = 200 monomeric units grouped into 8
monomers and 96 dimers. a) For t = 70 one can observe that
the plot is not smooth as the occurrence of odd-size clusters is
less probable than even-size ones due to the initial conditions.
b) For the later stage of the coalescence, t = 180, the lack of
equiprobability for even- and odd-cluster sizes is preserved.
As can be seen in insets at all stages of the process theory
fits simulation ideally and reproduces the saw-like serration
of 〈ns〉. The simulation results were averaged over 2.5 × 10
6
independent runs for (a) and 107 for (b).
should get the result. Practically, however, it appears
that the real challenge may arise as to: how to simplify
the results obtained and how to find their asymptotic
behavior. Fortunately, Bell polynomials have many use-
ful properties [52, 53] that can help to solve this difficult
task.
The second suggestion is that other kernels (not just
the multiplicative one) under arbitrary initial conditions
can likely be solved in the same way as shown in this
paper. In view of the announced sensitivity of the co-
agulation process to the initial conditions [42], such re-
sults would be of great importance for the theory of non-
equilibrium phase transitions. The above is all the more
feasible to do that the both kernels (additive and con-
stant) under monodisperse initial conditions has been
already solved using the Marcus-Lushnikov approach
(see [10, 37]).
Acknowledgments
This work has been supported by the National Science
Centre of Poland (Narodowe Centrum Nauki, NCN) un-
9der grant no. 2015/18/E/ST2/00560 (A.F. and M. L.).
[1] J.H. Seinfeld, S. Pandis, Physics and Chemistry of the
Atmosphere (Wiley, Hoboken, NJ, 2006).
[2] S.K. Friedlander, Smoke, Dust and Haze (Oxford Uni-
versity Press, Oxford, 2000).
[3] P. Meakin, Fractals, Scaling and Growth Far from Equi-
librium Cambridge Nonlinear Science Vol. 5 (Cambridge
University Press, Cambridge, UK, 1998).
[4] M. Smoluchowski, Drei vortra¨ge u¨ber diffusion bewegung
und koagulation von kolloidteilchen, Phys. Z. 17, 557-585
(1916).
[5] P. Flory, Molecular size distribution in three dimensional
polymers. I. Gelation, J. Am. Chem. Soc. 63(11), 3083
(1941).
[6] P. Flory, Molecular size distribution in three di-
mensional polymers. II. Trifunctional branching units,
J. Am. Chem. Soc. 63(11), 3091 (1941).
[7] P. Flory, Molecular size distribution in three dimen-
sional polymers. III. Tetrafunctional branching units,
J. Am. Chem. Soc. 63(11), 3096 (1941).
[8] W.H. Stockmayer, Theory of molecular size distri-
bution and gel formation in branched gell polymers,
J. Chem. Phys. 11, 45 (1943).
[9] A.H. Marcus, Stochastic coallescence, Technometrics 10,
133-143 (1968).
[10] A.A. Lushnikov, Coaulation in finite systems, J. Colloid
Interface Sci. 65, 276-285 (1978).
[11] R.M. Ziff, G. Stell, Kinetics of polymer gelation, J. Chem.
Phys. 73, 3492-3499 (1980).
[12] R.M. Ziff, M.H. Ernst, E.M. Hendriks, Kinetics of gela-
tion and universality, J. Phys. A: Math. Gen. 16, 2293
(1983).
[13] E.M. Hendriks, M.H. Ernst, R.M. Ziff, Coagulation equa-
tion with gelation, J. Stat. Phys. 31, 519 (1983).
[14] P.G.J. van Dongen, M.H. Ernst, On the occurrence of a
gelation transition in Smoluchowski’s coagulation equa-
tion, J. Stat. Phys. 44, 785 (1986).
[15] D.J. Aldous, Deterministic and stochastic models for co-
alescence (aggregation and coagulation): a review of the
mean field theory for probabilists, Bernoulli 5, 3 (1999).
[16] F. Leyvraz, Scaling theory and exactly solved models in
kinetics of irreversible aggregation, Phys. Rep. 383, 95
(2003).
[17] J.A.D. Wattis, An introduction to mathematical models
of coagulation-fragmentation processes: A discrete deter-
ministic mean-field approach, Physica D 222, 1 (2006).
[18] A.A.Lushnikov, Time evolution of a random graph, J.
Phys. A 38, L777 (2005).
[19] D. Achlioptas, R.M. DSouza, J. Spencer, Explosive per-
colation in random networks, Science 323, 1453 (2009).
[20] R.A. da Costa, S.N. Dorogovtsev, A.V. Goltsev, J.F.F.
Mendes, Explosive percolation transition is actually con-
tinuous, Phys. Rev. Lett. 105, 255701 (2010).
[21] Y.S. Cho, B. Kahng, D. Kim, Cluster aggregation model
for discontinuous percolation transition, Phys. Rev. E 81,
030103(R) (2010).
[22] Y.S. Cho, J.S. Lee, H.J. Hermann, B. Kahng, Hybrid
percolation transition in cluster merging processes: Con-
tinuous varying exponents, Phys. Rev. Lett. 116, 025701
(2016).
[23] O. Riordan, L. Wanke, Convergence of Achlioptas pro-
cesses via differential equations with unique solutions,
Combinatorics, Probability and Computing 25, 154-171
(2016).
[24] J. Hein, M.H. Schierup, C. Wiuf, Gene Genealogies,
Variation and Evolution. A Primer in Coalescent The-
ory (Oxford University Press, New York, 2005).
[25] T. Matsoukas, Statistical thermodynamics of clustered
populations, Phys. Rev. E 90, 022113 (2014).
[26] T. Matsoukas, Statistical thermodynamics of irreversible
aggregation: the sol-gel transition, Sci. Rep. 5, 8855
(2014).
[27] N. El Saadi, A. Bah, An individual-based model for
studying the aggregation behavior in phytoplankton, Ecol.
Model. 204, 193 (2007).
[28] V.M. Dubovik, A.G. Galperin, V.S. Richvitsky, A.A.
Lushnikov, Analytical kinetics of clustering processes
with cooperative action of aggregation and fragmentation,
Phys. Rev. E 66, 016110 (2002).
[29] P.L. Krapivsky, S. Redner, E. Ben-Naim, A Kinetic View
of Statistical Physics (Chap. 5), New York, Cambridge
University Press, 2010.
[30] A.A. Lushnikov, Supersingular mass distributions in
gelling systems, Phys. Rev. E 86, 051139 (2012).
[31] A.A. Lushnikov, Postcritical behavior of a gelling system,
Phys. Rev. E 88, 052120 (2013).
[32] A. Fronczak, A. Chmiel, P. Fronczak, Exact combinato-
rial approach to finite coagulating systems, Phys. Rev. E
97, 022126 (2018).
[33] M.H. Bayewitz, J. Yerushalmi, S. Katz, R. Shinnar, The
extent of correlations in a stochastic coalescence process,
J. Atmos. Sci. 31, 1604-1614 (1974).
[34] E.M. Hendriks, J.L. Spouge, M. Eibl, M. Schrecken-
berg, Exact solutions for random coagulation processes,
Z. Phys. B 58, 219 (1985).
[35] A.A. Lushnikov, From sol to gel exactly, Phys. Rev. Lett.
93, 198302 (2004).
[36] A.A. Lushnikov, Exact kinetics of the sol-gel transition,
Phys. Rev. E 71, 046129 (2005).
[37] A.A. Lushnikov, Exact kinetics of a coagulating system
with the kernel K = 1, J. Phys. A 44, 335001 (6pp)
(2011).
[38] A.A. Lushnikov, Gelation in coagulation systems, Phys-
ica D 222, 37-53 (2006).
[39] A.A. Lushnikov, Field-theory methods in coagulation the-
ory, Phys. Atom. Nucl. 74, 1096 (2011).
[40] F. Leyvraz, Scaling theory for gelling systems: Work in
progress, Physica D 222, 21 (2006).
[41] F. Leyvraz, A.A. Lushnikov, Scaling anomalies in the
sol-gel transition, J. Phys. A 48, 205002 (22p) (2015).
[42] G. Menon, R.L. Pego, Approach to self-similarity in
Smoluchowski’s coagulation equations, Commun. Pure
Appl. Math. 57, 1197-1232 (2004).
[43] G.P. Egorychev, Integral Representation and the Compu-
tation of Combinatorial Sums, Transl. of Math. Monog-
raphy, vol. 59, Amer. Math. Soc., Providence, 1989.
[44] D.E. Knuth, Linear probing and graphs, Algorithmica 22,
10
561 (1998).
[45] P. Flojolet, P. Poblete, A. Viola, On the analysis of linear
probing hushing, Algorithmica 22, 490 (1998).
[46] R. Aldrovandi, Special Matrices of Mathematical Physics.
Stochastic, Circulant and Bell Matrices, World Scientific,
Singapore, 2001.
[47] A. Fronczak, The microscopic meaning of grand potential
resulting from combinatorial approach to a general system
of particles, Phys. Rev. E 86, 041139 (2012).
[48] G. Siudem, Partition function of the model of perfect gas
of clusters for interacting fluids, Rep. Math. Phys. 72,
85 (2013).
[49] A. Fronczak, P. Fronczak, Exact expression for the num-
ber of energy states in lattice models, Rep. Math. Phys.
73, 1 (2014).
[50] G. Siudem, A. Fronczak, P. Fronczak, Exact low-
temperature series expansion for the partition function
of the zero-field Ising model on the infinite square lattice,
Sci. Rep. 6, 33523 (2016).
[51] Chi-Chun Zhou, Wu-Sheng Dai, Canonical partition
functions: ideal quantum gases, interacting classical
gases, and interacting quantum gases, J. Stat. Mech.
023105 (2018).
[52] L. Comtet, Advanced Combinatorics: The Art of Finite
and Infinite Expansions (Chap. 3.3), Reidel Publishing
Company, Dordrecht, 1974.
[53] W.P. Johnson, The curious history of the Faa` di Brunos
formula, Am. Math. Mon. 109, 217234 (2002).
[54] See Supplemental Material at [URL will be inserted by
publisher] for numerical simulation algorithm and issues
of theoretical calculations.
