ABSTRACT Detection of Alzheimer's disease (AD) from neuroimaging data such as MRI through machine learning has been a subject of intense research in recent years. The recent success of deep learning in computer vision has progressed such research. However, common limitations with such algorithms are reliance on a large number of training images, and the requirement of careful optimization of the architecture of deep networks. In this paper, we attempt solving these issues with transfer learning, where the state-ofthe-art VGG architecture is initialized with pre-trained weights from large benchmark datasets consisting of natural images. The network is then fine-tuned with layer-wise tuning, where only a pre-defined group of layers are trained on MRI images. To shrink the training data size, we employ image entropy to select the most informative slices. Through experimentation on the ADNI dataset, we show that with the training size of 10 to 20 times smaller than the other contemporary methods, we reach the state-of-the-art performance in AD vs. NC, AD vs. MCI, and MCI vs. NC classification problems, with a 4% and a 7% increase in accuracy over the state-of-the-art for AD vs. MCI and MCI vs. NC, respectively. We also provide a detailed analysis of the effect of the intelligent training data selection method, changing the training size, and changing the number of layers to be fine-tuned. Finally, we provide class activation maps (CAM) that demonstrate how the proposed model focuses on discriminative image regions that are neuropathologically relevant and can help the healthcare practitioner in interpreting the model's decision-making process.
I. INTRODUCTION
Alzheimer's Disease (AD) is a neurodegenerative disease causing dementia in elderly population. It is predicted that one out of every 85 people will be affected by AD by 2050 [1] . Early diagnosis of AD can be achieved through automated analysis of MRI images with machine learning. It has been shown recently that in some cases, machine learning algorithms can predict AD better than clinicians [2] , making it an important field of research for computer-aided diagnosis.
While statistical machine learning methods such as Support Vector Machine (SVM) [3] have shown early success in automated detection of AD, recently deep learning methods such as Convolutional Neural Networks (CNN) and sparse autoencoders have outperformed statistical methods. However, the existing deep learning methods train deep architectures from scratch, which has a few limitations [4] , [5] : 1) properly training a deep learning network requires
The associate editor coordinating the review of this manuscript and approving it for publication was Shuihua Wang. a huge amount of annotated training data, which can be a problem especially for the medical imaging field where physician-annotated data can be expensive, and protected from cross-institutional use due to ethical and privacy reasons; 2) training a deep network with large number of images require huge amount of computational resources; and 3) deep network training requires careful and tedious tuning of many parameters, sub-optimal tuning of which can result in overfitting/underfitting, and, in turns, result in poor performance.
An attractive alternative to training from scratch is finetuning a deep network (especially CNN) through transfer learning [6] . In popular computer vision domains such as object recognition, trained CNNs are carefully built using large-scale datasets such as ImageNet [7] . The idea of transfer learning is to train an already-trained (pre-trained) CNN to learn new image representations using a smaller dataset from a different problem. It has been shown that CNNs are very good feature learners [8] , and can generalize image features given a large training set. If we always train a network from scratch, this attractive property of CNN is not being utilized, especially given the popularity of CNN and the existence of proven architectures and datasets.
In this paper, we investigate how transfer learning can be applied for improved diagnosis of AD. The key motivation behind employing transfer learning is to reduce the dependency on a large training set. To achieve state-of-theart performance while using a smaller training set, we also employ an intelligent filtering approach to reduce the training set. The key contributions of our method can be summarized as follows:
• We employ layer-wise transfer learning on a state-ofthe-art CNN architecture, where group of top layers in the CNN are gradually trained while keeping the lowerlevel layers frozen. Employing transfer learning in this manner is expected to produce different results, as the more levels we train, the further we are moving away from a pre-trained network. We observe that to achieve the best possible result, only a few top layers are needed to be re-trained, which is very encouraging for reduction of required training time.
• Since our target is to test the robustness of transfer learning on a small training set, merely choosing training data at random may not provide us with a dataset representing enough structural variations in MRI. Instead, we pick the training data that would provide the most amount of information through image entropy. We show that through intelligent training data selection and transfer learning, we can achieve state-of-the-art classification results for all three classification scenarios in Alzheimer's prediction, namely, AD vs Normal Control (NC), Mild Cognitive Impairment (MCI) vs. AD, and MCI vs. NC; while utilizing training data size of 10 to 20 times smaller than the contemporary methods. Figure 1 shows a high-level flow diagram of the proposed framework. As can be seen, information is extracted from labeled training data (MRI slices) in the training phase, through which the model learns which discriminative regions (shown in red) of an image it should focus on to distinguish different cases. After deployment, individual slices can be categorized into different cases (AD, MCI, or NC) by utilizing the previously learned distinctive representation.
II. RELATED WORKS
Classical machine learning methods such as SVM and feedforward neural networks have been applied successfully to diagnose AD from structural MRI images [3] , [9] . One such recent method is [9] , where a dual-tree complex wavelet transform is used to extract features, and a feed-forward neural network is used to classify images. Elaborate discussion and comparative results with other popular classical methods can also be found in [9] .
Recently, deep learning methods have outperformed classical methods by a large margin. As such, many such methods have been proposed for diagnosis of AD. A combination of patches extracted from an autoencoder followed by convolutional layers for feature extraction were used in [10] . The method was further improved by using 3D convolution in [11] . Stacked autoencoders followed by a softmax layer for classification was used in [12] . Popular CNN architectures such as LeNet and the first Inception model were used in [13] . A new 3D-CNN architecture to extract voxel features was used in [14] . Some of the proposed methods also leverage information from other imaging modalities (e.g. PET) and non-imaging data from cognitive experiments [15] . Some recent methods utilize resting state functional MRI data to model the functional connectivity network, followed by feature extraction and classification from the modeled brain connectome [16] , [17] . These computational models are particularly useful for MCI diagnosis.
Most of these methods provide experimental results on images from the Alzheimer's Disease Neuroimaging Initiative (ADNI) database [18] , the benchmark database for solving the problem. The results are usually reported in the form of binary classification problems, where results are published showing performance of three binary classifiers: AD vs Normal Control (NC), Mild Cognitive Impairment (MCI) vs. AD, and MCI vs. NC. While these deep learning methods provide decent accuracy results, none of these methods address the issue of dependence on a large number of training samples. For a computer-aided diagnosis system to be practical and usable in a real clinical setting, the dependence on a large training set is a problem, since physician-annotated data may not be available/expensive to acquire. Our method addresses this research gap. As we show in the experiments, our intelligent training data selection and use of transfer learning provides noticeable improvement over the state-of-the-art in terms of accuracy while utilizing a training size of 10 to 20 times smaller than the methods mentioned above.
A. CONVOLUTIONAL NEURAL NETWORKS AND TRANSFER LEARNING
The core of Convolutional Neural Networks (CNN) are layers which can extract local features (e.g. edges) across an input image through convolution. Each node in a convolutional layer is connected to a small subset of spatially connected neurons. To search for the same local feature throughout the input image, the connection weights are shared between the nodes in the convolutional layers. Each set of shared weights is called a convolution kernel. To reduce computational complexity, each sequence of convolution layers is followed by a pooling layer [5] . The max pooling layer is the most common, which reduces the size of feature maps by selecting the maximum feature response in local neighborhoods. CNNs typically consist of several pairs of convolutional and pooling layers, followed by a number of consecutive fully connected layers, and finally a softmax layer, or regression layer, to generate the output labels.
CNNs are trained with backpropagation [19] , where unknown weights for each layer are iteratively updated to minimize a specific cost function. Typically, the weights are initialized with a random set of values. However, the large number of weights typically associated with a CNN requires a large number of training samples so that the iterative backpropagation algorithm can converge properly. Having a limited number of training samples can result in the algorithm being stuck at a local minima, which will result in suboptimal classification performance. An alternative to randomized weight initialization is transfer learning or fine-tuning, where the weights of the CNN are copied from a network that has already been trained on a larger dataset.
Transfer learning or fine-tuning has also been explored in medical imaging. [5] provides an in-depth discussion and comparative results of training from scratch vs finetuning on some medical applications. They show that in most cases, fine-tuning outperforms training from scratch. Finetuned CNNs have been used to localize planes in ultrasound images [20] , classify interstitial lung diseases [21] , and retrieve missing or noisy plane views in cardiac imaging [22] . In [23] , a methodology for classifying multimodal medical imaging data is presented using an ensemble of CNNs and transfer learning. All these methods prove that employing transfer learning in the medical imaging domain has tremendous value, and has the potential to achieve high accuracy in AD detection with smaller training dataset when compared to training from scratch.
III. METHODOLOGY A. NETWORK ARCHITECTURE
Due to the popularity of CNN, there are many established architectures that have been carefully constructed by researchers over the last few years to solve visual classification problems. The benchmark for evaluating the best architectures has been the ImageNet Large Scale Visual Recognition Challenge (ILSVRC), where the participants are given the task to classify images of 1000 different objects [7] . The thorough evaluation nature of the ILSVRC challenge ensures that the architectures that are ranked top in terms of performance are very robust and well tested. The philosophy of transfer learning is to utilize well designed architectures for new tasks. Therefore, we investigated the recent winners of the ILSVRC challenge to identify an architecture that will be suitable for Alzheimer's diagnosis.
We closely follow the VGG architecture [24] proposed by the Oxford Visual Geometry Group which won the ILSVRC 2014 challenge. The reason behind following the VGG architecture is not only the high accuracy, but also the efficiency, and more importantly, adaptability to other image classification problems than ImageNet [24] . The architecture has recently been shown to be successful in computer-aided diagnosis problems as well [25] . The key idea behind the architecture is to increase the depth of the network by adding more convolutional layers while keeping other network parameters fixed. To manage the number of trainable parameters, the convolution filter size is kept very small (3X3) throughout all layers.
The architecture of our model can be seen in Figure 2 . This architecture closely follows the VGG-19 architecture as proposed in the original work [24] with some changes in the final classification layer to adapt to our problem. An input image is passed through a stack of convolutional layers with kernel size of 3X3. We employed 16 convolutional layers [24] with 5 blocks: 1) Block 1: 2 layers with 3X3 convolution filters, 64 channels. 2) Block 2: 2 layers with 3X3 convolution filters, 128 channels. 3) Block 3: 4 layers with 3X3 convolution filters, 256 channels. 4) Block 4: 4 layers with 3X3 convolution filters, 512 channels. 5) Block 5: 4 layers with 3X3 convolution filters, 512 channels. 16 convolutional layers correspond to the deepest architecture in the VGG family, the VGG-19 architecture [24] . Since network depth is the key property that makes VGG so robust, we followed the deepest architecture. The filter size is always fixed at 3X3, the smallest size to capture the notion of left/right, up/down, center. The width of the layers (number of channels) increase as we progress through the network to later layers. The increase in number of channels in later layers is important since the later layers capture more complex features, for which a larger receptive field is required [6] . The convolution stride is fixed to 1 pixel. The stride is small due to the small (3X3) size of the filters. With a small stride, we ensure overlapping receptive fields so that important features are not missed. Pooling is carried out by five max-pooling layers (one after each block) performed over a 2X2 pixel window, with stride 2. The specific positioning of the pooling layers can be seen in Figure 2 . The convolutional layers are followed by one fully-connected layer with 256 channels. All the hidden layers utilize the Rectified Linear Units (ReLU) activation function [26] . The final layer performs binary classification with a sigmoid function [27] .
In most applications of transfer learning, the convolutional layers are used as feature extractors and kept fixed, and only the fully-connected layer(s) are trained on the training data [5] . However, in our specific application scenario, we are employing an network pre-trained on natural images to classify medical images. Since the application domains are slightly different, we investigated whether layer-wise transfer learning has an effect on our dataset, and how it relates to the training size. To employ layer-wise transfer learning [5] , we progressively ''froze'' groups of convolutional layers in our architecture. We test four different configurations as seen in All convolutional layers (1-16) are frozen. As we can see, this grouping closely follows the blocks defined by our architecture. Blocks 1 and 2 are frozen together to form Group 1. We have seen that freezing Block 1 and 2 separately does not have any noticeable effect on results (difference of average accuracy in the range of 0.05-0.45% for our dataset). Since Block 1 consists of the lowest convolutional layers which serve as low-level feature extractors [6] , freezing Block 1 separately from Block 2 does not provide any noticeable improvement. Hence, to speed up the experimental process, we opted for the aforementioned four configurations.
B. MOST INFORMATIVE TRAINING DATA SELECTION
While transfer learning provides an opportunity to use smaller set of training data, choosing the best possible data for training is still critical to the success of the overall method. Typically, from a 3D MRI scan, we have a large number of images that we can choose from. In most recent methods, the images to be used for training are extracted at random. Instead, in our proposed method, we extract the most informative slices to train the network. For this, we calculate the image entropy of each slice. In general, for a set of M symbols with probabilities p 1 , p 2 , . . . , p M the entropy can be calculated as follows [28] :
For an image (a single slice), the entropy can be similarly calculated from the histogram [28] . The entropy provides a measure of variation in a slice. The higher the entropy of an image, the more information it contains. However, entropy is highly susceptible to noise [29] , and will not work well for a generic image dataset. But in this application scenario, the images have already gone through some preprocessing for noise removal [18] , and all the images are standardized. Hence, if we sort the slices in terms of entropy in descending order, the slices with the highest entropy values can be VOLUME 7, 2019 considered as the most informative images, and using these images for training will provide robustness.
IV. EXPERIMENTAL RESULTS

A. DATASET
The dataset we will be using is the benchmark dataset for deep learning-based Alzheimer's disease diagnosis named Alzheimer's Disease Neuroimaging Initiative (ADNI) [18] . ADNI is an ongoing, multi-center study designed to develop clinical, imaging, genetic, and biochemical biomarkers for the early detection and tracking of Alzheimer's disease. The ADNI study began in 2004 and is now in its third phase. The dataset used here consists of 50 patients in each one of the three classes: Alzheimer's Disease (AD), Mild Cognitive Impairment (MCI), and Normal Control (NC), resulting in a combined total of 150 subjects. 1 Figure 4 shows 3 sample slices (pre-processed and background removed by the ADNI project). As we can see, it is difficult to pick up visual differences between the three classes. We provide experimental results on three benchmark binary classification problems [11] . AD vs. NC, AD vs. MCI, and MCI vs. NC. Among the three problems, AD vs. MCI and MCI vs. NC are the more difficult ones, as MCI patients exhibit minor visual differences compared to AD and NC. We also provide 3-way classification results to demonstrate the robustness of our proposed model.
B. RESULTS FROM LAYER-WISE TRANSFER LEARNING
For the 150 subjects, we apply our entropy-based slice selection algorithm to create smaller training datasets to demonstrate the power of transfer learning. To investigate how layer-wise transfer learning works and how the training size impacts the nature of transfer learning, we created 3 different datasets, with 8 images per-subject, 16 images per-subject, and 32 images per-subject, 2 respectively. These datasets were created by calculating image entropy as described in Section III-B, sorting in descending order of entropy value, and keeping the top 8, 16, and 32 image slices, respectively. The cutoff was based on the number of images per-subject to control the size of the training set. The entropy values for cutoff corresponding to the number of images slightly varied 1 The subject IDs were obtained from https://github.com/ehosseiniasl/ 3d-convolutional-network/tree/master/ADNI_subject_id 2 Here, each image correspond to one 2D axial slice from an MRI scan between subjects. For 32 images per-subject, the highest and lowest entropy cutoff values for individual subjects were 6.55 and 5.15, respectively. The size of each original MRI volume was 166X 256X 256, from which axial 2D slices of size 166X 256 were extracted. The images were resized to 128X 128 before providing as input to the model. The results were obtained with a 5-fold cross validation for all three classification problems, with an 80%-20% trainingtesting split. To keep the training-testing separation fair, the split was made subject-wise i.e. images from 40 subjects from each AD/MCI/NC cases were used for training, and images from the other 10 subjects were used for testing. 100 epochs with a batch size of 25 was used to train the network. Adam optimizer [30] was used with a learning rate of 0.000001. These parameters were optimized through a grid search, which is shown to be sufficient for CNNs [31] . 3 We used the same parameters for all the classification problems as there was no noticeable difference in optimal parameters from one problem to another. Figure 5 shows three sample learning curves for training datasets of 8 images per subject, 16 images per subject, and 32 images per subject respectively, where we plot the log loss values of training and validation against epoch for one fold (to generate these curves, Groups 1-4 were frozen, however, the other cases have shown similar convergence characteristics). As can be seen, training converges quickly, and does not result in any significant overfitting, proving that 100 epochs is enough for the model to converge, regardless of the size of the dataset in consideration.
Figures 6-8 show the average accuracy values obtained for the three classification problems. In these figures, the bar labeled ''All'' represents transfer learning results when all the layers of our architecture are trainable. Group 1-4 represents the Group-wise freezing explained in Section III-A. 4 The results reveal some interesting characteristics of transfer learning. In general, the early layers of a CNN learn low level image features that are applicable to most visual problems, but the later layers learn high-level features, which are specific to an application in hand. Therefore, fine-tuning the last few layers is usually sufficient for transfer learning. However, it depends entirely on the application in hand. In [5] , it has been shown that for different medical applications, this behavior can change. In our results, we see that the optimal number of layers to be used for transfer learning also depends on the size of the training set. For the training set with 8 images per subject (Figure 6 ), we see that finetuning all the layers (''All'') results in best accuracy, and the accuracy values gradually drop as we freeze layers. However, these results should be taken with a grain of salt, because 8 images per subject results in a very small training set. Among a total of 800 images (8 per subject * 100 subjects for a binary classification problem), we have only 640 images for training with 5-fold cross validation. This can result in the optimization problem getting stuck in a local minima, causing underfitting/overfitting [4] . Looking at the results for 16 images per subject (Figure 7) , there is no clear trend that we can interpret from the results. In case of 32 images per subject (Figure 8) , we see that that the trend has reversed when compared to Figure 6 , and Group 4 i.e. freezing all the convolutional layers is resulting in the best accuracy. To further test the statistical significant of these trends, we perform MannKendall trend test [32] on the accuracy values for each group. The purpose of the Mann-Kendall test is to identify if there are any monotonic trends in a series of data. The hypothesis of the test is that there are no trends in the data. A low P-value from the test means that we can reject the null hypothesis and say with confidence that there is indeed a monotonic trend. Figure 6 were fed to the Mann-Kendall algorithm to see whether there is a trend). As we can see, for 8-images per subject and 32-images per subject, the low P values indicate that there is indeed decreasing/increasing trend present, while for the 16-images per subject case, the high P-values indicate that no trend was observed. The conclusion we draw from this is that the application in hand for us has visual similarity to natural images, on which the network is pre-trained. As a result, VOLUME 7, 2019 TABLE 2. Comparison of accuracy, sensitivity and specificity values (in %) without transfer learning (''None''), transfer learning + random selection (''TL+Random''), and proposed transfer learning + intelligent selection (''Proposed''). Best accuracy for each set of training dataset in bold. Standard deviation of accuracy in brackets. with sufficient training data of 32 images per subject, only fine-tuning the fully-connected layers is enough. This is also encouraging from a practical perspective, since training fewer layers means fewer parameters to optimize, which, in turns, will result in a faster training process. Table 2 presents the accuracy, sensitivity, and specificity 5 values comparing training from scratch (''None'') with our proposed model. To demonstrate the efficacy of intelligent training data selection, we create 3 additional datasets (8 per subject, 16 per subject, 32 per subject), where the slices were chosen at random from the MRI scans. These datasets were evaluated using the same transfer learning model as the proposed method (''Group 4'' as per Figure 3 ). As we can see, for all the classification problems, the proposed model significantly outperforms both training from scratch and random selection with transfer learning. We also see that as our training size becomes smaller, the gap between performance of the models widens. With a smaller training set, it is highly unlikely that training from scratch will have enough data to learn a good representation. For smaller training sets, random selection performs even worse, since it is unlikely that random selection of merely 8 slices from an MRI volume with 256 slices will capture enough variations to build an accurate model. For random selection, we also see that the standard deviation in accuracy is larger, further implying that random selection is not stable. For 32 images per subject, we see that the gaps are smaller, but still the proposed method provides a noticeable boost to accuracy, since at that high level of accuracy, even a marginal improvement is significant.
We have also tested training from scratch with 64 images per subject. However, there is little to no improvement, in fact in some cases we noticed a slight decrease in accuracy. This can be accounted to the fact that our intelligent training data selection procedure captures the most informative slices. Therefore, adding more image slices with decreasing entropy is possibly resulting in adding redundant/noisy information, causing our deep architecture to learn representations that are incorrect. Hence, we only report results up to 32 images per subject.
C. COMPARISON WITH EXISTING METHODS
Finally, in Table 3 , we compare our results with six other state-of-the-art methods that employ deep learning on ADNI. As we can see, our method with 32 images per subject significantly outperforms the state-of-the-art. Especially for the difficult AD vs. MCI and MCI vs. NC problems, we provide a 4% (over 3D CNN [14] ) and a 7% (over Autoencoder + 3D CNN [11] ) increase of accuracy over the state-of-theart, respectively. On average, our method provides a 4.5% increase of accuracy over the state-of-the-art (3D CNN [14] ). Since the accuracy values for existing methods were already reaching 90% and above, such level of increase by our method is significant considering the critical nature of the application in hand.
What makes our method more appealing is the small number of training images required. As we can see, by using our entropy-based image selection approach, we have significantly cut down the size of the training dataset. For all these methods, the training size was calculated based on the reported sample size and the cross-validation/training-testing split (e.g. in case of our 32 images per subject set, there are total 32 × 100 = 3200 images for a classification problem; a 5-fold cross-validation/ 80% -20% split therefore results in a training size of 2,560). The closest among the existing methods is the Stacked Autoencoder method [12] , which uses 21,726 training images. Using transfer learning, we have reduced the size of training data approximately 10 times. If we consider our 16/sub. method, the training size reduction is even more substantial (almost 20 times) with a slight reduction in accuracy; still superior than most of the existing methods. For a computer-aided diagnosis system this is very important. To be practical and usable in a real clinical setting, the dependence on a large training set is a problem, since physician annotated data may not be available/expensive to acquire. We believe the utilization of transfer learning with our intelligent training data selection process can be applied to other computer-aided diagnosis problems as well due to generic nature of the framework. To further validate our proposed architecture, in Table 4 , we report 3-way classification results on the same dataset. Methods that do not report 3-way results have been omitted from this table. The same architecture as in Figure 2 was used, the only change was the final classification layer, which was modified to be able to perform 3-way classification. The same 5-fold cross validation with an 80%-20% training-testing split was utilized for 3-way classification. As can be seen, even for 3-way classification, we achieve state-of-the-art results when compared to existing approaches, proving the effectiveness of our method.
We also provide a deeper analysis of what information our proposed network is actually extracting from the MRI slices to arrive at a decision. Such form of analysis can provide an interpretable explanation of the proposed model, rather than a mere yes/no decision, which is important for a computeraided diagnosis system to be trustworthy. To achieve that, we present the popular Class Activation Map (CAM) [33] for two example query images. CAM is generated from a query image by mapping the convolutional feature activations to a heat map that shows the specific discriminative regions in the query image that the network focused on to arrive at a decision. CAM can be generated by projecting the weights of the output layer back to the convolutional feature maps. Further details regarding generation of CAM can be found in [33] . To generate the CAM results, we employed the 3-way classification model explained before. Figure 9 shows the CAM results overlayed on top of two query images. We intentionally picked two query images that result in accurate and inaccurate diagnosis, respectively. For the query image in, Figure 9 (a), the decision by the network matched with the ground truth (correct decision), while for the one in Figure 9 (b), the network's prediction was incorrect. In the CAM heatmap, the more red a region is, the higher attention it received from the model. These results reveal some interesting aspects of the proposed model. For the correct prediction (Figure 9(a) ), we see that the regions containing Gray Matter (GM) and Cerebral Spinal Fluid (CSF) received more attention from the network. This aligns with the neuropathology of Alzheimer's diagnosis. It is known that Alzheimer's results in significant atrophy in the GM regions, with an increased amount of CSF [34] , [10] . Indeed, our network is focusing on those regions to arrive at the correct decision. However, for the incorrect prediction (Figure 9(b) ), we see that the background to scan transition regions received more attention, likely due to the poor contrast in the MRI itself in this particular slice. This tells us that the network failed to provide a correct diagnosis due to its inability to extract accurate features. If a doctor was presented with an interpretable output like this, they will instantly be able to tell why exactly the proposed model failed, making the overall framework more trustworthy.
V. CONCLUSION
In this paper, we propose a transfer learning-based method for Alzheimer's diagnosis from MRI images. We hypothesize that adopting a robust and proven architecture for natural images and employing transfer learning with intelligent VOLUME 7, 2019 training data selection can not only improve the accuracy of a model, but also reduce reliance on a large training set. We validate our hypothesis with detailed experiments on the benchmark ADNI dataset, where MRI scans of 50 subjects from each category of AD, MCI, and NC (total 150 subjects) were used to obtain accuracy results. We investigate whether layer-wise transfer learning has an effect on our application by progressively freezing groups of layers in our architecture, and we present in-depth results of layerwise transfer learning and its relation to the training data size. Finally, we present comparative results with six other stateof-the-art methods, where our proposed method significantly outperforms the others, providing a 4% and a 7% increase in accuracy over the state-of-the-art for AD vs. MCI and MCI vs. NC classification problems, respectively. We also report 3-way classification results, achieving state-of-the-art, proving the robustness of the proposed method.
In future, we will investigate whether the same architecture can be employed to other computer-aided diagnosis problems. We will also investigate whether our entropy-based image selection method can be improved further by incorporating further probabilistic measures on the images.
Keeping up with the spirit of reproducible research, all our models, dataset, and code can be accessed through the repository at: https://github.com/marciahon29/AlzheimersProject/. 
