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Abstract—We introduce an online anomaly detection algorithm
that processes data in a sequential manner. At each time, the al-
gorithm makes a new observation, produces a decision, and then
adaptively updates all its parameters to enhance its performance.
The algorithm mainly works in an unsupervised manner since
in most real-life applications labeling the data is costly. Even so,
whenever there is a feedback, the algorithm uses it for better adap-
tation. The algorithm has two stages. In the first stage, it constructs
a score function similar to a probability density function to model
the underlying nominal distribution (if there is one) or to fit to the
observed data. In the second state, this score function is used to
evaluate the newly observed data to provide the final decision. The
decision is given after the well-known thresholding. We construct
the score using a highly versatile and completely adaptive nested
decision tree. Nested soft decision trees are used to partition the ob-
servation space in a hierarchical manner. We adaptively optimize
every component of the tree, i.e., decision regions and probabilistic
models at each node as well as the overall structure, based on the se-
quential performance. This extensive in-time adaptation provides
strong modeling capabilities; however, it may cause overfitting. To
mitigate the overfitting issues, we first use the intermediate nodes of
the tree to produce several subtrees, which constitute all the models
from coarser to full extend, and then adaptively combine them. By
using a real-life dataset, we show that our algorithm significantly
outperforms the state of the art.
Index Terms—Intrusion detection, semisupervised learning, sta-
tistical learning, tree data structures.
I. INTRODUCTION
W E INTRODUCE an online algorithm for anomaly detec-tion [1]–[3] that works on sequentially observed data.
At each time, the algorithm decides whether the newly observed
data are anomalous or not, and then updates all its internal pa-
rameters. We mainly work in an unsupervised manner since in
most real-life applications labeling the data is usually impracti-
cal [2]. Nevertheless, if such labeling is present, we use this in-
formation to improve adaptation. The algorithm has two stages.
In the first stage, we sequentially assign a score (probability) to
the observed data based on previous observations. Based on this
score, we decide whether the newly observed data are anoma-
lous or not. This decision is formed by comparing this score
with a threshold [1], [2]. To sequentially assign these scores,
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we use highly versatile nested soft decision trees [4]–[6], where
we adaptively optimize every component of the tree including
the decision regions, probabilistic models at each node as well
as the overall structure based on the sequential performance [4].
Two-stage anomaly detection methods, especially in unsuper-
vised and/or adversarial settings, are extensively studied in the
literature [2], [7], [8]. Although there exist several nonparamet-
ric approaches to model the nominal distribution, especially in
adversarial settings [1], [9], [10], parametric models offer signif-
icant advantages such as quick convergence and high accuracy
[9]. However, the parametric models suffer enormously if the
assumed model does not match to the underlying true model (if
such a true model exists) or if it is not rich enough to accurately
capture the salient nature of the data [2]. Even if the assumed
model correctly fits to a certain extent, we may still face un-
derfitting or overfitting issues since real-life environments are
usually highly nonstationary.
To this end, we first introduce a highly adaptive and efficient
decision tree, which softly partitions the observation space. To
boost modeling capabilities, we assign to each terminal leaf
node a probability density function (pdf) from an exponential
family of distributions, where parameters of these pdfs are se-
quentially learned. The boundaries of the regions assigned to
each leaf are soft such that they are also updated based on the
performance. In this form, the tree structure is similar to self-
organizing maps (SOM)s or Gaussian mixture models (GMMs)
[11], [12], where learning the partitions (or boundaries) corre-
sponds to learning the a priori weights of the Gaussian pdfs in
the GMMs (or SOMs). It is well known that the mixture models
provide high modeling power [1], [2], [13]; however, they may
overfit due to excessive number of leaves, i.e., Gaussians, in the
mixture. Hence, to avoid overfitting or committing to a fixed
decision tree, we go one step further and use all the nodes of the
tree in addition to the leaf nodes such that each node is assigned
to a particular region with its own pdf. This structure effectively
constructs several subtrees with different depths on the origi-
nal tree, which are then adaptively combined to maximize the
overall performance. Since we adaptively merge both coarser
and finer models, our algorithm avoids overfitting issues while
preserving the modeling power [5].
II. ANOMALY DETECTION FRAMEWORK
Here1, we sequentially receive {xt}t≥1 , where xt ∈ Rm , and
seek to find whether the received data are anomalous or not
at each time t. To produce the decision, we sequentially con-
struct a pdf pt(·) (or a scoring function to be rigorous) using
{x1 , . . . , xt−1} to model the underlying nominal distribution
(or to fit to the observed data if no such nominal distribution ex-
ists). Then, at each time t, based on the constructed distribution
pt(·), we score xt as pt(xt) and produce our decision d̂t . We
produce the final decision using thresholding [1] (where such
1We represent vectors (matrices) by bold lower (upper) case letters. For a
matrix A (or a vector a), AT is the transpose and ‖a‖ is the Euclidean norm.
For notational simplicity, we work with real valued data. All vectors are column
vectors.
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Fig. 1. Hard decision boundaries for a depth-3 decision tree.
an approach is optimal minimizing the type-1 error in certain
settings [14]), i.e., if
pt(xt) ≥ τt (1)
then d̂t = 0 (not anomalous), otherwise d̂t = 1 (anomalous) for
some time-varying threshold τt . Then, this decision is compared
with the correct result dt if available, otherwise we work in an
unsupervised manner [7].
To construct the sequential distribution, we use the decision
trees. A decision tree is a hierarchical structure composed of
both internal and terminal nodes, i.e., the leaf nodes. Unlike
[5], [15], and [4], we do not require the tree to be complete.





pη (xt), if η is a leaf
fηr (xt), if ση (xt) ≥ 0 (go to right child)
fηl(xt), if ση (xt) < 0 (go to left child)
(2)
where ση (·) is the function that determines which side of the
hard decision boundary of the node η an observation belongs
to, as shown in Fig. 1. In this letter, we use linear separating
hyper planes for decision boundaries such that ση (·) is given
as ση (xt) = nTη [xt ; 1], where nη is the normal vector of the
separating hyper plane and we extend xt as [xt ; 1] to include the
bias term for a compact notation. Our approach is generic such
that one can also use nonlinear separation boundaries; however,
we use linear boundaries to avoid overfitting. Here, fηl(xt) (or
fηr (xt)) is the score of the left hand (or the right hand) child
node. Each leaf node η is assigned a pdf from an exponential
family of distributions as
pη (xt) = exp(θTη xt − G(θη ))Po(xt)
where θη is from some convex set, G(θη ) is sufficient statistics,
and Po(xt) is for normalization [11]. For each xt , the final
probability is given by
pt(xt) = f1(xt)
that is the score of the root node. Starting from the root node,
we recursively move down the tree until we reach to one of the
leaves to find this probability.
As the first extension to the hard decision tree, we use soft
partitioning [4] similar to the SOM models and set







where we denote [xt ; 1] as xt with an abuse of notation. Then,
for each node, we obtain
fη (xt)=
{
pη (xt), if η is a leaf
ση (xt)fηl(xt)+(1−ση (xt))fηr (xt), otherwise.
Fig. 2. Nested combination structure for a depth-2 decision tree.
For the soft decision tree, the calculation starts from the leaf
nodes such that all the leaf nodes contribute to the final pdf,
unlike a hard decision tree as shown in (2). To obtain the final
score, we start from bottom of the tree and proceed to the top
node, i.e., to the root node, as shown in Fig. 2.
As the second and final extension, we assign pdfs from expo-
nential family distributions to all nodes of tree, including both
the terminal and internal nodes. In the previous cases, either
hard or soft, only the leaves of the tree, i.e., the finest and the
most detailed structure of the tree, were used to partition the
space of observations or assign scores. Here, by assigning pdf
to the internal nodes, we also represent much coarser models
or partitions of the observation space. After this assignment of
pdfs, we define for each node
fη (xt) =
{
pη (xt), if η is a leaf
βηpη (xt) + (1 − βη ) ×
[ση (xt)fηl(xt)+(1−ση (xt))fηr (xt)] , otherwise
(4)
where 0 ≤ βη ≤ 1 for all η. Since, we use the stochastic gradi-
ent descent (SGD) for optimization [16], we reparametrize the
mixture weight βη as
βη = 1/ [1 + exp (−αη )] (5)
where αη ∈ R, to satisfy 0 ≤ βη ≤ 1. The final probability is
given by p(xt) = f1(xt). Here, after we observe xt , the cal-
culation of the final probability starts from the bottom of the
tree, where not only each leaf but also all the internal nodes
contribute to the final probability.
In this form, for a decision tree of depth d, we have η =
2d+1 − 1 nodes including both internal and terminal nodes. For
each internal node, we have a tuple {βη , ση , θη} (or equivalently
{αη , nη , θη}), the mixture coefficient that merges a node’s score
with its children’s scores, the soft partition parameter that is
similar to the a priori weights assigned to each child and pdf
parameters assigned to the node. For the terminal nodes, we
only have one parameter {θη}.
Remark 1: In [6] and [5], the combination weights are fixed
in time and equal to βη = 1/2 for all nodes η. In [15], these
weights are again fixed in time; however, they are set to desired a
priori values based on the user preference. In [4], in a regression
framework, these weights are unconstrained, i.e., βη ∈ R, can
even take nonpositive values and adapt in time to minimize the
final regression error. Here, inspired from [12], and since we
work with probabilities, we constrained these weights to the
unit simplex, i.e., βη ∈ [0, 1].
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Remark 2: Although the soft decision tree that only uses
the leaf nodes, i.e., the finest models, has the highest model-
ing power, there is no guarantee that it would provide the best
performance in applications involving online or sequential data.
The modeling power comes with increase in the number of pa-
rameters that must be sequentially learned. Hence, when there
are limited data or the data are highly nonstationary, coarser
models, i.e., subtrees of the full tree, may perform better. By
adaptively combining both the coarser and finer models, we re-
tain the modeling power of the finest model while avoiding slow
convergence and overfitting problems.
III. ONLINE ALGORITHM
In this section, we sequentially train our algorithm. We have
two cases. In the first case, the true label is not present and
we decide the label of the data based on (1). If d̂t = 0, then
the observation xt can be used to update pt(·). If d̂t = 1, then
we discard it. In the second case, we have the true label dt .
If dt = 0, then we naturally update pt(·). If dt = 1, we do not
update pt(·). When we have dt , we also update the threshold.
When we update pt(·), we first measure the performance of
our sequential probability assignment using the most obvious
loss measure [11] that is the negative log probability
lt(xt) = − ln pt(xt). (6)
To optimize and learn the system parameters, we use the stochas-
tic gradient descent algorithm [16]. The SGD recursion provides
deterministic performance bounds in sequential convex opti-
mization problems [18]. The pdf estimation problem is convex
under the loss in (6) when we have only one exponential dis-
tribution. However, due to the sigmoid nonlinearities in (3) and
(5), the problem is not convex.
To use the SGD, we need to calculate the gradient of the final
loss with respect to all parameters. We observe that the soft
decision structure shown in Fig. 2 is similar to a neural network
architecture, where the bottom of the tree corresponds to the
input layer with pη (xt) s as inputs, i.e., the input layer has 2d
neurons, and the output layer corresponds to the root of the tree,
where the final output of the system is given by pt(xt) = f1(xt).
In this sense, βη s correspond to gating functions and ση s
correspond to combination weights on each layer [11]. Hence,
to calculate the gradients at each level, we can use the well-
known back-propagation algorithm [11], which is basically the
chain rule. The back-propagation algorithm proceeds as follows.
When xt arrives, we start from the leaf nodes, i.e., from the
input layer, and calculate all the terms, ση,t , βη,t , pη,t(xt), and
fη,t(xt). This is the “forward-propagation” [11]. In the back-
propagation step, we start from the top (the root node) and
calculate step by step the gradient until we reach to the bottom
nodes (leaves). For any internal η including the root node, using
the chain rule, we have




∂lt(xt)/∂αη = δη ,t(1 − βη,t)βη,t
(
pη (xt)− (7)
[ση (xt)fηl(xt) + (1 − ση (xt))fηr (xt)]
)
∇nη lt(xt) = δη ,t(1 − βη,t)× (8)
(1 − ση,t(xt))ση,t(xt) (fηl,t(xt) − fηr,t(xt)) xt (9)
where δη ,t

= ∂lt(xt)/∂fη (xt). We calculate δη ,t using the
backpropagation. For the root node, by using (6), we obtain
δη ,t = −1/pt(xt). (10)
After that starting from the top, we backpropagate to the lower
nodes. For any internal node, we distinguish the left and right
children. For node η that is the left child of η̃, we have
δη ,t = ∂lt(xt)/∂fη̃ (xt) (1 − βη̃ ,t)ση̃ ,t(xt). (11)
Similarly for node η that is the right child of η̃, we have
δη ,t = ∂lt(xt)/∂fη̃ (xt) (1 − βη̃ ,t)(1 − ση̃ ,t(xt)). (12)
The recursion stops at the terminal leaf nodes. Then, we update
the corresponding parameters using the SGD as
θη,t+1 = θη,t − μt∇θη lt(xt) (13)
αη,t+1 = αη,t − μt∂lt(xt)/∂αη (14)
nη,t+1 = nη,t − μt∇nη lt(xt) (15)
for some learning rate μt .
When we have the feedback, we train the threshold using
SGD. For loss, we use the square error, (dt − d̂t)2 , and obtain
τt+1 = τt − μt(dt − d̂t)∂d̂t/∂τ. (16)
Since d̂t given in (1) is not differentiable, as widely performed
in the signal processing literature [16], we use
d̃t = 1/ [1 + exp (−(τt − pt(xt)))] .
Hence, (16) yields
τt+1 = τt − μt(dt − d̃t)d̃t(1 − d̃t). (17)
This completes the full set of equations.
The complete algorithm is given in Algorithm 1.
IV. EXPERIMENTS
We use the Istanbul stock exchange (ISE) [17] dataset for real
data benchmark purposes, which is a time series of 536 samples
with nine features. We normalize every dimension into [−1, 1].
Then, in random indexes, we artificially add 64 anomalous sam-
ples generated from a multivariate Gaussian process with batch
mean and 16 times the batch covariance of the dataset [19]. We
fed this time series to all the algorithms one at a time in vari-
ous settings to obtain a performance comparison. We run online
anomaly detection algorithms using hard, soft, nested decision
trees, and the state-of-the-art methods, such as support vec-
tor data description (SVDD) [20], nearest neighbor (NN) data
description [21], maximum likelihood (ML) [14] based and ker-
nel density (KD) estimation [22] based anomaly detector. The
algorithms are implemented with libsvm [23], prtools [24],
ddtools [25].
Our algorithm, nested decision tree, combines the beliefs of
internal and terminal nodes in the tree (both coarser and finer
models). Soft decision trees only update its boundaries and ter-
minal nodes (no internal node). Hard decision trees only up-
date the terminal nodes. We set the learning rate μ = 1/
√
t to
compensate the nonstationarity of the data [7]. We run a mul-
tivariate Gaussian density estimator in each node. Initial self-
combination weights are βη,1 = 0.5 for the nested trees and the
threshold is τ1 = 1. Initial boundaries are selected such that,
the split at the first layer splits according to the first feature
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Fig. 3. (a) AUC over time performance of hard, soft, and nested decision trees at tree-depth and feedback-probability pairs d = 2, s = 0.5, d = 4, s = 0.5
and d = 4, s = 1 for ISE dataset [17] averaged over 100 trials. (b) AUC over time performance of nested decision tree with depth d = 1, SVDD, ML, KD
estimation and NN data description with window size 100 for ISE dataset [17] averaged over 100 trials.
Algorithm 1: Online Anomaly Detection Algorithm.
1: Initialize tree and all parameters αη,1 , nη,1 , τ1
2: for t = 1 to . . . do
3: Receive observation, xt
4: for all nodes do
5: Calculate ση,t , βη,t , fη (xt) according to (3),
(5), (4)
6: end for
7: pt(xt) = f1(xt)
8: d̂t = max(0, sgn (τt − pt(xt)))
9: if (dt = 0) or (dt is not avaliable and d̂t = 0) then
10: for all nodes do
11: Calculate δη ,t according to (10), (11), (12)
12: Calculate ∇θη lt(xt), ∂lt(xt)/∂αη , ∇nη lt(xt)
according to (7), (8), (9)
13: Update parameters θη,t+1 , αη,t+1 , nη,t+1
according to (13), (14), (15)
14: end for
15: end if
16: if dt is available then
17: Update τt according to (17)
18: end if
19: end for
(greater or less than zero), the second layer splits the second
feature etc. All Gaussian density estimators are started from
zero mean and identity covariance. SVDD, NN, ML, and KD
use a sliding window of length 100. This length gives algo-
rithms a window big enough to train fairly and small enough for
computational feasibility. We have optimized the parameters of
the algorithms ML, KD, and SVDD for each sliding window.
ML algorithm inherently optimizes its parameters. We have op-
timized the bandwidth of the KD estimation with Silverman’s
rule [26]. For SVDD, optimizing the bandwidth of radial ba-
sis function (RBF) in each sliding window is computationally
infeasible. Hence, we find the optimum parameter at the begin-
ning, where, at each trial, we exponentially search the values in
[2−10 , 210 ] and select the parameter with the best performance.
The selected bandwidth differs for each trial (different datasets)
but has a mean of 0.2676 over 100 trials.
We use area under receiving operating characteristic (ROC)
curve metric [27], [28] to compare the performances. We have
sampled the ROC curve at multiple points by varying each meth-
ods’ discrimination threshold [29]. This sampling of the ROC
curve provides true positive rate (TPR)/false positive rate (FPR)
pairs, to which we fit a piecewise linear function, which approx-
imates the ROC curve. We use the area under this curve, i.e.,
area under curve (AUC) [30] to evaluate the performances . We
sample the ROC curve by varying a threshold of the anomaly
detector [29]. To sample the ROC curve in our dynamic thresh-
old algorithm, we change the update rule and add a cost metric.
We vary parameter α that is the ratio of the cost of false positive
to false negative. The error (cost) is given by
√
α(dt − d̂t) and
(dt − d̂t)/
√
α for mislabeled normal and anomalous data, re-
spectively. Hence, for α > 1 and α < 1, the threshold will tend
to decrease and increase, respectively. This behaviour samples
the ROC curve at different points for different α.
We have illustrated the AUC [27], [28], [31] performances of
the algorithms averaged over 100 independent trials in Fig. 3(a)
and (b) (for each trial, the dataset with anomalies has been
created independently). In Fig. 3(a), we have illustrated the
AUC performances of nested, soft, and hard decision trees with
varying tree depth (d = 2 and d = 4) and feedback probability
environments (s = 0.5 and s = 1). As shown in Fig. 3(a), both
hard and soft decision trees perform better with d = 2 trees,
since they have less parameters to learn; hence, they converge
faster. However, the depth selection is not an issue for nested
decision trees, since they also use the internal nodes to improve
performance. In Fig. 3(a), we also illustrate that higher feed-
back provides higher performance and feedback dependence
changes across algorithms. Soft trees with s = 0.5 show com-
parable performance to hard trees with s = 1. Nested trees with
s = 0.5 outperform soft trees with s = 1. Using nested trees
mitigates overfitting and undertraining; hence, they outperform
other combination structures. In Fig. 3(b), we have compared
our algorithm against SVDD, ML, KD, and NN. We illustrate
that KD has the slowest convergence since it is a nonpara-
metric algorithm. SVDD has a rather slow start but quickly
catches up with ML and NN. Nevertheless, nested decision trees
outperform all of the algorithms significantly.
V. CONCLUSION
We introduced a highly versatile and effective online anomaly
detection algorithm based on nested trees. Based on the sequen-
tial performance, we learn every component of the tree including
decision regions, probabilistic models at each node as well as
the overall structure. We mitigate overfitting issues by using
all nodes of the tree to produce several subtrees from coarser
models to the full extend.
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