A b s t r a c t . We study the ergodic control problem of switching diffusions representing a typical hybrid system that arises in numerous applications such as fault-tolerant control systems, flexible manufacturing systems, etc. Under fairly general conditions, we establish the existence of a stable, nonrandomized Markov policy which almost surely minimizes the pathwise long-run average cost. We then study the corresponding Hamilton-Jacobi-Bellman (HJB) equation and establish the existence of a unique solution in a certain class. Using this, we characterize the optimal policy as a minimizing selector of the Hamiltonian associated with the HJB equations.
1. Introduction. We address the problem of controlling switching diffusions by continually monitoring the continuous and discrete component of the state. The objective is to minimize, almost surely, the pathwise long-run average (ergodic) cost over all admissible policies. A controlled switching diffusion is a typical example of a hybrid system which arises in numerous applications of systems with multiple modes or failure modes, such as fault tolerant control systems, multiple target tracking, flexible manufacturing systems etc. [13] , [14] , [23] . The state of the system at time t is given by a pair X(t), S(t) ∈ R d × S, S = {1, 2, . . . , N }. The continuous component X(t) is governed by a "controlled diffusion process" with a drift vector which depends on the discrete component S(t). Thus, X(t) switches from one diffusion path to another as the discrete component S(t) jumps from one state to another. On the other hand, the discrete component S(t) is a "controlled Markov chain" with a transition matrix depending on the continuous component. The evolution of the process X(t), S(t) is governed by the following equations:
(1.1) dX(t) = b X(t), S(t), u(t) dt + σ X(t), S(t) dW (t), (1.2) P S(t + δt) = j S(t) = i, X(s), S(s), s ≤ t = λ ij X(t), u(t) δt + o(δt), i = j, for t ≥ 0, X(0) = X 0 , S(0) = S 0 , where b, σ, λ are suitable functions, λ ij ≥ 0 for i = j, N j=1 λ ij = 0, W (·) is a standard Brownian motion and u(·) is a non-anticipative control process (admissible policy). The latter is called a Markov policy if u(t) = v X(t), S(t) for a suitable function v. Our goal is to minimize almost surely (a.s.) over all admissible policies the functional This establishes that v * is optimal in a much stronger sense; viz., the most "pessimistic"
average cost under v * is no worse than the most "optimistic" average cost under any other admissible policy. Also, under the conditions assumed in this paper, the optimal pathwise average cost coincides with the optimal expected average cost. So we do not distinguish between these two criteria. Our paper is organized as follows. In Section 2 we present and analyze a motivating example, while in Section 3 we introduce a concise mathematical model of the switching diffusion. Section 4 is devoted to the study of recurrence and ergodicity of switching diffusions. The existence of an optimal policy is established in Section 5. The Hamilton-Jacobi-Bellman (HJB) equations are studied in Section 6. Conclusions are in Section 7.
A Motivating Example.
The failure prone manufacturing system presented in [1] , [5] , [14] , is a very good example of the class of systems studied in this paper. This section is devoted to the analysis of this manufacturing model. Results from subsequent sections will be used in this example and thus the reader will have the opportunity to glimpse at some of the key developments of the paper.
Suppose there is one machine producing a single commodity. We assume that the demand rate is a constant d > 0. Let the machine state S(t) take values in {0, 1}, S(t) = 0 or 1, according as the machine is down or functional. We model S(t) as a continuous time Markov chain with generator −λ 0 λ 0 λ 1 −λ 1 , where λ 0 and λ 1 are positive constants corresponding to the infinitesimal rates of repair and failure respectively. The inventory X(t) is governed by the Ito equation
where σ > 0, u(t) is the production rate and W (t) is a one-dimensional Wiener process independent of S(t). The last term in (2.1) can be interpreted as "sales return", "inventory spoilage", "sudden demand fluctuations", etc. A negative value of X(t) represents backlogged demand. The production rate is constrained by u(t) ∈ {0}, if S(t) = 0
[0, r], if S(t) = 1.
Let c : R → R + be the cost function which is assumed to be convex and Lipschitz. Also c(x) ≥ g(|x|) for some increasing function g : R + → R + . Thus, c satisfies (5.3), a required condition for the results we apply to hold. We show later in this section that a certain hedging-point policy is stable. Therefore, by the results of Section 5 there exists an a.s. optimal nonrandomized Markov policy with respect to the cost criterion lim sup
The HJB equations in this case are The results of Section 6 ensure existence of a C 2 solution (V, ρ * ) of (2.2), where ρ * is the optimal cost. Using the convexity of c(·), it can be shown that V (·, i) is convex for each i. Hence, there exists an x * such that
It follows, from (2.3) , that the value of u which minimizes (u − d)V ′ (x, 1) is u = r, if x < x u(x * ) = d, i.e., we produce at the level that meets the demand exactly. Thus, the following stable, nonrandomized Markov policy is optimal Note that the stability of the policy (2.4) follows from Theorem 6.3 provided that the set of stable, nonrandomized Markov policies is nonempty. We show next that the zero-inventory policy v given by are the mean sojourn times of the chain in states 0 and 1 respectively. In state 0 the mean inventory depletes at a rate d while in state 1 it builds up at a rate (r−d). Thus, if (2.6) is satisfied, one would expect the zero-inventory policy to stabilize the system. Our analysis confirms this intuition. We first show that under v the process X(·), S(·) has an invariant probability measure η v with a strictly positive density. In view of Lemma 4.1, it then follows from the ergodic theory of Markov processes [25, Chap. 1] that X(·), S(·) is positive recurrent, or equivalently that v is stable.
By Lemma 5.2, the density ϕ of the invariant probability measure η v can be obtained by solving the adjoint system
where L v is the differential generator defined in (3.6)-(3.8). Definẽ
Then (2.7) is equivalent to
A solution of (2.9), subject to the constraint (2.8), exists if and only if (2.6) holds and takes the form: 
ordered by 0 < s 3 < s 4 . Also, the coefficients {a 1 , a 2 , a 3 , a 4 }, are given by:
(2.11)
Note that if ϕ x * (·) denotes the density of the invariant measure corresponding to a hedgingpoint policy as in (2.4), then
Given a convex cost function, the average cost ρ(x * ) corresponding to such a policy can be readily computed and is a convex function of the threshold value x * .
In [5] , Bielecki and Kumar have studied the mean square stability of the piecewise deterministic system, i.e., (2.1) with σ = 0. They have shown that under (2.6) the policy (2.5) is mean square stable, and have computed the optimal threshold value x * in (2.4).
These results can be easily reproduced here by computing the limiting value of the invariant distribution as σ → 0, which we do next. The roots s 2 , s 3 and s 4 have the following asymptotic dependence on σ:
Thus, using (2.11), we obtain (2.13)
and δ z (x) denote the Dirac measure centered at z. Using (2.12) and (2.13), we can show that as σ → 0, ϕ x * (·) converges weakly to a distribution with "density" ϕ x * (·), given by
Using a cost as in [5] of the form (2.14)
with c + and c − positive constants, the average cost corresponding to the policy in (2.4) takes the form:
In this manner, the results in [5] are reproduced exactly. One advantage of our approach is that the class of admissible policies does not have to be restricted as is done in [5] , in order to guarantee the existence of solutions. With our method, optimality is obtained with respect to the class of all non-anticipative policies. Furthermore, our analysis shows that the stability of the zero-inventory policy is retained under additive noise in (2.1). Let us also note that conditions for the optimality of the zero-inventory policy under additive noise can be readily obtained for the cost in (2.14) using the density in (2.10).
3. The Mathematical Model. We first exhibit that the switching diffusion (1.1), (1.2) can be constructed on a given probability space. Our presentation follows [13] , [14]; we repeat it here for the sake of clarity and completeness. Let U be a compact metric space, S := {1, 2, . . . , N }, and
We also define the matrix Λ :
We make the following assumptions which will be in effect throughout the paper.
Assumption 3.1.
(i) The functions b(x, k, u), σ ij (x, k) and λ ij (x, u) are continuous and Lipschitz in x, uniformly with respect to u, with a Lipschitz constant γ 0 . Let m 0 denote the least upper bound of
For a Polish space Y , B(Y ) denotes its Borel σ-field and P(Y ) the space of probability measures endowed with the Prohorov topology, i.e., the topology of weak convergence. Let M(Y ) be the set of all nonnegative, integer-valued, σ-finite measures on B(Y ). Let M σ (Y ) be the smallest σ-field on M(Y ) with respect to which all the maps from M(Y ) to N {∞} of the form µ → µ(B) with B ∈ B(Y ) are measurable. M(Y ) is assumed to be endowed with this measurability structure. Let V = P(U ) and
Similarly, for i, j ∈ S and v ∈ V, λ ij is defined as
For i, j ∈ S, x ∈ R d and v ∈ V, let ∆ ij (x, v) be consecutive (with respect to the lexicographic ordering on S × S), left closed, right open intervals of the real line, each having length
Let X(t), S(t) be the (R d × S)-valued, controlled, switching diffusion process given by the following stochastic differential equations.
(3.4)
for t ≥ 0 with X(0) = X 0 , S(0) = S 0 , where 
such that for each t ≥ 0, v(t) = f t, X(·), S(·) and is progressively measurable with respect to {F t }. Thus, v(·) cannot be specified a priori in (3.4). Instead, one has to replace v(t) by f t, X(·), S(·) , and (3.4) takes the form (3.5) 
and similarly we define
The following result is proved in [14] . A Markov policy v is called stable if the corresponding process X(·), S(·) is positive recurrent. In this case, the process has a unique invariant probability measure, denoted by η v ∈ P(R d × S). The uniqueness of η v is guaranteed by Assumption 3.1. We assume that the set of stable Markov policies is nonempty.
The Optimization Problem. Let c : R d × S × U → R + be the cost function. The following assumption on the cost, c will be in effect throughout the paper.
We define c :
Let v(·) be an admissible policy and X(·), S(·) the corresponding process. The pathwise (long-run) average cost incurred under v(·) is (3.10) lim sup
We wish to a.s. minimize (3.10) over all admissible policies. Our goal is to establish the existence of a stable Markov policy which is a.s. optimal. In general, this is not the case, as the following simple counterexample shows [6] . Let c(x, i) = exp(− x 2 ). Then for every stable Markov policy the average cost is positive a.s., while we can find an unstable Markov policy for which the average cost is a.s. zero, making it an optimal policy. We want to rule out this possibility, as stability is a very desirable property. We carry out our study under two alternate sets of hypotheses: (a) a condition on the cost which penalizes unstable behavior, (b) a blanket stability condition which implies that all Markov policies are stable. We describe these conditions in Section 6.
4. Recurrence, Ergodicity and Harmonic Functions of Switching Diffusions. Due to the interaction between the continuous and discrete components, the study of recurrence and ergodicity of switching diffusions is quite involved. Let v be a Markov policy which will be fixed throughout this section unless explicitly stated otherwise. Let
denote the transition function of the corresponding process X(·), S(·) . Also P v x,i and E v x,i denote the probability measure and the expectation operator, respectively, on the canonical space, of the process X(·), S(·) starting at (x, i) ∈ R d × S. The following result plays a crucial role in recurrence.
Proof. For each i ∈ S, let τ i denote the sojourn time of S(t) in state i. Then 
Then we can suitably define the matrix measures
, provided A has positive Lebesgue measure, so as to write (4.1) in the form:
The desired result follows from (4.2), using the irreducibility of Γ v 2 (t, x, A). Let τ ii , τ j be the stopping times defined as follows:
be a bounded open set and J a subset of S. Define 
It is well known that harmonic functions play an important role in the study of recurrence and ergodicity of Markov processes [3] . Therefore, we now turn to the analysis of some properties of the harmonic functions of the process X(·), S(·) under the Markov policy v. The function f is called L v -harmonic in D if it is bounded on compact subsets of D, and for all x ∈ D, i ∈ S,
On the other hand, if (4.8) holds then by conditioning on F τ V,J we obtain
, concluding that (4.7) and (4.8) are actually equivalent.
f is either strictly positive in D × S or identically zero.
Proof. The proof of (i) is standard [3] , [12, Vol. II, Chap. 13] and (ii) can easily be proved using generalized Ito's formula [18] . Let x 0 ∈ D, i 0 ∈ S and r > 0 be such that f (x 0 , i 0 ) = 0 and
Then, by Lemma 4.1, we can show using standard arguments [16, Chap. 6 ] that the support of the measure P
It follows that the set y : f (y, j) = 0, j ∈ S is open in D and since D is connected the result follows.
We next state Harnack's inequality for L v -harmonic functions, which extends a very important result in partial differential equations. This inequality plays a crucial role in proving the existence of a solution to the HJB equation via the vanishing discount method, as is done in Section 6. As far as we know, this result is not known in the literature on partial differential equations. The detailed proof of Harnack's inequality is quite elaborate and can be found in the Appendix. The proof follows the method introduced for diffusions by Krylov and Safonov [19] , for deriving estimates for the oscillation of a harmonic function. For the system of coupled elliptic operators characterizing switching diffusions considerable complications arise in trying to follow the same methodology, due to the vector-valued nature of the L v -harmonic functions. A crucial step in the proof is 'coupling' together the oscillations of the distinct components of the harmonic function. The irreducibility of the matrix Λ is essential in accomplishing this task. 
We now discuss the recurrence properties of switching diffusions. Our treatment closely follows [3] , therefore we skip the details in several places. A point (x, i) ∈ R d × S is said to be recurrent if given any ε > 0,
If all points of the switching diffusion are recurrent, then it is called recurrent. A transient switching diffusion is similarly defined. Note that the discrete component of the process has been ignored in the definition (4.17). The reason for doing so is that, in view of Assumption 3.1 (iii), we can show that provided that the continuous component visits a bounded set infinitely often with probability 1, then the discrete component is recurrent.
More generally, a switching diffusion exhibits a dichotomy in that it is either recurrent or transient as we will later show.
Lemma 4.4. The following statements are equivalent.
(i) The switching diffusion is recurrent;
Proof. We prove (i) → (ii) (the converse is easier). We distinguish two cases:
and inductively, for n = 1, 2, . . . ,
is L v -harmonic in B 1 × S and not identically zero. Therefore by Lemma 4.3,
for some δ 1 > 0. Next we define
By (4.18) and the strong Markov property, 
Then, as in the previous case,
In view of Lemma 4.4, the following results can be proved the same way as in [3] , [4] .
Lemma 4.5. The following statements are equivalent.
(i) The switching diffusion is recurrent.
There exists a point z ∈ R d , a pair of numbers r 0 , r 1 , 0 < r 0 < r 1 , and a point
Theorem 4.2. For any Markov policy, the switching diffusion is either recurrent or transient.
A recurrent switching diffusion admits a unique (up to a constant multiple) σ-finite invariant measure. The switching diffusion is called positive recurrent if it is recurrent and admits a finite invariant measure.
A Markov policy v is called stable if the corresponding process is positive recurrent; the corresponding invariant probability measure is denoted by η v .
As is well known from the general theory of dynamical systems, even if L v i generates a positive recurrent diffusion, for each i ∈ S, and the parametric Markov chain is ergodic, there is no reason to expect that the policy v is stable, i.e., the switching diffusion is positive recurrent. Indeed, as the following example shows, the hybrid process can be anything from transient to positive recurrent.
Example 4.1. We first consider a piecewise deterministic system with state dependent Markovian switching. Let E + , E − ⊂ R 2 be defined as follows:
Consider two stable dynamical systems D 0 and D 1 defined by
For δ > 0, let Z be a (parameterized) Markov chain taking values in {0, 1} with rate matrix
and consider the dynamical system
If we define η by
then η is Markovian with rate matrix
and D can represented asẋ
and λ 0 (t) = m(T 0 (t)), λ 1 (t) = m(T 1 (t)), where m is the Lebesgue measure on R + . Then, the solution to D can be expressed as
By the ergodic theory of Markov processes [25, Chap. 1], as t → ∞,
Thus,
Therefore, D is stable for δ < Now let X(t) be defined as dX(t) = A η(t) X(t)dt + σdW (t), where W (·) is a standard 2-dimensional Wiener process and σσ ′ is a 2 × 2 positive definite matrix with constant entries.
Then it is easily shown that the stability (instability) of D implies the positive recurrence (transience) of X(t). Note that in this example the drift is unbounded. However, in the study of recurrence, boundedness of the drift can be replaced by local boundedness.
Remark 4.1. In view of the above example, it is clear that two positive recurrent processes with suitable switching may result in a transient process. Similarly, the random combination of two transient processes may give rise to a positive recurrent process. This phenomenon can be exploited in many practical situations such as fault-tolerant control systems, flexible manufacturing systems, etc. In a control system with multiple modes, we can trade off the stability of some (or all) nodes to gain a desired degree of flexibility. Addition of a few redundant nodes and/or the incorporation of a suitable switching mechanism among the nodes could result in global stability of the system, thereby gaining flexibility without sacrificing reliability.
A general criterion for positive recurrence of a switching diffusion is provided by the following theorem: 4.19) sup
The proof is standard [3] . Note that it may be very difficult to verify (4.19) for general b, σ, λ. One usually verifies (4.19) by constructing a Lyapunov function [3] . For switching diffusions such a construction seems difficult, since it involves solving a system of ordinary differential equations in closed form. However, we present some criteria for positive recurrence and discuss some implications.
(C2) There exists a C 2 function w :
(ii) There exists a > 0 and ε > 0 such that for x > a, L u w(x, i) < −ε, for all u ∈ U , i ∈ S, and ∇w(x, i) 2 ≥ m −1 , where m is the constant in Assumption 3.1 (ii).
(iii) w(x, i) and ∇w(x, i) have polynomial growth. 5. Existence of an Optimal Policy. In this section we establish the existence of a stable, nonrandomized Markov optimal policy under certain conditions. We follow the methodology developed in [6] , [8] , [9], [10] for controlled diffusions. For switching diffusions, similar techniques carry through with some extra effort. Therefore, we present the main ideas skipping some of the technical details.
Let Π SM and Π SM D denote the set of stable Markov and stable nonrandomized Markov policies respectively. Since we are searching for an optimal policy in Π SM D , it is natural to assume that Π SM is nonempty. Let v ∈ Π SM . Then
We assume that ρ * < ∞. We now state a condition on the cost function which penalizes unstable behavior. 
The following results can be proved as in [10], [14].
Lemma 5.1. The sets I 1 , I 2 are closed, I 1 is convex and the set of extreme points of I 1 lies in I 2 .
Let v(·) be an arbitrary admissible policy. Define the P(
{∞} be the one-point compactification of R d . We identify µ t (v) with an element of P(R d × S × U ) by assigning zero mass at
process, converges to a sample path dependent compact limit set in
In this decomposition δ µ ∈ [0, 1] is always uniquely defined, and
is also unique if δ µ > 0 (resp. δ µ < 1). We may render µ ′ , µ ′′ unique at all times by imposing an arbitrary fixed choice thereof when δ µ = 0, respectively, 1.
Combining the results in [20] with the technique in [6, Lemma 6.1.1, p. 144], we establish the following lemma.
for some Markov policy v, where H is a dense subset of
Proof. Using the usual approximation procedure we can show that (5.7) is true for all
. Let X(·), S(·) be the process corresponding to the policy v with initial law µ. The law µ t of this process, for t > 0, satisfies the Kolmogorov forward equation
The uniqueness of the solution to the above equation is established in [26] . Since µ t ≡ µ is a solution to (5.7), it follows that µ = η v .
We disintegrate µ
where µ * is the marginal of µ ′ on R d × S and v µ is a version of the regular conditional law defined µ * -a.s. We select an arbitrary version and keep it fixed henceforth. Using the martingale stability theorem, the following characterization of the limit points of {µ t (·)} can be established as in [6, Lemma 6.1.2].
Lemma 5.3. Outside a set of zero probability, each limit point µ of {µ t (·)} for which δ µ > 0 satisfies µ * = η v µ .
We now establish the existence of an optimal policy under (C3). Since the proof closely follows the steps in [6, Theorem 6.1.1], we only present a brief sketch.
Theorem 5.1. Under (C3), there exists a stable Markov policy which is a.s. optimal.
Proof. Let v n ∈ Π SM be such that
We extend µ[v n ] to P(R d × S × U ) in the usual manner and denote it also by µ[v n ]. Let Choquet's theorem [24] , each element µ of I 1 is the barycenter of a probability measure m supported on the set of extreme points of I 1 . Now, each extreme point of I 1 must be an extreme point of I 1 , since otherwise it would be assigning a strictly positive mass to {∞} × S × U . If m assigns a strictly positive mass to extreme points of I 1 , which are not extreme points of I 1 , then µ must assign a strictly positive probability to {∞} × S × U , which is not true. Thus, m must be supported on the set I 
It follows that there exists a v
and since v ∞ ∈ Π SM is optimal, the optimality of v * ∈ Π SM D follows.
We now investigate the existence of an optimal Markov policy under the blanket stability conditions in (C1)-(C2). In view of Lemma 5.4 and the decomposition and disintegration of the measure as defined in (5.6), (5.8), it suffices to confine our attention to Π SM for optimality. Thus, the existence of an a.s. optimal v * ∈ Π SM D then follows via Choquet's theorem as in Theorem 5.2.
6. Hamilton-Jacobi-Bellman Equations. In this section, we study the HJB equations and characterize the optimal policy in terms of their solution. We introduce the following condition:
(C4) The cost function c is bounded, continuous and Lipschitz in its first argument uniformly with respect to the third.
We follow the vanishing discount approach, i.e., we derive the HJB equations for the ergodic criterion by taking the limit of the HJB equations for the discounted criterion as the discount factor approaches zero. The results and the broad outline of these proofs follow those of [9] . However, they differ in important technical details.
Let V α (x, i) denote the discounted value function with discount factor α > 0, i.e.,
The following result is proved in [14].
Theorem 6.1. Under (C4), V α is the unique solution in
For i ∈ S, define (6.3)
Observe that by (C3), G is compact.
The following result plays a very crucial role.
Lemma 6.1. Under (C3) and (C4), there exists α 0 ∈ (0, 1) such that if α ∈ (0, α 0 ], inf
is attained on the set G as defined in (6.3).
Proof. Let v α ∈ Π M D be an optimal policy for the discount factor α. By the results of [14], for i ∈ S,
We let x n → ∞ in R d and fix i ∈ S. For given α, let X n (·), S n (·) be the process under the policy v α with X n (0) = x n and S n (0) = i. We can show as in [21] that {X n (·) − x n } are tight as C [0, ∞); R d -valued random variables. Dropping to a subsequence and using Skorohod's theorem [16, p. 9] we may assume that they are defined on a common probability space and converge a.s. in C [0, ∞); R d to some process Y (·). Hence, X n (t) → ∞, uniformly in t ∈ [0, T ] for each T < ∞, a.s. By (C3), there exist ε > 0 and M > 0, such that inf
We select a constant T α such that
it follows that
for n sufficiently large. On the other hand, by a standard Tauberian theorem,
α , for all α ≤ α 0 . Hence, it follows from (6.5) that if α ≤ α 0 , then inf
Using (6.2) and the fact that, at a minimum, the gradient of V α (·, i) vanishes and its Hessian is positive semi-definite, we have, for α ≤ α 0 ,
In turn, from (6.7),
We claim that αV α (x α , i α ) ≤ ρ * for all α > 0. Indeed, for any v ∈ Π SM , (6.9)
Integrating both sides of (6.9) with respect to η v (dx, i) and using Fubini's theorem, we obtain
Hence,
Lemma 6.2. Under (C3) and (C4), the map (x, y, i, j) → |V α (x, i) − V α (y, j)| is bounded on compact subsets, uniformly in α ∈ (0, α 0 ].
Proof. In view of Lemma 6.1, it suffices to prove that
is uniformly bounded on compacta. By (6.2) and (6.4),
Let R > 0 be large enough so that G ⊂ B(0, R). Let X(·), S(·) be the process under the policy v α and define τ = inf t ≥ 0 : X(t) / ∈ B(0, 2R) . Then for x ∈ B(0, R), using the strong Markov property
Using (C4) and Lemma 4.2, we deduce that there exists a constant C 1 (independent of α) such that
We write
We observe that f ≥ 0 and
Theorem 4.1, there exists a constant C 2 (independent of α) such that, in view of (6.11),
Corollary 6.1. For any ε > 0 and any compact K ⊂ R d , there exists α ε ∈ (0, α 0 ] such that for all x ∈ K, i ∈ S and α ∈ (0, α ε ),
Proof. Follows directly from Lemma 6.2 and (6.10).
Theorem 6.2. Under (C3) and (C4), there exists a function V ∈ C 2 (R d × S) and a scalar ρ ∈ R such that for some fixed i 0 ∈ S,
and the pair (V, ρ) satisfies the HJB equations given by
is the unique one satisfying (6.14).
By Corollary 6.1, Lemma 6.2 and the interior estimates for solutions of uniformly elliptic systems [22, pp. 398-402] , we can show using a standard bootstrap argument that for any
. By dropping to a subsequence, if necessary, let V α n → V in W 1,p ℓoc for some V . By the Sobolev imbedding theorem, this convergence is also uniform on compact subsets of R d . Let ρ be a limit point of α n V α n (0, i 0 ) and hence of α n V α n (x, i) for any (x, i) ∈ R d × S, in view of Lemma 6.2. By (6.13), ρ ≤ ρ * .
It can be shown as in [2] , [22, p. 420 
From the above discussion, it follows that V ∈ W 1,p ℓoc , for any 2 ≤ p < ∞, and V satisfies (6.15) in D ′ (i.e., in the sense of distributions). By elliptic regularity,
In turn, by the Sobolev imbedding theorem, V ∈ C 1,γ (R d × S), for 0 < γ < 1, γ arbitrarily close to 1, and hence by (C4), it is easy to see that
. By elliptic regularity [15, p. 287 ] applied to (6.15), we conclude that
Using Lemmas 6.1 and 6.2, it follows from (6.16) that for each i ∈ S,
and the proof of the first part of the theorem is complete. The second assertion can be shown by following the methodology in [9] .
Further, based on Lemmas 6.1, 6.2 and Theorem 4.1, the following theorem can be proved using the techniques presented in [9] . We therefore skip the proof. Theorem 6.3. Assume (C3) and (C4). Let v * ∈ Π M D be such that for each i
Then v * ∈ Π SM D . The scalar ρ in (6.15) equals ρ * and v * is a.s. optimal. Moreover, v ∈ Π SM D is a.s. optimal if and only if it satisfies (6.17). We now study the HJB equation under (C1) and (C4). Recall that under (C1), Π M = Π SM . Lemma 6.3. Let w satisfy (C1). Then for any v ∈ Π SM ,
(ii) lim
Proof. Let R > 0 and τ R the exit time of X(t) from B(0, R). Then by Ito's formula
Letting R → ∞, we have
Therefore, by using (C1), we have
S(t) .
Then by Gronwall's inequality,
Both (i) and (ii) follow directly from (6.18).
Lemma 6.4. Assume (C1) holds. Let a > 0 be such that,
then, for all v ∈ Π M , x > a and i ∈ S,
Then by Ito's formula
Letting first t → ∞ and then R → ∞, invoking Fatou's lemma at each step, we obtain (6.20).
Theorem 6.4. Under (C1) and (C4), the HJB equation (6.15) admits a unique solution
Proof. Let v * ∈ Π SM D be a.s. optimal. The existence of such a v * is guaranteed by Theorem 5.3. Let
We select an arbitrary sequence of smooth functions ψ n :
are zero on B(0, n) and equal to K 1 + 4K 2 on the complement of B(0, n + 1), and define
Then for a sufficiently large n, c 1n and c 2n both satisfy the penalizing condition (C3). We select one such term of the sequence from now on and drop the subscript n for notational convenience. Let X(·), S(·) be the process under the policy v * . For α > 0, we define
Then we can modify the arguments in the proof of Lemma 6.2 to conclude that for a fixed i 0 ∈ S, V α,1 (x, i) − V α,1 (0, i 0 ) and V α,2 (x, i) − V α,2 (0, i 0 ) are bounded on compacta uniformly in α ∈ (0, α 0 ], for some α 0 > 0. Hence,
is bounded on compact sets, uniformly in α ∈ (0, α 0 ]. Arguing as in the proof of Theorem 6.2 we conclude that V α (x, i) → V (x, i), as α → 0, uniformly on compacta and in W 2,p
for any p ∈ [2, ∞), and that the limit V satisfies
with V (0, i 0 ) = 0. Using the strong Markov property, relative to the stopping time τ a in (6.19), we obtain
Hence, by Lemma 6.4, for α ∈ (0, α 0 ] and x > a,
where C 1 , C 2 are positive constants independent of α. Passing to the limit as α → 0, it follows that V is in the class O(w). Next we let v ∈ Π SM D be such that for each i ∈ S,
Suppose that for some i ′ ∈ S, there exist δ > 0, such that the set
has positive Lebesgue measure. By Ito's formula
This is justified because V is O(w). Therefore,
Dividing by t, letting t → ∞ and using Lemma 6.3, we have
Lemma 4.1 implies that η v is mutually absolutely continuous with respect to the Lebesgue measure. Therefore, η v D × {i ′ } > 0. Hence, ρ v < ρ * which contradicts the optimality of v * . Thus, for each i ∈ S,
Similar arguments as in the proof of Theorem 6.2 establish that V ∈ C 2,γ (R d × S), where 0 < γ < 1, γ arbitrarily close to 1. We now proceed to show uniqueness. Let (V ′ , ρ ′ ) be another solution of (6.15) in the desired class satisfying V ′ (0, i 0 ) = 0. Using Ito's formula and Lemma 6.3, it again follows that ρ ′ = ρ * . Therefore,
Let X(t), S(t) be the process governed by v * and with initial law η v * . Then,
is a submartingale satisfying Consider a second order operator L defined by (note that L k is different from the operator in (3.7)):
Let m, m, γ and ε Ω be given positive constants, the last depending on the choice of a bounded domain Ω. We denote by L = L(m, m, γ, ε Ω ) the class of all such operators L, with coefficients a We denote by U Ω the class of all nonnegative functions u ∈ W 2,d
satisfying Lu = 0 in Ω, for some L ∈ L. If ξ ∈ R, then u ≥ ξ is to be interpreted as u i ≥ ξ, for all i ∈ S, and if ξ = (ξ 1 , . . . , ξ N ) ∈ R N , then u ≥ ξ ⇐⇒ u i ≥ ξ i , for all i ∈ S. For better clarity, we denote all R N -valued quantities by a bold letter. Also operations such as 'inf' on R N -valued functions are meant to be componentwise. If Γ is a closed subset of Ω we define, for x ∈ Ω and ξ ∈ R N + , and
We use quite frequently the following comparison principle, which can be viewed as a weaker version of the maximum principle in that it holds even without condition (A.5): If
in Ω. The same comparison principle holds for ϕ, ψ ∈ W
2,d
ℓoc (Ω) C 0 (Ω) relative to the set of operators {L k } k∈S as defined in (A.1).
We start with a measure theoretic result, announced in [19] .
Lemma A.1. Let K ⊂ R d be a cube, Γ ⊂ K a closed subset and 0 < α < 1. Define
Proof. If |Γ | ≥ α|K|, then K ∈ Q and Γ = K. So we assume |Γ | < α|K| or equivalently, K / ∈ Q. We subdivide K into 2 d congruent subcubes with disjoint interiors. We select the ones in Q, while the remaining ones are similarly subdivided and the process is repeated indefinitely. Let Q 0 be the collection thus obtained and with Q denoting the ancestor of Q, we define
Clearly, Q ⊂ 3Q K; hence, Γ ⊃ Γ . Note that, discarding repetitions, Γ can be represented as a disjoint union of cubes Q which are not in Q. Therefore, each member Q of this union satisfies | Q Γ | < α| Q|, and by σ-additivity we obtain
By the regularity properties of the Lebesgue measure | Γ Γ | = |Γ | and the proof is complete.
Next we state without proof a variant of the weak maximum principle of A. D. Aleksandroff. 
suppose D is centered at the origin and consider the function
Note that ψ = 0 on ∂D and ψ > 0 in D. In addition, there exists a positive constant C 2 such that inf
Therefore, by the comparison principle,
Using Lemma A.2, we obtain (A.7)
By (A.6) and (A.7),
Selecting α 0 to satisfy
Hence, the claim follows with β 0 =
Proof. Let B(r) ⊂ R d , denote the ball of radius r centered at the origin. We claim that there exists a constant m 0 > 0, such that if r ≤ 1, then
In order to establish (A.9) we use the function It follows that if B(r, y) is a ball of radius r centered at y, and x is an arbitrary point in D such that the distance between ∂D and the line segment joining x and y is at least r, then
Choosing r = min Then there exists a constant k δ > 0 such that
where α 0 is the constant in Lemma A.3.
Proof. Suppose |Γ | ≥ α 0 θ|D| and let y ∈ Γ , with Γ as defined in Lemma A.1 corresponding to α = α 0 and K = (1−δ)D. Then there exists a subcube Q ⊂ K such that |Γ Q| ≥ α 0 |Q| and y ∈ 3Q K. We use the identities,
From Lemma A.3, we have (A. 13) inf
Hence, combining (A.12) and (A.13) yields (A.14) inf
which along with (A.11) and (A.14) yield the desired result.
Theorem A.1. The following estimates hold:
where the constants α 0 , β 0 and k δ are as in Lemma A.3 and Lemma A.5. The oscillation of a function in C 0 (Ω) is defined in the usual manner.
similarly obtain 
Proof. Let β 0 be as given in Lemma A. 
Without loss of generality, suppose that max k∈S u k (x (k) ) = 1 (u can always be scaled to satisfy this) and that for some y 0 ∈ 1 9 D and k 0 ∈ S, u k 0 (y 0 ) = M > aM 1 , with a > 1. Using the estimate for the growth of the oscillation of u in Theorem A.2, we will show that u has to be unbounded in 
For ξ > 0, define
If 1 k ∈ R N + stands for the vector whose k-th component is equal to 1 and the others 0, then
while, on the other hand, Theorem A.1 yields, Proof. First note that the Dirichlet problem as defined has a unique strong solution ϕ ∈ W are uniformly Lipschitz, we can extract a subsequence, along which they converge uniformly. Combining all the previous arguments, we deduce that the sequence L , an easy calculation yields,
resulting in a contradiction.
We pause to note that (A.5) has not been utilized in any of the results obtained thus far. It will be used in the next result to provide the necessary 'coupling' between distinct components of the harmonic function. 
