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INTERNAL NEIGHBOURHOOD STRUCTURES II: ON
FINITE SUM OF SUBOBJECTS
PARTHA PRATIM GHOSH
Abstract. The main aim of this paper is to show that in any
lextensive category with a proper (E,M)-factorisation system such
that the set of M-subobjects is a complete lattice, M is closed under
finite sums if and only if the monomorphisms in E are stable under
pullbacks along coproduct injections. It is also shown that a sum
of closed morphisms in M is again a closed morphism in M if and
only if the sum is in M, the coproduct injections are closed and
reflect zero. As a consequence it is shown that the ∨-semilattice
of (closed) morphisms in M to a finite sum is a biproduct of the
∨-semilattices of (closed) morphisms in M to the summands.
1. Introduction
In a lextensive category X the contravariant Pos-valued functor
Sub(−+−) of subobjects of a binary sum and the contravariant Pos-
valued functor Sub(−)×Sub(−) of cartesian product of subobjects of
the summands are naturally isomorphic (see Theorem 3.2), where Pos
is the category of partially ordered sets and order preserving maps.
Each Sub(X) is a partially ordered set with greatest element 1X and
smallest element the unique morphism 
iX−−→ X from the strict initial
object  to X. Further, for every morphism X
f−→ Y of X the pull-
back f−1iY of the smallest element iY in Sub(Y ) along f is iX (see
Lemma 3.1). Hence the components of the natural isomorphism are
morphisms of the pointed subcategory Pos0 of partially ordered sets
with smallest element and morphisms which preserve the smallest ele-
ment. However, the lack of a proper additive structure on the partially
ordered sets is responsible for the failure of Sub(X + Y ) to become
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a biproduct of Sub(X) and Sub(Y ) despite the presence of nice in-
jections Sub(X)
LX // Sub(X + Y ) oo
RY
Sub(Y ) (see Theorem 3.3),
both of which are also morphisms from Pos0.
An additive structure on partially ordered sets of subobjects requires
for every pair (m,n) of subobjects a canonical subobject tm,n through
which the unique morphism
(
m
n
)
from the binary sum to X must
factor. One way to achieve this is to have a proper (E,M)-factorisation
system in the category. In the rest of this section conditions that
are imposed on a category and their effect on finally achieving the
biproduct are described.
A finitely complete category A with finite coproducts and a proper
(E,M)-factorisation system such that the set SubM(X) of M-subobjects
(in this paper called admissible subobjects) is a complete lattice is
called a context in this paper (see page 7) and is denoted by the
triple (A,E,M). Contexts were initiated and investigated in [21]. They
were used to describe internal preneighbourhood spaces (see Definition
2.1(a)). While every topological space is an example of an internal
preneighbourhood space, every locale or topological group or topologi-
cal ring or bitopological space or Borel measurable space is an example
of an internal preneighbourhood space as well, obviously in some suit-
able context. A wide variety of examples of contexts and their internal
preneighbourhood spaces appear in [21, Examples 3.7 - 3.14].
Given a context A = (A,E,M) and an internal preneighbourhood
space (X,µ) in it, one can define a closure operation on the lattice
SubM(X) of admissible subobjects of X (see Definition 4.4). Closure
operations from preneighbourhood systems and closed morphisms are
dealt with in detail in this paper in §4. The closure operation is
shown to be grounded (see Definition 4.1(C-5) & Theorem 4.5). It
is not a categorical closure operator (see Definition 4.1(b)) because
every morphism is not continuous (see (4.2)) with respect to the clo-
sure operator but only the preneighbourhood morphisms (see Defini-
tion 2.1(d)) which reflect zero (see Definition 2.6) are (see second part
of Theorem 4.5). The difference stems from the transverse approach
innate in this treatment of internal preneighbourhood spaces (see for
instance [21, page 2 and Remark 3.6]). A preneighbourhood system
is an added structure on an object X and the closure operation is
derived of this additional structure. Hence every morphism is not ex-
pected to be continuous with respect to the closure operation — a
case which is familiar in the classical treatment of topological spaces in
the context (Set, Surjections, Injections). Evidently the restriction
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of the closure operation to the subcategory ReflZero
[
pNbd[BbA]
]
of
pNbd[A] (see Definition 2.1(f) & Remark 4.7) whose objects are in-
ternal preneighbourhood spaces and morphisms are preneighbourhood
morphisms which reflect zero is indeed an idempotent and grounded
categorical closure operation.
The closure operation is shown to be transitive (see Theorem 4.13)
and the closure of images is a join preserving map with a right adjoint
(see Theorem 4.16). The additivity of the closure operation (see Defini-
tion 4.1(C-6)) holds under the restriction that for each object X, each
filter on X (see page 8) is contained in a prime filter. This condition is
required in the case when the lattice SubM(X) is not distributive (see
Remark 4.11) and hence is not observed in the classical treatment of
topological spaces. However, in absence of distributivity, a maximal
filter may not be prime and a filter may not be contained in a prime
filter. The condition that every filter being contained in a prime filter
and its close relatives are investigated in [20]. This is briefly recalled in
Remark 4.10 and connections between classes of partially ordered sets
with these properties are reproduced from [20] in Figure 3.
A morphism is closed if it preserves closed subobjects (see Definition
4.18). It is shown that the set Aclosed of closed morphisms of A con-
tains all isomorphisms and is closed under compositions. Further, if a
composite g◦f is a closed morphism with f a closed preneighbourhood
morphism reflectig zero and hereditarily in E (see §1.1 (f)) then g is
also a closed morphism. Moreover the set of closed preneighbourhood
morphisms which reflect zero is hereditarily closed (see 1.1(f)). These
properties are stated and proved in Theorem 4.23.
In [14] an axiomatisation of closed morphisms is proposed. In [14] the
authors consider a category A with a proper (E,M)-factorisation along
with a family F of morphisms, called closed morphisms. The axioms
for F are: F contains all isomorphisms, is closed under compositions,
is right Epi(A) cancellable (see §1.1(f)) and F ∩ M is stable under
pullbacks. The axioms for F are reminiscent of similar properties of
closed maps of topological spaces. Seemingly there is a deviation from
the axiomatisation of closed morphisms in [14] in the right cancellability
and stability properties. However, the difference does not affect cases
whenEpi(A) is pullback stable and every morphism reflects zero — the
situation in the case of the context (Set, Surjections, Injections)
where topological spaces are studied.
IfA = (A,E,M) is an extensive context, i.e., A is extensive, then each
SubM(X) is a distributive lattice. If (X,µ) is an internal preneigh-
bourhood space in A then the set Cµ (see Definition 4.18) of closed
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subobjects is a distribuive sublattice of SubM(X). If the coproduct
injections are assumed to reflect zero then the natural isomorphism ι
of Theorem 3.2 restrict to these distributive lattices as monomorphic
natural transformations such that each component has a left adjoint
(see Theorem 5.1). It turns out that the restriction of ι to the lattices
of admissible subobjects becomes a natural isomorphism if and only
if the monomorphisms in E between finite sums are stable under pull-
backs along coproduct injections (Theorem 5.6). The restriction of ι to
the lattices of closed monomorphisms become a natural isomorphism
if and only if the coproduct injections are closed morphisms reflect-
ing zero and a finite sum of closed monomorphisms is an admissible
monomorphism (Theorem 5.7). Thus, in particular, the restriction ι to
closed subobjects is a natural isomorphism whenever the restriction to
admissible subobjects is a natural isomorphism and the coproduct in-
jections are closed morphisms — the reflecting zero part being ensured
by the natural isomorphism on admissible subobjects.
Finally in Theorem 5.12 it is shown that in an extensive context
A = (A,E,M):
(A) If the monomorphisms in E between finite sums are stable under
pullbacks along coproduct injections then SubM(X + Y ) is a
biproduct of SubM(X) and SubM(Y ) in the category ∨-SemLat
of ∨-semilattices and their homomorphisms.
(B) If a finite sum of closed monomorphisms is an admissible monomor-
phism and the coproduct injections for the internal preneigh-
bourhood spaces (X,µ), (Y, φ) are closed then Cµ+φ is a biprod-
uct of Cµ and Cφ in the category ∨-SemLat of ∨-semilattices
and their homomorphisms.
Consequently, ∨-semilattice homomorphisms between lattices of ad-
missible subobjects (respectively, closed subobjects) of finite sums are
precisely matrices of ∨-semilatice homomorphisms between the sum-
mands.
1.1. Remarks on Organisation & Notations in this paper. The
paper is organised as follows
(a) §2 discusses the background material needed for this paper: in
§2.1 the results and notions from [21] are recalled, in §2.2 the
notion of morphisms in a context reflecting zero is discussed
and the properties of this class of morphisms proved and in
§2.3 notions regarding extensive categories developed in [2] is
recalled.
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(b) In §3 the natural isomorphism betweenSub(X + Y ) andSub(X)×
Sub(Y ) in an extensive category is established. It is shown that
the natural isomorphism lies in the pointed category Pos0 and
falls short of a biproduct due to the absence of a suitable addi-
tive structure.
(c) In §4 a closure operation on an internal preneighbourhood space
is defined and its properties investigated. The set of closed
morphisms is also investigated here.
(d) In §5 extensive contexts are studied, necessary and sufficient
conditions for the isomorphisms between SubM(X + Y ) (respec-
tively, Cµ+φ) and SubM(X) × SubM(Y ) (respectively, Cµ × Cφ)
is established. Furthermore, it is shown that in presence of the
isomorphisms, SubM(X + Y ) (respectively, Cµ+φ) is a biproduct
in ∨-SemLat of SubM(X) and SubM(Y ) (respectively, Cµ and
Cφ).
The notation and terminology adopted in this paper are largely in
line with the usage in [23] or [1]. However there are a few specific terms
and a notational style specific to this paper which need to be clarified.
(e) In any partially ordered set P with a largest element 1 ∈ P ,
the symbol P 6=1 denotes the set
P 6=1 =
{
x ∈ P : x 6= 1}.
(f) Given a context A = (A,E,M) and sets B, C of morphisms of
A, we say the set B is:
(i) composition closed if for · f−→ · g−→ ·, g, f ∈ B ⇒ g◦f ∈ B.
(ii) right C cancellable if g◦f ∈ B and f ∈ C imply g ∈ B.
(iii) right cancellable if it is right A1 cancellable.
(iv) left C cancellable if g◦f ∈ B and g ∈ C imply f ∈ B.
(v) left cancellable if it is left A1 cancellable.
(vi) C cancellable if it is both right C cancellable and left C
cancellable.
(vii) cancellable if it is A1 cancellable.
(viii) C hereditary if fn ∈ B whenever there is the pullback
· fn //
f−1n

·
n
·
f
// ·
for a n ∈ C ∩M.
(ix) hereditary if it is A1 hereditary.
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(x) C stable if fg ∈ B whenever there is the pullback
· fg //
gf

·
g
·
f
// ·
for a g ∈ C.
(xi) stable if it is A1 stable.
(g) Some arrows in commutative diagrams of this paper appear
in colours. The morphisms from E are represented in magenta
while the morphisms from M are represented in blue. Bold lines
indicate the presence of the arrows while dotted or dashed lines
(usually in red) indicate that they can be deduced to exist. The
exclamation mark (!) in these diagrams is used to indicate the
uniqueness of the arrows.
2. Preliminaries
2.1. Internal Preneighbourhood Spaces. The notion of an internal
preneighbourhood space was initiated in [21]. In the present section the
necessary facts required for this paper are recalled.
The work in [21] involves a finitely complete category A with finite co-
products and a proper factorisation system (E,M). For each objectX of
A the (possibly large) set SubM(X) =
{
m ∈ M : codm = X} is the set
of admissible subobjects of X. As usual any two equivalent admissible
subobjects are identified in SubM(X) so that each admissible subobject
represents an equivalence class of monomorphisms in M to X. Given
an object X of A the largest element of SubM(X) is 1X . The unique
morphism 
iX−−→ X has an (E,M)-factorisation as 
iX
88
i∅X // ∅X σX // X
and the smallest subobject of X is σX . Given the admissible subob-
jects M
m−→ X and N n−→ X their meet is obtained from the diagonal
morphism as indicated in the pullback square M ∧N mn //
nm

m∧n
$$
N
n

M m
// X
. To
define the join of m and n the existence of finite coproducts and the
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proper factorisation structure is utilised. Consider the diagram:
(2.1) M
ιM //
m
##
M +N oo
ιN
!
m
n

!!
e

N
n
{{
M ∨N
m∨n

X
where the top row indicates the coproduct of M and N . The unique
morphism
(
m
n
)
from the coproduct M + N to X has an (E,M)-
factorisation as indicated. The M-part of this factorisation yields the
join m ∨ n of m and n. It is assumed that each SubM(X) with the
operations ∨ and ∧ as described above is a complete lattice. The triple
A = (A,E,M) with the properties described is called a context and is
the basis of the work in [21].
There are several examples of a context:
(a) (FinSet, Surjections, Injections), see [21, Example 3.7].
(b) (Set, Surjections, Injections), see [21, Example 3.8].
(c) (Grp,Epi,Mono), see [21, Example 3.9 & Proposition 3.10].
(d) ((Ω,Ξ)-Alg,Epi,Mono), see [21, Example 3.11 & Proposition
3.12].
(e) (Top,Epi,ExtMono), see [21, Example 3.13].
(f) (Loc,Epi,RegMono), see [21, Example 3.14].
(g) Every topos with its usual factorisation structure, see [21, page
5, (iii)].
(h) Every lextensive category (see Definition 2.17 & [2]) with a
proper factorisation structure, see [21, page 6, (v)]. This in-
cludes Cat the category of small categories, CRingop of affine
schemes and Sch the category of schemes.
(i) Given any context (A,E,M) and any objectX of A, ((A ↓ X),EX ,MX)
is also a context, where
EX =
{
(X, x)
e−→ (Y, y) : e ∈ E}
MX =
{
(X, x)
M−→ (Y, y) : m ∈ M}.
See [21, page 5, (iv)] and [14, §2.10] for details.
(j) If A is finitely complete, finitely cocomplete and has all intersec-
tions (respectively, cointersections) then A has a (Epi(A),ExtMon(A))
factorisation system (respectively, (ExtEpi(A),Mon(A))-factorisation
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system). Hence every small complete, small cocomplete cate-
gory, well powered (respectively, co-well powered) category A
produces an example of a context, namely E = (A,Epi(A),ExtMon(A))
(respectively, M =
(A,ExtEpi(A),Mon(A))).
Thus, in short, contexts abound. Let A = (A,E,M) be a given
context. A filter F on an object X of A is a subset of SubM(X) which is
closed under finite meets and u ≥ v ∈ F ⇒ u ∈ F . The (possibly large)
set of filters on X is denoted by Fil(X). It is known from [21, Corollary
2.8] with usual operations of meets and joins of filters, Fil(X) is a
complete compact algebraic lattice with ↑ p = {u ∈ SubM(X) : p ≤ u}
(p ∈ SubM(X)) as its compact elements. It is known from [22] as well
as [21, Proposition 2.7(d)] that Fil(X) is a coherent frame (and hence,
in particular distributive) if and only if SubM(X) is distributive.
The (E,M)-factorisation structure in A produces for each morphism
X
f−→ Y of A an adjunction
(2.2) SubM(X)
∃
f //
f−1
//⊥ SubM(Y )
where for any m ∈ SubM(X) and n ∈ SubM(Y ) the image ∃fm is
obtained from the (E,M)-factorisation of f◦m as in
(2.3) M
m

f
∣∣
M // ∃
f
M
∃
f
m

X
f
// Y
and the preimage f−1n is obtained from the pullback square
(2.4) f−1N
fn //
f−1n

N
n

X
f
// Y
.
The morphism f
∣∣
M
is called the restriction of f to M while the mor-
phism fn is called the co-restriction of f to N .
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Furthermore each morphism X
f−→ Y also induces the adjunction
(2.5) Fil(X)
−→
f
//
←−
f
//> Fil(Y )
where for any F ∈ Fil(X) and G ∈ Fil(Y ) the image filter −→f F is
defined by
(2.6)
−→
f F =
{
p ∈ SubM(Y ) : f−1p ∈ F
}
and the inverse filter
←−
f G is defined by
(2.7)
←−
f G =
{
p ∈ SubM(X) : (∃u ∈ G)
(
f−1u ≤ p)}.
Definition 2.1 ([21, Definition 3.1 & Definition 3.39]). Let A =
(A,E,M) be a context.
(a) An order preserving function SubM(X)
op µ−→ Fil(X) such that
p ∈ µ(m)⇒ m ≤ p
is said to be a preneighbourhood system on X.
(b) If SubM(X)
op
µ //
ν
// Fil(X) are preneighbourhood systems
on X then µ is said to be finer than ν or (or equivalently, ν
is coarser than µ) if ν ≤ µ as order preserving functions.
(c) An internal preneighbourhood space is (X,µ), where X is an
object of A and µ is a preneighbourhood system on X.
(d) If (X,µ) and (Y, φ) are internal preneighbourhood spaces then
a morphism X
f−→ Y of A is said to be a preneighbourhood mor-
phism if
p ∈ φ(u)⇒ f−1p ∈ µ(f−1u).
The symbol (X,µ)
f−→ (Y, φ) denotes a preneighbourhood mor-
phism.
(e) The (possibly large) set of preneighbourhood systems on an
object X of A is denoted by pnbd[X].
(f) pNbd[A] is the category of all internal preneighbourhood spaces
and preneighbourhood morphisms between them.
The following facts are known:
Proposition 2.2. (a) [21, Theorem 3.17] The set pnbd[X] of all
preneighbourhood systems on X is a complete lattice with the
partial order being finer than relation in Definition 2.1(b).
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The finest preneighbourhood system is SubM(X)
op ↑−→ Fil(X)
and the coarsest preneighbourhood system is SubM(X)
op ∇−→ Fil(X),
where
(2.8)
↑ m = {p ∈ SubM(X) : m ≤ p} and ∇(m) = {SubM(X), if m = σX{
1X
}
, otherwise
.
(b) [21, Theorem 3.40] Given the internal preneighbourhood spaces
(X,µ), (Y, φ) and a morphism X
f−→ Y of A, the following are
equivalent
(i) f is a preneighbourhood morphism.
(ii) For each n ∈ SubM(Y ), ←−f φ(n) ⊆ µ(f−1n).
(iii) For each n ∈ SubM(Y ), φ(n) ⊆ −→f µ(f−1n).
(iv) For each m ∈ SubM(X), ←−f φ(∃fm) ⊆ µ(m).
(c) [21, Theorem 4.8(a)] If the functor pNbd[A] U−→ A is defined on
objects by U(X,µ) = X then U is a faithful topological functor.
2.1.1. Consequence of topologicity. The forgetful functor pNbd[A] U−→ A
being topological (Proposition 2.2(c)) ensures the existence of weak
and strong preneighbourhood systems. In this section the formulations
for these special preneighbourhood systems are provided for ease of
reference and usage later on.
Proposition 2.3. Let F be any finite category and F P−→ pNbd[A] be
a functor with δL
λ−→ U◦P as the limiting cone and U◦P γ−→ δC as the
colimiting cone.
Then the smallest preneighbourhood system α on L and the largest
preneighbourhood system β on C which makes each component of λ and
γ preneighbourhood morphisms is given by
(2.9)
p ∈ α(l)⇔p = 1L or
(∃n ≥ 1)(∃X1, X2 . . . , Xn ∈ F0)
(∃x1 ∈ µX1(∃λX1 l)) . . . (∃xn ∈ µXn(∃λXn l))(
p ≥ λX1−1x1 ∧ λX2−1x2 ∧ . . . λXn−1xn
)
,
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and
(2.10)
p ∈ β(c)⇔p = 1C or
(∃n ≥ 1)(∃X1, X2 . . . , Xn ∈ F0)
(∃x1 ∈ µX1(γX1−1c)) . . . (∃xn ∈ µXn(γXn−1c))(
p ≥ ∃γ1x1 ∨ ∃γ2x2 ∨ . . . ∃γnxn
)
,
where P (X) = (X¯, µX).
Proof. For each object X of F there are morphisms L λX−→ X¯ γX−→ C. It
is required to find the smallest preneighbourhood systemSubM(L)
op α−→ Fil(L)
on L and the largest preneighbourhood system SubM(C)
op β−→ Fil(C)
on C such that for each object X of F
p ∈ µX(x)⇒ λX−1p ∈ α(λX−1x),
p ∈ β(x)⇒ γX−1p ∈ µX(γX−1x).
Using Proposition 2.2(b), for each object X of F, l ∈ SubM(L) and
c ∈ SubM(C), ←−λXµX(∃λX l) ⊆ α(l) and β(c) ⊆
−→γXµX(γX−1c).
Using Proposition 2.2(a), define:
α(l) =
∨
X∈F0
←−
λXµX(∃λX l)
β(c) =
⋂
X∈F0
−→γXµX(γX−1c).
The description of joins and meets in lattices of filters along with
equations (2.6) & (2.7) complete the proof. 
As special cases:
Corollary 2.4. Given the internal preneighbourhood spaces (X,µ) and
(Y, φ) and the coproduct X
ιx // X + Y oo
ιY
Y , the largest preneigh-
bourhood system on X+Y which makes the coproduct injections preneigh-
bourhood morphisms is µ+ φ, where
(µ+ φ)(u) =
{
p ∈ SubM(X + Y ) : p = 1X+Y or
(∃x ∈ µ(ιX−1u))(∃y ∈ ιY −1u)
(
p ≥ ∃ιXx ∨ ∃ιY y
)}
.
Corollary 2.5. Given any admissible subobject M
m−→ X where (X,µ)
is an internal preneighbourhood space, the smallest preneighbourhood
system on M such that m is a preneighbourhood morphism is µ
∣∣
M
,
where
µ
∣∣
M
(u) =
{
p ∈ SubM(M) : p = 1M or (∃x ∈ µ(m◦u))
(
m∧x ≤ m◦p)}.
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2.2. Morphisms Reflecting Zero. Let A = (A,E,M) be a given
context.
Definition 2.6. A morphism X
f−→ Y of A is said to reflect zero if
f−1σY = σX .
The symbol RflZero[A] shall denote the (possibly large) set of all
morphisms which reflect zero.
Lemma 2.7. A morphism X
f−→ Y reflects zero if and only if
(2.11) ∃
f
x = σY ⇒ x = σX .
///
Proof. From the adjunction ∃
f
a f−1,{
x ∈ SubM(X) : ∃fx = σY
}
=
{
x ∈ SubM(X) : x ≤ f−1σY
}
.
If f reflects zero the right hand side is the singleton containing σX ,
completing the proof. 
Proposition 2.8. The set RflZero[A] of all morphisms reflecting zero
contain all admissible monomorphisms, is composition closed, heredi-
tary and is left cancellable.
Proof. Since for any m ∈ M, ∃m = m◦−, Lemma 2.7 shows every
admissible monomorphism reflects zero.
If X
f−→ Y g−→ Z then since ∃
g◦f = ∃g◦∃f and ∃g is the left adjoint,
Lemma 2.7 implies closure under composition and left cancellability.
In the pullback diagram f−1M
fm //
f−1m

M
m

X
f
// Y
if f reflect zero and
m ∈ M then
(f−1m)◦fm−1σM = f−1(m◦σM)
= f−1σY (since m ∈ M )
= σX (since f reflects zero)
implying fm
−1σM = σf−1M , since f
−1m ∈ M. This showsRflZero[A]
to be hereditary. 
Remark 2.9. In a pullback diagram P
fg //
gf

Z
g

X
f
// Y
where f reflects
zero, it is easy to see{
p ∈ SubM(P ) : ∃fgp = σZ
}
=
{
p ∈ SubM(P ) : ∃gf p = σX
}
.
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Hence fg reflects zero if and only if gf reflects zero.
2.3. Extensive Categories. The notion of an extensive category (see
Definition 2.11) was initiated in [2]. The present section recalls the
definitions and results which are relevant for the paper.
2.3.1. The Definition of Extensivity. In a category X with finite sums
and pullbacks along the coproduct injections, for objects X, Y ∈ X0
there is the functor (X ↓ X)× (X ↓ Y ) +X,Y−−−→ (X ↓ (X + Y )) defined
by
+X,Y
(
(A, a), (B, b)
)
= (A+B, a+ b)
on objects.
Evidently if X
ιX // X + Y oo
ιY
Y be a coproduct diagram and
A
a−→ X andB b−→ Y are morphisms of X then in the category (X ↓ X + Y ),
(A+B, a+b) = (A, ιX◦a)+(B, ιY ◦b). Thus in a commutative diagram
of the form:
(??) A
f //
a

C oo
g
h

B
b

X ιX
// X + Y oo ιY Y
,
the top row is a coproduct diagram in X if and only if in the category
(X ↓ (X + Y )) the diagram (A, ιX◦a) f // (C, h) oo g (B, ιY ◦b) is a
coproduct.
Proposition 2.10. [2, Proposition 2.2]
The following statements are equivalent in any category X with finite
coproducts:
(a) The functor (X ↓ X)× (X ↓ Y ) +X,Y−−−→ (X ↓ (X + Y )) is an
equivalence of categories.
(b) The category X admit pullbacks along coproduct injections
and for any commutative diagram of the form (??) the top row
is a coproduct if and only if the two squares are pullback squares.
Definition 2.11. A category X with finite sums is said to be extensive
if for each X, Y ∈ X0 any of the equivalent conditions (a) or (b) of
Proposition 2.10 is true.
2.3.2. Extensivity in Categories With Terminal Object. In categories
with terminal object the determination of extensivity is simpler:
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Proposition 2.12. [2, Proposition 4.1] A category X with finite sums
and terminal object is extensive if and only if the functor X× X
+1,1−−−→ (X ↓ (1 + 1))
is an equivalence of categories.
2.3.3. Extensivity and Universal Disjoint Sums.
Definition 2.13. Given the coproduct diagram A
ιA // A+B oo
ιB
B
in a category X with finite sums, the coproduct is said to be:
(i) disjoint if the coproduct injections ιA and ιB are monomorphisms,
pullbacks along the coproduct injections ιA and ιB exist and the
pullback of ιA along ιB is 
iB //
iA

B
ιB

A ιA
// A+B
.
(ii) universal if pullbacks along the coproduct injections ιA and
ιB exist and for any commutative diagram:
· //

· oo

·

A ιA
// A+B oo ιB B
where the squares are pullback squares, the top row is a coprod-
uct diagram as well.
Proposition 2.14 ([2, Proposition 2.14]). A category X with finite
sums and pullbacks along coproduct injections is extensive if and only
if the sums are universal and disjoint.
2.3.4. Distributive Categories. Let X be a category with finite products
and sums. Given any three objects A, B and C there is the canonical
morphism:
(††) (A×B) + (A× C)
δ=
1A × ιB
1A × ιC
=
p1 ιB◦p2
p′1 ιC◦p′2

// A× (B + C)
where A×B p1−→ A, A×B p2−→ B, A× C p
′
1−→ A and A× C p
′
2−→ C are
the product projections.
Definition 2.15. A category X with finite sums and products is said
to be distributive if the canonical morphism δ of (††) is an isomorphism.
In any distributive category the initial object is strict 1, the coprod-
uct injections are monomorphisms.
1The initial object  is strict if hom (A,) 6= ∅ implies A ≈ .
FINITE SUM OF SUBOBJECTS 15
Proposition 2.16 ([2, Proposition 4.5]). Every extensive category with
finite products is distributive.
2.3.5. Extensive Categories With Finite Limits.
Definition 2.17. A finitely complete extensive category is said to be
lextensive.
Since the forgetful functor (X ↓ A) U−→ X create and preserve all con-
nected limits and creates all colimits each (X ↓ A) have finite sums,
binary products (which are given by pullbacks in X), terminal object
(which is (A,1A)), pullbacks, . . . . Hence:
Proposition 2.18 ([2, Proposition 4.8 & Corollary 4.9]). A category
is lextensive if and only if locally distributive2 and has disjoint sums.
In particular, every lextensive category is locally lextensive3.
3. Subobjects of Sum
3.1. Sum of Monomorphisms. In any finitely complete category the
set Sub(X) of subobjects of an object X is a partially ordered set with
finite meets — the meets being computed using pullbacks. In presence
of a strict initial object , the unique morphism 
iX−−→ X from the
initial object toX is a monomorphism and hence the smallest subobject
of X. Hence each Sub(X) is a partially ordered set with both smallest
element (namely iX) and largest element (namely 1X).
Lemma 3.1. In any category X with an initial object and pullbacks,
the initial object  is strict if and only if for each morphism X
f−→ Y of
X, f−1iY = iX . ///
Proof. Assume the initial object  is strict.
For any morphism X
f−→ Y the diagram 
iX


iY

X
f
// Y
trivially
commutes. If u and v be morphisms such that f◦v = iY ◦u, then strict-
ness of  forces u to be an isomorphism with u−1 = idomu. Hence
v◦u−1 = v◦idomu = iX , proving the square to be a pullback square.
Hence f−1iY = iX .
Conversely, if for each morphism X
f−→ Y of X, f−1iY = iX , then
for a morphism P
u−→  of X, iP = u−1i = u−11 is an isomorphism.
2A category X is locally distributive if each (X ↓ X) is distributive.
3A category X is locally lextensive if each (X ↓ X) is lextensive.
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Hence 1 = u◦iP ⇒ u = iP−1, proving u is an isomorphism. Hence
the initial object  is strict. 
If X be a lextensive category then from Proposition 2.16 the initial
object  is strict. Thus for every morphism X
f−→ Y of a lextensive X,
the preimage Sub(Y )
f−1−−−→ Sub(X) preserves the smallest subobject.
Theorem 3.2. In any extensive category the family of functions{
Sub(X + Y )
ιX,Y =(ιX
−1
,ιY
−1
)
// Sub(X)×Sub(Y )
}
X,Y ∈X0
produce a natural isomorphism:
Xop × Xop
Sub(−+−)
//
Sub(−)×Sub(−)
//
Posι'  .
Proof. Immediate from the fact in any extensive category the family{
Sub(X)×Sub(Y ) +X,Y−−−→ Sub(X + Y )
}
X,Y ∈X0
is a natural isomorphism and ιX,Y = +X,Y
−1. 
3.2. The Structure of Sub(X + Y ). The condition of lextensivity of
X ensures some extra structure on the partially ordered set of subob-
jects of finite sums. As already observed for a lextensive category X
each Sub(X) is a partially ordered set with smallest element and each
preimage Sub(cod f)
f−1−−−→ Sub(dom f) preserves the smallest element.
This brings in the category Pos0, the category of partially ordered
sets with smallest element and order preserving maps which preserve
the smallest element. Evidently the singleton partially ordered set
Z = {0} is the zero object of Pos0, and for every P and Q in Pos0,
P
Pζ
//
ζP,Q
66Z
ζQ // Q is the zero morphism in Pos0.
Theorem 3.3. In a lextensive category X for objects X and Y define
the functions Sub(X)
LX−−→ Sub(X + Y ) and Sub(Y ) RY−−→ Sub(X + Y )
by
LX(m) = m+ iY , for m ∈ Sub(X)(3.1)
and
RY (n) = iX + n, for m ∈ Sub(Y ).(3.2)
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Then LX and RY are morphisms of Pos0 such that
(3.3)
ιX
−1◦LX = 1Sub(X)
ιY
−1◦RY = 1Sub(Y )
}
and
(3.4)
ιX
−1◦RY = ζSub(Y ),Sub(X)
ιY
−1◦LX = ζSub(X),Sub(Y ).
}
.
Furthermore, for each p ∈ Sub(X + Y ):
(3.5) p = LX(ιX
−1p) ∨RY (ιY −1p),
in the partial order of Sub(X + Y ).
Proof. Evidently LX and RY are both order preserving. Using exten-
sivity, iX+Y = iX + iY . Hence both LX and RY are morphisms of
Pos0.
Equations (3.3) & (3.4) are evident from the definition in (3.1) &
(3.2).
It remains to prove (3.5). Given the monomorphism P
p−→ X + Y
consider the diagram
PX
vX //
pX

P99
1PX+iPY
p

oo vY PY??
iPY
pY

PX uX //
pX
!!
PX + 
pX+iY
%%
oo uY 
iY

X ιX
// X + Y oo ιY Y
in which the bottom row is a coproduct diagram. The monomorphism
p is pulled back along the coproduct injections producing the mono-
morphisms pX and pY . Using extensivity, p = pX + pY = ιX
−1p +
ιY
−1p, P = PX + PY with vX and vY as coproduct injections. The
front slanting squares show the construction of LX(pX), which are
also pullback squares. The top slanting squares are also pullback
squares, providing the unique morphism 1PX + iPY to be the unique
morphism from PX +  to P . Hence LX(pX) = LX(ιX
−1p) ≤ p.
Similarly if 
u′X // + PY oo
u′Y
PY be the coproduct diagram then
+ PY
iPX+1PY−−−−−−→ P is the unique morphism effectingRY (pY ) = RY (ιY −1p) ≤
p.
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Let Q
q−→ X + Y be a monomorphism with the property LX(pX) ≤ q
and RY (pY ) ≤ q. Let PX +  cX−→ Q and + PY cY−→ Q be mono-
morphisms which effect the two relations, i.e., q◦cX = pX + iY and
q◦cY = iX + pY .
Consider now the diagram
PX
! tX
}}
vX //
pX

P
tX+tY
||
p

oo vY PY
! tY
}}
pY

QX v′X //
qX
!!
Q
q
""
oo v′Y QY
qY
!!
X ιX
// X + Y oo ιY Y
in which the hind vertical squares are as before, and the slanting front
squares are obtained on pulling back q along the coproduct injections
yielding the monomorphisms qX and qY . Using extensivity, q = qX+qY
with v′X and v
′
Y as coproduct injections. Since
q◦cX◦u′X = (pX + iY )◦u′X
= ιX◦pX
}
and
q◦cY ◦u′Y = (iX + pY )◦u′Y
= ιY ◦pY
}
there exist unique morphisms tX and tY such that
qX◦tX = pX
v′X◦tX = cX◦u′X
}
and
qY ◦tY = pY
v′Y ◦tY = cY ◦u′Y
}
.
Since both the rows of the top slanting face are coproduct diagrams
using the isomorphism in Theorem 3.2, tX + tY ∈ Sub(Q) is the unique
morphism which makes the top slanting squares to commute. Further-
more
q◦(tX + tY )◦vX = q◦v′X◦tX
= q◦cX◦u′X
= ιX◦pX
= p◦vX
 and
q◦(tX + tY )◦vY = q◦v′Y ◦tY
= q◦cY ◦u′Y
= ιY ◦pY
= p◦vY

imply q◦(tX + tY ) = p. Hence p ≤ q proving p = pX ∨ pY , as required.
This completes the proof. 
Remark 3.4. The category Pos0 although pointed is not enriched in
the category CMon of commutative monoids. Hence
Sub(X)
LX //
ιX
−1
// Sub(X + Y )
oo RY
ιY
−1
// Sub(Y )
just falls short of a biproduct.
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4. Closure Operation and Closed Morphisms
The investigation of a closure operator (see Definition 4.1 below)
initiated on the set of subsets of a set. This led to the description of
categorical closure operators (see Definition 4.1 below) in [19].
Definition 4.1. (a) A closure operator on a partially ordered set
P is a monotonic function P
c−→ P such that the following con-
ditions are satisfied.
(C-1) (Extensionality) x ≤ c(x), for all x ∈ P .
(C-2) (Idempotence) c◦c = c.
The closure operator P
c−→ P is said to be a Kuratowski clo-
sure operator if P admit finite joins and it further satisfies
(C-3) (Additivity) c(x ∨ y) = c(x) ∨ c(y).
(b) A categorical closure operator C for a category X with a proper
(E,M)-factorisation structure is a family C =
(
SubM(X)
cX−→ SubM(X)
)
X∈X0
of monotonic functions each of which satisfy the extensionality
condition ((C-1) above) and the condition:
(C-4) (Continuity) For all X
f−→ Y in X and all m ∈ SubM(X)
∃
f
cX(m) ≤ cY (∃fm)
.
The categorical closure operator C is said to be:
(C-5) grounded if for each X ∈ X0, cX(σX) = σX .
(C-6) additive if for each X ∈ X0, cX is additive, in the sense of
(C-3) above.
Remark 4.2. Clearly if P
c−→ P is a closure operator on P and P has
largest element 1, then c(1) = 1 from extensionality.
The condition of idempotency was not used in the definition of a
closure operator in [25] and hence its exclusion from the definition of
a categorical closure operator in Definition 4.1 (b) above.
Remark 4.3. In the investigation of categorical closure operators as
in [17] and similarly in many instances in literature (see for instance in
[24], [19], [15], [16], [13], [3], [9], [4], [5], [12], [11], [14], [26], [10], [6], [7],
[8], [27], [18] and the references of work therein), the closure operation is
given on each object and is subject to the conditions of monotonicity,
(C-1) & (C-4). Sometimes the extra conditions of idempotence and
additivity or grounded are also added.
In this paper, a categorical closure operation is defined in terms of
the preneighbourhood system on an object X (Definition 4.4 below).
The closure operation would be a structure endowed on an object as a
consequence of the additional structure of a preneighbourhood system
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on it. The statement for the condition of continuity (C-4) is therefore
not expected to be satisfied by every morphism. We shall show that
the condition (C-4) is satisfied by preneighbourhood morphisms which
reflect zero (see Theorem 4.5).
Furthermore, the closure operator SubM(X)
clµ−−→ SubM(X) defined in
this paper (see Definition 4.4 below) is a Kuratowski closure operation,
under a very mild restriction.
4.1. Closure Operation from Preneighbourhoods. In this sub-
section a closure operation is defined in terms of the preneighbourhood
system on an object. We show that it is a closure operator in the sense
of Definition 4.1 (a).
Definition 4.4. Given any admissible subobject p ∈ SubM(X) define:
(4.1) clµp =
∨{
x ∈ SubM(X)6=1 : u ∈ µ(x)⇒ u ∧ p 6= σX
}
.
Theorem 4.5. Given any internal preneighbourhood space (X,µ) equa-
tion (4.1) defines a grounded closure operator SubM(X)
clµ−−→ SubM(X)
on the lattice SubM(X).
Furthermore, if (X,µ)
f−→ (Y, φ) be a preneighbourhood morphism with
f reflecting zero then it is continuous in the sense:
(4.2) ∃
f
clµp ≤ clφ∃fp, for all p ∈ SubM(X).
Proof. Since u∧σX = σX for every u ∈ SubM(X), the equation clµσX =
σX follows.
If p 6= σX then u ∈ µ(p)⇒ p ≤ u⇒ u∧p = p 6= σX implies p ≤ clµp.
This proves extensionality.
Let p ≤ q. If x ∈ SubM(X) such that u ∈ µ(x) ⇒ u ∧ p 6= σX , then
for any u ∈ µ(x), u ∧ q ≥ u ∧ p 6= σX . Hence clµp ≤ clµq, proving the
function to be monotonic.
To prove the idempotence, since:
clµclµp =
∨{
x ∈ SubM(X) 6=1 : u ∈ µ(x)⇒ u ∧ clµp 6= 0
}
,
to prove the inequality clµclµp ≤ clµp it is enough to show:(
u ∈ µ(x)⇒ u ∧ clµp 6= σX
)
⇒ x ≤ clµp, for any x ∈ SubM(X).
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Choose and fix a x ∈ SubM(X) such that for each u ∈ µ(x), u∧clµp 6=
σX . Since:
x ≤ clµp⇔ x ∨ clµp ≤ clµp
⇔ x ∨
∨{
y ∈ SubM(X)6=1 : v ∈ µ(y)⇒ v ∧ p 6= σX
}
≤ clµp
⇔
∨{
x ∨ y : v ∈ µ(y)⇒ v ∧ p 6= σX
}
≤ clµp
⇔
((
v ∈ µ(y)⇒ v ∧ p 6= σX
)
⇒ x ∨ y ≤ clµp
)
.
For any y ∈ SubM(X) with the property for each v ∈ µ(y), v∧p 6= σX ,
we have for w ∈ µ(x∨y) ⊆ µ(x)∩µ(y), w∧clµp ≥ w∧p 6= σX implying
x ∨ y ≤ clµp, proving the claim.
Let (X,µ)
f−→ (Y, φ) be a preneighbourhood morphism such that f
reflects zero.
Since ∃
f
a f−1, ∃
f
preserves all joins and f−1 preserve all meets. In
particular
(?) ∃
f
clµp =
∨{∃
f
x : x ∈ SubM(X) and u ∈ µ(x)⇒ u ∧ p 6= σX
}
.
Choose and fix p, x ∈ SubM(X) such that u ∈ µ(x)⇒ u ∧ p 6= σX .
Let v ∈ φ(∃
f
x). Since f is a preneighbourhood morphism f−1v ∈
µ(x)⇒ p ∧ f−1v 6= σX .
Now p ∧ f−1v ≤ f−1∃
f
p ∧ f−1v = f−1(∃
f
p ∧ v) ⇔ ∃
f
(
p ∧ f−1v) ≤
v ∧ ∃
f
p. Since f reflects zero, p ∧ f−1v 6= σX ⇒ ∃f (p ∧ f−1v) 6= σY .
Hence v ∧ ∃
f
p 6= σY .
Hence, ∃
f
x ≤ clφ∃fp.
Since this is true of all x ∈ SubM(X) with u ∈ µ(x)⇒ u∧p 6= σX , the
inequality ∃
f
clµp ≤ clφ∃fp follows from (?). This proves the continuity
of f and completes the proof of the theorem. 
Remark 4.6. The adjunction ∃
f
a f−1 shows equation (4.2) is equiv-
alent to
(4.3) clµf
−1q ≤ f−1clφq, for all q ∈ SubM(Y ).
Remark 4.7. LetReflZero
[
pNbd[BbA]
]
be the subcategory of pNbd[A],
the objects of which are all internal preneighbourhood spaces and mor-
phisms are those preneighbourhood morphisms which reflect zero. The
family {
SubM(X)
clµ−−→ SubM(X)
}
(X,µ)∈pNbd[A]
0
is an idempotent and grounded categorical closure operator.
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4.2. Additivity of Closure. In this section the additivity of the clo-
sure operation defined in Definition 4.4 is established under a mild
condition.
Definition 4.8. Given an internal preneighbourhood space (X,µ) an
admissible subobject p ∈ SubM(X) is said to be µ-closed if p = clµp.
The (possibly large) set of all µ-closed subobjects of SubM(X) is
denoted by Cµ.
Clearly σX ,1X ∈ Cµ. Further, since clµ is order preserving, for
any admissible subobject p ∈ SubM(X), clµp is the smallest µ-closed
subobject of X such that p ≤ clµp. As a consequence, Cµ is closed
under arbitrary meets — given any family
(
pi
)
i∈I of closed subobjects
of X: ∧
i∈I
pi ≤ pi
⇒ clµ
(∧
i∈I pi
) ≤ clµpi = pi
⇒ clµ
(∧
i∈I pi
) ≤∧
i∈I
pi.
A deeper issue is about closure under finite joins. Towards this, the
first step is to provide an alternative description of closure:
(†)
x ≤ clµp⇔
(
u ∈ µ(x)⇒ u ∧ p 6= 0
)
⇔ µ(x) ∨ ↑ p 6= 1
⇔ (∃F ∈ Fil(X)6=1)
(
p ∈ F and µ(x) ⊆ F).
Theorem 4.9. Assume every filter F ∈ Fil(X) is contained in a prime
filter P ∈ Fil(X).
Given the assumption, the closure operation SubM(X)
clµ−−→ SubM(X)
is additive, i.e.,
(4.4) clµ(p ∨ q) = clµp ∨ clµq.
In particular, Cµ is closed under finite joins.
Proof. Since clµ is order preserving, clµp ∨ clµq ≤ clµ(p ∨ q) is always
true.
Using (†), under the assumption made on Fil(X), x ≤ clµ(p ∨ q)
is equivalent to the existence of a prime filter P ∈ Fil(X) such that
p ∨ q ∈ P and µ(x) ⊆ P . Since P is prime either p ∈ P or q ∈ P ,
implying either x ≤ clµp or x ≤ clµq. Hence, clµ(p ∨ q) ≤ clµp ∨ clµq,
completing the proof.

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Remark 4.10. Recall a filter P in a lattice L is prime if P 6= L and
x ∨ y ∈ P implies either x ∈ P or y ∈ P . In the presence of Ax-
iom of Choice, every filter extends to a prime filter, provided there
exists a prime filter containing the given filter. However, even in the
presence of Axiom of Choice, the existence of a prime filter containing
a given filter is a deeper issue and seems undecided unless the lattice
is distributive. Hence the real content in the assumption made above
is in the existence of a prime filter containing each filter.
The question becomes more involved in the case of partially ordered
sets and [20] investigates such issues for classes X of partially ordered
sets with respect to the following statements. The statements are for
ideals, which are order theoretic duals of a filter.
Prime Ideal Theorem: (PIT[X ]) Each non-empty and non-singleton
poset S ∈ X has a prime ideal.
Prime Ideal Containment Theorem: (PIC[X ]) For any S ∈ X ,
every proper ideal of S is contained in a prime ideal.
Prime Ideal Representation Theorem: (PIR[X ]) For any S ∈ X ,
every ideal in S is an intersection of prime ideals.
Prime Ideal Separation Theorem: (PIS[X ]) For any S ∈ X , if I
be an ideal of S and D be a down set4 of S such that I ∩D = ∅
then there exists a prime ideal P of S such that I ⊆ P and
P ∩D = ∅.
In each of the statements above, replacing each prime by maximal
yields the corresponding statements MIT[X ], MIC[X ], MIR[X ] and
MIS[X ] respectively.
The implications:
PIS[X ] +3 PIR[X ] +3 PIC[X ] +3 PIT[X ]
MIS[X ] +3 MIR[X ] +3 MIC[X ] +3 MIT[X ]
are proved, with none of the reverse implications possible. Figure 3
reproduces the gist of the implications in several classes of posets from
the paper.
In view of above, since the lattices of admissible subobjects are as-
sumed merely to be complete lattices, the assumption of existence of a
prime filter containing a given filter is crucially required.
4A subset D ⊆ S of a partially ordered set S is a down set if x ≤ d ∈ D ⇒ x ∈ D.
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Remark 4.11. In the case when Fil(X) is distributive:
µ(x) ∨ ↑ (p ∨ q) = µ(x) ∨ (↑ p ∩ ↑ q) = (µ(x) ∨ ↑ p) ∩ (µ(x) ∨ ↑ q).
Evidently, a finite intersection of filters is proper if and only if at
least one of the filters is proper. Consequently, (†) immediately implies
the additivity of the closure operation clµ.
However from [22, Theorem 1.2] or [21, Proposition 2.7(d)] it is
known that Fil(X) is distributive if and only if SubM(X) is distribu-
tive. Thus, the assumption of existence of a prime filter containing
any given filter, is actually a weaker version of distributivity as already
expressed in [20].
4.3. Transitivity of Closure. Let M
m−→ X be an admissible subob-
ject and (X,µ) an internal preneighbourhood space. Since pNbd[A] is
topological over A (see Proposition 2.2(c)) µ
∣∣
M
is the smallest preneigh-
bourhood system on M such that M
m−→ X is a preneighbourhood mor-
phism (see Corollary 2.5).
Lemma 4.12. Let the pullback of g along f be denoted by
X ×Z Y
fg //
gf

Y
g

X
f
// Z
.
The following statements are true:
(a) For any admissible subobject M
m−→ X, m−1◦∃m = 1SubM(domm).
(b) For admissible subobjects A
a−→M m−→ X and U u−→ X, (m◦a)m =
a and uma = um◦a.
(c) For admissible subobjects A
a−→M m−→ X and U u−→ X, um ≤
a⇔ m ∧ u ≤ m◦a.
(d) For any object X of A, SubM(X) is a frame if and only if for
each m ∈ SubM(X), m−1 preserve joins.
///
Proof. (a) Follows from the pullback diagram A
a

A
m◦a

M m
// X
,
for admissible subobjects A
a−→M m−→ X.
(b) The first part follows from the pullback diagram in the proof of
(a) and the convention for pullback squares adopted.
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The second part follows from the pullback square
(?) A ∧ U ∧M aum //
uma

a∧um
&&
U ∧M mu //
um

u∧m
##
U
u

A a
// M m
// X
.
(c) From the pullback square (?), um ≤ a⇔ m◦um = u∧m ≤ m◦a.
(d) See [21, Theorem 2.11(a) & Corollary 2.13].

The purpose of this section is, given the internal preneighbourhood
space (X,µ) and admissible subobjects A
a−→M m−→ X, to compare the
admissible subobjects m◦cl
µ
∣∣
M
a and clµ(m◦a) of X.
Theorem 4.13. Given the admissible subobjects A
a−→M m−→ X, a of
M and m ∈ Cµ:
(4.5) m◦cl
µ
∣∣
M
a = clµ(m◦a).
If m−1 preserve arbitrary joins then for every m ∈ SubM(X):
(4.6) m◦cl
µ
∣∣
M
a = m ∧ clµ(m◦a)
In particular, if a ∈ C
µ
∣∣
M
and m ∈ Cµ then m◦a ∈ Cµ, so that
µ-closure is transitive.
Proof. Let A
a−→M m−→ X be admissible subobjects.
Since (M,µ
∣∣
M
)
m−→ (X,µ) reflects zero (Proposition 2.8), for any a ∈
SubM(M), Theorem 4.5 equation (4.2) assures the inequality
∃mclµ∣∣
M
a = m◦cl
µ
∣∣
M
a ≤ clµ(∃ma) = clµ(m◦a).
Choose and fix x ∈ SubM(X)6=1 be such that:
(†) u ∈ µ(x)⇒ u ∧ (m◦a) 6= σX .
Since:
u ∧ (m◦a) = m ◦ (u ∧ (m◦a))
m
= m ◦ (um ∧ a)
= m ◦ a ◦ um◦a
u ∧ (m◦a) 6= σX implies a ∧ um 6= σM and hence u ∧m 6= σX .
Taking u ∈ µ(x) as in (†), since um ∈ µ
∣∣
M
(xm) and are the ones
which generate every element of µ
∣∣
M
(xm), one concludes from xm ≤
cl
µ
∣∣
M
a (from a ∧ um 6= σM) and x ≤ clµm (from u ∧m 6= 0).
If m ∈ Cµ then x ≤ m and hence using Lemma 4.12(c):
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xm ≤ clµ∣∣
M
a⇔ x ∧m ≤ m◦cl
µ
∣∣
M
a⇒ x ≤ m◦cl
µ
∣∣
M
a.
Since this is true for every x ∈ SubM(X) satisfying (†),
clµ(m◦a) =
∨{
x ∈ SubM(X)6=1 : x satisfies (†)
} ≤ m◦cl
µ
∣∣
M
a.
Now it remains to prove (4.6).
From Lemma 4.12(d), m−1 preserves arbitrary joins if and only if
m ∧ − preserves arbitrary joins.
For any x ∈ SubM(X) satisfying (†) it is known x ≤ clµm and
x ∧m ≤ m◦cl
µ
∣∣
M
a.
Since clµ(m◦a) =
∨{
x ∈ SubM(X)6=1 : x satisfies (†)
}
, and m ∧ −
preserves arbitrary joins:
m∧clµ(m◦a) =
∨{
x∧m : x ∈ SubM(X) 6=1 and satisfies (†)
} ≤ m◦cl
µ
∣∣
M
a.
The continuity of m ensures the other inequality, thereby completing
the proof of (4.6). 
Corollary 4.14. Let (X,µ) be an internal preneighbourhood space.
Assume every filter on X is contained in a prime filter on X.
If m ∈ Cµ then the assignment a 7→ clµ(m◦a) is a monotone map
from C
µ
∣∣
M
to Cµ preserving finite joins.
Remark 4.15. The statement in (4.6) is the situation in case of usual
topological spaces which are none else than special cases of internal
preneighbourhood spaces of the context (Set, Surjections, Injections).
4.4. Pullback Stability of Closure. Let (X,µ)
f−→ (Y, φ) be a preneigh-
bourhood morphism such that f reflects zero. Given m ∈ SubM(Y )
consider the pullback:
f−1M
fm //
f−1m

M
m

X
f
// Y
.
Since f is a preneighbourhood morphism reflecting zero, Theorem
4.5 implies its continuity, i.e., ∃
f
clµf
−1m ≤ clφ∃ff−1m ≤ clφm, and
hence clµf
−1m ≤ f−1clφm from ∃f a f−1.
Theorem 4.16. If (X,µ)
f−→ (Y, φ) be a preneighbourhood morphism
with f reflecting zero then Cφ
f−1−−−→ Cµ is an arbitrary meet preserving
function with Cµ
clφ∃f−−−−→ Cφ as its left adjoint.
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Proof. If (X,µ)
f−→ (Y, φ) be a preneighbourhood morphism with f re-
flecting zero then it is continuous as already observed. Hence the func-
tion Cφ
f−1−−−→ Cµ is well defined.
Since f−1 preserves arbitrary meets and Cµ is closed under arbitrary
meets, Cφ
f−1−−−→ Cµ preserves arbitrary meets. Hence there is a left
adjoint. Furthermore, for any p ∈ Cµ and m ∈ Cφ:
p ≤ f−1m⇔ ∃
f
p ≤ m⇔ clφ∃fp ≤ m,
proving Cµ
clφ∃f−−−−→ Cφ to be the left adjoint.

Corollary 4.17. If (X,µ)
f−→ (Y, φ) be a preneighbourhood morphism
such that f reflects zero then for any family
(
mi
)
i∈I of µ-closed admis-
sible subobjects of X:
(4.7)
∨
i∈I
mi ∈ Cµ ⇒ clφ
(∨
i∈I ∃fmi
)
=
∨
i∈I
clφ(∃fmi).
4.5. Closed Morphisms. Having defined a closure operation for ev-
ery internal preneighbourhood space the most natural entity for a closed
morphism would be one which preserves this.
Definition 4.18. Let (X,µ) and (Y, φ) be internal preneighbourhood
spaces.
A morphism X
f−→ Y of A is said to be a closed if:
p ∈ Cµ ⇒ ∃fp ∈ Cφ.
The (possibly large) set of closed morphisms is denoted by Aclosed.
Theorem 4.19. Let (X,µ) and (Y, φ) be internal preneighbourhood
spaces.
A morphism X
f−→ Y of A is a closed morphism if and only if
(4.8) clφ(∃fp) ≤ ∃f clµp, for all p ∈ SubM(X).
Proof. Immediate since clµp is the smallest closed subobject containing
p ∈ SubM(X). 
As an immediate consequence of continuity of preneighbourhood
morphisms reflecting zero in Theorem 4.5:
Corollary 4.20. If (X,µ)
f−→ (Y, φ) be a morphism of internal preneigh-
bourhood spaces with f reflecting zero then f is a closed morphism if
and only if for every p ∈ SubM(X), ∃f clµp = clφ∃fp.
As an immediate consequence of Theorem 4.13:
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Corollary 4.21. An admissible subobject M
m−→ X of an internal preneigh-
bourhood space (X,µ) is a closed morphism if and only if m ∈ Cµ.
Remark 4.22. Given an internal preneighbourhood space (X,µ), m ∈
Cµ is called a closed embedding.
4.5.1. Properties of Closed Morphisms.
Theorem 4.23. Let H ⊆ R ⊆ Aclosed, where R is the set of all closed
preneighbourhood morphisms which reflect zero and H is the set of all
the morphims in R which additionally are hereditarily in E.
The set Aclosed of closed morphisms contain all isomorphisms, is com-
position closed, is right H cancellable and R is closed hereditary.
Proof. Let (X,µ), (Y, φ) be internal preneighbourhood spaces andX
f−→ Y
be an isomorphism in A. Since f is an isomorphismSubM(X)
∃
f−→ SubM(Y )
is an isomorphism of partially ordered sets. Hence, for each p ∈
SubM(X):
∃
f
clµp = ∃f
(∨{
x ∈ SubM(X)6=1 : u ∈ µ(x)⇒ u ∧ p 6= σX
})
=
∨{
∃
f
x ∈ SubM(X) : u ∈ µ(x)⇒ u ∧ p 6= σX
}
=
∨{
y ∈ SubM(Y ) : v ∈ φ(y)⇒ v ∧ ∃fp 6= σY
}
(since ∃
f
is an isomorphism)
= clφ∃fp,
proving X
f−→ Y to be a closed morphism by Theorem 4.19. Hence
Iso(A) ⊆ Aclosed.
LetX
f−→ Y g−→ Z, where (X,µ), (Y, φ) and (Z, ψ) are internal preneigh-
bourhood spaces with f and g closed morphisms of A. For any p ∈
SubM(X):
clψ
(∃
g◦f p
)
= clψ
(∃g(∃fp))
≤ ∃gclφ(∃fp) (since g is a closed morphism, Theorem 4.19)
≤ ∃g∃f clµp (since g is a closed morphism, Theorem 4.19)
= ∃
g◦f clµp,
proving g◦f to be closed from Theorem 4.19. This proves Aclosed is
composition closed.
Let (X,µ), (Y, φ) and (Z, ψ) be internal preneighbourhood spaces
and X
f−→ Y g−→ Z be morphisms of A such that the composite g◦f
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is a closed morphism and f is a closed preneighbourhood morphism
hereditarily in E reflecting zero. Since f is hereditarily in E, ∃
f
◦f−1 =
1SubM(Y )
. Hence for any y ∈ SubM(Y )
clψ(∃gy) = clψ
(∃g(∃ff−1y)) (since f is hereditarily in E)
= clψ(∃g◦f f
−1y)
≤ ∃
g◦f clµ(f
−1y) (using Theorem 4.19, since g◦f is closed)
= ∃g∃f clµ(f−1y)
= ∃gclφ(∃ff−1y) (Corollary 4.20)
= ∃gclφy (since f is hereditarily in E),
implying from Theorem 4.19 g to be closed. This proves Aclosed is right
H cancellable.
Let (X,µ)
f−→ (Y, φ) be a closed preneighbourhood morphism such
that f reflects zero. Consider the diagram:
P
p //
fm
∣∣
P

f−1M
fm

f−1m
// X
f

∃
fm
P ∃
fm
p
// M m
// Y
in which the right hand square is the pullback of a closed subobject
m ∈ SubM(Y ) along f and p ∈ SubM(f−1M) is a closed subobject.
The left hand square depicts the (E,M)-factorisation of fm◦p.
Since f reflects zero, f−1m is a closed subobject of X using Theorem
4.16. Furthermore Proposition 2.8 implies fm also reflects zero.
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Since
m◦cl
φ
∣∣
M
(∃
fm
p) = clφ(m◦∃fmp)
(using (4.5), since m is closed)
= clφ
(∃m(∃fmp))
= clφ(∃m◦fmp)
= clφ(∃
f◦(f−1m)p)
= clφ
(∃
f
(∃
f−1m
p)
)
= clφ
(
∃
f
(
(f−1m)◦p))
= ∃
f
clµ
(
(f−1m)◦p)
(using Corollary 4.20, since f is closed)
= ∃
f
(f−1m)◦cl
µ
∣∣
f−1M
p
(using (4.5), since f−1m is closed)
= ∃
f
∃
f−1m
p
(since p is closed)
= ∃
f◦(f−1m)p
= ∃
m◦fmp
= m◦∃
fm
p,
and m ∈ M ⊆Mon(A), cl
µ
∣∣
M
∃
fm
p = ∃
fm
p. Consequently, from Corol-
lary 4.20, fm is a closed morphism. This proves R to be closed hered-
itary.
This completes the proof. 
Remark 4.24. The conclusions for Aclosed needs to be compared with
at least one similar approach in literature. In [14, §2.1, page 12] a cat-
egory A is considered along with a proper (E,M)-factorisation system
and a family F ⊆ A1 of morphisms which contains all isomorphisms,
is composition closed, is right Epi(A) cancellable and F ∩M is stable.
The morphisms in F were called closed morphisms.
Despite the contrast, both of these explain the situation in Top, since
in the context (Set, Surjections, Injections), topological spaces are
special internal preneighbourhood spaces. In this context, eachSubM(X)
is a complete Boolean algebra, each preimage f−1 preserves arbitrary
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joins and each epimorphism is pullback stable. The case for general
contexts is dealt with here, where SubM(X) is only assumed to be a
complete lattice, the preimage f−1 may not preserve arbitrary joins
and E may not be pullback stable.
Remark 4.25. Pullback stability of closed morphisms fails to be true,
even in Top: in the pullback R2
p2 //
p1

R

R // 1
, where R is the set of reals
with its usual order topology, none of the projections are closed maps
although the unique maps R −→ 1 are closed.
5. Extensivity in context
Throughout this section, let A = (A,E,M) be a given context in
which A is assumed to be lextensive. Extensivity implies for each object
X the complete lattice SubM(X) is distributive. If (X,µ) is an internal
preneighbourhood space then the subset Cµ of µ-closed subobjects is
a sublattice (see Remark 4.11), and a complete ∧-subsemilattice of
SubM(X).
Given the internal preneighbourhood spaces (X,µ) and (Y, φ), the
natural isomorphism Sub(X + Y )
ιX,Y−−→ Sub(X)×Sub(Y ) of Theorem
3.2 restricts to order preserving injective functions on SubM(X + Y )
and Cµ+φ (see Corollary 2.4), both of which are still represented with
the same symbol ιX,Y .
Theorem 5.1. Let (X,µ) and (Y, φ) be internal preneighbourhood spaces
such that the coproduct injections in
X
ιX // X + Y oo
ιY
Y
reflect zero.
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Then in Pos there is the diagram:
(5.1) Sub(X)×Sub(Y )
+X,Y =ιX,Y
−1
//
oo
ιX,Y =(ιX
−1
,ιY
−1
)
OO
in
cl
u
si
o
n
Sub(X + Y )
OO
in
cl
u
si
o
n
SubM(X)×SubM(Y )
∃ιX ∨∃ιY //
oo
ιX,Y =(ιX
−1
,ιY
−1
)
⊥
OO
in
cl
u
si
o
n
SubM(X + Y )OO
in
cl
u
si
o
n
Cµ × Cφ
clµ+φ(∃ιX ∨ ∃ιY ) //
oo
ιX,Y =(ιX
−1
,ιY
−1
)
⊥ Cµ+φ
.
In particular, for any m ∈ SubM(X), n ∈ SubM(Y ), p ∈ SubM(X + Y ),
u ∈ Cµ, v ∈ Cφ and w ∈ Cµ+φ:
(5.2)
∃ιX ιX−1p ∨ ∃ιY ιY −1p = p
ιX
−1(∃ιXm ∨ ∃ιY n) ≤ m
ιY
−1(∃ιXm ∨ ∃ιY n) ≤ n
 and
clµ+φ
(∃ιX ιX−1w ∨ ∃ιY ιY −1w) = w
ιX
−1clµ+φ
(∃ιXu ∨ ∃ιY v) ≤ u
ιY
−1clµ+φ
(∃ιXu ∨ ∃ιY v) ≤ v
 .
Proof. Given any m ∈ SubM(X), n ∈ SubM(Y ) and p ∈ SubM(X + Y ):
(m,n) ≤ ιX,Y (p)⇔ m ≤ ιX−1p and n ≤ ιY −1p
⇔ ∃ιXm ≤ p and ∃ιY n ≤ p
⇔ ∃ιXm ∨ ∃ιY n ≤ p,
completing the proof the adjunction (∃ιX ∨ ∃ιY ) a ιX,Y .
Given u ∈ Cµ, v ∈ Cφ and w ∈ Cµ+φ:
(u, v) ≤ ιX,Y (w)⇔ u ≤ ιX−1w and v ≤ ιY −1w
⇔ ∃ιXu ≤ w and ∃ιY v ≤ w
⇔ ∃ιXu ∨ ∃ιY v ≤ w
⇔ clµ+φ(∃ιXu ∨ ∃ιY v) ≤ w,
completing the proof of the adjunction clµ+φ(∃ιX ∨ ∃ιY ) a ιX,Y .
Since ιX,Y is injective, its left adjoint ∃ιX ∨ ∃ιY (respectively, its left
adjoint clµ+φ(∃ιX ∨ ∃ιY )) is a candidate for its left inverse and hence for
any p ∈ SubM(X + Y ), p = ∃ιX ιX−1p∨ ∃ιY ιY −1p (respectively, for any
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w ∈ Cµ+φ, clµ+φ
(∃ιX ιX−1w ∨ ∃ιY ιY −1w) = w). The other inequalities
are immediate from the established adjunctions. 
Remark 5.2. The extra condition of coproducts reflecting zero in The-
orem 5.1 is only required to define the order preserving functions ιX,Y
and clµ+φ(∃ιX ∨ ∃ιY ).
5.1. Factoring Sum of Morphisms.
Theorem 5.3. In the context A, for any two morphisms A a−→ X and
B
b−→ Y if
(∃ιX a∃ιY b
)
=
(∃ιX a ∨ ∃ιY b)◦e is the (E,M)-factorisation of(∃ιX a∃ιY b
)
then
(5.3) a+ b =
(∃ιX a ∨ ∃ιY b)◦e◦(ιX∣∣A + ιY ∣∣B),
is the (E,M)-factorisation of a+ b.
In particular, a+ b ∈ M if and only if a+ b = ∃ιX a ∨ ∃ιY b.
Proof. Consider the diagram
A
a

ιA //
ιX
∣∣
A

A+B
a+b

oo ιB
ιX
∣∣
A
+ιY
∣∣
B
uu
B
b

ιY
∣∣
B

∃ιXAuX//
∃ιX a
,,
∃ιXA+ ∃ιY B oouY
e
$$
∃ιY B
∃ιX b

∃ιXA ∨ ∃ιY B
∃ιX a∨∃ιY b
""
X ιX
// X + Y oo ιY Y
where the top and the bottom rows are coproducts as shown, and a, b
are any two morphisms from A. The second row from the top exhibits
the coproduct of ∃ιXA and ∃ιY B, while the third row from the top
provides the description of the admissible subobject ∃ιX a ∨ ∃ιY b. The
composition (∃ιX a ∨ ∃ιY b)◦e provides the (E,M)-factorisation of the
unique morphism ∃ιXA+ ∃ιY B
∃ιX a∃ιY b

−−−−−→ X + Y . Furthermore, since
the two rows from the top are both coproducts there exists the unique
morphism ιX
∣∣
A
+ιY
∣∣
B
from E which makes the top squares to commute.
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Since
(∃ιX a ∨ ∃ιY b)◦e◦
(
ιX
∣∣
A
+ ιY
∣∣
B
)◦ιA = (∃ιX a ∨ ∃ιY b)◦e◦uX◦ιX∣∣A
= (∃ιX a)◦ιX
∣∣
A
= ιX◦a

and
(∃ιX a ∨ ∃ιY b)◦e◦
(
ιX
∣∣
A
+ ιY
∣∣
B
)◦ιB = (∃ιX a ∨ ∃ιY b)◦e◦uY ◦ιY ∣∣B
= (∃ιY b)◦ιY
∣∣
B
= ιY ◦b
 ,
a + b =
(∃ιX a ∨ ∃ιY b)◦e◦(ιX∣∣A + ιY ∣∣B) and is the (E,M)-factorisation
of a+ b.
In particular, if a + b ∈ M then e◦(ιX∣∣A + ιY ∣∣B) ∈ E ∩M = Iso(A)
and hence a + b = ∃ιX a ∨ ∃ιY b, proving the only if part of the second
statement. The if part of the statement is obviously trivial. 
As an immediate application of this along with Theorem 5.1 (page
31):
Corollary 5.4. If SubM(X + Y )
ιX,Y−−→ SubM(X)×SubM(Y ) is an isomorph-
ism of partially ordered sets then +X,Y = ∃ιX ∨ ∃ιY = ιX,Y −1.
Remark 5.5. The results of Theorem 5.1, Theorem 5.3 & Corollary
5.4 hold in any context irrespective of extensivity of A.
5.2. On the Sum of Admissible Monomorphisms.
Theorem 5.6. In the context A, the admissible monomorphisms are
closed under finite sums if and only if the monomorphisms in E between
finite sums are stable under pullbacks along coproduct injections.
Proof. First assume monomorphisms in E between finite sums are sta-
ble under pullbacks along coproduct injections.
Given the admissible subobjects mX ∈ SubM(X) and mY ∈ SubM(Y )
consider the diagram:
MX
mX

uX //
! e′X
  
M
m

oo uY
e′
!!
MY
mY

! e′Y

M ′X
m′X~~
vX // M ′
m′
}}
oo vY M ′Y
m′Y

X ιX
// X + Y oo ιY Y
in which both the rows are coproduct diagrams as shown, m = mX +
mY . Hence the vertical squares are both pullbacks from extensivity.
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Using Theorem 3.2, m ∈Mon(A).
Let m = m′◦e′ be the (E,M)-factorisation of m. Hence e′ ∈ E ∩
Mon(A).
The morphisms m′X and m
′
Y are the pullbacks of the admissible
morphism m′ along ιX and ιY respectively. Using extensivity again,
m′X +m
′
Y = m
′. Hence e′ ∈ E ∩Mon(A) is a morphism between finite
sums.
Since:
m′◦e′◦uX = m◦uX = ιX◦mX
m′◦e′◦uY = m◦uY = ιY ◦mY
}
,
there exist unique morphisms e′X and e
′
Y such that:
m′X◦e′X = mX
m′Y ◦e′Y = mY
}
and
vX◦e′X = e′◦uX
vY ◦e′Y = e′◦uY
}
.
Hence, e′X , e
′
Y ∈ M and all the squares of the diagram are pullback
squares.
Since
(
E ∩Mon(A))-morphisms between finite sums is stable under
pullbacks along coproduct injections, e′X , e
′
Y ∈ E ∩M = Iso(A).
Hence M = MX + MY ≈ MX′ + MY ′ = M ′ forcing e′ ∈ Iso(A).
Hence m ∈ M, proving the if part of the theorem.
Conversely assume admissible monomorphisms to be closed under fi-
nite sums. Hence for eachX, Y ∈ A0, SubM(X + Y ) ιX,Y−−→ SubM(X)×SubM(Y )
is an isomorphism of partially ordered sets with ιX,Y
−1 = +X,Y =
∃ιX ∨ ∃ιY .
Consider the diagram:
A
ιA //
a

eX

A+B oo
ιB
e

! p
  
B
b

eY

IX
mX
  
uX // I oo uY
m
~~
>>
!w
IY
mY

X ιX
// X + Y oo ιY Y
where the top and bottom row are coproduct diagrams as shown and
e ∈ E ∩Mon(A) is a morphism between finite sums.
Since e is a monomorphism, from Theorem 3.2 there exist unique
monomorphisms a ∈ Sub(X) and b ∈ Sub(Y ) such that e = a+ b, the
front vertical squares are pullback squares, ιX
−1e = a and ιY −1e = b.
Let a = mX◦eX and b = mY ◦eY be the (E,M)-factorisation for a
and b respectively.
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Since ιX,Y is an isomorphism, there exists the unique admissible mor-
phism m = mX +mY . Hence using extensivity, the slanting horizontal
squares are both pullback squares, I = IX +IY , uX and uY are coprod-
uct injections.
Since the top row is a coproduct, there exists the unique morphism
p such that p◦ιA = uX◦eX , p◦ιB = uY ◦eY and p = eX + eY .
Hence, the slanting top squares are pullback squares.
Since
m◦p◦ιA = m◦uX◦eX
= ιX◦mX◦eX
= ιX◦a
 and
m◦p◦ιB = m◦uY ◦eY
= ιY ◦mY ◦eY
= ιY ◦b

it follows from the front vertical squares that e = a+ b = m◦p.
Since e ∈ E and e ↓ m, e = m◦p forces the existence of the unique
morphism w such that p = w◦e and m◦w = 1X+Y .
Hence m is a split epimorphism, proving m ∈ E ∩M = Iso(A) with
w = m−1.
Consequently, mX = ιX
−1m and mY = ιY −1m are also isomor-
phisms, proving a, b ∈ E.
This proves a, b ∈ E ∩Mon(A) and completes the proof of the theo-
rem. 
5.3. On the Sum of Closed Morphisms.
Theorem 5.7. Given the internal preneighbourhood spaces (X,µ) and
(Y, φ) in the context A, the restriction Cµ+φ ιX,Y−−→ Cµ × Cφ is an isomor-
phism of partially ordered sets if and only if the coproduct injections are
closed morphisms reflecting zero and finite sum of closed embeddings is
an admissible morphism.
Proof. Assume Cµ+φ
ιX,Y−−→ Cµ × Cφ is an isomorphism of partially or-
dered sets. Then for each a ∈ Cµ and b ∈ Cφ there exists a unique
c ∈ Cµ+φ such that a = ιX−1c and b = ιY −1c.
Using extensitivity (Theorem 2.10) and Theorem 5.3, c = a + b =
∃ιX a∨∃ιY b. Hence from Theorem 5.1, ιX,Y −1 = clµ+φ(−+−) = +X,Y .
In particular, for any a ∈ Cµ and b ∈ Cφ
clµ+φ∃ιX a = clµ+φ(a+ σY )
= a+ σY
= ∃ιX a
 and
clµ+φ∃ιX b = clµ+φ(σX + b)
= σX + b
= ∃ιY b

proving the coproduct injections to be closed morphisms. Since ιX,Y is
an isomorphism of partially ordered sets
ιX,Y (σX+Y ) = (ιX
−1σX+Y , ιY −1σX+Y ) = (σX , σY ),
implying the coproduct injections reflect zero.
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On the contrary, if the coproduct injections ιX and ιY are closed
morphisms in A reflecting zero and a ∈ Cµ, b ∈ Cφ ⇒ a + b ∈ M
then for each (a, b) ∈ Cµ × Cφ, using Theorem 5.3 and Remark 4.11,
clµ+φ(a+ b) = clµ+φ(∃ιX a ∨ ∃ιY b) = ∃ιX a ∨ ∃ιY b = a + b, proving
Cµ+φ
ιX,Y−−→ Cµ × Cφ to be an isomorphism of partially ordered sets from
Theorem 5.1. 
5.4. Consequences of the Isomorphisms. In this section conse-
quences of the isomorphisms ιX,Y on SubM(X + Y ) and Cµ+φ dealt
above are obtained.
5.4.1. Effect on Factorisations. The (E,M)-factorisation factorisation
of f + g is already achieved in Theorem 5.3. In presence of extensivity
it becomes clearer.
Theorem 5.8. In the context A, if SubM(X + Y ) ιX,Y−−→ SubM(X)×SubM(Y )
is an isomorphism of partially ordered sets, then for any A
f−→ X and
B
g−→ Y , with f = mX◦eX and g = mY ◦eY the (E,M)-factorisation of
f and g respectively, the (E,M)-factorisation of f + g is (f + g) =
(mX +mY )◦(eX + eY ).
Proof. Consider the diagram in Figure 1 where
(a) The coproducts X+Y and A+B are presented in the bottom
and top rows. Further, the morphisms f and g from A are given.
(b) Let f = mX◦eX and g = mY ◦eY be the (E,M)-factorisation
for f and g, respectively.
(c) Given the admissible subobjects mX ∈ SubM(X), mY ∈
SubM(Y ), the coproduct of mX and mY is being formed.
Since +X,Y is an isomorphism, mX+mY ∈ SubM(X + Y ) and
using extensivity the squares forming the coproduct I = IX+IY
are both pullback squares.
(d) Since A
iX◦eX−−−−→ I and B iY ◦eY−−−−→ I, there exists the unique
morphism A+B
e−→ I such that:
e◦ιA = iX◦eX and e◦ιB = iY ◦eY .
Thus e = eX + eY , and using extensivity the squares are
pullback squares.
(e) Let e = m′◦e′ be the (E,M)-factorisation for e.
The admissible subobject m′ is pulled back along the coprod-
uct injections iX , iY to obtain the pullback squares and hence
the admissible subobjects TX and TY of IX and IY respectively.
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A
ιA //
f

! e′X

eX

A+B oo
ιB
f+g

! e

e′

B
g

eY

! e′Y

TX
m′X

tX // T
m′



tY // TY
m′Y
		
IX
mX
		
iX // I oo iY
mX+mY

IY
mY
		
X ιX
// X + Y oo ιY Y
Figure 1. Factorisation of Sum
In particular, from extensivity, T = TX + TY , tX , tY are the
coproduct injections and m′ = m′X +m
′
Y .
Since:
m′◦e′◦ιA = e◦ιA
= ιX◦eX
}
and
m′◦e′◦ιB = e◦ιB
= ιY ◦eY
}
there exist the unique morphisms e′X and e
′
Y such that:
m′x◦e′X = eX
tX◦e′X = e′◦ιA
}
and
m′Y ◦e′Y = eY
tY ◦e′Y = e′◦ιB
}
.
(f) Since:
A
eX //
e′X

IX
! pX
~~
TX
m′X
// IX
and B
eY //
e′Y

IY
! pY
~~
TY
m′Y
// IY
and eX ↓ m′X , eY ↓ m′Y , there exist unique morphisms pX and
pY such that the two squares above commute.
In particular, m′X and m
′
Y are split epimorphisms and hence
they are isomorphisms.
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MB
mB

g
∣∣
MB // ∃gMB
∃gmB

M
m


uB
f
∣∣
MA
+g
∣∣
MB
// ∃
f
MA + ∃gMB
∃
f
mA+∃gMB

{{
vB
B
g // Y
MA
mA

uA
HH
f
∣∣
MA
// ∃
f
MA
vA
DD
∃
f
mA

A+B

ιB
f+g // X + Y

ιY
A
ιA
@@
f
// X
ιX
::
Figure 2. Images of Sum
Hence m′ is also an isomorphism, proving e = m′◦e′ ∈ E.
This completes the proof. 
Corollary 5.9. In the context A, if SubM(X + Y ) ιX,Y−−→ SubM(X)×SubM(Y )
is an isomorphism of partially ordered sets, then for any A
f−→ X, B g−→ Y ,
mA ∈ SubA(A) and mB ∈ SubM(B):
(f + g)◦(mA +mB) = f◦mA + g◦mB,
∃
f+g
(mA +mB) = ∃fmA + ∃gmB,
(f + g)
∣∣
(MA+MB)
= f
∣∣
MA
+ g
∣∣
MB
.
Proof. Consider the diagram in Figure 2 where mA ∈ SubM(A) and
mB ∈ SubM(B), since
f◦mA = ∃fmA◦f
∣∣
MA
,
g◦mB = ∃gmB◦g
∣∣
MB
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are the (E,M)-factorisation for f◦mA and g◦mB, respectively. Using
Theorem 5.8
(† ? †)
f◦mA + g◦mB = ∃fmA◦f
∣∣
MA
+ ∃gmB◦g
∣∣
MB
=
(∃
f
mA + ∃gmB
)◦(f ∣∣
MA
+ g
∣∣
MB
)
is the (E,M)-factorisation for f◦mA + g◦mB.
Hence, using extensivity, the vertical squares on the left and the
right, the horizontal squares on the top and the bottom are all pullback
squares. Hence the composites of the top and the vertical right hand
squares are also pullbacks. Consequently, using extensivity again
(f + g)◦m = f◦mA + g◦mB.

Corollary 5.10. In the context A, if SubM(X + Y ) ιX,Y−−→ SubM(X)×SubM(Y )
is an isomorphism of partially ordered sets and the coproduct injections
are closed then a finite sum of closed morphisms is closed.
Proof. Immediate from Theorem 5.7 and Corollary 5.9. 
5.4.2. Pullback Stability.
Theorem 5.11. In the context A, for internal preneighbourhood spaces
(X,µ) and (Y, φ) if Cµ+φ
ιX,Y−−→ Cµ × Cφ is an isomorphism of partially
ordered sets then the closed morphisms in E ∩Mon(A) between finite
sums are stable under pullbacks along coproduct injections.
Proof. Consider the diagram
A
ιA //
a

eX
  
A+B oo
ιB
e

eX+eY
""
B
b

eY

IX
mX
~~
ιIX // I
m
||
oo ιIY IY
mY

X ιX
// X + Y oo ιY Y
where the top and bottom row are coproduct diagrams as shown and
e ∈ E ∩Mon(A) is a closed morphism.
Since e ∈ Mon(A) there exist by Theorem 3.2 unique a ∈ Sub(X)
and b ∈ Sub(Y ) such that e = a + b. Using extensivity the vertical
squares are pullback squares. Since e is closed and the coproduct in-
jections reflect zero (Theorem 5.7), the morphisms a and b are also
closed.
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Let a = mX◦eX and b = mY ◦eY be the (E,M)-factorisation of a and
b respectively.
Since a is a closed morphism, for every u ∈ C
µ
∣∣
A
, clµ∃au ≤ ∃au.
Since mX = ∃a1A and 1A ∈ Cµ∣∣
A
, clµmX = clµ∃a1A ≤ ∃a1A = mX
implying mX to be closed. Similarly mY is closed.
Hence from the isomorphism ιX,Y there exists the unique m ∈ Cµ+φ
such that m = mX +mY and the horizontal lower squares are pullback
squares.
Since the top row is a coproduct, there exists the unique morphism
p = eX + eY ∈ E. Furthermore
m◦(eX + eY )◦ιA = m◦ιIX◦eX
= ιX◦mX◦eX
= ιX◦a
 and
m◦(eX + eY )◦ιB = m◦ιIY ◦eY
= ιY ◦mY ◦eY
= ιY ◦b

implies m◦(eX + eY ) = e is the (E,M)-factorisation factorisation of
e ∈ E. Hence m is an isomorphism.
From the horizontal pullback squares, mX and mY are also isomor-
phisms. Hence a, b ∈ E, completing the proof. 
5.4.3. Subobjects of Finite Sums as Biproduct. Given the context A,
let (X,µ) and (Y, φ) be internal preneighbourhood spaces. Extensiv-
ity ensures each SubM(X) to be a distributive complete lattice. Hence
Fil(X) is distributive, ensuring each Cµ is also a distributive lattice.
Hence each Cµ can be considered as ∨-semilattices, making them com-
mutative monoids.
AssumeSubM(X + Y )
ιX,Y−−→ SubM(X)×SubM(Y ) to be an isomorph-
ism of partially ordered sets. If a, a′ ∈ SubM(X) and b, b′ ∈ SubM(Y )
then using Theorem 5.3
(a+ b) ∨ (a′ + b′) = (∃ιX a ∨ ∃ιY b) ∨ (∃ιX a′ ∨ ∃ιY b′)
= (∃ιX a ∨ ∃ιX a′) ∨ (∃ιY b ∨ ∃ιY b′)
= ∃ιX (a ∨ a′) ∨ ∃ιY (b ∨ b′)
= (a ∨ a′) + (b ∨ b′)
implies ιX
−1((a+ b) ∨ (a′ + b′)) = a∨a′ and ιY −1((a+ b) ∨ (a′ + b′)) =
b ∨ b′. Hence the coproduct injections preserve finite joins. As a con-
sequence, the diagram
(5.4) SubM(X)
∃ιX //
oo
ιX
−1
⊥ SubM(X + Y )
oo
∃ιY
ιY
−1
//⊥ SubM(Y )
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is a biproduct in the category ∨-SemLat of ∨-semilattices and ∨-
semilattice homomorphisms, improving the defect observed in Theorem
3.3 and Remark 3.4.
The case for closed subobjects is similar — if Cµ+φ
ιX,Y−−→ Cµ × Cφ is
an isomorphism of partially ordered sets, then clµ+φ(∃ιX− ∨ ∃ιY −) =
ιX,Y
−1 = +X,Y = ∃ιX ∨ ∃ιY .
This leads to:
Theorem 5.12. Let (X,µ) and (Y, φ) be internal preneighbourhood
spaces in the context A.
Let K(−) stand for either SubM(−) or C−.
If K(X + Y ) ιX,Y−−→ K(X)×K(Y ) be an isomorphism of partially or-
dered sets then
K(X)
∃ιX //
oo
ιX
−1
⊥ K(X + Y ) oo
∃ιY
ιY
−1
//⊥ K(Y )
is a biproduct in ∨-SemLat.
Remark 5.13. In the context of Theorem 5.12, since K(X + Y ) is a
biproduct, the ∨-semilattice homomorphisms K(X + Y ) f−→ K(P +Q)
correspond to matrices(
K(X) fX,P−−→ K(P ) K(X) fX,Q−−−→ K(Q)
K(Y ) fY,P−−→ K(P ) K(Y ) fY,Q−−→ K(Q)
)
natural in X, Y , P and Q.
Remark 5.14. Theorem 5.12 further states that: the ∨-semilattice
K(X + Y ) is a biproduct of the ∨-semilattices K(X) and K(Y ) if and
only if K(X + Y ) is isomorphic to K(X) × K(Y ) as partially ordered
sets.
Thus, being a biproduct is now shown to be dependent on internal
properties of the context A as well as the coproduct injections, as
expressed in Theorem 5.6 & 5.7.
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Figure 3. Dependence Diagram for Classes of Posets
from [20, page 19]
