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RESUME 
Les systemes UMTS (Universal Mobile Telecommunications System) de 3e 
Generation satisfaisant les besoins technologiques des communications mobiles, ciblent la 
convergence de la telephonie basee sur un paradigme IP, et aussi toute une panoplie de 
nouveaux services de facon a generer de nouvelles opportunites. En effet, la definition 
d'IMS (Internet Multimedia Sub-System) contenue a meme les specifications 3GPP, 
confirme cette tendance. UTMS vise aussi a satisfaire les limitations des reseaux mobiles 
d'operateurs, en lui ajoutant une efficacite spectrale amelioree et un cout de transport 
reduit et ce, par Pintermediaire de fondations tout-IP a partir de la Version 5 et des 
versions subsequentes. 
Bien que la technologie UMTS existante soit adequate pour les types de trafic de 
2e et de 2.5e Generations, le protocole GTP (GPRS Tunelling Protocol) utilise dans le but 
de supporter la mobilite macro avec une QdS soutenue, a ete repris a partir de 
P architecture GPRS (General Packet Radio Service) de base, et ne satisfait pas 
completement les besoins des applications futures de Plnternet. Ceci est du au fait qu'il 
depend deja de IP pour sa couche inferieure, alors que GTP lui-meme encapsule les 
paquets IP en provenance des couches superieures. II devient alors primordial de 
considerer un sentier evolutif pour le protocole GTP, de maniere a permettre au reseau 
d'acces sans fil tout-IP, d'etre plus efficace, tout en etant base sur MPLS (Multi Protocol 
Label Switching). Ceci permettra alors d'eliminer les limitations courantes existant sous 
GTP, principalement durant les releves radio inter-SGSN. 
L'objectif de ce memoire demeure principalement de proposer une solution et de 
fournir une preuve de concept satisfaisant le sentier evolutif de GTP, base sur MPLS. Un 
algorithme pour Petablissement des tunnels de GTP evolue se sert d'une multitude de 
LSP predefinis, a etre utilises lorsque des releves inter-SGSN sont declenchees par des 
messages RAU (Routing Area Update). De plus, nous proposons cet algorithme avec une 
infrastructure qui consiste en un arrangement VPN (Virtual Private Network) et support 
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de mobilite MIPv6, de maniere a satisfaire le triplet de QdS-Securite-Mobilite durant le 
fonctionnement d'acces UMTS sans fil. 
Dans cette optique, cette recherche se compose de quatre phases distinctes. Durant 
la premiere phase, nous presenterons des mesures prises lors des demandes RAU a 
l'interface Gb situe entre le BSC/RNC et le SGSN (Service GPRS Support Node). Ces 
mesures serviront de point de reference aux ameliorations apportees. Dans une deuxieme 
phase, un modele de commutation par etiquettes sera fourni en utilisant l'outil de 
simulation Modeler™ V10.5 d'Opnet. Le but sera d'obtenir une preuve de concept de 
l'etablissement de tunnels statiques et dynamiques faisant partie du sentier evolutif au 
protocole GTP, tel que connu aujourd'hui. Dans la troisieme phase, nous validerons la 
solution de GTP evolue en utilisant l'outil de verificateur de modele appele SPIN. Ceci 
nous donnera une indication, a savoir si nous devons deplacer ou non, l'etablissement des 
tunnels plus tot dans le temps, en parallele avec le declenchement RAU. Finalement, 
durant la derniere phase, nous presenterons une approche analytique concernant le 
dimensionnement d'un reseau d'acces sans fil utilisant une multitude de flots de voix et de 
video conference, et ce, base sur un routeur typique agissant comme GGSN (Gateway 
GPRS Support Node). Cette approche demeure basee sur un concept de bande passante 
efficace, qui est aussi integre a Palgorithme mentionne auparavant servant a 1'allocation 
de bande passante des LSP (Label Switched Paths) predefinis. 
Les resultats obtenus confirment defmitivement l'utilisation de chemins bases sur 
des LSP predefinis, demontrant des temps d'etablissement ameliores. Notre objectif 
demeure depuis le debut, d'obtenir des temps de releves inter-SGSN inferieurs a Vi 
seconde. Nous sommes d'emblee capables de commuter entre deux chemins, avec un 
temps reponse moindre que 0.025 seconde (typiquement de l'ordre de 1 msec) et ce, dans 
un mode d'operation DBBM (Dynamic Break Before Make), et finalement, un temps 
reponse proche de 0 seconde, dans un mode d'operation SMBB (Static Make Before 
Break). II demeure toutefois recommande d'utiliser la solution DBBM pour les releves 
demandant une evolutivite accrue, comme par exemple pour les trafics de voix, et 
d'utiliser le SMBB pour les trafics hautement prioritaires tels ceux des appels 911. La 
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validation basee sur SPIN nous a amene a considerer des specifications d'horloges et de 
memoire tampon, et a egalement identifie le besoin de commencer l'etablissement de 
tunnels GTP evolue plus tot, c'est-a-dire en parallele avec le declenchement RAU, de 
maniere a eviter les etats conflictuels d'un message context_ack arrivant avant 
l'etablissement complet d'un LSP. Finalement, le dimensionnement analytique a 
demontre que les ressources requises pour une population de 1.4 millions d'usagers 
mobiles, dans une region metropolitaine typique, demandent environ la moitie de la 
capacite d'un routeur GGSN utilisant un chassis a debit binaire de 20 Gbps. Finalement, 
un cadre future est presente, dans le but de supporter les fonctionnalites VPN et MIPv6 




The third Generation UMTS (Universal Mobile Telecommunications System) for 
mobile communication technology, targets the convergence of telephony, based on an IP 
paradigm, and also a suite of new services in order to generate new opportunities. In fact, 
the IMS (Internet Multimedia Sub-System) definition under 3GPP confirms this trend. 
Moreover, UMTS aims to satisfy the Mobile Network Operators' limitations with an 
improved spectral efficiency and a lower transport cost, by using the all-IP foundations 
promoted by Releases 5 and up. 
Although the existing UMTS technology is adequate for the traffic types of the 2G and 
2.5G, the GTP (GPRS Tunelling Protocol) sub-part being used to support macro mobility 
with a sustained QoS, has been originally derived from the GPRS (General Packet Radio 
Service) architecture, and does not fulfill completely the needs of all future Web-
Applications. This is due to the fact that it already depends on IP as lower layer, while 
GTP itself encapsulates IP packets from higher layers. It would thus become crucial to 
consider an evolution path for GTP, in order to allow a Wireless all-IP Network Access, 
to be more efficient when based on MPLS (Multi Protocol Label Switching). This would 
therefore alleviate the current limitations experienced by the GTP protocol mainly during 
inter-SGSN Hand-Off operations. 
The objective of this thesis is mainly to propose and provide a proof-of-concept for an 
evolution path for GTP, based on MPLS. An algorithm for the establishment of GTP-
evolved tunnels promotes the use of a plurality of pre-defined LSP, to be used when 
needed especially when inter-SGSN Hand-Offs are triggered by an RAU. More-over, the 
intent is to support this new algorithm with an infrastructure that consists of a VPN 
(Virtual Private Network) arrangement and MIPv6 mobility support, in order to satisfy the 
triplet of QoS-Security-Mobility during the operation of UMTS Wireless Accesses. 
For that purpose, this research is composed of four phases. During the first phase, we 
will present measurements taken during RAU (Routing Area Updates) at the Gb interface 
between the BSC/RNC and the SGSN (Service GPRS Support Node). These 
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measurements will serve as benchmark for Hand-Offs. In the second phase, a label-
switching model is provided on the Modeler™ VI 0.5 simulation tool from Opnet with the 
aim of getting a proof-of-concept for static and dynamic pre-defined tunnel set-ups as an 
evolution path to the classical GTP. In the third phase, we will validate the GTP evolved 
solution by using the SPIN Model-Checker tool. We may have to consider for that very 
specific reason, the parallel establishment of tunnels at the time of RAU triggers. Finally, 
in the last phase, we present an analytical approach for the dimensioning of a voice and 
videoconference based Wireless-Access Network using a typical router supporting the 
GGSN (Gateway GPRS Support Node) functions. This approach is based on a concept of 
effective-bandwidth, which is also integrated in the bandwidth allocation algorithm used 
for the definition of pre-defined LSP (Label Switched Paths). 
The results obtained definitely re-enforce the idea of using pre-defined LSP paths with 
a better set-up time. Our objective was to perform faster than lA second during an inter 
SGSN Hand-Off. We are able to switch between paths within less than 0.025 second 
(more like 1 msec) in a DBBM (Dynamic Break Before Make) mode of operation, and 
close to 0.0 second in a SMBB (Static Make Before Break) mode of operation. It is 
however recommended to use DBBM for the Hand-Offs requiring large scalability such as 
for voice traffic and the SMBB mode of operation for high priority traffic such as 911 
calls. The SPIN validation provided us with the requirements for timers and buffers, and 
also with the need to start the tunnel establishment in parallel with the RAU trigger, in 
order to avoid conflicting operational states of the context_ack happening before the 
complete LSP establishment. Finally, the analytical dimensioning demonstrated that the 
required resources for a population of 1.4 million users in a typical metropolitan area, 
requires about half of the capacity of a 20 Gbps backplane based GGSN router. Finally, 
some future framework is presented to support VPN and MIPv6 in a QoS-Security-
Mobility capable Wireless-Access-Network. 
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Les reseaux sans fil contemporains tendent de plus en plus vers l'acces a des 
services Internet multimedias. Ces services requierent davantage de ressources adaptees 
aux besoins de temps reel, de regroupement d'individus visant un but commun, et de 
mobilite accrue. UMTS a cherche a construire et a etendre le potentiel des systemes 
mobiles sans fil, et aussi de technologie satellite, tout en procurant une capacite accrue, 
une performance de transfert de donnees amelioree et un spectre plus large de services 
utilisant un acces radio plutot progressif, tout en proposant de nouveaux mecanismes sur 
le reseau coeur. L'UMTS de 3e generation (3G) permettra un debit binaire de 384 Kbps 
pour les applications en mouvement, et de 2 Mbps pour les applications plus sedentaires 
mais portables. Ces applications peuvent facilement passer du domaine de la voix, a celui 
du monde du commerce electronique, tout en touchant le trafic contraignant de la tele-
medecine, ou de la video-conference. 
L'UMTS de 3G, mise sur pieds pour la technologie des communications mobiles, 
cible done la convergence de la telephonie, du paradigme IP, et aussi une panoplie de 
nouveaux services dans le but de generer de nouvelles opportunites. II vise egalement a 
satisfaire les contraintes d'operateurs de reseaux mobiles avec une meilleure efficacite 
spectrale et un cout de transport moins eleve en utilisant des technologie telles que ATM 
pour la Version 99 (Release 99) et le tout-IP pour la Version 5 (Release 5). Bien 
qu'adequate pour les types de trafic des 2G et 2.5G, la technologie sous-jacente GTP 
permet de supporter la mobilite macro avec une QdS soutenue; elle a ete derivee de 
GPRS et ne repond pas a 100% aux besoins applicatifs du futur. Ceci est du au fait qu'il 
utilise deja IP comme couche sous-jacente nous forcant ainsi a encapsuler un paquet IP 
dans un paquet GTP, qui lui-meme sera encapsule dans un paquet IP. Somme toute, le 
protocole GTP induit un certain niveau de latence relativement eleve durant la releve de 
communication d'une station sans fil a une autre. II serait done opportun de considerer un 
sentier evolutif de GTP qui nous permettrait d'avoir un reseau d'acces tout-IP plus 
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efficace base sur MPLS, ceci dans le but de pallier les limitations existantes du protocole 
GTP. C'est done l'objet de ce memoire. Dans ce chapitre d'introduction, nous presentons 
d'abord quelques definitions et concepts de base, resumons par la suite les elements de la 
problematique, precisons ensuite les objectifs de recherche avant d'esquisser finalement 
le plan du memoire. 
1.1 Definitions et concepts de base 
Avant meme d'esquisser des solutions possibles d'evolution de GTP, il demeure 
important de faire une mise en contexte de la technologie consideree, soit celle de GTP et 
de ces diverses composantes. Celles-ci consistent essentiellement en un certain nombre 
de nceuds d'acces UMTS et 1'infrastructure de support de la QdS. 
1.1.1 Introduction au protocole GTP 
L'acronyme GTP signifie "GPRS Tunneling Protocol" ou GPRS represente 
"General Packet Radio Service". GTP definit ainsi le protocole entre les nceuds GSN ou 
encore "GPRS Support Nodes" a l'interieur du reseau coeur UMTS. Les noeuds GSN 
sont plus precisement ceux de SGSN et de GGSN. Ceci inclut deux parties, soient la 
signalisation de controle et les procedures de transfert de donnees d'usager. Ces deux 
parties sont identifiees par GTP-C pour Controle et GTP-U pour Usager. Le protocole 
GTP se rattache aux points d'interface suivants: 
- l'interface Gn entre les GSNs, dans un PLMN (Public Land Mobile Network); 
- l'interface Gp entre GSNs, dans differents PLMNs. 
Pour mieux comprendre la position de ces interfaces, il est bon de se referer a la 
Figure 1.1. 
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Figure 1.1 Specification d'architecture du reseau UMTS selon 3GPP 
Le but du protocole GTP est d'etablir des tunnels pour transporter des paquets en 
provenance de multi-protocoles sur-jacents, tels que IP, trames primitives, etc., pour les 
faire passer au travers du reseau coeur UMTS, entre les noeuds SGSN et GGSN. Dans le 
plan de signalisation, GTP-C specifle le controle de tunnel et le protocole de gestion 
permettant au SGSN de procurer des services bases sur GPRS, pour satisfaire aux besoins 
des stations mobiles d'usager communement appelees UE (User Equipment), selon la 
terminologie d'UMTS. En conclusion, la signalisation GTP-C permet done de creer, 
modifier et retirer Petablissement de tunnels de paquets de donnees UMTS bases sur 
GPRS. Dans ce but, le protocole de couche 4, UDP (User Datagram Protocol), permet de 
transferer les messages de signalisation entre les noeuds GSN. 
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Pour ce qui est de l'entite protocolaire GTP-U, elle utilise le mecanisme de 
tunnelage pour transporter les paquets de donnees d'usager. GTP-U est done le protocole 
du plan d'usager situe entre le RNC (Radio Network Controller), a Pinterieur de 
l'UTRAN (UMTS Terrestrial Radio Access Network) du systeme d'acces UMTS, et le 
noeud SGSN, en passant par l'interface Iu. A ce point d'interface, cependant, le plan de 
controle correspondant est celui de RANAP (Radio Access Network Application 
Protocol). II va de soi que le modele de reseau GPRS sert de fondation pour construire le 
systeme d'acces sans fil UMTS. 
1.1.2 Garantie de QdS dans les reseaux actuels de GPRS 
GPRS promet une capacite haute vitesse, toujours active (comparativement au 
connexions modem qui sont normalement etablies lorsque requises), et un debit binaire 
eleve pour les usagers mobiles. Pour s'assurer que GPRS puisse procurer une QdS 
acceptable, les reseaux UMTS doivent etre optimises en consequence. GPRS etend ses 
services courants de transfer! de donnees en utilisant des classes de services appropriees. 
Suivant revolution des volumes de trafics UMTS et des applications en temps reel (voix, 
video sur demande, etc.), le besoin d'assurer une QdS accrue devient de plus en plus 
important. Cette assurance requiert la specification de parametres de qualite pour les 
services de donnees a paquets commutes. 
GPRS definit differents profils ou classes de QdS qui permettent au reseau 
d'etablir une priorite des trafics supportes, de telle facon que l'usager puisse decider du 
niveau de QdS desire. Le fait de garantir une QdS est plutot difficile en GPRS ou en 
UMTS R99 (premiere version d'UMTS qui s'apparente grandement a celle du GPRS 
dont elle est derivee, a part l'addition d'interface radio a plus grand debit telle que W-
CDMA), puisque 1'assignation de ressources pour chaque usager en bout de ligne depend 
de la disponibilite des ressources radios dans un reseau mobile sans fil. La QdS consiste 
en quatre classes qui sont: 
1. la classe de precedence: les trafics concernes sont associes a des priorites 1, 2 ou 3, 1 
representant la plus grande priorite ; 
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2. la classe de delai: cette classe garantit un delai moyen et un percentile de 95% ; 
3. la classe de survavibilite: elle depend de l'habilite des applications de soutenir des 
paquets corrompus ou dupliques ; 
4. la classe de debit traversant (throughput): ce debit de crete et moyen s'applique a des 
intervalles de courtes et de longues durees respectivement, pour le traitement de trafic 
hautement variable. 
Les etapes d'etablissement de flots avec une QdS adequate sont decrites ci-apres. 
Une station mobile requiert la QdS desiree durant une phase d'activation de contexte 
PDP. Le SGSN replique avec la QdS que le reseau peut procurer. Bien que l'usager 
GPRS veuille obtenir une QdS donnee, plusieurs facteurs affectent la performance 
actuelle du reseau d'acces. Par exemple, GPRS depend grandement d'une bonne qualite 
radio. GPRS est une technologie de commutation de paquets pour les services Internet 
traditionnels, qui a une tolerance reduite face aux paquets perdus ou corrompus. Meme en 
utilisant la premiere classe de QdS, la perte de paquets au niveau radio peut forcer 
plusieurs retransmissions, ce qui se traduit par des debits de transfert, des latences et des 
gigues degradees. 
Finalement, puisque GPRS est un protocole de paquets de donnees, et que les 
terminaux d'usagers sont continuellement en deplacement, ceci force les paquets de 
donnees a subir des changements de latence et de haut niveaux de gigues. Ces variations 
seront corrigees par de nouvelles classes de services offertes par MPLS. Cette 
amelioration requiert plus de recherche et deviendra disponible sous l'egide de la Version 
5 d'UMTS (UMTS Release 5). Cette identification de concept basee sur les acces UMTS 
nous amene maintenant aux elements de la problematique. 
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1.2 Elements de la problematique 
Le protocole GTP a deja ete decrit brievement dans les pages anterieures et sert 
essentiellement a etablir des tunnels entre les noeuds du reseau de coeur de l'acces UMTS. 
Cependant, il est plus ou moins bien adapte en termes de temps reponse lors 
d'etablissement de sessions, a cause du nombre et de la complexity des primitives 
(messages) qu'il comprend. II devient done d'une importance primordiale de favoriser 
une evolution appropriee du protocole GTP, tout en gardant a 1'esprit la perspective des 
paradigmes de VPN (Virtual Private Network) et de mobilite IPv6. Une evolution de 
GTP est desirable, avec l'utilisation des ressources offertes par Petablissement de tunnels 
bases sur les LSPs (Label Switched Path) tel que decrits dans [1]. Pour bien comprendre 
le besoin d'amelioration du protocole GTP et de la problematique qui en decoule, 
considerons d'abord certains aspects de macro-mobilite. 
La specification de base pour la Mobilite-IP, decrite dans RFC-2002, nous fournit 
des outils pour la gestion de mobilite macro. Cependant, cette Mobilite-IP n'est pas tout a 
fait appropriee pour soutenir la micro-mobilite [2]. Un exemple typique de micro-
mobilite est celui de la releve d'un terminal mobile qui se deplace entre deux stations de 
base, couvrant tous deux une petite zone geographique. 
Les reseaux GPRS sont divises en deux parties: le reseau d'acces radio qui est 
appele le sous-systeme des stations de base, et le reseau coeur qui, lui, consiste 
principalement en deux elements de reseau qui sont le SGSN et le GGSN. D'un point de 
vue topologique, le SGSN a une connectivite directe au reseau d'acces radio. D'un autre 
cote, le GGSN a une connexion directe au reseau de dorsale IP (par exemple Internet et 
intranet). Le reseau coeur reflete en general des limitations de mobilite macro semblables 
a celle de la Mobilite-IP (RFC-2002). 
A cet effet, voici quelques ressemblances et differences entre GPRS et Mobilite-
IP: 
- La methode de tunnelage pour supporter la mobilite macro : Le support de 
mobilite pour les hotes IP se trouve dans les deux cas (Mobilite-IP et GPRS) 
solutionne en appliquant le principe de tunnelage pour supporter 1'envoi des 
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paquets sur les routeurs qui n'ont pas de mecanismes specifiques de mobilite. 
Lorsque l'usager se retrouve loin de son acces initial domiciliaire, la Mobilite-IP 
utilise des protocoles de tunnelage pour cacher l'adresse IP du domicile, du noeud 
mobile des routeurs intervenant entre le reseau domiciliaire et l'endroit courant du 
hote considere [2]. Tous deux, les agents domiciliaires (Home Agent) et etrangers 
(Foreign Agents), doivent supporter le tunnelage de datagrammes, en utilisant IP 
dans une encapsulation IP. Dans GPRS, les donnees d'usager sont transferees de 
facon transparente entre la station mobile et le reseau externe de donnees, et ce, en 
utilisant le tunnelage offert par GTP. Plus precisement, GTP-U pour l'usager est 
transports sur UDP/IP dans le cas de IP sur GPRS. 
- Le point-en-bordure (end-point) pour le tunnelage : Sous la Mobilite-IP, le tunnel 
de l'agent domiciliaire se termine a Vadresse-au-soin-de (Care-of-Address) du 
noeud mobile. Le datagramme originel est enleve du tunnel et delivre au noeud 
mobile, a cette adresse. Dans le cas d'une adresse-au-soin-de d'un agent etranger, 
le tunnel est termine a l'agent etranger. Dans les environnements cellulaires, les 
ressources radios sont tres limitees, ce qui nous force a adapter davantage ces 
ressources a l'environnement des tunnels, sans dedier des tunnels directement a 
des stations mobiles UE (User Equipment). Dans le cas de GTP, il est similaire a 
une adresse-au-soin-de d'un agent etranger, puisqu'un tunnel GTP n'est pas 
termine directement sur une station mobile mais sur un SGSN. Dans GPRS, un 
tunnel est identifie par un identificateur de point-en-bordure de tunnel et en plus 
d'une adresse SGSN/GGSN. 
Connectivite aux reseaux exterieurs : Selon le groupe de travail (working group) 
de Mobilite-IP de 1'IETF, l'agent etranger est un routeur sur un reseau visite par 
un hote mobile. Ce routeur procure l'acheminement (routing) au noeud mobile 
lorsque enregistre. L'agent etranger est capable de de-tunneler et de livrer les 
datagrammes au noeud mobile. Ces paquets avaient ete tunneles d'avance par 
l'agent domiciliaire du noeud mobile. Par contre, dans GPRS, tel que decrit 
auparavant, le SGSN est aussi capable de tunneler et d'encapsuler les donnees 
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d'usager. Ceci veut dire pratiquement que le SGSN n'est pas directement 
connecte aux reseaux externes (par exemple la dorsale Internet). En effet, les 
datagrammes d'usager sont toujours tunneles au GGSN. Le GGSN encapsule 
toujours dans un tunnel les paquets IP vers le SGSN. Au contraire, dans la 
Mobilite-IP, 1'agent domiciliaire est un routeur sur un reseau domiciliaire du 
nceud mobile et il n'a pas besoin de tunneler les paquets, qui sont destines aux 
noeuds mobiles qui ont des connexions directes de couche 2. 
- Les enregistrements et l'etablissement des tunnels : Dans la Mobilite-IP, il existe 
une fonction appelee renregistrement qui, lorsque le noeud mobile est hors du 
milieu domiciliaire, enregistre son adresse-au-soin-de avec son agent 
domiciliaire. Ceci est fait a partir d'echanges de messages "Registration Request" 
et "Registration Reply" qui sont envoyes avec UDP, en utilisant le numero de 
port bien connu 434. Tout dependant de la methode d'attachement, le nceud 
mobile s'enregistra soit directement avec son agent domiciliaire ou a partir de son 
agent etranger, lequel enverra renregistrement a l'agent domiciliaire. V'adresse-
au-soin-de peut etre determinee par des notifications de l'agent etranger (une 
adresse-au-soin-de de l'agent etranger) ou par des mecanismes dynamiques 
d'assignation d'adresses IP tel qu'un DHCP (une adresse-au-soin-de co-
localisee). Selon les specifications GPRS, il est possible a une station mobile 
d'etre attachee au reseau GPRS meme si elle n'a pas un tunnel GTP active pour le 
transfert des donnees. Une fonction similaire a renregistrement de Mobilite-IP est 
presente dans GPRS, et fait partie de la procedure d'activation de la connexion de 
donnees. Durant cette procedure, un tunnel GTP est etabli entre le SGSN et le 
GGSN. Cependant, dans le concept de Mobilite-IP (RFC-2002), le moyen 
d'etablir un tunnel n'est pas explicitement decrit. 
Suite a cette comparaison entre GPRS et Mobilite-IP, il devient plus clair qu'il existe 
des opportunites d'amelioration au traitement de la mobilite macro qui, si elle est bien definie 
dans GPRS tout en etant un peu lourde, est moins bien definie dans Mobilite-IP car trop 
simplifiee. 
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1.3 Objectifs de la recherche 
L'objectif principal de ce memoire est de proposer un certain nombre 
d'ameliorations au protocole GTP, notamment en ce qui a trait au traitement de la 
mobilite macro et au processus de tunnelage. De maniere plus specifique, ce memoire 
vise a: 
analyser le protocole GTP dans sa Version 99 afin d'en relever les principales 
faiblesses pouvant inspirer son evolution ; 
- proposer un certain nombre d'ameliorations a GTP, en utilisant la modelisation de 
systemes avec support VPN et un debut de Mobilite-IP ; 
evaluer les ameliorations proposees au protocole GTP en regard des systemes 
UMTS de specifications 3GPP-R99. 
1.4 Plan du memoire 
Ce memoire comprend cinq chapitres. Ce premier chapitre d'introduction est suivi 
par le Chapitre II qui analyse le protocole GTP Version 99 dans le contexte d'une revue 
de litterature. Le Chapitre III presente un certain nombre d'ameliorations a GTP en 
utilisant la modelisation de systemes avec support VPN (definition de cadre) et un debut 
de Mobilite-IP. Le Chapitre IV expose quelques details d'implementation et les resultats 
de validation obtenus par simulation. Le Chapitre V, en guise de conclusion, fait une 
synthese des travaux realises dans ce memoire en precisant les limitations, et esquisse des 
voies de recherches futures. 
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CHAPITRE II 
ANALYSE DU PROTOCOLE GTP 
Dans ce chapitre, nous analysons le protocole GTP en considerant une serie de 
propositions pertinentes extraites de la litterature. Dans un premier temps, nous 
examinerons une solution de reseau mobile IP base sur MPLS. Par la suite, nous 
passerons en revue la mobilite basee sur les technologies VPN. Nous terminerons le 
chapitre par un coup d'oeil sur la gestion de mobilite tout-IP et son integration dans un 
cadre VPN. 
2.1 Reseau mobile IP base sur MPLS 
Un MN (Mobile Node equivalent a un UE d'UMTS) peut subir non seulement les 
effets d'une micro-mobilite (intra-GGSN), mais egalement ceux d'une macro-mobilite 
(inter-Routing Areas). Dans [3], il est decrit la maniere de construire un reseau Mobilite-
IP de grande envergure en utilisant un reseau MPLS comme fondation, un reseau 
Mobilite-IP de petite envergure pouvant etre connecte a d'autres reseaux en passant par 
un reseau dorsal MPLS. II y est egalement propose une architecture de reseau MPLS 
hierarchique pour supporter la Mobilite-IP de grande envergure. Plus specifiquement, le 
protocole LDP (Label Distribution Protocol) peut etre utilise pour etablir des tunnels LSP 
(Label Switched Path) entre les agents mobiles (ou encore entre FA et HA) bases sur une 
technologie IPv4. Un ou plusieurs LSP peuvent remplacer les tunnels IP-encapsule-dans-
IP, a partir d'un reseau MPLS. 
Notre recherche se differencie deja ici du fait que nous n'utiliserons pas LDP 
comme protocole de distribution d'etiquettes, mais plutot RSVP-TE pour combler ce 
besoin et celui d'ingenierie de trafic. De plus, nous tendons davantage vers la technologie 
d'adressage IPv6 plutot que celle d'IPv4 a cause d'ameliorations marquees concernant le 
sujet de la mobilite, dont par exemple l'elimination de l'agent FA et aussi l'optimisation 
de route. 
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Selon [3] cependant, un reseau MPLS peut fournir le support necessaire requis en 
procurant une solution dorsale a haute vitesse d'envoi et de type IP. MPLS doit supporter 
les Agents HA et FA dans le but de s'assurer que les services de mobilite IPv4 sont 
offerts [3]. Le routeur en bordure ou encore LER peut satisfaire cette condition, s'il 
utilise MPLS pour encapsuler les paquets IP jouissant de mobilite IPv4. Ce LER peut 
done agir soit comme FA ou encore comme Nceud Correspondant. II peut aussi 
fonctionner comme routeur d'adaptation (Gateway) pour se connecter au reseau de 
Mobilite-IP correspondant. Dans [3], une architecture hierarchique se compose d'un 
noeud Gateway defini comme FA et egalement de noeuds FA regionaux, tous faisant 
partie integrante d'un reseau MPLS. Pour ce qui est de la partie controle de cette 
proposition, les fonctions du protocole LDP peuvent, a la rigueur, servir a Petablissement 
de tunnels bases sur LSP entre agents mobiles, en passant par le reseau MPLS. Ces 
tunnels encapsulant IP dans IP pour Mobilite-IP sont faciles a obtenir par le mecanisme 
d'emboitement de LSP offert par MPLS. De plus, lorsqu'un noeud mobile passe de son 
milieu d'origine a un milieu etranger, le sentier LSP deja etabli peut etre etendu sans 
interruption de service. L'avantage d'utilisation d'un LSP est qu'il permet un chemin 
direct recalcule pour eviter Putilisation de connexions cascadees. 
Trois scenarios possibles sont decrits [3]: 
1. appliquer le protocole Mobilite-IP de base a un reseau MPLS (strict minimum 
sans optimisation de delai d'etablissement de LSP); 
2. appliquer le protocole RO (Route Optimization) de Mobilite-IP au reseau base 
MPLS (sans optimisation de delai d'etablissement de LSP); 
3. appliquer le protocole hierarchique MPLS de Mobilite-IP. 
Dans notre cas, le scenario 3 est celui d'interet qui sera considere dans ce 
memoire. Ce scenario est defini a partir de la solution de Choi [3] en considerant un 
reseau hierarchique base sur MPLS et utilisant une Mobilite-IP tel qu'illustre a la Figure 
2.1. La methode decrite par Choi [3] depend d'un enregistrement regional de Mobilite-IP 
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et permet a un mobile d'effectuer ces enregistrements locaux en utilisant un noeud 
d'adaptation agent etranger ou encore "Gateway Foreign Agent", de maniere a reduire 
sensiblement le nombre de messages de signalisation au reseau d'origine. II en decoule 
ainsi une reduction du delai de signalisation lorsqu'un noeud se deplace entre agents 



























Figure 2.1 Definition d'un reseau d'acces mobilite-IP hierarchique base sur MPLS 
Lorsqu'un mobile se deplace d'un noeud d'origine a un noeud adjacent sur un 
reseau etabli selon le scenario de Mobilite-Hierarchique-IP base sur MPLS, ce mobile 
effectue un enregistrement regional et un re-etablissement partiel de LSP. Dans ce cas, un 
LSP est etabli entre le FA d'ancrage et le nouveau-FA, alors que le LSP deja existant 
entre HA et FA demeure toujours. Ceci devrait reduire le delai d'etablissement du a 
l'integration de Mobilite-IP et de MPLS. 
Selon [4], nous devons utiliser 1'encapsulation IP pour envoyer des paquets 
d'usagers caracterises par MIPv4. Lorsque le mobile se trouve loin de son point 
d'origine, ce noeud doit etre enregistre, a partir de mecanismes de decouverte d'agent 
appropries, au FA contenu dans le LER etranger. Cet enregistrement est aussi requis entre 
le HA et le FA correspondant au travers du reseau MPLS. 
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Lorsqu'un noeud essaie d'appeler un autre noeud mobile, un chemin d'envoi de 
donnees doit etre etabli entre le LER d'origine et les LERs destination, et ce, avec l'aide 
du HA. Les operations provenant du protocole LDP permettent alors au LSP d'etiqueter 
les paquets IP et de les envoyer au noeud mobile de destination en passant par le reseau 
MPLS, tout comme n'importe quel reseau MPLS le permettrait. 
Cette ebauche [3] demeure limitee aux besoins specifiques requis par le protocole 
existant de Mobilite-IPv4. Ces requis sont ceux de decouverte d'agents, d'enregistrement, 
et d'acheminement. Dans le cadre de ce memoire, nous nous etendrons au reseau d'acces 
sans fil avec son propre mode d'enregistrement et ses mecanismes d'etablissement de 
session. Bien que le but de notre methode soit de reduire le temps d'etablissement de LSP 
durant une releve inter-domaine, ce memoire adopte l'hypothese de mobilite IPv6 et 
considere que les LSP etablis sont pre-defmis a partir d'une entite TE-CMS 
d'optimisation de ressources. 
2.2 Mobilite basee sur les technologies VPN 
La Mobilite-IP n'est pas a court de contraintes comme celles d'evolutivite, de 
securite et de QdS. Ces aspects doivent etre considered les uns en combinaison avec les 
autres pour obtenir une perspective globale d'operation et de performance de MIPv4 ou 
MIPv6. 
Bhagavathula et al. [5] proposent de considerer un reseau mobile equivalent a un 
site eloigne, et d'etudier les performances de differents types de technologies VPN pour 
repondre aux besoins d'evolutivite, de securite et de QdS. Deux types de trafics sont 
recommandes, soient ceux en temps reel et ceux du meilleur-effort (best-effort). MIPv4 
est de mise pour cette etude de performance de bout-en-bout, mais encore une fois, 
lorsque nous etendons ce concept de mobilite a ceux d'evolutivite, de securite et de QdS 
(ou encore ESQ), l'etablissement de tunnels IP-dans-IP pour assurer une gestion totale 
ESQ s'avere laborieux. 
L'idee de Bhagavathula et al. d'utiliser une technologie VPN est bienvenue. 
Celle-ci a pour but de garantir une QdS a l'interieur de tunnels, en plus de polices 
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d'admission pour supporter la securite, et finalement de Pagregation de flots pour tendre 
vers une meilleure evolutivite. Bhagavathula et al. mentionnent que, contrairement a 
IPsec, la securite offerte par les VPNs de MPLS n'est pas de bout-en-bout, ce qui rend 
IPsec plus convenable. Dans notre cas, et a cause d'interceptes legaux requis a un niveau 
de granularite de flots, Pargument de ces chercheurs ne tient pas. La raison demeure 
qu'IPsec serait tenu de decrypter Pinformation a tout point d'intercepte demande, ce qui 
Pempecherait de toute maniere d'effectuer un tunnelage IPsec de bout-en-bout. Les 
VPNs bases sur MPLS sont done recommandes pour des questions de QdS et 
d'evolutivite. Trois scenarios sont alors considered, soient: 
- la performance d'un reseau typique de Mobilite IPv4, en utilisant des tunnels 
IP-dans-IP, sans securite et sans implementation de QdS ; 
la performance d'un reseau semblable ou les tunnels IP-dans-IP sont 
remplaces par un VPN base sur IPsec ; 
fmalement, la performance d'un VPN base sur MPLS qui procure une 
connectivite adequate entre le mobile et Pagent d'origine (HA). 
Les types de trafics utilises sont ceux de la voix et de donnees d'usager. Le banc 
de test consistait en deux reseaux d'acces rattaches par une dorsale pour effectuer le 
pontage. Un probleme reside dans le fait que le FA ne peut pas diffuser toute sa table de 
routage au reseau d'origine, ce qui ne serait pas approprie puisqu'il appartient a un autre 
domaine administratif Cette contrainte sera prise en compte dans ce memoire puisque 
nous nous basons sur IPv6 pour la mobilite, qui se departit completement du FA et utilise 
P entire CoA d'extensions [5]. Les resultats qui en decoulent sont: 
la qualite de la voix s'est deterioree dans le cas de VPN - IPsec comparativement 
au scenario classique de MIPv4, a cause des mecanismes additionnels 
d'encryptage et de decryptage des paquets ; 
la solution utilisant une technologie VPN - MPLS demontre une amelioration en 
termes de delai de bout-en-bout et de perte de paquets, lorsque comparee avec 
MIPv4 traditionnel et VPN base sur IPsec. 
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Bhagavathula et al. [5] concluent en disant que IPsec requiert beaucoup de 
ressources de traitement pour assurer la securite, alors que la solution VPN-MPLS 
requiert assez de temps pour que MP-BGP puisse etablir une paire avec d'autres routeurs 
PE. Cette contrainte est amoindrie dans notre recherche etant donne que les LSPs peuvent 
etre predefmis et seront etablis avant meme qu'ils soient requis. De plus, l'aspect VPN 
demeurera au niveau de la dorsale seulement, sans deborder vers le reseau mobile 
d'acces. 
2.3 Gestion de mobilite tout-IP 
Chiussi et al. [6] sont d'avis que le tout-IP dans le reseau coeur UMTS constitue la 
tendance du futur puisqu'il permettra une meilleure convergence de transport, de 
multiples acces et finalement de differents services. En considerant la Figure 2.2, nous 
pouvons d'emblee identifier 1'infrastructure courante d'un systeme UMTS. 
Figure 2.2 Representation d'un reseau UMTS en mode transport 
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Nous y reconnaissons les interfaces Uu, Iub, Iur, Iu_ps, Gn et Gi. Cet arrangement 
est associe au mode d'operation transport puisqu'il utilise un transport GTP dans le 
reseau coeur. Le SGSN gere la mobilite inter-RNC, alors que le GGSN gere celle d'inter-
SGSN. Le probleme se presente lorsque la mobilite resulte d'un changement de point 
d'attachement GPRS initie par un nouveau SGSN. Les sessions GTP entre RNC et 
SGSN, et celle entre SGSN et GGSN doivent etre retablies. Tel que mentionne 
auparavant, le temps de reponse de GTP lors de releve RAU demeure inacceptable pour 
des types de trafic sensibles au delai. 
Chiussi et al. [6] qui se concentrent plutot sur la micro-mobilite a Pinterieur d'un 
RAU base sur 3 GPP, resument les differentes techniques de mobilite presentees durant 
les dernieres annees, et finalement proposent une gestion mobile hierarchique basee sur 
MPLS. Cette solution consiste en 1'utilisation d'un arrangement LEMA (Label Edge 
Mobility Agents) qui est evolutif, efficace et flexible. II herite alors des caracteristiques 
intrinseques de MPLS concernant la QdS, Pingenierie de trafic, les services IP et la 
restauration rapide. 
La vision que proposent Chiussi et al. [6] en est une de diversite d'acces. lis 
affirment que le reseau coeur devra en outre considerer, en plus des acces sans fil UMTS 
W-CDMA, ceux egalement de CDMA-2000, 802.1 lg. Nous aimerions y ajouter aussi la 
technologie d'acces WiMax decrite selon la norme 802.16. Chiussi et al. recherchent 
done la QdS, la robustesse et la flexibilite de gestion d'un reseau cceur tout-IP pour 
faciliter les deploiements 3G utilisant plusieurs types d'acces sans fil. Deux types 
d'approches sont alors enumeres, soit celle du 3 GPP (W-CDMA) et celle du 3GPP2 
(CDMA-2000) incluant les acces sans fil 802.11. Le but vise est de supporter les services 
multimedias bases sur IP, la mobilite a grande echelle MIPv4 et MIPv6, la signalisation 
SIP pour Petablissement de sessions, et la gestion AAA (Authentication, Authorization, 
Accounting). Chiussi et al. [6] enumerent trois raisons principales justifiant 1'utilisation 
de MPLS a meme P infrastructure sans fil, et qui sont: 
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1. MPLS represente une technologie attrayante et legere de tunnelage qui se base sur 
l'etablissement de LSP ; 
2. MPLS s'avere bien rode pour la redirection de paquets durant un evenement de 
releve, en changeant tout simplement 1'etiquette d'envoi; 
3. MPLS procure d'avance les avantages operationnels enumeres plus haut qui sont 
la QdS, l'ingenierie de trafic, les services IP comme par exemple les reseaux 
prives virtuels, et finalement la restauration rapide. 
Mais aujourd'hui, le mode d'operation utilise en est un dit de transport ou 
l'adresse IP du paquet transporte n'est pas utilise pour en determiner sa destination. En 
effet, ce meme paquet IP est plutot encapsule dans un paquet GTP a l'interieur du reseau 
coeur. Cette solution permet de preserver la compatibilite. Ce mode d'operation est 
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Figure 2.3 Representation du mode d'operation transport 
Selon cette figure, le mode transport existe entre les noeuds RNC, SGSN et GGSN 
et permet 1'encapsulation de paquets IP a l'interieur de paquets GTP. L'incongruence 
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technique qui se presente alors est celle de IP sur GTP sur IP qui s'avere selon tous, 
inefficace. 
Une deuxieme alternative, qui est celle du mode d'operation natif [6], depend 
alors d'un mecanisme d'envoi de paquets utilisant l'adressage IP sans necessairement 
impliquer d'autres couches intermediaries. D'ou l'amelioration immediate de l'efficacite. 
IP devient alors la solution qui satisfait tous les types d'acces sans fil enumeres 
auparavant et rencontres dans les reseaux heterogenes. Cette alternative est illustree a la 
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Figure 2.4 Representation du mode d'operation natif 
Dans cette figure, Chiussi et al. [6] proposent le mode natif dans le but d'utiliser 
IP/MPLS pour beneficier de toutes les proprietes de IPv4 et de IPv6 pour la mobilite. II 
est aussi possible de beneficier des applications permises par MPLS, comme par exemple 
le transport rapide de paquets IP, la restauration amelioree, la garantie de QdS etc. Selon 
cette vue, les fonctions de NceudB, RNC, SGSN et GGSN sont tous co-localisees dans 
un noeud commun appele le AR (Access Router). De plus, le reste du reseau cceur se 
compose de routeurs et de commutateurs typiques courants qui transportent les paquets IP 
selon les methodes MPLS regulieres. Quelques-uns des AR et des BR sont alors definis 
comme LER (Label Edge Routers) de facon a supporter l'etablissement de LSPs. 
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La mobilite-IP basee sur IPv4 souffre de plusieurs limitations comme par exemple 
le routage triangulaire [6]. La mobilite-IPv6 y est plus de mise, en se debarrassant de 
l'agent etranger FA et en utilisant un MAP (Mobility Anchor Point). La solution finale 
proposee pour la micro-mobilite est celle d'un recouvrement hierarchique appele LEMA 
qui permet d'ajouter des fonctions avec sensibilite mobile. En conclusion, la micro-
mobilite est assuree en changeant dynamiquement l'association d'adresse IP, au FEC a 
partir de signalisation speciale. 
Dans ce memoire, nous ne considerons pas necessairement une implementation 
exhaustive de MPLS dans le reseau coeur, mais plutot une conception de MPLS leger qui 
associe la fonctionnalite totale de MPLS de la Dorsale-IP, a celle allegee du reseau coeur. 
Nous encouragerons davantage l'idee de commutation rapide entre LSPs pour la QdS et 
la mobilite, et finalement considererons la fonctionnalite VPN comme etant viable pour 
la securite. Somme toute, Chiussi et al. [6] considerent les aspects de micro-mobilite, 
alors que nous considerons plutot les aspects de macro-mobilite avec releve RAU inter-
SGSN. 
2.4 Concepts complementaires de mobilite et d'integration VPN 
Afin de nous permettre de mieux comprendre les elements importants constituant 
les fondements de mobilite tout-IP et d'integration dans un cadre VPN, nous allons 
maintenant decrire quelques concepts additionnels qui s'y rattachent. 
2.4.1 Ameliorations de GTP issues de Mobilite-IP 
Commencons tout d'abord par les ameliorations de GTP provenant de mobilite-
IP. Ceci nous aidera a aligner 1'implementation voulue vers un fondement tout-IP. Ces 
ameliorations ciblees sont decrites comme suit: 
- Releve macro (Roaming) de l'hote-IP et l'acces aux reseaux externes: 
Sous l'egide de la Mobilite-IP, le NAI ("Network Access Identifier") est une 
methode normalisee pour Pidentification des usagers. Cette methode est 
utilisee pour ameliorer Pinter-operabilite des services de releve Macro et de 
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tunnelage. En plus de 1'addition de l'obtention d'un nom de reseau eloigne, le 
NAI inclut egalement le nom de Pabonne. Selon GPRS par contre, l'APN 
("Access Point Name") est une identification de reference au GGSN a etre 
utilisee pour s'interconnecter a la Dorsale-IP externe. De facon pratique, 
l'APN est utilise pour decider a quelle adresse IP le tunnel GTP s'ancrera. 
Plus precisement, l'APN peut, a meme le GGSN, identifier tout simplement la 
mise-en-correspondance du plus grand prefixe ("Longest Prefix Match") de la 
Dorsale-IP externe. L'APN permet done de determiner a quelle adresse IP un 
tunnel subsequent, originant d'un GGSN, sera termine (exemple, L2TP ou 
IPsec). Un APN est compose de deux parties : une partie Identificateur-
Reseau et une autre partie Identificateur-Operateur. L'Identificateur-Reseau 
est une reference au service ou reseau externe, alors que 1'Identificateur-
Operateur est une reference au reseau GPRS d'origine, dans un cas de releve 
inter-systemes (roaming). Le NAI de Mobilite-IP et le APN de GPRS ont 
plusieurs differences mais ils supportent pratiquement le meme besoin de 
mobilite macro : ce sont des outils pour procurer a l'abonne une facon de 
decrire a quel reseau externe IP il doit acceder pour atteindre le service voulu, 
mais en utilisant des adresses de type nom qui demontrent une dependance 
geographique. Une limite importante de l'APN est qu'il n'est pas reconfigure 
dans des conditions de releve inter-systemes (roaming) alors que le NAI Test, 
ce qui, dans le cas de l'APN, force l'utilisation d'une multiplicite d'allers-
retours du chemin des donnees. Notre solution (GTP evolue) recherche done 
une methode d'adressage basee directement sur IP. 
Support PPP: Si on se limite au RFC-2002, il ne specifie pas comment 
Mobilite-IP est utilisee quand les nceuds mobiles se connectent a leur 
fournisseur de service Internet (ISP) en passant par PPP (Point-to-Point-
Protocol). Cependant, le RFC-2290 definit un support PPP dans un monde de 
Mobilite-IP. Un besoin de base imminent est la compatibilite avec la 
fonctionnalite d'authentification de 1'ISP. Dans GPRS, il existe une 
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fonctionnalite similaire pour le tunnelage PPP transparent entre la station 
mobile et le GGSN. PPP peut etre transports par GTP. Une autre option est 
que IP (sans PPP) peut aussi etre transporte sur GTP. Si l'option IP utilise 
directement sur GTP s'applique, quelques-unes des fonctionnalites specifiques 
a PPP sont perdues, telle que la securite. Par contre, une simple demande ou 
reponse d'authentification basee sur PPP peut etre quand meme supportee par 
GPRS, quand IP est transporte par GTP. Notre moyen de transport s'occupera 
done de maintenir un certain niveau de securite en y associant une 
fonctionnalite potentielle VPN, pour les communications privees. 
- Allocation dynamique de l'adresse IP : Dans le RFC-2002, il est assume 
que le noeud mobile inclut son adresse d'origine permanente pour 
enregistrement. De plus, l'adresse de l'agent d'origine (Home Agent ou 
encore HA) est incluse dans le message d'enregistrement, sinon l'agent 
etranger (Foreign Agent ou encore FA) fait suivre le message au HA. 
L'extension NAI de Mobilite-IP a ete proposee pour s'occuper de l'affectation 
temporaire de l'adresse d'origine. Une station mobile peut utiliser un NAI 
plutot qu'une adresse d'origine dans la partie principale du 
'RegistrationRequest' de Mobilite-IP. L'agent d'origine peut alors allouer 
une adresse IP a l'hote mobile en utilisant le principe d'allocation dynamique 
d'adresse. Le 'Registration_Reply' sera alors envoye du reseau d'origine a 
l'agent etranger (ou le MAP dans le cas de IPv6), qui extraira l'information 
voulue. Ce message inclut l'adresse IP allouee au hote mobile [2]. 
L'allocation dynamique d'adresse est aussi une partie integrate de GPRS. 
Durant la procedure d'activation de contexte, une station mobile GPRS peut 
indiquer si elle requiert une adresse IP statique ou dynamique. Le GGSN peut 
allouer l'adresse interieurement ou encore utiliser un serveur AAA 
(Authentication, Authorization and Accounting). II est aussi possible de 
negocier l'adresse IP apres completion de la procedure d'activation de 
contexte. Cette negotiation prend place a partir de la station mobile avec le 
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reseau IP externe et devrait normalement utiliser PPP transporte sur GTP. 
Encore une fois, ce dernier est base sur une adresse de type nom qui fait 
preuve de dependance geographique. Le mecanisme devolution de GTP 
propose utilisera un adressage de type direct IP. Ceci nous permettra une 
desensibilisation geographique et rendra possible racheminement optimise 
non triangulaire. 
Decouplage d'avec les technologies de reseaux d'acces: Avant que 
Mobilite-IP puisse etre deployee dans les reseaux futurs, il existe un besoin 
reel qui est l'inter-operabilite entre les protocoles existants dans les reseaux 
cellulaires. Pour permettre a Mobilite-IP de devenir une solution qui supporte 
plusieurs sortes de reseaux (ou technologies) d'acces differents, la 
fonctionnalite de Mobilite-IP doit etre independante de la technologie des 
reseaux d'acces. Une separation de la procedure d'authentification demeure 
motivee par le fait que les ressources radio sont reduites et que le nombre de 
messages au mobile doit etre diminue. Egalement, Poperateur du reseau 
d'acces peut ne pas vouloir permettre de la signalisation Mobilite-IP jusqu'a 
ce que le reseau d'acces sans fil ait accepte de procurer les ressources voulues 
a la station mobile. GTP evolue procure ce support de decouplage de 
technologie d'acces en considerant un reseau coeur commun pour les 
differentes sortes d'acces. 
2.4.2 Etat de Convergence dans les Normes GPRS/UMTS R99 
II existe deja un certain niveau de convergence entre la Mobilite-IP et GTP qui est 
supporte par les specifications UMTS R99. Optionnellement, une fonctionnalite d'agent 
etranger (ou MAP dans le cas de IPv6) peut etre fournie a l'interieur du GGSN. 
L'interface entre le GGSN et l'agent etranger, incluant la mise-en-correpondance entre 
Vadresse-IP-au-soin-de (care-of-IP-address) et les tunnels GTP, est assumee non-
normalisee si le GGSN et l'agent etranger sont integres dans un seul noeud. En d'autres 
mots, ceci devient la preference du manufacturier / operateur. En principe, il est aussi 
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possible d'integrer le SGSN et le GGSN en un seul noeud. Cependant, dans ce dernier 
cas, GTP devra toujours etre supporte dans le but de permettre la releve inter-SGSNs. Les 
specifications courantes de Mobilite-IP ne peuvent pas etre utilisees pour assurer des 
releves sans perte de paquets. Ceci sera supporte sous Mobilite-IP Hierarchique [7] qui 
sera discutee dans la section 3.1. Notre recommandation de GTP evolue visera done la 
releve sans perte de paquets. 
2.4.3 Les besoins de MIPv6 requis par GTP evolue 
Notre solution GTP-evolue supportera les specifications de MIPv6 suivantes: 
Le protocole MIPv6 permet a un noeud mobile de se deplacer d'un lien 
physique a un autre sans changer l'adresse IP de ce noeud mobile. Ce dernier 
demeure toujours adressable a partir de son adresse d'origine (home address), 
qui est une adresse IP assignee au noeud mobile a meme son prefixe de sous-
reseau d'origine, sur son lien d'origine. L'aiguillage optimise de paquets est 
alors rendu possible. 
- Le MIPv6 Hierarchique, communement appele HMIPv6, introduit un nouveau 
noeud connu sous le nom de MAP (Mobility Anchor Point) et de nouvelles 
extensions mineures au Noeud Mobile et aux operations de l'Agent d'Origine 
(Home Agent). Ce concept minimise la latence due aux releves de terminaux 
entre les routeurs d'acces puisque e'est plus rapide d'associer des mises a jour 
a partir d'un MAP local plutot que d'un Agent d'Origine distant. 
Egalement comme faisant partie de 1'inter-operation entre RSVP et MIPv6, un 
mecanisme sous-jacent de support de mobilite est requis pour procurer une 
identite unique du flux de paquets d'un usager donne et ce, sans egard a la 
mobilite de cet usager, rendant ainsi la mobilite transparente. Ceci est 
possible a partir d'un objet de mobilite ajoute au protocole de signalisation 
RSVP. Ce mecanisme permet done de diminuer le delai de signalisation et 
ainsi d'amoindrir les delais/pertes durant la releve de mobiles. 
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- Le bi-chemin (bi-casting) de trafic est un concept qui enleve l'ambiguite due a 
des chemins asynchrones, lorsqu'il devient temps d'envoyer du trafic a partir 
d'un Noeud Mobile jusqu'a son nouveau point d'attachement, suite a une 
releve rapide (Fast-Handover). Le bi-sentier permet ainsi le decouplage des 
releves de couche 2 de celles de couche 3. 
- Finalement, la QdS conditionnelle pour supporter les associations de mise a 
jour (Binding-Updates) est ici introduite. Le noeud de commutation, ou les 
deux chemins du flux de donnees d'usager divergent, prend la decision finale 
s'il doit mettre a jour l'association d'adressage, dependamment du resultat de 
mesure de la QdS. Ceci prendra place seulement si tous les noeuds le long du 
chemin entre le routeur d'acces et le routeur de commutation sont capables de 
rencontrer la demande en QoS. 
II devient evident que la portion mobilite HMIPv6 aidera a rendre plus 
performante, la mobilite dite micro et celle dite macro, du au fait d'ajouts a la Version 6 
de IP, mais encore une fois, l'utilisation de IPv4 ou de IPv6 depend du choix de 
l'operateur du reseau d'acces sans fil. Ces ajouts supported par la solution GTP evoluee 
sont les suivants : 
Optimisation de route (en IPv6) permet un routage direct de n'importe lequel 
nosud correspondant, a n'importe laquelle station mobile, tout cela sans devoir 
passer par le reseau d'origine de la station mobile (identifiee MN sous IPv6) et 
d'etre par la suite redirige par sont agent d'origine. En d'autres mots, ceci 
ecarte completement le probleme d'acheminement triangulaire present sous 
IPv4. GTP a de la difficulte avec le routage direct tel que mentionne 
auparavant. 
II y a egalement support pour permettre aux stations mobiles et a la Mobilite-
IP de coexister efficacement avec des routeurs qui performent 'Filtration a 
I'Ingres'. En effet, la station mobile maintenant utilise son adresse-au-soin-de 
comme Adresse-Source dans l'entete IP des paquets qu'elle envoie, 
permettant ainsi a ces paquets de passer normalement au travers des routeurs 
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avec Filtration a l'lngres. L'adresse d'origine des noeuds mobiles est 
transportee dans chaque paquet, a l'interieur d'une option d'adresse de 
destination, permettant ainsi l'utilisation d'une adresse-au-soin-de dans le 
paquet, transparent a la couche IP. La capacite de traiter l'option d'Adresse 
d'Origine dans un paquet recu est requise dans tout nceud IPv6. 
L'utilisation des options destination de IPv6 permet a tout trafic de controle 
de type Mobilite-IPv6 d'etre mis en 'PiggyBack' sur tous paquets IPv6 
existants. Ceci diminue le besoin d'entetes IP, en concatenant le contenu avec 
des paquets subsequents. 
Les entites d'Agents Etrangers tels qu'utilises sous IPv4, disparaissent sous 
IPv6. Les fonctions de Decouverte de Voisins (Neighbour Discovery) et 
d'Auto-configuration d'adresses sont utilisees pour operer depuis n'importe 
quel endroit eloigne de l'origine. 
Le mecanisme de detection de mouvement, a l'interieur de Mobilite IPv6, 
fourait une confirmation bidirectionnelle de l'habilete d'une station mobile de 
communiquer avec son routeur par defaut, a l'interieur de son emplacement 
courant. 
Lorsqu'une station mobile est eloignee de Pemplacement d'origine, son agent 
d'origine (HA) intercepte tous les paquets destines a la station mobile qui arrivent au 
reseau d'origine, en utilisant la decouverte des voisins basee sur IPv6 plutot que d'utiliser 
ARP tel que dans les reseaux IPv4. 
2.4.4 La specification TR23.923 concernant Penregistrement d'un mobile 
Le support de mobilite base sur IP ou encore Mobilite-IP, permet a un noeud mobile 
de maintenir la connectivite a 1'Internet ou a un reseau corporatif tout en utilisant une seule 
adresse non-changeante (son adresse originale) meme quand le point d'attachement du lien 
change. 
Quand le nceud mobile se deplace du reseau d'origine au reseau etranger, il 
enregistre une adresse IP (voir Figure 2.5) avec son Agent d'Origine (Home Agent) sous 
26 
IPv4. Cette adresse IP, aussi appelee CoA (Care of Address) ou adresse-au-soin-de, 
pourra etre utilisee pour tunneler les paquets associes au noeud mobile, en question. Le 
HA intercepte alors tout paquet adresse a 1'adresse d'origine du noeud mobile et les 
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Figure 2.5 Enregistrement Mobilite-IP d'un ME visiteur 
Le CoA est une adresse publicises (ou derivee d'une maniere quelconque) par un 
Agent Etranger (FA ou encore Foreign Agent). Dans le cas de IPv6, le concept de FA 
disparait et est remplace par le MAP (Mobility Anchor Point) qui s'occupe d'associer 
l'adresse locale d'un mobile avec une adresse CoA, a meme le paquet IPv6. Mais dans le 
cas de IPv4, c'est le CoA qui est derive du FA. Ce FA devient le point de terminaison du 
tunnel en question. Le FA extirpe les paquets du tunnel et les redirige au lien logique du 
RAN approprie, de maniere a livrer ces paquets au noeud mobile cible. D'ou le besoin de 
definir quelques interactions/mecanismes avec la couche 2 ou couche liaison du reseau 
d'acces. 
Les tunnels inverses (ce qui signifie de l'Agent Etranger a l'Agent d'Origine) sont 
necessaires pour la Mobilite-IP (ou du MAP a l'Agent d'Origine, dans le cas de IPv6), 
pour deux raisons: rendre secure Faeces aux reseaux eloignes, et eviter le rejet de paquets 
a cause de filtration d'ingres. Un tunnel bi-directionnel de bout-en-bout peut resulter en 
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un acheminement non-optimal, mais il peut quand meme etre desirable de tunneler des 
paquets vers le reseau d'origine. 
Le developpement d'un reseau GPRS vers un reseau principal IP peut prendre 
place en trois etapes, toutes compatibles avec des versions anterieures de reseaux et 
terminaux capables d'operer avec Mobilite-IP amelioree. Brievement, ces etapes 
possibles sont: 
Etape 1 demeure une configuration minimale d'un operateur, qui desire offrir de 
la Mobilite-IP amelioree (ou encore Mobilite accrue). La structure courante de 
GPRS est conservee et soutient la mobilite a l'interieur du PLMN (circuit 
switched Public Land Mobile Network), alors que la Mobilite accrue permet aux 
usagers de se deplacer vers d'autres systemes, tels que LANs, et des Acces UMTS 
sans perdre la continuity d'une session (par exemple TCP). 
- A l'etape 2, des methodes d'acheminement plus efficaces peuvent etre obtenues 
suite a des releves entre SGSNs en changeant de GGSN/FA ou encore de 
GGSN/MAP (sous IPv6), auquel PEquipement Mobile (ME) est attache pour la 
communication en cours. En maintenant pour une courte periode de temps des 
tunnels du nouveau SGSN aux deux, l'ancien et le nouveau GGSN/FA/MAP, les 
problemes de pertes de paquets sont minimises. Pour les Equipements Mobiles 
qui transferent des donnees durant les releves entre SGSN, le changement de 
GGSN/F A/MAP peut etre fait apres que le transfert de donnees a ete complete. 
- L'etape 3 consiste a combiner le SGSN et GGSN en un seul noeud, appele le 
IGSN et de laisser la Mobilite-IP amelioree s'occuper des releves entre IGSN, 
c'est-a-dire la mobilite a l'interieur du Reseau-Coeur-PLMN et entre reseaux. 
II est important de noter ici que la troisieme etape est celle consideree sous le 
concept utilise dans ce memoire de recherche qui s'appelle GTP evolue avec 
compatibilite VPN, dans le but d'une simplification d'implementation a l'interieur des 
routeurs IP. Cette troisieme etape permet aux mecanismes de Mobilite-IP amelioree de 
s'occuper de la mobilite a l'interieur du reseau de coeur, la mobilite PLMN, de meme que 
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la mobilite entre les Aires de Desserte (Routing Areas) du domaine de paquets commutes 
(Packet Switched). La fonctionnalite du SGSN et celle du GGSN sont combinees en un 
nceud, tel que deja mentionne, 1'IGSN (Improved GPRS Support Node) et quelques 
autres fonctions sont ajoutes pour utiliser la Mobilite-IP dans le but d'operer les 
deplacements entre IGSNs. Dans ce cas, le IGSN/FA/MAP sera le nceud qui marquera la 
terminaison de la partie d'UMTS specifique au PLMN. Les fonctionnalites de base du 
IGSN sont done: 
- le support de la gestion de mobilite UMTS/GPRS a travers le UTRAN/BSS ; 
- le support de la signalisation MAP (Mobile Application Part) qui est une entite 
completement differente du MAP (Mobile Anchor Point) d'IPv6 ; 
- l'interaction avec le HLR du PLMN, en passant par le FA/MAP avec une 
infrastructure AAA (Authorization, Authentication, Accounting); 
la capture de donnees de tarification et son formatage selon les specifications 
UMTS/GSM; les specifications de PIETF peuvent etre utilisees pour la 
comptabilite du FA ou du MAP ; 
le support de Mobilite-IP avec la fonctionnalite necessaire pour etre compatible 
avec le deploiement de Mobilite-IP dans des reseaux non-UMTS partout dans le 
monde; 
- le support des releves inter-IGSN, fait a partir de m£canismes de Mobilite-IP ou 
GTP. 
A partir du troisieme scenario (qui consiste en l'integration du SGSN avec le 
GGSN et ce, en un seul nceud appele 1'IGSN, et complements par la Mobilite-IP 
amelioree), le HA ou MAP (selon la version de IP utilisee) agira comme point 
d'attachement pour le trafic genere par l'Equipement Mobile (ME) si le tunnelage inverse 
est utilise. Sinon, ce trafic sera achemine directement vers le nceud correspondant. Si les 
mecanismes d'optimisation de route sont disponibles et deployes, le point d'ancrage sera 
utilise principalement dans un but de controle, tandis que le trafic sera achemine 
normalement le long des chemins tout en evitant les problemes de cheminement 
triangulaire. Les MEs sans Mobilite-IP peuvent etre supportes en laissant 1'IGSN 
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enregistrer le mobile avec un HA du PLMN. Altemativement, les SGSN et les GGSN 
peuvent etre deployes en parallele avec des nceuds de Mobilite-IP et/ou le IGSN peut 
aussi agir comme SGSN. 
II est important de noter ici que l'Agent Etranger avec adresse-au-soin-de 
demeure l'adresse temporaire du reseau visite a laquelle le reseau d'origine envoie les 
paquets qui lui sont destines. Encore une fois, les paquets destines au noeud mobile qui 
arrivent au reseau d'origine sont intercepted par l'Agent d'Origine et tunneles jusqu'a 
l'Agent Etranger (FA). Une fois que les paquets sont rendus au FA, cet agent de-tunnelle 
les paquets et les envoie au noeud mobile. 
Un autre point a considerer consiste en ce que la tendance est d'utiliser l'APN 
(Access Point Name) comme mecanisme de selection de service au lieu d'introduire un 
nouveau contexte PDP (Paquet Data Protocol), sans modifier le plan de controle des 
systemes GPRS et UMTS, mais plutot en transportant tous les messages de Mobilite IP 
dans le plan d'usager du systeme UMTS/GPRS. Dans notre cas, nous ferons promotion 
d'adressage direct IP qui n'a pas de dependance geographique et permettra l'allocation 
dynamique d'adresses Co A sous MIPv6. 
L'IGSN procurera les services de Mobilite-IP bases sur l'adressage direct IP qui 
est identifie par le ME (Mobile-Equipment). Bien qu'il soit considere que tous les nceuds 
mobiles supporteront la Mobilite-IP a un point donne dans le futur, l'adressage direct IP 
peut etre utilise pour distinguer entre une requete de Mobilite-IPv4 et une Mobilite-IPv6. 
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2.4.5 Etablissement d'une session Intra-SGSN 
Dans le but de clarifier le tout, la procedure complete d'activation de session 
(PDP Context Activation suivi d'un enregistrement Mobile IP evolue) sera maintenant 
presentee. En general, apres avoir recu une requete de contexte d'activation PDP du ME, 
le IGSN envoie un Activate_PDP_context_accept au terminal mobile et declenche un FA 
pour qu'il envoie une notification a la station mobile qui requiert l'activation d'une 
session, de la meme maniere que lorsque le FA se trouve au GGSN. L'etablissement 
d'une connexion PPP et l'execution d'une procedure d'attachement UMTS/GPRS ont ete 
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ici omis par souci de simplification. Les fleches denotent les messages entre les nceuds, 
alors que les losanges representent la fonctionnalite du noeud. Le tout est tire de la 
specification 3GPP TR23.923. La 2.6 montre Petablissement d'une session Intra-SGSN. 
TE MT 
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Figure 2.6 Activation de session proposee 
Ce scenario est presente en considerant que la ressource rare est la largeur de 
bande en provenance des acces sans fil. Les technologies de RSVP et de Diff-Serv 
(Differentiated Services) demeurent les mecanismes de QoS de choix considered a meme 
la specification TR23.923 [8]. 
Considerons done par exemple Int-Serv (Integrated Services) qui utilise RSVP 
comme protocole de signalisation. Des tunnels dans les deux directions (de HA a FA et 
de FA a HA) peuvent suivre des chemins deja etablis avec QoS, tout en utilisant des 
ressources appropriees de gestion de file d'attente et des mecanismes d'ordonnancement, 
de meme qu'un routage base sur des politiques et sur la classification. Alternativement, 
les reservations sur les chemins peuvent etre etablies en utilisant des extensions de 
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tunnels de type RSVP, mais dans ce cas, une encapsulation UDP est requise pour le 
transport des paquets sur tunnels RSVP. Lorsque Mobilite-IP est utilisee en conjonction 
avec un environnement Int-Serv, deux choses restent a considerer: 
la Mobilite-IP utilise 1'encapsulation IP dans IP pour tunneler les paquets 
entre les agents de mobilite [9], et ces tunnels rendent les messages de bout-
en-bout de RSVP invisible aux routeurs intermediaires ; 
- dans le cas de releve de Mobilite-IP, de nouvelles reservations le long du 
nouveau chemin de tunnel doivent etre etablies. 
Le point principal que Ton veut mettre en evidence ici est d'avoir une session 
RSVP separee entre les points-en-bout du tunnel. Le point d'entree du tunnel sert de 
transmetteur pour le tunnel de la session RSVP, alors que le point de sortie du tunnel sert 
de recepteur. Le tunnel de la session RSVP peut exister independamment des messages 
RSVP de bout-en-bout. 
Premierement, plusieurs noeuds mobiles, utilisant le service de mobilite de ces 
agents mobiles, peuvent partager un tunnel RSVP et minimiser les etats ajoutes dans le 
reseau. Deuxiemement, un nouveau tunnel RSVP peut etre etabli separement pour chaque 
noeud ou flot. Ces deux alternatives representent les deux extremes du spectre. Nous 
tendons dans notre cas a promouvoir une solution entre les deux, pour satisfaire les 
besoins de la cause. Done, lorsqu'un noeud mobile se deplace vers un reseau visite, les 
reservations pour le nouveau tunnel doivent etre etablies. Dans le but de minimiser 
1'interruption de service durant la releve, le nouveau tunnel entre les agents mobiles peut 
etre pre-configure jusqu'a un certain degre. 
Notre preference, cependant, est d'utiliser Diff-Serv sur MPLS de maniere a 
supporter l'etablissement de session et la gestion de mobilite macro comme evolution de 
GTP. Diff-Serv peut aussi etre utilise dans le but de controle d'admission, en regroupant 
dans des classes agregees, en effectuant un controle de politique, en conditionnant le 
trafic et finalement en marquant pour le rejet possible de paquets lors de congestions. 
D'un autre cote, MPLS peut devenir le mecanisme sous-jacent pour l'etablissement de 
tunnels. Diff-Serv a un potentiel de haute evolutivite. Mais avant de sauter hativement 
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aux mecanismes proposes de GTP evolue, penchons-nous quelque peu sur l'idee 
d'integration VPN pour les besoins de securite. 
2.4.6 Concepts VPN (Virtual Private Network) 
Par definition, une adresse VPN-ID est constitute en concatenant un champ de 
longueur fixe, appele un " Route-distinguisher", a une simple Adresse-IP. Un " Route-
distinguisher" est structure de telle maniere a permettre a chaque fournisseur de service 
VPN de creer des " Route-distinguishers" de leur propre chef, sans le risque que le meme 
" Route-distinguisher" soit assigne par d'autres fournisseurs. 
Un "Route-distinguisher" consiste en trois champs, resultant en une entite de 8 
octets, c'est-a-dire : un champ appele Type (2 octets), un autre appele Autonomous 
System Number (2 octets), et finalement VAssigned Number (4 octets). Le champ Type 
fournit de Pinformation concernant le Type de VPN. Le champ Autonomous System 
Number contient le numero du systeme autonome du fournisseur de service VPN. 
Finalement, chaque fournisseur de service VPN controle lui-meme sa propre designation 
du champ Assigned Number. Dans le cas le plus commun, un fournisseur de service y 
assigne ainsi une valeur numerique sequentielle a un VPN donne. De cette facon, aucun 
autre VPN ne partage le meme "Route-distinguisher". Les adresses IP sont supposees etre 
uniques a l'mterieur d'un VPN et, de ce fait, il s'ensuit done que les VPN-Ids sont 
globalement uniques. 
D'un point de vue BGP [10], traiter des routes avec des adresses VPN-ID n'est 
pas different que de traiter des routes avec simples adresses IP, puisque la capacite multi-
protocolaire de BGP le rend capable de traiter des routes de families d'adresse multiples. 
La structure des adresses VPN-IP transformees en adresses VPN-ID, ainsi que la 
structure de la composante "Route-Distinguisher" du VPN-ID, est totalement opaque a 
BGP. Quand BGP compare deux prefixes d'adresse de VPN-ID, il en ignore tout 
simplement la structure. Nous pouvons done en conclure qu'aucun nouveau mecanisme 
n'est introduit au protocole BGP lorsque le RFC-2547 est implemente. II est important de 
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souligner que la conversion de VPN-ID a une adresse VPN-IP prend place aux routeurs 
PE (Provider Edge). 
Les adresses VPN-ID sont transportees settlement par les protocoles 
d'acheminement (routage), et non dans les entetes IP. Ces identificateurs VPN ne sont 
pas utilises directement pour 1'envoi de paquets, ce qui est fait par la technologie MPLS. 
L'information d'acces est exprimee en termes d'adresses VPN-ID. Le routeur PE peut 
etre imagine comme un LER (Label Edge Router) MPLS. A cet effet, la Figure 2.7 
illustre une configuration possible de reseaux a plusieurs VPNs. 
Figure 2.7 Representation topologique de deux reseaux virtuels prives 
Nous observons tout d'abord que deux VPNs y sont presents, soient VPN A et 
VPN B. Chaque terminaison VPN est representee par un CE (Customer Equipment). Ces 
terminaisons se branchent a la dorsale IP a partir de PE (Provider Edge). L'aiguilleur P 
(Provider) agit comme noeud de transition. 
Quand un routeur PE recoit un paquet d'un usager [10] [11], il utilise l'interface 
d'arrivee du paquet pour identifier le VPN auquel celui-ci appartient et identifie la table 
d'envoi FIB (Forwarding Information Base) qui lui est associee. Ce FIB provient de la 
table tri-dimensionnelle VRF indexee dont chaque index correspond a un VPN ou FIB 
donne. Ceci fait, le routeur PE execute alors une visualisation normale a partir de l'entete 
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IP, en utilisant l'adresse de destination IP lue dans le paquet en question. Ceci resulte en 
ce que le routeur PE ajoute 1' information de 1'etiquette au paquet et envoie ce paquet. 
L'evolutivite du reseau partage VPN est controlee en utilisant une pile a deux etiquettes, 
celle a l'interieur pour le routage BGP, et celle a l'exterieur pour le LSP du domaine ISP. 
2.4.7 Concepts MPLS utilises avec GTP evolue 
Dans le monde de MPLS, les chemins LSP (Label Switched Paths) pour flots a 
fine granularite et pour les flots agreges sont etablis, maintenus et enleves, en utilisant un 
des protocoles de signalisation, soit LDP (Label Distribution Protocol) ou RSVP-TE 
(ReSerVation Protocol - Traffic Engineering). Le protocole de distribution utilise sera 
done un moyen par lequel les LSRs (Label Switched Routers) etabliront des LSPs (Label 
Switched Paths) au travers d'un reseau donne en faisant une mise en correspondance 
entre Pinformation de routage de la couche reseau et les chemins commutes de la couche 
liaison (couche 2). Ceci est accompli en utilisant des etiquettes de commutation. Ces 
etiquettes sont utilisees pour creer un paradigme simple d'envoi de paquets, appele aussi 
commutation d'etiquettes. 
Tel que mentionne auparavant, un des buts principaux de la commutation 
etiquetee de multi-protocoles ou encore MPLS, e'est d'assurer une augmentation de 
vitesse d'envoi, et une separation de controle de la partie d'envoi pour offrir une 
robustesse accrue qui ne cree pas une interdependance de fiabilite entre la partie 
traitement de paquets et celle d'envoi. Cette derniere est refletee par la condition des liens 
entre les nceuds. Ainsi, si un processeur de routeur tombe en panne, la partie d'envoi peut 
continuer de fonctionner et vice-versa. Cette separation entre controle et envoi demeure 
importante dans la pre-definition de nos chemins tunneles parce que cette pre-definition 
ne peut etre affectee que minimalement par une panne quelconque. 
Le mecanisme d'envoi utilise une table d'envoi maintenue par le routeur lui-
meme et une etiquette attachee au paquet. Le mecanisme de controle, lui, s'occupe de la 
construction et de l'entretien de cette table d'envoi. En effet, l'envoi de paquets bases sur 
IP seulement consomme relativement beaucoup de temps pour le traitement du plus long 
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prefixe. II est important de mentionner ici que tout ce qui existe deja en termes de 
protocoles d'acheminement IP demeure et est re-utilise par MPLS pour le traitement 
d'envoi. Quelques etapes (simplifiees comparativement a IP) prennent place lors de 
l'envoi de paquets bases MPLS. II va sans dire que MPLS emploie une approche de 
connexion virtuelle pour le transfert de paquets au travers du domaine MPLS. Ces etapes 
sont: 
1. Lors de la mise en marche d'un reseau MPLS, un protocole de distribution 
d'etiquettes MPLS est active, qui derive des tables de routage pre-definies par les 
protocoles de routage IP. Ce protocole de distribution est soit CR-LDP ou RSVP-TE. 
Ce dernier demeure le choix de la majorite et sera celui considere pour GTP evolue. 
2. Un paquet IP entrant dans un domaine MPLS par Pintermediaire d'un nceud d'entree 
LER (Ingress ou Label Edge Router) est mis en correspondance avec une classe 
particuliere appelee FEC (Forward Equivalence Class). 
3. Une fois dans le LER, le FEC du paquet IP est associe a une operation NHLFE (Next 
Hop Label Forward Entry) qui peut etre soit "PUSH", "SWAP" ou "POP". Dans le 
cas du nceud Ingress-LER, cette operation en est une de "PUSH" etiquette sur le 
paquet IP. Cette etiquette est une entite de 4 octets, composee d'une portion etiquette 
de 20 bits, d'une portion CoS (Class of Service), d'un indicateur Stack et finalement 
d'un champ TTL. L'association FEC a operation d'etiquette est permise par 
Putilisation d'une table tridimensionnelle appelee FTN (FEC-to-NHLFE). Done, d'un 
FEC, on obtient une operation NHLFE correspondante. En plus d'une correspondance 
FEC-to-NHLFE, nous considererons un double emboitement pour le support futur de 
tunnelage VPN dans le but d'ameliorer la seeurite au niveau du reseau cceur UMTS 
de la solution GTP evolue. 
4. Par la suite, les paquets MPLS sont diriges vers les noeuds de transition appeles LSR 
(Label Switch Router) pour une commutation rapide basee sur des etiquettes de 
chemins pre-definies (LSP, Label Switched Path) lors de la distribution d'etiquettes. 
Chaque chemin est associe a un FEC donne (flot de paquets etabli sur des 
caracteristiques communes telles que Adresse d'Origine, Adresse de Destination, Port 
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Logique d'Application, etc.), pour un traitement de chemin similaire. Chaque noeud 
de transition effectue done une operation "SWAP" sur les paquets MPLS en utilisant 
une table bi-dimensionnelle ILM (Input Label Match). 
5. Finalement, lorsque les paquets MPLS atteignent le noeud de peripheric de sortie, 
aussi appele "Egress-LER" ou PE dans le cas de VPN pour GTP evolue, les paquets 
MPLS sont depouilles de leur etiquette MPLS pour retrouver leur allure originelle de 
paquet IP. 
L'avantage de cette commutation MPLS est done un envoi rapide qui ne depend 
plus d'un traitement d'une Entete IP de 20 octets mais plutot d'un traitement rapide de 
commutation deja defini selon un chemin donne (LSP) base sur une entete MPLS de 4 
octets. L'aspect oriente connexion donnera a la solution GTP evolue un potentiel 
additionnel de privatisation et d'agregations de flots. En effet, il y a possibility 
d'effectuer une encapsulation emboitee a Pinterieur de plusieurs niveaux d'etiquettes 
MPLS, dans le but d'etablir des tunnels de tunnels de chemins LSP. Ceci est tres utile 
dans Poperation de reseaux prives virtuels ou encore dans le but d'effectuer de 
Pingenierie de trafic, ou dans le cas de bris, d'utiliser le detour rapide de noeuds ou de 
liens en panne. 
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CHAPITRE III 
AMELIORATIONS PROPOSEES AU PROTOCOLE GTP 
Ce chapitre decrit les ameliorations proposees au protocole GTP dans le but de 
lui associer un chemin evolutif approprie. Pour ce, nous nous concentrerons sur les 
Versions 5 et suivantes d'UMTS, une technologie d'adressage et de mobilite (micro et 
macro) basee sur IPv6, un mecanisme de tunnelage oriente VPN pour des raisons de 
securite, et finalement un moyen de transport caracterise par MPLS. Dans un premier 
temps, nous exposerons les fondements de ces ameliorations. Dans un deuxieme temps, 
nous presenterons en details notre proposition d'ameliorations de GTP. Nous 
completerons le chapitre par une analyse du diagramme de sequence des messages 
selon GTP evolue. 
3.1 Fondements des ameliorations proposees 
Notre proposition repose sur un certain nombre de mecanismes evolutifs 
combinant RSVP et MIPv6 [7], pour fins d'obtention d'un controle de mobilite IP plus 
efficace. Elle se veut une valeur ajoutee au protocole GTP en se referant a la 
specification 3GPP de Version R99, de facon a mieux comprendre le besoin de 
migration vers les Versions 5 et suivantes. En effet, la Version R99 fait la promotion 
d'une couche 2 de type ATM, alors que les Versions 5 et suivantes tendent vers le tout-
IP. 
La Mobilite-IP de base (IPv4) est decrite dans le RFC-2002 et est intitulee 
"Support de Mobilite-IP". Ce RFC decrit comment acheminer les paquets a un nceud 
mobile qui n'est pas dans son reseau d'origine. Le transport de paquets a partir du 
reseau visite et jusqu'au nceud mobile est obtenu avec differents mecanismes de 
tunnelage decrits dans les RFC(s) 2003, 2004 et 2344 respectivement. La raison pour 
laquelle la Mobilite-IPv4 est decrite plutot que celle de Mobilite-IPv6 est que cette 
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derniere se doit d'evoluer davantage vers une maturite convenable avant d'etre utilisee 
de fa9on efficace dans un monde mobile radio. 
La specification 3GPP, etiquetee TR23.923 [8], presente les ameliorations de 
protocole qui permettent l'acheminement transparent de datagrammes IP aux nceuds 
mobiles, en utilisant l'lnternet. Chaque nceud mobile est toujours identifie par sa propre 
adresse d'origine, sans egard au point courant d'attachement a l'lnternet. Lorsque ce 
nceud mobile est situe loin de son point d'origine, il est aussi associe a une adresse-au-
soin-de (CoA), qui fournit de l'information concernant son point courant d'attachement 
a l'lnternet. Le protocole de mobilite permet Penregistrement de l'adresse-au-soin-de 
avec l'agent d'origine. L'agent d'origine envoie les datagrammes destines au nceud 
mobile en passant par un tunnel jusqu'a Vadresse-au-soin-de. Une fois arrive au bout 
du tunnel, chaque datagramme est ensuite delivre au noeud mobile. 
Cette specification 3 GPP decrit aussi une methode par laquelle un datagramme 
IP peut etre encapsule (transporte comme contenu de donne ou 'payload'), a Pinterieur 
d'un datagramme IP. L'encapsulation est suggeree comme moyen pour alterer 
l'acheminement normal IP pour les datagrammes, en les faisant passer par une 
destination intermediate qui, autrement, ne serait pas selectionnee par le champ de 
l'adresse IP de destination dans Pentete IP d'origine. L'encapsulation peut servir a une 
variete de buts, tel que livraison d'un datagramme a un nceud mobile utilisant Mobilite-
IP. 
Cette specification propose des extensions de compatibilite inverse de Mobilite-
IP de maniere a supporter des tunnels de retour. Mais TR23.923 n'essaye pas de 
resoudre les problemes poses par les coupes-feu localises entre l'agent d'origine et 
1'adresse-au-soin-de du noeud mobile. 
De plus, les serveurs AAA identifient typiquement les clients en utilisant le NAI 
(Network Access Identifier) de Mobilite-IP. Dans ce but, les specifications 3 GPP 
proposent que le NAI soit utilise avec Mobilite-IP quand les nceuds mobiles emettent 
un 'Registration_Request'. Nous nous en tenons ici a re-evaluer la situation en 
considerant plutot Putilisation directe d'adresses IP. 
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Mais avant tout, l'impact de cette specification agit sur trois volets distincts, 
soient ceux de: 
renregistrement d'un mobile (Figure 2.5); 
Petablissement d'une session (Figure 2.6); 
- la releve inter-GGSN (Figure 3.2). 
L'interet sans cesse grandissant de Mobilite-IP comme solution potentielle de 
macro-mobilite pour les reseaux cellulaires nous amene a de nouvelles solutions et 
extensions de protocoles existants. II existe aussi un besoin de clarifier les requis 
concernant Mobilite-IP, et ce, a partir d'une perspective de reseaux cellulaires. Ceci 
nous permettrait d'harmoniser revolution de Mobilite-IP avec les solutions existantes 
de mobilite dans les reseaux cellulaires, et ce, dans le but de migrer vers GTP evolue. 
L'activation d'une session pour un ME (Mobile Equipment) demandant un 
service de Mobilite-IP et equipe avec un client de Mobilite-IP est quelque peu different 
du modele courant GPRS, dans le fait que le tout est traite localement dans PIGSN, 
sans avoir recours au GGSN. A partir de la perspective d'un ME, 1'activation de session 
et l'enregistrement initial de Mobilite-IP sont completement identiques au cas ou le FA 
est place au GGSN. L'hypothese est que chaque IGSN est equipe d'un FA ou MAP. La 
methode d'etablissement de session selon TR23.923 est decrite a la section 2.4 du 
chapitre 2. 
3.2 Evolution proposee de GTP 
La solution VPN considered ici s'associe grandement au BGP/MPLS VPN, qui 
est une implementation du modele pair. La raison pour laquelle ce modele est appele 
"pair" est que, d'un point de vue du routage, le reseau du fournisseur de service agit 
comme pair aux reseaux des usagers. Le BGP/MPLS VPN refere quelquefois a la 
technologie de VPN de couche 3 base sur MPLS. La norme associee a ce type de VPN 
est le RFC2547bis [10] et [11] mentionne auparavant. II existe egalement une autre 
proposition connue sous le nom de technologie de VPN de couche 2 base sur MPLS. 
Cette derniere est vine adaptation a des technologies de couche 2 qui sont compatibles 
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avec des methodes deja existantes telles que celles de Relais de Trames, d'ATM, etc., 
mais ne sera pas utilisee ici, puisque c'est la couche 3 qui nous interesse pour des 
raisons de mobilite. 
Pour permettre a plusieurs VPNs de discriminer entre eux (par exemple, VPN-A 
et VPN-B), il demeure crucial de creer un nouveau type d'adresse, que nous appelons 
l'adresse VPN-IP ou VPN-ID, et nous nous assurons que ces adresses sont uniques, 
puisque l'environnement VPN seul possede des adresses IP qui sont privees. Ceci est 
du au fait que les prefixes d'adresses peuvent etre re-utilises. 
Notre solution GTP evoluee jouira done d'une capacite d'agregation a deux 
niveaux avec traduction d'APN en un VPNID. D'ou l'utilisation directe d'adresse IP 
et une compatibilite accrue BGP/MPLS VPN. Mais avant d'aborder une description 
succincte de ce mecanisme, considerons une perspective d'ensemble de cette 
proposition. 
Nous sommes maintenant au point culminant de la proposition finale. Tel que 
mentionne auparavant, le protocole GTP encapsule en tunnels les paquets multi-
protocolaires au travers du reseau cceur de GPRS, entre les nceuds GSN (e'est-a-dire 
SGSN et GGSN). Dans le plan de signalisation, GTP-C specifie un tunnel de controle 
et un protocole de gestion permettant au SGSN de fournir des services GPRS pour un 
UE. II est a noter ici qu'un UE du monde GPRS est equivalent a un MN du monde 
MIPv6. Cette signalisation cree, modifie et enleve les tunnels utilises dans le but 
d'instaurer la macro-mobilite entre SGSNs ou entre GGSNs. 
Le protocole UDP est utilise comme protocole de transport pour transferer les 
messages de signalisation entre les noeuds GSN. Dans le plan de transmission, GTP-U 
utilise un mecanisme de tunnelage pour transporter les paquets de donnees de l'usager. 
Nous recommandons a cet effet d'utiliser plutot un tunnelage base sur MPLS pour des 
raisons de temps de reponse lors de releve. Les concepts de la technologie MPLS 
utilises sont decrits a la section 2.4 du chapitre 2. 
Nous pouvons done remarquer que la technologie MPLS nous procure toute une 
panoplie d'outils et d'applications qui font partie des mecanismes disponibles a meme 
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MPLS, et que nous traiterons dans la sous-section suivante. Nous identifierons par le 
fait meme les applications que nous utiliserons plus precisement dans le cadre du 
mecanisme de GTP evolue. 
Applications de MPLS utilisees par GTP-evolue 
II serait bon de mentionner brievement quelques applications [12] ou utilisations 
possibles de MPLS comme technologie de commutation. Ces applications sont: 
1. L'envoi et la commutation rapide de paquets IP ; 
2. L'utilisation d'un mecanisme de QoS associe appele Differentiation de Services 
ou encore Diff-Serv; 
3. L'utilisation d'encapsulation emboitee (Label - Stacking) dans le but de 
permettre le detour rapide de nceuds en panne. Dans notre cas specifique de 
GTP evolue, cette encapsulation emboitee permettra la privatisation de flots 
avec Petablissement de groupes d'utilisation de reseaux virtuels (VPN); 
4. La mise sur pieds de routes explicites basees sur de nouvelles contraintes de 
delai, de priorite, de largeur de bande, etc., et ce, en utilisant le protocole de 
routage CSPF (Constrained-OSPF) en complementarite avec l'ancrage non-
strict (Loose-Pinning) ou l'ancrage strict (Strict-Pinning); 
5. La remise en service de sentiers rompus peut etre implemented en collaboration 
avec le TE-CMS pour le calcul d'optimisation hors-reseau.. 
Description d'un mecanisme a deux niveaux d'agregation 
Pendant qu'un noeud mobile est attache a un lien etranger (dans un reseau visite) 
et loin du point d'origine, ce MN (Mobile Node) est aussi adressable par une ou 
plusieurs adresses-au-soin-de ou CoA, en plus de son adresse d'origine. Une CoA, 
comme mentionne auparavant, est une adresse IP associee a un nceud mobile pendant 
qu'il est en visite et est rattache a un lien etranger. Le prefixe du sous-reseau de 
P adresse CoA de ce MN est un prefixe sous-reseau (ou un des prefixes du sous-reseau) 
sur le lien etranger visite par le MN; si le MN est connecte a ce lien etranger pendant 
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qu'il utilise l'adresse CoA, les paquets adresses a cette adresse CoA seront achemines 
au MN dans son point de localisation courante, loin de son point d'origine. 
La notification et la procedure de decouverte de 1'agent demeurent inchangees, 
selon la norme [2]. II devient done possible d'etablir des tunnels et des tunnels 
emboites dans des tunnels, de facon a implementer differents niveaux de granularite a 
Pinterieur d'un reseau d'acces, tels que ceux de l'UTRAN et du reseau coeur d'UMTS. 
Nous proposons done de definir de l'agregation de classes de flots telle que 
presente a la Figure 3.1 (selon [13]) et, dans ce but, de construire une agregation a 
deux niveaux avant de s'interconnecter au reseau dorsal IP, de la facon suivante : 
Premier niveau d'agregation au premier routeur d'Acces ou regroupement des 
stations de base, aussi appelees Nodes B ; 
Deuxieme niveau d'agregation au IGSN ou regroupement des nceuds SGSN / 
GGSN. 
Figure 3.1 Deux agregations a deux niveaux, LSPs pre-definis 
Le premier niveau d'agregation prend soin des micro-flots (uFlots) et de la 
micro-mobilite (equivalent au routage BGP-VPN), alors que le deuxieme niveau 
d'agregation servira a la macro-mobilite et combinera a cet effet le trafic de n x Access 
Routers (semblable au domaine ISP, de la Section 3.3) avant meme d'atteindre le 
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reseau IP dorsal / multi-reseaux de transition, en se dirigeant vers une destination 
comme par exemple celle du "Routing Area B" (voir Figure 3.1). Cet emboitement 
d'etiquettes a deux niveaux suivra celui decrit a la section 2.4.6 et reutilisera ainsi la 
pile a deux etiquettes proposee, avec une etiquette interne pour le routage BGP, et une 
externe pour le LSP du domaine ISP. Cette proposition sera toutefois le sujet d'une 
recherche future. De plus, le protocole GTP-C lui-meme peut etre sensiblement 
remplace par de la signalisation RSVP-TE utilisee pour etablir les LSPs de la 
technologie de MPLS. Ce protocole RSVP-TE peut a la rigueur evoluer pour permettre 
l'adaptation a la mobilite, ce qui ne sera pas decrit dans le cadre de ce memoire. 
Par exemple, le diagramme de sequence des messages presente auparavant a la 
Figure 2.6 demeure toujours applicable. Cependant, pour ce qui est de 1 '"Inter-IGSN 
Routing-Area-Update", Petablissement de LSP peut etre defini comme suit (Voir 
Figure 3.2). 
La mobilite Inter-IGSN est prise en charge par Mobilite-IP, dans le cas de 
terminaux equipes avec un client de Mobilite-IP. Quand un Equipement-Mobile (ou 
encore ME) se deplace d'un ancien IGSN/FA vers la desserte d'un nouveau IGSN/FA, 
ce ME devra effectuer un enregistrement de type Mobilite-IP. Durant cet intervalle de 
temps necessaire pour etablir un tunnel LSP du HA jusqu'au nouveau IGSN/FA dans le 
cas de MIPv4, ou encore jusqu'au IGSN/MAP dans le cas de MIPv6, les paquets seront 
quand meme envoyes a l'ancien IGSN/FA ou IGSN/MAP, en utilisant Pancien tunnel 
de MIP. 
En tenant compte de cette proposition-ci, MPLS-RSVP definit une procedure de 
transfer! de paquets de l'ancien SGSN jusqu'au nouveau SGSN lorsqu'une mobilite 
inter-SGSN prend place et qu'un nouveau tunnel LSP au nouveau IGSN est en train 
d'etre etabli, tout en se basant sur des flots de chemin pre-defini et optimise (en 
utilisant une entite hors-reseau ou externe telle qu'un TE-CMS). Similairement, un 
transfert de paquets de l'ancien IGSN au nouveau IGSN, en utilisant un LSP de MPLS 
peut etre envie pour supporter le besoin de Petape 5 du diagramme de sequence des 
messages de la Figure 3.2. 
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Pour que la Mobilite-IP puisse supporter convenablement la mobilite, il doit etre 
possible de declencher des enregistrements de Mobilite-IP, c'est-a-dire defmir un 
moyen de detection de mouvement macro entre deux RAs (Routing Areas). Les 
messages de type "Routing-Area-Update" ont deja ete mentionnes a cet effet comme 
element de declenchement approprie pour la detection de mouvements macro. Nous 
pouvons done affirmer que les "Inter IGSN RA-Updates" peuvent etre utilises pour 
declencher un enregistrement de type Mobilite-IP. 
ME newIGSN/FA 
1. RA update request 
E.l .SGSN context requist 
G.2.SGSN context response 
3. Security functions 
10. RA update accept 
11. RA update Complete 
old IGSN/FA 
4.SGSN context Ack 
5.Forward Packets 
6.Update location 
8.1.Insert subscriber data 
8.2.Insert subscriber data ack 
9.Update location ack 
A. IGSN/FA functionality. 
12. MIP FA advertisement 
-jL-trigger-MlP-FA 
13.1. MIP Registration Request 





7.1 .Cancel location 
7.2.Cancel location ack 
1. MIP Registration Request 
2, MIP Registration Rsbly 
HA 
Figure 3.2 Mises a jour RA, utilisant des LSPs de MPLS 
Finalement, une description a haut niveau de la procedure d'une mise-a-jour RA 
est presentee dans ce qui suit: 
Dans ce diagramme de sequence de messages, nous pouvons voir que le "IGSN-
context-request" declenche l'utilisation d'un LSP agrege pre-defini entre RA "A" and 
RA "B". Le type de LSP considere en est un d'agregation de niveau 2 (selon la 
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hierarchie a deux niveaux definie auparavant), sans tenir compte si des changements de 
micro-flots prennent place au niveau 1 qui est encapsule. En d'autres mots, la micro-
mobilite devient opaque a la macro-mobilite a Pinterieur de cette proposition de 
solution, puisque Pagregation de niveau 2 s'effectue a PIGSN/MAP qui a deja pris en 
charge le besoin de micro-mobilite. II est important de souligner que le declenchement 
d'un LSP implique de la signalisation jusqu'au noeud IGSN cible, d'un LSP pre-defini 
(en utilisant une pre-definition fournie par un TE-CMS hors reseau). Ceci est prevu de 
maniere a ce que lorsque Pon se retrouve a PEtape 5 mentionnee plus haut, Pacces a 
deux niveaux d'agregation soit pret a envoyer des paquets, avec un delai moindre 
d'etablissement de tunnel. Cette pre-definition peut done etre accomplie avec un TE-
CMS (Traffic Engineering - Configuration Management System) qui se base sur des 
algorithmes et/ou heuristiques pour Poptimisation de reseaux. Ce TE-CMS est bati 
pour determiner la topologie fonctionnelle a etre optimisee en passant par plusieurs 
iterations de requetes topologiques pour la gestion des ressources (e'est-a-dire largeur 
de bande, capacite de traitement, espace memoire, etc.). Le tout s'avere utile pour la 
gestion de flots en reajustant Pinformation de reseau, a partir d'une boucle de reponse 
entre le TE-CMS et ce reseau en question. 
Ce qui rend aussi cette solution nouvelle, est que ce meme niveau 2 
d'agregation peut etre considere comme prive par un groupe donne d'usagers, d'ou 
Pidee que des VPNs sont formes et definis explicitement. Les VPNs bases sur BGP, 
avec leur principe de communautes, peuvent etre places comme recouvrement des 
systemes proposes, et ce, entre deux RAs specifiques. Dans les reseaux coeur de UMTS, 
PAPN indique la reference au IGSN a etre utilisee. D'une facon pratique, PAPN est 
utilise pour decider a quelle adresse IP le tunnel GTP resultant (ou dans ce cas-ci le 
LSP resultant) s'y rattache. De plus, PAPN peut, a Pinterieur du IGSN, identifier le 
reseau IP dorsal externe. Done, PAPN peut finalement etre utilise pour determiner a 
quelle adresse IP un tunnel subsequent (i.e. PPP, L2TP or IPsec) originant de 1TGSN 
considere, est attache. 
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L'APN est l'entite d'identification dans UMTS qui informe l'Agent-
d'Interconnection (Gateway-Agent), ou le tunnel en question doit se rattacher. Les deux 
parties de l'APN sont pleinement qualifiers comme noms de domaine selon les 
conventions d'appellation reservees au DNS (Dynamic Naming System). Les VPN-ID 
peuvent ainsi emaner de l'APN ou plus specifiquement selon notre proposition de 
solution, de la partie "Network Identifier". Dans ce cas, le reseau IP dorsal externe 
auquel nous nous referons, devient tel qu'attendu, specifique a un VPN donne. Les 
details d'implementations de la mise-en-correspondance d'APN a VPN-Ids ne font pas 
partie de la recherche dormant lieu a ce memoire. Mais la solution GTP evolue doit 
s'assurer qu'elle offre 1'infrastructure requise pour la supporter pour eviter la 
dependance geographique engendree par le mecanisme d'APN. 
Nous confirmons egalement que la specification existante de RSPV-TE est 
assez mature pour etablir des tunnels de type LSP pour la macro Mobilite-IP. Les 
adresses respectives d'origine, du FA ou MAP dans le but d'etablissement de tunnels 
de type LSP, seront fournies durant les procedures de decouverte d'agents, de MAP et 
d'enregistrement, indues comme faisant partie de la panoplie des technologies 
identifiees MIPv4 ou MIPv6. 
Finalement, non seulement avons-nous repondu au besoin d'evolution du 
protocole GTP vers un protocole plus adapte qui est celui d'etablissement de LSP a 
partir de la technologie de MPLS, mais nous avons aussi couvert 1'implementation 
potentielle de VPN-ID a partir d'un concept d'agregation a deux niveaux. Cet aspect 
fera l'objet de recherche future pour des besoins de raffinement et de validation de 
protocoles. 
3.3 Le diagramme de sequence des messages 
Penchons-nous maintenant sur les details d'implementations du mecanisme 
considere de pre-definition de chemins. Pour ce, analysons le diagramme de sequence 
des messages de la Figure 3.3 simplified, avec emphase mise sur Petablissement de 
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chemins LSP pre-definis, ce qui nous aidera a diminuer le temps de reponse d'une 
releve impliquant un RAU (Routing Area Update). 
La Figure 3.3 est une representation simplified d'un RAU en utilisant des 
sentiers LSP de MPLS. Les etapes 1 et 2 represented done les messages de 
declenchement d'une releve inter SGSN. Par la suite, la serie de messages 3 et 4 
viennent supporter 1'accuse de reception du nouveau contexte et 1'aspect de securite 
authentifiee au serveur AAA. Sans s'attarder sur ces elements courants, considerons 
maintenant la partie ombragee verte qui represente l'essence meme de revolution 
apportee au protocole GTP par cette proposition. Les primitives principales se 
presentent comme suit: 
Resj 
-.MS* 
! 1. RA update request 






* | 2.1 SGSN Context request 
3, Security functions 
| 2.2 SGSN Context resfjonse 
i 4. SGSN cdntext Ack I 
l , 5.1 Predefined Tunnehdar2 Red 
£.7 Predefined Tunnefcpor2 Act 
16. Update Ideation 
Eorward Buckets on t/jniMHgj)r2 
-+\ 
JA Cancel JLocatior) 
j 17.2 Cancel jLocatioiji Ack 
18.1 Insert Subscriber dsjta ' 
.10.1 RA update Accept 
10.2 RA Update Complete 
18.2 Insert Subscriber dalta Ack 
19. Update Ltocation Ack[ 
5.2 PrftJef L^P Level 2 ffiq sur VWKnown (jort 
5.3 Pra-Def LSP Level 2 R*q 
5.5 PfeDef LSP Lfrvel 2 Ack 
,5.6Pr|&DefL|SPLevel2A|ck 
5.4 PreDeflLSP Level 2 Acki 
Figure 3.3: Mises a jour RA avec utilisation de LSP 
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- Message 5.1 Predef Tunnel_Aggr 2 Req initie par le nouveau IGSN pour 
rediriger les flots de communications, lors de la releve ; 
Messages 5.2, 5.3 Predef LSP Level 2 Req representant la requete 
d'etablissement de chemins, sur le reseau cceur constitue de nceuds MPLS, dont 
les nceuds Ingress, LSR et Egress. De plus, une entite TE-CMS (Traffic 
Engineering-Configuration Management System) est egalement utilisee pour le 
calcul hors-reseau, de chemins LSP pre-defmis ; 
- Messages 5.4, 5.5, 5.6 et 5.7 Predef LSP Level 2 Ack representant l'accuse de 
reception de l'etablissement de chemins, sur le reseau cceur dans la direction 
inverse jusqu'au nouveau IGSN. 
Les etapes 6, 7.1 et 7.2 sont les elements reguliers d'annulation du chemin 
anterieur entre le reseau cceur et le GGSN. Les etapes 8.1 et 8.2 decrivent les messages 
usuels de mise a jour des donnees d'usagers concernant sa nouvelle localisation qui est 
confirmee par l'etape 9 avec un Update Location Ack. Finalement, les messages 10.1 
et 10.2 terminent la completion de cette mise a jour de chemin ou RAIL 
Nous devons comprendre que les etapes 5.1 a 5.7 peuvent etre soumises a une 
execution concurrente anterieure plus rapide, suite aux contraintes de fautes que nous 
verifierons lors de la validation de protocole, sur SPIN. II est aussi entendu que cette 
pre-defmition de sentier LSP se fait hors-reseau par une methode algorithmique 
d'optimisation qui devra, par approximation ecourtee, repondre a Pinterieur d'une 
periode d'harmonisation relativement rapide avec une marge de precision d'environ 5% 
de la largeur de bande effective. 
Cet algorithme peut etre decrit de facon simple, par les etapes suivantes : 
1. Lire la topologie actuelle du reseau cceur et calculer la largeur de bande 
effective de chaque lien ; 
2. Utiliser une heuristique approximative (e.g. recherche taboue) pour le 
dimensionnement du reseau cceur, compte tenu de la nouvelle assignation de 
chemins ; 
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3. Traduire cette assignation de chemins en commandes de configurations LSP 
(e.g. CLI); 
4. Y a-t-il requete de nouveaux sentiers pre-definis en provenance du CN? 
5. Si Oui, deployez la nouvelle assignation de chemins pre-definis et retournez 
a l'etape 1 ; 
6. Si Non, retournez a l'etape 1, apres un temps d'harmonisation Vt pre-etabli. 
La bande passante effective [14] consideree ici, est celle d'un processus arrivant 
A, et peut etre definie comme suit: 
a(s,T) = suV\—\ogE(e
siA(t+T)-Ai!))\s,T e (0,oo) (D 
r>0 [ST 
Le parametre x est appele le parametre de temps et indique la longueur d'un 
intervalle de temps. Le parametre s est appele le parametre d'espace (space) et contient 
de rinformation a propos de la distribution des arrivees de paquets. Generalement, la 
largeur de bande effective a d'un flot de trafic varie entre la moyenne et le regime de 
crete du trafic. a procure done un lien entre les caracteristiques du trafic d'un flot et les 
ressources requises en termes de largeur de bande et de grosseur de memoire tampon, 
dans le but de supporter un niveau de service garanti pour ce flot. II en resulte done : 
- Lorsque s -> 0, la largeur de bande effective se rapproche du regime moyen 
de trafic; 
- s -> QO, cette largeur de bande effective est principalement refletee par le 
regime de crete du trafic. 
L'utilisation principale de ce concept nous aide a comprendre que tant et aussi 
longtemps que la largeur de bande effective d'un groupe de flots demeure en deca de la 
capacite Cap d'un lien donne, la probability de perte de paquets due a une surcharge de 




RESULTATS EXPERIMENTAUX ET ANALYTIQUES 
Dans le chapitre precedent, nous en sommes venus a formuler, un algorithme 
permettant de fournir un cadre operationnel pour Putilisation de chemins LSP, ceci 
dans le but d'accelerer la releve macro de type inter-SGSN caracterisee par l'utilisation 
de RAU. Dans ce chapitre, nous presenterons et analyserons les resultats experimentaux 
et analytiques decoulant de nos propositions. Dans cette optique, nous presenterons 
premierement Penvironnement necessaire a revolution de cette experimentation. Dans 
un deuxieme temps et pour en venir a une telle preuve de concept, nous aborderons le 
plan d'experimentation concernant revolution de GTP (utilise dans le cas des trafics 
mission critique tels que ceux de la voix et de la video-conference). Ceci fait, nous 
pourrons par la suite decrire les simulations (OPNET Modeler M et SPIN) effectuees 
dans le cadre de cette recherche et analyser les resultats obtenus. Finalement, nous 
serons en mesure de suggerer une demarche mathematique simplifiee pour le 
dimensionnement de tels trafics (voix et video-conference), dans le but de s'assurer 
qu'une telle implementation est realiste avec les aiguilleurs (routeurs) couramment 
disponibles. 
4.1 Environnement de simulation 
En ce qui concerne les outils de recherche utilises pour 1'evaluation de notre 
methode d'amelioration de releve RAU, nous avons installe deux applications de 
simulation. La premiere consiste en un simulateur base sur 1'execution d'evenements 
temporels et appele Modeler Version 10.5. Ce logiciel provient de la compagnie 
Opnet Technologies Inc et inclut toute une librairie de protocoles et technologies de 
telecommunications normalises tels que RSVP, MIPv6, OSPF, LDP, ATM, MPLS, 
UMTS, etc. Une description plus succincte d:'OPNET Modeler™ peut etre trouvee a 
l'adresse Internet http://www.opnet.com . La deuxieme application s'appelle SPIN 
51 
Version 4.0.7, un outil utilise pour valider la consistance de systemes concurrentiels 
(tels que les protocoles de communications), et pour verifier certaines proprietes de 
Model Checking (dans ce cas-ci le blocage d'etat et la surete). II consiste a P entree, en 
la specification d'un modele du systeme global considere, base sur le langage Promela 
et procure en sortie une description du graphe d'etat refletant P execution des processus 
concurrentiels. SPIN (Simple Promela INterpreter) est un outil logiciel gratuit qui 
demeure disponible a l'adresse Internet http://spinroot.com . OPNET Modeler™ et 
SPIN demeurent deux applications grandement utilisees a Pinterieur des institutions 
universitaires et commerciales, surtout dans le domaine de la recherche. 
Les simulations sur OPNET Modeler™ et SPIN ont ete executees a partir d'un 
materiel utilisant une plate-forme caracterisee par les specifications suivantes : 
Systeme Operationnel Windows-2000 Professionnel de Microsoft 
Version 5.0.2195 du SO avecmise a jour SP 4 et constructeur 2195 
Modele de Pordinateur -> HP Compaq nc8000 
Type de systeme logiciel -> ordinateur base sur X86 
Processeur -^ Pentium 4 M 
BIOS-Version 1.1 
523,632 kilo octets de memoire physique RAM 
40 giga octets de disque dur 
compilateur pour langage C et C++ -^ Visual C ^ V6.0 
Vitesse d'horloge -> 1.5 GHz 
Ces deux outils peuvent operer simultanement sur la meme plate-forme 
informatique. Le tout fonctionne dans un mode d'operation solitaire sans besoin de 
ressources reseaux, sauf pour l'obtention d'une licence OPNET Modeler™ residant sur 
un serveur de licence. Le temps de simulation depend de la complexite des modeles 
dermis, d'ou Pinteret important de se limiter a un certain niveau d'abstraction dans la 
description des modeles consideres. Une simplification adequate de ces modeles fut 
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consideree a l'etape d'implementation de la preuve de concept, et a ete appliquee dans 
la definition des modeles (OPNET Modeler™ et SPIN) en question. 
Nous en venons maintenant a la description du plan d'experience qui a ete etabli 
dans le cadre de cette experimentation. 
4.2 Plan d'experience 
II convient maintenant de decrire les etapes suivies lors de 1'experimentation 
pour la preuve de concept de Putilisation de chemins LSP, dans le but d'accelerer la 
releve macro de type inter-SGSN caracterisee par Putilisation de declenchement RAU. 
A cet effet, 1'experimentation mise en place se deroulera en quatre phases precises de 
maniere a obtenir une perspective globale de 1'amelioration du temps de releve RAU. 
Comme mentionne auparavant, un cadre general a ete defini au chapitre 3, par la 
description de ralgorithme global de definition de chemins pre-definis. Ce meme 
algorithme a ete repris ici et presente encore une fois sous forme schematique pour 
mieux comprendre l'interaction entre les fonctions utilisees; il est presente a la Figure 
4.1. 
'L i re topologie CN etN 
calculez a(s, T) de 




dimensionner CN, en 
fonction de la nouvelle 
assignation de chemins. , 
Traduire l'assignation 
de chemins en 
commandes de 
configuration LSP (e.g. 
CLI). 
Retourner a l'Etape 1, 
apres un temps 
d'harmonisation pr£ -
^tabU Vt. 
Figure 4.1 : Algorithme global de definition de chemins pre-definis 
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II est important de souligner que la methode detaillee d'optimisation hors reseau 
de la Figure 4.1 ne fait toutefois pas partie de cette recherche, mais sera consideree pour 
investigation future, comme cadre pour Pimplantation d'un tel mecanisme de GTP 
evolue dans un contexte de Mobilite-IP et d'infrastructure VPN. Dans cette figure, 
seule la partie "Deployer la nouvelle assignation de chemins et retourner a l'etape 1" 
marquee en rouge, s'avere profitable pour le moment, puisque nous ne considerons ici 
que 1'amelioration du temps de releve inter-SGSN. Ce cadre global y est defini pour 
mieux situer les limites de notre implementation. A cet effet, quatre etapes principales 
d'analyse sont envisagees et se presentent comme suit: 
1. Une premiere phase consiste en la caracterisation a partir du temps de 
releve RAU entre deux RA (Routing Areas). Cette mesure a ete prise sur un 
reseau GPRS semblable au reseau UMTS 3 GPP, en utilisant un equipement 
de test appele Gb-Analyzer, de la compagnie Netcare International. Les 
resultats nous ont ete transmis directement par cette compagnie. 
2. Par la suite, une deuxieme phase permet de proposer une solution 
d'amelioration du temps de releve en ayant recours a des chemins a 
etiquettes commutees, de maniere a obtenir un temps de releve de moins 
d'une demie seconde. Cette implementation sera mise sur pieds a partir de 
simulations utilisant l'outil OPNETModeler™. 
3. De plus, une troisieme phase permet de valider le nouveau protocole de 
migration, nous dirigeant vers GTP evolue. Cette validation de protocole se 
fera au moyen de l'outil de verification SPIN. Promela s'avere etre un 
langage descriptif de systemes concurrents. Tel est le cas de l'etablissement 
parallele de chemins LSP avant la releve RAU. 
4. Finalement, une demarche analytique sera proposee pour le 
dimensionnement des trafics de voix et de video-conference, dans le but de 
s'assurer qu'une telle implementation est realiste avec les aiguilleurs 
(routeurs) couramment disponibles. Cette demarche utilise le meme concept 
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de bande passante efficace qui fait partie de l'algorithme d'allocation de 
bande passante pour le choix des chemins appropries. 
Une fois ces quatre etapes effectuees, nous pourrons en tirer les conclusions 
recherchees de mecanismes possibles pour 1'amelioration du temps de releve inter-
SGSN. II est important de noter ici que nous nous sommes limites a des modeles 
simples consistant, dans le cas de la simulation OPNET Modeler , a un seul mobile se 
deplacant d'un Noeud B_l a un Noeud B_2, et dans le cas de la validation de protocole 
SPIN, a trois mobiles. En effet, l'interet dans la simulation OPNET Modeler™ 
demeure revaluation du temps de releve inter-SGSN en assumant, pour les types de 
trafics considered, qu'il n'existe pas de contraintes de charges deteriorant la releve 
inter-SGSN. Pour ce qui est de la validation SPIN, une augmentation iterative du 
nombre de mobiles demontrera que trois mobiles sont suffisants pour determiner si un 
LSP peut etre etabli sans congestion de messages concurrents (protocole 
d'etablissement). 
4.3 Experimentation et analyse des resultats 
Tout comme indique dans le plan d'experience, nous debuterons premierement 
par une mesure du temps de reponse de RAU dans le but d'etablir une base de reference 
sur laquelle nous pouvons comparer. 
4.3.1 Mesure du temps de reponse RAU 
Considerons done maintenant un reseau typique urbain GPRS/UMTS avec une 
pluralite de stations Nobe-B rattachees a quelques RNC, qui eux-memes sont rattaches 
a quelques SGSNs. Nous faisons deja face a deux niveaux d'aggegation sans toutefois 
considerer le prochain niveau hierarchique qui sera celui du GGSN. 
Chaque SGSN nous procure done la possibilite de pouvoir se deplacer a 
l'interieur d'un RA. En faisant ainsi, nous entrons dans un mode de mobilite macro. Ce 
mode de releve s'appelle ainsi puisqu'il s'etend sur deux RAs (voir Figure 4.2). 
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Figure 4.2 Representation graphique des aires de mobilite 
Un RA est une sous-division du LA (Location Area) et est gere par un SGSN. II 
va sans dire qu'un deplacement entre deux RAs implique done une releve entre deux 
SGSNs et est gere par le GGSN d'agregation. De plus, un URA (UTRAN Registration 
Area) represente une sous-partie de RA, mais nous n'en tiendrons pas compte dans 
notre recherche puisqu'il existe un pluralite de URA a l'interieur d'un seul SGSN. 
L'instrument de mesure identifie comme etant Yanalyseur Gb (pour interface 
Gb) a ete branche a l'interface Gb entre le BSC/RNC et le SGSN d'un systeme typique 
GPRS, pour determiner le temps de reponse de releve RAU. Uanalyseur Gb consiste en 
une application qui fonctionne sur plate-forme Microsoft Windows. Le tout resulte en 
des temps moyens de RAU representant deux scenarios, suite a un deplacement Inter-
SGSN, d'un RA_A a un R A B , et un autre type de mesure concernant une serie de 
messages RAU envoyes a cause d'une mise a jour reguliere. Les Figures 4.3 (temps de 
releve RAU, en ordonnee et le numero d'identification de mobile, en abscisse) et 4.4 
presentent les resultats obtenus. Les temps reponse moyens encourus sont done de 2 a 
10 secondes pour les RAUs du a une releve et d'environ 0.7 seconde pour les RAUs 
dus a des mises a jour regulieres. Une autre source confirmant ces resultats, est [15]. 
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Figure 4.4 RAU du a un deplacement et RAU du a une mise a jour reguliere 
4.3.2 Implementation du nouveau protocole sur OPNETModeler™ 
Tel que mentionne auparavant, le protocole de GTP ameliore demeure un des 
constituants de ralgorithme defini auparavant et illustre a la Figure 4.1. De cet 
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algorithme, derivons un mecanisme d'etablissement de chemins LSP pour etablir une 
preuve de concept d'amelioration du temps de reponse RAU. La presente section nous 
permet d'y decrire un tel modele de reseau avec chemins pre-defmis et non pre-etablis. 
Le modele considere a ete mis sur pieds a partir de l'outil OPNET Modeler VI0.5, 
avec une infrastructure Radio UMTS et un CN base sur MPLS. 
Modele 
Considerons maintenant un reseau UMTS tel que celui represente a la Figure 4.5. 
Figure 4.5 Modelisation d'un reseau UMTS avec deux chemins pre-defmis 
Nous pouvons ainsi remarquer que les chemins Bleu et Rouge sont represented 
par des chemins pre-definis respectivement LSP1 et LSP2. Le LSP1 devient le chemin 
primaire avant la releve RAU, alors que le LSP2 represente le chemin alternatif apres la 
releve. Nous observons done a la Figure 4.5 que le mobile UE_1 se deplace de sa 
position Start (depart) jusqu'a sa position Finish (arret). Ce deplacement permet de 
mettre en ceuvre un evenement de releve RAU Inter-SGSN. La topologie du reseau 
d'acces en est une en arbre dont le tronc principal origine du GGSN ou encore du nceud 
en peripheric de la dorsale. Cette topologie est celle qui d'un point de vue 
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cout/performance demeure la plus utilisee par les operateurs de reseaux cellulaires. 
Nous nous limiterons ainsi a utiliser un tel arrangement topologique. Tel que mentionne 
au Chapitre 3, des chemins predefinis LSP1 et LSP2 sont etablis avant meme que la 
requete de tunnelage soit initiee entre Pancien SGSN et le nouveau SGSN. Ceci nous 
procure ainsi une facon plus rapide de repondre a une releve RAIL Les primitives 5.1 a 
5.7 de la Figure 3.3 peuvent etre traitees en parallele avec les messages subsequents 
d'une requete RAU. Pour bien comprendre le modele utilise, nous allons tout d'abord 
decortiquer la sequence d'evenements qui prend place lors d'une releve RAU Inter-
SGSN. Nous reutiliserons a cet effet, les evenements des primitives relatees a la Figure 
3.3. Ces messages sont comme suit: 
Les etapes 1 et 2 represented le declenchement d'une releve Inter-
SGSN; 
Par la suite, la serie de messages 3 et 4 viennent supporter 1'accuse de 
reception du nouveau contexte et 1'aspect de securite authentifie au serveur 
AAA; 
Message 5.1 Predef Tunnel_Aggr 2 Req initie par le nouveau SGSN 
pour rediriger les flots de communications, lors de la releve ; 
Messages 5.21, 5.3' Predef LSP Level 2 Req representant la requete 
d'etablissement de chemin, sur le reseau coeur constitue de nceuds MPLS, 
dont les noeuds Ingress, LSR et Egress. De plus, une entite TE-CMS (Traffic 
Engineering-Configuration Management System) est egalement utilisee 
pour le calcul hors-reseaux, de chemins LSP pre-defmis en utilisant par 
exemple une fonction de cout [16]; 
Messages 5.41, 5.51, 5.61 et 5.71 Predef LSP Level 2 Ack Predef LSP 
Level 2 Req representant 1'accuse de reception de l'etablissement de 
chemin, sur le reseau coeur dans la direction inverse jusqu'au nouveau 
SGSN; 
Sujet a un repositionnement en fonction des resultats de validation SP/TVobtenus. 
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Les etapes 6, 7.1 et 7.2 sont les elements reguliers d'annulation du 
chemin anterieur entre le reseau coeur et le GGSN ; 
Les etapes 8.1 et 8.2 decrivent les messages usuels de mise a jour des 
donnees d'usagers concernant sa nouvelle localisation qui est confirmee par 
l'etape 9 avec un Update Location Ack ; 
Finalement, les messages 10.1 et 10.2 terminent la completion du RAU. 
Le fait de pre-definir les LSPs 1 et 2 peut en venir a dire d'effectuer les etapes 
5.1 jusqu'a 5.7 en parallele a partir des etapes 1-4 qui represented le declenchement 
d'une releve RAU Inter-SGSN. Une fois ces LSP obtenus et reserves, nous pouvons 
remplacer les messages 5.1 - 5.7 par un message global d'Envoi-des-Paquets (Forward 
Packets). Ce processus concurrent resulte en un temps d'activation plus rapide de 
tunnel qui, dans ce cas-ci, sont de type LSP (par exemple LSP1 et LSP2). Cette 
premiere ebauche de la Figure 4.6 inclut tous les nceuds presents dans un reseau courant 
UMTS, prets pour une releve RAU Inter-SGSN. En simplifiant davantage le modele de 
ce reseau, nous obtenons la deuxieme ebauche de la Figure 4.7. 
o 
UE 1 Node Bl RNC 1 SGSN 1 
Node Bl RNC 2 SGSN 2 
Roster 3 Ro||ter_0 
LSP1 
Bleu 
Router 1 Router 2 „ L S P 2 GGSN _ Rouge 
VoIP 
Serveur 
Figure 4.6 Reseau UMTS avec deux chemins pre-definis, premiere ebauche 
Cette deuxieme ebauche nous dirige ainsi vers un acces sans fil avec multi-
chemins LSP1 et LSP2 respectivement, nous connectant en permanence au serveur de 
VoIP. En simplifiant encore davantage le tout, nous pouvons nous satisfaire du modele 
de la Figure 4.8. 
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Figure 4.7 Modelisation du meme reseau, deuxieme ebauche 
Nous remarquons done que la Releve RAU ne represente ni plus ni moins 
qu'une commutation rapide entre les SGSN_1 et SGSN_2 si les LSPs 1 et 2 sont pre-
definis et etablis en parallele a partir du declenchement de requete RAU. Le TE-CMS 
demeure compatible avec l'algoritnme presente a la Section 4.2 et cherche a optimiser 




Figure 4.8 Modelisation d'un reseau UMTS, troisieme ebauche 
De plus, le GGSN (remplace par un IGSN) sert d'element actif a la 
commutation rapide entre les LSP 1 et 2. Le but de cette transition rapide est d'atteindre 
un temps de commutation de moins d'une seconde. Mais, la tendance des reseaux 
publiques est d'ameliorer le protocole GTP pour changer de tunnels a l'interieur d'une 
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demie seconde. Notre but est que nous puissions commuter rapidement a moins de 50 
mSec (specification Sonet qui est < 80 mSec de la releve GSM), ce qui serait dix fois 
plus rapide que la tendance actuelle proposee sous GTP, et supporterait ainsi une releve 
acceptable pour les trafics sensibles au delai. La voix sur IP represente un tel trafic. 
II est toutefois attendu de detecter un certain niveau de degradation ayant la 
meme duree que ce temps de commutation rapide, mais le trafic de voix survit assez 
facilement a une telle anomalie de 50 mSec par l'utilisation d'algorithme de correction, 
lors de pertes de paquets. Pour ce qui est de la video-conference, une methode de 
masquage de trames deteriorees par des trames predites peut egalement aider 
considerablement a ameliorer la perception de l'usager (exemple MPEG-2). 
Dans notre cas, nous nous concentrerons sur un trafic de voix, pour plus 
precisement fournir une infrastructure appropriee, avec une fondation evolutive vers 
d'autres types de trafic. 
Simulation 
Tel que mentionne, notre recherche se base plus specifiquement sur l'outil de 
simulation OPNET Modeler™. L'acces est celui radio d'UMTS W-CDMA R99. 
L'encodeur supporte Voix sur IP avec qualite basee sur GSM. Plus precisement, le 
trafic VoIP-GSM produira la caracteristique de flot presentee a la Figure 4.9 (le nombre 
de paquets par seconde, en ordonnee et le temps simule, en abscisse). Nous pouvons 
remarquer que ce trafic effectue une pause a environ 48 secondes, ce qui est tout 
simplement une composante voulue dans le flot total de voix, en esperant deroger de la 
monotonie. Le flux total est de 100 paquets/sec ce qui correspond bien a un trafic de 
type G.729, par exemple, avec generation inter paquets tous les 10 msec. Dans notre 
cas test, nous induirons une releve RAU forcee au temps 70 secondes. La raison de ce 
choix est de considerer un point du regime permanent lors de la generation du trafic de 
voix qui soit considere comme etat stable, sans trop de variation, ce qui nous permet de 
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Figure 4.9 Trafic de voix VoIP-GSM 
Le Reseau Coeur depend des noeuds SGSN et GGSN en entree et en sortie, qui 
supportent MPLS (LER). Les routeurs intermediaires (routeurs 0, 1, 2 et 3), ne servent 
que de points de transit dans le reseau coeur et agissent comme LSR. lis supportent 
done aussi MPLS. Nous utilisons une configuration ou deux noeuds separes, soient 
SGSN1 et SGSN2, servent de points d'entree dans le reseau coeur sur deux LSP 
completement differents. II est important de comprendre ici que chaque LSP demeure 
uni-directionnel. Nous nous contenterons de ne considerer que la direction de GGSN 
vers SGSN, puisque ce qui nous interesse, se limite au temps de commutation d'un LSP 
a un autre lorsqu'ils sont pre-definis et etablis concurentiellement durant le 
declenchement initie lors d'une requete RAU Inter-SGSN. 
Resultats 
Avant de considerer les resultats obtenus, nous presenterons en tout premier lieu 
la performance optimale recherchee du protocole GTP, dans les installations publiques. 
II est possible d'atteindre un temps de commutation d'environ 0.5 seconde (voir Figure 
4.10) pour une releve RAU Inter-SGSN. 
63 
1 " 
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Ref.: Ericsson CN-Evolution Phase 2 2004 
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Figure 4.10 Performance de commutation avec GTP 
Tel que mentionne auparavant, nous ciblons une performance de 50 mSec. Si 
nous considerons par contre la Figure 4.11 (le debit binaire par LSP, en ordonnee et le 
temps simule, en abscisse) utilisant deux LSP statiques, soient LSP1 et LSP2, nous 
obtenons un temps de commutation de releve RAU Inter-SGSN de l'ordre de 1 sec. 
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Figure 4.11 Performance de commutation avec GTP evolue 
Mais, ce dernier delai represente le temps d'attente de commutation au GGSN 
entre les LSP1 et LSP2. Ce delai de commutation n'est pas vraiment le temps de 
commutation percu au mobile UE_1 puisque, dans notre cas, deux LSP avaient ete pre-
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definis dans un passe recent, et qui avaient ete etablis concurentiellement au 
declenchement d'une releve lors d'une requete RAU. II devient clair qu'a un point 
donne, le mobile U E 1 opere a partir de deux chemins LSP sans interruption et que la 
releve radio prend place avec un recouvrement RF qui limite l'incidence d'un delai. Le 
r^sultat complementaire obtenu a cet effet est celui de la Figure 4.12 qui demontre 
l'avantage d'un etablissement de chemins concurentiellement a la requete de releve 
RAU. 
Si Ton considere le sous-diagramme du haut a gauche (le nombre d'octets par 
seconde du traflc agrege, en ordonnee et le temps simule, en abscisse), nous voyons le 
trafic d'application de voix (G.729 par exemple) utilise avec une pause aux environs de 
48 secondes. Pour ce qui en est du diagramme du haut a droite (debit binaire relatif 
percu au GGSN, en ordonnee et le temps simule, en abscisse), celui-ci demontre qu'il y 
a commutation de chemins au GGSN, avec le delai obtenu (~ 1 sec) equivalent a celui 
de la Figure 4.11. II devient interessant d'observer le comportement du mobile UE_1 a 
partir du resultat du bas et a gauche (debit relatif percu au mobile, en ordonnee et le 
temps simule, en abscisse). La resultante est une interruption percue nulle du point de 
vue UE_1 puisque, durant la releve, le mobile UE_1 recoit au moyen de la propagation 
hertzienne, les deux chemins en meme temps (a cause de recouvrement radio des 
cellules), ce qui permet au GGSN d'effectuer une commutation de chemins sans 
toutefois qu'une interruption quelconque prenne place (en utilisant un mecanisme 
approprie de combinaison de chemins). Finalement, le diagramme du bas et a droite (le 
delai d'insertion d'un LSP en seconde, en ordonnee et le temps simule, en abscisse) 
nous montre qu'il y a meme eu dans ce cas-ci, amelioration du delai de chemin lorsque 
nous passons du chemin LSP-1 au chemin LSP-2, ceci depend toutefois de 
l'acheminement final considere. 
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Figure 4.12 Percq)tion de cette commutation au UE_1 
Certains pourraient avancer que les chemins LSP dynamiques sont de meilleure 
augure pour des raisons d'evolutivite. II est done possible d'accepter un certain temps 
d'etablissement de LSP, si nous avons recours a des LSP dynamiques. Ces derniers 
requierent selon [17] moins de 25 msec de temps d'etablissement. La modelisation de 
LSP dynamiques sera decrite plus loin dans cette sous-section. 
II demeure alors sans equivoque que nous avons d£passe nos attentes d'un 
facteur d'amelioration d'au moins 2 (< 25 msec si Ton utilise des LSP dynamiques 
dans le pire cas) comparativement au delai de 50 msec vise pour la commutation rapide, 
et d'un facteur d'amelioration de 20 comparativement au 500 msec vise par l'industrie 
a partir d'un tunnelage GTP evolue. Le meilleur resultat est done celui obtenu par la 
solution basee sur des LSP statiques et dont le temps de commutation percu (0 seconde) 
est represents a la Figure 4.13 (debit relatif au mobile, en ordonnee et le temps simule, 
en abscisse). 
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Figure 4.13 Temps de commutation percu avec LSP statiques 
Analyse des resultats 
De ces resultats, nous pouvons conclure que deux alternatives s'offrent a nous, 
concernant la conception d'un protocole de GTP evolue (voir Figure 4.14). 
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Figure 4.14 Compilation de resultats des modes SBBM et SMBB 
Une premiere facon est de considerer une approche dite "Static Break-before-
Make" ou encore SBBM qui resulte en un temps de commutation d'environ 1 seconde 
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(Figure 4.14, gauche avec debit relatif au GGSN, en ordonnee et le temps simule, en 
abscisse). 
Ce n'est que lorsque le chemin LSP1 est enleve que le chemin LSP2 est active 
avec un temps reponse prohibitif. Une deuxieme facon est d'utiliser une approche 
"Static Make-before-BreaiC ou encore SMBB qui opere de telle maniere que les 
chemins LSP1 et LSP2 sont tous deux etablis avant meme qu'une releve prenne place 
(Figure 4.14, droite avec debit relatif au GGSN, en ordonnee et le temps simule, en 
abscisse). II en resulte que, lorsqu'il y a releve d'un mobile UE d'une cellule a une 
autre cellule Inter-SGSN, le temps de reaction du reseau demeure pratiquement nul 
sous le mode d'operation SMBB. II en est de meme pour la section radio qui utilise deja 
cette methode pour obtenir une releve-douce (Soft-HandOff) et qui, selon la Figure 
4.15, jouit d'au moins deux cellules de support avant qu'une releve ne prenne place. 
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Figure 4.15 Mode SMBB deja utilise au niveau radio 
Dans le cas precis de la Figure 4.15 (debit binaire en bits/sec relatif au Nceud-B 
et nombre de cellules actives, en ordonnee et le temps simule, en abscisse), un mobile 
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UE passe d'une cellule sectorisee Brune, a une Jaune, a une Orange et de retour a une 
cellule sectorisee Brune. 
II est possible egalement d'opter pour une solution mitoyenne telle que celle du 
"Dynamic Break Before Make'" ou encore DBBM basee sur au moins deux LSP 
dynamiques. Dans ce dernier cas, la commutation est plus rapide que celle du cas 
statique puisque la notification de changement de LSP est integree dans les 
rafraichissements reguliers du protocole de signalisation de ressources appele RSVP. 
Mais encore une fois, ce n'est que lorsque le chemin LSP1 est enleve que le chemin 
LSP2 est active, mais ici, avec un temps de reponse inferieur a 25 msec, ce qui cadre 
bien a Finterieur du 50 msec recherche. 
De plus, il demeure essentiel que, dans le cas du SMBB, qu'un module 
combinateur illustre a la Figure 4.8 soit utilise a PIGSN. Ce module est mieux 
represents a la Figure 4.16. II se compose d'une partie de separation ou division et 
d'une partie de combinaison, d'ou le nom de Combinateur bi-directionnel. Ce module 
combine dans une direction et divise dans 1'autre direction. II est done bidirectionnel. 
Par-dessus tout, cet element supporte la commutation de LSP, mais doit combiner avant 
de commuter. Cela explique comment il est possible d'obtenir un mode d'operation 
SMBB avec un temps de commutation quasiment nul. L'operation d'un Combinateur 
bi-directionnel peut etre implementee, dans un sous-systeme de commutation localise 
au IGSN. 
^ GGSN ^ 
Figure 4.16 Utilisation du combinateur bi-directionnel pour le mode SMBB 
En ce qui concerne le DBBM ou des LSP dynamiques sont utilises, nous avons 
effectue le meme exercice que celui represents a la Figure 4.5, mais cette fois-ci, en 
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utilisant des LSP dynamiques. Les configurations principales, refletant le scenario des 
LSP dynamiques, consiste a initier l'application de voix a 150 secondes de maniere a 
s'assurer que les LSP ont eu le temps d'etre initialises au depart (a environ 100 
secondes) lorsque le reseau complet a ete mis en marche. Ces contraintes 
operationnelles du modele utilise forcent une releve dynamique au temps de 220 
secondes pour permettre au trafic de voix de demeurer dans un regime stable durant 
une periode de temps appreciable. Le resultat obtenu relatif au temps d'etablissement 
des LSP dynamiques est represents a la Figure 4.17 a gauche (debit relatif au GGSN, en 
ordonnee et le temps simule, en abscisse) et a droite (le temps d'etablissement de LSP, 
en ordonnee et le temps simule, en abscisse). 
Nous pouvons rapidement apprecier que l'etablissement des LSP dynamiques 
aux temps de 100 et de 175 secondes s'avere tres acceptable. Le graphique de gauche 
nous montre le flot de trafic de voix passant du LSP1 au LSP2 au temps 220 secondes, 
alors que leur temps de pre-etablissement etait respectivement de .00049 seconde pour 
le LSP1 et de .00036 seconde pour le LSP2. On peut done considerer un temps 
d'etablissement de LSP dynamique typique inferieur a 1 msec. 
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Figure 4.17 Temps d'etablissement des LSP dynamiques 
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Si nous recapitulons ces resultats, nous obtenons done dans le domaine reseau 
CN, les trois alternatives suivantes: 
En mode SBBM, un temps de releve reseau d'environ 1 seconde, sans 
combinateur; 
En mode DBBM, un temps de releve reseau inferieur a 25 mSec, sans 
combinateur; 
En mode SMBB, un temps de releve reseau quasiment nul, avec 
combinateur (qui represente la valeur ajoutee de cette recherche). 
Finalement, il serait bon de considerer l'aspect de securite de ces chemins LSP1 
et LSP2 lorsqu'ils sont etablis, puisque nous essayons toujours de conserver le juste 
equilibre entre la QdS, la mobilite (dont GTP evolue fait partie), et la securite. 
Concernant cette derniere, si nous utilisons IPsec comme mecanisme de securite, il n'y 
a aucun moyen de savoir combien de temps un paquet d'information prendra pour 
atteindre sa destination, a moins qu'un chemin deterministe soit defini, d'ou 
Putilisation d'une technologie orientee connexion, telle celle de MPLS. En effet, IPsec 
repond au besoin d'authentification du paquet de l'envoyeur jusqu'au receveur, mais ne 
touche aucunement a l'aspect QdS relie a la Securite. 
Pour cette raison, nous avons ici considere l'utilisation de VPN de type couche 
3 (L3) avec signalisation BGP pour installation d'agregations. II devient important 
d'identifier quels seront les points optimaux d'agregations au niveau reseau coeur nous 
permettant ainsi de simplifier l'acheminement de paquets dans le reseau dorsal IP. En 
effet, la question demeure "Est-ce que la securite sur micro-flots sera maintenue partout 
dans le reseau cceur?" II devient evident que, lorsque les flots de trafic atteindront le 
reseau dorsal IP, ils auront deja ete agreges en classes de services a quelques points que 
ce soit, puisque que le reseau dorsal IP ne supporte pas des flots individuels pour des 
raisons d'evolutivite. La question ultime devient done : "Ou devrions-nous considerer 
agreger les flots de trafic en classes de services, a Pinterieur du reseau coeur? Puisque 
IPsec aura de la difficulte a procurer le niveau de QdS/Securite voulue pour les classes 
71 
agregees, quel sera alors le mecanisme d'agregation acceptable pour satisfaire ce duo 
de performance QdS-Securite?" 
Nous proposons done de definir, tel que mentionne auparavant dans la Section 
3.2, une agregation de classes de flots telle que celle presentee a la Figure 4.18. 
Noeud Routeur 
d'Agregation Noeud en Peripherie (LER) 
fe'RLSP-A de le Agregation 
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Multi Flots 
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Figure 4.18 Deux niveaux d'agregation des micro-flots avant la dorsale IP 
Notre but demeure ainsi de construire une agregation a deux niveaux avant de 
s'interconnecter au reseau dorsal IP, ce qui peut etre decrit de la facon suivante : 
Premier niveau d'agregation au premier routeur d'Acces ou regroupement 
des stations de Base, aussi appelees Noeuds B ; 
Deuxieme niveau d'agregation au IGSN ou regroupement des nceuds 
SGSN / GGSN. 
Le premier niveau d'agregation prend soin des micro-flots (uFlots) et de la 
micro-mobilite, alors que le deuxieme niveau d'agregation servira a la macro-mobilite 
et combinera a cet effet le trafic de n routeurs d'acces avant d'atteindre le reseau IP 
dorsal / multi-reseaux de transition, tout en se dirigeant vers une destination comme par 
exemple celle du "Aire de Desserte B" (voir Figure 3.1). Le protocole GTP-C lui-meme 
peut etre sensiblement remplace par de la signalisation RSVP-TE utilisee pour etablir 
les LSP de la technologie de MPLS. Ce protocole RSVP-TE peut a la rigueur evoluer 
pour permettre 1'optimisation et 1'adaptation a la mobilite. 
LSP 
de 2e Agregation 
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II est bon de noter ici que cette section n'abordera que la notion de base 
d'integration VPN aux modes d'operation de types DBBM ou SMBB, alors que les 
sujets d'optimisation d'agregats et d'adaptation a la mobilite demeureront un sujet futur 
de recherche. 
Une des raisons principales pour l'adoption d'une architecture incluant VPN 
pour le transport sur dorsale IP est l'idee d'un duo de performance QdS-Securite ou 
encore triplet QdS-Securite-Mobilite. En effet, nous retrouvons egalement la 
problematique de rendre le mecanisme d'ancrage appele APN (Access Point Name) 
plus flexible et moins dependant de sa localisation geographique. Nous allons tout 
d'abord considerer ces deux points principaux qui sont celui du support du triplet QdS-
Securite-Mobilite et celui de l'amelioration de la flexibilite du mecanisme d'ancrage 
APN. Referons-nous done a la Figure 4.19, pour capturer l'essence meme du contexte 


















Figure 4.19 BGP-MPLS-VPN pour le support du triplet 
La Figure 4.19 illustre notre preoccupation de conserver un juste equilibre entre 
la QdS et la securite, en etablissant des tunnels etablis par MPLS, et qui peuvent meme 
etre optimises pour l'ingenierie de trafic. Une fois la securite d'agregation de flots 
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obtenue (ce qui est different d'IPsec, puisque les entites gouvernementales doivent etre 
capables d'effectuer de l'intercepte legal), nous devons, en plus, y ajouter une touche 
de mobilite, idealement SMBB ou encore DBBM avec un temps reponse de 
commutation negligeable. La mobilite qui est permise en mode SMBB se trouve 
couramment limitee a un ancrage APN qui permet a un mobile UE de savoir a quel 
reseau coeur il appartient. Done, dans un reseau GPRS/UTMS, l'APN est une donnee de 
reference qui pointe au GGSN ou encore au routeur en bordure a etre utilise. 
Pratiquement, l'APN permet de decider a quelle adresse IP le tunnel GTP evolue est 
ancre. A la limite, l'APN peut, a partir du GGSN, identifier le reseau dorsal IP externe 
auquel le reseau cceur est attache. 
Tel que decrit auparavant, l'APN se compose de deux parties, soit 
PIdentificateur-Reseau externe et l'ldentificateur-Operateur du reseau d'acces. Ce 
dernier demeure done une reference du reseau d'acces UMTS d'origine dans le cas de 
releves de type RAU. Nous pouvons maintenant nous referer au Tableau 4.1 pour 
visualiser quelques exemples de reference APN orientes nom et specifiques a des pays 
donnes, pour des reseaux existants donnes. 














Nous pouvons facilement discerner que, pour Telia par exemple, nous avons 
un APN specifie comme etant online.telia.se, ou online represente le service auquel 
le mobile UE est souscrit, telia represente le reseau d'Acces UMTS considere, et 
finalement se represente le pays d'origine (dans ce cas-ci la Suede). 
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II devient alors evident que l'APN est base sur un schema d'adressage 
oriente nom qui a une dependance geographique, alors qu'un adressage direct IP 
necessiterait moins d'intervention d'une fonction de traduction. En effet, l'adresse 
IP consideree serait locale a l'endroit ou le mobile UE se trouve sans dependance 
geographique. L'adressage IP direct nous permet done de referer dynamiquement 
notre mobile UE (Route Optimization de IPv6) au reseau d'acces local ou il se 
trouve (d'origine ou visite) sans jamais avoir a retourner au reseau d'origine, ce qui 
est different du cas d'un mode d'adressage oriente nom. 
Nous proposons done de remplacer l'APN par un Route-Distinguisher 
(entite de 8 octets) de VPN qui nous refererait a un groupe d'utilisation prive. Non 
seulement avons-nous maintenant une agregation tunnelee supportant la QdS et la 
Securite, mais nous y ajoutons une amelioration de mobilite independante 
geographiquement. De plus, l'adressage IPv6 nous procure les avantages qui sont 
l'acheminement dynamique et la localisation mobile qui est mise-a-jour dans une 
banque de donnees locale, en peripheric du reseau d'acces considere. 
La solution utilisant des tunnels BGP/MPLS VPN repond bien encore une 
fois aux besoins de QdS-Securite et de Mobilite. Une question demeure toujours: 
"Comment pouvons-nous integrer Palgorithme d'optimisation des ressources avec 
le tunnelage par VPN et un mode d'operation SMBB ou DBBM pour la releve 
RAU?" Pour repondre a cette question, referons-nous a la Figure 4.20. 
Node Bl RNC 1 SGSN 1 
LSP1 
Bleu 






Figure 4.20 Vue d'une architecture supportant QdS-Securite-Mobilite 
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Des le depart, il est possible de comprendre que le principe d'utiliser un 
mecanisme VPN au niveau de la dorsale-IP nous permet non seulement de 
differencier entre une pluralite de reseaux virtuels separes, mais aussi de resoudre 
notre probleme initial de reference APN qui est limite par une dependance 
geographique. Cette resolution de probleme se fait en remplacant l'APN par un 
"Route-Distinguisher" plutot que d'utiliser un pointeur de reference physique 
geographique. Ainsi, en utilisant par exemple le "Route-Distinguisher" 102:2 aux 
nceuds GGSN et Serveur VoIP, nous pouvons facilement localiser ces deux nceuds a 
des endroits differents, comme par exemple a Montreal, au Canada et a Stockholm, 
en Suede respectivement, sans confusion apportee concernant le reseau de bout-en-
bout considered 
Les modes d'operation SMBB ou DBBM ne changent pas et peuvent 
toujours etre supportes par une infrastructure LSP-MPLS. Nous venons done a la 
fois de repondre aux besoins de QdS-Securite combines avec celui d'APN flexible. 
4.3.3 Verification des resultats en utilisant SPIN 
Tel que mentionne auparavant, une troisieme phase permettra de valider le 
nouveau protocole de migration, nous amenant ainsi vers un GTP evolue (sentiers 
LSP predefinis). Cette validation de protocole se fera en utilisant l'outil de 
verification SPIN (Simple Promela INterpreter) [18]. Promela s'avere etre un 
langage descriptif de systemes operant avec des processus concurrentiels, tel est le 
cas des protocoles de communications. En effet, ces derniers definissent la 
semantique, la syntaxe et la sequence d'evenements des messages de 
communication qui s'y rattachent. 
II est important de mentionner ici qu'une representation modelisee sur SPIN 
d'un protocole quelconque implique necessairement un certain niveau 
d'abstractions. L'aspect qui nous interesse le plus est celui de l'implication de 
l'etablissement de chemins LSP predefinis, en fonction des primitives deja 
existantes lors d'une releve RAU. A cet effet, nous avons produit un modele se 
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composant de trois mobiles U E 1 , U E 2 , UE_3 dans le but de s'assurer qu'il n'y a 
pas d'interaction de caracteristiques (feature interaction), de facon a concevoir un 
protocole robuste. Les noeuds consideres sont identifies a la Figure 4.21. 
UEl UE2 UE3 New_SGSN 01d_SGSN GGSN ApplServ 
1 1 1 1 I I I 
Figure 4.21 Noeuds consideres dans le modele SPINde releve RAU 
Nous y voyons entre autres un nouveau SGSN (ou AR2), un ancien SGSN 
(ou AR1), un noeud en bordure de la dorsale IP, appele GGSN, et finalement un 
serveur d'applications qui aura pour effet de consommer les paquets generes par les 
trois mobiles en question. Le tout nous permettra d'effectuer une releve RAU entre 
l'ancien SGSN et le nouveau SGSN, a partir d'un message RAU initie par un 
mobile quelconque. SPIN prend en charge d'y ajouter un effet stochastique qui ne 
nous permet pas de savoir d'avance quel mobile demandera une releve (Voir Figure 
4.22 a cet effet). 
On peut remarquer, a partir de la Figure 4.22, qu'une releve RAU prend 
bien place a partir d'un mobile UEl (un mobile pour raison de simplification 
graphique). Le point d'interet sur lequel nous nous concentrons est de voir comment 
Petablissement de LSP peut etre affecte par l'operation globale du systeme UMTS 
modelise. Ceci nous permettra de voir d'emblee les limitations (s'il y en a) de la 
sequence d'evenements du protocole considere, et d'amener des corrections 
adequates. 
Le langage Promela, utilise pour definir le systeme deja mentionne, se 
retrouve en Annexe I, pour reference. 
De ce modele, nous obtenons un premier groupe de resultats qui nous 
demontrent le comportement du protocole propose. Ces resultats sont representee a 
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la Figure 4.23, qui decrit bien Parrivee de la releve Iu_psl!RAU initiee ici par 
mobile UE1. 
le 
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Figure 4.22 Modele SPIN avec demande de releve RAU initiee par un seul UE 
Tout se deroule bien de la facon suivante: 
Transmission de paquets de voix 
Reception d'un paquet de voix 
Transmission de paquets de voix 
Iu_ps3! v o x P D U O N 
Iu_ps3 ? vox_PDU_ON 
Iu_ps2! vox_PDU_ON 
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autres v o x P D U O N envoyes et recus 
Reception d'un paquet de voix 
Mobile UE1 initie une Releve RAU 
Le nouveau SGSN recoit ce RAU 
Mobile UE2 initie une Releve RAU 
Transmission de paquets de voix 







Figure 4.23 Resultats spin407 -c -ulOO sur 
Handover_GTP_R99_V18_wFAULT_3_UEs.pml 
Le nouveau SGSN envoie GnlSGSNctxreq 
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L'ancien SGSN recoit 
L'ancien SGSN envoie 
Le nouveau SGSN recoit 
Le n-SGSN demande un LSP 
Le GGSN recoit le 
Le GGSN envoie un 
Le n- SGSN envoie un ctxACK 









avec requetes RAU enchevetrees! 
Tout se passe bien selon la Figure 4.23 jusqu'a maintenant, avec une 
progression donnee de la sequence de messages du protocole recommande, mais 
cette progression n'est pas necessairement garantie en tout temps. Maintenant, nous 
effectuons une demande d'execution pour verifier si le graphe d'execution 
rencontre un ou des etats errones. Selon la Figure 4.24, nous obtenons un etat final 
errone al'etape35. 
Figure 4.24 Resultats pan sur Handover.. ._3_UEs.pml 
LSP_setup_Ack est re9u avant que le SGSN_ctx_ack soit recu, ce qui est bien. 
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Nous devons alors effectuer une execution-dirigee (trace) avec un fichier 
trace *.pml.trail, qui nous permettra d'identifier le probleme. En executant la 
commande spin407 -t -c ..., nous obtenons le resultat de la Figure 4.25. II en 
resulte que trois paquets de voix sont transmis mais gardes en suspens et non 
completes, tout comme le paquet de voix de la Figure 4.22 qui demeure en suspens 
lors de la releve RAU, pour un systeme simplifie (pour des raisons de clarte 
graphique), et utilisant un seul mobile UE_1. Ce que SPIN nous identifie, c'est 
qu'un systeme de file d'attente doit a tout prix etre utilise pour conserver ces 
paquets lors de releve RAU, sinon ils n'effectuent pas de transitions vers un nceud 
destinataire. Cet etat non complete est decouvert a partir du graphe d'execution 
etabli par SPIN, lors du deroulement de la simulation du modele de la releve RAU. 
Cela peut nous amener aussi a etablir une horloge (Timer = ti) d'expiration qui 
dicte au systeme que tout paquet non consomme apres un certain temps doit etre 
elimine. Ce premier test est appele test de blocage d'etat. 
Figure 4.25 Resultats spin407 -t -c 
Finalement, nous allons executer une revendication interdite (Never Claim) 
pour determiner si un message "SGSN_ctx_ack" peut, dans certains cas, arriver 
avant un message "LSP_setup_Ack". A cet effet, nous ajoutons done une 
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revendication improbable au modele (voir Annexe II pour plus de details). Cette 
revendication improbable effectuee sur le modele UMTS dicte qu'il n'existe 
aucune possibility (sinon, nous avons un probleme) que tous les etats suivants 
arrivent sequentiellement (ou la reception d'un SGSN_ctx_ack prends place avant 
celle d'un LSP_setup_Ack) soit: 
- Un vox_PDU_ON est re9U 
- Un SGSN_ctx_ack est re9u 
- Un vox_PDU_ON est re9u 
- Un vox_PDU_ON est re9u 
Un LSP_setup_Ack est re9u 
II est important de comprendre que ces etats de la revendication interdite 
peuvent arriver de fa9on aleatoire. Pour simuler cette revendication improbable de 
"SGSN_ctx_ack" arrivant avant "LSP_setup_Ack", nous devons executer les 
commandes suivantes : 
spin407 -a -PCL -E/E effectue sur la filiere modele *.pml pour initier une 
simulation; 
cl -DBFS -o pan pan.c dans le but d'effectuer une recherche d'erreur 
d'etats et l'enregistrer dans une filiere source appelee pan.c ; 
pan pour visualiser la filiere pan.c ; 
spin407 -t -c sur la filiere modele *.pml pour guider 1'execution de la 
simulation selon la trace generee par "pan" . 
Les resultats obtenus furent: 
"pan: claim violated! (at depth 31) 
pan: wrote Handover_GTP_R99_V18_wFAULT_3_UEs_FINAL.pml.trail" 
qui est la trace resultante et, a partir de cette trace, nous obtenons les etats refletant 
la revendication peu probable, mais possible de l'Annexe II, qui s'attend a ce que 
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plusieurs paquets voix soient envoyes avant la reception des messages 
"SGSN_ctx_ack" et "LSP_setup_Ack". La question demeure: Est-il possible 
d'arriver a une condition erronee ou le message de Contexte de QdS appele 
"SGSN_ctx_ack" soit recu avant le message "LSP_setup_Ack"? Si nous 
considerons la trace d'execution obtenue a la Figure 4.26, nous constatons 
rapidement que cette condition, bien que peu probable, est possible. C'est ce qui fait 
la beaute du verificateur de modele qui n'est pas limite qu'a des etats probables, 
mais considere plutot tous les etats possibles, tels que les etats suivants : 
Transmission de paquets de voix 
Reception d'un paquet de voix 
Transmission de paquets de voix 
Reception d'un paquet de voix 
Mobile UE3 initie une Releve RAU 
Le nouveau SGSN recoit ce RAU 
Le nouveau SGSN envoie 
L'ancien SGSN recoit 
L'ancien SGSN envoie 
Le nouveau SGSN recoit 
Le n-SGSN demande un LSP 
Le GGSN recoit le 
Le n- SGSN envoie un ctx_ACK 
Le GGSN envoie un 
Le GGSN recoit un ctx_ACK 
Le n- SGSN recoit un LSP_ACK 

















Nous concluons de cette analyse de surete, deux points principaux 
SGSN_ctx_ack est re9u avant que le LSPsetupAck soit re^u, ce qui est un probleme. 
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les paquets de voix en suspens doivent etre soit mis en file d'attente, soit 
rejetes apres un certain temps (minuterie); 
l'etablissement d'un LSP doit prendre place avant le message de 
"context_ack" (test effectue a partir de 3 mobiles UE), ce qui nous force a 
ramener les etapes 5.1 - 5.7 de la Figure 3.3 a une execution parallele avec 
le declenchement RAU. 
Figure 4.26 Resultats pan sur Handover_GTP_R99_V18_wFAULT_3_UEs.pml 
4.3.4 Calcul de ressources requises 
Cette section, decrit le mode de calcul considere pour le dimensionnement des 
trafics de voix et de video-conference, dans le cadre d'un acces UMTS. II est important 
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de noter que chaque LSP sert de chemin d'agregation pouvant supporter plusieurs flots 
de trafic, pour une classe donnee (par exemple voix). Ainsi, pour transporter une 
capacite equivalente de 300 flots de trafic a debit binaire de 8 Kbps chacun (G.729, 
avec temps d'inter arrive de paquets de 10 msec), nous devons alors dimensionner ce 
LSP avec une caracteristique de debit binaire maximum approprie. Nous allons 
premierement proceder a la notation analytique de ce dimensionnement pour nous 
permettre de bien identifier les parametres utilises. 
Notations 
Voici la notation choisie dans le but de decrire mathematiquement le 
















Erlangs par LSP Agreges 
Blocage 
Nombre de canaux 
indice 
Utilisation en bits par seconde (bps) 
Nombre Total de Flots ai par LSP 
Largeur de Bande Effective du ie Flot de video-conf. 
Capacite totale d'un LSP 
Traffic de Voix 
Considerons premierement le trafic de voix et prenons comme hypothese que 
nous operons dans un grand centre metropolitain consistant en une population 
d'environ 2.3 millions d'habitants. Avec une penetration cellulaire mobile de 60% (pire 
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cas an Amerique du Nord), nous nous retrouvons avec une population de 1.4 millions 
d'habitants qui possedent un mobile quelconque pour communication 3G d'UMTS. 
Un appel normal durant en moyenne 2 minutes, nous esperons soutenir dans le 
pire cas 840,000 appels (plus de 60% des mobiles disponibles) simultanes de 2 minutes 
chacun par pire heure occupee, ou encore 100 agregations de 8,400 appels de 2 
minutes, ce qui resulte en un volume de trafic de : 
8,400 Apis x2Min 
Erl = — - = 280Erl / LSP Agr (1) 
60Min 
Considerons maintenant une probability de blocage acceptable d'appel de 2%. 
Dans le but de rencontrer ce niveau de blocage, nous nous conformons aux tables 
d'Erlangs satisfaisant l'equation : 
m=(Erlf / (2) 
Can\ / 
/c™ {Erl) 
Nous devons done supporter 100 LSPs d'agregations de 300 flots de 8 Kbps 
chacun, ou encore 100 LSPs de 2.4 Mbps. Ceci nous amene a considerer plutot 2.5 
Mbps de debit binaire maximum. Ce resultat final de 100 LSPs x 2.5 Mbps ne 
represente aucun obstacle pour les noeuds routeurs pouvant commuter facilement 1000 
LSPs avec agregation totale de 20 Gbps (exemple M20 de Juniper). Le 
dimensionnement requis est possible dans la pratique et permet typiquement des 
capacites de 1 mega paquet par seconde. 
Traffic de video-conference 
Comme premiere approximation, le concept de largeur-de-bande efficace 
devient important puisque nous faisons ici l'hypothese d'un type de trafic video-
conference qui demontre des caracteristiques de dependance a long terme (auto-
similaire). Considerons dans ce cas-ci que 10% de la population de ceux qui utilisent un 
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mobile UMTS (840,000 usagers) peuvent a la rigueur simultanement utiliser une 
communication video-conference durant la pire heure. Ceci represente done 84,000 
flots de 90 Kbps. En effet, selon [19], le codec video de type H.263 base sur MPEG 2 
produit un faible taux binaire moyen d'environ 90 Kbps tires de ses caracteristiques 
illustrees au Tableau 4.2. 
Le trafic H.263 donne une taille moyenne de paquets de 1028 octets avec une 
variation auto-similaire accentuee situee entre 921 (-107) et 1074 (+46) octets par 
paquet [19]. Nous faisons l'hypothese que l'arrivee des flots videos est independante, 
selon [14], les unes des autres. Ceci nous aidera a conserver un certain gain statistique 
de multiplexage. Une autre hypothese est que chaque nceud du reseau rejette les paquets 
qui depassent une certaine garantie de delai, ce qui est acceptable puisque MPEG2 
possede certains mecanisme de masquage de perte de paquets. 
Tableau 4.2 Caracteristiques du trafic video de type H.263 
Source de trafic 
Taille moyenne des paquets IP (octets) 
Taux (paquets par seconde) 
Parametre de Hurst 
Auto-similarite du trafic genere 





Des 84,000 flots de 90 Kbps consideres auparavant, nous devons effectuer une 
analyse a partir de largeur de bande effective, pour calculer le besoin total de ressources 
reparties sur 100 LSPs (separes des 100 LSPs de voix). Nous obtenons done 840 flots 
de 90 Kbps par LSP. Verifions que le LSP de capacite Cap est capable de procurer le 
support de N flots at (ouN= 840), en utilisant la formule suivante [14]: 
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U = J / _ l a i ouU< Cap (3) 
840 x 90 Kbps = 75,600 Kbps = 75.6 Mbps par LSP (4) 
75.6 Mbps par LSP < 100 Mbps -» CapaciteMax par LSP (5) 
100 LSPs x 100 Mbps = 10 Gbps inferieur au 20 Gbps du Routeur (6) 
II est interessant de voir ici que Pagregation de 840 flots correspond a environ 
un LSP d'environ ~ 76 Mbps < 100 Mbps. Cette inegalite est vraie si et seulement si 
(selon [14]) Pr (B > x) ~ e"sx lorsque x -> oo, ou B est le regime normal de retard de 
trafic. En d'autres mots, tant et aussi longtemps que la largeur de bande effective d'un 
groupe de flots demeure inferieure a la capacite totale Cap d'un chemin, la probability 
de perte de paquets resultant d'une congestion de file d'attente diminue 
exponentiellement en fonction de la profondeur de la memoire tampon. 
De plus, selon les references [14][20], la somme des arrivees d'un agregat de 
flots FBM (Fractional Brownian Motion), originant de sources independantes auto-
similaires refletant un parametre Hurst commun, produit un agregat qui est lui aussi de 
type auto-similaire. 
Finalement, plus les debits binaires de crete sont petits par rapport au debit 
binaire d'agregation de LSP, plus les trafics auto-similaires se rapprochent du debit 
moyen avec un gain de multiplexage statistique acceptable. Ainsi, selon [14], une 
agregation de 1000 flots (dans notre cas 840 flots) de trafic auto-similaire sur 100 Mbps 
se rapproche de son debit binaire moyen lorsque sa valeur de crete inferieure a 400 
Kbps comparativement a son agregat de 100 Mbps. Ces valeurs justiflent done la 
methode de calcul utilisee, qui est basee sur des flots video moyen de 90 Kbps chacun, 





Nous avons done vu que les reseaux sans fil contemporains se diligent de plus 
en plus vers des services Internet Multimedia. Ces derniers supportent davantage des 
ressources en temps reel et une mobilite accrue. Ce memoire s'est concentre sur le 
protocole de tunnelage GTP qui repond peu aux contraintes de delai encouru. GTP 
utilise IP pour transport, nous forcant vers une double encapsulation IP/GTP/IP. Nous 
avons done ete amenes a considerer un chemin evolutif de GTP, pour diminuer le temps 
eleve de releve radio, satisfaisant ainsi le trafic de voix. La methode consista a utiliser 
des mesures dans le champ pour identifier le delai courant obtenu. Elle a permis 
d'ameliorer le temps de reponse de GTP en y ajoutant un algorithme de chemins pre-
definis. Nous avons eu recours a des chemins a etiquettes commutees pour se comparer 
a un temps de releve de moins d'une demi-seconde. 
5.1 Synthese des travaux 
A Pinterieur de cette recherche nous avons aborde les points principaux 
suivants, qui sont la mesure du temps de releve RAU typique entre deux RA (Routing 
Areas), une solution d'amelioration du temps de releve en ayant recours a des chemins 
a etiquettes commutees ( < Vi seconde), la validation de protocole a partir de l'outil de 
verification SPIN pour determiner s'il y a occurrence d'etats problematiques, une 
demarche mathematique simplified pour le dimensionnement des trafics de voix et de 
video-conference, dans le but de s' assurer qu'une telle implementation est realiste avec 
les aiguilleurs (routeurs) couramment disponibles, et en tout dernier lieu une 
proposition de Pintegration de fonctionnalite pour obtenir un triplet operationnel de 
QdS-Securite-Mobilite qui soit balance. 
Pour ce qui est de la mesure du temps de releve RAU typique, ce temps s'avere 
etre de Pordre de 2 a 10 secondes, ce qui est inconcevable pour les trafics sensibles au 
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delai. Nous avons par la suite decrit une solution d'amelioration du temps de releve en 
ayant recours a des chemins a etiquettes commutees avec les alternatives suivantes : 
en mode SBBM, un temps de releve reseau d'environ 1 seconde1 ; 
en mode DBBM, un temps de releve reseau inferieur a .025 seconde [17] ; 
en mode SMBB, un temps de releve reseau quasiment nul . 
II est recommande d'utiliser le mode DBBM pour les releves qui requierent un 
grand nombre de chemins LSP, comme dans le cas d'agregation de canaux de voix, et 
ce, dans le but de conserver l'aspect d'evolutivite. Le temps de pre-etablissement de 
LSP dynamiques obtenu etait inferieur a 1 msec. II est toutefois preferable d'utiliser le 
mode SMBB pour les trafics hautement critiques comme les appels d'urgence 911. 
Concernant la validation de protocole a partir de l'outil de verification SPIN, 
nous en avons conclu que les paquets de voix en suspens doivent etre soit mis en file 
d'attente, soit rejetes apres un certain temps (minuterie) et que l'etablissement d'un 
LSP doit prendre place avant le message de "contextack" (test effectue a partir de 3 
mobiles UE), ce qui nous force a ramener les etapes 5.1 - 5.7 de la Figure 3.3 a une 
execution parallele avec le declenchement RAIL 
Par la suite, une demarche mathematique simplifiee pour le dimensionnement 
de trafic se resume a 100 LSPs x 100 Mbps =10 Gbps pour la video-conference (100 
LSPs x 2.5 Mbps = 250 Mbps pour la voix) qui demeure bien inferieur au 20 Gbps de 
capacite totale d'un routeur typique. 
En tout dernier lieu, une proposition de l'integration de fonctionnalite pour 
obtenir un triplet operationnel de QdS-Securite-Mobilite balance est possible en 
utilisant des tunnels BGP/MPLS VPN (pour GTP evolue) qui repond bien encore une 
fois aux besoins de ce triplet operationnel. Ceci permet de remplacer potentiellement 
l'APN par un Route-Distinguisher (entite de 8 octets) de VPN qui nous refererait a un 
groupe d'utilisation prive, sans reference requise au point d'attache d'origine. De plus, 
l'adressage IPv6 nous procure des avantages additionnels qui sont l'acheminement 
1 Sans combinateur 
2 Avec combinateur 
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dynamique, la localisation mobile qui est mise-a-jour dans une banque de donnees 
locale, en peripheric (edge) du reseau d'acces considere et fmalement, pas de 
dependance geographique pour l'entite APN. 
5.2 Limitations principales 
Malgre le fait que cette recherche tente de concevoir un cadre global pour 
satisfaire le triplet operationnel de QdS-Securite-Mobilite, notre demarche 
experimentale, surtout pour les phases 2, 3 et 4, decoule principalement de simulations 
sur ordinateurs (OPNET Modeler™, SPIN) et d'un developpement mathematique de 
dimensionnement. Ceci s'avere etre une premiere approximation. II serait opportun de 
pouvoir reprendre la solution d'evolution de GTP et de Pimplementer sur un banc de 
test approprie. Ce dernier deviendra disponible dans un proche avenir puisqu'a Ericsson 
Recherche, nous avons l'intention d'ajouter a notre banc de test IPv6, des routeurs 
programmables qui nous permettrons de tester de nouveaux algorithmes. 
Concernant egalement la proposition d'int6gration de fonctionnalite de reseaux 
VPN, ce domaine doit non seulement etre en ligne avec les pratiques courantes de 
conceptions de reseaux, mais egalement doit s'etendre aux acces sans fil. II serait des 
lors opportun de considerer un reseau dorsal qui supporte en meme temps la 
connectivite des reseaux a grande echelle et des reseaux d'acces. 
5.3 Indications pour des recherches futures 
Ce memoire couvre un cadre fertile ayant comme perspective la QdS-Securite-
Mobilite. II va de soi que ce cadre operationnel peut facilement se multiplier en 
plusieurs avenues de recherche a approfondir davantage dans le but d'amener le triplet 
operationnel vers un niveau de maturite plus avance. Ces sujets de recherche future 
peuvent etre decrits comme etant la definition d'un gestionnaire (TE-CMS) hors-ligne 
destine a 1'optimisation du CN a partir, d'heuristiques adaptees au besoin de reseaux 
mobiles a grands nombres d'abonnes, avec une variation importante des types de trafic. 
De plus, nous avons couvert le besoin de mobilite a grande echelle a partir de VPN, 
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mais ce fut dans les grands termes que cette approche a ete abordee. II serait 
recommande de comparer entre eux quelques genres de VPN possibles pour determiner 
precisement ce qui s'avererait plus avantageux. Pour ce qui en est de l'APN, il semble 
etre possible de pouvoir beneficier des memes avantages que ceux offerts par Mobilite-
IPv6, mais avons-nous tout considere en termes d'echanges de messages de protocoles 
de mobilite? Enfm et par-dessus tout, il devient tres important d'aligner davantage le 
mecanisme propose de releve RAU amelioree, avec la norme HMIPv6, ce qui requiert 
une vue fonctionnelle globale entre les protocoles de la couche 3 et ceux de la couche 2. 
Ceci dit, satisfaire le support bien equilibre du triplet QdS-Securite-Mobilite est 
une priorite non negotiable. C'est ce qui differenciera dans le futur, un produit de 
telecommunications d'un autre. 
Finalement, deux references additionnelles seront considerees dans le futur pour 
des besoins de comparaison de performance technologique. La premiere reference [21] 
identifie une methode de synchronisation de chemins lors d'une releve intra SGSN 
basee sur le bi-chemin, alors que la deuxieme reference [22] propose l'utilisation de 
MPLS dans le reseau coeur tout en considerant les benefices d'efficacite accrue de 
transmission, de balance de charge, de service de protection et aussi de support de QdS. 
Ces deux references ne represented toutefois pas d'interference de choix technologique 
avec les mecanismes proposes dans ce memoire, puisque la releve macro inter SGSN 
n'est pas consideree dans [21] et [22]. 
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Nous avons utilise le langage Promela pour definir le systeme deja mentionne, 
de la facon suivante : 
byte pk_to_receive = 3 ; /* Generated Packets was 10 optimum */ 
bool status_pk_fw = 1; 
byte HO_after_pk_sent = 1; 
byte cnt tx = 0; 
byte cntrx = 0; 
byte cntHO = 0; 
/* Message types */ 
mtype = { LSP_predef, LSPsetup, LSP_setup_Ack, LSP_teardown }; 
/* MPLS-LSP Set-Up Messages */ 
mtype = { RAU, SGSN_ctx_req, SGSNctxresp, SGSN_ctx_ack}; 
/* 3GPP CN Session Messages */ 
mtype = { dataPDU, vox_PDU_ON }; 
/* User Data */ 
/* Channel Descriptions */ 
chan Iu_psl = [1] of { mtype }; 
chan Iu_ps2 = [1] of { mtype }; 
chan Iu_ps3 = [1] of { mtype }; 
chan Gn = [3] of { mtype }; 
chan Go = [3] of { mtype }; 
mtype last_received; 
/* Has 3 UE on 3 diff channels!!! */ 




:: status_pk_fw == 1 -> Iu_psl!vox_PDU_ON; cnt_tx++; 
:: (cntjx > HO_after_pk_sent && cntHO == 0) -> cnt_HO++; Iu_psl!RAU; 










:: status_pk_fw == 1 -> Iu_ps2!vox_PDU_ON; cnt_tx++; 
:: (cntjx > HO_after_pk_sent && cntJHO == 0) -> cnt_HO++; Iu_ps2!RAU; 









:: status j p k f w == 1 -> Iu_ps3!vox_PDU_ON; cnt_tx++; 
:: (cntjx > HO_after_pk_sent && cntHO == 0) -> cnt_HO++; Iu_ps3!RAU; 





active proctype New_SGSN() 
{ 
byte n c t x r e q = 0; 
byte n c t x a c k = 0; 
HandOver: 
do 
:: Iujpsl?RAU -> Gn!SGSN_ctx_req; n_ctx_req++; 
:: Iu_ps2?RAU -> Gn!SGSN_ctx_req; n_ctx_req++; 
:: Iu_ps3?RAU -> Gn!SGSN_ctx_req; n_ctx_req++; 
:: Gn?LSP_setup_Ack -> lastjreceived = LSP_setup_Ack; /*IMPORTANT*/ 
:: Go?SGSN_ctx_resp-> -> Gn!LSP_setup -> Gn!SGSN_ctx_ack; 





active proctype 01d_SGSN() 
{ 
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byte n_ctx_resp = 0; 
Idle: 
do 
:: Gn?SGSN_ctx_req -> Go!SGSN_ctx_resp; n_ctx_resp++; break; 
od 
} 




:: Gn?SGSN_ctx_ack -> last_received = SGSN_ctx_ack; /*IMPORTANT*/ 
:: Gn?LSP_setup -> Gn!LSP_setup_Ack; 
od 
} 




:: Iu_psl?vox_PDU_ON -> cnt_rx++ -> last_received = voxPDUON; 
:: Iu_ps2?vox_PDU_ON -> cnt_rx++ -> lastreceived = vox_PDU_ON; 
:: Iu_ps3?vox_PDU_ON -> cnt_rx++ -> lastreceived = vox_PDU_ON; 
:: cnt_rx > pk_to_receive -> goto Finish; 
:: status_pk_fw == 0 -> goto AfterHO; 




:: Iu_ps2?vox_PDU_ON -> cnt_rx++; 
:: Iu_ps3?vox_PDU_ON -> cnt_rx++; 
:: status_pk_fw == 1 -> goto Sink; /* No packet received until HO 







La Revendication peu probable est definie de la facon suivante : 
never { 
do 
















:: lastreceived == LSP_setup_Ack -> break 
:: else 
od; 
} 
