Uncovering the quantitative laws that govern the growth and division of single cells remains a major challenge. Using a unique combination of technologies that yields unprecedented statistical precision, we find that the sizes of individual Caulobacter crescentus cells increase exponentially in time. We also establish that they divide upon reaching a critical multiple (≈1.8) of their initial sizes, rather than an absolute size. We show that when the temperature is varied, the growth and division timescales scale proportionally with each other over the physiological temperature range. Strikingly, the cell-size and division-time distributions can both be rescaled by their mean values such that the condition-specific distributions collapse to universal curves. We account for these observations with a minimal stochastic model that is based on an autocatalytic cycle. It predicts the scalings, as well as specific functional forms for the universal curves. Our experimental and theoretical analysis reveals a simple physical principle governing these complex biological processes: a single temperature-dependent scale of cellular time governs the stochastic dynamics of growth and division in balanced growth conditions. Quantitative studies of bacteria can provide insights into single-cell growth and division but are challenging owing to the intrinsic noise in these processes. Now, by using a unique combination of measurement and analysis technologies, together with mathematical modeling, we discover quantitative features that are conserved across physiological conditions. These universal behaviors reflect the physical principle that a single timescale governs noisy bacterial growth and division despite the complexity of underlying molecular mechanisms.
when effort is made to synchronize cells at the start of an experiment, so as to have a more tightly regulated initial distribution of growth phases, this dispersion can only be mitigated, not eliminated.
These considerations highlight the importance of studying growth and division at the single-cell level.
The landmark papers of Koch, Neidhardt, Schaetchter, and co-workers 2,20,21 addressed issues of growth at the single-cell level, but the (statistical) precision of these measurements was not sufficient to characterize the growth law(s) under different conditions. There is evidence that the growth law under favorable conditions is generally exponential 14, [22] [23] [24] [25] . However, both linear and exponential growth laws have been previously proposed [26] [27] [28] [29] . Furthermore, it is estimated that a measurement precision of 6% is required to discriminate between these functional forms for cells that double in size during each division period 5 . This precision is difficult to achieve in typical single-cell microscopy studies because cell division leads to rapid crowding of the field of view 30 .
Various experimental approaches have been introduced to address this issue 25, [31] [32] [33] [34] . Conventional single-cell measurements on agarose pads are limited to about 10 generations, and the age distribution of the observed cells is skewed towards younger cells because the population numbers grow geometrically 35 . Designed confinement of cells allows observation of constant numbers of cells without requiring genetic manipulation 25, 34 . The system that we describe here for Caulobacter crescentus also allows tracking constant numbers of single cells over many generations at constant (and, if desired, low) number densities. This setup provides the advantages that contacts between cells can be avoided and the environment can be kept invariant over the course of an experiment, such that all cells exhibit equivalent statistics. In fact, in control experiments with this system, we observe that cells grow at reduced rates when they come in contact with each other. Our extensive data provide the statistical precision needed to transcend previous studies in order to establish the functional form of the mean growth law under different conditions and to characterize fluctuations in growth and division.
III. RESULTS AND DISCUSSION

A. Experimental design
Determining quantitative laws governing growth and division requires precise measurement of cell sizes of growing cells under invariant conditions for many generations. We achieved these criteria by choosing an organism that permits control of cell density through molecular biology and microfluidics.
The bacterium C. crescentus divides into two morphologically and functionally distinct daughter cells: a motile swarmer cell and an adherent stalked cell that is replication competent. A key improvement over our earlier work 7, 36 is that the surface adhesion phenotype can be switched on/off with an inducible
promoter. This strain, in combination with automated microscopy in a temperature-controlled enclosure, allows measurement of ∼1000 single stalked cells for >100 generations each at constant low density (uncrowded) balanced growth conditions (SI Text Section 1 and Fig. S1 ).
We determine the area of each stalked cell in our two-dimensional images with a precision better than 2% (Methods, SI Text Section 2, and Figs. S1 and S2). Since these cells are cylindrically symmetric around the curved longitudinal axis, the measured areas account for the varying width of the cell and faithfully report the cell volumes (Fig. S3) . We thus use cell areas to quantify cell sizes. Using image processing software that we developed, we obtain 4,000 to 16,000 growth curves for individual cells in complex medium (PYE) at each of seven temperatures spanning the physiological range of the organism: 14, 17, 24, 28, 31, 34, and 37
• C.
B. Cells sizes increase exponentially to a relative threshold; mean growth rate determines mean division time 
where a ij (0; T ) is the initial size of the i th stalked cell in the j th generation, and T is the temperature.
Each growth curve yields a division time, τ ij (T ), and a rate of exponential growth, κ ij (T ) ( This fact, together with Eq. 1, suggests that the initial and final sizes of the cells should also scale linearly with each other (with no additive offset), to be consistent with exponential growth. We confirm experimentally that they do (Fig. 2B) , which further supports the exponential growth law (see also SI Text Section 3.2 and Figs. S5 and S6).
The biological significance of Fig. 2B is that cells divide when their sizes are a constant multiple of the initial stalked cell size. The existence of a relative size threshold is further supported by the fact that the ratio a ij (τ ; T )/a ij (0; T ) appears more tightly regulated than a ij (τ ; T ) (see Fig. S7 ) as their respective coefficients of variation (standard deviation divided by mean) are ≈8% and ≈20%. From the slope of the best fit line in black in Fig. 2B , we obtain a ij (τ ; T )/a ij (0; T ) ≈ exp(0.565) = 1.76, where ... indicates a population average. This value is consistent with known average ratios of stalked and swarmer cell sizes for C. crescentus 37 , but prior measurements could not eliminate alternative single-cell scenarios. For example, one might have just as well have expected division at constant swarmer cell size, in analogy to budding yeast 14 or the model proposed in [38] for symmetrically dividing bacteria; in that case, the points would follow a line with a slope of 1 and a non-zero intercept, as indicated by the red dashed line in Fig. 2B . An important implication of the relative size threshold is that there must be growth during the swarmer stage; whether this growth occurs throughout the swarmer stage or together with differentiation remains to be demonstrated.
C. Mean division time decreases as temperature increases
We plot the logarithm of the growth rate against the inverse temperature, as is common for bulk culture studies [39] [40] [41] , in Fig. 3A . For bulk culture studies, such plots typically deviate from a strict Arrhenius
Law (a straight line in Fig. 3A , corresponding to κ ∝ τ (T )
, where A is a temperature-independent constant, ∆E is the activation energy, and k B is Boltzmann's constant) 40, 41 and exhibit a turnover in the growth rate. We do not observe a turnover in the single-cell growth rate over the temperatures studied, which span the physiological range-the mean division time decreases as the temperature increases over the full range (although see Extreme temperatures reinforce the scaling laws for a discussion of mortality).
The points in the range 17 to 34
• C fall sufficiently near a straight line that one can use the data to estimate an effective ∆E, also known as the "temperature characteristic" [39] [40] [41] . We find ∆E = 54.0 kJ/mol (12.9 kcal/mol), which is consistent with previous estimates from bulk culture measurements for several bacteria [42] [43] [44] . Empirical relations have been proposed to capture the negative curvature in Fig. 3A , and we show that the best fit of the form suggested by Ratkowsky and co-workers [39] [40] [41] , Fig. 3A . In that model, the "minimum temperature" T 0 sets the energy scale;
for our data, T 0 = 270 K. A series expansion shows that values in the range 260-280 K, as tabulated for other microorganisms 40, 41 , are consistent with ∆E ≈ 54 kJ/mol (see SI Text Section 4.1 for further discussion). The precise values of parameters of course depend on the temperature ranges used for the fits, but it is important to note that ∆E is of the order a typical enzyme-catalyzed reaction's activation energy 45, 46 .
D. Model for exponential growth
Motivated by our observations for the mean behaviors, we consider a simple kinetic model that was introduced by Hinshelwood to describe exponential growth in 1952 47 . This model consists of an autocatalytic cycle of N reactions, in which each species catalyzes production of the next (Fig. 4 ). An important feature of this model is that the overall rate constant for growth (κ) is the geometric mean of the rate constants of the elementary steps (k i ) 47 (see Fig. S8 ):
Therefore, if the rates of the elementary steps vary in an Arrhenius fashion, the overall rate constant for growth must vary similarly. To see this, substitute
(where A i and ∆E i are the collision frequency and activation energy of reaction i) into Eq. 2:
This equation shows that ∆E is the arithmetic mean of the elementary activation energies. Therefore, if each step has an activation energy of the order of a typical enzyme reaction's, then so does the effective growth rate. This idea is consistent with our measurements (Fig. 3A) , and is independent of the chemical identities of X i and the value of N .
It is important to stress that the validity of the model and its conclusions are not contingent on a specific form for the temperature dependence. While it is arguably easiest to see the averaging of the rate in the Arrhenius case considered above, it is generally true that the overall rate varies like the constituent rates. For example, if the constituent rates follow the Ratkowsky form 41 , then the composite rate does as well, to leading order, so long as the energy scales of the individual steps are not very disparate (see SI Text Section 4.1).
E. Fluctuations in cell sizes scale with their means
Given that the Hinshelwood cycle captures the mean behaviors that we observe, it is of interest to understand its implications for the fluctuation statistics that we can obtain from our extensive singlecell growth data. To this end, we recently generalized the model by assuming that the reactions in the cycle have exponential waiting-time distributions and showed analytically that its dynamics reduces to those of a single composite stochastic variable 48 . We term this model the stochastic Hinshelwood cycle (SHC).
A key result of the model is that, asymptotically, fluctuations in all chemicals in the SHC (Fig. 4) become perfectly correlated with each other 48 . Thus, the SHC makes a strong prediction for the scaling of size fluctuations in the asymptotic limit: the cell-size distributions from all times should collapse to a universal curve when they are rescaled by their exponentially growing means, 48 . In other words, in balanced growth conditions, the width of the size distribution grows exponentially at the same rate as the mean growth rate, κ. This prediction is validated by our data in the Arrhenius range, as shown in 
where η is Gaussian white noise satisfying η(t 1 ; T )η(t 2 , T ) ≡ B(T )δ(t 1 − t 2 ), which defines B(T ) 48 .
The first term on the right hand side of Eq. 4 represents the systematic exponential growth (the "drift") and the second term is the noise (the "diffusion"). Eq. 4 shows that the noise increases in magnitude with the area (i.e., it is "multiplicative"), and it does so in proportion to the square root of the area. This
Langevin equation contrasts with the well-known Black-Scholes equation for multiplicative noise (also known as geometric Brownian motion), which has been invoked to explain cell size distributions 49 .
In the Black-Scholes equation, both the drift and diffusion terms scale linearly with the dynamical variable. The square root multiplicative noise in Eq. 4 results in the observed scale invariance of the cell size distribution, and the corresponding mean rescaled asymptotic cell size distribution is a gamma distribution 48 . In contrast, the Black-Scholes equation does not yield the observed constancy of the coefficient of variation of cell sizes, and instead predicts a lognormal cell-size distribution with a coefficient of variation that increases as √ t.
For a given initial cell size, Eq. 4 predicts that the square of the coefficient of variation of cell sizes should fall on a straight line when plotted against time; additionally, dimensional analysis dictates that the slope of this straight line should be independent of temperature when we rescale B(T ) by κ(T ) and t by τ (T ) :
.
In Fig. 5B we show that this prediction is also validated by our data, and that B(T )/ κ(T ) = 0.0011. Next, we examine fluctuations in cell division times and their variation with temperature. We show in [48] that treating stochastic division of cells as a first passage time problem for the cell size to reach a critical value gives rise to additional scaling forms. The mean-rescaled division time distributions from all temperatures should collapse to the same curve, since the single timescale, κ(T ) −1 , which is proportional to τ (T ) (Fig. 2) , governs stochastic division dynamics 48 . This prediction is validated by our observed division time distributions from all temperatures (Fig. 3B) . Specifically, the SHC model predicts a beta-exponential distribution of division times for an absolute cell-size threshold and a given initial size 48 . By convolving this result with the observed initial size distribution ( . At all other temperatures (in PYE medium), cell mortality is less than 1% for up to a 100 generations, and we do not observe any senescence (i.e., systematic decrease in reproductive output with time) 50 . Bulk-culture measurements cannot separate the contributions to decreased reproductive output from increased mortality and decreased growth rates of surviving cells.
Remarkably, at both 14 • C and 37
• C, the single-cell growth law for surviving cells continues to be exponential ( Fig. S10 ), and the exponential growth timescale, κ(T ) −1 , continues to scale proportionally with the mean division time (Fig. S11 ). In other words, both growth and division slow together.
Consequently, the final size at division also scales proportionally with the initial size of the cell and thus a relative cell size thresholding scheme for cell division continues to hold at these temperatures. The scaling laws for mean-rescaled cell size and division time distributions also continue to hold for these two temperatures (SI Text Section 5 and Fig. S11 ). Our results for growth at extreme temperatures further validate the scaling predictions and show that they continue to hold even when the growth rate deviates from the Arrhenius Law.
H. Applicability to other microorganisms
While the results presented here are for C. crescentus in complex medium, we expect them to apply to growth and division of other microorganisms in different balanced growth conditions. In [48] , we
show that the size scaling laws follow directly from exponential growth, and, as noted in the Introduction, there is evidence of exponential growth in several bacteria, including E. coli 14, [22] [23] [24] [25] . We thus expect the cell size distributions of these organisms to collapse to a single curve when rescaled by their means.
The premise that size scaling generally holds for bacteria in balanced growth conditions was put forth long ago 51 ; however, it is important to note that the size distribution in earlier studies was a convolution of our size distribution with the cell-cycle-phase distribution (related to our division-time distribution)
because the data were taken from images at single laboratory times for asynchronous populations.
The fact that effective activation energies for population growth are generally in the range of individual enzyme-catalyzed reactions 45 suggests that the SHC applies broadly. Stochastic exponential growth implies growth dynamics with a single timescale. The division time distribution scales with its mean when the exponential timescale is proportional to the mean division timescale 48 . Clearly this need not always be the case: the DNA replication time is distinct from the doubling time for E. coli under favorable nutrient conditions, as recently modeled 38 ; it remains to be determined if these two timescales change proportionally when temperature is varied. However, a single timescale could still characterize growth and division of E. coli in minimal medium, when replication and division frequency are approximately equal. The relative size threshold for division is a new paradigm for how cell size can inform cell division. For exponential growth, this feature is related to the growth rate and the division time varying linearly with each other as the temperature changes; the ratio of the joint size of the daughter cells to the mother cell sets the proportionality constant.
I. Molecular basis
How precisely molecular interactions set the growth rate, how they couple to the divisome and cell wall synthesis machinery, and how the associated network gives rise to SHC dynamics remain to be determined for each exponential growth condition. We caution against interpreting exponential growth of cell size as necessitating a spatially uniform distribution of active growth sites on the cell since polar growth of single A. tumefaciens cells has been observed to be super-linear and is potentially exponential 52 . In [48] , we show that complex autocatalytic networks can be systematically reduced to effective SHC models. Therefore, the scaling laws discussed here would persist even when the biochemical networks that govern growth depend on condition. Previous studies argued for an N = 2 cycle composed of the global production of metabolic proteins at a rate proportional to the numbers of ribosomal RNA and vice versa 2,43 , leading to a constant ratio of the two species 8 . However one should not take this model literally because metabolic proteins do not directly produce ribosomes. Judicious use of antibiotics and alternative growth media, as in 4,9 , together with our single-cell technology could provide important clues into contributing biochemical reactions for a given condition.
IV. CONCLUSIONS
The preponderance of recent work on bacterial growth in single cell studies has focused on bottomup explorations of specific regulatory networks 53 , and some simple empirical laws connecting global gene expression patterns with the growth state of the cell have emerged 9,10 . The complementary, topdown approach of utilizing observations at the organismic level to deduce constraints on microscopic models 2,3,20,21 has been less popular in the last few decades. In this paper we have taken the latter approach but now with the advantage of being able to acquire and analyze large datasets. We have observed robust scaling laws for cell growth and division, in addition to the observation of exponential growth of mean single cell sizes. To summarize, these single-cell scaling laws are as follows.
1. The growth law is exponential during balanced growth under favorable nutrient conditions.
2. The mean division time is proportional to the inverse of the mean growth rate.
3. The size of the cell at division is proportional to the initial size of the cell.
4. The mean-rescaled division time distribution is temperature invariant.
5. The mean-rescaled cell size distribution from all times and temperatures is invariant.
6. The coefficient of variation of cell sizes, for a given initial cell size, scales as the square-root of time.
To the best of our knowledge, the SHC is the simplest model that captures all these behaviors, not just the trends of the means but also those of the fluctuations. We additionally showed that the averaging of the rate constants in the Hinshelwood cycle can account for the energy scale implied by the temperature dependence of the mean growth rate, which is on the order of a single enzyme-catalzyed reaction's activation energy. However, we emphasize that the variation in Fig. 3A is not itself a scaling law and only serves to "calibrate" how the absolute unit of time (the mean division time) varies with the external parameter (temperature); the scaling laws enumerated above are insensitive to the form of the temperature dependence. Our data and the SHC 48 show that stochastic growth and division are governed by a single timescale, which, in turn, depends on the growth conditions. This simple design principle is unexpected given the complexity of a whole organism.
V. METHODS
The experimental techniques developed here enable studies of individual non-interacting cells in well-controlled environments for >100 of generations. We have generated a strain in which the only functional copy of the holdfast synthesis A (hfsA) gene, which controls features required to adhere to surfaces, is integrated at a single chromosomal locus under the control of an inducible promoter.
As a result, we can initially induce holdfast production until we have the desired numbers of cells sticking to the glass surface of the microfluidic device and then flow away the remaining cells. Once the experiment commences, the inducer is removed and newborn daughter cells, upon differentiation, do not express functional hfsA and are thus unable to stick and are flowed away. This prevents the crowding of the fields of view that occurs in typical experiments with exponential growth.
We use phase-contrast imaging to accurately measure growth frame-by-frame, instead of just division events. In a typical experiment, data from 20 unique fields of view are acquired at a rate of each field per minute (roughly 100,000 images in three days). Finally, we have developed custom software using a combination of Matlab and Python for automated image processing, which is necessary for ex-tracting quantitative information from these extensive data (∼10 6 images for each temperature studied X ... C. crescentus strain CB15 naturally adheres to surfaces via an adhesive polysaccharide termed a holdfast; production of holdfast requires the hfsA gene 1 . Strain NA1000 is a laboratory-adapted relative of CB15 and bears a frameshift mutation in hfsA, rendering cells non-adhesive 2 . We cloned the functional hfsA(CB15) allele into pMT-862 3 and integrated it into the NA1000 chromosome at the vanA locus, under a vanillate-inducible promoter. The resultant strain, FC1428, only gains the ability to adhere to surfaces when exposed to vanillate. Cells are induced with 0.5 mM vanillate for 3 h before introduction into the microfluidic device; they are then allowed to adhere to the glass interior of the device. Vanillate-free media is then flowed over the cells for the remainder of the experiment; induction of hfsA(CB15) does not occur in newborn cells, which do not adhere and are thus washed out of the microfluidic chamber. This inducibly-sticky strain allows for long experimental run times, as a constantly adherent strain would rapidly crowd the field of view with daughter cells produced over many generations.
B. Growth protocol
For each experiment, individual colonies of FC1428 were selected from a fresh PYE-agar plate containing kanamycin (5 µg/ml) and grown overnight in PYE medium in a 30
• C roller incubator, taking care to ensure that the culture was in log phase. This culture was diluted to OD 660 = 0.1 with fresh PYE and 0.5 mM vanillate and was induced for 3 h prior to being loaded onto the microfluidic channel in the previously temperature-stabilized chamber. PYE, Peptone Yeast Extract, is a complex medium and its detailed composition is provided in 4 .
C. Microfluidic device and single-cell assay
See Figure S1 for details of the microfluidics, optics, and image processing aspects of the experimental setup. Y-shaped microfluidic channels were fabricated and prepared as described in 5 . After thermal equilibration, the FC1428 bacterial cell culture was loaded into a single channel and incubated for 1 h. Typically enough cells stuck to the glass surface of the device after a 1 h period of incubation for the subsequent imaging experiment. The remaining cells (i.e., those that were not adherent) were then washed off in the laminar flow of the microfluidic device. Two computer-controlled syringe pumps (PHD2000, Harvard Apparatus) pumped thermally-equilibrated PYE media through the channel at a constant flow rate (7 µL/min).
D. Time-lapse microscopy
The imaging process was automated such that the imaging, stage positioning, illumination, syringe pumps and readout from the array detector were fully computer controlled and could operate autonomously throughout experiments of many days. Time-lapse single-cell measurements were performed on an inverted microscope (Nikon Ti Eclipse) equipped with a motorized sample stage and a controller (Prior Scientific ProScan III). Phase-contrast microscopy was performed with a Nikon Plan Fluor 100X oil objective and a mercury fiber illuminator (Nikon C-HGFI). A computer-controlled shutter (Lambda SC) was used to coordinate light exposure and image acquisition. The image was collected on an electron multiplying charge coupled device detector (EMCCD, Andor iXon+ DU888 1k x 1k pixels). To ensure thermal stability, the microscope and syringe pumps were enclosed by a homemade acrylic microscope enclosure (39" × 28" × 27") heated with a closed-loop regulated heater fan (HGL419, Omega). A uniform temperature was maintained by a proportional integral derivative temperature controller (CSC32J, Omega) coupled with active air flow from two small-profile heater fans inside the enclosure. For experiments carried out below 20
• C, the temperature in the entire room was lowered to 6 • C and the aforementioned enclosure that includes the microscope was heated. Phasecontrast images of multiple fields-of-view were recorded at 1 frame/min and the focus adjusted automatically using the built-in "perfect focus system" (Nikon PFS). A Virtual Instrument routine (LabView 8.6, National Instrument) was used to control all components (sample stage, autofocus, pumps, EM-CCD, and shutter) and to run the experiment for extended periods of time (5-12 days).
E. Image analysis and construction of growth curves
The acquired phase-contrast images were processed by identifying each C. crescentus cell in Matlab (MathWorks) and tracking the cells over time using custom code written in Python. The cross-sectional areas of each cell measured through a sequence of images were used to determine growth curves. From these data division events were identified. We chose to only include cells that divided for more that 10 generations in the analysis, as a selection criterion for further analysis. Using a combination of thresholding the absolute intensity and ridge detection algorithms, the (pixellated) boundary of each cell was identified, frame by frame. Cell area was quantified by counting the total number of pixels inside the boundary for each cell in each frame. We compute the precision of our measurements in several different ways. First, we vary the threshold for cell edge detection over a 10% range (±5% of the value used for all image analysis) and find that that the area of each cell is changed by ≈2% at the beginning of each cell cycle; this number decreases further as the cell grows.
Second, we perform control experiments with more frequent sampling (30 frames/min) and use bootstrapping methods to estimate the error bars on the precision of our single-cell measurements in our experiments, which are performed at 1 frame/min. Third, we examine the fluctuation in the areas of cells that do not grow during the course of the experiment but are not dead (a condition that is controlled by the media), at 1 frame/min. The measurement uncertainty of a single-cell area is <2%. Since we obtain between 4,000 and 16,000 growth curves at each temperature, the ensemble averaged mean area at a given instant of time has an uncertainty of <0.03%.
The division times are taken to be the minima of the area vs. time curves. We estimate that the error in division times is less than 2 min (twice the inverse frame rate). Since the Coefficient of Variation (ratio of the standard deviation to the mean) of the division time distributions at all temperatures is ≈0.13 (see following section), the standard error in the mean division times at each temperatures (with 4,000-16,000 points) is 0.01-0.03 min.
III. DETERMINATION THAT THE GROWTH LAW IS EXPONENTIAL A. Fitting individual trajectories
The Langevin model for stochastic exponential cell size growth is given by Eq. 4 of the main text and is used to find the correct procedure for ensemble averaging the growth curves to obtain the time evolution of the mean cell size, i.e., the growth law(s). Upon integrating this equation,
Thus, the time evolution of the square of the ensemble averaged mean of the square root of the size is exponential:
Using this result, at each temperature, we fit the growth data for each generation, a(t; T ) vs. t, with the best exponential fit, to find κ/2 and thus κ.
Since the mean and standard deviation of the growth rates and division times evaluated by considering different generations of the same cell were equal to the same quantities evaluated across different cells at a given generation, the ergodic condition that ensemble averaging equals generational averaging holds for these data. Therefore we do not see a systematic change in the reproductive output of a given cell from generation to generation, under these growth conditions.
A related issue is that of intergenerational correlations in these quantities. We find that there is a small but observable anti-correlation between the initial size of the cell and its division time at the end of that generation (but no correlation between the initial size and the growth rate) at all temperatures. This mild anti-correlation serves to restore the (absolute) size of a cell to the ensemble average and prevents "runaway" cells, i.e., larger (smaller) than average cells from getting progressively larger (smaller), compared to the ensemble mean, due to noisy relative size thresholding at division.
B. Distinguishing between functional forms
What functional form best fits the ensemble averaged mean growth law, i.e., the increase of mean cell size with time in balanced growth conditions, has been debated; the two main contenders are the linear and exponential forms 6-9 .
An important reason why ascertaining the growth law, beyond reasonable doubt, has been an experimental challenge is because extraordinary (statistical) precision is required to distinguish an exponential from a straight line when each growth period is less than the time constant of the exponential. This can be seen by estimating the minimum precision required for discriminating between the two functions, by considering the geometrical aspects of exponential and linear curves for a given mean growth period, τ , and a relative division threshold θ ≡ a(τ ) / a(0) 10 (see Fig. 2B (main text) and Fig. S7) . The time at which the exponential curve deviates most from the straight line is then found to be
The maximal difference between the predicted sizes for the exponential and linear models (∆a max ) is thus the difference between the sizes predicted using each model at time τ m :
Thus the minimum precision of measurement required to distinguish between these models is determined by whether ∆a max σ(τ m ) or not, where σ(t) is the standard deviation in a observed at time t.
Scaling ∆a max by the predicted size at τ m for the exponential model and defining f (θ) ≡ (θ − 1)/ln θ, we thus arrive at the minimum precision required for distinguishing between the two models.
The required precision is ≈4% for a division size ratio of θ = 1.8, as is observed in our experiments.
Since error in our mean area measurements is less than 0.03%, we can indeed unequivocally distinguish between exponential and linear growth.
To quantify the goodness of fit for both the exponential and linear fits, and to establish that the statistically preferred model is the exponential one, we use the following prescription. We recall that the ensemble averaging procedure that correctly accounts for the cancellation of the noise contribution from η(t), for the model of stochastic growth proposed, is to find the root-mean-square of the area, a(t) (Table I) , compared with χ 2 ≈ 1000 for the best linear fits (Table I) . Since both models, exponential and linear, have the same number of degrees of freedom, two fitting parameters each (i.e., the mean initial size and the mean growth rate), the Akaike Information-theoretic criterion index (AIC) 11 for each is simply given by its respective χ 2 value. Clearly the χ 2 value for the exponential model is much smaller than that for the linear growth model. However, we can use the AIC to determine the relative likelihood that the linear model is the correct description of data, not the exponential. Using
, we find that it ranges from 10 −70 to 10 −500 for the different temperatures (the variability in the value coming from the differences is total numbers of growth curves at each temperature). Therefore statistical measures of model selection overwhelmingly favor the exponential form.
We note that the residuals for the exponential fit in Fig. S5C have additional structure, not fully explained by a model that assumes a constant (time-independent) mean growth rate. We believe that the systematics in the residuals for the exponential fit suggest that there may be a small growth phase (cell age) dependence to the growth rate, reflecting specific underlying growth/division processes, such as restructuring of the cell for formation of end caps and the constricting of the division plane; this is an interesting avenue for future enquiry. Here, we have used the constant growth rate model because it is the most economical model to explain the overwhelming majority of observations. We thus conclude that the growth law for these cells, under the conditions described in the text, is exponential.
We note that a formal comparison with other growth laws is also possible. The exponential fit compares favorably with a quadratic function (the simplest higher-order polynomial) too. Geometric con- Supplementary Table I . Parameters and goodness of fit measures for exponential and linear models of growth. Columns are temperature, T ( • C), the number of growth curves, N ens , the exponential model fit pa-
for the exponential fit, the χ 2 value for the linear fit, and the Improbability Index, for the linear fit.
siderations similar to those detailed above indicate that the minimum precision required to discriminate between exponential and quadratic growth laws is ≈0.1%, which is within our statistical precision. The best fits for the quadratic have coefficients for the quadratic term that are approximately equal (within a factor of 1.2-1.5 times) to the quadratic coefficient of the series expansion of the exponential function.
To quantify the statistical significance of the goodness of each fit, we have used the Bayesian Information Criterion (BIC) 12 , a common information-theoretic measure for weighing models with different numbers of fitting parameters (the quadratic has one additional free parameter over the exponential).
The BIC for the quadratic fit is greater than that for the exponential by more than 11, which is very strong evidence against the quadratic. In summary, the quadratic fit is comparable in quality to the exponential fit but has an additional free parameter, and we thus favor the exponential. 
, where T is absolute temperature and T 0 is a parameter of the empirical relation, we find by calculating the geometric mean of the individual rates that the overall growth rate, κ(T ), has the following temperature dependence.
Thus, provided that the standard deviation of the individual values of T 0 is small compared to their mean value, to leading order, the effective growth rate also scales as a Ratkowsky form, with the effective minimum temperature parameter equal to the arithmetic mean of the individual values, irrespective of the number of steps in the Hinshelwood cycle, up to leading order in temperature. We note that no restriction on ∆E i is required for Eq. 3 of the main text to hold in the Arrhenius case.
B. Size distribution
The distribution of cell sizes, under balanced growth conditions, is predicted to be a gamma distribution 15 . We rescale the initial size distributions at all temperatures by their mean values (note that these distributions undergo a scaling collapse and thus have the same shape), and the resulting scaled distributions collapse to a single gamma distribution with a mean of 1. The only parameter of the distribution left to be determined is the (dimensionless) shape parameter; the value that we obtain for it by fitting is 16. Thus we obtain the mean-rescaled initial size distribution, P (ã(0)), wherẽ a(0) ≡ a(0)/ a(0) .
C. Division time distribution
The first passage time distribution (i.e., the division time distribution), for a cell that grows from an initial size, a(0), to when it reaches a multiple θ of its initial size, θa(0), is a Beta-Exponential distribution 15 ,
where Beta is the Beta function. Note that θ, the multiple of the initial size to which each cell grows, was observed to be ≈1.76, on average (see main text and Fig. S7 ). The mean growth rate, κ(T ) , is known from observations at each temperature (Table I) . Moreover, the initial size distribution P (ã(0)) has also been determined (see above). Therefore, the division time distribution,
can be computed at each temperature without any additional fitting parameters.
For the fit in Fig. 3B of the main text, we restricted ourselves to data ±20% of the mean growth rate since events outside of this range correspond to biological phenomena not included in the simple model (which assumes a constant growth rate), such as cells that become filamentous. However, these outliers are included in the scatter plots in Figs 
V. SCALING BEHAVIORS BEYOND THE ARRHENIUS RANGE
As discussed in the main text, we have performed single-cell experiments at 37
• C and 14
• C, temperatures that are respectively higher and lower than the Arrhenius range ("normal temperature range" 16 ) for the mean growth rate, to investigate scaling behaviors at these extreme physiological temperatures.
We have obtained data for between 2000-4000 generations (growth curves) for both conditions. We find that the single-cell growth law remains exponential for both these temperatures (Fig. S10) . The mean division time observed at 37 • C is 54 min and at 14 • C, 319 min; in contrast, if they had followed the Arrhenius law (Fig. S11C) , these values should have been ≈44 min and ≈237 min, respectively. Thus, the division rate observed at both temperatures is significantly slower than predicted by the the Arrhenius law. However, the mean growth rate (of surviving cells) slows down proportionally (Fig. S11A) ;
as a result, τ and κ −1 continue to scale linearly with each other, as they do in the Arrhenius range.
Moreover, the initial cell size remains proportional to the size of the cell at division even outside the Arrhenius range; at 37
• C the mean value of the relative size threshold is 1.8 at both temperatures (Fig. S11B) . Further, the mean-rescaled division time distribution from 14 • C undergoes the same scaling collapse as the remaining temperatures in the Arrhenius range (Fig. S11D) but the distribution at
37
• C is slightly more noisy with COV ≈15%. We believe that this additional stochasticity, compared to other temperatures, is related to the onset of cell mortality-we observe significant mortality at 37 • C and the increased filamentation rate at this temperature. In Fig. S9 we show that the survival probability, S(t) of a cell at 37
• C is an exponential function of time, S(t) ∼ e −νt . By fitting the observed survival distribution, we estimate that ν, the probability per unit time that a cell may die, is 7% per mean duration of a generation (54 min). The mean-rescaled cell size distributions from different times, at both temperatures, undergo scaling collapses, as predicted by the SHC. We see an increase in the initial cell size at both extreme temperatures, compared to the temperatures in the Arrhenius range; at Figure S9 . The survival probability distribution at 37 • C.The survival probability, S(t), is observed to be an exponential distribution (straight line on a log-linear plot); S(t) ∼ e −νt , where ν is the probability per unit time that a cell dies, fits to 7% per mean duration of the generation of a cell (54 min). Data are from 241 cells. "ln" denotes the natural logarithm. 
