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Povzetek
Naslov: Primerjava latentnih modelov za priporocˇilne sisteme v strojnem ucˇenju
Avtor: Demian Bucik
Vseprisotnost priporocˇilnih sistemov v digitalnem ekosistemu korenito spreminja
nacˇin uporabe spletnih storitev. V poplavi informacij se uporabniki za dostop do
zanimivih in koristnih vsebin zanasˇajo na njihova priporocˇila. Cilj te diplomske
naloge je predstaviti dve vrsti priporocˇilnih sistemov, ki temeljijo na skupinskem
filtriranju. Pri konstrukciji modelov se opremo na dolocˇene koncepte strojnega
ucˇenja. Modele implementiramo v okolju Python in evalviramo pri napovedovanju
sˇtevila poslusˇanj izvajalcev in uporabnikovih ocen vsebine, za kar uporabimo dve
podatkovni mnozˇici. Ob tem predlagamo nacˇin razsˇiritve omejenega Boltzman-
novega stroja za priporocˇanje in modeliranje zveznih ocen ter uporabimo dodatek
modelu na osnovi matricˇnega razcepa, ki omogocˇa modeliranje prijateljstev med
uporabniki. Rezultati nakazujejo, da modeli na osnovi matricˇnega razcepa delujejo
obcˇutno bolje in da se splacˇa vecˇ cˇasa investirati v njihov nadaljnji razvoj.
Kljucˇne besede: skupinsko filtriranje, strojno ucˇenje, matricˇna faktorizacija,
omejen Boltzmannov stroj, metoda najvecˇje aposteriorne verjetnosti.

Abstract
Title: Comparison of latent models for recommender systems in machine learning
Author: Demian Bucik
The ubiquity of recommender systems in the digital ecosystem is thoroughly chang-
ing the way web services are used. In the ceaseless stream of information, users
are relying on their recommendations to access interesting and useful content. The
aim of this thesis is to present two approaches to collaborative filtering based rec-
ommender systems. Developing the models, we borrow certain concepts from the
field of machine learning. All models are implemented in Python and evaluated on
two datasets, one containing the numbers of plays and the other containing users’
ratings of content. We propose a way to model continuous ratings with restricted
Boltzmann machine and apply an addition to the matrix factorization model that
makes it possible to model friendships between users. The results suggest that
matrix factorization models work considerably better and that more time should
be invested in their further development.
Keywords: collaborative filtering, machine learning, matrix factorization, re-
stricted Boltzmann machine, maximum a posteriori estimation.

Poglavje 1
Uvod
Z besedo priporocˇilni sistemi (angl. recommender systems) oznacˇujemo sisteme
oziroma algoritme, ki skusˇajo napovedati uporabnikovo preferenco glede nekega
objekta. Ti objekti so lahko filmi, glasba oziroma celotni seznami predvajanja, po-
samezne novice, izdelki v spletnih trgovinah, ucˇna gradiva... V grobem se algoritmi
za priporocˇanje delijo na dva tipa. Prva vrsta so metode na osnovi skupinskega
filtriranja (angl. collaborative filtering, nekateri to prevajajo tudi kot metoda izbira-
nja s sodelovanjem). Drugi tip pa so vsebinsko osnovani sistemi (angl content-based
filtering).
Metode skupinskega filtriranja delujejo pod predpostavko, da ljudje, ki so se
strinjali v preteklosti in imeli radi podobne objekte, se bodo strinjali tudi v priho-
dnosti. Kljucˇna prednost tu je, da ni potrebno razumevanje kompleksnih objektov,
da bi jih lahko priporocˇali. Vsebinsko osnovane metode pa temeljijo ravno na ra-
zumevanju objektov, torej izgradnji opisov objektov in uporabnikov na podlagi
njihovih lastnosti. Ta pristop ima svoje korenine v podrocˇju iskanja informacij
(angl. information retrieval).
Priporocˇilni sistemi ponujajo uporabnikom personalizirana priporocˇila vsebine
ali izdelkov. Uporabniki se za dostop do kvalitetne vsebine v poplavi informacij na
njih zanasˇajo, za podjetja pa predstavljajo eno glavnih komponent za uspesˇnost
na svetovnem spletu. Zaradi masovnega zbiranja podatkov postajajo taksˇni sis-
temi vse inteligentnejˇsi in boljˇsi pri priporocˇanju. Priporocˇilni sistemi so vrocˇe
raziskovalno podrocˇje, ki je dobilo veliko pozornosti in pomembnih odkritij po go-
stovanju tekmovanja v napovedovanju ocen filmov s strani podjetja Netflix. V tej
1
2 Demian Bucik
diplomski nalogi se posvetimo napovedovanju sˇtevila predvajanj glasbe dolocˇenega
izvajalca in napovedovanju ocen dolocˇenega filma s strani posameznega uporab-
nika. V osrednjih poglavjih predstavimo dva pristopa za napovedovanje uporabni-
kovih preferenc in ponujanje personalizirane vsebine. Pri konstrukciji modelov pa
se opremo na nekaj teoreticˇnih osnov strojnega ucˇenja (angl. machine learning),
ki jih predstavimo v uvodnem poglavju.
V diplomski nalogi se posvetimo samo sistemom na osnovi skupinskega filtri-
ranja. Natancˇneje, sistemom, ki za uporabnike in objekte v latentnem prostoru
sestavijo nek profil (vektor), v katerem pomena posameznih elementov ne bomo po-
znali, ki nam bo kljub temu koristil za napovedovanje. Izbrali in preucˇili bomo dva
nacˇina za izgradnjo latentnih profilov in napovedovanje ocen. Prva oblika modelov
temelji na matricˇnem razcepu, druga pa na osnovi omejenih Boltzmannovih stro-
jev (angl. restricted Boltzmann machine, RBM). Pri modelih na osnovi matricˇnega
razcepa uporabimo vecˇ dopolnitev algoritmov, na primer uposˇtevanje prijateljstev
med uporabniki za natancˇnejˇse napovedovanje. Pri drugem tipu modelov pa pre-
dlagamo drugacˇno obliko modela in ucˇnega algoritma od splosˇno uporabljene [23].
V okviru te naloge bi radi preverili, cˇe se modeli RBM lahko kosajo z uspesˇnimi
modeli na osnovi matricˇne faktorizacije. V cˇlanku [23] avtorjem po sˇtevilnih vpe-
ljanih izboljˇsavah navsezadnje uspe dosecˇi malenkost boljˇsi rezultat od osnovnega
modela matricˇne faktorizacije. Zadovoljili se bomo zˇe, cˇe se bo model izkazal za
kompetitivnega in uporabnega. Radi bi odgovorili na vprasˇanje, katera vrsta mo-
delov je bolj perspektivna za uporabo v praksi in kateri vrsti modelov se splacˇa
po zakljucˇku diplome sˇe namenjati cˇas.
V prvem delu diplomske naloge uvedemo nekaj osnovnih pojmov strojnega
ucˇenja in statistike, iz katerih kasneje izhajamo pri konstrukciji modelov za pri-
porocˇanje. V drugem delu predstavimo podatke in uporabljene metrike. Metode
ovrednotimo na dveh podatkovnih mnozˇicah in vizualiziramo rezultate. Imple-
mentacija metod v okolju Python z uporabo knizˇnjic NumPy [19] in SciPy [12]
je na voljo na https://github.com/demianbucik/collaborative-filtering-
recommender-systems.
Poglavje 2
Osnove uporabljenih metod
strojnega ucˇenja
Ena od nalog strojnega ucˇenja in statisticˇnega modeliranja je zajem odvisnosti med
spremenljivkami. Z modelom, ki zajema te odvistnosti, lahko, ob znanih vredno-
stih nekaterih spremenljivk, odgovarjamo na vprasˇanja o neznanih spremenljivkah.
Dve podrocˇji strojnega ucˇenja, ki bosta obravnavani v sklopu te diplomske
naloge, sta nadzorovano (angl. supervised) in nenadzorovano ucˇenje (angl. unsu-
pervised learning). Pri nadzorovanem ucˇenju bi radi na osnovi oznacˇenih ucˇnih
primerov zgradili model, ki bo na novih, sˇe nevidenih podatkih znal napove-
dati ciljno spremenljivko. Podatkovna mnozˇica, ki jo oznacˇimo z X ima obliko
{(x(1),y(1)), (x(2),y(2)), ..., (x(m),y(m))}, kjer x predstavlja neodvisno spremen-
ljivko, y pa pripadajocˇo ciljno spremenljivko. Na podlagi podatkovne mnozˇice X
se model izuri v napovedovanju y, ko mu pokazˇemo pripadajocˇi x. Pri nenadzoro-
vanem ucˇenju nasˇi ucˇni primeri {x(1),x(2), ...,x(m)} niso oznacˇeni. Cilji algoritma
so lahko zelo razlicˇni, na primer generiranje novih primerov x ali pa odkrivanje
skupin.
Algoritmi strojnega ucˇenja si navadno zgradijo matematicˇen model podatkov,
ki ga nato uporabijo za napovedovanje. Predpostavimo, da nam podatke generira
neka nepoznana porazdelitev pdata(x). Oznacˇimo s pˆdata(x) empiricˇno porazdelitev
podatkov, definirano z X, ki nam bo sluzˇila kot aproksimacije prave porazdelitve
podatkov. Definirajmo sˇe nasˇ model kot druzˇino porazdelitev pmodel(x;θ), para-
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metriziranih s θ.
Ideja ucˇnega algoritma je, da iz druzˇine porazdelitev pmodel(x;θ) izbere tisto,
ki je najblizˇja empiricˇni porazdelitvi pˆdata(x). Izbor porazdelitve tu dosezˇemo z
izbiranjem parametra θ.
2.1 Kullback-Leiblerjeva divergenca
Da bi dolocˇili porazdelitev pmodel(x;θ), ki je najblizˇja pˆdata(x), moramo najprej
izbrati nacˇin merjenja podobnosti med porazdelitvama. Tu imamo vecˇ mozˇnosti.
Odlocˇimo se lahko za popularno mero DKL imenovano Kullback-Leiblerjeva diver-
genca (tudi relativna entropija) [9, 2]. Definirana je kot
DKL(p ‖ q) = Ex∼p(x)
[
log
p(x)
q(x)
]
, (2.1)
kjer Ex∼p(x) predstavlja pricˇakovano vrednost, ko je slucˇajna spremenljivka x po-
razdeljena po p, p in q pa sta poljubni verjetnostni porazdelitvi. Pri diskretni
slucˇajni spremenljivki x se pricˇakovana vrednost izrazˇa z vsoto, pri zvezni pa z in-
tegralom. Intuitivno, DKL(p ‖ q) predstavlja kolicˇino informacije, ki jo izgubimo,
cˇe porazdelitev p aproksimiramo s q. Ima dve pomembni lastnosti, ki sledita iz
Jensenove neenakosti
1. DKL(p ‖ q) ≥ 0,
2. DKL(p ‖ q) = 0 natanko tedaj, ko p = q.
Ne gre torej za pravo metriko oziroma razdaljo, ker DKL(p ‖ q) 6= DKL(q ‖ p),
ravno tako pa ne velja niti trikotniˇska neenakost.
Za vse ucˇne primere predpostavljamo, da so, cˇe poznamo θ, med seboj neod-
visni in enako porazdeljeni (angl. independent and identically distributed, i.i.d.).
Diplomska naloga 5
Zapiˇsimo sedaj optimalno izbiro θ
θˆ = arg min
θ
DKL(pˆdata ‖ pmodel) (2.2)
= arg min
θ
Ex∼pˆdata(x)
[
log
pˆdata(x)
pmodel(x;θ)
]
(2.3)
= arg min
θ
1
m
m∑
j=1
log pˆdata(x
(j))− 1
m
m∑
j=1
log pmodel(x
(j);θ) (2.4)
= arg max
θ
m∑
j=1
log pmodel(x
(j);θ) (2.5)
= arg max
θ
m∏
j=1
pmodel(x
(j);θ). (2.6)
Rezultat iz tocˇke (2.6) bomo razlozˇili v naslednjem poglavju. Vse izpeljano velja
tudi za drugacˇne modele, na primer pmodel(y |x;θ), vendar zaradi enostavnejˇse
notacije racˇunamo s pmodel(x;θ).
Slika 2.1: Vizualizacija DKL(pˆdata ‖ pmodel) [7]. Iz podatkov zˇelimo oceniti parameter θ,
ki predstavlja verjetnost, da posamezen Bernoullijev poskus uspe. Na sliki je prikazana
vrednost, ki minimnizira Kullback-Leiblerjevo divergenco, ki ustreza vzorcˇnemu povprecˇju.
Sedaj sˇe vizualiziramo DKL(pˆdata ‖ pmodel) (glej sliko 2.1), kjer je pˆdata(x)
empiricˇna porazdelitev, x ∈ {0, 1}, pmodel(x; θ) pa druzˇina binomskih porazdelitev
6 Demian Bucik
in θ verjetnost, da poskus uspe [7]. Vrednost θ, ki minimizira DKL(pˆdata ‖ pmodel)
je 0,544, kar je intuitivno smiselno, saj to predstavlja ravno vzorcˇno povprecˇje
podatkov.
Obe obliki priporocˇilnih sistemov, ki jih predstavimo v diplomski nalogi, bo-
sta temeljili na optimizaciji funkcije, katere glavni del bo predstavljal izraz (2.5).
Dolocˇanju parametrov po tem izrazu pravimo tudi metoda najvecˇjega verjetja, ki
je ena najpogosteje uporabljenih metod v nadzorovanem ucˇenju, razlozˇili pa jo
bomo v naslednjem poglavju.
2.2 Metoda najvecˇjega verjetja
Dolocˇanju parametrov θ po enacˇbi (2.6) pravimo metoda najvecˇjega verjetja (angl.
maximum likelihood estimation, MLE ) [16]. Definirajmo funkcijo verjetja
L(θ;X) = pmodel(X;θ) (2.7)
=
m∏
j=1
pmodel(x
(j);θ), (2.8)
kjer je pmodel(X;θ) gostota porazdelitve, specificirane z modelom, izracˇunane na
celotni podatkovni mnozˇici X; zaradi predpostavke o pogojni neodvisnosti se izrazˇa
kot produkt posameznih gostot po ucˇnih primerih x(j). Definirajmo sˇe logaritem
verjetja
`(θ;X) = logL(θ;X) (2.9)
=
m∑
j=1
log pmodel(x
(j);θ). (2.10)
Metoda najvecˇjega verjetja se torej glasi
θˆ = arg max
θ
L(θ;X) = arg max
θ
`(θ;X), (2.11)
torej za oceno parametra θ izberemo vrednost, ki maksimizira verjetje. V praksi
navadno maksimiziramo logaritem verjetja v izogib numericˇnim napakam.
Intuitivno je metoda najvecˇjega verjetja smiselna. Iz druzˇine porazdelitev
pmodel(x;θ) izberemo tisto, za katero je verjetnost, da nam je generirala podatke,
najvecˇja. Z drugimi besedami, izberemo tak θˆ, da je verjetnost podatkov najvecˇja.
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Za napoved novega primera vstavimo dobljeno vrednost v porazdelitev dolocˇeno z
modelom pmodel(x; θˆ).
Kot vidimo, je iskanje parametra, ki maksimizira verjetje, ekvivalentno iskanju
parametra, ki minimizira Kullback-Leiblerjevo divergenco med empiricˇno poraz-
delitvijo in druzˇino porazdelitev specificiranih z modelom [16].
Glavna definicija, vpeljana v tem razdelku, je funkcija logaritma verjetja, ki bo
igrala osrednjo vlogo v obeh vrstah priporocˇilnih sistemov v tej diplomski nalogi.
2.3 Bayesovski pogled
V prejˇsnjih poglavijh je bilo pomembno poudariti razliko med empiricˇno poraz-
delitvijo in modelom. Od tu naprej, zaradi enostavnejˇse notacije, piˇsemo kar p
namesto pmodel.
Do sedaj smo θ obravnavali kot deterministicˇen, konstanten, a neznan para-
meter. V Bayesovi statistiki pa na θ gledamo kot na slucˇajno spremenljivko in z
verjetnostjo izrazˇamo svojo negotovost (oziroma gotovost) o njeni vrednosti. Na-
mesto tocˇkaste ocene parametra, ki maksimizira verjetnost podatkov, tu vrednosti
θ opiˇsemo z verjetnostno porazdelitvijo [16].
Oznacˇimo s p(θ) apriorno znanje o vrednosti θ. Torej znanje, preden opazimo
podatke. Ko opazimo podatke X, pa bi radi svoje znanje o θ primerno popravili.
Optimalen nacˇin za posodobitev znanja nam podaja Bayesova formula, izpeljana
enostavno z dvakratno uporabo definicije pogojne verjetnosti. Posodobitev znanja
se torej glasi
p(θ |X) = p(X |θ)p(θ)
p(X)
=
p(X |θ)p(θ)∫
Θ p(X |θ)p(θ)dθ
. (2.12)
Napoved za novi primer x ravno tako izrazimo s porazdelitvijo. Tako za napoved
uporabimo celo aposteriorno porazdelitev θ namesto same tocˇkaste ocene [16]
p(x |X) =
∫
Θ
p(x,θ |X)dθ (2.13)
=
∫
Θ
p(x |θ)p(θ |X)dθ. (2.14)
To je optimalen nacˇin napovedovanja, vendar v veliko primerih za aposteriorno
porazdelev θ in aposteriorno napovedno porazdelitev nimamo resˇitve zaprte oblike.
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Zato se posluzˇujemo raznih tehnik za priblizˇni izracˇun, naj si bodo to strukturne
aproksimacije ali pa razlicˇni nacˇini vzorcˇenja. To je izjemno zanimivo podrocˇje,
vendar se z njim v tej diplomski nalogi ne bomo ukvarjali.
Ubrali bomo neko srednjo pot, parameter θ bomo tocˇkasto ocenili, ob tem pa
zanj vseeno uporabili neko apriorno porazdelitev. To nas pripelje do naslednje
metode.
2.4 Metoda najvecˇje aposteriorne verjetnosti
Kot zˇe ime pove, metoda najvecˇje aposteriorne verjetnosti (angl. maximum a pos-
teriori estimation, MAP) narekuje, da θ tocˇkasto ocenimo iz njene aposteriorne
porazdelitve [16], ob tem pa predpostavimo apriorno porazdelitev p(θ)
θˆ = arg max
θ
p(θ |X) (2.15)
= arg max
θ
p(X |θ)p(θ) (2.16)
= arg max
θ
`(θ;X) + log p(θ). (2.17)
V zadnji vrstici smo izraz logaritmirali, kar nam bo kasneje priˇslo prav. Kot vi-
dimo, je tu kriterijska funkcija sestavljena iz vsote logaritma verjetja in logaritma
apriorne porazdelitve θ. Prvi cˇlen nam je zˇe znan, drugi pa, s pravo izbiro apri-
orne porazdelitve, nadzoruje kompleksnost modela in s tem preprecˇuje preveliko
prileganje ucˇnim podatkom. Velikokrat se za apriorno porazdelitev uporabi kar
normalna porazdelitev N (θ |0, σ2I), kjer je σ2 parameter, ki ga nastavimo na
primer z uporabo precˇnega preverjanja. Pri polni Bayesovski obravnavi pa lahko
tudi za σ2 uporabimo apriorno porazdelitev in nato po njej integriramo. Tako se
izognemo rocˇnemu nastavljanju in tudi to dolocˇimo direktno iz podatkov.
Bolje kot najverjetnejˇso tocˇko (oziroma tako z najvecˇjo gostoto), bi bilo vzeti
pricˇakovano vrednost ali mediano aposteriorne porazdelitve θ za izbiro tocˇkaste
ocene. V praksi pa se navadno uporablja metoda MAP, ker se problem tako po-
enostavi na optimizacijo [16]. Ko imamo enkrat oceno θˆ, za napovedi uporabimo
p(x | θˆ), ki sluzˇi kot aproksimacija p(x |X). Cˇe imamo neomejeno kolicˇino po-
datkov, se metoda MAP in Bayesovska obravnava priblizˇujeta resˇitvi po metodi
najvecˇjega verjetja.
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Za konstrukcijo in dolocˇitev vrednosti parametrov vseh modelov za napovedo-
vanje ocen, bomo v tej diplomski nalogi uporabili metodo najvecˇje aposteriorne
verjetnosti.
2.5 Gradientni spust
V prejˇsnjih razdelkih smo omenjali optimizacijo funkcij. Gradientni spust (angl.
gradient descent) je preprost algoritem, ki nam poiˇscˇe parametre, ki minimizirajo
dano funkcijo [9]. Cˇe bi radi poiskali parametre, ki maksimizirajo neko funkcijo,
lahko to seveda storimo z minimizacijo te iste funkcije, pomnozˇene z −1.
Denimo, da bi radi poiskali vrednost θ∗, pri kateri funkcija J : Rd → R
dosezˇe najmanjˇso vrednost. Na primer, pri uporabi metode najvecˇjega verjetja
ima funkcija J obliko
J(θ) = − 1
m
m∑
j=1
log p(x(j);θ), (2.18)
ki predstavlja negativno povprecˇno vrednost logaritma verjetja na ucˇni mnozˇici,
sestavljeni iz primerov x(j), verjetje je parametrizirano s parametrom θ. Kon-
struiramo algoritem, ki zacˇne pri neki vrednosti parametrov, naj bo to θ(0), nato
pa se, korak za korakom, pomika v nasprotni smeri gradienta [9]. Posodobitev
parametrov v koraku k + 1 se glasi
θ(k+1) = θ(k) − α∇θJ(θ(k)). (2.19)
Vrednost α kontrolira velikost korakov in se imenuje stopnja ucˇenja. Prikaz pri-
mera korakov gradientnega spusta je prikazan na sliki 2.2. Taksˇno posodabljanje
parametrov ponavljamo do konvergence. Cˇe je funkcija J konveksna, odvedljiva in
je njen gradient Lipschitzov ter je α primerno majhna, bo, po dovoljˇsnjem sˇtevilu
korakov k, θ(k) poljubno blizu θ∗. Cˇe funkcija ni konveksna, se bomo nacˇeloma mo-
rali zadovoljiti z lokalnimi minimumi, v kolikor se seveda uspemo izogniti tocˇkam,
kot so sedla in platoji.
Osnovni algoritem lahko izboljˇsamo s sˇtevilnimi dodatki. Denimo, da je nasˇa
kriterijska funkcija negativen logaritem verjetja. Izracˇun vrednosti gradienta take
funkcije, ki je potreben v vsakem koraku optimizacije, vkljucˇuje sesˇtevanje preko
vseh ucˇnih primerov, kar je lahko zelo cˇasovno potratno. Poleg tega, natancˇnost
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Slika 2.2: Prikaz korakov gradientnega spusta [17].
izracˇuna narasˇcˇa sorazmerno s korenom sˇtevila uporabljenih primerov, porabljen
cˇas pa linearno. V tem primeru lahko ucˇno mnozˇico razdelimo na majhne sku-
pine (angl. mini-batches). Vrednost gradienta v nekem koraku algoritma lahko
aproksimiramo tako, da pri izracˇunu uposˇtevamo le eno od teh skupin. Popula-
ren pristop predlaga celo uporabo skupin velikosti 1 za izracˇun priblizˇka. Ob tem
lahko primere vzorcˇimo ali pa jih obiskujemo po vrsti (ucˇno mnozˇico pred tem
premesˇamo).
Ob uporabi majhnih skupin bomo tako za en korak porabili manj cˇasa. Ta
metoda ima sˇe dodatno prednost. Ker na vsakem koraku gradient aproksimiramo
in ker konvergenco preverjamo sˇele ob obhodu vseh podatkov, se vcˇasih lahko celo
izognemo nekaterim lokalnim minimumom.
Naslednja dopolnitev je dodatek zagona (angl. momentum) [9]. Navadno se
uporablja s prej omenjeno modifikacijo. Oznacˇimo z m(k+1) vrednost, ki jo bomo
v koraku k+1 pomnozˇili s stopnjo ucˇenja in uporabili za posodobitev parametrov.
V tem primeru ima posodobitev obliko
θ(k+1) = θ(k) − αm(k+1), (2.20)
m(k+1) pa izracˇunamo kot utezˇeno povprecˇje gradienta in posodobitve iz prejˇsnjega
koraka [9]
m(k+1) = (1− γ)∇θJ(θ(k)) + γm(k), (2.21)
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kjer je parameter γ ∈ (0, 1). Tako definiran zagon m(k+1) trenutni popravek
izracˇuna kot eksponentno utezˇeno povprecˇje vseh prejˇsnjih vrednosti gradientov
m(k+1) = (1− γ)
k∑
i=0
γi∇θJ(θ(k−i)). (2.22)
To formulo smo dobili z rekurzivnim vstavljanjem zagona iz prejˇsnjega koraka v
(2.21).
Uporaba zagona je sˇe posebej koristna pri uporabi majhnih skupin, saj ublazˇi
oscilacije in zmanjˇsa sˇum v aproksimaciji gradienta ter bolje sledi trendu iz prej-
sˇnjih korakov, podoben ucˇinek ima tudi pri precˇkanju sotesk (glej sliko 2.3). S
tem pospesˇi konvergenco in se lazˇje izogne nekaterim lokalnim minimumom in
platojem.
Slika 2.3: Levo so koraki gradientnega spusta v soteski. Desno so koraki ob uporabi
zagona [8].
V vseh zgornjih algoritmih smo uporabljali stopnjo ucˇenja α, ki jo je potrebno
pred ucˇenjem nastaviti. Cˇe je premajhna, bo konvergenca zelo pocˇasna oziroma
lahko celo ne bomo priˇsli do minimuma. Po drugi strani, cˇe je prevelika, bodo
posledicˇno tudi koraki preveliki in algoritem ravno tako ne bo konvergiral.
Namesto uporabe fiksne vredosti Ng [18] predlaga dva pristopa, ki stopnjo
ucˇenja cˇez cˇas zmanjˇsujeta. Algoritem na zacˇetku z vecˇjimi koraki lazˇje pride v
okolico nekega minimuma, nato pa se mu z drobnejˇsimi koraki cˇim natancˇneje
priblizˇa. Eksponentni upad stopnje ucˇenja ima v koraku k + 1 obliko
α(k+1) = ρkα(0), (2.23)
kjer je α(0) zacˇetna stopnja ucˇenja in kjer navadno uporabimo ρ ∈ [0,8, 1). Po-
znamo tudi linearni upad
α(k+1) =
1
1 + βk
α(0), (2.24)
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ob tem ponavadi izberemo β ∈ (0, 2].
Velja omeniti, da obstajajo tudi bolj napredni algoritmi, kot sta Adam in
RMSprop, ki dodelita vsakemu parametru θi svojo stopnjo ucˇenja in jo tudi sa-
modejno prilagajata med ucˇenjem. Optimizacijske metode, kot so Newtonove in
kvazi-Newtonove, pa se, kljub viˇsjemu redu konvergence, v praksi redkeje upora-
bljajo zaradi cˇasovnega in prostorskega racˇunskega bremena povezanega s Hesse-
jevo matriko, poleg tega pa se rade ustavijo v sedlih in lokalnih maksimumih, saj
so v osnovi namenjene iskanju nicˇel [9].
Algoritmi, ki jih v diplomski nalogi uporabimo za iskanje parametrov mode-
lov za napovedovanje ocen, bodo temeljili na na gradientnem spustu in opisanih
razsˇiritvah. Funkcija, ki jo bomo optimizirali, pa bo logaritem aposteriorne verje-
tnosti.
2.6 Zgodnje ustavljanje
V prejˇsnjem poglavju smo opisali algoritem za optimizacijo funkcij. Vendar pa se
strojno ucˇenje razlikuje od cˇiste optimizacije [9]. Cilj matematicˇne optimizacije
je zgolj poiskati parametre θ, pri katerih kriterijska funkcija J dosezˇe minimalno
vrednost. Eden glavnih ciljev nadzorovanega ucˇenja pa je uspesˇnost modela na
novih, sˇe nevidenih podatkih. Optimizacija kriterijske funkcije je tu le sredstvo za
dosego tega.
Z minimizacijo kriterijske funkcije zmanjˇsujemo pricˇakovano napako modela
na ucˇni mnozˇici. V resnici pa zˇelimo cˇim manjˇso pricˇakovano napako pri po-
splosˇevanju (angl. generalization). Tipicˇno to napako ocenimo z uporabo testne
mnozˇice. To so primeri, ki jih algoritmu med ucˇenjem nismo pokazali.
Za dosego dobrega posplosˇevanja je pomemba izbira modela s pravo komplek-
snostjo [9]. Modeli z nizko kompleksnostjo se niso sposobni naucˇiti kompleksnih
vzorcev iz podatkov (angl. underfitting). Po drugi strani, prekompleksni modeli
imajo tendenco prevelikega prileganja ucˇni mnozˇici (angl. overfitting). Komplek-
snost modela lahko na primer reguliramo z izbiro pravega sˇtevila parametrov in
uporabo regularizacije (apriornih verjetnosti).
Nasledni dejavnik, ki mocˇno vliva na posplosˇevanje, pa je pravocˇasno ustav-
ljanje optimizacijskega algoritma [9]. Namesto da algoritem ustavimo ob prihodu
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v minimum kriterijske funkcije, ga lahko ustavimo prej (glej sliko 2.4). V ta na-
men je pred ucˇenjem koristno podatke razdeliti na ucˇno in validacijsko mnozˇico.
Kriterijska funkcija je v tem primeru sestavljena samo iz ucˇnih podatkov. Ob
vsakem obhodu podatkov izracˇunamo napako na validacijski mnozˇici in cˇe se je ta
povecˇala, optimizacijo prekinemo. Temu pravimo zgodnje ustavljanje (angl. early
stopping). Ob tem pa moramo biti pazljivi, cˇe nasˇa funkcija ni konveksna. Kajti
mozˇno je, da napaka po vecˇ iteracijah povecˇevanja spet zacˇne padati in dosezˇe
nizˇjo vrednost kot kadarkoli prej.
Slika 2.4: Prikaz ideje zgodnjega ustavljanja [14].
Za primerjavo razlicˇnih modelov je ravno tako primerno uporabiti testno mno-
zˇico ter na njej izmeriti zˇeleno metriko. Res je, da velikokrat metrik, ki nas zares
zanimajo, ni mozˇno izmeriti na tak nacˇin. Na primer, metrika, ki nas zares za-
nima pri priporocˇanju video vsebin, je pricˇakovani porabljeni cˇas uporabnika na
platformi. Veselje ali korist, ki jo imajo uporabniki od ogleda vsebin, je tezˇko
neposredno izmeriti, vsˇecˇki oziroma ocene pa tega ne odrazˇajo neposredno. Poleg
tega pa je porabljeni cˇas kljucˇen za poslovno uspesˇnost. Za njegovo merjenje je po-
trebno modele uporabiti v produkcijskem okolju in narediti test A/B. Kljub temu
pa je uporaba metrik, kot so pricˇakovana napaka in tocˇnost, na testnih mnozˇicah,
dober indikator kvalitete modela.
Za oceno pricˇakovane napake pri posplosˇevanju in primerjavo modelov je kori-
stna uporaba precˇnega preverjanja (angl. cross validation) [2]. Navadno nam, sˇe
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posebej ko nimamo ogromne kolicˇine podatkov, nudi natancˇnejˇso oceno, kot upo-
raba ene same ucˇne in testne mnozˇice. Izvedemo ga tako, da podatkovno mnozˇico
razdelimo na k delov, nato pa k-krat naucˇimo model na k−1 delih in ga evalviramo
na preostalem delu. Tako za evalvacijo uporabimo vsak del natanko enkrat. Na
koncu kot oceno napake vzamemo povprecˇje vseh evalvacij. Precˇnega preverjanja
v taki obliki seveda ne smemo uporabljati, cˇe imamo cˇasovno odvisne podatke.
Natancˇneje, z modelom ne smemo napovedovati na primerih, ki so cˇasovno pred
podatki, uporabljenimi za ucˇenje.
2.7 Verjetnostni graficˇni modeli
V strojnem ucˇenju in statisticˇnem modeliranju igra verjetnost pomembno vlogo. V
splosˇnem, cˇe zˇelimo predstaviti porazdelitev slucˇajnega vektorja x z n diskretnimi
spremenljivkami, od katerih lahko vsaka zavzame k vrednosti, bi naivni pristop
vkljucˇeval uporabo preglednice z zapisom verjetnosti za vsako od kn mozˇnih kom-
binacij. V praksi je tak pristop neizvedljiv, zato je pomembna drugacˇna formulacija
modela, kjer specificiramo samo direktne interakcije med spremenljivkami [9].
Verjetnostni graficˇni modeli (angl. probabilistic graphical models, PGM) nam
omogocˇajo izrazˇanje interakcij med slucˇajnimi spremenljivkami [2, 9]. Porazdeli-
tev opiˇsemo z uporabo grafa, kjer vozliˇscˇa predstavljajo slucˇajne spremenljivke,
direktne interakcije med njimi pa povezave. To nam omogocˇa enostaven nacˇin vi-
zualizacije modela, ki nam nudi vpogled v njegove lastnosti. Olajˇsajo pa nam tudi
konstrukcijo novih modelov in sklepanje. Z usmerjenim modelom si bomo poma-
gali pri razlagi priporocˇilnih sistemov na osnovi matricˇne faktorizacije. Model za
napovedovanje ocen na osnovi omejenega Boltzmannovega stroja, pa bo temeljil
na uporabi neusmerjenega graficˇnega modela.
2.7.1 Usmerjeni modeli
V grobem lahko graficˇne modele delimo na dva tipa – usmerjene in neusmerjene.
Usmerjeni modeli ali Bayesovske mrezˇe (angl. Bayesian network) specificirajo fak-
torizacijo skupne porazdelitve v produkte lokalnih pogojnih porazdelitev [2]. Upo-
raba usmerjenih povezav v grafu je prirocˇna, ko zˇelimo izraziti vzrocˇno posledicˇna
razmerja ali modelirati proces, ki je generiral podatke.
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Slucˇajna spremenljivka v grafu je neodvisna od ostalih, cˇe poznamo njene
starsˇe. Od tod sledi formula za faktorizacijo skupne porazdelitve
p(x) =
∏
x∈G
p(x |PaG(x)), (2.25)
kjer smo z PaG(x) oznacˇili mnozˇico starsˇev vozliˇscˇa x v grafu G.
2.7.2 Neusmerjeni modeli
Neusmerjeni modeli ali Markovska slucˇajna polja (angl. Markov random field) so
predstavitve verjetnostnih porazdelitev z neusmerjenimi grafi. Skupna verjetnost
konfiguracije slucˇajnih spremenljivk je izrazˇena kot produkt potencialov klik v
grafu [2, 9]. Klika je podmnozˇica vozliˇscˇ, ki tvorijo polno povezan graf, torej
vozliˇscˇa, kjer je med vsakim parom direktna povezava. Potencial klike C je funk-
cija, ki ji priredi nenegativno vrednost φ(C). Potencial izrazˇa harmonijo med vre-
dnostmi slucˇajnih spremenljivk v kliki. Vecˇjo vrednost kot ima, vecˇja je verjetnost
pojavitve te kombinacije vrednosti, ko izvlecˇemo vzorec iz porazdelitve modela.
Za modeliranje interakcij med slucˇajnimi spremenljivkami navadno v potenciale
vkljucˇimo tudi parametre, ki jih nato ocenimo iz podatkov. V tej diplomski nalogi
bomo to storili z uporabo metode MAP. Iz potencialov tako definiramo skupno
nenormalizirano verjetnost kot produk potencialov klik
p˜(x) =
∏
C∈G
φ(C). (2.26)
Da dobimo pravo verjetnost, pa p˜ sˇe normaliziramo
p(x) =
1
Z
p˜(x), (2.27)
kjer je
Z =
∑
x
p˜(x). (2.28)
Znak za vsoto tu pomeni sesˇtevanje preko vseh mozˇnih kombinacij vrednost slucˇaj-
nega vektorja x. Pri zveznih slucˇajnih spremenljivkah vsoto zamenjamo z integra-
lom po celem definicijskem obmocˇju. Nas bodo v resnici zanimali samo potenciali,
ki so strogo pozitivni. Tako ima vsaka konfiguracija x pozitivno verjetnost. To
nam tudi zagotavlja, da faktorizacija verjetnosti na potenciale klik obstaja. Naj
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opomnimo, Markovska slucˇajna polja navadno definiramo preko lokalnih lastnosti
Markova. Na primer prva taksˇna lastnost je, da sta dve nesosednji spremenljivki
neodvisni, cˇe poznamo vrednosti vseh ostalih. Od tod potem lahko upravicˇimo
smiselnost faktorizacije v produkte potencialov.
Poglavje 3
Priporocˇanje z matricˇnim
razcepom
Naj bo R ∈ Rn×m matrika vseh ocen in rui = Ru,i ocena, ki jo uporabnik u dodeli
objektu i. Cˇeprav govorimo o ocenah, bodo v nasˇem eksperimentalnem delu ocene
dejansko predstavljale sˇtevila ogledov. V praksi je matrika ocen redka, poznanih
vrednosti je navadno le nekaj odstotkov. Matriko R bi radi razcepili na produkt
dveh matrikR = PQ, kjer ti dve matriki dolocˇimo tako, da cˇim bolje apriksimirata
znane ocene oziroma sˇe raje, da cˇimbolje napovedujeta neznane ocene. Vrstico u iz
matrike P oznacˇimo s p>u in jo poimenujemo profil uporabnika, ravno tako stolpec
i iz Q oznacˇimo s qi in ga poimenujemo profil objekta (filma, glasbe itd.).
3.1 Osnovni model
Uporabnike in objekte bi radi predstavili z latentnimi profili. Latentni profil je
vektor vlozˇitve uporabnika v latentni vektorski prostor. Zˇeleli bi, da nam profil
uporabnika omogocˇa cˇimboljˇse napovedovanje njegovih neznanih ocen. Verjetno-
stno ozadje problema, razlozˇeno v nadaljevanju diplomske naloge, avtorji predsta-
vijo v cˇlankih [21, 22, 1], ob tem pa uporabijo drugacˇne in kompleksnejˇse modele.
Oblika osnovnega modela, ki ga bomo uporabili, je predstavljena v knjigi [20].
Predpostavimo, da je ocena rui sestavljena iz splosˇnega povprecˇja, pristransko-
sti uporabnika, pristranskosti objekta in interakcije med uporabnikom in objektom.
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Pristranskost (angl. bias) predstavlja povprecˇni odmik od povprecˇja. Interakcijo
izrazimo kot skalarni produkt med latentnima profiloma. Pri znanih ravnokar
navedenih parametrih oceno modeliramo kot [20]
rui = µ+ bu + bi + p
>
u qi, (3.1)
pri cˇemer sta pu in qi vektorja dimenzije d, bu in bi pristranskosti, µ pa splosˇno
povprecˇje. Teh parametrov ne poznamo, zanje pa bi radi vrednosti, s katerimi bo
mocˇ cˇimbolje napovedati nove ocene. Za zacˇetek nariˇsimo graficˇni model osnovne
matricˇne faktorizacije, ki je prikazan na sliki 3.1 in ga pojasnjujemo v nadalje-
vanju. Da nekoliko olajˇsamo notacijo, uvedemo oznako Θ = {P ,Q, bu, bi}, kjer
rui
pu qibu bi
σ2σ
2
b σ2 σ
2
bµ, τ 2
i = 1..mu = 1..n
Slika 3.1: Prikaz graficˇnega modela osnovne matricˇne faktorizacije. Vozliˇscˇe ocene rui je
osencˇeno, kar pomeni da gre za opazˇeno slucˇajno spremenljivko. V modelu predpostavimo,
da so oceno rui generirale skrite spremenljivke pu, qi, bu, bi, kar na sliki predstavimo
s pusˇcˇicami. Vse slucˇajne spremenljivke pa so odvisne sˇe od konstant, σ2 predstavlja
varianco latentnih vektorjev, σ2b varianco pristranskosti, µ povprecˇno oceno in τ
2 varianco
posamezne ocene. Pravokotnik, imenovan pladenj (angl. plate), narisan okrog slucˇajnih
spremenljivk, oznacˇuje ponavljanje, v konkretnem primeru, ko indeks u pretecˇe vrednosti
od 1 do n oziroma indeks i od 1 do m.
sta P in Q matriki z vsemi profili, bu in bi pa vektorja z vsemi pristranskostmi.
Predpostavimo normalno porazdelitev ocen in pogojno neodvisnost med ocenami,
ki je razvidna iz grafa, ter zapiˇsimo verjetje [22]
p(R |Θ, µ, τ2) =
n∏
u=1
m∏
i=1
[
N (rui |µ+ bu + bi + p>u qi, τ2)
]1ui
. (3.2)
Tu je 1ui indikator, ki ima vrednost 1, cˇe je uporabnik u ocenil objekt i, in 0 sicer.
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V tej tocˇki lahko uporabimo metodo najvecˇjega verjetja za ocenjevanje pa-
rametrov, vendar se v nasˇih eksperimentih izkazˇe, da se dobljeni model prevecˇ
prilega ucˇnim podatkov. Torej znane ocene, na katerih se je ucˇil, dobro rekonstru-
ira, slabsˇe pa napoveduje nove ocene. Vendar nas ravno slednje najbolj zanima.
Zato se odlocˇimo za uporabo apriornih porazdelitev na parametrih, te bodo pa
kontrolirale kompleksnost modela. S tem upamo, da bo model bolje posplosˇeval
na sˇe nevidenih podatkih. Definirajmo torej apriorne verjetnosti
p(bu |σ2b ) =
n∏
u=1
N (bu | 0, σ2b ), (3.3)
p(bi |σ2b ) =
m∏
i=1
N (bi | 0, σ2b ), (3.4)
p(P |σ2) =
n∏
u=1
N (pu |0, σ2I), (3.5)
p(Q |σ2) =
m∏
i=1
N (qi |0, σ2I), (3.6)
kjer za vse parametre predpostavljamo normalno porazdelitev s pricˇakovano vre-
dnostjo 0. Zaradi predpostavke o neodvisnosti, razvidne iz graficˇnega modela 3.1,
se apriorne verjetnosti izrazˇajo kot produkt posameznih gostot. Da zmanjˇsamo
sˇtevilo hiperparametrov, smo se odlocˇili, da si pristranskosti delijo varianco σ2b ,
prav tako pa si varianco σ2 delijo tudi profili objektov in uporabnikov . Po Baye-
sovi formuli zapiˇsimo, cˇemu je sorazmerna aposteriorna verjetnost parametrov, po
tem ko opazimo podatke
p(Θ |R, σ2, σ2b , τ2, µ) ∝ (3.7)
p(R |Θ, µ, τ2)p(bu |σ2b )p(bi |σ2b )p(P |σ2)p(Q |σ2).
Tu predpostavimo, da splosˇno povprecˇje µ poznamo oziroma ga na zacˇetku kar
ocenimo iz podatkov, lahko bi pa tudi zanj uporabili apriorno verjetnost.
Po metodi MAP izberemo parametre, ki maksimizirajo logaritem aposteriorne
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verjetnosti [21]
Θˆ = arg max
Θ
log p(Θ |R, σ2, σ2b , τ2, µ) (3.8)
= arg max
Θ
log p(R |Θ, µ, τ2) + log p(P |σ2) + log p(Q |σ2)
+ log p(bu |σ2b ) + log p(bi |σ2b ) (3.9)
= arg min
Θ
1
2
∑
(u,i)∈R
(rui − rˆui)2
+
λ
2
n∑
u=1
‖pu‖2 + λ
2
m∑
i=1
‖qi‖2 + λb
2
‖bu‖2 + λb
2
‖bi‖2, (3.10)
kjer je λ = τ
2
σ2
, λb =
τ2
σ2b
, R mnozˇica vseh parov (u, i), za katere poznamo ocene in
rˆui pricˇakovana vrednost
rˆui = E [rui |pu, qi, bu, bi, µ] = µ+ bu + bi + p>u qi. (3.11)
Definirajmo sˇe kriterijsko funkcijo J kot izraz iz (3.10)
J(Θ) =
1
2
∑
(u,i)∈R
(rui − rˆui)2 + λ
2
n∑
u=1
‖pu‖2 + λ
2
m∑
i=1
‖qi‖2 + λb
2
‖bu‖2 + λb
2
‖bi‖2.
(3.12)
Vidimo, da je sestavljena iz vsote kvadratov razlik med pravo in napovedano oceno,
ki izvira iz verjetja, ter cˇlenov `2 regularizacije, ki izvirajo iz apriornih verjetnosti.
Za optimizacijo se bomo posluzˇili gradientnega spusta s skupinami velikosti 1. Za
izvedbo postopka potrebujemo odvode kriterijske funkcije po parametrih pri enem
samem ucˇnem primeru. Denimo, da gre za uporabnika u, ki je ocenil objekt i z
oceno rui
∂J(Θ)
∂pu
= −(rui − rˆui)qi + λpu, (3.13)
∂J(Θ)
∂qi
= −(rui − rˆui)pu + λqi, (3.14)
∂J(Θ)
∂bu
= −(rui − rˆui) + λbbu, (3.15)
∂J(Θ)
∂bi
= −(rui − rˆui) + λbbi. (3.16)
Parametroma λ in λb pravimo regularizacijska parametra.
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Lahko bi zˇe zacˇeli pri definiciji kriterijske funkcije kot vsote kvadratov razlik
med pravimi in napovedanimi ocenami, kasneje pa dodali sˇe regularizacijo. Odlocˇili
smo se za osnovno razlago verjetnostnega ozadja, ker nam omogocˇa vecˇjo svobodo
pri modeliranju in razsˇiritvah.
Zapiˇsimo sˇe posodobitev parametrov pri uporabi gradientnega spusta s skupi-
nami velikosti 1. Do konvergence se sprehajamo cˇez ucˇno mnozˇico in ob vsakem
ucˇnem primeru parameter θ ∈ Θ popravimo
θ(k+1) = θ(k) − α(epoch)∂J(Θ
(k))
∂θ
, (3.17)
kjer uporabimo prej zapisane odvode pri enem samem ucˇnem primeru. Stopnjo
ucˇenja zmanjˇsamo po vsakem obhodu cele podatkovne mnozˇice z uporabo enacˇbe
α(epoch+1) = ρα(epoch). (3.18)
3.2 Razsˇiritve
Po tem, ko smo razlozˇili idejo osnovnega modela, predlagamo sˇe nekaj razsˇiritev,
ki jih bomo preizkusili. Vsako razsˇiritev predstavimo samostojno, cˇeprav jih bomo
v iskanju najprimernejˇsega modela tudi zdruzˇevali.
3.2.1 Utezˇi na latentnih faktorjih
Napoved ocene rui smo sestavili iz pristranskosti in interakcije med uporabnikom
in objektom, izrazˇene kot skalarni produkt. Uporabniˇski profil oziroma vektor
je sestavljen iz razlicˇnih latentnih faktorjev. Cˇeprav ne vemo, katere lastnosti
predstavljajo faktorji, se zdi smiselno, da so dolocˇeni faktorji pomembnejˇsi od
ostalih. To je motivacija za naslednji pristop, ki zdruzˇuje matricˇni razcep z linearno
regresijo tako, da latentne faktorje utezˇi z vektorjem w [4]. Vektor w je tako sˇe en
parameter, ki ga dobimo s hkratno optimizacijo kriterijske funkcije J preko vseh
parametrov, torej Θ = {P ,Q, bu, bi,w}. Oblika kriterijske funkcije ostaja enaka
kot v (2.23), spremeni pa se parametrizacija napovedi ocene [4]
rˆui = µ+ bu + bi + (w  pu)>qi, (3.19)
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tu oznaka  predstavlja mnozˇenje po komponentah, poznano pod imenom Hada-
mardov produkt. Zapiˇsimo sˇe potrebne odvode za optimizacijo
∂J(Θ)
∂w
= −(rui − rˆui)(pu  qi) + λw, (3.20)
∂J(Θ)
∂pu
= −(rui − rˆui)(w  qi) + λpu, (3.21)
∂J(Θ)
∂qi
= −(rui − rˆui)(w  pu) + λqi. (3.22)
Odvoda po bu in bi iz (2.28) in (2.29) se, ob uposˇtevanju nove parametrizacije rˆui,
ne spremenita.
3.2.2 Uposˇtevanje prijateljstev
Metoda, opisana v naslednjem poglavju, je predstavljena v [20, 4], vendar jo upo-
rabijo za modeliranje implicitnih informacij (angl. implicit feedback), ki jih nosijo
uporabnikove izbire ogleda ali ocenjevanja vsebine.
V nekaterih primerih imamo na voljo tudi podatke o prijateljstvih med upo-
rabniki. To bi radi na smiseln nacˇin vkljucˇili v model in s tem izboljˇsali napovedi.
Vpliv prijateljev na nekega uporabnika lahko predstavimo s popravljanjem upo-
rabniˇskega profila. Lahko bi za napoved ocene uporabniˇskemu profilu pu priˇsteli
sˇe uporabniˇske profile vseh njegovih prijateljev pv pred skalarnim produktom s
qi. To bi pomenilo, da vsaka oseba svoje prijatelje naredi malo podobnejˇse sebi.
Poleg tega bi profil pu predstavljal mesˇanico uporabnikovih preferenc in njegovih
vplivov na prijatelje. Od tod se porodi ideja, da modeliramo uporabnikove pre-
ference locˇeno od njegovega vpliva na prijatelje. To omogocˇa vecˇ svobode, med
drugim tudi prej opisano mozˇnost. Torej, oznacˇimo uporabnikov vpliv na prija-
telje z vektorjem fu. Ko napovemo oceno, priˇstejmo uporabniˇskemu profilu vse
vektorje vplivov njegovih prijateljev. Oziroma, da ne delamo prevelikih razlik med
ljudmi z razlicˇnim sˇtevilom prijateljev, vsoto sˇe normalizirajmo
rˆui = µ+ bu + bi +
pu + |Fu|−α ∑
j∈Fu
fj
> qi. (3.23)
Oznaka Fu predstavlja mnozˇico vseh prijateljev uporabnika u. Najpogosteje upo-
rabljen α je 12 ali pa 1, kar predstavlja povprecˇenje. Sedaj je nasˇa mnozˇica pa-
rametrov Θ = {P ,Q, bu, bi,F }, kjer F ∈ Rn×d predstavlja matriko, v katero so
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zlozˇeni vsi vektorji fu. Odvodi kriterijske funkcije pri enem samem ucˇnem primeru
so
∂J(Θ)
∂pu
= −(rui − rˆui)qi + λpu, (3.24)
∂J(Θ)
∂qi
= − (rui − rˆui)
pu + |Fu|−α ∑
j∈Fu
fj
+ λqi, (3.25)
∂J(Θ)
∂fj
= − (rui − rˆui) |Fu|−αqi + λfj . (3.26)
Odvoda po bu in bi se ne spremenita.
3.2.3 Aktivacijska funkcija
Ocene, ki jih napovedujemo, navadno zavzamejo le omejen nabor sˇtevil. Naj bo to
prvih pet naravnih sˇtevil ali celoten interval med 0 in 1. Pa tudi cˇe napovedujemo
vrednost, ki ni omejena, kot so recimo sˇtevila ogledov, je v nekaterih primerih
uporabe smiselno, da vrednost skrcˇimo na interval [0, 1]. Zato bi bilo smiselno
tudi napoved skrcˇiti na tak interval. V nadaljevanju brez sˇkode za splosˇnost pred-
postavljamo, da gre za interval [0, 1].
V splosˇnem je model ocene
rˆui = g
(
µ+ bu + bi + p
>
u qi
)
, (3.27)
kjer je g aktivacijska funkcija. Najenostavnejˇsa resˇitev je modeliranje ocene kot
neomejene vrednosti, cˇe pa napoved presezˇe mejne vrednosti, jo primerno odrezˇemo
id(x) =

1; x > 1
x; 0 ≤ x ≤ 1
0; x < 0,
id′(x) = 1. (3.28)
Opazimo, da smo odvod izracˇunali, kot cˇe funkcije ne bi odrezali. Druga mozˇnost
za izbiro aktivacijske funkcije je logisticˇna funkcija [21], ki ima obliko
σ(x) =
1
1− e−x , σ
′(x) = σ(x) (1− σ(x)) , (3.29)
24 Demian Bucik
tretja mozˇnost pa je prirejena funkcija ReLU
relu(x) =

1; x > 1
x; 0 ≤ x ≤ 1
0; x < 0,
relu′(x) =

ε; x > 1
1; 0 ≤ x ≤ 1
ε; x < 0,
(3.30)
kjer je 0 ≤ ε < 1.
Ker je vrednost ocene omejena med 0 in 1, je zaloga vrednosti vseh treh aktiva-
cijskih funkcij interval [0, 1]. Pri definiciji odvoda logisticˇne funkcije σ ni tezˇav,
ko definiramo odvoda funkcij id in relu, pa se pretvarjamo, da je zaloga vrednosti
cela realna os. Cˇeprav gre tu za matematicˇno nekonsistentnost, to upravicˇimo s
smiselnostjo modelov.
Potrebujemo sˇe odvode kriterijske funkcije J . Za olajˇsanje notacije definirajmo
naprej
y = µ+ bu + bi + p
>
u qi, (3.31)
rˆui = g(y). (3.32)
Ker gre za enako obliko pri vseh parametrih, zapiˇsimo odvod J pri enem samem
ucˇnem primeru po parametru θ, ki lahko predstavlja katerega koli od pu, qi, bu, bi
∂J(Θ)
∂θ
= − (rui − rˆui) g′(y)∂y
∂θ
+ λθθ, (3.33)
kjer λθ predstavlja regularizacijski parameter, ki pripada θ.
Poglavje 4
Priporocˇanje z Boltzmannovim
strojem
V tem poglavju opiˇsemo drugacˇen pristop k izdelavi uporabniˇskih profilov v okviru
skupinskega filtriranja. Predstavimo vrsto neusmerjenega graficˇnega modela, ime-
novanega omejen Boltzmannov stroj (angl. restricted Boltzmann machine, RBM )
in ga prilagodimo za napovedovanje ocen. Primer uporabe omejenega Boltzman-
novega stroja za skupinsko filtriranje je opisan v [23], vendar se v nasˇih poskusih
predlagani model ni obnesel, zato predlagamo drugacˇen pristop. Poleg tega avtorji
modelirajo ocene kot diskretne slucˇajne spremenljivke, v tej diplomski nalogi pa
jih obravnavamo kot zvezne vrednosti.
4.1 Omejen Boltzmannov stroj
Omejen Boltzmannov stroj je v osnovi generativen model. To pomeni, da modelira
porazdelitev podatkov s p(x) in je po ucˇenju sposoben generiranja novih primerov.
Seveda se ga lahko uporabi tudi za nadzorovano ucˇenje.
Najprej bomo predstavili navaden model omejenega Boltzmannovega stroja,
nato pa predlagali potrebne razsˇiritve za modeliranje uporabnikov in napovedo-
vanje ocen. Za zacˇetek si poglejmo sliko 4.1, iz katere vidimo, da ima graficˇni
model obliko dvodelnega grafa [9]. Ravno ta lastnost ga locˇi od modela splosˇnega
Boltzmannovega stroja, ki ne zahteva dvodelnosti, in nam hkrati nekoliko olajˇsa
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ucˇenje.
h11 h2
v2
hd
v11 v3 vn. . .
. . .
Slika 4.1: Graficˇni model omejenega Boltzmannovega stroja. Z vi so oznacˇene opazˇene
slucˇajne spremenljivke, s hj pa skrite. Vozliˇscˇa s konstanto 1 uporabimo za modeliranje
pristranskosti.
V grafu so opazˇene (angl. visible) slucˇajne spremenljivke osencˇene in oznacˇene
z vi. Po vrsti jih zlozˇimo v vektor v, ki bo kasneje predstavljal uporabnikove
ocene filmov. Skrite (angl. hidden) slucˇajne spremenljivke oznacˇimo z vektorjem
h, ki bo sluzˇil kot latentna predstavitev vektorja v. Imamo tudi dve vozliˇscˇi,
oznacˇeni z 1, ki se uporabljata za modeliranje pristranskosti. Vsaka povezava
v grafu ima dolocˇeno vrednost oziroma utezˇ. Vse vrednosti na povezavah med
skritimi in vidnimi spremenljivkami zlozˇimo v matriko W ∈ Rn×d, vrednosti na
povezavah med 1 in vidnimi spremenljivkami v vektor b ∈ Rn, med 1 in skritimi
spremenljivkami pa v vektor c ∈ Rd.
Ker so v vecˇini literature slucˇajne spremenljivke osnovnega modela RBM bi-
narne, se bomo v prvem delu tudi mi tega drzˇali. Razsˇiritev na omejene zvezne
spremenljivke je enostavna, saj vse, kar bomo zapisali z vsotami, bo veljalo tudi
ob uporabi integralov.
Iz uvodnega poglavja vemo, da neusmerjeni modeli specificirajo faktorizacijo
skupne porazdelitve v produkte potencialov klik. Oznacˇimo s Ci kliko med 1 in
vi, s Cj kliko med 1 in hj in s Cij kliko med vi in hj ter definirajmo funkcije φ
imenovane potenciali, ki vsaki kliki priredijo pozitivno vrednost
φ(Ci) = exp(vibi), (4.1)
φ(Cj) = exp(hjcj), (4.2)
φ(Cij) = exp(viwijhj), (4.3)
Potencial izrazˇa harmonijo med vrednostmi slucˇajnih spremenljivk v kliki. Vecˇjo
kot ima vrednost, vecˇja je verjetnost, da opazimo taksˇno kombinacijo vrednosti
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spremenljivk. Tako definirani potenciali, v katerih uporabimo parametre modela,
so enostaven nacˇin modeliranja interakcij med slucˇajnimi spremenljivkami (glej
uvodno poglavje o neusmerjenih graficˇnih modelih). Od tod sledi formula za sku-
pno verjetnost
p(v,h) =
1
Z
n∏
i=1
exp(vibi)
d∏
j=1
exp(hjcj)
n∏
i=1
d∏
j=1
exp(viwijhj) (4.4)
=
1
Z
exp
 n∑
i=1
vibi +
d∑
j=1
hjcj +
n∑
i=1
d∑
j=1
viwijhj
 (4.5)
=
1
Z
exp
(
b>v + c>h+ v>Wh
)
. (4.6)
Produkt potencialov lahko zavzame katerokoli pozitivno realno sˇtevilo, zato ga
je potrebno normalizirati s konstanto Z, da postane prava verjetnost. Prirocˇno
je oznacˇiti nenormalizirano verjetnost s simbolom p˜, tako lahko zapiˇsemo skupno
verjetnost kot
p(v,h) =
1
Z
p˜(v,h). (4.7)
V vrstici (4.6) smo v eksponentu dobili poseben izraz, imenovan energija [9, 16]
E(v,h) = −b>v − c>h− v>Wh, (4.8)
od tod verjetnost dobi obliko
p(v,h) =
1
Z
exp (−E(v,h)) . (4.9)
Z vidika strojnega ucˇenja dodani minusi ne sluzˇijo nicˇemur, saj lahko ucˇni algori-
tem prosto dolocˇa vrednosti parametrov in predznak energijske funkcije. Piˇsemo
jih zgolj zaradi kompatibilnosti s fizikalno literaturo, od koder to izvira.
Energija je mera kompatibilnosti med stanji spremenljivk modela. Stanja z
nizˇjo energijo ustrezajo bolj verjetnim stanjem, in obratno, stanja z visoko ener-
gijo ustrezajo manj verjetnim stanjem. Nadzorovano ucˇenje tu ustreza iskanju
energijske funkcije, ki asociira nizko vrednost energije s pravilnimi vrednostimi in
visoko z nepravilnimi [15].
Zapiˇsimo sˇe normalizacijsko konstanto, imenovano particijska funkcija
Z =
∑
v
∑
h
exp(−E(v,h)), (4.10)
28 Demian Bucik
kjer vsota po v oziroma h predstavlja vsoto preko vseh mozˇnih stanj. Konstanti
Z pravimo particijska funkcija, ker je odvisna od parametrov modela, ki so skriti
v energiji.
Zaradi dvodelne oblike grafa RBM so skrite spremenljivke med seboj neodvisne
ob znanih vidnih spremenljivkah in obratno, vidne spremenljivke so med seboj
neodvisne, cˇe poznamo skrite. To lepo lastnost lahko uporabimo pri racˇunanju
pogojnih verjetnosti [9], ki jih bomo kasneje uporabili pri vzorcˇenju Gibbs
p(v |h) =
n∏
i=1
p(vi |h), (4.11)
p(h |v) =
d∏
j=1
p(hj |v), (4.12)
kjer se posamicˇne verjetnosti izrazˇajo kot [9]
p(vi = 1 |h) = σ (bi +Wi,:h) , (4.13)
p(hj = 1 |v) = σ
(
cj + v
>W:,j
)
. (4.14)
Vzorcˇenje Gibbs je postopek za pridobitev zaporedja vzorcev, ki aproksimirajo
vecˇrazsezˇno porazdelitev. Kasneje bomo potrebovali vzorce iz p(v,h), zacˇeli bomo
pri ucˇnem primeru v(0), nato izvlekli vzorec h(0) ∼ p(h |v(0)), nato v(1) ∼ p(v |h(0))
in nadaljevali v tem slogu. Taksˇnemu zaporedju vzorcev pravimo Markovska ve-
riga (angl. Markov chain), ker je porazdelitev posameznega vzorca odvisna samo
od njegovega neposrednega predhodnika.
Za ucˇenje bomo uporabili metodo MAP, torej iskali bomo parametre W , b, c,
ki maksimizirajo aposteriorno verjetnost. Oznacˇimo parametre s Θ = {W , b, c}
in ucˇno mnozˇico z V = {v(1),v(2), ...,v(m)}. Zapiˇsimo logaritem verjetja pri enem
samem ucˇnem primeru v [24], ob tem pa izpustimo pogojevanje na Θ, da poeno-
stavimo notacijo
`(Θ;v) = log p(v) (4.15)
= log p˜(v)− logZ. (4.16)
Apriorne verjetnosti bomo dolocˇili kasneje in jih dodali logaritmu verjetja kot regu-
larizacijo. Za ucˇenje najprej potrebujemo odvode logaritma verjetja po parametrih
modela. Odvod po parametru θ ∈ Θ je sestavljen iz dveh cˇlenov
∂`(Θ;v)
∂θ
=
∂ log p˜(v)
∂θ
− ∂ logZ
∂θ
. (4.17)
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Izracˇunajmo najprej prvi cˇlen [24]
∂ log p˜(v)
∂θ
=
1
p˜(v)
∂p˜(v)
∂θ
(4.18)
=
1
p˜(v)
∂
∑
h p˜(v,h)
∂θ
(4.19)
=
1
p˜(v)
∑
h
∂ exp(−E(v,h))
∂θ
(4.20)
= − 1
p˜(v)
∑
h
p˜(v,h)
∂E(v,h)
∂θ
(4.21)
= −
∑
h
Zp˜(v,h)
Zp˜(v)
∂E(v,h)
∂θ
(4.22)
= −
∑
h
p(h |v)∂E(v,h)
∂θ
(4.23)
= −Eh∼p(h |v)
[
∂E(v,h)
∂θ
]
. (4.24)
Odvod energije po parametru θ je enostavno izracˇunati in ga bomo zapisali kasneje.
Kot vidimo je prvi cˇlen odvoda logaritma verjetja enak negativni pricˇakovani vre-
dnosti odvoda energije po porazdelitvi skritih spremenljivk h, ko poznamo vidne
spremenljivke v.
Zapiˇsimo sˇe, cˇemu je enak drugi cˇlen [24]
∂ logZ
∂θ
=
1
Z
∂Z
∂θ
(4.25)
=
1
Z
∑
v
∑
h
∂ exp(−E(v,h))
∂θ
(4.26)
= − 1
Z
∑
v
∑
h
exp(−E(v,h))∂E(v,h)
∂θ
(4.27)
= −
∑
v
∑
h
p(v,h)
∂E(v,h)
∂θ
(4.28)
= −E(v,h)∼p(v,h)
[
∂E(v,h)
∂θ
]
. (4.29)
Kot vidimo, je tu pricˇakovana vrednost izracˇunana glede na skupno porazdelitev
modela. Ob uposˇtevanju teh dveh izracˇunov se odvod logaritma verjetja glasi [24]
∂`(Θ;v)
∂θ
= −Eh∼p(h |v)
[
∂E(v,h)
∂θ
]
+ E(v,h)∼p(v,h)
[
∂E(v,h)
∂θ
]
. (4.30)
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Naj opozorimo, da gre za logaritem verjetja ob enem samem ucˇnem primeru v.
Cˇe nas zanima odvod pri celi ucˇni mnozˇici, moramo sesˇteti odvode preko vseh
ucˇnih primerov. Cˇeprav imamo v (4.30) lepo enacˇbo za izracˇun odvoda, je na-
tancˇen izracˇun v praksi neizvedljiv. Pricˇakovana vrednost iz drugega cˇlena namrecˇ
vkljucˇuje sesˇtevanje preko vseh mozˇnih kombinacij vseh skritih in vidnih spremen-
ljivk. Zato se posluzˇimo naslednje aproksimacije [24, 10]
∂`(Θ;v)
∂θ
≈ −
〈
∂E(v,h)
∂θ
〉
0
+
〈
∂E(v,h)
∂θ
〉
S
, (4.31)
kjer 〈.〉S predstavlja oceno pricˇakovane vrednosti oziroma vzorcˇno povprecˇje po
sˇtevilu korakov S blocˇnega vzorcˇenja Gibbs, ki tvori Markovsko verigo vzorcev.
Povprecˇje v prvem cˇlenu pri sˇtevilu korakov 0 se racˇuna glede na porazdelitev
podatkov. Povprecˇje v drugem cˇlenu pa po S korakih vzorcˇenja Gibbs iz pogojnih
porazdelitev, kjer en korak predstavlja vzorcˇenje vidnih in skritih spremenljivk.
Spomnimo se, da je ucˇenje po metodi najvecˇjega verjetja ekvivalentno mini-
mizaciji Kullback-Leiblerjeve divergence med empiricˇno porazdelitvijo podatkov
in druzˇino porazdelitev, sprecificiranih z modelom. Izkazˇe se, da aproksimacija iz
(4.31) sˇe bolje kot odvodu logaritma verjetja sledi odvodu druge funkcije, imeno-
vane kontrastna divergenca (angl. contrastive divergence) [10, 3, 26], ki ima obliko
DCDS (p0 ‖ p∞) = DKL(p0 ‖ p∞)−DKL(pS ‖ p∞). (4.32)
Tu veljajo oznake p0 = pˆdata in p∞ = pmodel, namenoma smo raje uporabili zapise
s sˇtevilkami, ker predstavljajo sˇtevilo korakov vzorcˇenja Gibbs. Torej empiricˇno
porazdelitev podatkov imamo zˇe na zacˇetku preden zacˇnemo vzorcˇiti, porazdelitev
modela pa ko Markovska veriga vzorcev dosezˇe stacionarno porazdelitev.
Kontrastna divergenca DCDS (p0 ‖ p∞) je vedno nenegativna, ker je pS ve-
dno S korakov blizˇje p∞ kot je p0, razen cˇe je seveda p0 = p∞. Od tod sledi
DKL(p0 ‖ p∞) ≥ DKL(pS ‖ p∞). Dodatno, cˇe imajo vsi prehodi v Markovski
verigi pozitivno verjetnost, potem iz p0 = pS sledi p0 = p∞. Z drugimi besedami,
cˇe se porazdelitev ni spremenila v prvih S korakih, potem je veriga zˇe v stacionarni
porazdelitvi in je model popoln. Velja opomniti, da kontrastno divergenco lahko
naredimo zelo majhno zˇe samo cˇe uporabimo Markovsko verigo, ki se zelo pocˇasi
mesˇa, kar nam pri ucˇenju modela ne koristi. Zato je zelo pomembno, da zago-
tovimo dobro mesˇanje. Pri tem nam lahko pomagata tudi regularizacija oziroma
uporaba apriornih verjetnosti [10].
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Zapiˇsimo sˇe odvode energije po parametrih modela
∂E(v,h)
∂W
= −vh>, (4.33)
∂E(v,h)
∂b
= −v, (4.34)
∂E(v,h)
∂c
= −h. (4.35)
Za izracˇun odvoda aposteriorne verjetnosti moramo opredeliti sˇe apriorne po-
razdelitve. Za vse parametre bo to, tako kot pri matricˇnem razcepu, kar normalna
porazdelitev
p(W |σ2w) =
n∏
i=1
d∏
j=1
N (wij | 0, σ2w), (4.36)
p(b |σ2b ) =
n∏
i=1
N (bi | 0, σ2b ), (4.37)
p(c |σ2c ) =
d∏
j=1
N (cj | 0, σ2c ), (4.38)
(4.39)
kjer σ2w predstavlja varianco posamezne utezˇi wij , σ
2
b in σ
2
c pa varianci pripadajocˇih
pristranskosti. Tako definirane apriorne verjetnosti bojo h kriterijski funkciji, po
tem ko se znebimo konstant, prispevale cˇlene regularizacije `2.
4.2 Razsˇiritev za priporocˇanje
V standardnem modelu omejenega Boltzmannovega stroja smo predpostavili, da
poznamo vse vrednosti v
(u)
i posameznega ucˇnega primera v
(u). V kontekstu pri-
porocˇilnih sistemov pa temu ni tako. Ucˇni primer v(u) je vektor ocen, ki jih upo-
rabnik dodeli objektom, torej v
(u)
i je ocena, ki jo je uporabnik u dodelil objektu
i. Z uporabo omejenega Boltzmannovega stroja zˇelimo vektor uporabnikovih ocen
v(u) predstaviti v latentnem prostoru z vektorjem h(u), ki ga nato uporabimo za
rekonstrukcijo celotnega vektorja v(u), torej tudi manjkajocˇih ocen.
Problema se bomo lotili tako, da bomo vsakemu uporabniku dodelili svoj RBM,
ki bo vkljucˇeval samo povezave med poznanimi vrednostmi ocen in skritimi spre-
menljivkami (glej sliko 4.2). Si bodo pa vsi Boltzmannovi stroji med seboj delili
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vrednosti utezˇi na povezavah [23]. Torej, cˇe sta dva uporabnika ocenila isti objekt,
morata imeti iste utezˇi na povezavah med tem objektom in vsemi skritimi spremen-
ljivkami. Vrednosti skritih spremenljivk pa se seveda razlikujejo med uporabniki.
Zˇeleli bi, da model z uporabo skritih spremenljivk predstavi kljucˇne lastnosti upo-
rabnika, ki jih lahko uporabimo za napoved ali rekonstrukcijo ocen.
h11 h2
v2
hd
v11 v3 vn. . .
. . .
Slika 4.2: Graficˇni model omejenega Boltzmannovega stroja za uporabnika z manjkajocˇimi
ocenami, kjer ocen v1 in v3 ne poznamo. Vektor h, sestavljen iz hj , predstavlja latentno
predstavitev uporabnika, omogocˇa pa nam rekonstrukcijo in napovedovanje neznanih ocen.
Osnovni model RBM predpostavlja, da so vrednosti vidnih spremenljivk bi-
narne, torej 0 ali 1. V nasˇem primeru pa vrednosti ocen lezˇijo na intervalu [0, 1],
cˇe ne, pa jih primerno skaliramo. Ob uposˇtevanju tega se vse vsote preko vidnih
spremenljivk v spremenijo v integrale. Problem se pojavi pri izracˇunu odvoda
particijske funkcije Z, ko zˇelimo zamenjati vrstni red odvajanja in integriranja.
Teorija mere nam postavlja pogoje, pod katerimi lahko to storimo, na tem mestu
pa jih ne bomo navajali. Povzemimo le, da so ti pogoji v nasˇem primeru in pri
vecˇini ostalih modelov strojnega ucˇenja izpolnjeni, zato je zamenjava vrstnega reda
upravicˇena [9].
Parametre modela bomo dolocˇili z maksimizacijo kriterijske funkcije, ki je so-
razmerna logaritmu aposteriorne verjetnost
J(Θ) = `(Θ;V)− λw
2
‖W ‖2F −
λb
2
‖b‖2 − λc
2
‖c‖2, (4.40)
kjer je ‖.‖F Frobeniusova norma (koren iz vsote kvadratov vseh elementov, kot
cˇe bi matriko raztegnili v vektor in vzeli 2-normo). Postopek izracˇuna kriterijske
funkcije iz logaritma aposteriorne verjetnosti je enak kot pri matricˇnem razcepu,
zato ga nismo zapisovali.
Za optimizacijo bomo uporabili gradientni vzpon (obratno od spusta, pomi-
kamo se v smeri gradienta), ob tem pa bomo za aproksimacijo gradienta uporabili
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majhne skupine in zagon. Ob tem moramo biti pozorni, saj so v vsaki skupini
uporabniki, ki so ocenili razlicˇne filme, tako bo za izracˇun priblizˇka odvoda po ne-
kem parametru potrebno uposˇtevati dejansko sˇtevilo ocen iz skupine, ki jih izbrani
parameter povezuje s skritimi spremenljivkami.
Denimo, da gre za korak k+1 gradientnega vzpona z uporabo zagona in skupin.
Oznacˇimo z |V| sˇtevilo vseh ucˇnih primerov in z |B| sˇtevilo primerov v trenutni
skupini. Stopnja ucˇenja je oblike
α(epoch) = ρα(epoch−1), (4.41)
α
(k+1)
B =
|B|
|V|α
(epoch), (4.42)
kjer je ρ parameter, ki dolocˇa upad stopnje ucˇenja, in epoch trenutna sˇtevilka
obhoda celotne ucˇne mnozˇice. Dejansko bomo za ucˇenje uporabljali α
(k+1)
B , torej
stopnjo ucˇenja pomnozˇeno z |B||V| . Tako naredimo velikosti posodobitev v enem
obhodu podatkov neodvisno od velikosti skupin in posledicˇno je dolocˇanje primerne
stopnje ucˇenja in primerne velikosti skupin lazˇje.
Oznacˇimo najprej z IB ∈ Rn vektor, ki ima na i-tem mestu vrednost 1#i , kjer je
#i sˇtevilo pojavitev ocene vi v skupini B. Cˇe se ocena vi ni pojavila v tej skupini,
je na i-tem mestu vrednost 0. Izracˇunajmo sedaj ocene pricˇakovanih vrednosti iz
(4.31) za skupino B
〈v〉B,s = IB 
∑
v∈B
〈v〉s , (4.43)
〈h〉B,s =
1
|B|
∑
v∈B
〈h〉s , (4.44)〈
vh>
〉
B,s
= 〈v〉B,s 〈h〉>B,s , (4.45)
kjer je s ∈ {0, S}, za aproksimacijo odvodov logaritma verjetja namrecˇ potrebu-
jemo ocene iz obeh korakov. Oznaka 〈.〉s predstavlja oceno pricˇakovane vrednosti
po s korakih vzorcˇenja Gibbs, opisanega v prejˇsnjem razdelku. Posodobitev para-
metrov W se tako glasi
m(k+1)w = (1− γ)
(〈
vh>
〉
B,0
−
〈
vh>
〉
B,S
− λwW (k)
)
+ γm(k)w , (4.46)
W (k+1) = W (k) + α
(k+1)
B m
(k+1)
w , (4.47)
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kjer m
(k+1)
w oznacˇuje zagon v tem koraku, γ pa parameter zagona. Posodobitev
parametrov pristranskosti b se glasi
m
(k+1)
b = (1− γ)
(
〈v〉B,0 − 〈v〉B,S − λbb(k)
)
+ γm
(k)
b , (4.48)
b(k+1) = b(k) + α
(k+1)
B m
(k+1)
b , (4.49)
posodobitev parametrov pristranskosti c pa
m(k+1)c = (1− γ)
(
〈h〉B,0 − 〈h〉B,S − λcc(k)
)
+ γm(k)c , (4.50)
c(k+1) = c(k) + α
(k+1)
B m
(k+1)
c . (4.51)
Omejen Boltzmannov stroj je generativen model, torej modelira porazdelitev
podatkov in je po ucˇenju sposoben generiranja novih primerov iz modela poraz-
delitve. Ob tem igra pomembno vlogo ozko grlo pretoka informacij, ki ga ustvari
dejstvo, da so skrite spremenljivke binarne. Torej v vsakem koraku Markovske ve-
rige, ki jo uporabimo tudi za aproksimacijo gradienta, vzorcˇimo vrednosti skritih
spremenljivk iz pogojne porazdelitve p(h |v). To ozko grlo igra podobno vlogo
kot regularizacija [11, 16]. V nasˇih eksperimentih se je vzorcˇenje skritih spremen-
ljivk izkazalo za slabo. Namesto vzorcˇenja iz pogojne porazdelitve smo uporabili
izracˇunane verjetnosti aktivacij za nadaljnje korake. To nam omogocˇa natancˇnejˇso
aproksimacijo gradienta v manj korakih. In ker nasˇ koncˇni cilj ni generiranje no-
vih primerov ampak cˇim natancˇnejˇse napovedovanje ocen, se nam dejstvo, da smo
izpustili vzorcˇenje, ne zdi sporno.
Sedaj, ko smo z optimizacijo dobili parametre Wˆ , bˆ, cˆ, pa bi radi za nekega
uporabnika napovedali ocene, ki jih sˇe ne poznamo. Denimo, da imamo vektor
uporabnikovih ocen v, v katerem nekaterih vrednosti ne poznamo (na njihovo
mesto zapiˇsemo nicˇle). Izracˇunajmo najprej pricˇakovane vrednosti skritih spre-
menljivk [24], ki jih oznacˇimo z vektorjem hˆ
hˆ = E [h |v] (4.52)
= σ(cˆ+ Wˆ>v), (4.53)
kjer smo uposˇtevali enacˇbo (4.14) in dejstvo, da je pricˇakovana vrednost Ber-
noullijeve slucˇajne spremenljivke enaka njeni verjetnosti. Logisticˇno funkcijo σ
smo uporabili na vsaki komponenti vektorja posamicˇno. Zdaj, ko imamo hˆ, pa z
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uporabo (4.13) izracˇunamo pricˇakovane vrednosti vseh vidnih spremenljivk [24]
vˆ = E
[
v | hˆ
]
(4.54)
= σ(bˆ+ Wˆ hˆ). (4.55)
Tako imamo v vektorju vˆ napovedi vseh ocen. Idealno bi bilo izracˇunati p(vˆ |v),
vendar to zahteva marginalizacijo skritih spremenljivk. Izracˇun bi nam sicer pri-
nesel malenkost bolj natancˇne rezultate, vendar je uporaba prej opisane tocˇkaste
ocene skritih spremenljivk veliko hitrejˇsa.
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Poglavje 5
Evalvacija in rezultati
Predstavimo dve podatkovni mnozˇici, na katerih bomo uporabili modele iz prej-
sˇnjih poglavij za napovedovanje in priporocˇanje. Pri prvi gre za sˇtevila poslusˇanj
iz spletne strani Last.fm, pri drugi pa za ocene filmov iz MovieLens, obe sta do-
stopni na [25]. V nadaljevanju predlagamo sˇe nekaj smiselnih metrik za evalvacijo
rezultatov in predstavimo ter vizualiziramo rezultate.
5.1 Podatkovna mnozˇica Last.fm
V podatkovni mnozˇici Last.fm imamo podan seznam trojk (u, i, r) dolzˇine 83.550.
Podatki predstavljajo sˇtevilo predvajanj glasbe dolocˇenega izvajalca. V tem pri-
meru je uporabnik u poslusˇal skladbe izvajalca i r-krat. Kot zˇe takoj vidimo, so
sˇtevila predvajanj agregirana, zato za posamezen zapis v podatkovni mnozˇici ni
cˇasovnega zˇiga. Imamo 1.892 uporabnikov in 16.532 izvajalcev. Podatke lahko
predstavimo z redko matriko, v kateri poznamo le 0.27% vseh vrednosti.
Sˇtevilo predvajanj je lahko katerokoli naravno sˇtevilo. Porazdelitev sˇtevila
predvajanj dobro sledi Paretovi porazdelitvi, ki se v naravi pojavlja precej pogosto.
Paretova porazdelitev je poznana tudi kot pravilo 80-20, ki pravi, da pri mnogih
dogodkih priblizˇno 80% ucˇinkov izhaja iz 20% vzrokov. Seveda je to pravilo lahko
bolj ali manj ekstremno, tocˇno to razmerje pa ustreza Paretovi porazdelitvi z
vrednostjo parametra, ki dolocˇa njeno obliko, priblizˇno 1,16 [5].
Posameznim uporabnikom bi radi priporocˇili izvajalce, ki jim bodo cˇim bolj
vsˇecˇ. Sˇtevilo poslusˇanj veliko bolje izrazˇa uporabnikovo afiniteto do izvajalca kot
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eksplicitne ocene. Sˇtevila poslusˇanj skrcˇimo na interval [0, 1] in jih pred tem pri-
merno odrezˇemo. Povprecˇje tako predprocesiranih podatkov je 0,1821, standardni
odklon pa 0,2082, kot je prikazano na histogramu na sliki 5.1.
Slika 5.1: Histogram z 20 intervali predprocesiranih sˇtevil poslusˇanj iz podatkovne mnozˇice
Last.fm. Povprecˇje 0,1821 je oznacˇeno z rdecˇo cˇrto.
Na voljo imamo tudi podatke o prijateljstvih med uporabniki. Gre za seznam
parov (u, v), ki jih interpretiramo kot neusmerjene povezave v grafu prijateljstev.
V grafu imamo 1.892 vozliˇscˇ in 12.717 povezav, povprecˇna stopnja vozliˇscˇa je tako
13,44, gostota grafa pa 0,0071. Graf, prikazan na sliki 5.2, vizualiziramo z orodjem
Orange [6].
5.2 Podatkovna mnozˇica MovieLens
V podatkovni mnozˇici MovieLens je na voljo 100.836 trojk (u, i, r), za vsako trojko
imamo tudi cˇasovni zˇig nastanka. Skupaj imamo 610 uporabnikov, ki so ocenjevali
9.724 filmov. Od tod sledi, da poznamo 1.70% vseh ocen. Ocene se gibljejo od 0,5
do 5 s korakom 0,5, razvrstimo pa jih lahko na 10 intervalov. Ocene ravno tako
Diplomska naloga 39
Slika 5.2: Prikaz prijateljstev med uporabniki iz podatkovne mnozˇice Last.fm z uporabo
grafa.
preslikamo na interval [0, 1] in vizualiziramo (glej sliko 5.3).
Povprecˇna ocena, oznacˇena z rdecˇo cˇrto v grafu, je 0,7003, standardni odklon
pa 0,2085. Zanimivo je, da uporabniki raje uporabljajo celosˇtevilske ocene, v hi-
stogramu 5.3 med celosˇtevilski ocenami namrecˇ vidimo vrzeli, ki ustrezajo ocenam,
ki se koncˇajo z 0,5.
Podatke iz te mnozˇice smo razvrstili po narasˇcˇajocˇi vrednosti cˇasovnega zˇiga,
zacˇetnih 75% vzeli kot ucˇno mnozˇico, preostalih 25% pa kot testno in porazdelitev
ocen vizualizirali na sliki 5.4. Opazimo lahko veliko spremembo v porazdelitvi ocen
skozi cˇas (angl. concept drift). Ta pojav navadno negativno vpliva na uspesˇnost
modelov, poleg tega pa se je z njim tezˇko spoprijeti. V nasˇem primeru bi lahko
pristranskosti, namesto kot konstante, modelirali kot funkcije cˇasa [20]. Poleg tega
je v realnem okolju koristno spremljati uspesˇnost modela skozi cˇas.
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Slika 5.3: Histogram z 10 intervali predprocesiranih ocen filmov iz podatkovne mnozˇice
MovieLens. Povprecˇje 0,7003 je oznacˇeno z rdecˇo cˇrto.
Slika 5.4: Levo je porazdelitev ocen iz ucˇne mnozˇice, desno pa porazdelitev ocen iz testne
mnozˇice MovieLens. Na obeh slikah je narisano povprecˇje z enako visoko rdecˇo cˇrto.
Opazimo lahko veliko spremembo v porazdelitvi podatkov skozi cˇas.
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5.3 Metrike
Prva metrika, ki jo bomo uporabili za ocenjevanje ucˇenja, je relativni koren sre-
dnje kvadratne napake (angl. relative root mean squared error, RRMSE ). Za njen
izracˇun moramo najprej definirati koren srednje kvadratne napake (angl. root mean
squared error, RMSE ):
rmse =
√√√√ 1|R| ∑
(u,i)∈R
(rui − rˆui)2, (5.1)
kjer je rui prava vrednost ocene, rˆui napovedana vrednost in R mnozˇica parov
(u, i), za katere poznamo ocene. Metrika RMSE je bila uporabljena za ocenjevanje
modelov v tekmovanju, ki ga je gostilo podjetje Netflix. Pogosto se uporablja tudi
pri ocenjevanju regresijskih modelov. Kvadriranje povzrocˇi, da metrika mocˇneje
kaznuje vecˇja odstopanja. Pove nam, kako natancˇno v povprecˇju napovedujemo
ocene oziroma kaksˇno napako lahko pricˇakujemo. Definirajmo sˇe relativno napako
RRMSE kot
rrmse =
rmse
rmseµ
, (5.2)
kjer je v sˇtevcu za model izracˇunana metrika RMSE iz enacˇbe (5.1), v imeno-
valcu pa RMSE, ko za napoved ocene vedno uporabimo povprecˇno vrednost. Tako
definirana relativna napaka nam nudi boljˇsi vpogled v uporabnost modela.
Srednja kvadratne napaka je metrika, ki jo modeli na osnovi matricˇne faktoriza-
cije direktno minimizirajo, sorazmerna je namrecˇ negativnemu logaritmu verjetja.
V verjetju modelov na osnovi Boltzmannovega stroja pa se ne pojavlja. V obeh
primerih jo bomo uporabili za zgodnje ustavljanje.
V priporocˇilnih sistemih bi radu uporabniku priporocˇili le nekaj objektov, za
katere upamo, da mu bodo vsˇecˇ. Cˇe napovedujemo sˇtevila poslusˇanj dolocˇenega
izvajalca ali pa oceno filma, mu priporocˇimo le nekaj tistih z napovedano najviˇsjo
oceno. Tako kot je metrika RMSE dobra za ocenjevanje splosˇne napake, nam
tu ne odrazˇa nasˇega cilja. Koliksˇna je napaka pri objektih, ki uporabniku niso
vsˇecˇ, nas ne zanima, razen cˇe je seveda napaka tako velika, da mu posledicˇno te
objekte priporocˇimo. Bolj pomembno je torej tocˇno napovedovanje objektov, ki
so uporabniku vsˇecˇ.
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Naslednja uporabljena metrika je kombinacija natancˇnosti (angl. precision) in
priklica (angl. recall). Uporaba natancˇnosti in priklica v spletnem oglasˇevanju je
opisana v [13]. Oznacˇimo z N sˇtevilo priporocˇil, ki jih bomo prikazali uporab-
niku (kot na primer YouTube prikazˇe 12 splosˇnih priporocˇil na zacˇetku strani).
Oznacˇimo s topNu mnozˇico teh priporocˇil za uporabnika u, z relu pa mnozˇico
uporabniku relevantnih objektov. Definirajmno metriko pr@N kot
pr@N =
1
|U|
∑
u∈U
|topNu ∩ relu|
min (N, |relu|) , (5.3)
kjer je U mnozˇica vseh uporabnikov, za katere bomo merili uspesˇnost modela.
V sˇtevcu smo izracˇunali sˇtevilo relevantnih objektov, ki smo jih priporocˇili. To
vrednost nato delimo s sˇtevilom objektov iz manjˇse mnozˇice.
Navadno v literaturi definirajo dve metriki, v eni delijo s sˇtevilom priporocˇenih
objektov, v drugi pa s sˇtevilom relevantnih. Nam se zdi primernejˇsa uporaba (5.2),
ker imamo tako vedno mozˇnost dobiti rezultat 1, cˇe smo priporocˇili vse relevantne
objekte. Poleg tega se zgodi, da imamo vcˇasih ogromno relevantnih objektov,
vcˇasih pa le nekaj, priporocˇimo pa jih vedno le N .
Ima pa tudi ta metrika slabost, kajti relevantnih objektov po vecˇini ne po-
znamo, cˇe bi jih namrecˇ sploh priporocˇilnega sistema ne bi potrebovali. V nada-
ljevanju bomo mnozˇico relevantnih objektov sestavili iz delezˇa najbolje ocenjenih
ali najvecˇ poslusˇanih objektov iz testne mnozˇice. Nicˇ nam pa ne jamcˇi, da v testni
mnozˇici ni objektov, ki so uporabniku izjemno vsˇecˇ, pa jih sˇe ni odkril. Vseeno pa
nam lahko nudi vpogled v delovanje modela, pri cˇemer je pomembno, da izvedemo
sistematicˇen nacˇin izracˇuna metrike na vseh modelih (na primer uporabimo enak
N, enake delitve na ucˇne in testne mnozˇice).
5.4 Rezultati
Modele iz prejˇsnjih poglavij preizkusimo na dveh podatkovnih mnozˇicah – Last.fm
in MovieLens.
5.4.1 Rezultati na mnozˇici Last.fm
Najprej predstavimo tabelo 5.1, v kateri so zbrane uporabljene vrednosti para-
metrov algoritmov. Zapiˇsemo le vrednosti, pri katerih so bili rezultati najboljˇsi.
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Posamezne zanimive izbire bomo komentirali v nadaljevanju.
Matricˇni razcep Boltzmannov stroj
regularizacija λ = 0,02 regularizacija λw = 0,0025
regularizacija λb = 0,01 regularizacija λb = 0
regularizacija λc = 0,02
stopnja ucˇenja α = 0,01 stopnja ucˇenja α = 0,75
eksponentni upad ρ = 0,94 eksponentni upad ρ = 0,9998
dim. latentnega prostora d = 9 sˇt. skritih sprem. d = 40
sˇt. korakov Gibbs S = 1
zagon γ = 0,75
velikost skupin |B| = 100
Tabela 5.1: Tabela uporabljenih vrednosti parametrov ucˇnih algoritmov na mnozˇici
Last.fm.
Slika 5.5: Prikaz metrike RMSE matricˇnega modela na ucˇni in validacijski mnozˇici po
vsakem obhodu podatkov Last.fm.
Poglejmo potek ucˇenja matricˇnega modela na naboru podatkov Last.fm, torej
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spreminjanja metrike RMSE na ucˇni in validacijski mnozˇici v vsaki iteraciji (glej
sliko 5.5). Slike so narejene ob eni delitvi podatkovne mnozˇice 75% na ucˇno in
preostalih 25% na validacijsko mnozˇico, brez precˇnega preverjanja.
Vidimo lahko, da na validacijski mnozˇici RMSE precej zgodaj neha padati,
vendar ne zacˇne ponovno narasˇcˇati, kot smo to prikazali v poglavju o zgodnjem
zaustavljanju. Nekaj zaslug za to lahko pripiˇsemo dobro izbranim vrednostim
parametrov, kot so stopnja regularizacije, dimenzija latentnega prostora in upad
stopnje ucˇenja. Kljub temu pa lahko opazimo precej veliko vrzel med napakama,
izmerjenima na ucˇni in validacijski mnozˇici, kar vseeno nakazuje na preveliko pri-
leganje. Cˇe se niti napaka na ucˇni mnozˇici ne bi uspela dovolj znizˇati, pa bi
pomenilo, da je kapaciteta modela premajhna.
Slika 5.6: Prikaz metrike RMSE modela RBM na ucˇni in validacijski mnozˇici po vsakem
obhodu podatkov Last.fm.
Ko pogledamo potek ucˇenja modela na osnovi omejenega Boltzmannovega
stroja lahko opazimo sˇe vecˇji razkorak med napako na ucˇni in napako na testni
mnozˇici (glej sliko 5.6). Napaka na ucˇni mnozˇici je sˇe manjˇsa od napake, ki jo imajo
matricˇni modeli. Tega razkoraka med ucˇno in validacijsko mnozˇico pa nismo uspeli
zmanjˇsati tudi z zelo mocˇno regularizacijo in z zelo majhnim sˇtevilom skritih kom-
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ponent. V nasˇem eksperimentu model RBM dobro rekonstruirajo podatke, slabo
pa posplosˇujejo na sˇe nevidenih podatkih. Izkazˇe se, da cˇe modelu RBM pokazˇemo
vektor ocen uporabnika v(new), ki ga med ucˇenjem sˇe ni videl, ga ravno take zelo
dobro rekonstruira. Zanimivo bi bilo primerjati njegovo uspesˇnost z uspesˇnostjo
avtomatskih kodirnikov. Omenimo lahko, da so tudi avtorji cˇlanka [23] dobili
slabsˇi rezultati pri uporabi osnovnega modela RBM v primerjavi z matricˇnim raz-
cepom. Njihov koncˇni model, ki pa je imel rahlo nizˇjo vrednost RMSE, je vkljucˇeval
sˇtevilne dodatke, kot je pogojevanje na ocene iz ucˇne mnozˇice in tiste, za katere
so vedeli, da so v testni mnozˇici. Dodatno, matriko utezˇi W so aproksimirali s
produktom dveh matrik nizˇjega ranga, tako so lahko uporabili vecˇje sˇtevilo skritih
spremenljivk.
Model rrmse pr@N
navaden matricˇni model 0,838945 0,028519
navaden matricˇni model z logisticˇno f. 0,967499 /
matricˇni model z utezˇmi 0,838930 0,028519
matricˇni model s prijateljstvi in utezˇmi 0,838032 0,028516
omejen Boltzmannov stroj 0,970121 0,000730
omejen Boltzmannov stroj – rekonstr. novih v(new) 0,804345 /
Tabela 5.2: Prikaz rezultatov modelov na podatkovni mnozˇici Last.fm.
Poglejmo si tabelo 5.2, v kateri so zbrani rezultati razlicˇnih modelov. Prikazˇe-
mo le modele, ki sluzˇijo za primerjanje, in nato nekaj najboljˇsih oziroma najbolj
zanimivih. Pri vseh modelih smo uporabili 4-kratno precˇno preverjanje, ker bi
10-kratno precˇno preverjanje potrebovalo prevecˇ cˇasa. Osnovno mnozˇico Last.fm
smo torej razdelili na 4 dele, v vsakem koraku precˇnega preverjanja pa smo 75%
podatkov uporabili za ucˇenje, ostalih 25% pa kot validacijsko mnozˇico za zgodnje
ustavljanje, ocena napake pa je bila nato izracˇunana na preostalem delu iz delitve
za precˇno preverjanje.
Pri vseh modelih matricˇnega razcepa smo za aktivacijsko funkcijo uporabili
identiteto id, cˇe ne piˇse drugacˇe. Ta funkcija je imela prakticˇno enake rezultate
kot relu. Logisticˇna funkcija σ pa je rezultat v vseh poskusih precej poslabsˇala.
Kot zanimivost, zadnja vrstica tabele 5.2 predstavlja napako pri rekonstrukciji
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vektorjev v(new), katerih nobene vrednosti nismo pokazali modelu med ucˇenjem.
Vidimo lahko, da modeli na osnovi matricˇnega razcepa v nalogi napovedovanja
ocen in priporocˇanja v doticˇnem eksperimentu obcˇutno boljˇsi od modela RBM. Si-
cer pa ima model z uposˇtevanjem prijateljstev malenkost boljˇsi RMSE od ostalih
dveh. Metrika pr@N , kjer smo uporabili N = 10, je pri vseh matricˇnih modelih
skoraj enaka in obcˇutno boljˇsa v primerjavi z modelom RBM. Za vsakega uporab-
nika smo nabor relevantnih objektov sestavili iz zgornje tretjine najbolje ocenjenih,
tako se namrecˇ lahko bolje izognemo pristranskostim ocenjevanja razlicˇnih upo-
rabnikov.
5.4.2 Rezultati na mnozˇici MovieLens
Zapiˇsimo uporabljene vrednosti parametrov ucˇnih algoritmov v tabelo 5.3, ki smo
jih uporabili pri ucˇenju na mnozˇici MovieLens. Tokrat je bila najprimernejˇsa
dimenzija latentnega prostora kar d = 80, kar je ogromna razlika v primerjavi s
sˇtevilom 9 ob ucˇenju na podatkih Last.fm. Temu primerno pa smo poviˇsali tudi
vrednosti parametrov regularizacije.
Matricˇni razcep Boltzmannov stroj
regularizacija λ = 0,85 regularizacija λw = 0,4
regularizacija λb = 0,35 regularizacija λb = 0,4
regularizacija λc = 0,25
stopnja ucˇenja α = 0,012 stopnja ucˇenja α = 1,15
eksponentni upad ρ = 0,94 eksponentni upad ρ = 0,97
dim. latentnega prostora d = 80 sˇt. skritih sprem. d = 60
sˇt. korakov Gibbs S = 2
zagon γ = 0,88
velikost skupin |B| = 100
Tabela 5.3: Tabela uporabljenih vrednosti parametrov ucˇnih algoritmov na mnozˇici Mo-
vieLens.
Pri testiranju modelov na podatkovni mnozˇici MovieLens smo najprej trojke
(u, i, r) razvrstili po narasˇcˇajocˇi vrednosti cˇasovnega zˇiga, nato pa prvih 75% vzeli
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za ucˇno mnozˇico, preostalih 25% pa za testno. Iz slik 5.7 in 5.8, ki prikazujeta
Slika 5.7: Prikaz metrike RMSE matricˇnega modela na ucˇni in validacijski mnozˇici po
vsakem obhodu podatkov MovieLens.
potek ucˇenja, lahko v obeh primerih vidimo sˇe vecˇji razkorak med napako na ucˇni
in testni mnozˇici. Razlog je najbrzˇ v tem, da se je porazdelitev podatkov skozi cˇas
precej spremenila. Cˇe uporabimo precˇno preverjanje se namrecˇ vrednost napake
priblizˇa tisti iz Last.fm
V poteku ucˇenja modela RBM vidimo, da sta napaki po nekaj korakih ucˇenja
poskocˇili, razlog za to je uporaba velike vrednosti zagona. Opazimo lahko, da se
je napaka na testni mnozˇici po devetem koraku trajno poviˇsala, to nakazuje na
smiselnost zgodnjega ustavljanja.
Tabela 5.4 prikazuje vrednosti metrik obeh tipov modelov na tej podatkovni
mnozˇici. Opazimo, da oba tipa dosezˇeta nizˇji RRMSE na mnozˇici Last.fm v pri-
merjavi z mnozˇico MovieLens. Kljub temu pa imata oba modela za nekaj krat
viˇsjo vrednost metrike pr@N , razlog je najbrzˇ v tem, da je delezˇ znanih podatkov
v mnozˇici MovieLens precej viˇsji.
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Slika 5.8: Prikaz metrike RMSE modela RBM na ucˇni in validacijski mnozˇici po vsakem
obhodu podatkov MovieLens.
Model rrmse pr@N
matricˇni model 0,944378 0,066558
omejen Boltzmannov stroj 0,977849 0,005634
Tabela 5.4: Prikaz rezultatov modelov na podatkovni mnozˇici MovieLens.
Poglavje 6
Sklepne ugotovitve
V diplomskem delu predstavimo in izpeljemo dva tipa modelov za napovedovanje
ocen in priporocˇanje. Modele implementiramo v okolju Python z uporabo knizˇnjic
NumPy in SciPy. V nadaljevanju bi bilo smiselno preizkusiti modele na vecˇjih
podatkovnih mnozˇicah oziroma sˇe bolje, jih uporabiti v prakticˇnem okolju.
Modeli na osnovi matricˇne faktorizacije se v nasˇih poskusih izkazˇejo za obcˇutno
boljˇse od modelov na osnovi omejenih Boltzmannovih strojev. Rezultati modelov
RBM so po nasˇem mnenju nekoliko pod pricˇakovanji oziroma pod mejo kompeti-
tivnosti. Cˇeprav v model RBM nismo vkljucˇili vseh znanih razsˇiritev menimo, da
se splacˇa vecˇ cˇasa investirati v nadaljnji razvoj matricˇnih modelov, ki omogocˇajo
tudi vecˇ fleksibilnosti.
Koristno bi bilo model matricˇne faktorizacije prilagoditi ucˇenju iz cˇasovno od-
visnih podatkov in modelirati pristranskosti kot funkcije cˇasa. Zanimivo bi bilo
preizkusiti pristope iz [1, 21, 22], kjer za modeliranje ocen konstruirajo svojo poraz-
delitev in uporabijo Bayesovski pristop za samodejno dolocˇanje hiperparametrov,
kot so stopnje regularizacije, iz podatkov. Zacˇeli smo z eksperimentiranjem z upo-
rabo globokih vlozˇitev pri matricˇnih modelih. Torej funkcijo, ki preslika indeks
uporabnika oziroma objekta v njegov latentni profil, smo parametrizirali kot glo-
boko nevronsko mrezˇo. Zacˇetki eksperimentov kazˇejo, da model tako dosega boljˇse
rezultate pri posplosˇevanju.
Model matricˇne faktorizacije smo tudi sami preizkusili tako, da smo iz podat-
kovne mnozˇice Last.fm izbrali nekaj izvajalcev, ki so nam vsˇecˇ, in nekaj taksˇnih,
ki jih ne maramo. Med priporocˇili je bilo nekaj dobrih in nam prej neznanih
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izvajalcev, prav tako pa nismo dobili nobenega slabega priporocˇila.
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