This paper is concerned with the existence of detonation waves for a combustible gas. The equations are those of a viscous, heat conducting, polytropic gas coupled with an additional equation which governs the evolution of the mass fraction of the unburned gas (see (1)). The reaction is assumed to be of the simplest form: A -» B, i.e., there is a single product and a single reactant. The main result (see Theorem 2.1) is a rigorous existence theorem for strong, and under certain conditions, weak detonation waves for explicit ranges of the viscosity, heat conduction, and species diffusion coefficients. In other words, a class of admissible " viscosity matrices" is determined.
1. Introduction. The equations which describe the evolution of a combustible gas (see (1) ) display a rich variety of nonlinear phenomena, including those encountered in reaction-diffusion equations and in shock wave theory. In particular, there are two distinct mechanisms that can lead to the formation of combustion waves. Slow combustion, or deflagration, occurs when an exothermic chemical reaction is initiated in a heat conducting gas. The subsequent diffusion of liberated heat into the surrounding medium leads to the formation of a flame which propagates into the unburned region. The fluid dynamics of the gas mixture plays a negligible role in this regime. Fast combustion, or detonation, occurs in a dramatically different manner. Here, the process is initiated by a strong fluid dynamical shock layer which propagates into the unburned region. If the shock is sufficiently strong, the gas will be heated up above its ignition temperature, causing the gas to burn in a reaction zone behind the shock. The released heat of reaction can have a significant effect on the fluid flow. In particular, the liberated heat sustains the propagation of the wave front in much the same way that a piston causing a compression wave can sustain a purely fluid dynamical shock. It is reasonable to expect that the dissipation of energy due to viscosity, heat conduction and species diffusion, counteracts the sharp release of chemical energy and can therefore inhibit the detonation process. The problem to be investigated here is to determine explicit conditions on these dissipative mechanisms under which detonation profiles will exist.
The hypotheses (cf. §2) under which the main theorem is proved are that the gas mixture is polytropic and that its molecular weight and specific heat are (approximately) independent of its chemical composition. It is also assumed that for a given state (tr, Tr) of the unburned gas (where t is specific volume and Tis temperature), that the wave velocity, o, is large enough so that a fluid dynamaical shock profile heats the gas up above its ignition temperature, T¡ > TR. The state (tr> Tr), a, and a third parameter q0, determine two possible states (t¿., Tl,) and {t*, 7£) for the burned gas; q0 is the liberated energy/unit mass of the chemical reaction. It will also be assumed that the temperature along a shock profile in the burned gas always exceeds T¡, i.e., T¡ < TL» < T£. (We restrict attention to this case since it presents the most interesting mathematical questions. Other cases which can occur are when TL. <T,< Tl, and when TL. < TI < T¡; see §6.E for further remarks about these cases.) These hypotheses determine a region of admissible (a, q0) corresponding to the shaded region in One difficulty we shall encounter is that the gas reacts at a small, but negligible rate in the unburned region; that is, the reaction rate <i> = Kcxp(-A/T) (where K and A are positive constants) is positive, unless T = 0. The "cold boundary difficulty" is avoided by replacing the above Arrhenious rate law with ignition temperature kinetics, wherein <j> is now taken to be a nondecreasing function similar to the exponential, but which vanishes identically below some ignition temperature, T¡. This appears to be an acceptable approximation (see Williams [9] ), in that detonation waves obtained with ignition temperature kinetics exhibit the physically expected transient behavior.
In mathematical terms, the problem at hand is to find an orbit of an associated system of four ordinary differential equations (see (6) 0) which connects two distinct critical points. The critical points of (6)0 consist of two isolated critical points, XL» and XI, at which the mass fraction, z, of the unburned gas equals zero, and a curve of critical points, C(z), along which T < Ti and z > z, for some z, > 0. Since the gas is assumed to consist only of the unburned substance at +00, we seek a solution which connects X[ at -00 to XR -C(l) at +00. The difficulty is that there exists a continuum of solutions which connect XI at -00 to critical points along C(z). The "correct" solution is obtained by first showing that there exist two solutions X0(£) and Ä",(£) in the unstable manifold of XI which tend to critical points C(z0) and C(zx) along C(z), with z0 < 1 < z,. The solution with the desired limiting behavior is obtained by applying a shooting argument in a portion of the unstable manifold of XI. Thus the main problem is to find two solutions X0(£) and A",(£) with the appropriate behavior at + 00.
The location of such solutions is complicated by the degenerate character of the equations near the curve C(z). However, the chemical variables (essentially) decouple from the fluid variables whenever T < T¡ (we will see that this is precisely the case along the solutions in question). The idea is to modify the kinetics <i>(r) to a function $(T, z) when T ^ Ttm such a manner that the resulting system, (6), admits precisely four hyperbolic critical points: XL., X£, XR, and X¡ = C(z¡). It then becomes possible to bring to bear Conley's index of isolated invariant sets (cf. [1] ), in the analysis of the modified flow.
(An invariant set S of a flow is isolated if it is the maximal invariant set in some compact neighborhood, N, of itself; N is called an isolating neighborhood. A compact neighborhood N is therefore isolating if every solution curve through a point in dN eventually leaves N in at least one direction. The set S(N) of solution curves which stay in TV for all time is then an isolated invariant set. A homotopy invariant associated with S(N) can then be defined which furnishes some information about the structure of S(N). In the present context, the index roughly plays the role of an intersection number of stable and unstable manifolds of distinct critical points; see Appendix 4 for further details.)
The unstable manifold of XI contains solutions which closely approximate solutions in the (one-dimensional) unstable manifold 911" of XL. (see Figure 17) . In order to locate the solution X0(£), we therefore study the global behavior of (5H" with respect to the (modified) equations (6) . To this end, an isolating neighborhood Nw is constructed which contains XL. and X¡; in this region, z < z for some z G (z,, 1). This construction requires that the viscosity coefficients satisfy certain conditions which depend on the choice of z. It is then shown that 911" C S(NW); this follows from the "nontriviality" of the index of S(NW). The index is computed by exploiting its homotopy invariance; in particular, we allow the coefficients of species diffusion and heat conduction to tend to zero. The resulting system is (after a change of variables) the product of a two dimensional linear system admitting an attracting critical point, with a planar system which is similar to a qualitative model for dynamic combustion which was recently introduced by Majda [6] . Here, the index can easily be computed.
The solution X,(£) is located by showing that there is a solution of the modified equations which connects X* to XR. To this end, an isolating neighborhood Ns is constructed which contains XI and XR (but not XL, and X¡). In addition, a neighborhood of the orbit 911" must be excised from phase space. Here, essential use is made of the fact that z < 1 along "DTI". (If the viscosity coefficients are too large, z will exceed unity along 911", and this excised region can act as a "barrier" which prevents the existence of connections from XI to XR.) The index of S(NS) is again computed by continuing the equations to Majda's model. It too turns out to be nontrivial, which forces the existence of the desired solution.
The solutions of the modified equations obtained in this manner will also be solutions of the original equations whenever T > T¡. In order to obtain the solutions X0(£) and Xfê) of the original equations, (6)0, we solve (6)0 in forward time, using as "initial data" the values of the solutions of the modified system obtained from index arguments at the first point at which their T-components equal T¡. The proof is concluded with a fairly simple shooting argument.
We remark that the conditions on the viscosity coefficients are independent of the (nonphysical) modifications introduced into the equations.
In related work, Majda and Rosales [7] and Fife [5] have shown that the full equations with certain small parameters can formally be reduced to Majda's model. This approach has the advantage of being applicable to phenomena in several space variables. However, it also requires that the shock be of sufficiently weak strength, or equivalently, that the wave velocity is only slightly larger than the sound speed of the unburned gas. The results presented here obtain for shocks of arbitrary strength. It is desirable to be able to consider strong shocks since in typical situations the differential in temperature across the shock zone will be extremely large (on the order of 1500°; cf. Zeldovich and Kampaneets [10, p. 72]). In addition, the width of a shock layer for strong shocks in an almost inviscid gas is on the order of the mean free path, and the validity of the macroscopic equations of hydrodynamics is questionable in the presence of such phenomena (cf. [10, p. 17]). Thus, it is of interest to show that the macroscopic equations admit solutions with the "correct" qualitative behavior.
The relevance of the topological methods used here was first recognized by Conley and Smoller in connection with related questions arising in the study of nonlinear conservation laws. In particular, they have applied these methods in the study of the structure of weak shocks of quite general systems (cf. [2] ), and of strong shocks for the equations of magnetohydrodynamics (cf. [3] ). In these situations, it is relatively easy to find a Liapunov function for the travelling wave flow; this facilitates the construction of suitable isolating neighborhoods. The main difficulty with the inclusion of a chemical component is that a global Liapunov function does not exist, and isolating neighborhoods are more difficult to locate. A similar problem arises when dispersion terms are taken into account (cf. Smoller and Shapiro [8] ).
2. The equations of reactive gas flow. In Lagrangian coordinates, the equations take the form r,-ux = 0, <*,+Px= {liT~*Ux)x> (e + u2/2), + (pu)x = {pr-*uux)x + {\r-%)x, z, = ^>(T)z + Dzxx (1) License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (see Majda [6] ).2 Here, t = specific volume, u = fluid velocity in Lagrangian coordinates, T = absolute temperature, p = pressure, e = internal energy/unit mass of the gas mixture, z = mass fraction of the unburned gas, <#> = reaction rate law.
Also, \i, X, and D are positive coefficients representing viscosity, heat conduction, and species diffusion, respectively. Each variable is a function of (x, t) where -oo < x < oo and t > 0. A. Some hypotheses. The reaction is assumed to be of the simplest form, A -» B, i.e., there is a single product and a single reactant. Let z denote the mass fraction of the reactant; then 1 -z is the mass fraction of the product.
The gas mixture is assumed to be polytropic. Thus, we assume that
where R is a positive constant which is inversely proportional to the molecular weight of the mixture. Let eu and eb be the internal energies/unit mass of the unburned and burned gas, respectively. In addition to (2), we assume that eu = cT + gu, eb -cT + gb, where c and gu (gb) are positive constants representing the specific heat at constant volume and the energy of formation of the unburned (burned) substance. The total internal energy of the gas mixture per unit mass is therefore
here, q0 is the liberated energy, which is assumed to be positive.
For more complicated reaction mechanisms, z may be thought of as a "progress variable". In this case, the gas constants R and c will depend on z. Thus implicit in (2) and (3) is the assumption that variation in chemical composition has a negligible effect on the mechanical properties of the gas. Since index arguments remain valid under perturbation, the results obtained here apply if the variation of R and c with z is sufficiently small.
If the variation in the fluid variables is small, the form (3) of the internal energy is a good approximation. However, if the variation of T is large (as is the case with strong shocks), c will also depend on temperature. For ideal gases, the term "cT" in (3) could be replaced with an arbitrary monotone increasing function of T without affecting the argument. In a similar manner the coefficients A, ¡x, and D will depend on the fluid variables if the variation in the latter is large. For notational convenience, we assume that A, ¡u, and D are constant. It will be evident at the end of the 2Note that there is a misprint in [6] ; "cv" and "c" should be interchanged in the energy balance equation.
proof that X and ¡u may be allowed to be nonconstant, provided that they are majorized by small positive constants (see §6.E).
The kinetics <t>(T) is assumed to be a smooth, nondecreasing nonnegative function such that <p(T) > 0 for T> TJ, and <I>(T) -0 for T< 7J; here, T¡ is the ignition temperature. The modification $(T, z) of <¡> mentioned in the introduction is a C1 function of (T, z) satisfying *(T,z) '*(n T > Tt. + r/ and z < 1,
-(1 -z) (7] .-r), r<TJandz<l.
In addition, we choose $ to be positive for all z > 1. Thus, Í» changes sign in the manner indicated in Figure 1 . Here, tj is small and positive. For technical reasons, we shall require that Or(TJ, z) > 0 for all z < 1. Since <j>'(T¡) = 0, this requires that we modify </> in the thin shaded strip in the figure so that the left and right r-derivatives of $ match up at T -T¡. The main results will hold for all tj > 0; thus they remain valid in the limiting case where tj = 0 (cf. §6.C). (We could also assume that </> is Lipschitz continuous at T = T¡ with positive right-hand derivative at TJ. The waves for smooth <|> are then obtained as limits of those obtained for Lipschitz <J> as D+<¡>(Tj) tends to zero.) Figure 1 We shall also have to modify the species diffusion coefficient D to a function d{T) when T < Ti (see D, below). where "prime" is d/dt,. Suppose that a solution (t, u, T, z) of (4) tends to a limit (rR, uR, TR, 1) as £ -> + oo, where TR < T¡ and tr > 0. It follows that t', T, and u' tend to zero as £ -» + oo. The first three equations in (4) can be integrated from £ to 4-oo to obtain
here pR = RTrtr1 and eR = cTR + gu are obtained from (2) and (3). It follows that (5a) can be used to eliminate u and uR from the remaining equations. If we introduce a new variable w = z', the final equations can be written as the four dimensional first order system The details are given in Appendix 1. In the sequel, the vector of dependent variables will be denoted by X = (t, T, z, w).
C. The critical points of (6)0 and (6). By construction, it is clear that XR = (tr, Tr, 1,0) is a critical point of (6)0 and (6). The claim is that for each (a, q0) in the shaded region of Figure 0 there are precisely three other critical points of (6), which will be denoted by Xl. = (tl.,Tl.,0,0), X* = (tI,TI,0,0), XJ=(t,.,TJ,z,.,0).
Here, Ti is the ignition temperature, TR< T¡ < TL. < TJ, and 0 < z, < 1. (There are other critical points with t -T -0, but these will not enter into the discussion.)
The proof involves an analysis of the Rankine-Hugoniot relations associated with (5) , and a comparison of these conditions with the additional restriction that w = $(jT, z)z -0 at critical points. The details are given in Appendix 2. As a consequence of this analysis, it follows that the curves Fl = 0 and F2 = 0 in the (t, T) plane have the aspect indicated in Figure 2 , for various values of z. The analysis is similar for the original system, (6)0. However, since 4>(T) = 0 for T < TJ-, the right-hand intersection point of f, = 0 with F2 = 0 will yield a critical point for each z > z¡. For each such z, we denote the associated critical point by C(z). 
£»< min(Xr,(l -z)a/L).
Then there exist solutions Xw(£) and Xs(£) of (6) where Ciz^) is a critical point in C(z) with z% < 1.
The constants appearing in conditions (7)- (9) depend on certain geometric properties of the vector field on the right-hand side of (6)0; they will be defined later (see (10), (11), (17), and (24)). For the moment, it suffices to remark that their role is to ensure that the z-component of Xw is always less than unity.
The solution Xs(£) is called a strong detonation; Xw{£) is called a weak detonation.
Since z = 1 at + oo the former solution is the correct, physically observed solution. In particular, if the viscosity coefficients are zero and the reaction proceeds infinitely fast, Xs corresponds to the "entropy" solution of the associated conservation laws.
However, for a certain measure zero set of (a, c¡r0), Xw is the "correct" solution. This can be seen by noting that (6)0 is linear with respect to (z, w). Thus, if X -(t, T, z, w) is a solution of (6)0, then (t, T, cz, cw) is also a solution of (6)0, but with a different liberated energy, namely, ClqQ. If X = Xw and c"1 = z^, then for this liberated energy, Xw tends to XR at +00. For liberated energies less than z^q0, the limiting value of z along Xw will exceed unity. It is reasonable to expect that under such conditions, no detonation profile exists, and that there is a transfer of stability to a slower, deflagration profile.
The remainder of the paper is devoted to the proof of Theorem 2.1. In §3, isolating neighborhoods Nw and Ns are constructed for the modified flow, (6) . In § §4 and 5, the (modified) flow is continued to a simpler set of equations where the indices of the maximal invariant sets S(NW) and S(NS) in Nw and Ns are easily computed. The nontriviality of these indices is then used in §6 to obtain the solutions Xw and Xs of (6)0. 3. Isolating neighborhoods for the modified flow. In this section, isolating neighborhoods Nw and Ns with respect to (6) are constructed which contain exactly two critical points, namely XL», X¡, and XI, XR, respectively. As explained in the introduction, the aim is to recover information about certain solutions of the unmodified flow, (6)0, from the behavior of solutions in S(NW) and S(NS).
A. Constructiion of Nw. Let z G (z,, 1) be given. Conditions on p, X, and D will be determined which imply that z is an upper bound for z along the unstable manifold of*L.._ Let F2(t, T) = F2(t, T, z), and let B be the rectangle in the (t, T) plane indicated in Theorem 3.1. Suppose that X and p satisfy (7) and (8) of Theorem 2.1. Then Nw is an isolating neighborhood of (6), provided that e and p are sufficiently small (see §2.D).
Proof. Let X0 = (t0, T0, z0, w0) G dNw. It must be shown that the solution curve through X0 at £ = 0 leaves Nw in at least one time direction. At many points, the curve will be transverse to dNw so that the solution immediately leaves Nw in one direction. At other points, the solution is tangent to dNw, and the possibility arises that the solution stays in Nw in both directions. In this case, the solution must be followed in either forward or backward time to a point where it leaves Nw.
Various types of boundary points are treated in each of the following lemmas. Together, they include all points in dNw.
Lemma 3.2. Suppose that (a)(T0,ro)G3Ti,
Then in each case, either the solution curve through X0 eventually leaves Nw or X0 is an interior point of Nw.
Proof, (a) Since the vector field (F,, otF2) points into the interior of B along dB for each z G [-r, z], it follows that the (t, T) components leave B in backward time. The solution therefore leaves Nw.
(b) If z0 = 0, then z either assumes negative values in one direction, or z remains nonnegative. In the former case, the solution leaves Nw, since X0 £ Ar. In the latter case, w0 = 0. Since w = z = 0 is an invariant manifold of (6), it follows that w = z = 0 along the entire solution. Since X0 £ Ar, the solution is not the critical point at XL». It follows that the (t,T) components leave B in backward time.
(c) If X0EdA\N¡, then z0 < 0, provided that r is small enough that the projection of Ar on the (t, T) plane is contained in the interior of B. Suppose first that w0 > 0. Then z decreases in backward time so that the orbit must remain in Ar in this direction for as long as w remains positive. Suppose that w(£) -0 for some £ < 0. At this point, Dw' = Oz < 0, since $ > 0 in Ar and z < 0. Thus z" < 0, so that z has a strict local maximum, which is impossible. It follows that w(£) > 0 for all £ < 0. If the solution were to remain in Nw (and hence, Ar) in this direction, z would converge to a negative limit. It is easily seen that each of the other components would also have to converge to limits in backward time. The limiting value of the solution would therefore have to be a critical point. Since there are no critical points in Ar with z < 0, the solution eventually leaves Ar while z < 0, and so, leaves Nw.
If w0 < 0, a similar argument shows that the solution leaves Nw in forward time. Finally, if w0 = 0, Dz"(0) = $z < 0, so that z has a strict local maximum at z0. It follows that the solution leaves Nw in both directions. Thus z has a strict local minimum at z and the solution leaves Nw in both directions.
The next two lemmas treat the remaining case, namely z0 = z, wQ = 0, and T0 < TJ. The following notation will be needed.
Let T be the value of T at the intersection of F2 -0 with F, = 0; since z > z¡, it follows that T< TJ. Select F,, G (F, TJ), and let / be the line segment indicated in Figure 4 . Finally, let SL(SR) be the points in B with F> F* which he to the left (right) of /, and let S be the shaded region in Figure 4 . Figure 4 Let a, b, and c be defined by
here, a', a", b", and c' are similarly defined positive constants that will be needed in the construction of Ns (see (17) and §4.C). From Figure 4 , it is evident that a and b are both positive. Moreover, 3F2/3t < 0 along F2 = 0; thus c is positive also.
Lemma 3.3. Suppose that z0 = z, w0 = 0, and Tt < T0< TJ, and that X and p are chosen small enough that (7) and (8) follows that
since z(0) = z, and L, the bound for z' in Nw, equals a~xK. From (7) and (11), it follows that q0T2K\£\< min(a, b)/2 for each £ G [£0,0]. Integration of the above inequality for r' -T from £0/2 to zero (together with (7) and (11)) yields the estimate
Since F0 > F, and t0<t2, it follows that either F(£0/2) < F2 or t(£0/2) < t,. In either case, the solution leaves Nw.
(ii) Now suppose that F'(£.) > 0 for some £, G [£0/2,0]. It will first be shown that if F'(£) = 0 for any £ G [£0,0], then (t, F) lies on the left side of / at £. To this end, note that at £,
Since otF2 < -b to the right of /, the claim follows. Now suppose that p is so small that (8) holds. If F'(£) = 0, it follows that
Thus F has a local maximum at every critical point £ of F in the interval [£0,0]. It follows that F has at most one critical point on this interval. Suppose first that F'(£) = 0 for some £ G [£0,0]. From the above it follows that F'(£) > 0 for £ G [£0, £]. The claim is that this monotonicity persists for all £ < £0. First note that t'(£) > 0, since (t, F) G SL at £. Since F, = 0 has negative slope in B, it follows that t'(£) remains positive for £ < £ for at least as long as T remains positive. Suppose that F'(£*) = 0 for some £* < £. If F,(t, F) > a at £*, the estimate (13) yields a contradiction. The problem is that now F(£*) may be less than F". However, from the preceding remarks it follows that (t(£*), F+) G SL. If F(£*) < T+, we have that F,(t(£*), F(£*)) > F,(t(£*), r") > a, since 3F,/3F<0.
Thus (13) holds at £ = £*. It follows that r and F are both monotone decreasing in backward time. Since there are no critical points in this region, the solution must eventually leave Nw. If F'(0) > 0, the result follows from a similar, simpler argument.
(iii) Suppose now that t'(£) < 0 for some £ G [£0/2,0]. Suppose also that F'(£) < 0 on [£0/2,0]; otherwise case (ii) applies. Assume that £ is the largest nonpositive £ with t'(£) < 0. Thus for £ < £, (t, F) moves into the region above F, = 0.
Note that T < 0 on the entire interval [£0,0], since the estimate (12) shows that F could only have a critical point when (t, F) G SL, and for such £, (t, F) lies above F, = 0, and hence, in SR.
The claim is that F(£0) > F2. Since (t, F) G SR for £ G [£0, £,], it follows that -XT' > b -q0T2K | £ -£, |> 0. Integrate this inequality from £0 to £, to obtain
Since | £0 -£, |>| £0/2 |, it follows from (7) and (11) This completes the proof of Theorem 3.1. Note that as z approaches z,, F", approaches F, arid the constants a and b appearing in (7) and (8) will approach zero. Hence the conditions on p and X become more restrictive as z -> z,.
B. Construction of Ns. An isolating neighborhood containing Z* and XR and excluding XL. and X¡ will now be constructed. This will depend on several results which will be proved later, namely, that Xt is an attractor for (6), and XL. is a saddle with a one-dimensional unstable manifold. The portion of this manifold in the region (z > 0} will be denoted by 9H". It will also be shown that 9H" lies in S(NW), and hence, z < 1 along this solution.
As a first approximation to A^, consider the union N of two regions Nl and N2, which are defined as follows. Let 8 be small and positive; in particular, suppose that 0 < <5 < 1 -z. From The following theorem shows that S(Nt U N2) (~) d(N¡ n N2) consists of certain distinguished orbits. An isolating neighborhood will finally be determined by excising suitable regions from N{ U N2 which excludes these solutions; in particular, the excision is performed in such a manner that the maximal invariant set in this new, smaller neighborhood avoids all boundary points of the excised regions.
Theorem 3.5. Let N = A^, U A^, and suppose that (8) holds. Then for sufficiently small e and p = p(e), S(N) n dN consists of the critical points at XL., X*, and X¡, together with the orbit along which z = w = 0 which connects XL. to X£.
(The existence of this connecting orbit is easily obtained from two-dimensional phase plane arguments; see Figure 6 .) Figure 6 Proof. As before, let X0 G dN and suppose that a solution of (6) hits X0 when £ = 0. The following cases will be considered separately in a sequence of lemmas:
(i)\w0\-L,z0 = 1 + 8, t0 = 0 or t2, or F0 = F. or F2;
(ii) z0 = 0, or w0 = 0 and z0 ^ 1 -8;
(iii) F0 = TJ and z0 =£ 1 -8; (iv) z0 = 1 -8.
In each successive case, it will be assumed that the conditions in the preceding cases do not hold. (c) Now suppose that 0 < z0 < z,. If F'(0) ¥= 0, the solution leaves N; assume then that F'(0) = 0. Since X0 G NX\N2, w0 > 0, so that z must decrease in backward time. By Lemma 3.7, it follows that z decreases along the entire backward half orbit, so that z must converge to a limit in backward time, if the solution is to remain in N. It easily follows that t, F, and w also converge to limits in this direction, and the limiting value of X must be a critical point with z = 0, i.e., XL, or X£. We now show that this is impossible.
Since X G N\\N2 in backward time, it follows that F3=TJ along the entire backward half orbit. Note that t'(0) < 0, since F0 = TJ-, F'(0) = 0, and 0 < z0 < z, (see Figure 2(c) ). The solution therefore moves into the region {t > t(0), T> TJ) in backward time. Since F, = 0 is independent of z and has negative slope in this region, it follows that t cannot have a critical point in backward time, and must therefore remain larger than t(0) for all £ < 0. However, t£ < tl. < t(0), so that the solution cannot tend to either XL» or XI.
(d) If z0 = z¡, then, as above, it may be assumed that F'(0) = 0. Since F0 = TJ, it follows that t'(0) = 0 also. Since w0 > 0, we have that F"(0) = -q0w0 < 0. F therefore has a local maximum at TJ, and the solution leaves N in both directions. □ License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
The proof of (iv) will require some additional conditions on p and X. In particular, let R be the shaded region in Figure 7 , and define Suppose then that w0 = 0. Then dw'(0) = $z0 > 0, so that w < 0 in backward time. Since $ > 0 when F > TJ, it follows that z cannot have another critical point in backward time while F > TJ. If F(£) > TJ for all £ > 0, it follows that z, and hence X, must tend to a limit as £ -» -oo. This limit must be a critical point of (6); however, there are no critical points in {z > 1 -8, T > TJ}. Thus the solution either leaves N or it hits T = T¡ for some £ < 0. Let £, < 0 be the largest such £. By Lemma 3.6, z(£,) < 1; it also follows that w(£,) =£ 0 and that F'(£,)> 0.
If z(£,) = 1, then if the solution remains in N, w(£,) = 0. However, z = 1, w -0 is an invariant manifold of (6) when F< TJ. Since F'(£,) > 0, it is easily seen that F(£) < TJ and z = 1, w = 0, for all £ < £, (cf. Figure 6 ). Such solutions eventually leave N. Suppose then that 1 -8 < z(£.) < 1. If F'(£,) = 0 then (t, F) G R (cf. Figure 7) ; it then follows from (8) and (13) that F"(£,) < 0. This leads to a contradiction, as F(£)>F(£,)for£>£,.
It must be that F'(£,) > 0, so that the solution moves into the region N2\N¡ for £ < £,. The claim is that F'(£) < 0 for all £ < £,. Let £2 < £, be the largest £ for which F = 0. Thus F(£2) < 7J and 1 -« < z(£2) < 1. Note that since F'(£,) > 0 and F(£,) = Tt, t(£,) < t», where t+ is as in Figure 7 . Since t' > 0 along F=£ TJ, t = t*, it follows that t(£2) < t^ also. Thus (t, F) must lie in the region R in Figure  7 at £ = £2 (since F2 = 0 at £ = £2). From (8) and (13), it follows that F"(£2) < 0, which is a contradiction. This proves the claim.
Next note that w must be negative for £ < £,. If this were not the case, z would have a local maximum at some point, and would then begin to decrease in backward time. Since F < TJ in this direction, and 0 < 0 for F < F, and z < 1, z would have to decrease as £ approaches -oo. It follows that z would eventually assume values less than 1 -8 while F < TJ, and so, the solution would leave N.
From the above remarks, it follows that X converges to a limit in backward time, where the limiting value of F is less than TJ, and the limiting value of t is less than t". Since there are no critical points in this region, the solution must eventually leave N. (iii) Now suppose that F'(0) < 0 and w0 > 0. These points are more difficult to eliminate from S(N). The problem is that the stable manifold of XR is three dimensional (cf. Appendix 3), and it will contain solutions which pass through such boundary points. The idea is to choose 8, e = e(8), and p = p(e) so small that either | w | exceeds L or | v \ exceeds 2K at some point along the orbit (cf. (14)). Thus the stable manifold of XR relative to the flow in S( N) must avoid such points.
The first claim is that at time £ = 5/2 L, there exists a constant A > 0 (independent of w0 and t0) such that $(F, z)z < -A82 at £ = £. First note that T is negative on the interval [0, £]; if F' = 0 on this interval, then at the first such point, (t, F) G R in Figure 7 , so that F" < 0, which leads to a contradiction. Thus F < TJ and z < 1 on [0, £]. In this region, $(F, z) = -(F, -F)(l -z). The factor TJ -F(£) can also be bounded away from zero. Since the constant A depends on the modifications introduced into the equations and does not appear in the statement of the main theorem, we only sketch the argument. Precise estimates could be given, but the details would not be interesting.
The "worst" possible case is when t0 = a (see Figure 8 ), so that F'(0) = 0. We have already seen in (ii) that such points do not lie in S(N). In particular, F"(0) < 0 at this point, and the solution moves into the region {F<TJ,z<l-5} in backward time (since w0 > 0). In particular, t' (0) (We remark that A depends on p and X, but it does not depend on d. Later, in §5, we will allow d and X to approach zero. This causes no difficulties with regard to the above estimate, if we perform the homotopy by first letting d approach zero and then allowing X to approach zero. When d = 0 (after a change of variables), these boundary points can obviously be eliminated from S(N); see §5. A.) Now note that £ = S/2L in the above can be arbitrarily small. It follows that if e < £/2, then TJ -F(e) > Ae. Let p = p(e) = Ae. It follows that F < T¡ -p on It can now be shown that it < -2K at some point along the orbit (see (14)). First choose e so small that the coefficient of the exponential is less than -A52/2. Next, the exponential can be made arbitrarily large by choosing e sufficiently small relative to 8. Thus for e sufficiently small, tt(e) < -2K. Since | tt |< 2K in A', such solutions eventually leave N. □ This completes the proof of Theorem 3.5. An isolating neighborhood, Ns, can now be determined. Let A*, A^, and A¡ be small neighborhoods of the critical points at XI, XL», and X¡, respectively. Since X¡ is an attractor for (6) (see Appendix 3), we can take A¡ to be an attracting neighborhood of X¡.
The rest point XL. is a saddle with a one-dimensional unstable manifold which is transverse to the plane z = 0 (see Appendix 3). Denote the orbit in this manifold along which z > 0 near XL. by 9H". It will be shown later that 911" C S(NW) (see §4.C), so that z < z along this orbit. Figure 9 Now let a = {X: T < TJ, z < z} U A¡. The projection on the (F, z) plane is depicted in Figure 9 .
Lemma 3.10. The z component along 91L" is monotone increasing up until the first time 911" hits da. This orbit hits da for some £ = £,<+ oo, and for £ > £,, the orbit enters the interior of a. In particular, if T -Ti at £,, then F'(£|) < 0, z(£,) G [z" z), andw(^) > 0.
Proof. If F > TJ, then $z > 0 so that z must have a local minimum at any point with z' -0, F > TJ. Since z' > 0 along 91L" near XL,, it follows that z is monotone increasing until 911" hits 3a.
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If 91" n 3a = 0, z must increase along the entire orbit. Since 91L" C S(NW), z (and hence, t, F, and w) must tend to limits in forward time. However, there are no critical points in the region z > 0 and X £ a, so that 91L" must hit 3a at some point.
If The final neighborhood, Ns, is defined to be Ns=(NUA*)\(AlU tub,,).
Theorem 3.11. A^ is an isolating neighborhood.
Proof. Since X¡, XL. $ Ns and XI is an interior point of Ns, these critical points do not lie in dNs. Also, the orbit along which z = w = 0 that connects X[ to XL, enters the neighborhood B^ and is therefore not in S(NS). Thus by Theorem 3.5, it need only be shown that S(NS) is disjoint from the new boundary points, i.e., [dN n d(At U5tU F)] U 3,4*.
The argument for points in 3,4* is exactly the same as for points in dAr in Lemma 3.2, and will be omitted. Suppose that X0 G 3 F. If F is thin enough, the solution through X0 will closely approximate 91L" on finite time intervals. By Lemma 3.11, 91L" enters the interior of the region a in finite time, and so, leaves Ns, since z < z < 1 -8 along 911". It follows that the solution through X0 leaves Ns in forward time.
Finally, suppose that X0 G dB¿. Since XL* is a saddle with a one-dimensional unstable manifold, the solution through X0 either tends to XL» in positive time (and so, leaves A^), or it eventually exits the neighborhood A^ D T?" in positive time. Moreover, it follows from the Hartman linearization theorem that when the solution through X0 leaves A^ in forward time, it must be close to the unstable manifold of XL* provided that B^ is sufficiently smaller than A^. It follows that the solution either enters the region (z < 0} (and so, leaves A^), or it hits a point in F n dA( provided that B^ is sufficiently small). In the latter case, the remarks in the preceding paragraph show that the solution eventually enters a, and so, leaves A^. □
The index of S(NW). It would be difficult to compute the index h(S(Nw))
directly from the definition of h in Appendix 4. This is avoided by exploiting the homotopy invariance of A. In particular, h is constant under homotopies of both the flow, (6) , and of Nw, such that S(NW) is interior to Nw throughout the deformation. Finally, it is shown that S(NW) (with respect to (6)) contains the portion 91L" of the unstable manifold of XL».
A. Continuation to Majda 's model. The homotopy consists of allowing d, and then X to approach zero. (We first deform d by decreasing D until d = e; we then let e approach zero.) It is essential that the homotopy be taken in this order, since the estimates of Lemma 3.4 require that e be chosen small relative to X.
At the limiting values of the homotopy parameters, the equations are singular. We shall therefore need to introduce certain changes of variables in order to obtain a better description of the behavior of solutions when d and X are near zero.
Suppose that D has been decreased to e, so that d(T) = e for all F Let -n be as in (14); it will be convenient to introduce a new variable/>(£) defined by (see (15)) (is) /»' = (-fj» + e(i))jB, where ß G [e, 1]. Thus when ß -\,p -tt. We now consider the system
where the 0(1) terms remain bounded as e tends to zero. We shall also need a suitable isolating neighborhood for (19). To this end, let / be a positive constant, and let I = {p: \p |< /}. Let^r be the projection of Ar on the (t, F, z) plane, and define RW=(BX {z:0<z=£z}) U Âr.
Finally, let Mw = Rw X Ip. image. It follows that Nw is an isolating neighborhood for (19), and that the index of S(NW) with respect to (6) equals that of S(NW) with respect to (19),. The projection of Ñw on thep-axis for each (t, F, z) contains a uniform interval I about p = 0, with the exception of certain points in the image of Ar with z < 0. However, it is easily checked that Ar need only be chosen so that (t, F, z) is near (tl.,Fl.O)
when X E Ar (cf. Lemma 3.2). Thus Ar can be increased so that its projection on the w-axis contains a uniform interval | w|< L. Since this does not affect the maximal invariant set in A^, the index remains the same as Ar is increased in this manner. It now follows that Nw contains a uniform interval Ip for some / > 0 and for each (t, F, z) G Rw.
We now claim that S(ÑW) = S(MW) for sufficiently small e and ß = 1. This follows from the p' equation in (19),. In particular, \p |< Re where R > a"'0(l), along solutions in S(ÑW) and S(MW). For example, if p -eR then p' < 0 at this point, so thatp increases without bound in backward time. If p = -Re the argument is similar. Now choose £ so small that eR < I. By §3.A, orbits in S(ÑW) and S(MW) are disjoint from dRwX Ip, and by the above, they are also disjoint from Rw X dlp. Thus these invariant sets are the same.
(b) The argument of the preceding paragraph shows that | p | =£ Re along solutions in S(MW). Since this argument is independent of ß, S(MW) is an isolated invariant set for (19)0 for each ß E [e, 1]. Now let ß = e and let e tend to zero. From Lemma 4.1 it follows that the index of S(NW) with respect to (6) equals that of S(RW X Ip) with respect to (20) ipr' = F,(T,F),
\xT' = F2(t,T,z), p' = -ap.
Note that p = 0 is an invariant manifold of (20) and that Rw is an isolating neighborhood for the (t, T, z) flow in this manifold.
We next let X tend to zero. To this end, define a new variable q by (21) <?(£) = XF'(£) = o-tF2(t,F,z).
Since F2/3F = -c < 0, q measures how far away the solution is from F2 = 0. The surface F2 = 0 defines F as a function of (t, z); this function will be denoted by F0(t, z). Let /(t, z) = F,(t, F0(t, z)) and g(r, z) = a'^(T0(T, z), z)z. From (21) it follows that \f -F, |= B(\)q and that |a"'$z -g\= &(l)q as q tends to zero.
Figure 10
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Let Hw be the projection of R w on the t -z plane (see Figure 11) , and let Rw be the image of Rw under the mapping (t, T, z) -> (t, z, q). As before, it follows that the projection of Rw on the q-axis contains a uniform interval Iq-{q: \ q \< 1} about q = 0, provided that Âr is modified in a suitable manner when z < 0.
The equations (20) Since (7 = 0 along bounded solutions of this system, the equations can be deformed to ( ' U = g(r,z).
B. Computation of the index. It can be seen that / = 0 is as depicted in Figure 11 . Also, g = 0 consists of z = 0, a portion of the line z = 1, and a third curve which corresponds to the trace of F2 = 0 in the plane T = T¡ (see Figure 10 ). The equations (23) are similar to Majda's model [6] . (Majda's "fluid" variable corresponds to density, whereas the fluid variable used here is specific volume. Thus our equations more closely resemble Majda's after the change of variables p = t"1.) The index can now be computed. Proof. It follows from previous remarks that Hw is an isolating neighborhood for (23). We compute the index by deforming g -0 in such a manner that the two critical points in Hw disappear at the end of the homotopy. Note that the only point where S(HW) can intersect dHw is the point in g = 0 with z -z (see Figure 11) . The orbit through this point can be forced to leave Hw if p is small enough. Thus we may have to decrease p as g = 0 is deformed in order to ensure that Hw is an isolating neighborhood throughout the homotopy.
The homotopy begins by deforming the curved portion of g = 0 to a vertical line (see Figure 12(a) ). This line then meets z = 0 at some point to the right of t = tl». These two branches are then "pulled apart" so that g = 0 consists of two components (see Figure 12(b) ).
As the component in z > 0 is raised upwards and to the left, the two critical points in Hw move together, coalesce, and finally disappear. At the end of the homotopy, g < 0 everywhere in Hw. It follows that every solution which hits a point in Hw eventually leaves Hw, so that S(HW) = 0. It follows that h(S(Hw)) = Ö (see Appendix 4) . D It follows from the above that h(S(Nw)) with respect to the original equations (6) equals Ö. Note that Nw contains two hyperbolic critical points X¡ and XL». The index of a hyperbolic critical point with k eigenvalues with positive real part is 2*, i.e., a pointed /c-sphere. If S(NW) were equal to the two critical points {X¡, XL,}, it would follow that h(S(NJ) = h(X¡) V h(XL.) = 2° V 2\ since X¡ is an attractor and XL. has one positive eigenvalue (see Appendix 4) . Since this is not the case, it follows that S(NW) contains nonconstant solutions. Moreover, by the sum formula in Appendix 4, it follows that X¡ cannot be an isolated point in S(NW) (otherwise S(NW) would have nonzero index). In the case of the limiting equations (23), it is clear that (t¿.,0) is a repellor relative to S(HW), i.e., S(HW) contains the portion of the unstable manifold of (tl,,0) along which z > 0. In the following section, we show that this is also true for the original equations.
C. The global behavior o/91t". We now show that 9H" C S(Nw). To this end, some additional conditions on X, p, and D will have to be prescribed. Let z G (0, z¡) be given, and define F2(T» T) = F2(t, T^z). Let F be the value of F where F2 = 0 intersects F, = 0, and let F0 G (TJ, F). Finally, let / be the indicated line in Figure 13 , and let SL(SR) be the region below T -T0 and to the left (right) of /. Positive constants a" and b" can be defined which bound -F, away from zero in SR and o-tF2 away from zero in SL, respectively. These constants have already been incorporated into the definition of a and b in (10). (7), (8) , and (9) hold. Then XL» is a repellor relative to S(NJ.
The details of the argument closely parallel those of Lemmas 3.3 and 3.4. We will therefore only sketch the proof.
Suppose that an orbit in S(NW) tends to XL. in positive time. Since $ > 0 when F > TJ, it follows that z must be monotone decreasing along the orbit extending from the largest time that T' = TJ until £ = + oo. If the orbit remains in Nw for all time, it follows that F = F0 at some point. Assume that this occurs at £ = 0, and that F(£)>F0forall£>0.
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The index of S(NS)
. In this section, we continue the flow of (6) The difficulty is that the image of Ns in the (t, F, z, p) plane will not always project onto an interval I on the p-axis containing zero in its interior. For example, if T' = TJ and z < 1 -8, then the fiber over (t, F, z) in A^ is a half interval {-oL < p < 0}, since 0 < w < L at all such points. This is remedied by increasing A^ through a family of isolating neighborhoods, Ns(l) = NSU #,(/), where #,(/) = C, X {(z,w):0<z< l-8,-l<w<L).
Lemma 5.1. Ns(l) is an isolating neighborhood for (6) for all I > 0.
Proof. Since isolating neighborhoods persist under perturbation A^(/) is isolating for all sufficiently small / > 0. Let /0 be the smallest positive / for which Ns(l) is not isolating. Since S(NS) = S(Ns(l)) for all / < /0, it follows that some solution in S(Ns(l0)) must pass through a "new" boundary point, i.e., a point X0 with F0 > TJ, z0 < 1 -8, and w0 = -/0. Since $z0 > 0 when T0>T" we have that dw' = al0 + $z0 > 0. If z0 < 1 -5, then w < -l0 in backward time, and the solution leaves Ns(l0). If z0 = 1 -8, then the solution enters N2 in backward time while w < 0. The argument in (b) of Lemma 3.9 shows that the solution leaves Ns(l0) in backward time. D From Lemma 5.1, it follows that h(S(Ns)) = h(S(Ns(L))). Now let A^F) be the image of A^(F) in the (t, F, z, p) plane. It follows that the projection of ÑS(L) on the p-axis contains a uniform interval Ip = {p: \p\< I}, for some / > 0. As in §4, it follows that h(S(Ns)) with respect to (6) equals h(S(Rs X Ip)) with respect to (20).
A similar problem is encountered as X tends to zero. In particular the projection on the g-axis of the image of Hs X Ip in the (t, z, p,q) plane will not contain the interval Iq when F is equal to or slightly larger than TJ and z < 1 -8. However, since Rs X I is an isolating neighborhood, S(RS X Ip) is disjoint from such points; for small X, S(RS X Ip) will lie within 0(X) of F2 = 0. Thus if Rs X Ip is increased by including a small neighborhood of such points, this will not affect the maximal invariant set and the index will remain the same. Moreover, the projection on the ¿¡r-axis of the image of the (modified) region Rs X Ip in the (t, z, p, q) plane will contain a uniform interval Iq for sufficiently small X. Thus the flow can be continued to that of (22) with X = 0 in the region HSX IpX Iq (see Figure 14) . Proof. Note that every orbit which hits a point in Hs to the right of t and below the curve g = 0, F = TJ, eventually enters the region F > F while z < 1 -ô, and so, leaves// s. Let D be this set of points. It follows thath(S(Hs)) = h(S(H5\Dy).
The homotopy begins by deforming g = 0 inside D in the manner described in §4.B. In particular, g = 0 is pulled apart into two components, and the critical points corresponding to XL, and X¡ are cancelled. This is indicated in Figure 15 With a little effort, it could be shown that this orbit is a connection from Xf to XR. However, we are only interested in the behavior of solutions of (6) in the unmodified region, T>T¡. The important information about S(NS) is therefore contained in the preceding paragraph.
6. Proof of Theorem 2.1. As mentioned in the introduction, we use the behavior of the solutions obtained in § §4 and 5 of the modified equations, (6), to construct certain solutions X0(£) and A',(£) of the original flow, (6)0, which lie in the unstable manifold of A'* and which tend to critical points C(z0) and C(zx) along the curve C(z) at +00, where z0 < 1 <z,. A shooting argument is then invoked along a portion of the unstable manifold of XI to obtain the desired solution, A'J(£).
A. The orbits A'0(£) and Xw(£). Let 911* denote the portion of the unstable manifold of XL. with respect to (6)0 along which z > 0. Thus 911* coincides with 911" extending from XL, until the first point X0 along 911 " where F = TJ. The following lemma shows that 9H* is the solution curve of (6)0 corresponding to Xw(£) of Theorem 2.1. It follows that z tends to the limit z = z0 + Do^Wq and that (t,T) converges to a limit (f, F) on F, = 0 and F2(t, F, z) = 0.
Thus, it only remains to show that F(£) < TJ for all £ > 0. Let £, > 0 be the first £ > 0 with F(£) = TJ. Since z is monotone increasing on [0, £,], F2(t, F, z) = 0 lies below F2(t, T,z0) = 0. Since F'(0) < 0, it follows that t0 > t,, where t, is as in Figure 16 . Since t' > 0 along t = t,, F < T¡, it follows that t(£,)>t,.
Since F2(t, TJ, z) < 0 for t s* t, and z > z0, it follows that F'(£,) < 0, which is a contradiction, thus F(£) < TJ for all £ > 0. D Note that by Lemma 3.10, the solution 91L* at X0 satisfies the conditions of Lemma 6.1. Thus 9IL* tends to a limit C(z^) at + oo, where the limiting value z* of z is z^ = z0 + Da']wQ. Since X0 E Nw, it follows that z0<z and that w0 «5 L. Thus condition (9) of Theorem 2.1 implies that z* < 1, and 91L* is the solution curve xw(0-Now let 9H* be the unstable manifold of XI with respect to the original equations, (6)0. This manifold is two-dimensional and it is easily seen by linearization that it contains solutions whose z and w components are positive near X*. Moreover, the connecting orbit from X£ to XL. along which z = w = 0 also lies in 911*. It follows that 911* contains a solution X0(£) which closely approximates the connecting orbit and along which z and w are both positive. Since <f>z > 0 for F > TJ and z > 0, it follows that z must remain monotone increasing along X0(£) while F > TJ. If X0(£) is so close to the connecting orbit that it enters the excised neighborhood F* of XL», it must eventually exit An, at which point it must be close to 911*. It follows that the orbit A'0(£) hits a point X0 which satisfies the hypotheses of Lemma 6.1. Thus X0(£) must tend to a limit C(z0) on C(z) with z0 near z*, so that z0 < 1. The projection on the (F, z) plane is depicted in Figure 17 . Proof. By the results of §5, there exists for all small 8 > 0 a solution A"s(£) in S(NS) of (6) which tends to XL. as £ tends to -oo. Thus A"s(£) lies in 9H* when F > TJ. Moreover, z and w are positive along Xs(£) while F > TJ. In order for A"ä(£) to remain in Ns, it follows that F = T¡ at some point along the orbit (otherwise, z will increase without bound). At the first such point Xs, it follows from the construction of Ns that 1 -8 < zs < 1, ws > 0, and F < 0. By (b) of Lemma 3.8, we also have that F < 0 at this point. Now Xs G Ns which is a compact set; thus A"8 (or some subsequence) tends to a limit, Xo. Since 91L* is closed, it follows that Xo G 911*. From the above, it follows that z° = 1, w° > 0, F° = 7", and that r < 0 at Xo. If F = 0 at A-0, then by (b) of Lemma 3.8, F has a local maximum at F° = F', so that T < T¡ along the solution through Xo in backward time. This contradicts the fact that Xs -* Xo and that F > TJ along A"s(£) in backward time.
Thus the solution curve of (6)0 through A"0 satisfies the requirements of Lemma 6.1, and since z° = 1, the positive half orbit tends to a limit C(z,) on C(z) for some z. > 1. D Note that if w° = 0, then A",(£) is the desired connecting solution, A'J(£), since w = 0, z = 1 is an invariant manifold of (6)0 when F < TJ. However, this would imply that the 2-manifold 91L* intersects the 2-plane, F = TJ, w = 0, in R4; generically, this will not be the case. Thus in the following, we assume that vv° > 0, so that the limiting value z, of z exceeds unity. C. Existence of A"s(£). Suppose that A"0(£) and A",(£) are parametrized so that Aq(0) and A",(0) lie in dA*, where A* is the neighborhood of XI used in the construction of A4. Let T(r) be a simple continuous curve in 911* such that T(r) C{z>0,w> 0}, T(r) C A*, T(0) = Xo(0), and T(l) = A^O). Let Xr(0 be the solution of (6)0 which passes through T(r) at £ = 0.
From previous remarks, it follows that either A"r(£) tends to a limit C(zr) along C(£) with zr > z¡, or that z becomes unbounded along Xr in positive time. In particular, z must be monotone increasing along Xr while F > TJ. If F > TJ along the entire orbit, then Xr either tends to C(zt) or z becomes unbounded in positive time. If F = F, at some point along Xr, then by arguments similar to those of Lemma 3.10, Xr satisfies the conditions of Lemma 6.1 when F = TJ-, and the solution tends to a critical point C(zr) with zr > z,. Note that in either case, z is monotone increasing along the entire orbit.
The To prove (i), assume that r E B, so that z < 1 along the entire orbit, Xr. From previous remarks, it follows that XT tends to a limit C(zr) with zr *£ 1, and by hypothesis, zr < 1. Thus r E A.
Next, suppose that r0 G A. If T> T¡ along the entire orbit, then Xr tends to A,. Thus Xro eventually enters the neighborhood A¡ of A, in positive time. It follows for r sufficiently near r0 that Xr also enters A¡. If T> TJ along the entire orbit Xr, then Xr also tends to A,, since /I, is an attracting neighborhood relative to the region {F 3= TJ}. If this is not the case, then F = TJ at some point along Xr while Xr G A¡. By condition (9) , it follows that Xr tends to a critical point zr with zr < 1. Finally, suppose that F = TJ at some point along Xr, say, at £ = £0 > 0. If r is sufficiently near r0, it follows that Xr hits a point with F = TJ near the time £ = £0, at which point Xr will be close to Xr. It again follows from (9) that Xr tends to a critical point C(zr) with zr near z , and hence, less than unity. Hence A is open.
Finally, we show that B is open. Let r0 E B, and suppose that z = 1 at some point with T> T¡ along A"ro. It follows that z' > 0 at this point (since <j> > 0 in this region). It again follows from standard continuous dependence theorems that Xr hits a point with z = 1 and T> T¡, and that at this point z' > 0. Thus r E B for r sufficiently near r0. If z = 1 when F< TJ along Xr<¡, then either z' > 0 (in which case the preceding argument applies), or z' = w = 0. In the latter case, the solution would be a connection from A'* to XR (since z = 1 in forward time), contrary to our hypothesis.
Since (i), (ii), and (iii) contradict the connectedness of [0,1 ], we see that the solution Xs(£) does in fact exist.
Finally, note that these results hold for all tj > 0 (cf. Figure 1) . It easily follows that the solutions AJ.(£) for tj > 0 tend to a similar connecting orbit as tj approaches zero.
D. Chapman-Jouget detonation. Our results apply to the case where (a, q0) lies in the interior of the shaded region in Figure 0 . It follows that the sound speed of the reaction products exceeds the wave velocity, o. This will be the case when the detonation is initiated by a violent disturbance, e.g., an explosion. Another situation where this will occur is when a combustion wave proceeds from a pipe of large diameter to a pipe of small diameter.
Detonations can also arise spontaneously. For example, suppose that the gas is ignited sufficiently so that a combustion wave is formed. Initially, the wave speed may be subsonic relative to the unburned gas. However, if energy losses due to dissipative effects are not too great, the wave velocity will be accelerated; the asymptotic velocity is then determined by the curve q0 -q0(a) in Figure 0 . This is called Chapman-Jouget detonation. For a given q0, let aCJ be the corresponding wave velocity on this curve.
It is easily seen that Theorem 2.1 is valid when a -aCJ. First note that as a I aCJ, the critical points XL. and XI coalesce to a single critical point, XCJ. Moreover, as a decreases, it is easily checked that TL» increases. Thus the temperature TCJ at XCJ exceeds TL», and hence, TJ. (This can be seen by noting that when a = aCJ, F, = 0 is tangent to F2(t, F,0) = 0.) Let z¡(a) be the value of z at A, for a given a. Then z¡(a) increases to a limiting value z¡(aCJ) < 1 as a l aCJ.
Suppose that z G (z,(ac/), 1), where z is as in §3.A. It is then easily seen that the conditions (7), (8) and (9) are not affected as a I aCJ. In particular, these conditions are used in estimates of solutions in regions of phase space where X is far away from XL, and XI (see Figures 4, 7, and 13) . It follows that for each a < aCJ, a strong detonation A7(£) from A"* to XR exists, where the conditions (7), (8) , and (9) hold uniformly, as a laCJ. It easily follows the solutions A"sa(£) tend to an orbit XCJ(H) which connects XCJ to XR. E. Concluding remarks. It has been assumed that (a, q0) are such that T¡ < TL, < Tl. As mentioned in the introduction, other possible cases are that TL. < TJ-< TJ* or TL» < F* < TJ. In the former case, weak detonations do not exist. The construction of Ns and of the orbit A",(£) is considerably simpler, and with minor modifications, the methods used here will be applicable. The latter case, however, is quite different. Since 4> = 0 for T ^ Tt, connecting orbits from A"* to XR do not exist. However, there now exists a curve of rest points C(T) of (6)0 with F* < F< TJ and whose z-components are positive. Thus the gas may only be partially burned at £ = -oo. This phenomenon was first noticed by Majda and Rosales [7] , where asymptotic solutions were produced with this type of behavior. It is plausible that the method used here should be applicable to this case (i.e., an index argument for a modified flow followed by a shooting argument); however, the constructions would be different, since the "correct" critical point along C(T) to which the orbit should tend at -oo is not a priori known.
Finally, we remark that for strong shocks, X and p may depend on the fluid variables. However, if X0 and p0 are positive constants which majorize X and p and which satisfy (7) and (8), the t' and T equations can be written in the form X0F' = X0X-WF2, p0T'= p0p-'F,; since the coefficients X0X_1 and ¡i0ijl~x exceed unity, the conditions (7)- (9) of Theorem 2.1 hold for these new nonlinearities. The proof is then the same as before. This can be seen by noting that higher derivatives of t or F need to be computed only when F, or F2 equals zero. Thus the (nonzero) derivatives of these new coefficients will be multiplied F,, or F2, and so they will not actually be present in such computations. Appendix 1. Derivation of (6) . The equations (6) are obtained from (5) Appendix 2. The critical points of (6) . Let X i= XR be a critical point of (6) . Then w = 0, $(F, z)z = 0, and F, = F2 = 0 (the critical points with t = F = 0 will not enter into the discussion).
Lemma A.l. There are exactly four critical points of (6) . Moreover, (t, p) must also satisfy p -pR = -o2(f -tr). It follows that (t, p) must lie on the intersection of this chord with the level curves of H. It is easily checked that the hyperbola Tp = RT¡ has the aspect indicated in Figure  A .l. Thus for sufficiently large a, there is determined a range of admissible q0, namely q0(a) < q0 < qQ(o) for critical points with z = 0. (This is due to the hypothesis that the temperature at such a critical point must exceed TJ.) Thus there are precisely two such critical points, which we denote by XL. and A"*. Figure 1 ). Let z, be defined by %(a) -<7o(l ~~ z¡)-It follows that there is precisely one critical point when T = T¡ and z = z, (which we denote by A,), and one critical point with z = 1 and F< F, (namely XR).
It is easily checked that q0(a) tends to + oo as a -» + oo, while q0(a) tends to a finite limit. D
We next show that T¡ < TL. < T¿, and that the curves F2 = 0 have the aspect indicated in Figure 2 . These facts follow from the next lemma. At Xf, it will be shown that the first factor in c(s) above has one positive and one negative root. To this end, note that the slope -a/b of the tangent to F, = 0 is greater than the slope -c/d to the tangent to F2 = 0 at XL, (see Figure 2(c) ). Since b and d are both negative, it follows that ad -be < 0. The first factor in c(s) therefore contributes one positive and one negative root. This completes the proof. □ Lemma A.5. The index of A, is 2°, i.e., X¡ is an attractor.
Proof. The linearization of (6) 
