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Recent widespread blackouts that have taken place in many countries throughout the 
world, have indicated the need for more efficient and accurate power system monitoring, 
control and protection tools.  Power system state estimation, which is the major tool that 
is used nowadays for providing the real-time model of the system, has significant biases 
resulting mainly from the complexity and geographic spread and separation of an electric 
power system. It is based on a centralized architecture, where simplified models are 
utilized, and as a result the short-term dynamics of the system cannot be captured. These 
restrictions limit the control actions that can be taken on the system in order to protect it 
from major disturbances.  
Synchrophasor technology is a promising technology that has numerous advantages 
compared to conventional metering devices. PMUs provide synchronized measurements, 
where synchronization is achieved via a GPS clock which provides the synchronizing 
signal with accuracy of 1 μsec. As a result, the computed phasors have a common 
reference (UTC time) and can be used in local computations, thus distributing the state 
estimation process. The distributed state estimation architecture that synchrophasor 
technology enables, along with the fast sampling rate and the accuracy of the 
measurements that PMUs provide, enable the computation of the real-time dynamic 
model of the system and the development of numerous power system applications for 
more efficient control and protection of the system. 
Towards these goals, the main objectives of this work are (a) to develop a distributed 
dynamic state estimator that is performed at the substation level based on synchronized 
(available from PMUs) and non-synchronized (available from relays and meters) 
measurements, captures with high fidelity the dynamics of the system and extracts in real 
time the dynamic model of the system and (b) to develop a transient stability monitoring 
scheme that utilizes the information given by the dynamic state estimation, achieves  real-
time monitoring of the transient swings of the system, characterizes in real time the 
stability of the system and enables a novel, predictive, generator out-of-step protection 
xxi 
 
scheme capable of detecting potential generator loss of synchronism after a system 
disturbance. 
The theoretical background and the mathematical formulation of a PMU based 
distributed dynamic state estimator (DSE) is presented. Two formulations of the DSE are 
developed. The first one, referred to as DSE-Q, is used to capture with high fidelity the 
electromechanical dynamics of the system. The second one, referred to as DSE-T, is used 
to capture both electromechanical and electrical transients. The approach utilizes 
quadratic power system component modeling which converts the problem in quadratic 
without any approximation, and improves the convergence characteristics of the 
algorithm. The solution is further simplified if only synchronized measurements are used 
and the associated devices are linear, in which case the state estimation becomes linear 
and has a direct solution. Moreover, it uses a three-phase, asymmetric and breaker 
oriented power system model in order to account for system imbalances, asymmetries 
and topology changes. DSE is implemented based on object-oriented and sparcity 
techniques. In addition, the decentralized architecture of the proposed DSE is also 
emphasized. In particular, DSE is performed at the substation level by utilizing only local 
measurements available from PMUs, meters, FDRs etc in the substation only, thus 
avoiding all issues associated with transmission of data and associated time latencies. 
This approach enables very fast DSE update rate which can go up to more than 60 
executions per second. The developed DSE has been tested on actual substation models, 
the LongBay and RHPP substations of US Virgin Islands power system and the Gilboa-
Blenheim substation of New York Power Authority's power system.  
A novel, predictive, transient stability monitoring scheme with an application to 
generator out-of-step protection is also presented.  In particular, the real-time dynamic 
model of the system, as given by the DSE, is utilized to evaluate the system’s energy 
function based on Lyapunov’s direct method and monitor the energy of the generator 
continuously and in real time, in order to characterize the stability of the system. The two 
major components of the scheme are a) the calculation of the center of oscillations of the 
system and b) the derivation of an equivalent, reduced sized model which is used for the 
calculation of the potential and kinetic energy of the system based on which the stability 
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of the system is determined. Finally an application of this scheme, which is a novel 
predictive generator out-of-step protection scheme is described, in which the energy of 
the generator is continuously monitored and if it exceeds a predefined threshold then 
instability is asserted and a trip signal can be sent to the generator. The developed scheme 
is compared with the state-of-the art technology for generator out-of-step protection, 
which is based on impedance relays that monitor the impedance trajectory at the 
terminals of the generator. The major advantage of the proposed scheme is that the out-
of-step condition is predicted before its occurrence and therefore relays can act much 












1.1 Problem Statement 
The major cause of one of the most widespread blackouts in history, the August 2003 
Northeastern United States and Canada blackout, was identified to be lack of system's 
situational awareness [1]. This conclusion has demonstrated the need for more efficient, 
accurate, and reliable tools to monitor the power system in real time. The major tool that 
is presently used to achieve this functionality in modern energy management systems 
(EMS) is power systems state estimation (SE).  
In particular, SE is performed in a centralized manner based on asynchronous 
measurements that are collected in the control center where the SE is performed every 
few minutes [2]-[3]. Steady-state system models are used, while measurements of various 
electrical quantities (including voltage and current magnitudes, active and reactive power 
flows and injections) are available via a supervisory control and data acquisition 
(SCADA) system. However, the complexity, the large dimensionality, and the geographic 
extent of the modern power systems impose significant biases in the formulation and 
execution of SE [4].  
The introduction and the continuously growing installation of phasor measurement 
units (PMUs), which provide highly accurate synchronized measurements, have opened 
up the possibility for more efficient and accurate monitoring of the power system. SE is 
one of the major power system monitoring functions that can be modernized based on 
synchronized measurements technology and advances in substation automation. Biases in 
existing state estimators can be eliminated using PMU measurements in combination 
with highly accurate, three-phase and asymmetric power system models. In addition, 
PMUs provide phasor measurements that are GPS-synchronized to a common reference 
(UTC time reference), and thus are globally valid and can be used in local computations. 
As a result, PMUs allow for the implementation of SE in a distributed and decentralized 
architecture that eliminates the biases resulting from a centralized architecture.  
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PMU technology enables also the development and advancement of numerous power 
system applications and especially of advanced protection schemes that will improve the 
robustness and the security of power systems. A representative example of these 
applications is an on-line transient stability assessment tool that will efficiently and 
accurately characterize in real time the stability of the system and indicate the remedial 
actions that are required to prevent instability of the system or protect individual 
components of the system such as generators. The accuracy, the fast sampling rate, but 
most importantly the synchronized on a common reference (UTC time) measurements 
that PMUs provide, can be used to design on-line transient stability tools that will be able 
to evaluate in real time the dynamic model of the power system, monitor the transient 
swings of the system upon a disturbance, characterize its stability and indicate whether a 
generator has to be tripped before it goes into out-of-step operating condition. As a result, 
synchrophasor technology opens up the capability of the development of such tools and 
as a result overcome the disadvantages of currently available technology that is used for 
transient stability analysis which is based on computationally intense off-line studies. 
Given the identified need for more efficient tools for monitoring and protection of the 
power system, and given the characteristics of the PMU technology that can enable the 
development of such tools, the objectives of this work are given next.  
1.2 Research Objectives 
The dissertation objectives are (a) to develop a distributed dynamic state estimator 
that is performed at the substation level based on synchronized (available from PMUs) 
and non-synchronized (available from relays and meters) measurements, captures with 
high fidelity the dynamics of the system and extracts in real time the dynamic model of 
the system and (b) to develop a transient stability monitoring scheme that utilizes the 
information given by the dynamic state estimation, achieves  real-time monitoring of the 
transient swings of the system, characterizes in real time the stability of the system and 
enables a novel, predictive, generator out-of-step protection scheme capable of detecting 
potential generator loss of synchronism after a system disturbance. 
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In particular, initially the dissertation presents a distributed dynamic state estimator, 
which is performed at the substation level by utilizing only local measurements available 
from PMUs, meters, FDRs etc in the substation only, thus avoiding all issues associated 
with transmission of data and associated time latencies. This approach enables very fast 
DSE update rate which can go up to more than 60 executions per second. Two 
formulations of the proposed DSE are presented. The first one, referred to as DSE-Q, is 
used to capture with high fidelity the electromechanical dynamics of the system. The 
second one, referred to as DSE-T, is used to capture both electromechanical and electrical 
transients. The approach utilizes quadratic power system component modeling in order to 
improve the convergence of the algorithm. If only synchronized measurements are used 
and the associated devices in the substation are linear, the solution is further simplified 
since the state estimation becomes linear and has a direct solution. Moreover, it uses a 
three-phase, asymmetric and breaker oriented power system model in order to account for 
system imbalances, asymmetries and topology changes. The object-oriented formulation 
of the DSE is emphasized which is one of the key characteristics in the implementation of 
the DSE towards its very fast execution rates. 
Towards the second objective of the work, a transient stability monitoring scheme is 
presented that utilizes the information given by the dynamic state estimation and enables 
real-time monitoring of the transient swings of the system and characterizes the stability 
of the system in real time. In particular, the real-time dynamic model of the system, as 
given by the DSE, is utilized to evaluate the system’s energy function based on 
Lyapunov’s direct method and extract stability properties from the energy function. The 
two major components of the scheme are a) the calculation of the center of oscillations of 
the system and b) the derivation of an equivalent, reduced sized model which is used for 
the calculation of the potential and kinetic energy of the system based on which the 
stability of the system is determined. An application of the transient stability monitoring 
scheme is an energy based, generator out-of-step protection scheme that is also presented. 
The energy of the generator is continuously monitored and if it exceeds a predefined 
threshold then instability is asserted and a trip signal can be sent to the generator. The 
major advantage of the proposed scheme is that the out-of-step condition is predicted 
before its occurrence and therefore relays can act much faster than today’s technology.  
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1.3 Thesis Outline 
The outline of the remaining parts of this document is as follows: 
In Chapter 2, background information is provided on the origin of the topic along 
with presently available technologies that are being used. In addition, a thorough 
literature survey is presented that summarizes related research work efforts. In particular, 
the presently utilized technology for state estimation along with its biases and limitations 
are presented. Synchrophasor technology and how it can be utilized for the development 
of advanced state estimators is also presented. A literature review on the real-time 
transient stability assessment methodologies, describing the advantages and 
disadvantages of the existing methods that have been proposed and developed follows. 
Finally, present state-of-the-art protection schemes that are used for generator out-of-step 
protection are presented. 
Chapter 3 presents in detail the mathematical formulation and the solution 
methodology of the developed distributed dynamic state estimator. More specifically, the 
object-oriented device modeling that is used for the two DSE formulations (DSE-Q and 
DSE-T) is presented in detail. The mathematical model and the categorization of the DSE 
measurements are also presented.  The DSE solution algorithm and performance 
evaluation, along with bad data detection, identification and rejection methodology 
follow. Finally, the overall algorithm of the DSE with emphasis on the object-oriented 
implementation is described.    
Chapter 4 presents the developed transient stability monitoring scheme. In particular, 
the utilization of the information on the real-time dynamic model of the system provided 
by the DSE, combined with Lyapunov’s direct method for transient stability analysis is 
described. The major components of the algorithm which are a) the calculation of the 
center of oscillations of the system and b) the derivation of an equivalent, reduced sized 
model which is used for the calculation of the potential and kinetic energy of the system 
based on which the stability of the system is characterized, are described, along with the 
overall algorithm of the proposed scheme. Finally, a novel, generator out-of-step 
protection scheme that has been developed as an application of the transient stability 
monitoring scheme is also described. 
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Chapter 5 presents demonstrating examples on the DSE. In particular, the DSE has 
been tested on NYPA’s Blenheim-Gilboa substation and on two substations (Longbay 
and RHPP) of USVI’s power system. 
Chapter 6 presents demonstrating examples of the developed transient stability 
monitoring and generator out-of-step protection schemes. The schemes are presented on 
multiple substation systems and in NYPA’s Blenheim-Gilboa generating substation. The 
developed generator out-of-step scheme is compared to presently available state-of-the-
art out-of-step protection schemes in order to verify its superiority. 
Finally, Chapter 7 summarizes the research work and outlines the results and 
contributions of this dissertation. 
There are also four appendices in this dissertation. In Appendix A the quadratic 
integration method is summarized. Appendix B describes the mathematical procedure for 
the calculation of the potential energy function of the generators in a multi-machine 
power system. Finally Appendices C and D describe the NYPA and USVI power system 














2 LITERATURE REVIEW AND BACKGROUND 
INFORMATION 
2.1 Overview 
This chapter provides the background information of currently available technologies 
related to the research along with a literature review of the research efforts on these 
topics. In particular, the first section summarizes the currently utilized technology in state 
estimation and the biases and limitations of it. Then a short introduction is given on 
PMUs, in order to emphasize on the characteristics of this technology and how it can be 
utilized for the development of advanced state estimators, such as the proposed one.  
The second section provides a literature review on the real-time transient stability 
assessment methodologies that have been proposed and developed. The requirements for 
a reliable and accurate online transient stability monitoring tool are discussed along with 
the advantages and disadvantages of the existing methods. 
Finally, the third section summarizes present state-of-the-art protection schemes that 
are used for generator out-of-step protection. This information is given as background 
material since a comparison of the existing schemes with the developed scheme is 
performed.     
2.2 Conventional and PMU-Based State Estimation 
Control and operation of electric power systems is based on the ability to determine 
the system's state in real time. A reliable and accurate real time model of a power system 
is of paramount importance for is effective control and operation. Historically, the 
importance of this issue was recognized immediately after the 1965 blackout. Power 
system state estimation (SE) was introduced in the late 60s in order to achieve this 
objective [5]-[7] and has traditionally been treated as a static state estimation problem. It 
is based on a centralized approach that makes use of a steady state system model and of 
measurements of various electrical quantities (voltage and current magnitudes, active and 
reactive power flows and injections, etc) available via a SCADA system [2]-[3]. All the 
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measurements are sent from local remote terminal units (RTUs) to a central control 
center that monitors the entire system under control. The resulting real-time model of the 
system is of key importance for system monitoring and control. In fact, all the additional 
applications that may run in a power system control center, like contingency analysis, 
unit commitment, economic dispatch, etc use the results of state estimation as their input 
and perform their analysis based on these results. Therefore, state estimation is currently 
the cornerstone of control center real-time applications. 
The complexity and geographic spread and separation of an electric power system 
have imposed significant restrictions in the implementation of power system state 
estimation. Contrary to other plants that are locally monitored and controlled, or that are 
remotely monitored and controlled but all measurements come from a specific location, 
an electric power system is widely spread. This means that measurements originating 
from multiple different locations (substations) have to travel significant distances to the 
data collection and processing center, usually referred to as energy management system 
(EMS). Thus, communication issues and latencies become an important problem [8]. 
Furthermore, if measurements are not accurately time-stamped, in a unified way, 
independent of the measurement location and thus are not synchronized, they can 
introduce significant biases in the estimation, and may even be practically useless in a 
dynamic estimation framework. The current centralized state estimation is also 
characterized by biases which arise from system asymmetries (not taken into account in 
the current system modeling), imbalanced operation and instrumentation errors [4],[9]. 
Additional disadvantages of centralized state estimation are (a) long execution time that 
is needed for the state estimation due to the large number of data and the model size and 
complexity, (b) bad data detection and identification becomes more complex and less 
sharp and (c) excessive communication requirements, since all SCADA data must be sent 
to a central location.  
Such implementation issues have limited the power system state estimation to only 
basic, static, least squares-based algorithms. The process is executed relatively infrequent 
and is thus not suitable for dynamic monitoring of the system. The available 
measurements are limited to slow varying quantities, like power flows, voltage and 
8 
 
current magnitudes (not phase angles or instantaneous values) or discrete measurements 
of breaker status (that determine the system configuration). Such measurements are fitted 
to a steady state system model. The estimation algorithm is executed at a frequency of 
every several minutes. No dynamics are included in the models, since most of even the 
slower system dynamics have time scales of the order of milliseconds or at most seconds, 
and usually a very limited amount of system dynamic data have been available by the 
electric utilities. Most of such data are also of low accuracy, contrary to simple steady 
state models, for which utilities usually have precise information.  
In summary, power system state estimation, in its current status, is not capable of 
capturing the system dynamic behavior. It only provides monitoring information in the 
form of a sequence of steady states. This also limits the wide area control actions on the 
system to very slow steady state control that is usually manually executed by the system 
operators. Such control application can be, e.g. economic generation dispatch among 
units, power flow redirection, reactive power and voltage profile control, static security 
assessment and control, load forecasting. Fast automatic control during faults and 
transients in general is provided only locally, on a component basis, not taking thus into 
consideration the wide area system behavior. 
Recent major power system outages such as the 2003 U.S.-Canada black-out emerged 
the need for more efficient methods of monitoring the state of power systems. A 
promising technology that can revolutionize state estimation is phasor measurement units 
(PMUs) [10]-[16]. PMUs provide synchronized measurements where synchronization is 
achieved via a GPS (Global Positioning System) clock which provides the synchronizing 
signal with accuracy of 1 μsec. This time precision is translated into a precision of 0.02 
degrees of the US power frequency (60 Hz). Therefore, the technology has the potential 
to measure the phase angles with a precision of 0.02 degrees. This means that 
measurements taken, or phasors computed via a time reference, at one location, are 
globally valid and can be used in local computations (making their results also globally 
valid) or along with data collected or computed at different locations. So, this eliminates 
problems originating from the wide geographic separation of a power system by making 
local measurements or computed quantities globally valid. The detailed definition of a 
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time synchronized phasor can be found in IEEE C37.118 Standard [17] and is illustrated 
in Figure 2.1. 
 
Figure 2.1. Synchrophasor definition [18]. 
The advantages from the integration of synchronized measurements into an existing 
nonlinear estimator have been addressed in several publications [19]-[20]. Moreover, 
state estimators that utilize only PMU measurements, thus resulting in linear estimators, 
have been also proposed. The first linear estimator using PMU technology was 
introduced in 1994 [10]. Multi-level linear estimators have also been proposed in [21]-
[22]. Another advantage is that the introduction of PMUs has made it possible to locally 
measure both magnitude and phase of electrical quantities and distribute the state 
estimation procedure. Therefore, PMU technology opens-up the possibility of developing 
distributed state estimation approaches, which has been an active research topic for the 
past few years [23]-[28]. This is the basic idea of SuperCalibrator concept [29]-[32]. The 
technology is based on a flexible hybrid state estimation formulation. This is a 
combination of the traditional state estimation formulation and the GPS-synchronized 
measurement formulation, which uses an augmented set of available data. The basic idea 
is to provide a model based correction of the errors from all known sources of errors. 
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Specifically, the basic idea is to utilize a detailed model of the substation, (three-phase, 
breaker oriented model and instrumentation channel inclusive model) to perform the 
distributed state estimation that will provide a validated and high fidelity model of the 
system. The set of measurements comprises of: 
• Traditional, non-synchronized measurements (voltage magnitude, active and reactive 
line flows and bus injections, and other standard SCADA data),  
• GPS-synchronized measurements of voltage and current phasors for each phase,  
• GPS synchronized measurements of frequency and rate of frequency change,  
• Appropriate virtual-measurements and pseudo-measurements. 
The measurements obtained from any device, PMU, relay, SCADA etc are utilized in an 
estimation method that statistically fits the data to the detailed model. This approach 
leads to a distributed state estimation procedure performed at the substation level. The 
functional description of the distributed state estimation is illustrated in Figure 2.2 and 
consists of the following procedures:  
1. Perform state estimation on each substation using all available data and a three-phase, 
breaker oriented, instrumentation inclusive model, 
2. Perform bad-data identification and correction (or rejection) as well as topology error 
identification on each substation, 
3. Collect the results from all substations at a central location (control center) to construct 
the system-wide operating state of the system. 
The advantages of SuperCalibrator compared to conventional state estimators are the 
following:  
a. Utilization of a high fidelity model (three-phase, breaker-oriented and 
instrumentation channel inclusive model).  
b. Utilization of all available data at the substation level, i.e. SCADA, relays, meters, 
PMUs, DFRs, etc.  
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c. State estimation accuracy quantification and bad data detection, identification, and 
removal.  
d. Distributed processing of data at each substation (this requires that there is at least 
one GPS synchronized measurement at each substation) and subsequent transfer of 
the substation estimation results to the control center for synthesis of the system 
wide state estimate. 
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Figure 2.3. Conceptual illustration of the SuperCalibrator concept [27]. 
Inclusion of the dynamic behavior of the system into the state estimation algorithm 
results in a dynamic state estimator (DSE). DSE has been introduced, to some basic level, 
for power system applications in the past [33]-[35]. However, it has not been widely 
spread, let alone implemented, due to the fact that implementation of such concepts could 
not be possible without the phasor measurement units with GPS-synchronization and a 
distributed state estimation architecture. The majority of the related publications are 
based on simplified power system dynamic models, they utilize Kalman filter algorithms 
for the estimation procedure [35]-[37] and are practically unsuitable for large scale and 
real time implementations. Research attempts have been also made for DSE using 
computational intelligence techniques such as artificial neural networks [38]. 
Apart from state estimation, PMUs open up the possibility for the development and 
advancement of numerous other power system applications. A list of potential 
applications follows next [39]-[54]: 
• Model Benchmarking and Parameter Identification 
• Voltage Stability 
• Angle/Frequency Stability 
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• Power System Protection 
• Thermal Overload Monitoring 
• Distributed Generation Integration 
• Wide Area Monitoring Protection and Control Schemes 
The benefits from such PMU based applications have recently been recognized by the 
power systems community and as a result PMU installation is rapidly growing in the 
developing countries. Figure 2.4 illustrates the currently existing PMUs in the North 
American Power Grid.  
 
Figure 2.4. Phasor measurement units in North American power grid [55]. 
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2.3 Real-Time Transient Stability Assessment 
This section presents a brief literature survey on the state-of-the-art on real-time 
transient stability assessment (TSA) methodologies. More details on the fundamentals of 
power systems transient stability and TSA algorithms can be found in [56]-[61].  
The major challenge in the topic of online transient stability assessment is the 
requirement for real-time operation with fast and highly precise calculations, without 
reducing the complexity or the large dimensionality of the power system dynamic 
models. Several approaches have been proposed and used to deal with this problem 
efficiently, without compromising the accuracy of the results. 
The most commonly used tool for transient stability analysis is time domain dynamic 
simulations. The power system is modeled as a set of nonlinear differential-algebraic 
equations and the equations are solved using a numerical integration method. The major 
advantage of this method is the accuracy of the results since very detailed dynamic 
models of power system components can be used without the need for modeling 
simplifications. However, the major disadvantage is the fact that it requires a huge 
computational effort, which makes it intractable and unsuitable for online applications. 
That is the reason why this method is mainly used for offline transient stability studies. 
Another disadvantage is that time domain simulation method does not provide any 
guidelines for control actions that could prevent system instability [60].  
The most popular and widely used approach for online stability analysis is direct 
methods [61]. A direct method for transient stability analysis is defined as a method that 
is able to determine stability without explicitly integrating the differential equations that 
describe the post-fault system. Their major advantage is that the computational effort that 
they require is dramatically reduced compared to time domain simulations and result in 
straightforward computations of transient stability limits. As a result they are more 
suitable for real-time applications. In addition, they can provide stability regions around 
an operating point and enable sensitivity analysis [61]. 
Among this class of direct methods, Lyapunov’s based direct method for stability 
analysis is mostly used. The use of Lyapunov’s method in power system has been 
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proposed since the late 40’s and 50’s [62]-[63]. The application of Lyapunov’s direct 
method to power systems is referred to as the transient energy function method (TEF) 
because it requires the evaluation of a Lyapunov-type function, called TEF, in order to 
compute the region of stability around the post disturbance equilibrium point of the 
system. The boundary of the region of stability allows the assessment of the stability of 
an equilibrium point qualitatively as well as quantitatively via the computation of critical 
clearing times or critical energies. The main disadvantage of these methods is the 
difficulty in determining a suitable Lyapunov function. Several different functions, either 
simplified or complex, have been proposed as candidate Lyapunov functions [64]-[74]. 
The major limitations in determining an accurate Lyapunov function relate to the fact that 
a very accurate model of the system that is studied is needed, which in general is difficult 
to have. Despite the ongoing efforts in the power systems community for creating and 
using common models for the Eastern Interconnection or the WECC (Western Electricity 
Coordinating Council) systems, such models are not available yet. Note that the 
Lyapunov function is a system level function that represents the energy of the whole 
system. As a result, given the inaccuracy of the existing power system models, the 
construction of an accurate Lyapunov function is challenging. The other major challenge 
is that the Lyapunov energy function has to be constructed for the post-fault system 
configuration. This inherently means that in real time, the post fault system has to be 
identified, along with initial conditions on the post fault system that can be only obtained 
accurately by time-domain approaches [75]. This task is very challenging to be achieved 
for large realistic systems, given the time limitations within which these computations 
have to be performed. Finally another disadvantage is that the function based direct 
methods are only applicable for first swing transient stability analysis. In addition, the 
application of the TEF methods also involves the simulation of the system, at least during 
the fault period, so combinations of TEF methods with time domain analysis are very 
common in literature. Another challenging and computationally intensive part of the TEF 
methods is the calculation of the post-fault system equilibrium points. However, despite 
their disadvantages, these methods are by far more efficient and suitable for real-time 
application compared to full time domain analysis. 
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Another TSA method is the extended equal area criterion method (EEAC). The basic 
principle of the EEAC method is the separation of the system machines in two subsets, 
the critical and the non critical machines. These two machine groups are transformed into 
two equivalent machines and then the system is reduced to an equivalent single machine 
infinite bus system (SMIB) where the equal area criterion is applied to [76]-[79]. EEAC 
can be also combined with time domain simulations for more accurate results. 
The majority of currently existing commercial programs for online transient stability 
assessment use one of the above mentioned methods, or combinations of them. In 
addition, several techniques have been investigated to improve the performance of online 
TSA algorithms. These techniques include advanced numerical integration algorithms for 
more efficient time domain simulation. Parallel processing implementations have been 
also proposed and investigated [80]-[84], that suggest distributed computing or parallel 
processor architectures in order to reduce the computational time of the TSA.  
Finally, apart from the analytical methods described so far, some attempts have been 
made for completely “non-conventional” approaches to the issue of power system 
transient stability by using computational intelligence methods. In particular, decision 
trees (DTs) based methods have been developed [60],[85]-[87]. DTs are used as 
classifiers to perform a filtering screening to possible contingencies and select the ones to 
be further analyzed. Artificial neural networks (ANN) are also a very popular 
computational-intelligence technique and significant research has been published in this 
area [88]-[92]. However, ANNs act as a “black box” and do not allow a thorough 
investigation on the phenomena that might lead to system instability. In general, despite 
the research efforts on this area, presently there is no commercially based application that 
is using ANN or some other computational intelligence based technique, since these 
techniques do not meet the efficiency, accuracy and robustness requirements that are 
necessary for the assessment of the stability of an actual system in real time. 
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2.4 Generator Out-of-Step Protection 
Generator protection from out-of-step conditions is mainly performed by distance 
relays that monitor the impedance trajectory. An overview of the out-of-step protection 
schemes that are presently used for generator protection is summarized next [93]-[95].  
Consider the two source equivalent as illustrated in Figure 2.5.  
 
Figure 2.5. A two-source system.  


















































n =  
The impedance locus represented by equation (2.1) is illustrated in Figure 2.6. For 1=n  
the impedance trajectory is a straight line that is perpendicular and is crossing the middle 




Figure 2.6. Impedance trajectory during a power swing [93]. 
The most common out-of-step protection scheme is a mho relay with single blinders 
as illustrated in Figure 2.7 [94]. Out-of-step condition is detected if the impedance 
trajectory remains within the two blinders for a time greater than a specified duration, or 
if it crosses both the two blinders. For example, scenarios "a" and "b" are considered 
stable scenarios while scenario "c" is an unstable scenario, as illustrated in Figure 2.7. An 
advantage of the blinder scheme is that it can be used independently of the distance 
protection functions of the mho relay. However the major disadvantage is that if an 
unstable swing is detected, tripping is usually delayed to avoid overstresses on the opened 
breaker. Another disadvantage of this scheme is that determination of the settings for the 
mho relay usually requires numerous stability simulations [94]. 
Double blinder schemes have also been proposed and implemented as illustrated in 
Figure 2.8 [94]. In these schemes the time that is needed for the impedance to cross both 
the outer blinder (RRO) and the inner blinder (RRI) is measured, and if it is greater than 




Figure 2.7. Single blinder out-of-step protection scheme [94]. 
 
Figure 2.8. Double blinder out-of-step protection scheme [94]. 
Concentric characteristic schemes have been also used for out-of-step protection. The 
operating principle is to measure the rate of change of the impedance using two 
impedance characteristics and a timing device. If the impedance stays between the inner 
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and outer zone for more than a specified time then a signal is issued to block the distance 
relay operation. The inner zone has to be placed outside the largest distance protection 
region. The main disadvantage of this method is that it is sensitive to load encroachment. 
Several types of concentric characteristics have been used and are illustrated in Figure 2.9 
[94].   
 
Figure 2.9. Out-of-step concentric distance relay characteristics [94].  
Finally, additional out-of-step protection schemes that are based on wavelet transforms 
[96], fuzzy logic [97] and neural networks [98] have been also proposed in the literature 




 This chapter presented an overall description and related work on the research topics 
of this dissertation. In particular, the first section summarizes the present practices on 
state estimation and its limitations. The synchrophasor technology is also introduced and 
it is discussed how it can contribute to the reformulation of state estimation and the 
elimination of its biases. 
 The next section provides a literature review of the methods that have been used and 
proposed for transient stability assessment. The advantages and disadvantages of each 
method are discussed. Finally, in the next section, the present state-of-the-art technology 


















3 PMU-BASED DISTRIBUTED DYNAMIC STATE 
ESTIMATION 
3.1 Overview 
A PMU-based distributed dynamic state estimator is described in this chapter. DSE is 
performed at the substation level by utilizing only local measurements available from 
PMUs, meters, FDRs etc in the substation only, thus avoiding all issues associated with 
transmission of data and associated time latencies. This approach enables very fast DSE 
update rate which can go up to more than 60 executions per second.  
In sections 3.3 and 3.4 two formulations of the proposed DSE are presented. The first 
one, referred to as DSE-Q, is used to capture with high fidelity the electromechanical 
dynamics of the system. The second one, referred to as DSE-T, is used to capture both 
electromechanical and electrical transients. The object-oriented mathematical model of 
the devices, which is enabled by quadratic power system component modeling, is given 
for each formulation of the DSE.  
The object-oriented DSE measurement model is described in section 3.5. The 
different types of measurements that are used in the DSE process are explained in detail. 
The DSE solution algorithm is given in section 3.6. Sections 3.7 and 3.8 describe the 
procedures for evaluating the quality of the results of the state estimator and the bad data 
detection, identification and rejection method in case of existing bad data.  
The overall DSE algorithm is summarized in section 3.9. Finally, section 3.10 
describes the distributed architecture of the DSE and how it can be used as the major 
component of a PMU-based wide area monitoring system.      
3.2 DSE Introduction 
In general, dynamic state estimation extends the concept of static state estimation by 
using the dynamic states of the power system, such as the generator speed or the 
generator acceleration. The generic dynamic state estimation model is described by a set 
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        (3.1) 
where x and y are the dynamic and algebraic states of the system respectively. The 
system measurements z are related to the states through the following equations: 
z = h(x(t), y(t), t) + η ,         (3.2) 
where η represents the measurement error, which is often described as random variable 
with Gaussian probability distribution. The measurement error is directly related to the 
accuracy of the data acquisition system.  
The overall approach is illustrated in Figure 3.1. The set of physical measurements za  
are obtained from PMUs, relays, and other metering devices at the substation level. These 
values are then compared with the “model” values, which are obtained from the dynamic 
model of the power system, i.e., zm  , forming a measurement error e . Additional relations 
that hold based on the system model (3.1) are also included in the measurement set and 
are referred to as virtual measurements. Such equations are also of the form (3.2), with a 
measurement value of 0 and a very small measurement error. A standard least squares 
estimation is performed, which minimizes the sum of the errors squared and provides the 
best estimate of the system state. If the dynamic state estimator results are not 
satisfactory, this might indicate the presence of bad data. Statistical hypothesis methods 
are used, based on the chi-square criterion to check the presence of bad data. The bad 
data are identified, based on their normalized residual values, removed from the 
measurement set and the procedure is repeated. Otherwise, the best estimates of the 
system states and measurements denoted by ex̂ , eŷ , and eẑ  are calculated and can be 









Figure 3.1. Schematic diagram of dynamic state estimator [99]. 
The dynamic state estimation can be formulated in two ways. A first approach is to 
use quasi-static models for modeling the power system. Thus, in this approach the 
electromechanical dynamics of the system are modeled but the electrical transients are 
neglected. This formulation of the dynamic state estimator will be referred to as DSE-Q. 
In the second approach, full transient models are used for the power system modeling. 
Thus, in this approach both the electromechanical and the electrical transients can be 
captured. This formulation of the dynamic state estimator will be referred to as DSE-T. In 
the following sections a detailed description of DSE-Q and DSE-T follows. 
3.3 DSE-Q Formulation 
3.3.1 Definition of States 
The state is defined as the collection of the voltage phasors for each phase at each bus 
of the substation. So for every bus i of the substation the voltage state is defined as: 
[ ]TNiCiBiAii VVVVV ,,,, ~~~~~=  
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Note that in a rectangular coordinates formulation there are two states for each phasor 
voltage, the real and the imaginary part. So the actual states are: 
[ ] TINiRNiICiRCiIBiRBiIAiRAii VVVVVVVVV ,,,,,,,,,,,,,,,,=  
where subscripts R and I denote real and imaginary part. 
The state is extended to include internal states (algebraic or dynamic) of the devices, for 
example the torque angle and the rotor speed of a generator or the magnetic flux linkage 
of a transformer. The system state also includes the states of the buses at the other ends of 
the lines/circuits connected to the substation. The conceptual illustration of the dynamic 






















Figure 3.2. DSE-Q state definition [100]. 
3.3.2 Device Modeling 
Each device that participates in the DSE algorithm is modeled based on a standard 
form that captures the dynamic behavior of the device. In this work the Algebraic 
Companion Form (ACF) is used to describe the model of a device in standard form. This 
form contains the equations for the through variables (or external equations) of the model 
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along with the additional internal model equations. This standardization enables object-
oriented implementation of the DSE because each physical measurement can be 
formulated with the aid of the ACF as it will be explained in detail in section 3.5. The 







































































































































































     
(3.4) 
I~ : the through variables of the device model. 
V~ : the external states of the device model. 
( )y t : the internal states of the device model. 
eqY : matrix defining the linear part of the device model. 
ieqF , : matrices defining the quadratic part of the device model. 
eqN : constant matrix defining the contribution of the states of previous time steps 
eqM : constant matrix defining the contribution of the through variables of previous time 
steps 
eqK : constant vector defining the constant part of the device model 
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The steps for deriving the ACF for each device and the syntax of the standard form are 
explained next. 
In general the dynamic model of a device is described by a set of DAEs. Given the set 
of DAEs a quadratization procedure is applied. This can be achieved without any 
approximations by introducing additional state variables and their defining algebraic 
equations (for each additional state variable one more equation is added). Note that the 
number of the new state variables equals the number of the new defined equations. In 
addition, in the proposed formulation, there are no nonlinearities in the dynamic part of 
the model. That is, all nonlinearities are moved to the algebraic part of the model by the 
introduction of additional appropriate state variables. The resulting set of equations are 
linear or quadratic in terms of the state variables. This quadratization methodology 
improves the performance characteristics of DSE because it improves the convergence of 
the state estimation algorithm since application of Newton’s iterative method for the 
solution (described in section 3.6) is ideally suited. Upon the quadratization procedure the 
device model can be cast in the following form: 
( ) ( ) ( ) ( ) 1413121110 AtrAtqAtpAdt
tdpA +⋅+⋅+⋅=
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⋅= M      (quadratic algebraic equations) 
where  
)(tp : the dynamic states of the device model. 
)(tq : the algebraic states of the device model. 




[ ])()()()( trtqtpts = : the state vector 
In order to bring the model (3.5) in the ACF form, the variables are categorized into 
through variables, external state variables and internal state variables. The model 
equations are rearranged such that external equations (equations that relate the through 
variables to the state variables) are given first, followed by the internal equations which 
are either differential or algebraic equations of order no more than two. As a result, the 
device model can be written in the following form: 
321 )()(
~)(~ BtyBtVBtIA +⋅+⋅=⋅                                  (external equations) 




+⋅+⋅+=                        (internal differential equations)   (3.6) 
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(internal quadratic algebraic 
equations) 
where: 
I~ :  are the through variables of the model. 
V~ :  are the external states of the system. 
( )y t :  are the internal states of the system. 
Quadratic integration [101]-[105] (see Appendix A) is used to integrate the dynamic 
model of the device (3.6). The result is the following algebraic form: 
321 )()(
~)(~ BtyBtVBtIA +⋅+⋅=⋅  
321 )()(
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⋅= M  
Upon manipulations of equations (3.7) the integrated Algebraic Companion Form (ACF) 














































































































































M   (3.8)
 
3.4 DSE-T Formulation 
3.4.1 Definition of States 
The dynamic state of the substation is defined as the voltage magnitude, phase angle, 
angular speed (frequency), and rate of change of frequency at each bus of the substation 
as well as at the buses at the other ends of the lines/circuits connected to the substation. 
The state is extended to include internal states (algebraic or dynamic) of the devices, for 
example the torque angle and the rotor speed of a generator or the magnetic flux linkage 
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Figure 3.3. DSE-T state definition [100]. 
3.4.2 Device Modeling 
The Algebraic Companion Form (ACF) is used to describe the model of a device in 
standard form. As mentioned before, this standardization enables object-oriented 
implementation of the DSE because each physical measurement can be formulated with 
the aid of the ACF as it will be explained in detail in section 3.5. The ACF model of each 
device is given next. The details on the derivation of the ACF device model 
(quadratization, quadratic integration etc) are omitted since the procedure is very similar 









































































































































































      
(3.10) 
( )i t :  the through variables of the device model. 
( )v t :  the external states of the device model. 
( )y t : the internal states of the device model. 
eqY : matrix defining the linear part of the device model. 
ieqF , : matrices defining the quadratic part of the device model. 
eqN : constant matrix defining the contribution of the states of previous time steps 
eqM : constant matrix defining the contribution of the through variables of previous time 
steps 
eqK : constant vector defining the constant part of the device model 
3.5 Measurement Model and Object-Oriented Measurement Processing 
The system measurements z are in general related to the states through the following 
equations: 
η+= ))(( txhz ,         (3.11) 
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where η represents the measurement error, which is often described as random variables 
with Gaussian probability distribution and )(tx  is the system state vector. Due to the 
existence of a variety of measurements and models (GPS synchronized, non 
synchronized, nonlinear models, etc.) the relationship between the states and the 
measurements is not necessarily linear. However due to the quadratic modeling that is 
followed in the described formulation, a physical measurement or a virtual-measurement 








,,, η ,                   (3.12)       
where   
kz : is the measured value 
kc : is the constant term 
ika , : are the linear coefficients 
jikb ,, : are the nonlinear coefficients  
kη : is the error term 
Note that the measurements are related to the states with a degree of at most quadratic.  
The set of physical measurements z  are obtained from PMUs, relays, and other metering 
devices at the substation level. Additional relations that hold based on the system model 
are also included in the measurement set and are referred to as virtual measurements. 
Such equations are also of the form (3.12), with a measurement value of 0 and a very 
small measurement error.  
The measurements are classified in seven categories: 
1. Actual Across Measurement:  
This type of measurement is a real measurement that can be obtained by available 
metering devices. It is a direct state measurement so it is not related to a device. Typical 
measurements that belong in this category are voltage phasor measurements.  
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2. Pseudo Across Measurement:  
This type of measurement is not a real measurement. The pseudo across measurement is 
also not related to a device. For example if only the voltage phasor measurement for 
phase A, is available, the voltage phasor measurements for phase B and C can be added 
as pseudo across measurements in the estimation algorithm with the same magnitude and 
a phase difference of +/- 120 accordingly. 
3. Actual Through Measurement:  
This type of measurement is a real measurement that can also be obtained by available 
metering devices. Typical measurements that belong in this category are current phasor 
measurements or real power measurements. Actual through measurements are related to a 
specific device of the system. Thus, for creating the model of an actual through 
measurement, the device (distribution line, transformer, etc.) that this measurement refers 
to, has to be known. Then the measurement formula is derived as a function of the states 
of the device.  
As discussed in section 3.3.2, each device is represented by an ACF. The model of the 
actual through measurement can be easily derived from the ACF of the corresponding 
device. For example the model of a synchronized current phasor measurement that is 
taken from phase k of a device is expressed as: 
, ,
,
m k k k
k eq i i eqi j i j eq k
i i j
i Y x F x x b η= ⋅ + ⋅ ⋅ − +∑ ∑




eqY   are the elements of the k
th row of the Yeq matrix of the corresponding device ACF. 
k
eqF  are the elements of the k
th Feq matrix that corresponds to the kth equation of the 
device ACF. 
k
eqb  is the k
th element of the beq vector of the corresponding device ACF. 
4. Virtual  (noiseless) Through Measurement:  
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This type of measurement is not a real measurement and it is also derived from the ACF 
of the device. Virtual through measurements are related to the internal equations of the 
ACF of the device. Note that as explained in section 3.3.2, due to the quadratization 
procedure, additional internal states and equations may be created for a specific model. 
Inclusion of these measurements in the state estimation procedure, achieves observability 
of the internal states of the devices and increases the measurement redundancy.     
The models of the virtual through measurements of a device are created upon reading of 
the first actual through measurement that is related to this device. The measurement value 
of the virtual through measurement is 0 (noiseless), because it is created from the internal 











ieq bxxFxY η+−⋅⋅+⋅= ∑∑
,
,,
0       (3.14) 
where k is the corresponding row of the virtual measurement to the ACF model of the 
device. 
5. Pseudo Through Measurement:  
This type of measurement is not a real measurement. Typical measurements that belong 
in this category are derived from the network topology such as Kirchhoff's current law, 
neutral/shield wire current etc. [27], [29]-[32]. For example, if only the current phasor 
measurement of phase A is available, the current phasor measurements for phases B and 
C can be added as pseudo across measurements in the estimation algorithm with the same 
magnitude and a phase difference of +/- 120 accordingly. 
6. Derived Through Measurement:  
A derived measurement is a through measurement (measurement related to a device) that 
is included in the measurement set and increases the observability and the measurement 
redundancy of the system. For example, assume a phasor current measurement that is 
taken at Node1 of a single phase capacitor as is shown in Figure 3.4. Then a derived 
current measurement for Node2 with the opposite value compared to the original 
measurement can be created and used in the estimation, that is: 
)()( 12 titi −=





Figure 3.4. Derived measurement on a device. 
Another example of a derived measurement is given next. Assume a node where three 
branches are connected and GPS synchronized current measurements are available for 
two of the devices, as shown in Figure 3.5. Then a derived measurement can be created 
for the current in the third device with the value of the measurement being the negative of 
the sum of the two original measurements that is :  
)()()( 213 tititi −−=           (3.16) 
 





7. KCL Virtual Measurement:  
Another type of measurement that can be added in the estimation procedure is the 
KCL virtual measurement. Assume for example the case with the three branches as in 
Figure 3.5 but with one GPS-synchronized and one non-synchronized measurement. 
Then a derived measurement cannot be introduced since the value of the current at the 
third device cannot be computed, however a KCL virtual measurement can be added, 
with the measurement formula being:  
)()()(0 321 tititi ++=          (3.17) 
Note that the value of the measurement is 0 and there is no error in this measurement 
since it is derived by a physical law, so a very small standard deviation is given for this 
measurement.  
The block diagram of the algorithm for the inclusion of the derived measurements 
and the KCL virtual measurements is shown in Figure 3.6. Initially the derived 
measurements that result from devices that have the same current at a terminal pair are 
included. Once this is defined for each device (only during initialization), and there is a 
through measurement in such a node, then a derived measurement is added for the other 
corresponding node. Then the derived measurements for a node where a measurement is 
missing from a link are introduced. In particular, for each node, the number of links and 
the corresponding devices that are connected are defined. If all these devices are modeled 
and if there is at least one missing measurement then, the number of missing 
measurements has to be found. If there are more than one missing measurements then a 
flag is set for this node for introducing a KCL virtual measurement. For the case that only 
one measurement is missing, if at least one of the available measurements is non-GPS 
synchronized then the flag for introducing a KCL virtual measurement is also set. 
Otherwise, if only one measurement is missing and all the available measurements are 
GPS synchronized then a derived measurement can be added and there is no need for a 
KCL virtual measurement to be added for this node. Note that the whole procedure is 
repeated until there is no added derived measurement after scanning all the devices and 
all the nodes.  Finally, after including all the derived measurements, the KCL virtual 




Figure 3.6. Block diagram for derived measurements and KCL virtual measurements. 
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Another key issue in the proposed formulation of the state estimator is the processing 
of non-synchronized phasor measurements. If a metering device does not have a GPS 
clock, the phasor measurements are not synchronized to the global time reference that the 
GPS clock offers. Data from metering devices that are not GPS synchronized are 
referenced to the phase A voltage. The "actual" phase angle of the phase A voltage is 




         (3.18) 
where:   INSRNS
ja xjxje ,,)sin()cos( ⋅+=+= αα      (3.19) 
The introduced "unknown state" is a complex variable with the restriction that its 
magnitude is 1 and its phase angle is α . As a result the following virtual measurement 
can also be added. 
10 2,
2
, −+= INSRNS xx          (3.20) 
Note that there is one α  variable for each non-synchronized metering device. 
3.6 DSE Solution Algorithm  
The problem is defined, at each time step, as a static estimation problem. The 
objective is to estimate the state vector x which in general includes both dynamic and 
algebraic states. The least squares approach is used and the problem is formulated as 
follows:  
ηη WyxJMinimize T=),( ,       (3.21) 
where 
)(xhz −=η ,          (3.22) 
and W is a diagonal matrix, the non-zero entries of which are equal to the inverse of the 












.           (3.23) 
39 
 
The best estimate of the system state is obtained from the Gauss-Newton iterative 
algorithm: 
))ˆ(()(ˆˆ 11 zxhWHWHHxx TT −−= −+ ννν  ,         (3.24) 
where ˆ x  refers to the best estimate of the state vector x, and H  is the Jacobian matrix of 
the measurement equations. 
The derivation of the information matrix WHH T  and the vector ))ˆ(( zxhWH T −ν  
from the measurement data is performed using sparcity techniques and a suitable sparse 
matrix library. In particular, at each time step of the estimation algorithm, the 
contributions of each measurement to the information matrix WHH T  and the vector 
))ˆ(( zxhWH T −ν  are computed based on the object-oriented measurement model 
described in section 3.5. For example assuming that the ith measurement has the 
following generic form: 
1 1 2 2 3i i i i i i i iz c a x a x x η= + ⋅ + ⋅ ⋅ +               (3.25) 
Then the Jacobian matrix’s ith row will be: 
[ ]1 2 2 2 30 0i i i i ia a x a x⋅ ⋅L L L L         (3.26) 
The contribution of this row to the information matrix is the following: 
( )
( )
1 1 1 2 2 1 2 3
2 2
1 2 2 2 2 2 2 3
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    (3.28) 
Based on the above formulas, the non-zero contributions of each measurement formula 
are computed and the contributions are inserted to the information matrix WHH T and the 
vector ))ˆ(( zxhWH T −ν . Once the reading of all the measurements is completed and 
their contribution is added to the corresponding matrix and vector, the formation of the 
information matrix WHH T and the vector ))ˆ(( zxhWH T −ν  is completed and stored in 
sparse form using a suitable sparse library. 
3.7 State Estimation Performance Metrics  
The accuracy of the state estimate and the estimation confidence levels are obtained 
via a standard, chi-square-based analysis. The normalized residual (or error) for each 





=            (3.29) 
and thus the vector of normalized residuals is 
η⋅= Ws           (3.30) 
It is assumed that the normalized errors are Gaussian-distributed with standard deviation 
1.0 and zero cross-correlation. The variable 
ssT=2χ            (3.31) 
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is a random variable and it is chi-square distributed with nmv −=  degrees of freedom, 
where m is the total number of measurements, including virtual measurements and 
pseudo measurements, and n is the number of state variables that are estimated. Defining 
ssT ˆˆ=ζ ,          (3.32) 
where the “hat” symbol indicates quantities computed at the estimate ˆ x, the estimation 
confidence level at each step is given by the probability: 
[ ] [ ] ),Pr(0.1Pr0.1Pr 22 vζζχζχ −=≤−=≥  .      (3.33) 
 The chi-square test is utilized to provide the probability that the expected error of the 
estimated state values will be within a specific range. Because there are many data 
acquisition devices in any substation with different accuracy, a normalization constant k 
has been introduced. The variable k is defined as follows: if it is 1.0 then the standard 
deviation of each measurement is equal to the accuracy of the meter with which this 
measurement was obtained. If different than 1.0 then the standard deviation of the 
measurement error equal the accuracy of the meter times k. The introduction of the 
variable k allows us to characterize the accuracy of the estimated state with only one 
variable. This is equivalent of providing the expected error (which equals the variable k 
times the standard deviation of the measurement error) versus probability (confidence 





Figure 3.7. State estimation quality - Chi Square test. 
 For an acceptable confidence level, the accuracy of the solution, at each time step, is 
computed via the covariance (or information) matrix. The covariance matrix of the state 
is defined as 
( )( )[ ]Tx xxxxEC −−= ˆˆ ,          (3.34) 
where x  denotes the true state value, and computed as  
( ) 1−= WHHC Tx .              (3.35) 
Once the information matrix of the solution has been computed, the standard deviation of 
a component of the solution vector is given by 
),( iiCxxi =σ ,                 (3.36) 
where ),( iiCx   is the ith diagonal entry of the xC . The expected value of   is 
xxE =]ˆ[  .             (3.37) 
The estimates of the measurements are defined as 
)ˆ,ˆ(ˆ yxhb = .               (3.38) 
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Their expected value is 
),(]ˆ[ yxhbE = ,                         (3.39) 
and their covariance matrix  
( ) TT HWHHHbCov 1)ˆ( −=  .                  (3.40) 
3.8 Bad Data Detection Identification and Removal  
 Detection of the existence of bad data can be achieved with the chi-square test, i.e. by 
computing the confidence level. If the system measurement equations are free of bad 
data, the confidence level will be high. In the presence of one or more bad data, the 
confidence level will decrease. Figure 3.8 gives an example of the chi-square test which 
shows a very low confidence level due to the effect of some bad data. Note that the chi-
square test does not indicate which datum or data is bad. The identification of the bad 
data is described next. 
 
Figure 3.8. Low confidence level due to the effect of bad data. 




1) Measurement Bad Data, which means that the measurement may contain a significant 
error comparing with its actual value. 
2) Status/Topology Bad Data, which means that the bad data is related with the breaker or 
switch's open/close status or in other words, the topology of the system. 
 The methodology of the identification of bad data normally consists of two steps. In 
the first step, bad data may be identified by inspection or simple consistency rules. This 
step identifies the obviously bad data and it is very much system dependent. As an 
example, in power system state estimation, measurements of voltages, power flow, etc., 
are known to have specific ranges. If a measurement is out of this range, it will be 
classified as a bad measurement or at least as a measurement suspected of being bad 
(suspect measurement). In the second step, bad data are identified with statistical analysis 
of the residuals and/or its effects on confidence level. This analysis depends on the 
selected method for the solution of the estimation problem. In the case of least square 
solution, the possible bad data are identified with their large residuals. However, it is 
known that it is possible that: (a) a measurement with a large residual may not be always 
a bad measurement and (b) a bad measurement may have a very small residual (outliers). 
A rather secure, but computationally demanding, way to identify a bad datum is by means 
of hypothesis testing. Specifically, assume that a measurement (or a group of 
measurements) has been identified as suspect (this characterization may be due to a large 
normalized residual or because of failure to pass a consistency check, etc.). For this 
purpose, the suspect datum is removed, i.e. the corresponding equation )(xii hb =  is 
removed from measurement equations set and the least square solution is computed 
again. Subsequently, the confidence level is computed. A drastic improvement in the 
confidence level indicates that the data under consideration is bad [110]. 
3.9  Object-Oriented Dynamic State Estimation Algorithm 
The block diagram describing the steps for the execution of the DSE is shown in 
Figure 3.9. In the initialization procedure, all the devices that are in the substation along 
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with the lines that connect the substation to the neighboring substations are identified and 
are added in the device database. Based on the connectivity of these devices, the network 
configurator is executed and defines the states in the substation.  
At each time step, once the data packet with a specific time stamp is read, the status 
measurements are initially processed. The status measurements define the connectivity of 
the devices in the substation. If there is a change in the configuration then the network 
configurator is executed in order to update the connectivity of the devices and the states 
of the system.  
The analog measurements are processed next. Based on the set of the available 
measurements and the connectivity of the devices, a set of derived measurements is 
defined. The detailed algorithm for the creation of derived measurements is given in 
section 3.5. Then the mathematical model for all the measurements (actual, derived, 
virtual, pseudo) that are used for the execution of the state estimation algorithm, for the 
specific time step is created. Finally, the state estimation algorithm is executed, along 
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Figure 3.9. Flow chart of the implementation of dynamic state estimation. 
47 
 
3.10 DSE Distributed Architecture  
The dynamic state estimator is implemented in a distributed architecture, at the 
substation level. This is a novel approach compared to presently available state 
estimation applications that are based on a centralized architecture and are executed in 
the control center. The distributed application of the state estimation is enabled by the 
availability of synchronized measurements that are referenced to the GPS clock signal. 
As a result, these measurements are globally valid and enable a distributed approach for 
the implementation of state estimation. 
Local (substation) measurements are used to estimate the states of the substation but 
also the states of the buses at the other ends of the lines/circuits that connect the 
substation of interest with the neighboring substations. The substation based dynamic 
state estimation uses data from relays, PMUs, meters, FDRs etc in the substation only, 
thus avoiding all issues associated with transmission of data and associated time 
latencies. It runs at rates comparable to the suggested rates in the synchrophasors 
standard C37.118. Presently it has been implemented to execute with rate at 60 times per 
second thus providing the dynamic state of the substation more than 60 times per second. 
The data flow is illustrated in Figure 3.10. 
 
Figure 3.10. Data flow in dynamic state estimation [100]. 
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The advantages of the distributed architecture are numerous. First of all, the state 
estimation algorithm is implemented using only local measurements to estimate only the 
states of the substation and of the neighboring buses. As a result the dimensionality of the 
problem is significantly decreased compared to the dimensionality of a centralized state 
estimator, as indicated in Table 3.1. This allows for very fast execution times (at least 60 
executions per second) and utilization of very detailed power system models (three-phase 
static or dynamic models, instrumentation inclusive). In addition, the estimation results 
are very accurate, not only due to the improved modeling, but also due to the 
measurement redundancy inside a substation. Note that in typical state estimator only few 
measurements are used per substation. On the contrary, in our approach, it is proposed 
that all the measurements within the substation should be used. Upon execution of the 
distributed state estimation on all substations, the results can be collected at a central 
location (control center) to synthesize the system-wide operating state of the system. 
Table 3.1. State estimation dimensionality for a typical substation and a typical ISO/utility. 
 Typical Substation ISO/Utility 
States 60 40,000 
Measurements 1,200 250,000 
State Estimation Execution 
Time 
At least 1 execution per 
cycle 
1-3 mins 
     
Distributed state estimation also enables the implementation of wide area monitoring 
and protection schemes (WAMPS). The first wide area monitoring system is described in 
[13]. Several WAMPS have been suggested in the literature [39]-[40], [44]-[46], [52], 
[108] and their architecture suggests the deployment of PMUs in substations from where 
the synchronized measurements will be sent to a central location and used for several 
applications (state estimation, voltage stability analysis etc). A typical architecture is 
illustrated in Figure 3.11. The major disadvantages of this approach are the following. 
First of all, raw PMU measurements are directly sent and used to the central location 
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without any validation procedure. In addition this approach does not take advantage of 
substation automation technology. 
 
Figure 3.11. Typical wide area monitoring and protection scheme.  
In the proposed approach, state estimation is performed at the substation level using 
all available measurements and a highly accurate dynamic model of the system. Upon 
execution of the state estimation, only the states are sent to the central location. The 
major advantages are that the results are validated (since they have been filtered through 
the estimation algorithm) and the information that has to be sent to the central location is 
minimal (number of states is significantly less compared to the number of measurements 
in a substation). As a result there is less communications burden and reduced time 
latencies for the implementation of the WAMPS. The proposed architecture for WAMPS 





Figure 3.12. Proposed wide area monitoring and protection scheme. 
The PMU-based distributed state estimation can be also used as a fundamental 
component of a system level, consistent, state estimator. For a given control area that the 
system level state estimator is used for, if all the substations in this area are equipped 
with PMUs and a distributed state estimator is performed in each substation, then at the 
central location (control center) there is no need for the execution of another state 
estimator. In particular, under this assumption, the computed state from each local 
estimator is sent to the control center where the total system state is synthesized. In 
addition, given the model of the system and the system state (voltage phasors) 
synthesized at the central location, additional quantities can be computed such as current 
flows, real and reactive power flows etc. Note that there is no need for another state 
estimation, because the computed states from each substation are referenced to the GPS 
clock, so all the phasors are computed based the same reference angle. In addition, the 
confidence level of the computed states in each substation is calculated and can be sent to 
the central location. The bad data detection, identification and rejection that is performed 
by each local estimator guarantees that the confidence level is acceptable otherwise an 
alarm can be issued. Finally, another cross check that can be performed is the comparison 
of states that are computed by several local estimators. To illustrate this better, assume 
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the system configuration of Figure 3.13. The voltage phasor at the terminal bus of 
substation 1 ( )~1V  is computed three times, from the local state estimator, and from the 
estimators in substations 2 and 3, since the substation state is extended to include the state 
at the terminal of the neighboring substation. As a result, at the central location a cross 
performance check can be performed, whether a computed value from multiple local 
estimators is in the expected range, otherwise an alarm can be issued.     
 
Figure 3.13. Cross performance check. 
    In the case that not all the substations in the specified control area are equipped 
with PMUs, then the results from the local state estimators can be used as a part of a 
PMU assisted centralized state estimator. In particular, a traditional state estimator can be 
performed in the central location, where the states computed by the PMU-based local 
estimators can be used as measurements with very small or even with zero error, meaning 
that these quantities are known. Note that in this case, since in the traditional state 
estimator the phase angle of a specific bus in the system is used as the reference angle, 
then all the phase angles computed by the PMU-based local estimators have to be 
referenced to the system reference angle. Another issue in this case is the different 
execution speed of the local and the centralized state estimator. While the local estimator 
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is performed at rates of 60 executions per second, a centralized state estimator is expected 
to be slower, with rates comparable to the execution speeds of traditional state of the art 
estimators that are used nowadays. In this case, it is suggested that the time tags of the 
states computed by the local estimators are utilized, and the most recent states are used.           
3.11 Summary 
 The mathematical formulation and the solution algorithm of the developed PMU-
based distributed dynamic state estimator are presented in this chapter. Emphasis is given 
on the object-oriented modeling approach of the DSE which combined with its 
distributed architecture (substation based state estimation), enabled by synchrophasor 
technology, results in DSE execution rates of 60 times per second and eliminates the 
biases of traditional state estimators. 
 














4 A PREDICTIVE DSE-ENABLED TRANSIENT 
STABILITY MONITORING SCHEME WITH 
APPLICATION TO GENERATOR OUT-OF-STEP 
PROTECTION 
4.1 Overview 
The real-time dynamic model of the system as computed through the dynamic state 
estimator can be utilized for the implementation of novel, advanced power system control 
and protection applications that will improve the operation of the power system. Such an 
application is introduced in this section. In particular, a predictive transient stability 
monitoring scheme is presented. It is based on the combination of the dynamic state 
estimation, as presented in chapter 3, with the application of Lyapunov’s direct method to 
the power system transient stability problem. The proposed scheme enables real-time 
monitoring of the transients swings of the generator and evaluates its energy based on the 
information given by the DSE, and as a result characterizes the stability of the system. An 
application of the transient stability monitoring scheme is also presented which is a novel, 
predictive, generator out-of-step protection scheme, which is capable of detecting 
potential generator loss of synchronism after a system disturbance.    
4.2 Lyapunov Direct Method Applied to Transient Stability Analysis 
Traditional transient stability analysis methods are based on step-by-step integration 
of the differential equations of the system during and after a disturbance occurrence. 
Despite the fact that these methods are highly accurate, they cannot be used in on-line 
and real-time applications since huge computational effort is required. Direct methods 
belong to a different class of transient stability analysis methods and provide an 
alternative to conventional approaches that are based on extensive numerical simulations. 
A direct method for transient stability analysis is defined as a method that is able to 
determine stability without explicitly integrating the differential equations that describe 
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the post-fault system. As a result they are advantageous in the sense that they require 
significantly reduced computational effort.  
Lyapunov’s direct method is one of the methods that can be used for power systems 
transient stability analysis. In this section, it is illustrated how Lyapunov’s direct method 
can be utilized in power systems transient stability analysis. 
Let )(xfx faultpre−=& , )(xfx fault=& , and )(xfx faultpost−=&
 
be the state space equations 
describing the response of a generator after a disturbance for the following conditions a) 
pre-fault b) during fault and c) after fault correspondingly, where the state vector is 
composed of the generator rotor angle δ  and rotor velocity ω , that is [ ]ωδ=x . Let 
also )(xV
 
be a Lyapunov function which guarantees stability of the system around the 
post fault stable equilibrium point and maxV
 
be the value of this Lyapunov function on the 
boundary of the stability region. The closed V-contour for which max))(),(( VttV =ωδ  is 
called the separatrix and defines the stability region of the system.  
Evaluation of )(xV
 
along the system trajectory can be used to determine the critical 
clearing time and the stability margin of the system. This is illustrated in Figure 4.1. For a 
stable scenario the trajectory of the system stays within the separatrix and the value of 
)(xV  is always less than maxV . On the contrary, for an unstable scenario, the trajectory 
crosses the separatrix and the value of )(xV   exceeds maxV . The time instant at which the 




Figure 4.1. System trajectory potential energy function contours. 
The selection of the Lyapunov function is not trivial. Several Lyapunov functions 
have been proposed in the literature for transient stability analysis methods [56]-[74]. In 
this work, the Lyapunov function that is used is the total energy of the generator, defined 
as the sum of the potential and the kinetic energy of the generator [109]. A proof that the 
total energy of the generator is a suitable Lyapunov function, that is, 0)0,( =sV δ , V is 
positive definite, and 0=V& , can be found in [60]. 
The potential energy is defined as follows: Assume that the equilibrium position of a 
generator is at sδδ = . It is assumed that the generator position deviates from the 
equilibrium to an arbitrary position δ and the transition takes place very slow so that the 
speed of the generator is practically constant equal to the synchronous frequency. At the 
new position there will be an accelerating power, accP , acting on the generator. In general 
this accelerating power is a function of the position of the rotor. The potential energy 







         
(4.1) 
The kinetic energy is defined as the energy stored at the rotor and can be calculated in 





1 2 tMEkinetic ω⋅⋅=
         
(4.2) 
where M is the mass of the generator.  
Determination of the critical clearing time using Lyapunov’s direct method can be 
achieved as follows. Consider a single generating unit system that experienced a 
disturbance. At the end of the disturbance, the generator is at a state described with a 
certain position tcδδ =0  and certain speed tcωω =0 . Further assume that the post fault 










        
(4.4)
  
The initial conditions at time ctt = are: 0δδ =tc  and 0ωω =tc . The post fault equilibrium 
point is sδ  given by the solution of the equation ))((0 _ tPP postem δ−= . 
The Lyapunov test function is defined as the sum of the kinetic and the potential energy 
of the generator as follows: 




1 2 tMEkinetic ω⋅⋅=








dPtPE mpostepotential )))((( _          (4.7) 
In Figure 4.2 a typical V-contour graph is illustrated. Note that the largest closed V-





Figure 4.2. Typical V-contour graph. 
A typical potential energy function is illustrated in Figure 4.3. 
 
 
Figure 4.3. Typical potential energy function. 
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In order to compute the critical clearing time crt , the state equations during the fault 
)(xfx during=& have to be solved until max))(),(( VttV tctc =δω . At that time the system is at 
the boundary of the stability region and ct is the critical clearing time, that is crc tt = .  
An alternative of the above approach is the following. maxV , which is the maximum 
energy that a system can have before synchronism is lost (or the value of the energy at 
the separatrix) equals the smallest maximum value of V(0, δ) around a stable equilibrium 
point which is by definition: 
)),0(),,0(min(),0( 21max uuu VVVV δδδ ==       (4.8) 
where 21, uu δδ  are the two unstable equilibrium point surrounding the stable equilibrium 
point. 
The equilibrium point uδ  is called the “closest” unstable equilibrium point. For a clearing 
time ct  if max))(),(( VttV cc <δω  the system is stable. 
The critical clearing time can be found as follows: first )( crtδ  is evaluated by solving 
max))(),(( VttV crcr =δω  and then the faulted state equation is integrated until 
)()( crtt δδ = .  
Consider for example a one machine infinite bus system which experiences a disturbance 
that disconnects one of the parallel lines, as illustrated in Figure 4.4.  
 
Figure 4.4. A single machine - infinite bus system. 
For this system assume that the swing equation for the post fault system is given by the 










       
(4.9) 








while the post fault closest 
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The total energy function of the generator is: 






















For a clearing time ct  with [ ])()()( ccc tttx ωδ=  if max))(),(( VttV cc <δω  the system is 
stable otherwise it is unstable. 
4.3 DSE-Enabled Predictive Transient Stability Monitoring Scheme     
This section presents how the dynamic state estimation can be combined with the 
Lyapunov’s direct method as summarized in section 4.2, resulting in the proposed 
transient stability monitoring scheme.  
The real-time dynamic state of the substation, as obtained from the dynamic state 
estimation results, includes the real-time operating condition of the substation generator, 
i.e. generator torque angle, generator speed, generator acceleration etc. This information 
is adequate to monitor the dynamics of the generator and characterize and predict the 
stability of the system. Stability monitoring is performed on the basis of Lyapunov 
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energy functions and Lyapunov direct method. Specifically the total energy of a 










    
(4.13)
 
The computation of the kinetic energy is trivial since the generator speed is evaluated 
continuously and in real time by the DSE. The major computational challenge is the 
evaluation of the potential energy of the generator, and it is performed in terms of the 
center of oscillations (CoO) of the system with the assumption that the fault is cleared at 
the present time. Detailed description of the methodology is given next. 
4.3.1 CoO Definition and Computation  
The CoO is identified as the place of the system where the rate of frequency is 
constant as illustrated in Figure 4.5. Note that multiple CoOs might exist in the system, 
since the center of oscillations is actually a plane in the system. The evaluation of the 















Figure 4.5. Center of oscillations definition. 
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Assume the system in Figure 4.6, with the substation of interest and the transmission line 
that connects the substation with the rest of the system. 
La ⋅La ⋅− )1(
 
Figure 4.6. Center of oscillations within a transmission line. 
Assume that the frequency at the CoO is a straight line with equation: 
tcbtfcoo ⋅+=)(               (4.14) 
and that the frequency at the two ends of the line is given as 1f  and 2f  correspondingly. 
Further assume that the frequency along the line varies linearly with the distance from 
one end of the line. Let the CoO be within the line. Then for every time instant it , the 
frequency of the CoO is a convex combination with coefficient a  of the frequencies 1f  
and 2f  at the two ends of the line, that is:  
ii ttiicoo
fafatcbtf ,2,1 )1()( ⋅−+⋅=⋅+= .       (4.15) 
The coefficient a  along with the equation of the line (parameters b  and c ) can be found 









,2,1 ))1((min      (4.16) 
where N is the number of samples of 1f  and 2f  that are used. The samples of 1f  and 2f  
are obtained upon simulation of the system for a few cycles (around 5 simulation cycles) 
given that the present time is the fault clearing time. In particular, the simulation is 
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performed for a given fault duration time faultpresentfd ttt −= , where the simulated 
frequency at the two ends of the line is used as an input to the optimization algorithm for 
the evaluation of the CoO.   
Once the coefficient a  is computed, if 10 << a , then the center of oscillations is 
found to be along the transmission line at the point La ⋅− )1(  from the first terminal, 
where L is the length of the line. Thus, the CoO lies within the observable area (the 
substation of interest or the transmission lines connecting to the neighboring substations). 
Otherwise it is outside the line. This case will be discussed further in section 6.6 . In case 
of multiple lines that depart from the substation, the same optimization procedure is 
performed for each line. An illustration of the CoO computation based on the 
optimization problem is shown in Figure 4.7.   
 
Figure 4.7. Center of oscillations evaluation. 
4.3.2 Equivalent System Derivation  
Once the CoO is evaluated then an equivalent system can be derived, that is used for 
the evaluation of the potential energy of the generator. The equivalent system consists of 
the original system up to the CoO along with the mirror image of this part of the system 
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with respect to the CoO. The concept of the equivalent system is illustrated in Figure 4.8 
and Figure 4.9. In particular, assume that the original system consists of the substation of 
interest and two transmission lines with lengths 1L  and 2L respectively, that connect the 
substation of interest to the neighboring substations and to the rest of the system as in 
Figure 4.6. Further assume that upon execution of the optimization algorithm for the 
evaluation of the CoO, it was found to be at the distance 11 La ⋅  and 22 La ⋅  away from 
the terminal of the substation of interest, on the two transmission lines respectively. Then 
the equivalent system consists of the substation of interest and the part of the 
transmission lines up to the CoO, along with the mirror image as is illustrated in Figure 
4.9. Note that the equivalent substation has the same components (generator, transformer, 
etc) with the substation of interest. 
11 La ⋅ 11)1( La ⋅−
22 )1( La ⋅−22 La ⋅
 






Figure 4.9. Equivalent System. 
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At this point, the importance but also the reasoning behind the evaluation of the CoO 
is to be emphasized. By evaluating the CoO of the system, then a very simple equivalent 
system is created, where the dynamics of the generator of interest are the same in the 
original and the equivalent system. As a result the potential energy of the generator is 
evaluated using the equivalent system and it is the same as the potential energy of the 
generator in the original system. Note that with this method, the complexity of the 
computation of the potential energy of the generator is significantly reduced since the 
equivalent system is a small two generator equivalent system. As a result, the potential 
and kinetic energy of the system can be computed using the well known formulas for a 




















dH        (4.18) 























M −−−=     (4.19) 











21          (4.20) 
The above model permits the evaluation of the potential energy of the generator which is 






























ME    (4.21) 
The kinetic energy of the system is: 
 221 )(2
1 ωω −= MEk          (4.22) 
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where 21 δδδ −=  is the difference of the generators’ torque angles and 1ω  and 2ω
 
are 




are computed based on the equations for the 
stability evaluation of a multi-machine system, given in Appendix B.  
Note that the torque angle ( 1δ ) and the speed ( 1ω ) of the generator in the substation of 
interest are given continuously and in real time by the DSE. The  torque angle ( 2δ ) and 
the speed ( 2ω ) of the equivalent generator are computed to be: 
12 2 δδδ −⋅= CoO          (4.23) 
12 2 ωωω −⋅= CoO          (4.24) 














Figure 4.10. Phase angle and frequency computation of the equivalent generator. 
The equilibrium point 21 sss δδδ −=  is given by the steady state power flow solution of 
the equivalent system.    
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4.3.3 Transient Stability Monitoring Scheme Algorithm  
The algorithm that describes the implementation of the transient stability monitoring 
scheme is given next and shown in Figure 4.11. The generator torque angle and speed 
(frequency) at the substation of interest are monitored continuously through the DSE. 
After the occurrence of a fault, the type of the fault and the location of the fault can be 
identified. Given this information the topology of the post fault system is predicted, 
assuming that the predefined settings of the protective relays are known. This is also 
facilitated by the breaker oriented power system modeling that is used in this work, 
which allows for the prediction of the breaker(s) that will operate. These computations 
are expected to last a few cycles, so there will be a delay of few cycles before the 
monitoring of the total energy trajectory begins. However this time is expected to be in 
the order of a few msecs (2-3 cycles), thus it will normally be during the fault period and 
it is not expected to affect the performance of the scheme.  
Now given the topology of the post fault system, at each time step of the algorithm 
and assuming that the fault is cleared at that time instant, the steps of the algorithm for 
the proposed transient stability monitoring scheme are the following:   
1. the center of oscillations is evaluated by performing the optimization algorithm 
described in section 4.3.1,  
2. the equivalent two generator system is derived, as described in section 4.3.2, 
3. the potential energy function of the equivalent system is computed, along with the 
post fault equilibrium and the barrier value of the potential energy function which is 
equal to the value of the potential energy function at the closest unstable equilibrium 
point of the post fault system, as described in section 4.2,     
4. the total energy of the generator is computed as the sum of the potential energy and 
the kinetic energy of the generator at that time instant. Note that for these 
calculations, the torque angle and the speed of the generator, along with the phase 
angle and the frequency of the CoO are used, and are given by the DSE that is 
performed at the substation of interest.  
Note that these computations are expected to last a few cycles, so there will be a 
delay of few cycles before the scheme determines the stability of the system. However 
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due to the fact that all the computations are performed on a very simple and small two 
generator equivalent system, this computation time is expected to be in the order of a few 
msecs (2-3 cycles). Also note that the CoO is moving during the transient swings of the 
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Figure 4.11. Proposed transient stability monitoring scheme conceptual illustration. 
As a result, the proposed transient stability monitoring scheme determines in real time 
the stability of the system. In addition stability indexes such as the stability margin, in 
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terms of the generator energy or the phase angle can be computed at each time instant. 
Finally in case of an unstable system the critical clearing time is also determined, since 
this is the time instant at which the total energy of the generator equals the barrier value. 
4.4 Application: Generator Out-of-Step Protection Scheme 
 An application of the transient stability monitoring scheme is a novel generator out-
of-step protection scheme. As mentioned in the literature review section, nowadays, out-
of-step protection is based on impedance relays that monitor the impedance trajectory at 
the terminals of the generator as illustrated in Figure 4.12. For present state-of-the-art 
out-of-step protection, the most common scheme is a mho relay with a single blinder set. 
Specifically, the impedance trajectory is monitored and instability is detected when there 
is a crossing on the two blinders (right and left). The major disadvantages of this scheme 
are that a) instability is detected when the unit has already slipped a pole and b) 
additional delay of tripping may be needed to avoid breaker overstresses in case of high 
generator torque angles. 
 
Figure 4.12. Single blinder out-of-step impedance relay operation [107]. 
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Figure 4.13 illustrates in more detail a visualization of the generator total energy 
trajectory monitoring. The total energy of the generator is computed at each time step, 
and it is superimposed on the potential energy function. When and if the total energy 
value exceeds the barrier value maxV then instability is detected and a trip signal can be 
sent to the generator. Note that maxV is the value of the potential energy function at the 
“closest equilibrium point” as explained in section 4.2. Also, note that the instability is 
detected at the critical clearing time of the fault ( critt ), resulting in a predictive out-of-step 
protection scheme. At that time also the value of the torque angle of the generator ( critδ ) 
is typically such that allows the breaker to open without a risk to overstress it.  If the total 
energy value does not exceed the barrier value maxV , this means that the system is stable 
and there is no need for generator tripping. Thus monitoring of the trajectory of the total 
energy as the disturbance is evolving can lead to the calculation of the exact time that the 
system loses its synchronism and becomes unstable, and as a result provides us with the 




Figure 4.13. Generator out-of-step protection scheme illustration.  
Additional visualizations can be also implemented that provide animations of the 
generator dynamics of the system in real time. The animation indirectly provides a feel of 
the acceleration of the generating units as their position and/or the arrow size of the speed 
changes. For example, Figure 4.14 shows the position of each generator according to its 
torque angle. In addition the speed of the generator (above or below synchronous speed) 




Figure 4.14. Visualization of generator operating state [100]. 
4.5 Summary 
In this chapter, a novel, energy based transient stability monitoring scheme is 
described that is based on real-time dynamic monitoring of the system’s transient swings, 
and is enabled by the developed dynamic state estimation. A key concept in the scheme is 
the evaluation of the CoO of the system. Once this is evaluated as part of the algorithm, 
then a two generator equivalent system is derived that mimics the dynamics of the 
original system. The equivalent system, along with the necessary information provided 
by the DSE are used in order to compute in real time the total energy of the generator and 
extract stability properties from the energy function. In addition an application of the 
transient stability monitoring scheme is proposed which is a novel, predictive, generator, 
out-of-step protection scheme. The proposed scheme is advantageous compared to state-
of-the-art technology since out-of-step condition can be predicted before its occurrence 





5 DEMONSTRATING EXAMPLES: DISTRIBUTED 
DYNAMIC STATE ESTIMATION 
5.1 Overview 
In this chapter demonstrating examples of the distributed dynamic state estimator are 
presented. In particular, in section 5.2 the results from the implementation of DSE-Q on a 
quadratized single axis synchronous generator quasi-static model and on a quadratized 
two axis synchronous generator quasi-static model are presented. DSE-Q is also tested on 
three actual substation systems, the USVI LongBay substation, the USVI RHPP 
substation and the NYPS's Blenheim-Gilboa substation. In section 5.3, DSE-T is 
demonstrated on the NYPA's Gilboa-Blenheim substation.  
5.2 DSE-Q Results 
5.2.1 Single-Axis Synchronous Generator DSE-Q 
In this section a quadratized single axis quasi-static generator model is presented, 
which was used in the DSE algorithm for the estimation of the generator states. This is 
the most common generator model that is used in transient stability studies and is 
represented by a constant voltage behind a transient impedance, as illustrated in Figure 
5.1. The DSE algorithm has been applied to the generator in order to estimate its total 
state vector. This information can be further used as an input to power systems 
applications. For example, for transient stability analysis and the developed out-of-step 
protection scheme, an estimate of the generators' state (that includes the torque angle and 










Figure 5.1. Single axis synchronous generator model.  
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~   is the generator current, 
ir VjVV ⋅+=
~    is the generator terminal voltage, 
ir EjEE ⋅+=
~   is the generator internal voltage, 
)(tδ   is the generator torque angle, 
)(tω   is the generator speed, 
)(tTe   is the generator electrical torque, 
)(tPe   is the generator internal electrical power, 
0ω   is the synchronous speed, 
J   is the moment of inertia of the generator, 
)(tc , )(ts , )(1 ty , )(2 ty  are additional states introduced to quadratize the model. In fact, 
)(tc  and )(ts  represent the sinus and cosine of the angle )(tδ . mT  is the mechanical 
power supplied by a prime mover, while specE  is the internal voltage magnitude specified 
by an excitation system. These two quantities are assumed constant in this simplified 
model.  
The state vector is 
[ ] [ ]TeeirirTT yyPTEEVVtctsttytx 21)()()()()( ωδ= . 
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It is noted that the states of this component have been separated into “dynamic” states, 
i.e. states that obey differential equations, and “static” states that obey algebraic 
equations. Finally it is to be noted that the trigonometric functions have been eliminated 
by the introduction of the variables )(ts  and )(tc , without any approximations, thus the 
model is quadratic. 
Given the generator model and the available measurements, the following filter 
equations are obtained after applying quadratic integration to the differential equations:  
)()( tVtV r
m
r =  
)()( tVtV i
m
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The first 7 equations refer to actual measurements, while the remaining equations of the 
form “0=” are the additional virtual measurements (originating from the model 
equations), considered as measurements with zero value and a very high accuracy. The 
symbol h  refers to the discretization step. 
Implementation and application of the dynamic state estimator on the single axis 
generator model will be demonstrated on the generating units of New York Power 
Authority's (NYPA) Gilboa-Blenheim substation. A short description of the Gilboa-
Blenheim substation model is given in Appendix C. DSE was performed on the first 
generator of the substation. The system is simulated in WinIGS (a power system analysis 
software, using a three-phase system representation with detailed component modeling). 
The measurements involve steady state and transient conditions, after a three-phase fault 
at the terminal of Freizer Substation. The fault is initiated at t=0.5 sec and lasts for 0.1 
sec. The measurement set consists of the terminal voltage phasor of the generating unit 
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(both magnitude and phase), the unit current phasor (both magnitude and phase), the 
generator speed and scalar measurements of the active and reactive power injections of 
the generator. The measurement set is illustrated in Figure 5.2. 
The estimated generator states are computed after applying the described DSE 
algorithm to the measurement set of Figure 5.2 and presented in Figure 5.3. DSE time 
step was 16.67 msec (one estimation per cycle). Standard deviation of 1% is assumed for 
each actual measurement, while a higher precision, of an order of magnitude greater, is 
assumed for the virtual measurements. Estimates of the terminal voltage, the torque angle 
and the frequency are shown in Figure 5.3, as an illustrative subset of the generator state 
vector. The DSE results (dotted lines) are superimposed on the simulation results (solid 
lines). The results show that the estimation is highly accurate both for pre-fault but also 








Figure 5.3. Single axis generator DSE - estimated states. 
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5.2.2 Two-Axis Synchronous Generator DSE-Q 
In this section a quadratized, two-axis, quasi-static generator model is presented, 
which was used in the DSE algorithm for the estimation of the generator states. The 
objective of the DSE algorithm is to obtain an estimate of the total state of the generator 
in real time that will be further used as an input for the out-of-step protection scheme.   


























BC = j(xd - xq)Id
φ
 
Figure 5.4. Two-axis synchronous machine phasor diagram. 
In Figure 5.4: 
gI
~ :  armature current (positive direction is into the generator) 
r  : armature resistance 
dx : direct-axis synchronous reactance 
qx : quadrature-axis synchronous reactance 
gV
~  : terminal voltage 
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The rotor angle is defined as 
2
)()( 0
πωθδ −−= ttt ,         (5.3) 
where 
2
)( πδ +t  is the angle difference between the rotor (d-axis), rotating at speed )(tω , 
and a synchronously rotating reference frame at speed 0ω . )(tθ  is the position of the 
rotor. Upon differentiation the following hold: 
00 )(
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The state vector is defined as 
[ ]TTT yxX =  
[ ])()()()( tctsttxT ωδ=  
[ ]2121 yyTzzIIIIEEVVy eqiqrdidrirgigrT =  
Subscripts r and i denote the real and imaginary part of the corresponding phasor. Igr and 
Idr are through variables of the model. The equations of the model are as follows: 
)()()( tItItI qrdrgr +=  
)()()( tItItI qidigi +=  
)()()()()()(0 tIxtIxtrItrItVtE qiqdidqrdrgrr −−++−=  
)()()()()()(0 tIxtIxtrItrItVtE qrqdrdqidigii ++++−=  
)()()()(0 tctEtstE ir ⋅−⋅=  
)()()()(0 tItEtItE diidrr ⋅+⋅=  
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)()()()(0 tItEtItE qirqri ⋅−⋅=  
)()()(0 1 tEttz r−⋅= ω         (5.6) 
)()()(0 2 tEttz i−⋅= ω  
.
22 )()(0 specir EtEtE −+=  
( ) ( )[ ])()()()()()(3)(0 21 tItItztItItztT qidiqrdre +⋅++⋅⋅−=  
( )01 )()()(0 ωω −⋅−= ttcty  
( )02 )()()(0 ωω −⋅+= ttsty  
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Based on the generator model, the available measurements and virtual measurements 
the following filter equations are obtained after applying quadratic integration to the 




















































)()()()()()(0 tIxtIxtrItrItVtE qiqdidqrdrgrr −−++−=  
)()()()()()(0 tIxtIxtrItrItVtE qrqdrdqidigii ++++−=  
)()()()(0 tctEtstE ir ⋅−⋅=  
)()()()(0 tItEtItE diidrr ⋅+⋅=  
)()()()(0 tItEtItE qirqri ⋅−⋅=        (5.7) 
)()()(0 1 tEttz r−⋅= ω  
)()()(0 2 tEttz i−⋅= ω  
.
22 )()(0 specir EtEtE −+=  
 
( )01 )()()(0 ωω −⋅−= ttcty  
( )02 )()()(0 ωω −⋅+= ttsty  
)(0 mtQ=  
 
 







































































htyhtyhhtctc mm −−−+−−=   
The first group of the filter equations refers to the actual measurements. The second 
group refers to the algebraic (linear or quadratic) internal equations of the model that are 
introduced as virtual measurements. This set of equations (renamed as )(tQ ) is also 
evaluated at the intermediate time mt  resulting in the set of equation )(0 mtQ=  that are 
also introduced as virtual measurements. Finally, the last group refers to the integrated 
(using quadratic integration) dynamic equations of the model which are also introduced 
as virtual measurements.   
Implementation and application of the dynamic state estimator on the two axis 
generator model will be also demonstrated on the generating units of NYPA's Gilboa-
Blenheim substation. DSE was performed on the second generator of the substation. The 
system is simulated in WinIGS. The measurements involve steady state and transient 
conditions, after a three-phase fault at the terminal of Freizer Substation. The fault is 
initiated at t=0.5 sec and lasts for 0.1 sec. The measurement set consists of the terminal 
voltage phasor of the generating unit (both magnitude and phase), the unit current phasor 
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(both magnitude and phase), the generator speed and scalar measurements of the active 
and reactive power injections of the generator. The measurement set is illustrated in 
Figure 5.5. 
 




Figure 5.6. Two axis generator DSE - estimated states. 
The estimated generator states are computed after applying the described DSE 
algorithm to the measurement set of Figure 5.5. DSE time step was 16.67 msec (one 
estimation per cycle). Standard deviation of 1% is assumed for each actual measurement, 
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while a higher precision, of an order of magnitude greater, is assumed for the virtual 
measurements. Estimates of the terminal voltage, the torque angle and the frequency are 
shown in Figure 5.6, as an illustrative subset of the generator state vector. The DSE 
results (dotted lines) are superimposed on the simulation results (solid lines). The results 
show that the estimation is highly accurate both for pre fault but also for post fault 
conditions. 
5.2.3 USVI Long Bay DSE-Q 
The DSE-Q was also implemented and tested for the Long Bay Substation of the US 
Virgin Islands system.  A description of the Long Bay substation model is given in 
Appendix D. The results include steady state and transient conditions after a three-phase 
fault that was simulated close to RHPP substation. The estimation time step was 16.67 
msec (1 estimation per cycle). Figure 5.7 to Figure 5.12 illustrate demonstrative results of 
the estimated states. The estimation results (dotted lines) are superimposed on the 
simulation results (solid lines). In particular, Figure 5.7 and Figure 5.8 illustrate the 
voltage magnitudes and phase angles of the three phases for bus 3-0A0B1 (Substation 
Terminal Bus) respectively. Figure 5.9 and Figure 5.10 illustrate the voltage magnitudes 
and phase angles of the three phases for bus LB-T1-T (Substation Transformer1 34.5 kV 
Bus) respectively. Finally Figure 5.11 and Figure 5.12 illustrate the voltage magnitudes 
and phase angles of the three phases for bus UG350 (Neighboring Bus). The results show 















Figure 5.9. Simulated and estimated voltage magnitude of bus LB-T1-1. 
 
















































Figure 5.11. Simulated and estimated voltage magnitude of bus UG350. 
 






















Figure 5.12. Simulated and estimated voltage phase angle of bus UG350. 
Timing results were performed for the execution of DSE-Q on the Longbay Substation. 
Table 5.1 summarizes the number of the system states, the actual measurements and the 
total measurements (both actual and virtual measurements). The average execution time 
for each time step is 0.42 msec with a variability of 0.05 msec. The timing experiments 
were performed on a personal computer with a i7-860, 2.8 GHz processor and 8 GB 
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RAM. As a result, the timing results prove that a real-time execution of DSE-Q in the 
substation level with one estimation per cycle is feasible. 
Table 5.1. Timing experiment summary of the DSE-Q for LongBay substation. 
System States 82 
Actual Measurements 171 
Total Measurements 
(Actual + Virtual) 
784 
Average QSE Execution Time 
per Time Step 
0.42 msec 
Variability 0.05 msec 
5.2.4 USVI RHPP DSE-Q 
 The DSE-Q was also implemented and tested for the RHPP Substation of the US 
Virgin Islands system.  A description of the RHPP substation model is given in Appendix 
D. The results include steady state and transient conditions after a three-phase fault that 
was simulated close to LongBay substation. The estimation time step was 16.6 msec (1 
estimation per cycle). Figure 5.13 to Figure 5.18 illustrate demonstrative results of the 
estimated states. The estimation results (circles) are superimposed on the simulation 
results. In particular, Figure 5.13 and Figure 5.14 illustrate the voltage magnitudes and 
phase angles of three phases for bus FDR11-GC (substation terminal bus) respectively. 
Figure 5.15 and Figure 5.16 illustrate the voltage magnitudes and phase angles of three 
phases for bus XF15-2 (substation transformer) respectively. Finally Figure 5.17 and 
Figure 5.18 illustrate the voltage magnitudes and phase angles of three phases for bus 




































Table 5.2 summarizes the number of the system states, the actual measurements and the 
total measurement (both actual and virtual measurements). The average execution time 
for each time step is 0.4 msec with a variability of 0.04 msec. 
Table 5.2. Timing experiment summary of the DSE-Q for RHPP Substation  
System States 66 
Actual Measurements 176 
Total Measurements 
(Actual + Virtual) 
824 
Average QSE Execution Time 
per Time Step 
0.4 msec 
Variability 0.04 msec 
5.2.5 NYPA Blenheim-Gilboa Plant DSE-Q 
 The DSE-Q was implemented on the NYPA’s system (Blenheim-Gilboa Plant), 
which has a full description on Appendix C. Synchronized voltage and current 
measurements from both sides of the 4 step-up transformers of the 278 MVA generators, 
and synchronized voltage and current measurements at the substation terminals of the 345 
kV transmission lines of Fraser-Gilboa, Gilboa-New Scotland, and Gilboa-Leeds, were 
assumed. To verify the validity of the DSE-Q, a three-phase line to ground fault is 
simulated near the bus BG-FRAZER and the estimation results show that the DSE-Q can 
capture the dynamic behavior of the system due to the fault with high accuracy, both for 
the states inside the NYPA substation and the states at the remote sides of the 345 kV 
transmission lines. Figure 5.19 to Figure 5.24 show the voltage magnitudes and phases of 
the buses BG_UNIT1 (generator terminals), BG_LEEDS (high side of the step-up 






























Table 5.3 summarizes the number of the system states, the actual measurements and the 
total measurement (both actual and virtual measurements) in the QSE. The average 
execution time for each time step is 0.51 msec with a variability of 0.05 msec. This 
timing is for a system with all measurements being GPS synchronized. 
Table 5.3. Timing experiment summary of the DSE-Q for NYPA system 
System States 58 
Actual Measurements 192 
Total Measurements 
(Actual + Virtual) 
880 
Average QSE Execution Time 
per Time Step 
0.51 msec 
Variability 0.05 msec 
5.3 DSE-T Results  
5.3.1 NYPA Blenheim-Gilboa Plant DSE-T 
This section illustrates results from the execution of DSE-T on NYPA's Blenheim-
Gilboa substation. The results include steady state and transient conditions after a three-
phase fault that was simulated close to RHPP substation. The estimation time step was 
0.5 msec. Figure 5.25 and Figure 5.26 illustrate demonstrative results of the estimated 
states. The estimation results (dotted lines) are superimposed on the simulation results 
(solid lines). In particular, Figure 5.25 illustrates the three-phase voltage of bus BG-
GA345, while Figure 5.26 illustrates the three-phase voltage of bus BG-Unit1. Note that 
in DSE-T the time domain waveforms of the corresponding quantities are estimated. The 














 In this chapter numerical experiments on the DSE were initially performed on 
dynamic generator models. The developed DSE has been also tested on actual substations 
of NYPA and USVI systems. For these cases timing experiments have been also 
performed. It is concluded that DSE can capture with high accuracy the dynamics of the 
system. In addition, the timing results validated that DSE can be performed at rates of 60 















6 DEMONSTRATING EXAMPLES: TRANSIENT 
STABILITY MONITORING AND GENERATOR OUT-OF-
STEP PROTECTION SCHEME  
6.1 Overview 
In this chapter, demonstrating results on the transient stability monitoring and 
generator out-of-step protection scheme are presented. Initially, the method is 
demonstrated on a simple, two-machine system which is used as a proof-of-concept test 
case. In this system, results are presented assuming that information is available from 
both substations, but also for the case where only information from the substation of 
interest is used, in which case the concept of the calculation of the CoO is used. 
Next, in section 6.3, the schemes are presented on a five substation system for a 
specific fault scenario. In this case a single CoO point exists in the system and is 
computed.  In section 6.4, a three substation system is tested for a specific fault scenario, 
with the difference that in this case multiple CoOs exist in the system. In section 6.5, the 
scheme is implemented on the NYPA’s Blenheim Gilboa plant, where also multiple 
CoOs exist. For all the examined test cases, the developed predictive generator out-of-
step protection scheme is compared with the state-of-the-art, impedance trajectory 
monitoring based out-of-step protection method, and the superiority of the developed 
method in terms of the time when instability is detected, is evaluated. 
Finally, in section 6.6 a test case is demonstrated and discussed, in which the CoO is 
found to be outside the observable area of the substation of interest.       
6.2 Two-Machine System - Proof of Concept Test Case 
In this section, the proposed transient stability and generator out-of-step protection 
scheme is demonstrated on a two substation system with two generating units, two step-
up transformers and two overhead transmission lines connected in parallel as is illustrated 




Figure 6.1. Single line diagram of the two generator system. 
Table 6.1. Test system parameters. 
Gen1 100MVA z= 0.001+j0.18 pu H=2.5 sec 15 kV 
Gen2 200MVA z= 0.001+j0.18 pu H= 3.0 sec 18 kV 
XFMR1 100MVA z=0.001+j0.07 pu 15 kV/115kV  
XFMR2 200MVA z=0.001+j0.08 pu 115 kV/18kV  
Transmission Line 1 z=0.028+0.2698 pu 115 kV 50 miles 
Transmission Line 2 z=0.028+0.2698 pu 115 kV 50 miles 
Load 1 S=0.4+j0.1 pu  115 kV  
Load 2 S=1.5+j0.2 pu 115 kV  
Common Sbase=100 MVA 
 
Here the focus is on the stability monitoring and out-of-step protection of the 
generator in the first substation, which is the substation of interest. The fault scenario that 
is examined is a three-phase fault at the terminal of the second substation. The system is 
simulated in WinIGS. 
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6.2.1 Using data from both substations 
In this section, the energy based transient stability monitoring of the system is 
demonstrated assuming that the required information (generator’s torque angle and 
speed) is available from both substations. 
In particular, a single machine equivalent is derived using the equations presented in 
section 4.3.2. For this test system, the equilibrium point of the post fault system is 
computed to be at: 
000
21 14.1303.517.18 =−=−= sss δδδ       
Two test cases have been simulated. The first one corresponds to a three-phase fault that 
resulted in a stable system, and the second case corresponds to a three-phase fault that 
resulted in an unstable case. The fault is initiated at t=1 sec. The duration of the fault was 
0.3 sec in the stable case and 0.4 sec in the unstable one. The fault is cleared by 
disconnecting the second (upper) transmission line. In Tables Table 6.2Table 6.3 the 
generators’ torque angles and speeds at the fault clearing time are given. 
Table 6.2. Generators’ torque angle & frequency at fault clearing time – stable scenario. 
Generator 1 Generator 2 
δ1=154.3 deg δ2=80.7 deg 
f1=62.57 Hz f2=61.4 Hz 
 
Table 6.3. Generators’ torque angle & frequency at fault clearing time – unstable scenario. 
Generator 1 Generator 2 
δ1=262.2 deg δ2=139.1 deg 




The total energy (sum of potential and kinetic energy) of the system is computed next 
using equations 4.17-4.22. Figure 6.2 illustrates the total energy of the system superposed 
on the corresponding potential energy function for the stable case at the time when the 
fault was cleared (t=1.3 sec). It is clear in this case that the total energy is below the 
highest value of the potential energy, thus indicating a stable system. 
 
Figure 6.2. Total and potential system energy - stable case. 
In Figure 6.3 the unstable case is depicted. Note that in this case, the total energy at the 
fault clearing time (t=1.4 sec) exceeds the highest value of the potential energy function, 




Figure 6.3. Total and potential system energy - unstable case. 
Next, it is illustrated how the proposed out-of-step protection scheme can predict 
instability before its occurrence for the unstable scenario described before. In particular, 
Figure 6.4 illustrates the trajectory of the potential and total energy of the generator for 
the unstable scenario. The total energy is continuously monitored and compared to the 
peak (barrier) value of the potential energy. When the total energy becomes higher than 
the barrier value, this indicates instability and a trip signal is issued to the generator. Note 
that this is a totally predictive out-of-step scheme that is taking place in real time. 
Specifically, in the described unstable scenario the fault is cleared at t=1.4 sec (0.4 sec 
after its initiation). Visualization of the total energy trajectory as illustrated in Figure 6.4 




Figure 6.4. Total and potential system energy trajectory. 
Next, the energy based scheme for stability monitoring and out-of-step protection is 
compared with the single blinder out-of-step protection method. In order to perform the 
comparison, the out-of-step function of the impedance relay is simulated for the same 
unstable scenario. Observing Figure 6.5, it is evaluated that the impedance trajectory 
crosses the right blinder at t=1.44 seconds. The left blinder is crossed at t=1.58 seconds. 
Additional delay is needed before generator tripping is issued. As a result the proposed 
approach and the generator total energy visualization predicted instability 0.21 seconds 
before the impedance relay, without considering additional delay of the impedance relay 
tripping due to the high value of the angle when the instability is detected. Note that 
comparison of Figure 6.4 and Figure 6.5 illustrates that in the developed scheme, 
instability detection was achieved before the fault clearing time, when the impedance was 




Figure 6.5. Impedance trajectory monitoring. 
6.2.2 Using data only from the substation of interest 
The same test case is presented here, with the difference that now it is assumed that 
only information from the DSE that is performed at the substation of interest is available. 
In this case, which is the general case since for the developed scheme only information 
from the substation of interest is utilized, the potential energy function and the total 
energy of the generator of interest are computed in real time, in terms of the CoO as 
described in section 4.3.   
The energy of the system is computed next for two time instants, t=1.25 sec and 
t=1.37 sec. In particular, the energy of the system is computed at time t=1.25 sec. 
Assuming that this is the fault clearing time, after a few cycles simulation of the system, 
the frequency at the two ends of the line that connects the two substations is given in 
Figure 6.6. Given the frequency at the two terminals of the line it is concluded that the 
CoO is within this line and it is evaluated by the optimization method described in 




Figure 6.6. Frequency at the terminals of the line - fault clearing time t=1.25 sec. 
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The frequency at the two terminals of the line, along with the simulated frequency at the 
CoO and the equation of the frequency of the CoO are shown in Figure 6.7. Note that the 




Figure 6.7. Comparison of simulated and computed CoO frequency - fault clearing time 
t=1.25 sec. 
Once the CoO is computed, a two generator equivalent was built as explained in 
section 4.3.2. The equivalent is shown in Figure 6.8.   
 
Figure 6.8. Equivalent system - fault clearing time t=1.25 sec. 
In order to evaluate the accuracy of the equivalent model, the dynamics of the original 
system and the equivalent system are compared. In particular, the initial conditions 
(torque angle and speed) of the generator in the substation of interest were set to the 
values that the system had at the assumed fault clearing time. The initial conditions 
(torque angle and speed) of the generator in the second substation (mirror image part of 
the system) were set to be symmetric to the initial conditions of the first generator in 
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terms of the CoO, as explained in section 4.3.2. The initial conditions at the equivalent 
system are given in Table 6.5. 
Table 6.5. Generators’ torque angle & frequency - fault clearing time t=1.25 sec.  
Generator 1 CoO Generator 2 
δ1=113.3 deg δCoO=68.0 deg δ2=22.6 deg 
f1=62.2 Hz fCoO=61.52 Hz f2=60.82 Hz 
 
The torque angle and frequency of the generator of interest, the CoO phase angle and 
the relative angle between the generator’s torque angle and the CoO phase angle are 
compared between the original and the equivalent system in Figure 6.9. As expected, the 
dynamics of the equivalent system are very close to the dynamics of the original system. 
 




In order to evaluate the stability of the system for this assumed fault clearing time, the 
potential energy function of the equivalent system was evaluated. The total energy of the 
system is also computed and it is superposed on the corresponding potential energy 
function, as illustrated in Figure 6.10. For this computation the torque angle and the 
frequency of the two generators of the equivalent system at the assumed clearing time 
(Table 6.5) are used. Note that the total energy is below the barrier, thus indicating that 
the system is stable.  
 
Figure 6.10. System total energy evaluation and stability characterization - fault clearing 
time t=1.25 sec. 
The same steps as before are followed again for the time instant t=1.37 sec. In 
particular, assuming that this is the fault clearing time, the frequency at the two ends of 
the line is simulated for a few cycles as shown in Figure 6.11. Given the frequency at the 
two terminals of the line, the CoO is computed to be within this line, as shown in the 




Figure 6.11. Frequency at the terminals of the line - fault clearing time t=1.37 sec. 
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The frequency at the two terminals of the line, along with the simulated frequency at 
the CoO is computed and the equation of the frequency of the CoO are shown in Figure 
6.12. Note that the simulated frequency at the CoO is well approximated by the computed 
CoO frequency. However the accuracy is decreased compared with the previous case 




Figure 6.12. Comparison of simulated and computed CoO frequency - fault clearing time 
t=1.37 sec. 
Once the CoO is computed, a two generator equivalent was built as shown in Figure 6.13.  
 
Figure 6.13. Equivalent system - fault clearing time t=1.37 sec. 
The accuracy of the equivalent model is evaluated by comparing the dynamics of the 
original system and the equivalent system, as shown in Figure 6.14. The initial conditions 
of the equivalent system, calculated based on the generator of interest torque angle and 
speed along with the CoO phase angle and frequency, given in real time by the DSE that 






Table 6.7. Generators’ torque angle & frequency - fault clearing time t=1.37 sec. 
Generator 1 CoO Generator 2 
δ1=227.0 deg δCoO=164.5 deg δ2=102.0 deg 
f1=63.1 Hz fCoO=62.43 Hz f2=61.75 Hz 
 
As expected, the dynamics of the equivalent system are very close to the dynamics of the 
original system.  
 
Figure 6.14. Comparison of original and equivalent system dynamics - fault clearing time 
t=1.37 sec. 
For this assumed fault clearing time, the stability of the system is evaluated by 
computing the potential energy function and the total energy of the system. The total 
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energy of the system superposed on the corresponding potential energy function is shown 
in Figure 6.15. The total energy is equal to the barrier value of the energy, thus indicating 
that t=1.37 sec is the critical clearing time for the system and for the specific fault. Note 
that the total energy is computed given the torque angle and the frequency of the two 
generators of the equivalent system at the assumed clearing time (Table 6.7). Note also 
that, as expected, this is the same clearing time that was evaluated in section 6.2.1.  
 
Figure 6.15. System total energy evaluation and stability characterization - fault clearing 
time t=1.37 sec. 
6.3 Five Substation Test System - Single CoO Case 
In this section the developed transient stability monitoring and generator out-of-step 
protection scheme are presented on a more complex five substation system. The test 
system consists of five substations, three of which are generating substations as is 
illustrated in Figure 6.16. The substation of interest, where the DSE and the transient 
stability monitoring scheme is applied is the first substation. The parameters of the 




Table 6.8. Five substation test system parameters. 
Gen1 450MVA z= 0.001+j0.18 pu H=2.5 sec 18 kV 
Gen2 400MVA z= 0.001+j0.18 pu H= 2.5 sec 18 kV 
Gen3 650MVA z= 0.001+j0.18 pu H= 2.5 sec 25 kV 
XFMR1 450MVA z=0.004+j0.1047 pu 18 kV/138kV  
XFMR2 450MVA z=0.004+j0.1047 pu 18kV/138 kV  
XFMR3 700MVA z=0.004+j0.1047 pu 25kV/230 kV  
AXFMR1 300MVA z=0.03+j0.06 pu 138/230kV  
AXFMR2 300MVA z=0.03+j0.06 pu 138/230kV  
Trans. Line Sub1-Sub4 z=0.02+0.16 pu 138 kV 41 miles 
Trans. Line  Sub1-Sub5 z=0.02+0.143 pu 138 kV 37 miles 
Trans. Line  Sub4-Sub5 z=0.025+0.185 pu 138 kV 48 miles 
Trans. Line  Sub4-Sub2 z=0.006+0.068 pu 230 kV 62 miles 
Trans. Line  Sub5-Sub2 z=0.003+0.038 pu 230 kV 35 miles 
Trans. Line  Sub5-Sub3 z=0.003+0.035 pu 230 kV 32 miles 
Trans. Line  Load2 z=0.005+0.05 pu 230 kV 40 miles 
Load Sub1 S=1.8+j0.4 pu 138 kV  
Load Sub2 S=3.0+j0.8 pu 230 kV  
Load AXFMR1-PR S=2.1+j0.5 pu 230 kV  
Load AXFMR2-PR S=0.7+j0.1 pu 230 kV  
Load AXFMR2-SEC S=0.8+j0.1 pu 138 kV  





Figure 6.16. Single line diagram of the five substation test system. 
The fault that will be examined is a three-phase fault at the terminal of the substation of 
interest and is cleared by disconnection of the line "Trans. Line Sub1-Sub4". The fault 
initiates at t=1 sec and different hypothetical clearing times are examined next. 
6.3.1 Hypothetical fault clearing time = 1.1 sec 
Assuming that t=1.1 sec is the fault clearing time, the frequency at the two terminals 
of line "Trans. Line Sub1-Sub5" is calculated upon simulation of the system and is 




Figure 6.17. Frequency at the terminals of the line - fault clearing time t=1.1 sec. 
Given the frequency at the two terminals of the line it is concluded that the CoO is within 
this line and it is evaluated by the CoO calculation optimization method. The results are 
summarized in Table 6.9. 















Coo Frequency Equation 
SUB1-
SUB5 
0.208 60.366 0.235 29.3 37.0 ttfCoO ⋅+= 235.0366.60)(
 
The frequency at the two terminals of the line, along with the simulated frequency at the 
CoO and the equation of the frequency of the CoO are shown in Figure 6.18. Note that 
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the simulated frequency at the CoO is almost a straight line and is very well 
approximated by the computed CoO frequency. 
 
Figure 6.18. Comparison of simulated and computed CoO frequency - fault clearing time 
t=1.1 sec. 
Once the CoO is computed, a two generator equivalent is derived, shown in Figure 6.19.  
 
Figure 6.19. Equivalent system - fault clearing time t=1.1 sec. 
Next, the dynamics of the original system and the equivalent system are compared as 
shown in Figure 6.20, in order to evaluate the accuracy of the equivalent model. The 
initial conditions that were used for the equivalent system, are calculated based on the 
DSE results that is running in the substation of interest, and provides the operating 
condition of the system at the assumed fault clearing time, given in Table 6.10. At this 
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point, it is reminded that the DSE provides an estimation of the states inside the 
substation of interest (including the generator states) along with an estimate of the state at 
the terminal(s) of the neighboring substation(s). So the observable area includes the 
departing line(s) from the substation of interest, and as a result the phase angle and the 
frequency of the CoO are given by the DSE as long as it lies in the observable area.  
Table 6.10. Generators’ torque angle & frequency - fault clearing time t=1.1 sec. 
Generator 1 CoO Generator 2 
δ1=28.83 deg δCoO=3.1 deg δ2=-22.63 deg 
f1=60.84 Hz fCoO=60.38 Hz f2=59.92 Hz 
 
 




As expected, the dynamics of the equivalent system are very close to the dynamics of the 
original system. 
In order to evaluate the stability of the system for this assumed fault clearing time, 
the potential energy function of the equivalent system was evaluated as illustrated in 
Figure 6.21. The total energy of the system is also computed given the torque angle and 
the frequency of the two generators of the equivalent system at the assumed clearing time 
(Table 6.10), and it is superposed on the corresponding potential energy function. It is 
clear in this case that the total energy is below the barrier, thus indicating a stable system. 
 
Figure 6.21. System total energy evaluation and stability characterization - fault clearing 
time t=1.1 sec. 
6.3.2 Hypothetical fault clearing time = 1.15 sec 
For this hypothetical clearing time, the frequency at the two terminals of line "Trans. 
Line Sub1-Sub5" is illustrated in Figure 6.22. Given the frequency at the two terminals of 





Figure 6.22. Frequency at the terminals of the line - fault clearing time t=1.15 sec. 
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The simulated frequency at the two terminals of the line, along with comparison of the 
simulated frequency and the approximated with a straight line frequency at the CoO, are 
shown in Figure 6.23. Note that the simulated frequency at the CoO is well approximated 




Figure 6.23. Comparison of simulated and computed CoO frequency - fault clearing time 
t=1.15 sec. 
Once the CoO is computed, a two generator equivalent was built as shown in Figure 6.24.  
 
Figure 6.24. Equivalent system - fault clearing time t=1.15 sec. 
The accuracy of the equivalent model is evaluated by comparing the dynamics of the 
original system and the equivalent system as shown in Figure 6.25. The initial conditions 
of the equivalent system are given in Table 6.12. As expected, the dynamics of the 





 Table 6.12. Generators’ torque angle & frequency - fault clearing time t=1.15 sec. 
Generator 1 CoO Generator 2 
δ1=47.58 deg δCoO=14.36 deg δ2=-18.87 deg 
f1=61.25 Hz fCoO=60.63 Hz f2=60.00 Hz 
 
 
Figure 6.25. Comparison of original and equivalent system dynamics - fault clearing time 
t=1.15 sec. 
In order to evaluate the stability of the system for this assumed fault clearing time, the 
potential energy function of the equivalent system is evaluated. The total energy of the 
system is also computed and it is superposed on the corresponding potential energy 
function, shown in Figure 6.26. The total energy is still below the barrier, thus indicating 




Figure 6.26. System total energy evaluation and stability characterization - fault clearing 
time t=1.15 sec. 
6.3.3 Hypothetical fault clearing time = 1.2 sec 
For this clearing time, the frequency at the two terminals of line "Trans. Line Sub1-




Figure 6.27. Frequency at the terminals of the line - fault clearing time t=1.2 sec. 
Based on the frequency at the two terminals of the line it is concluded that the CoO is 
within this line and its computation is summarized in Table 6.13. 
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The frequency at the two terminals of the line, along with the comparison between the 
simulated and the computed frequency at the CoO, are shown in Figure 6.28. The 




Figure 6.28. Comparison of simulated and computed CoO frequency - fault clearing time 
t=1.2 sec. 
Next, a two generator equivalent was built as explained, shown in Figure 6.29.  
 
Figure 6.29. Equivalent system - fault clearing time t=1.2 sec. 
The accuracy of the equivalent model is again evaluated by comparing the dynamics 
of the original system and the equivalent system, as illustrated in Figure 6.30. The state of 
the generators (torque angle and frequency) of the equivalent system, at the examined 
hypothetical fault clearing time are given in Table 6.14. As expected, the dynamics of the 
equivalent system are close to the dynamics of the original system, although the accuracy 
is decreased compared to the previous cases, given that the system is approaching the 
instability region and the nonlinearities become more dominant. 
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Table 6.14. Generators’ torque angle & frequency - fault clearing time t=1.2 sec.  
Generator 1 CoO Generator 2 
δ1=74.27 deg δCoO=32.94 deg δ2=-8.4 deg 
f1=61.68 Hz fCoO=60.89 Hz f2=60.09 Hz 
 
 
Figure 6.30. Comparison of original and equivalent system dynamics - fault clearing time 
t=1.2 sec. 
Finally, the stability of the system is evaluated for this hypothetical fault clearing 
time. The potential energy function of the equivalent system is first evaluated. Then, the 
total energy of the system is computed given the state (torque angle and frequency) of the 
two generators of the equivalent system (Table 6.14) and it is superposed on the 
corresponding potential energy function, as illustrated in Figure 6.31. Note that in this 
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case the total energy is equal to the barrier value of the energy, thus indicating that this is 
the critical clearing time of the system. 
 
Figure 6.31. System total energy evaluation and stability characterization - fault clearing 
time t=1.2 sec.  
As a result, the critical clearing time (CCT) as computed in real time by the proposed 
method is evaluated to be 0.2 sec. Simulations of the system indicate that the actual 
critical clearing time for the examined fault is 0.22 sec. Thus, there is an error of 0.02 sec 
(approximately 1 cycle) in the evaluation of the CCT, which is reasonable considering 
that the derivation of the equivalent system was made under the assumption that the 
frequency and the phase angle along the line varies linearly with the distance from the 
terminals of the line. The accuracy of this assumption is decreased as the system gets 
closer to the instability region and the nonlinearities become more severe.  
6.3.4 Comparison with conventional out-of-step protection method 
Based on the results from the previous sections, it is concluded that the developed 
stability monitoring scheme evaluated in real time the CCT of the system to be at t=1.2 
sec (0.2 sec after the fault initiation). As a result, at this time instant, instability of the 
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generator is detected and a trip signal can be sent to generator. In this section, the 
functionality of a state-of-the-art, impedance monitoring based, out-of-step relay is 
simulated and the instability detection time is evaluated for an unstable scenario with 
clearing time t=1.25 sec (0.25 sec after fault initiation). The results are summarized in 
Figure 6.32. In particular, monitoring of the trajectory of the impedance at the terminals 
of the generator indicates that the right blinder and the left blinder are crossed at t=1.34 
sec and t=1.51 sec respectively. As a result, the impedance based relay detected 
instability at t=1.51 sec, thus the developed method in this work predicted instability 0.31 
sec before the conventional relay. Note that this time difference is actually higher, 
considering the fact that when the left blinder is crossed the value of the phase angle is 
high and the generator trip has to be delayed in order to avoid breaker overstress.    
 
Figure 6.32. Impedance trajectory monitoring - five substation system. 
6.4 Three Substation Test System - Multiple CoO Case 
In this section the transient stability monitoring and generator out-of-step protection 
schemes are demonstrated on a three substation system. In particular, the test system 
consists of three generating substations, five overhead transmission lines that connect the 
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three substations and three constant power loads that have to be served. It is assumed that 
a three-phase fault occurs at the terminal of the second substation (substation of interest) 
which causes the trip of one of the two parallel transmission lines that connect the first 
with the second substation. The fault initiates at t=1 sec and different hypothetical fault 
clearing times are examined next. Note that at the post-fault system, there are two lines 
departing from the substation of interest, thus it is expected that there will be two CoO 
points, one on each line. The described test system is illustrated in Figure 6.33. Its 
parameters are presented in Table 6.15.      
  









Table 6.15. Three substation test system parameters. 
Gen1 100MVA z= 0.001+j0.2 pu H=2.5 sec 15 kV 
Gen2 300MVA z= 0.001+j0.18 pu H= 3.0 sec 18 kV 
Gen3 200MVA z= 0.001+j0.18 pu H= 2.5 sec 20 kV 
XFMR1 100MVA z=0.001+j0.07 pu 15 kV/115kV  
XFMR2 300MVA z=0.001+j0.08 pu 115 kV/18kV  
XFMR3 200MVA z=0.001+j0.07 pu 115 kV/20kV  
Trans. Line1 Sub1-Sub2 z=0.024+j0.235 pu 115 kV 43.5 miles 
Trans. Line2 Sub1-Sub2 z=0.024+j0.235 pu 115 kV 43.5 miles 
Trans. Line1 Sub1-Sub3 z=0.019+j0.19 pu 115 kV 35 miles 
Trans. Line2 Sub1-Sub2 z=0.008+j0.082 pu 115 kV 15 miles 
Trans. Line Sub2-Sub3 z=0.028+j0.272 pu 115 kV 20 miles 
Load 1 S=1.33+j0.1 pu 115 kV  
Load 2 S=0.56+j0.1 pu 115 kV  
Load 3 S=1.5+j0.1 pu 115 kV  
Common Sbase=100 MVA 
6.4.1 Hypothetical fault clearing time = 1.2 sec 
For this hypothetical fault clearing time, the frequency at the terminals of the lines 
that connect the substation of interest with the neighboring substations (BUS1, BUS2 and 
BUS3) is illustrated in Figure 6.34. Given the frequency at the terminals of the lines it 
can be concluded that the CoO is within the lines that connect the second substation with 
the first and the third substation. The optimization algorithm was executed for the 





Figure 6.34. Frequency at the terminals of the lines - fault clearing time t=1.2 sec. 
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The frequency at the two terminals of the lines, along with the simulated and computed 
frequency at the CoO points, are shown in Figure 6.35 and Figure 6.36, respectively. 
Note that in both cases, the simulated frequency at the CoO is almost a straight line and is 
very well approximated by the computed CoO frequency. 
 
Figure 6.35. Comparison of simulated and computed CoO1 frequency - fault clearing time 
t=1.2 sec. 
 




Once the CoO is computed, a two generator equivalent was built. The equivalent is 
shown in Figure 6.37. Note that since there are two CoO points in the original system, 
there are two CoO points in the equivalent system too, one on each of the parallel lines. 
 
Figure 6.37. Equivalent system - fault clearing time t=1.2 sec. 
In order to evaluate the accuracy of the equivalent model, the dynamics of the 
original system and the equivalent system are compared. In particular, the initial 
conditions (torque angle and speed) of the generator in the substation of interest were set 
to the values that the system had at the hypothetical fault clearing time.  The initial 
conditions (torque angle and speed) of the generator in the second substation (mirror 
image part of the system) were set to be symmetric in terms of the CoO, as explained in 
section 4.3.2. Since now there are two CoO points in the system, the average of the phase 
angle and the frequency at the two CoO points was calculated and was used as a 
reference for the evaluation of the torque angle and the frequency of the second generator 
in the equivalent system.  At this point, it is emphasized again that these values are 
computed in real time based on the DSE that is performed at the substation of interest, as 
explained in previous sections. The results are shown in Table 6.17. 
Table 6.17. Generators’ torque angle & frequency - fault clearing time t=1.2 sec. 
Generator 1 CoO1 CoO2 Generator 2 
δ1=38.35 deg δCoO=27.5 deg δCoO=29.7 deg δ2=18.84 deg 
f1=61.31 Hz fCoO=60.92 Hz fCoO=60.92 Hz f2=60.53 Hz 
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The second generator’s torque angle and frequency, the phase angle of the two CoO 
points and the relative angle between the second generator’s torque angle and the phase 
angle of the two CoO points, are compared between the original and the equivalent 
system in Figure 6.38. As expected, the dynamics of the equivalent system are very close 
to the dynamics of the original system. 
 
Figure 6.38. Comparison of original and equivalent system dynamics - fault clearing time 
t=1.2 sec. 
In order to evaluate the stability of the system for this hypothetical fault clearing time, 
the potential energy function of the equivalent system was evaluated. The total energy of 
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the system is also computed based on the state of the equivalent system generators given 
in Table 6.17, and it is superposed on the corresponding potential energy function, as 
illustrated in Figure 6.39. It is clear in this case that the total energy is below the barrier, 
thus indicating a stable system. Note that the barrier value is the smallest value among the 
potential energy value of the unstable equilibrium points that surround a stable 
equilibrium point as explained in section 4.2. 
 
Figure 6.39. System total energy evaluation and stability characterization - fault clearing 
time t=1.2 sec. 
6.4.2 Hypothetical fault clearing time = 1.3 sec 
In this section assuming that the fault clearing time is t=1.3 sec, the same analysis as 
before is performed. In particular, the frequency at the terminals of the lines that connect 
the substation of interest with the neighboring substations (BUS1, BUS2 and BUS3) is 
calculated based on a few cycles simulation and is illustrated in Figure 6.40. Based on the 
frequency at the terminals of the lines, it is clear that two CoO points exist in the system, 
one on each line that connects the second substation with the first and the third 
substation. The CoO calculation optimization routine was executed for the determination 




Figure 6.40. Frequency at the terminals of the lines - fault clearing time t=1.3 sec. 
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Comparison of the simulated and the computed frequency at the CoO is shown in Figure 
6.41 and Figure 6.42, for each CoO point respectively. Note that in both cases the 
simulated frequency at the CoO is almost a straight line and is well approximated by the 
computed CoO frequency. 
 
Figure 6.41. Comparison of simulated and computed CoO1 frequency - fault clearing time 
t=1.3 sec. 
 




Next, a two generator equivalent was built. The equivalent is shown in Figure 6.43.  
 
Figure 6.43. Equivalent system - fault clearing time t=1.3 sec. 
The accuracy of the equivalent model is evaluated next, by comparing the dynamics of 
the original system and the equivalent system, as shown in Figure 6.44.  The initial 
conditions of the equivalent system are summarized in Table 6.19. As expected, the 
dynamics of the equivalent system are very close to the dynamics of the original system. 
Table 6.19. Generators’ torque angle & frequency - fault clearing time t=1.3 sec. 
Generator 1 CoO1 CoO2 Generator 2 
δ1=97.74 deg δCoO=69.1 deg δCoO=71.2 deg δ2=42.46 deg 





Figure 6.44. Comparison of original and equivalent system dynamics - fault clearing time 
t=1.3 sec. 
The stability of the system for this hypothetical fault clearing time is evaluated. The 
potential energy function of the equivalent system is calculated along with the total 
energy of the system given the state of the equivalent system at the hypothetical clearing 
time (Table 6.19),  and it is superposed on the corresponding potential energy function. It 
is clear that in this case the system is still stable since the total energy is below the 





Figure 6.45. System total energy evaluation and stability characterization - fault clearing 
time t=1.3 sec. 
6.4.3 Hypothetical fault clearing time = 1.38 sec 
Under the assumption that the fault clearing time is t=1.38 sec, the same steps as 
before are followed. The frequency at the terminals of the lines that connect the second 
substation with the neighboring substations (BUS1, BUS2 and BUS3) is calculated based 
on a few cycles simulation as illustrated in Figure 6.46. It is concluded that two CoO 
points exist in the system, one on each line that connects the second substation with the 
first and the third substation. The CoO points that were calculated upon execution of the 




Figure 6.46. Frequency at the terminals of the lines - fault clearing time t=1.38 sec. 
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The simulated frequency is compared with the computed frequency at the CoO in 
Figure 6.47 and Figure 6.48, for each CoO point respectively, and the simulated 
frequency at the CoO is well approximated by the computed CoO frequency. 
 
Figure 6.47. Comparison of simulated and computed CoO1 frequency - fault clearing time 
t=1.38 sec. 
 




Once the CoO is computed, a two generator equivalent was derived. The equivalent is 
shown in Figure 6.49.  
 
Figure 6.49. Equivalent system - fault clearing time t=1.38 sec. 
In order to evaluate the accuracy of the equivalent model, the dynamics of the 
original system and the equivalent system are compared as illustrated in Figure 6.50. The 
initials conditions that were used for the equivalent system are shown in Table 6.21.  
Table 6.21. Generators’ torque angle & frequency - fault clearing time t=1.38 sec. 
Generator 1 CoO1 CoO2 Generator 2 
δ1=172.2 deg δCoO=120.4 deg δCoO=120.2 deg δ2=68.4 deg 





Figure 6.50. Comparison of original and equivalent system dynamics - fault clearing time 
t=1.38 sec. 
Finally, in order to evaluate the stability of the system for this fault clearing time, the 
potential energy function of the equivalent system is evaluated. The total energy of the 
system is also computed and it is superposed on the corresponding potential energy 
function. In this case that the total energy is equal to the barrier value of the energy, as 





Figure 6.51. System total energy evaluation and stability characterization - fault clearing 
time t=1.38 sec. 
As a result, the critical clearing time (CCT) as computed by the developed method is 
evaluated to be 0.38 sec after the initiation of the fault, for the specific disturbance. Upon 
simulations of the system, it was found that the critical clearing time for this fault is 0.39 
sec. Thus, there is an error of 0.01 sec in the evaluation of the CCT. 
6.4.4 Comparison with conventional out-of-step protection method 
 The developed transient stability monitoring scheme evaluated the CCT of the system 
to be at t=1.38 sec (0.38 sec after the fault initiation). At this time instant, instability of 
the generator is detected and a trip signal can be sent to generator. In this section, 
comparison between the developed out-of-step protection scheme and the response of a 
conventional, impedance based, out-of-step relay is performed. In particular, the 
functionality of an impedance monitoring out-of-step relay is simulated for an unstable 
scenario with clearing time t=1.4 sec (0.4 sec after fault initiation). The results are 
summarized in Figure 6.52. In particular, monitoring of the trajectory of the impedance at 
the terminals of the generator indicates that the left blinder and the right blinder are 
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crossed at t=1.43 sec and t=1.64 sec respectively. As a result, the impedance based relay 
detected instability at t=1.64 sec. Thus, it is concluded that the developed method 
predicted instability 0.26 sec before the conventional relay. Note that this time difference 
does not consider the fact that when the second blinder is crossed the value of the phase 
angle is high and the generator trip has to be delayed to avoid breaker overstress. 
 
Figure 6.52. Impedance trajectory monitoring - three substation system. 
6.5 NYPA Blenheim-Gilboa Substation 
The transient stability monitoring scheme was also tested on the NYPA Blenheim-
Gilboa substation. The details of the substation model are given in Appendix C. It was 
assumed that all four generators were operational, providing the same amount of power, 
so a single equivalent generator was used. The fault that will be examined is a three phase 
fault at the terminal of the substation and the fault is cleared by disconnecting the line 
that connects the Blenheim-Gilboa substation with Frazer substation. The fault initiates at 
t=1 sec and different clearing times are examined next. 
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6.5.1 Hypothetical fault clearing time = 1.1 sec 
Assuming that the fault is cleared at t=1.1 sec, the frequency at the terminal of the 
Blenheim Gilboa substation (B-G bus) and the neighboring substations (NSCOTLAND 
bus and LEEDS bus) is simulated and is shown in Figure 6.53. 
 
Figure 6.53. Frequency at the terminals of the lines - fault clearing time t=1.1 sec. 
Given the frequency at the terminals of the lines it is concluded that there is a CoO 
point within each of the lines that connect the Blenheim-Gilboa substation with the 
neighboring substations (Nscotland and Leeds). The optimization algorithm was executed 
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The frequency at the terminals of the two lines, along with comparison between the 
simulated and the computed frequency at the CoO points are shown in Figure 6.54 and 
Figure 6.55. Note that the simulated frequency at the CoO is almost a straight line and is 
well approximated by the computed CoO frequency. 
 





Figure 6.55. Comparison of simulated and computed CoO2 frequency - fault clearing time 
t=1.1 sec. 
The two generator equivalent that was built upon calculation of the CoO points is shown 
in Figure 6.56.  
 
Figure 6.56. Equivalent system - fault clearing time t=1.1 sec. 
The accuracy of the equivalent model is evaluated next, by comparing the dynamics of 
the original system and the equivalent system. In particular, the initial conditions (torque 
angle and speed) of the generator in the substation of interest were set to the values that 
the system had at the fault clearing time, as computed by the DSE in the substation.  The 
initial conditions (torque angle and speed) of the generator in the second substation 
(mirror image part of the system) were set to be symmetric to the values of the first 
generator in terms of the CoO, as explained in section 4.3.2, and are shown in Table 6.23.  
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Table 6.23. Generators’ torque angle & frequency - fault clearing time t=1.1 sec. 
Generator 1 CoO1 CoO2 Generator 2 
δ1=4.4 deg δCoO=-10.56 deg δCoO=-13.32 deg δ2=-28.28 deg 
f1=60.74 Hz fCoO=60.26 Hz fCoO=60.30 Hz f2=59.82 Hz 
 




As expected, the dynamics of the equivalent system are very close to the dynamics of the 
original system, as shown in Figure 6.57. 
In order to evaluate the stability of the system for this hypothetical fault clearing time, 
the potential energy function of the equivalent system was evaluated along with the total 
energy of the system which is superposed on the corresponding potential energy function, 
as illustrated in Figure 6.58. It is clear in this case that the total energy is below the 
barrier energy value, thus indicating a stable system. 
 
Figure 6.58. System total energy evaluation and stability characterization - fault clearing 
time t=1.1 sec. 
6.5.2 Hypothetical fault clearing time = 1.2 sec 
For this hypothetical fault clearing time, the same analysis is performed. In particular, 
the frequency at the terminals of the Blenheim-Gilboa and its neighboring substations are 




Figure 6.59. Frequency at the terminals of the lines - fault clearing time t=1.2 sec. 
Given the computed frequencies, it is concluded that there is a CoO point on each of 
the two lines and the optimization algorithm was executed for the determination of the 
CoO points. The results are summarized in Table 6.24. 
In Figure 6.60 and Figure 6.61, the simulated frequency is compared with the 
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Figure 6.61. Comparison of simulated and computed CoO2 frequency - fault clearing time 
t=1.2 sec. 
Once the CoO is computed, a two generator equivalent was built. The equivalent is 
shown in Figure 6.62.  
 
Figure 6.62. Equivalent system - fault clearing time t=1.2 sec. 
Next the accuracy of the equivalent model is evaluated by comparing the dynamics of 
the original system and the equivalent system as shown in Figure 6.63. The initial 
conditions of the equivalent system as computed by the DSE results and the phase angle 
and frequency at the CoO points is shown in Table 6.25. As expected, the dynamics of 




 Table 6.25. Generators’ torque angle & frequency - fault clearing time t=1.2 sec. 
Generator 1 CoO1 CoO2 Generator 2 
δ1=44.7 deg δCoO=4.9 deg δCoO=3.5 deg δ2=-36.3 deg 
f1=61.46 Hz fCoO=60.57 Hz fCoO=60.53 Hz f2=59.64 Hz 
 
 




The stability of the system is evaluated for this assumed fault clearing time. Given the 
equivalent system, the potential energy function was evaluated. The total energy of the 
system is also computed and it is superposed on the corresponding potential energy 
function as illustrated in Figure 6.64.  The total energy is below the barrier in this case 
too, thus the system is still in the stable region. 
 
Figure 6.64. System total energy evaluation and stability characterization - fault clearing 
time t=1.2 sec. 
6.5.3 Hypothetical fault clearing time = 1.27 sec 
Assuming that the fault clearing time is t=1.27 sec, the frequency at the B-G bus 
(terminal of Blenheim-Gilboa substation) and the neighboring substations 
(NSCOTLAND bus and LEEDS bus) is illustrated in Figure 6.65. It is concluded that the 
CoO lies on the two lines that connect the Blenheim-Gilboa substation with the 
neighboring substations and upon execution of the optimization algorithm, the CoO 




Figure 6.65. Frequency at the terminals of the lines - fault clearing time t=1.27 sec. 
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Comparison of the simulated and the computed frequency for the two CoO points is 
illustrated in Figure 6.66 and Figure 6.67. However the accuracy is decreased compared 
with the previous cases since the system approaches its instability region and the 
nonlinearities become more severe for this complex system. This can be observed also by 
the simulated frequencies in Figure 6.65. 
 
Figure 6.66. Comparison of simulated and computed CoO1 frequency - fault clearing time 
t=1.27 sec. 
 




The two generator equivalent that was derived is shown in Figure 6.68.  
 
Figure 6.68. Equivalent system - fault clearing time t=1.27 sec. 
In order to evaluate the accuracy of the equivalent model, the dynamics of the 
original system and the equivalent system are compared in Figure 6.69. The initial 
conditions (torque angle and speed) of the generators in the equivalent system that are 
computed based on the DSE results are summarized in Table 6.27. In this case, it is noted 
that the accuracy is decreased compared to the previous case. This was expected due to 
the fact that the system is very close to the instability region and the nonlinearities are 
more dominant. As a result the assumption that the CoO frequency is a straight line is 
less accurate, and given that the derivation of the equivalent system was made under the 
assumption that the frequency and the phase angle along the lines in the system varies 
linearly with the distance from the terminals of the line, the accuracy of the equivalent 
system is reduced. 
Table 6.27. Generators’ torque angle & frequency - fault clearing time t=1.27 sec. 
Generator 1 CoO1 CoO2 Generator 2 
δ1=88.3 deg δCoO=31.98 deg δCoO=33.72 deg δ2=-22.6 deg 





Figure 6.69. Comparison of original and equivalent system dynamics - fault clearing time 
t=1.27 sec. 
Finally, the stability of the system is evaluated for this hypothetical fault clearing 
time. Again, the potential energy function of the equivalent system was evaluated along 
with the total energy of the system which is superposed on the corresponding potential 
energy function, as illustrated in Figure 6.70. In this case that the total energy is equal to 





Figure 6.70. System total energy evaluation and stability characterization - fault clearing 
time t=1.27 sec. 
As a result, the critical clearing time (CCT) as computed by the developed method is 
evaluated to be 0.27 sec after the fault initiation. Simulations of the system indicate that 
the actual critical clearing time for this system and for this type of fault is 0.31 sec. Thus, 
there is an error of 0.04 sec (approximately 2.5 cycles) in the evaluation of the CCT, 
which is reasonable based on the assumptions that were made for the derivation of the 
equivalent system and the computation of the total energy of the system as was explained 
before. 
6.5.4 Comparison with conventional out-of-step protection method  
 Based on the results from the previous sections, it was concluded that the developed 
stability monitoring scheme evaluated in real time the CCT of the system to be at t=1.27 
sec (0.27 sec after the fault initiation). As a result, at this time instant, instability of the 
generator is detected and a trip signal can be sent to generator. In this section, the 
functionality of a state-of-the-art, impedance monitoring based, out-of-step relay is 
simulated and the instability detection time is evaluated for an unstable scenario with 
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clearing time t=1.35 sec (0.35 sec after fault initiation). The results are summarized in 
Figure 6.71. In particular, monitoring of the trajectory of the impedance at the terminals 
of the generator indicates that the right blinder and the left blinder are crossed at t=1.37 
sec and t=1.47 sec respectively. As a result, the impedance based relay detected 
instability at t=1.47 sec, thus the developed method in this work predicted instability 0.2 
sec before the relay. Note that this time difference is actually higher, considering the fact 
that when the left blinder is crossed the value of the phase angle is high and the generator 















Figure 6.71. Impedance trajectory monitoring - NYPA B-G system. 
6.6 Test Case with CoO Outside Observable Area 
 In this section, a test case is examined in which the CoO lies outside the observable 
area of the DSE that is performed at the substation of interest. As was discussed in 
chapter 3, the observable area of the DSE that is performed in a substation is up to the 
terminal of the neighboring substations. For the application of the transient stability 
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monitoring scheme using only local information derived by the DSE in the substation of 
interest, the CoO has to lie in the observable area. However, it is quite common that a 
generating substation is connected via a short line to a non generating substation, thus it 
is possible, depending on the disturbance, that the CoO lies outside the observable area. 
The test system that was used to demonstrate this scenario is shown in Figure 6.72. Note 
that it is the same test system as in section 6.3, with the difference that the length of the 
line "Trans. Line Sub1-Sub4" was changed to be 5 miles.  
 
Figure 6.72. Single line diagram of five substation test system. 
 A three-phase fault was simulated at the terminal of the substation of interest. The 
fault initiates at t=1 sec and it is cleared 0.25 sec after its initiation, without a change in 
the system configuration. The frequency at the terminal of the substation of interest 





Figure 6.73. Frequency at the terminals of the lines - fault clearing time t=1.25 sec. 
It is clear that a CoO point lies on the line that connects substation 1 with substation 5, 
and another CoO point on the line that connects substation 4 with substation 5. Upon 
execution of the optimization routine for the determination of the CoO points, the results 



















BUS1-BUS2 0.23 61.15 0.98 28.5 37 
BUS1-BUS3 -2.1 - - - 5 
BUS3-BUS2 0.29 61.15 0.99 34.1 48 
 
Note that given the frequency at Bus 1 and Bus 3, the coefficient a  of the optimization 
routine is negative ( 10 << a ), indicating that there is no CoO point on the line that 
connects substation 1 with substation 4. However, there is an additional CoO point that 
lies outside the observable area and could not be observed. In particular, Figure 6.74 
illustrates the frequency at Bus 4 and Bus 6 of the system.  
 
Figure 6.74. Frequency at the terminals of the remote line - fault clearing time t=1.25 sec. 
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It is clear that there is a CoO point on the line that connects Substation 4 with Substation 
2. This CoO point cannot be determined by the DSE that is performed in the substation of 
interest, so in this case it is required that a DSE is also performed in substation 4 that will 
increase the observability of the system up to the terminal of substation 2. The CoO point 
on the line that connects substation 4 with substation 2 is found to be 48.8 miles away 
from Bus 4.  
 As a result, for the transient stability monitoring scheme to be applied, the results of 
the DSE that is performed in substation 4 have to be sent to substation 1, where the real-
time model of the extended system will be synthesized and the transient stability 
monitoring and out-of-step protection scheme can be applied. The disadvantage in this 
case is that there is expected to be a delay in the characterization of the stability of the 
system due to the required communication of the DSE state that is computed in substation 
4 to substation 1, and the associated delays. 
 Given the extended real-time model of the system as computed by the DSE 
performed in substation 1 and substation 4, the equivalent system that is derived for the 
computation of the total energy of the system and the characterization of its stability is 
shown in Figure 6.75. 
 




 In this chapter, the developed transient stability monitoring and generator out-of-
step protection scheme are demonstrated on several test systems with single or multiple 
CoO points, including the NYPA's Blenheim Gilboa generating substation. It is 
concluded that the developed scheme can characterize in real-time the stability of the 
system and evaluate with high accuracy the critical clearing time of a disturbance, before 
the system becomes unstable. Thus it can predict eminent system instability much earlier 
than traditional methods  
The predictive generator out-of-step protection scheme is also demonstrated. The 
simulation results indicate that the scheme can predict the generator's instability much 
earlier than traditional methods such as present day out-of-step relays. The prediction 
time is of such magnitude that the generating unit can be tripped before it actually slips a 













7 CONTRIBUTIONS AND POTENTIAL FUTURE WORK 
7.1 Conclusions 
The presented research work consists mainly of two parts: (a) a PMU-based 
distributed dynamic state estimator that is performed at the substation level with rates 
more than 60 times per second and can capture with high accuracy the dynamics of the 
system and (b) a predictive, energy-based, transient stability monitoring scheme that is 
enabled by the dynamic state estimator and characterizes in real time the stability of the 
system. As an application of the transient stability monitoring scheme, a predictive 
generator out-of-step protection scheme that can protect a generator from a potential loss 
of synchronism has also been developed. 
In particular, initially a distributed dynamic state estimator has been presented. DSE 
is performed at the substation level by utilizing only local measurements available from 
PMUs, meters, FDRs etc in the substation only, thus avoiding all issues associated with 
transmission of data and associated time latencies. A three-phase, asymmetric and 
breaker oriented power system model is used in order to account for system imbalances, 
asymmetries and topology changes. In general the problem is nonlinear. However, the 
quadratic power system component modeling that is used, converts the problem in 
quadratic and improves the convergence characteristics of the algorithm. The solution is 
further simplified if only synchronized measurements are used and the associated devices 
are linear, in which case the state estimation becomes linear and has a direct solution. 
Emphasis is also given on the object-oriented formulation of the algorithm. The 
distributed architecture of the DSE (substation based) but also the object-oriented 
formulation of the algorithm results in very fast DSE update rate which can go up to more 
than 60 executions per second. The DSE has been tested in numerous test systems 
including the actual models of the USVI's Longbay and RHPP substations and NYPA's 
Blenheim-Gilboa substation. Timing results indicate that the method can be performed at 
rates of 60 times per second for a typical substation. Finally it is concluded that DSE can 
be used as the major component of a PMU-based wide area monitoring system. 
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An energy-based transient stability monitoring scheme is also presented in this work. 
The scheme is enabled by the dynamic state estimator since it utilizes the estimated state 
of the substation, monitors in real-time the transient swings of the system and 
characterizes the stability of the system. In particular, the real-time dynamic model of the 
system, as given by the DSE, is utilized to evaluate the system’s energy function based 
on Lyapunov’s direct method and extract stability properties from the energy function. 
The two major components of the scheme are a) the calculation of the center of 
oscillations of the system and b) the derivation of an equivalent, reduced sized model 
which is used for the calculation of the potential and kinetic energy of the system based 
on which the stability of the system is determined. The mathematical formulation for the 
calculation of the center of oscillations and the methodology for the equivalent derivation 
are presented in detail. The overall algorithm of the stability monitoring scheme and in 
particular how the information given by the dynamic state estimation is used for the real-
time characterization of the stability of the system, are also given. Finally an application 
of this scheme, which is a novel, predictive, generator out-of-step protection scheme is 
described. Given the DSE results, the energy of the generator is computed and 
continuously monitored and if it exceeds a predefined threshold then instability is 
asserted and a trip signal can be sent to the generator. The schemes have been 
demonstrated on various test systems, including the NYPA's Blenheim-Gilboa generating 
substation, in order to demonstrate their efficiency and accuracy along with comparison 
with the state-of-the art technology for generator out-of-step protection in order to 
demonstrate the superiority of the developed method. The major advantage of the scheme 
is that the out-of-step condition is predicted before its occurrence and therefore relays can 
act much faster than today’s technology. It is concluded that the scheme can predict the 
generator's instability much earlier than traditional methods such as present day out-of-
step relays. The prediction time is of such magnitude that the generating unit can be 




7.2 Potential Future Work 
 The real-time dynamic model of the system as computed by the DSE can be used in 
various applications. Apart from the developed transient stability monitoring and 
generator out-of-step protection schemes other monitoring, control and protection 
applications can be also developed. An example could be a short-term and a long-term 
voltage stability monitoring scheme that is based on the DSE results. Potential protection 
schemes that can be developed are component protection schemes, for devices such as 
transmission lines or transformers, or system protection schemes. The DSE results could 
be also used for applications of component parameter estimation such as generator and 
transmission line parameter identification.   
 Another promising topic is the integration of renewable sources (wind, solar etc) and 
of storage devices into the grid. This integration will increase the complexity of the 
system but on the same time allows for the implementation of control and optimization 
schemes that can coordinate the operation of the non-dispatchable units with the bulk 
power system with the objective being the maximization of the utilization of the available 
resources but on the same time improvement of the operation and reliability of the 
system. Maximum utilization of these resources requires fast and accurate monitoring and 
control for the purpose of continuous coordination and optimization of the system. If 
storage is added to the system then there is a need to continuously optimize the 
store/retrieve functions with the wind/PV availability for the purpose of mitigating the 
effects of wind/PV source variability and maximizing the amount of energy retrieved 
from wind and PV. Towards this goal, DSE can be used as the major component of such 
a monitoring scheme that will provide a more accurate and more frequent real-time 
model of the system, and will enable new approaches for control, operation and 
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Appendix A: Quadratic Integration 
Quadratic integration method is a numerical integration method that assumes that 
time domain functions vary quadratically within the integration time step. This 
assumption is illustrated in Figure A.1. Note that the three points, )( htx − , mx  and )(tx  
fully define the quadratic function in the interval ],[ tht − . The method is an implicit 
numerical integration method (it can be easily observed that it makes use of information 
at the unknown point )(tx ) and therefore demonstrates the desired advanced numerical 













Figure A.1. Illustration of the quadratic integration method [101]. 
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Appendix B: Multi-Machine System Potential Energy Computation 
In this section, the methodology for deriving the expression of the power output of 
the generators in a multi-machine power system as a function of the units’ rotor position 
δ is described. For the derivation, the following assumptions are made: 
• The positive sequence model of the multi-machine power system will be used. 
• The machines are represented by a constant voltage iiE δ∠  behind the generator 
impedance 
• The loads in the system are represented as constant admittance loads 
Consider the multi-machine power system in Figure A.2 with m  buses, n  of which 
represent generator buses.  
 
Figure A.2. Multi-machine power system. 
Upon converting the voltage sources into current sources and applying nodal analysis 




































































































where Y is the admittance matrix of the system, that is the diagonal terms iiY  are the self 
admittance terms, equal to the sum of the admittances of all devices incident to bus i, 
while the off-diagonal terms, ijY , are equal to the negative of the sum of the admittances 
connecting the two buses i and j.  
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The second equation can be solved for NV  yielding:  
GNGNNN VYYV ⋅⋅−=
−1  
Substitution in the first equation and upon solution for GV  yields:  
GNGNNGNGGG IYYYYV ⋅⋅⋅−=
−− 11 )(  























































































































Figure A.3. Two generator system - potential energy computation example. 
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Appendix C: NYPA Model 
This section describes NYPA’s Blenheim-Gilboa substation model on which the 
distributed dynamic state estimator has been implemented. NYPA’s Blenheim-Gilboa 
electric power system is a special type of hydroelectric facility that is located at the base 
of Brown Mountain, Southwest of Albany. It has four 278 MVA generators (total of 
1,112 MVA) which can generate more than one million kilowatts during peak demands 
and supply electricity to New York customers via three 345 kV transmission lines as 
represented in Figure A.4. A computer model of the NYPA Blenheim-Gilboa electric 
power system has been constructed in WinIGS which includes the Fraser-Gilboa, Gilboa-
New Scotland, and Gilboa-Leeds 345kV transmission lines. A single line diagram of the 
system is illustrated in Figure A.4. The specific ratings of transmission lines and 
transmission tower types are built based on the given actual data. 
A breaker oriented, three-phase and physical model of the power plant was developed 
based on the collected data from a field visit. Multi-vendor numerical relays are installed 
at NYPA Blenheim-Gilboa plant, some of which support GPS-synchronized 
measurement. Figure A.5 illustrates the system model of the Blenheim-Gilboa plant 





Figure A.4. Single line diagram of NYPA electric power system. 
 




Appendix D: USVI Model 
This section describes the USVI-WAPA electric power system model on which the 
distributed dynamic state estimator has been implemented. A computer model of the 
USVI-WAPA electric power system serving the islands of St Thomas and St John has 
been constructed in WinIGS which includes the USVI-WAPA power plant (R.H.P.P.), 
the five substations of the system and the interconnecting 35 kV and 13 kV transmission 
and distribution lines. A single line diagram of the system is illustrated in Figure A.6. 
 US Virgin Islands consist of the main islands of St. Croix, St. John, and St. Thomas, 
and many other surrounding minor islands. The electric power network is a stand-alone 
system i.e. not connected to the US national power grid, and the system is operated by the 
USVI Water and Power Authority (WAPA). The system consists of five substations: 
Randolph Harley Power Plant (RHPP), Long Bay, Tutu, East End, and St. John. In the 
main island, i.e. St. Thomas, there is a single generating plant (RHPP) with eight units 
that has a total capacity of nearly 200 MW. The generating plant is connected to two 
networks: the 35 kV transmission network and the 13 kV distribution network. The 
distribution network that is directly connected to the generators consists of unbalanced 
loads. The transmission systems consist of overhead lines, underground cables and two 
submarine cables that interconnect the power systems of two islands, St. Thomas and St. 
John. A breaker oriented, three-phase and physical model of the power plant was 
developed based on the collected data from a field visit. Multi-vendor numerical relays 
are installed at the substations, some of which support GPS-synchronized measurement. 
Figure A.7 illustrates the system model of the LongBay substation along with the 
numerical relays installed. Figure A.8 illustrates the system model of the RHPP 











Figure A.7. Single line diagram of LongBay substation including relays. 
 
Figure A.8. Single line diagram of RHPP substation including relays. 
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