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Resumen
Durantelosu´ltimosa˜noselconceptoportfoliohasidorecuperadodelaTeor´ıaModernadelPortfolio
conelobjetivodemejorarelrendimientodelossolucionadoresactuales.Elconceptodeportfolio
aplicadoalaresoluci´ondeproblemashademostradosermuyefectivoaprovechandolasvirtudes
complementariasdelosdiferentessolucionadores.Sinembargo,todav´ıanosehanestudiadoen
profundidadsusl´ımitesyposibilidades.EstaTesistrataelproblemadelaconﬁguraci´onautom´atica
deportfoliossecuencialespararesolverproblemascombinatorios.Estocomprende,entreotros,tres
retosprincipales:c´omoseleccionarlossolucionadoresqueconformar´anelportfolio;c´omodeﬁnir
eltiempoasignadoacadasolucionadorqueformapartedelportfolio;yc´omodecidirelordenenel
cuallossolucionadoresdeber´ıanserejecutados.
Lamayor´ıadeaproximacionesqueestudianportfoliossontotalmenteemp´ıricas.Porlotanto,
nosotrosproponemosGOP,unnuevom´etodote´oricamentefundamentado,basadoenProgramaci´on
EnteraMixta.Estem´etodoobtienedeformaautom´aticalaconﬁguraci´ono´ptimadelportfolio(es
decir,elconjuntodesolucionadoresquecomponenelportfolioyeltiempoasignadoacadaunode
elos)paraunam´etricaespec´ıﬁcayundeterminadoconjuntodeentrenamiento.Laconﬁguraci´on
obtenidas´oloes´optimaparaelconjuntodeentrenamiento.Sinembargo,experimentoscondatosde
laCompetici´onInternacionaldePlaniﬁcaci´onylaCompetici´ondeSATmuestranqueGOPsuperade
formasigniﬁcativaalrestodeaproximacionesbajolasmismascondicionesdeexperimentaci´on.De
hecho,MIPSAT,elportfoliosecuencialquehasidoautom´aticamenteconﬁguradoconGOP,gan´ola
medaladeplataenlacategor´ıaopendelaCompetici´ondeSATdela˜no2013.Adem´as,MIPLAN,
elsistemadeplaniﬁcaci´oncapazdegenerardeformaautom´aticaunaconﬁguraci´ondeportfolio
paraundeterminadodominiodeplaniﬁcaci´onutilizandoGOP,gan´olacategor´ıadeaprendizajede
laCompetici´onInternacionaldePlaniﬁcaci´ondela˜no2014.
Elconjuntodeentrenamientoutilizadoparaobtenerportfoliossecuencialesafectaalacalidad
delportfoliogeneradoyaltiemponecesarioparaconﬁgurarlo.Porlotanto,enestaTesisanalizamos
elimpactodelacomposici´onydeltama˜nodelconjuntodeentrenamientoenelprocesodeconﬁgu-
raci´ondelportfolio.Espec´ıﬁcamente,nosotrosutilizamosGOPpararealizarunan´alisisaposteriori
conelobjetivodeseleccionarlosproblemasdeentrenamientoqueproporcionanlainformaci´onm´as
relevanteparalat´ecnicadeconﬁguraci´ondeportfolios.Losresultadosdelaexperimentaci´onre-
alizadasugierenqueelmejorconjuntodeentrenamientodeber´ıaestarcompuestoporunpeque˜no
n´umerodeproblemas,loscualess´olounospocossolucionadoresdeber´ıansercapacesderesolver.
EstaTesistambi´enabordaelproblemarelacionadoconelordendelossolucionadoresenlos
portfoliossecuenciales.Enlaliteraturanoaparecentrabajosqueestudienlarelaci´onentreelorden
delossolucionadoresenelportfolioysurendimientoalolargodeltiempo.Nosotrosproponemos
ordenarlossolucionadoresenlosportfoliossecuencialesdeformaqueelportfolioordenadore-
sultantemaximicelaprobabilidaddeobtenerelmejorrendimientoencualquierinstantedetiempo.
Adem´as,hemospresentadounalgoritmogreedyyotro´optimopararesolveresteproblema.Nuestros
resultadosdemuestranquelaaproximaci´ongreedyobtienedeformaeﬁcientesolucionesmuycer-
ix
xcanasalao´ptima.Adem´as,estaaproximaci´ongeneralizamejorqueelalgoritmoo´ptimo,elcual
padecesobre-aprendizaje.
Enresumen,estaTesisestudiavariosproblemasrelacionadosconeldise˜noautom´aticode
portfoliossecuenciales. Nosotroshemosdise˜nadounnuevom´etodoparaconﬁgurarportfolios
yhemostratadoelproblemadelordenenelquelossolucionadoresdelosportfoliossecuen-
cialesdeber´ıanserejecutados.Losexperimentosrealizadosmuestranquelosportfoliosobtenidos
sonextraordinariamentecompetitivosyconmuchafrecuenciasuperanalrestodeaproximaciones.
Abstract
InrecentyearsthenotionofportfoliohasbeenrevivedfromtheModernPortfolioTheoryliterature
withtheaimofimprovingtheperformanceofmodernsolvers.Thisnotionofportfolioapplied
toproblemsolvinghasshowntobeveryefectivebyexploitingthecomplementarystrengthsof
diferentsolvers.However,adeeperunderstandingofthelimitsandpossibilitiesofportfoliosisstil
missing.InthisThesis,wedealwiththeproblemofautomaticalyconﬁguringsequentialportfolios
forsolvingcombinatorialproblems.Itcomprises,amongothers,threemainchalenges:howto
selectthesolverstobepartintheportfolio;howtodeﬁnetheruntimealotedtoeachcomponent
solver;andhowtodecidetheorderinwhichthecomponentsolversshouldbeexecuted.
Mostapproachestothestudyofportfoliosarepurelyempirical. Thus,weproposeanew
theoreticaly-groundedmethodbasedonMixed-IntegerProgrammingnamedGOP.Itautomaticaly
derivestheoptimalportfolioconﬁguration(i.e.,thesetofcomponentsolversandthetimealotedto
eachone)foraspeciﬁcmetricandagiventrainingset.Optimalityisonlyguaranteedforthegiven
trainingset. However,experimentalresultsbothwithdatafromtheInternationalPlanningCom-
petitionandtheSATCompetitionshowthatGOPsigniﬁcantlyoutperformsothersunderthesame
conditions.Indeed,MIPSAT,thesequentialSATportfolioautomaticalyconﬁguredwithGOP,won
thesilvermedalintheOpentrackoftheSATCompetition2013.Inaddition,MIPLAN,theplan-
ningsystemwhichisabletoautomaticalygenerateaportfolioconﬁgurationforaspeciﬁcplanning
domainusingGOP,wonthelearningtrackoftheInternationalPlanningCompetition2014.
Thetrainingbenchmarkusedtoderivesequentialportfoliosafectsthequalityoftheresulting
portfolioandthetimerequiredtocomputeit.Hence,weanalyzeinthisThesistheimpactofthe
compositionandthesizeofthetrainingbenchmarkintheportfolioconﬁgurationprocess.Speciﬁ-
caly,weuseGOPtoperformaposteriorianalysiswiththegoalofselectingthetraininginstances
whichprovidethemostrelevantinformationtotheportfolioconﬁgurationtechnique.Empiricalre-
sultssuggestthatthebesttrainingbenchmarkshouldbecomposedofasmalnumberofinstances
thatonlyafewsolversareabletosolve.
ThisThesisalsoaddressestheproblemrelatedtotheorderofthecomponentsolversinase-
quentialportfolio.Intheliterature,notmuchworkhasbeendevotedtoabeterunderstandingof
therelationshipbetweentheorderofthecomponentsolversandtheperformanceoftheresulting
portfolioovertime. Weproposetosortthecomponentsolversinasequentialportfolio,suchthat
theresultingorderedportfoliomaximizestheprobabilityofprovidingthelargestperformanceatany
pointintime. Wealsointroduceagreedyandoptimalalgorithmstosolvethisproblem.Moreover,
weshowthatthegreedyapproachefﬁcientlyobtainsnear-optimalperformanceovertime.Also,it
generalizesmuchbeterthananoptimalapproachwhichhasbeenobservedtosuferfromoverﬁting.
Insummary,thisThesisstudiesdiferentissuesrelatedtotheautomateddesignofsequential
portfolios. Wedesignanewportfolioconﬁgurationmethodandaddresstheproblemoftheorder
inwhichthesequentialportfoliosshouldbeexecuted.Experimentalresultsshowthattheresulting
portfoliosarehighlycompetitiveandoftenoutperformotherstate-of-the-artapproaches.
xi
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Chapter1
Introduction
ThisChapterintroducesthescopeinwhichthisworkhasbeendevelopedanddeﬁnestheobjectives
ofthisThesis.First,weintroducethenotionofportfolioappliedtoproblemsolving.Next,wedeﬁne
themaingoalsofthisThesisandthechalengesfacedtoaccomplishthem.Finaly,wesummarize
thestructureofthisdocument.
1.1 ThePortfolioApproach
CombinatorialproblemsariseinmanyareasofComputerScienceandapplicationdomainslike
ﬁndingmodelsofpropositionalsatisﬁabilityformulae(SAT),planning,scheduling,proteinstructure
prediction,etc. Thechalengeofthesetasksistoﬁndanoptimalorsatisﬁcingsolutioninthe
potentialylargespaceofpossibilities.
TheAIcommunityhasbeenactivelyseekingnewwaystoimprovetheheuristicsandsearch
algorithmsusedforsolvingcombinatorialproblems. However,theinherentdifﬁcultyofsolving
theseproblemsusingdomain-independentsolversimpliesthatnosinglesolverdominatesalothers
ineverydomain;i.e.,diferentsolversperformbestondiferentproblems.Also,ithasbeenshown
empiricalyinsomeareasofArtiﬁcialInteligencelikeAutomatedPlanningthatifasolverdoesnot
solveaproblemquickly,itisveryunlikelythatitwilsolveitatal(HoweandDahlman,2002).
Thesefactsledtorevivethenotionofportfoliofromthe ModernPortfolioTheorylitera-
ture(Markowitz,1952).Thisnotionofportfolioappliedtoproblemsolvingisbasedonthefolowing
idea:severalsolversareexecuted(insequenceorconcurently)withspeciﬁctimeouts,expectingthat
atleastoneofthemwilﬁndasolutioninitsalotedtime.Incaseofsolvingproblemsoptimaly,
theportfoliohaltsassoonasonesolverﬁndsasolution;otherwise,alsolversareinvokedandthe
bestsolutionisreturned.
Theportfolioapproachhasbeenappliedtosomeproblemsolvingtaskswithremarkableresults.
Indeed,theorganizersoftheSATCompetition20131deﬁnedaspeciﬁctrackforalgorithmportfolios
andalternativeapproaches,wherethewinnerwasCSHCPAR8(Malitskyetal.,2013c),an8-core
paralelportfolio. Also,theresultsoftheInternationalPlanningCompetition2014(IPC2014)2
showthatthreeawardedplannersandtwentynineoutofsixtysevenparticipantplannersinthe
deterministictrackswereportfoliosorplannersthatconsistedofacolectionofsolvers.
1http://www.satcompetition.org
2http://ipc.icaps-conference.org
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Anumberofsuccessfulportfolioapproacheshavebeenintroducedinseveralareasoverthelast
years.Infact,eventoolsaimedtoeasilygeneratealgorithmportfolioshavebeenrecentlypresented
inordertoencouragethecommonadoptionoftheportfolioapproach(Samulowitzetal.,2013).
Mostofthesuccessfulapproachesrelyonsomecolectionsoffeatureswiththeaimofcapturingthe
structureofeachinstance(Xuetal.,2008;Cenamoretal.,2014).Then,theyexploitthatknowledge
toselectthemostsuitablesolverforeachinstancetobesolved.However,theusefulnessorthepre-
dictivepoweroftheinstancefeaturescannotbetheoreticalymeasured.Indeed,theyaremanualy
selectedbasedontheempiricalperformance.Ontheotherhand,otherapproachesfocusongreedy
techniquestogenerateportfoliosthatrunseveralsolverstosolveeachtestinstance(Helmertetal.,
2011).Theseapproachesmaynotcapturealtheknowledgefromthetrainingdata,whichafects
thequalityoftheresultingportfolioconﬁguration.Thus,inthisThesis,wewildeﬁneanewthe-
oreticalybasedtechnique(termedGOP)togeneratesequentialportfoliosandwewiltheoreticaly
address(whenpossible)somerelevantissuesrelatedtotheautomateddesignofportfolios.The
objectivesofthisThesisaredetailedinthenextsection.
1.2 Objectives
ThemaingoalofthisThesisistoimprovethecurentstate-of-the-artofthedesignofsequential
portfoliosforproblemsolving.Forthispurpose,wemainlyfocusontwoissues:theautomated
portfolioconﬁgurationprocessandtheexecutionorderofthesequentialportfolios.Theparticular
objectiveswhichweaimtoaccomplishinthisThesisare:
•DesignanewalgorithmtoautomaticalyconﬁguresequentialstaticportfoliosforAutomated
Planning. Withthepurposeofimprovingthecurenttechniques,anewtheoreticalybased
methodwilbedevelopedtocomputethebestlinearcombinationofsolversaccordingtoa
giventrainingdatasetandanoptimizationcriteria.
•Analyzetheinﬂuenceofthetraininginstancesinthequalityoftheplanningportfolios.In
ordertoincreaseourunderstandingoftherelationshipbetweenthetrainingdatausedtocon-
ﬁgureportfoliosandthequalityoftheresultingportfolio,theinﬂuenceofthebenchmarkused
intheportfolioconﬁgurationprocesswilbestudied.
•Studytherelationshipbetweentheperformanceofasequentialplanningportfolioovertime
andtheorderinwhichitscomponentsolversareexecuted.Aformaldeﬁnitionwilbepro-
posedfortheproblemoforderingthecomponentsolversinasequentialportfolioasafunction
deﬁnedovertime.Inaddition,greedyandoptimalalgorithmswilbedevelopedtosolvethis
problem.
•GeneralizethecontributionspresentedforAIplanningtoSAT.Withtheaimofcontributing
tootherareasofproblemsolving,thecontributionsdescribedforAutomatedPlanningwilbe
generalizedandassessedonSAT.
1.3 ThesisOutline
ThisThesisisorganizedasfolows:ﬁrst,Chapter2discussesthestate-of-the-artintheautomated
designofportfoliosforAutomatedPlanningandSAT.Next,Chapter3describesGOP,thenewtech-
niquewhichisabletocomputetheoptimalportfolioconﬁgurationforagivenbenchmark.This
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chapteralsoshowsthegeneralizationcapabilityoftheportfoliosderivedwithGOPandhowtoana-
lyzetheutilityofthetraininginstancesintheportfolioconﬁgurationprocessusingGOP.Chapter4
formalydeﬁnestheproblemrelatedtotheorderinwhichthecomponentsolversinasequential
portfolioshouldbeexecuted.Also,thischapterintroducesanoptimalandagreedyapproachesto
tacklethisproblem.Finaly,Chapter5presentstheconclusionsofthisThesisandintroducesfuture
work.

Chapter2
StateoftheArt
ThisChapterdescribesthebackgroundandtherelatedworkofthisThesis.Inparticular,weﬁrst
focusonpresentingthebackgroundrelatedtotheportfolioapproachandtheﬁeldsofinterestsin
thisresearch.Then,wediscusspreviousworkabouttheautomatedconstructionofportfoliosfor
AutomatedPlanning,SATandotherproblemsolvingtasks.
2.1 Background
InthisSection,weﬁrstgivesomedeﬁnitionsconcerningalgorithmportfolios.Next,wedescribe
theportfolioconﬁgurationandexecutionprocess. WethenformalydeﬁneAutomatedPlanning
andSATtasks,twoofthemostprominentArtiﬁcialInteligence(AI)ﬁelds.Finaly,wedeﬁnethe
experimentalsetupwhichwehaveusedtoassessourcontributions.
2.1.1 PortfolioDeﬁnitions
Aportfoliocanbeclassiﬁedbyitsbehaviourandbythecomputationalresourcesthattheportfolio
usestosolveeachinputproblem.Therefore,aportfolioistermedstaticifitsconﬁgurationisnot
modiﬁedonceithasbeencomputed —i.e.,neitherthecomponentsolversandtheiralotedtime
northeorderoftheexecutionsequencecanbealtered.Iftheportfoliohastheabilitytodeﬁnea
newconﬁgurationforeachinputinstance,thenitistermeddynamic.Also,iftheportfolioinvokes
solversinsequence,thenitistermedassequential,asopposedtoparalelportfolios,whichrun
multiplesolversconcurently.Thebasesolversexecutedbysequentialandparalelportfolioscan
be,inprinciple,sequentialorparalel.Itdoesnotafecttotheclassiﬁcationoftheportfolio.
InthisThesisatentionisrestrictedtosequentialportfoliosandpreemptivemode(i.e.,theability
tostopexecutionandresumeitlateronifnecessary)isnotalowed.Thus,asequentialportfoliocan
beformalydeﬁnedasshownbelow.
Deﬁnition2.1(SequentialPortfolio).Asequentialportfolioρisacolectionofnpairssi,tini=1,wheresiisacomponentsolver,tiisthetimealotedtoitsexecutionandthetotalalotedtimein
theportfolio, ni=1ti,shouldbelessthanorequaltoagiventimelimitT.
Usingthesedeﬁnitions,theautomatedprocessofconﬁguringstaticsequentialportfolioscanbe
deﬁnedasfolows:
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Deﬁnition2.2(PortfolioConﬁgurationTask).GivenasetofcandidatesolversS,asetoftraining
instancesIandaﬁxedtimelimitT,theportfolioconﬁgurationtaskconsistsofautomaticalyde-
cidingtheportfolioconﬁgurationρofsolverss∈Ssuchthatitmaximizestheperformanceofthe
resultingportfolioforthegivenbenchmarkIanditstotalalotedtimedoesnotexceedT,where
performanceismeasuredwithdiferentmetrics.
2.1.2 PortfolioConﬁgurationandExecutionProcess
ThisThesisfocusesontheautomateddesignofalgorithmportfolios. Hence,inthisSection,we
describeageneralschemeforconﬁguringandrunningportfolios.Thisschemecanbedividedinto
threephases.First,thedesignphaseaimstomadeseveralrelevantdecisionsaboutthedesignofthe
portfolio.Thesedecisionswilhelptodeﬁnetheportfolioconﬁgurationtask.Second,theofﬂine
phasefocusesongeneratingdatawhichwilbeeitherinputdatafortheportfolioconﬁguration
approach(dynamicapproach)ortheportfolioconﬁguration(staticapproach).Finaly,theonline
phaseassessestheresultingportfoliousingtestinstances.Eachphaseisdetailednext.
2.1.2.1 DesignPhase
Severaldecisionsrelatedtothedesign(suchastarget,scopeandruntimebehaviouramongothers)
shouldbemadebeforeconﬁguringtheportfolio.Themostrelevantdecisionsaredescribednext.
Scope Theidealportfolioshouldachieveahighperformanceovereverybenchmark.However,
thereareapplicationswhosegoalisonlytoperformweloveraspeciﬁcsetoftasks(thosethatbe-
longtothesamedomain)(Rodr´ıguez-Molinsetal.,2010).Therefore,itisnecessarytodetermine
iftheportfolioshouldbeconﬁguredforachievingahighperformanceovereverypossiblebench-
mark(domain-independent)or,onthecontrary,forobtainingahighperformanceoveraspeciﬁc
benchmark(domain-dependent).
Target Thecurentportfolioconﬁgurationtasksonlyfocusonoptimizinganobjectivefunction
foraﬁxedtimelimit.Thisfunctionisusualytakenfrominternationalproblemsolvingcompeti-
tions.Forinstance,SATportfoliosaimtomaximizethenumberofinstancessolvedinaﬁxedtime
limit(Belovetal.,2014).However,thetargetofaportfolioisnotonlyrestrictedtoachieveahigh
performanceatagiventimevalue.Itcanalsoconsiderthegrowthinperformanceoftheportfolio
overtime.Thus,thetargetoftheportfolioshouldbeclearlydeﬁnedsincethesolversincludedin
theresultingportfolio,thetimealotedtoeachsolverandtheorderofeachsolverintheportfolio
shouldbedeﬁnedaccordingtothistarget.
Computationalresources Thenumberofavailablecoreprocessorsconstraintstheresultingport-
folio.Ifthereisasinglecoreprocessoravailable,theportfoliowilexecutethecomponentsolvers
insequence.Thus,theportfolioconﬁgurationapproachshouldknowwhetheritcanoptimizethe
portfolioconﬁgurationtofulyexploitthemultiple-corefacilitiesornot.Theportfolioconﬁgura-
tionisalsodeﬁnedaccordingtothetimelimitandtheavailablemainmemory.Therefore,these
computationalresourcesshouldbedeﬁnedinthedesignphase.
Runtimebehaviour Aportfoliocanusealtheavailabletimetoatemptsolvingtheinputin-
stance(staticapproach)oritcanspendapieceoftheavailabletimetogenerateaspeciﬁcportfolio
conﬁgurationforsolvingtheinputinstance(dynamicapproach).Decidingwhetherusingastatic
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ordynamicportfolioisadifﬁculttask.Itmayseemthatthedynamicapproachisclearlythebest
choice.However,therearesomeissuesbehindthischoicewhichshouldbeaddressedbeforemaking
adecision:Howmuchruntimeshouldbespentonconﬁguringtheportfolio? Whatistherelevant
datathatshouldbegatheredfortheconﬁgurationtask? Whyarethesedatarelevant? Whattech-
niquescanbeusedwiththegathereddatatoconﬁguretheportfoliowithinthetimelimitdeﬁned
forthistask?Whathappensifitcannotconﬁgureaportfoliowithinthetimelimit?Isthedynamic
approachworthit?Theanswertothelastquestionisthatitdependsonseveralfactors.Thedynamic
approachisnotnecessarilybeterthanthestaticone.Itusualydependsonthedatagatheredto
generatetheportfolioconﬁguration,amongotheraspects.
Informationsharing Thesolversexecutedbyaportfolioapproachcouldshareinformationamong
them.Thisfactmayseemtobeessentialineveryportfolioapproach.However,itimpliessome
constraintsandchalengeswhichshouldbeconsideredbeforemakingadecision:
•Identifytheinformationtobeshared.Thisinformationshouldberelevantandindependentof
theparticulartechniquesusedbyeverysolver.Forinstance,inplanning,thebestsolutioncost
foundsofarisusualysharedamongthecomponentsolvers(Seippetal.,2015).
•Candidatesolvers.Everycandidatesolvertobepartintheportfolioshouldbeabletotake
thesharedinformationasinput,usethisinformationforitspurpose(e.g.tosolvetheinput
instance)andgenerateupdatedinformationforthenextsolverasoutput.
•Conﬁgurationtechnique.Theportfolioconﬁgurationtechniqueshouldbeabletooptimizethe
portfolioconﬁgurationtoexploitthisskil.
•Communicationamongsolvers.Thecommunicationprocessisverysimpleandcheapinthe
caseofsequentialportfolios.Eachsolveronlyreceivesthesharedinformationwhenitstarts
itsexecution,sincethereisonlyonesolverexecutingatthesametime. However,paralel
portfolioscanrunseveralsolversconcurently. Hence,solversmaysendandreceivemes-
sagescontinuously.Thisoverheadintroducedbythecommunicationprocessmayresultina
degradedperformance.Therefore,thebalancebetweencommunicationandsolvingtaskmust
bedeeplyanalyzed.Also,thequestioniftheinformationtobesharedwouldbecentralizedor
distributedshouldbeaddressed.
CandidateSolvers Oneofthemostrelevanttasksintheautomateddesignofportfoliosisto
choosethesetofsolversthatshouldbeconsideredtobepartoftheportfoliosinceitscomposition
afectsthequalityoftheresultingportfolio.Itmayseemthatagoodsolutionwouldbetoconsider
altheavailablesolvers. However,thenumberofcandidatesolversafectsthetimerequiredto
generatetheportfolioconﬁguration. Also,increasingthenumberofcandidatesolversdoesnot
necessarilyimprovetheresults.Inaddition,thissetshouldbeconsistentwiththepreviousdecisions.
Forinstance,iftheportfoliohasbeendesignedforsharinginformationamongitssolvers,every
candidatesolvershouldbeabletoprocessandgenerateusefuldata.
Intheliterature,someapproachesconsidertheparticipantsolversinthelastinternationalcom-
petition(N´u˜nezetal.,2013;Malitskyetal.,2014).Othersbuiltnewsolverstoconﬁguretheport-
folio(Seippetal.,2012;Xuetal.,2010)orchoosethesesolversathand(Gerevinietal.,2014;
Valenzanoetal.,2012)becausethereisneitheratheoreticalstudynoranempiricaltechniquetose-
lectthebestcandidatesolverset.However,thequestionsaddressedaboveshouldgivesomeinsight
aboutitscomposition.
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Traininginstances Everyportfolioconﬁgurationapproachrequiresasetoftraininginstancesto
deriveaportfolio.Thecompositionofthissetalsoafectsthetimerequiredtoconﬁgureaportfolio
andthequalityoftheresultingconﬁguration.Forexample,ifthetraininginstancesarenotsolvedby
anycandidatesolver,itisverylikelythattheconﬁgurationapproachwilnotbeabletodistinguish
anemptyportfoliofromanyotherportfolioconﬁguration.
Similarlytothesetofcandidatesolvers,thepreviousdecisionsconstrainthecompositionofthe
setoftraininginstances.Forinstance,ifthescopeoftheportfoliohasbeendeﬁnedasdomain-
dependent,onlyinstancesfromthesameparticulardomainshouldbeconsidered.
Selectingthetraininginstancesisarealchalenge.Intheliterature,thereareapproacheswhich
tookcompetitionbenchmarkstocomposethetrainingset(Cenamoretal.,2014).Otherapproaches
usedrandomgeneratorstogeneratetraininginstances(Rizzinietal.,2015).Thesegeneratorsusualy
requiredomainexpertisefortheparametersofeachdomaingenerator.Also,thesegeneratorsdonot
guaranteethatthegeneratedinstancesaresolvable.Thus,someapproachesfocusondeveloping
generatorswhichavoidtheselimitations(Fernetal.,2004;FuentetajaandBorajo,2006).
Executionsequence Theproblemoforderingportfolios(N´u˜nezetal.,2015b)isarelevantissue
whichshouldbeconsideredwhileconﬁguringtheportfolio.However,itisusualyaddressedasan
independenttask.Theexecutionsequencedeﬁnestheorderinwhichthecomponentsolversofa
portfolioshouldbeexecuted.Incaseofparalelportfolios,thissequencecouldalsodescribethe
executionorderofeachcoreprocessor.
AsitwilbediscussedinChapter4,aportfolioshouldbesortedifitsperformanceovertimeis
relevant(targetoftheportfolio).Asaconsequence,inSATandoptimalplanning,theaveragetime
requiredtosolveproblemscanbesigniﬁcantlyreducedwhileinsatisﬁcingplanning,betersolutions
canbefoundmorequickly,whilepreservingcoverageorqualityscorerespectively.
Portfolioconﬁgurationtaskandportfolioconﬁgurationapproach Thelaststepinthedesign
phaseistodeﬁnetheportfolioconﬁgurationtaskandproposeaportfolioconﬁgurationapproach.
Theconﬁgurationtaskdeﬁnestheparticularproblemofautomaticalyconﬁguringportfolios.This
deﬁnitionshouldincludethescope,runtimebehaviour,target,etc.ofthedesignedportfolio.Onthe
otherhand,theconﬁgurationapproachdescribeshowtosolveaparticularportfolioconﬁguration
task.Therefore,severalapproachescansolvethesameconﬁgurationtask.Inotherwords,thecon-
ﬁgurationtaskistheproblemtobesolvedandtheconﬁgurationapproachisthetechniqueproposed
tosolvetheproblem.
Forinstance,theworkbyN´u˜nezetal.(N´u˜nezetal.,2015a)deﬁnes“theautomatedprocess
ofconﬁguringstaticsequentialportfoliosasfolows:Givenasetofcandidatesolversandasetof
traininginstancesautomaticalyﬁndtheportfolioconﬁgurationofsolverssuchthatitmaximizesthe
performanceoftheresultingportfoliointhegivenbenchmark”.Thisconﬁgurationtaskissolved
(amongothers)byASPEED(Hoosetal.,2012)andCPHYDRA(O’Mahonyetal.,2008),whichwil
bedescribedindetailinSection2.2.
2.1.2.2 OfﬂinePhase
Oncetheportfoliohasbeendesigned,theofﬂinephaseaimstogenerateinputdatafortheportfolio
conﬁgurationtask.Incaseofstaticapproaches,thisphasealsoperformstheprocessofconﬁgur-
ingtheportfolio,asitcanbeseeninFigure2.1.Thus,theoutputdataofthisphasewilbethe
conﬁgurationofthestaticportfoliowhichwilberunforeverytestinstanceintheonlinephase.
Everyapproachintheautomateddesignofportfoliosrunseverycandidatesolverwithevery
traininginstanceintheofﬂinephase.Theexecutionresultsareprocessedbecauseplannerperfor-
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Figure2.1:Overviewoftheofﬂinephaseoftheportfolioconﬁgurationandexecutionprocess.
manceisusualypartoftheinputdatafortheconﬁgurationtask.Therestoftheinputdatade-
pendsontheparticularconﬁgurationapproach.Someapproachesalsoextractadditionalknowledge
togeneratealternativeencodings(Valatietal.,2014). Othersextractsfeaturesfromthetrain-
inginstanceswiththegoaloflearningpredictivemodels(Gebseretal.,2011;Cenamoretal.,2013)
orcomputingthedistanceamongtheinstances(Kadiogluetal.,2011;Rizzinietal.,2015).
2.1.2.3 OnlinePhase
Thegoaloftheonlinephaseistoassesstheresultingportfolio.Incaseofdynamicapproaches,the
portfolioconﬁgurationtaskshouldbeperformedatthebeginningofthephase,asitcanbeseenin
Figure2.2.Thistasktakesthedatageneratedinthepreviousphaseandtheinputinstance,andthen
itgeneratestheportfolioconﬁguration.Oncethistaskisover,orincaseofstaticapproaches,atthe
beginningofthephase,theportfolioisexecutedwiththeinputinstance.
Adynamicportfoliomaybeabletoderiveaportfolioconﬁgurationseveraltimeswhilesolving
thegiveninstance.Therefore,itcangatherdatafromtheexecutionandthencomputeamoreefﬁcient
portfolioconﬁgurationtosolvetheinputinstance.However,thetotaltimeavailableshouldbethe
sameforstaticanddynamicapproaches.
2.1.3 AutomatedPlanning
AutomatedPlanningisanareaofArtiﬁcialInteligencethatstudiestheprocessofgeneratingthe
sequenceofactionsthatanagentshouldexecutetoachieveasetofgoalsfromaninitialstate(Rus-
selandNorvig,2010).ItisnotonlyatheoreticalﬁeldsinceAutomatedPlanningleadstomany
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(a)Staticapproach
(b)Dynamicapproach
Figure2.2:Overviewoftheonlinephaseoftheportfolioconﬁgurationandexecutionprocess.
realworldapplications(Ghalabetal.,2004).Indeed,thediversityofapplicationsforAutomated
Planningisquitebroad:contactcenter(Kumaretal.,2014),miningoperations(Burtetal.,2015),
web-servicecomposition(TraversoandPistore,2004),etc.
Thereareseveralplanningmodels,whicharebasedonvariousassumptionsabouttheenvi-
ronment.Forinstance,classicalplanningstudiesdeterministicandfulyobservableenvironments.
Temporalplanningstudiesplanningtaskswithconcurentactions.Planningwithcontinuousac-
tionsfocusesonenvironmentswherethesetofstatesisnotﬁnitesincetheefectsoftheactionsare
continuous.
InthisThesisweareinterestedonclassicalplanningwhichassumesthattheenvironmentis
deterministic(theefectofactionsisalwaysknowninadvance),static(onlytheexecutionofan
actioncanchangetheenvironment),ﬁnite(thenumberofstatesandactionsislimited)andfuly
observable(thestateisalwaysfuly-known).Formaly,aclassicalplanningtaskisdeﬁnedasatuple
P=(F,A,I,G)where:
•Fisasetofatomicpropositions(alsoknownasfacts).
•Aisthesetofgroundedactions.Eachactiona∈Aisdeﬁnedasatriple(pre(a),add(a),del(a)
(preconditions,addefectsanddeleteefects)wherepre(a),add(a),del(a)⊆F.
•I⊆Fistheinitialstate.
•G⊆Fisthesetofgoals.
Aplanπisasequenceofapplicableactionsπ=(a1,...,an),∀ai∈Athatalowsforthe
transitionfromtheinitialstateItoaﬁnalstategwherealgoalsaresatisﬁedG⊆g.Thecost
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ofaplanπiscomputedasthesumofthecostofeveryactionintheplan,sinceactionscanhave
non-unitarycosts.Therefore,adistinctionmustbemadebetweensatisﬁcingplanning,thattriesto
ﬁndaplanpreferingthoseoflowercost,andoptimalplanning,wherethebestplan(i.e.theplan
withthelowestcost)mustbefound.Inthisworkwehavefocusedonbothsatisﬁcingandoptimal
planning.
2.1.3.1 InternationalPlanningCompetition2011
TheInternationalPlanningCompetitionisacompetitiveeventorganizedinthecontextoftheInter-
nationalConferenceonAutomatedPlanningandScheduling(ICAPS).Thiscompetitionprovidesan
empiricalenvironmentforassessingplanningsystemsunderthesameconditions.
TheIPC2011(LinaresL´opezetal.,2015)wascomposedofthreeparts:
•DeterministicPart:Itonlyconsidersdeterministicactionswherethetransitionbetweentwo
statesafteranysequenceofactionsisfulypredictable.
•PlanningandLearningPart:Plannersautomaticalyextractdomaindependentknowledge
duringanofﬂinetrainingphaseandexploitthisknowledgeinthetestphase.
•UncertaintyPart:Itconsidersnon-deterministicandprobabilisticactionsinfulyobservable,
partialyobservableorunobservabledomains.
TheDeterministicpartwassplitintotwocategories:SequentialandTemporal.Inthiswork
wehavefocusedonthesatisﬁcingandoptimaltracksoftheSequentialDeterministicPartandon
thelearningtrack(PlanningandLearningPart)ofthePlanningCompetition.Themaindiferences
betweensatisﬁcingplanningandoptimalplanningcanbesummarizedasfolows:
•Satisﬁcingplannerscangeneratemorethanonesolution,eachwithadiferentcost,whereas
optimalplannersgenerateatmostonesolution.Thus,whiletheperformanceofoptimalplan-
nersisqualiﬁedwithabinaryvariable(whetheraparticularplanningtaskisoptimalysolved
ornot),satisﬁcingplannersarequaliﬁedwithalistoftimestamps(wheneachparticularsolu-
tionwasgenerated)alongwiththeircost.
•Commonly,satisﬁcingplannersmaximizethesumofthequalityscoreofeachproblem(which
isdeﬁnedbelow)overasetofplanningtaskswhileoptimalplannersmaximizecoverage;i.e.,
thenumberofsolvedproblems.
Thegoalofeveryparticipantplannerineverytrackofthecompetitionwastomaximizeagiven
score.Severalequationswereusedtodeterminethescoreoftheplanners.Eachoneassigneda
valueintherange[0,1]foreachtripleplanner,planningtask,timelimit.Forinstance,inthe
sequentialoptimizationtrack,ascoreequalto1wasassignedifandonlyiftheplannerfoundthe
lowestplancostforthegivenplanningtaskwithinthetimelimit.Inanyothercase,itsetascore
equalto0.
Speciﬁcaly,intheoptimalandsatisﬁcingtracks,thescoreoftheresultingplanswascomputed
usingEquation(2.1)foreverytask.Ifaplannersdidnotsolveaninstancei,thequalityscoreofthis
taskwassettozero.Otherwise,thequalityscoreofasolvedinstancewascomputedasthelowest
plancostfoundbyanyplannerinthecompetitionintimelessorequaltot,dividedbythelowest
plancostfoundbytheparticipantplannerswithinthesametimebound.Incaseofsolvingplanning
tasksoptimaly,thequalityscoreoftheresultingplanswasabinaryvalue,sinceplanshavetobe
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optimal.Theplannerwiththehighesttotalqualityscorewasdeclaredthewinnerineachtrack.The
totalqualityscore,Q(s,I,t),wascomputedasthesumofthequalityscoreoveralinstancesi∈I.
qualityscore(s,i,t)=


cost∗icosts,i,ifiissolvedbyswithint
0, otherwise
(2.1)
Thesetofplanningtasksdeﬁnedforbothtrackswasdividedin14planningdomains,eachone
consistingof20planningtasks.Eachparticipantplannerwasaloted30minutesforeveryplanning
taskonasinglecoreprocessorandamemorylimitequalto6GB.
2.1.3.2 InternationalPlanningCompetition2014
TheIPC2014(Valatietal.,2015)preservesthesamestructureandevaluationcriteriausedin
theIPC2011. However,inthisedition,threenoveltieswereintroduced.Theﬁrstoneisrelated
totheavailablecomputationalresourcesandcorefeaturesthatparticipantshavetosupport.Each
participantplannerhadamemorylimitof4GBtosolveeachplanningtask.Also,everyplanner
shouldsupportconditionalefectsandnegativepreconditions. Thesecondnoveltyisrelativeto
theawards.Speciﬁcaly,aspecialawardforinnovativeplanningtechniqueswasintroduced.It
mainlyfocusedonplannerswhichexploittechniquesthatare“new”fordeterministicplanningand
performedreasonablywelinthecompetition. Thelastnoveltywastheagiletrack,whichwas
includedintheDeterministicpart.
Theagiletrackaimstominimizethetimerequiredforﬁndingasatisﬁcingsolutionofaplanning
task.Theavailabletimetosolveeachinstanceis5minutes.Theevaluationmetricdoesnotconsider
thecostoftheresultingsolutions.Ifaplannersdoesnotsolveaproblemiwithinthetimelimit,
sachieveszeropointsfortheproblemi. Otherwise,thescoreoftheplannerswhichsolvesthe
instanceiintimet(withinthetimelimit)iscomputedintherange[0,1]usingEquation(2.2),where
t∗istheminimumtimeinsecondsrequiredbythefastestplannerinthecompetitiontosolvethe
problemwithinthetimebound,roundingaltimestotheceilingvalue.Therefore,smalertime
valuesstandforbeterscores.Theplannerwiththehighestsumoftimescoresoveralplanning
tasksisdeclaredthewinnerofthetrack.
timescore(s,i,t)= 1, ift≤1s1
1+log10(t/t∗),ift>1s
(2.2)
2.1.4 SAT
SATisoneofthemostprominentAIchalenges.Itdealswithpropositionalreasoningtasksus-
ingSATsolvers.Thesesolversprovideagenericcombinatorialreasoningandsearchplatformthat
canoftensolvehardstructuredproblemswithoveramilionvariablesandseveralmilionofcon-
straints(Harmelenetal.,2008). ManyproblemstypicalyhavemultipletranslationstoSATsince
SATstandsatthecrossroadsamongLogic,GraphTheory,ComputerScience,ComputerEngineer-
ingandOperationsResearch(Biereetal.,2009).Therefore,SAThasagoodamountofpractical
applicationsinareaslikeSoftwareandHardwareVeriﬁcation(Guptaetal.,2006),Scheduling(Hor-
bachetal.,2012)andTestPaternGeneration(Czutroetal.,2014),amongothers.
PropositionalSatisﬁabilityistheproblemofdecidingwhetherthevariablesofapropositional
formulainConjunctiveNormalForm(CNF)canbeassignedabooleanvalueinsuchawaythatthe
formulaevaluatestotrue.ThisisaclassicNP-completeproblem(Cook,1971).
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ApropositionalformulaFisinCNFformifitisaconjunction(AND,∧)ofclauses,where
eachoneisadisjunction(OR,∨)ofliterals.Eachliteralcanonlybeapropositionalvariableor
itsnegation(NOT,¬).Forinstance,F=(a∨¬b)∧(¬b∨c∨¬d∨¬e)∧(a∨e)∧(¬c∨f)
isaCNFformulawithsixvariablesandfourclauses.Anassignmentforapropositionalformula
suchthatalclausesevaluatetotrueissaidtobeasatisﬁable(SAT)solution.Butifthereisno
assignmentsatisﬁcingalclauses,thepropositionalformulaissaidtobeunsatisﬁable(UNSAT).
Folowingtheexample,aSATsolutionfortheformulaFshownabovecanbedeﬁnedasthemodel
M ={a= ,b=⊥,c= ,d= ,f= },where and⊥refertothetrueandfalsevalues
respectively,whichcanbeassignedtoapropositionalvariable.Notethatnotalthevariableshave
tobeassignedinthemodel,asshownintheexample.
2.1.4.1 SATCompetition2013
TheInternationalSATCompetitionisabiennialeventforBooleanSatisﬁabilitysolvers.Itisor-
ganizedinthecontextoftheInternationalConferenceonTheoryandApplicationsofSatisﬁability
Testing(SAT).Theaimofthiscompetitiveeventistoassesstheprogressinstate-of-the-artproce-
duresforsolvingBooleanSatisﬁabilityproblems.
TheSATCompetition20131wassplitintotheMaintrackandtheMinisatHacktrack.The
goaloftheﬁrstoneistodeterminewhetherapropositionalformulainCNFissatisﬁableornot.
ThesecondoneaimstoseehowfartheperformanceofMinisat(E´enandS¨orensson,2003)canbe
improvedbymakingminorchangesinthatsolver.
TheMaintrackwascomposedofseveraltracks,whereeachonewasdeﬁnedasacombination
of:
•Typeofsolver. Theorganizersdeﬁnedtwotypeofsolvers:CoresolversandAlternative
approaches.Theﬁrstoneonlyalowsparticipantstousesolversthatemployatmosttwo
diferentSATsolvingenginesforalrunsandatanytimeinonetrack. Thesecondone
representsanysolvernotcoveredbythedeﬁnitionofacoresolver.
•Computationalresources.Resourcesclassiﬁedtheparticipantsolversintosequentialsolvers
orparalelsolvers.Theﬁrstonesonlyuseonecorefor5000secondsCPUtimeand7.5GB
ofmainmemorytosolveeachSATinstance.Thesecondoneshave8cores,15GBofmain
memoryand5000secondswal-clocktimeavailabletosolveeachSATinstance.
•Benchmarks.Theorganizersdeﬁnedthreecategoriesofbenchmarks:Application,thatencode
severalapplicationproblemsinCNF,Hard-Combinatorial,whoseinstancesaimtoreveal
thelimitsofcurentSATsolvertechnology,andRandom,whereitsproblemscanbefuly
characterized.
Also,eachcategorydeﬁnesthreetracksaccordingtothesolutionofitsinstances:SAT,
SAT+UNSATandcertiﬁedUNSAT.Inthecaseofsatisﬁableformulas,solversarerequired
tooutputamodeloftheformula.Solversareonlyrequiredtoemitanunsatisﬁabilityproofin
certiﬁedUNSATtracks.
Aninstanceissolvedbyasolverifthesolvergeneratesthecompleteanswerwithinthealocated
resources.Thesolverwiththehighestnumberofinstancessolvedisdeclaredthewinnerineach
track.TiesarebrokeninfavouroflowerCPUrunningtimesinthesequentialtracksandlower
wal-clocktimesinparaleltracks.
1http://satcompetition.org/2013/
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2.1.5 MethodsofEmpiricalEvaluation
ThechalengesaddressedinthisThesisrequireanempiricalenvironmenttoassesstheresultingport-
folios.InthisSectionwedescribethemethodsthatweusedtoperformtheempiricalevaluationof
theportfolioapproaches.Fortunately,theAIcommunityhasmademanyefortstodevelopmethods
andtoolstoevaluateandcomparetheperformanceofdiferentsolvertechniques.TheInternational
PlanningCompetitionandtheSATCompetitionaimtoassesstheprogressinthestate-of-the-art
proceduresforsolvingplanningandbooleansatisﬁabilityproblemsrespectively.Bothcompetitions
areintendedtoevaluatesolversunderthesameconditionsandundersetingsasfairaspossible.
Also,bothcompetitionsdeﬁnebenchmarksuites,acommonframework,evaluationmetricsandthe
state-of-the-artsolvers.Thus,bothcompetitionsalowustoanalyzehowgoodaportfolioisand
tocomparetheperformanceofdiferentportfolios.Speciﬁcaly,wehaveevaluatedthecontribu-
tionsofthisThesisontheSATCompetition2013andontheIPCs2011and2014,sincetheydeﬁne
chalengingbenchmarksforbothareas.
2.1.5.1 Benchmarksuites
EveryIPCischaracterizedbyabenchmarksuite,whichiscomposedofasetofdomainswiththeir
problemsets.Thishasalowedthecommunitytocreateanextensiveanddiversebenchmarktouse
inourownexperimentation.Also,theSATCompetitiondeﬁnesasetofdiversebenchmarkinstances
ineachcompetitiontotestthecapabilitiesofsolvingproblemsofdiferentkinds.Thankstothat,
thereisagoodsetofinstancestotestsolvercapabilities.
Table2.1describesalthebenchmarksusedintheempiricalevaluationofthisThesis. The
Benchmarkcolumnistheidofeachbenchmark.Next,theSourcecolumnshowsthecompetitionfor
whichtheinstancesofeachbenchmarkweredeﬁned.The#instancescolumndetailsthenumberof
instancesofeachbenchmark.Finaly,thelastcolumnshowstheplanningdomainsorSATcategories
oftheinstanceswhichcomposeeachbenchmark.Itisimportanttoremarkthattheplanningdomain
termedTHOUGHTFULwasnotﬁrstusedintheIPC2014.However,itwasconsideredasnewinthe
satisﬁcingbenchmarkfromthatcompetitionbecauseitwasnotincludedinthesatisﬁcingtrackof
theIPCs2008and2011.
2.1.5.2 Commonframework
Thesetingsoftheinternationalcompetitionsareusualytakenasadefactostandard.Therefore,
thesetingsdeﬁnedfortheIPC2011havebeenusedtoevaluateportfoliosinAutomatedPlanning
(seeSection2.1.3.1).Ontheotherhand,thesetingsusedtoassessportfoliosinSAThavebeen
takenfromtheopentrackoftheSATCompetition2013,thetrackthatwasspeciﬁcalydeﬁnedfor
portfolioapproaches.Hence,eachportfoliohadeightcoreprocessorsavailablefor5000seconds
wal-clocktimeand15GBofmemorytosolveeachSATinstance.
Besides,bothcompetitionsreleasethesoftwareusedinthecompetition.Thus,thissoftware
hasbeenusedtovalidatetheresultsoftheempiricalevaluationofthisThesis.Speciﬁcaly,althe
generatedplanshavebeenvalidatedwithVAL,theautomaticvalidationtool(Howeyetal.,2004)
whileeverySATmodelhasbeenveriﬁedwiththeEDACCveriﬁer(Balintetal.,2011).
Inaddition,altheexperimentsofthisThesishavebeenexecutedwiththesamehardware. We
haveusedaclusterofIntelXeon2.93GHZquadcoreprocessorwith16GBofRAM.
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Benchmark Source #Instances PlanningdomainsorSATcategories
ALLOPTIMALIPCDOMAINS2014 IPC2014 20perdomain
BARMAN,CAVE,CHILDSNACK,
CITYCAR,FLOORTILE,GED,
HIKING,MAINTENANCE,
OPENSTACKS,PARKING,TETRIS,
TIDYBOT,TRANSPORT,VISITALL
NEWOPTIMALIPCDOMAINS2014 IPC2014 20perdomain
CAVE,CHILDSNACK,CITYCAR,
GED,HIKING,MAINTENANCE,
TETRIS
ALLSATISFICINGIPCDOMAINS2014 IPC2014 20perdomain
BARMAN,CAVE,CHILDSNACK,
CITYCAR,FLOORTILE,GED,
HIKING,MAINTENANCE,
OPENSTACKS,PARKING,TETRIS,
THOUGHTFUL,TRANSPORT,
VISITALL
NEWSATISFICINGIPCDOMAINS2014 IPC2014 20perdomain
CAVE,CHILDSNACK,CITYCAR,
GED,HIKING,MAINTENANCE,
TETRIS,THOUGHTFUL
ALLIPCDOMAINS2011 IPC2011 20perdomain
BARMAN,ELEVATORS,
FLOORTILE,NOMYSTERY,
OPENSTACKS,PEG-SOLITAIRE,
PARKING,PARCPRINTER,
SCANALYZER,SOKOBAN,
TIDYBOT,TRANSPORT,
VISITALL,WOODWORKING
NEWIPCDOMAINS2011 IPC2011 20perdomain
BARMAN,FLOORTILE,
NOMYSTERY,PARKING,
TIDYBOT,VISITALL
OPTIMALIPCDOMAINS2008 IPC2008 30perdomain
ELEVATORS,OPENSTACKS,
PARCPRINTER,PEG-SOLITAIRE,
SCANALYZER,SOKOBAN,
TRANSPORT,WOODWORKING
SATISFICINGIPCDOMAINS2008 IPC2008 30perdomain
CYBERSECURITY,ELEVATORS,
OPENSTACKS,PEG-SOLITAIRE,
PARCPRINTER,SOKOBAN,
SCANALYZER,TRANSPORT,
WOODWORKING
OPENTRACKSC2013 SAT2013 100perSATcategory Application,Hard-combinatorial,Random
FULLSC2013 SAT2013 1000intotal Application,Hard-combinatorial,Random
FULLSC2011 SAT2011 1200intotal Application,Crafted,Random
Table2.1:BenchmarksuitedeﬁnedfortheplanningandSATexperiments.
2.1.5.3 Evaluationmetrics
Twometricshavebeenselectedtomeasuretheperformanceofthesequentialportfolios,which
considertimeasdiscretewithadiscretizationofonesecond.Incaseofsolvingproblemsoptimaly
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inplanningorSATproblems,theperformanceismeasuredbythecoverage.Otherwise,thequality
scoreofeverysolutionfoundiscomputedtodeterminetheperformance.
•Coverage,C(s,I,t):numberofproblemsinthebenchmarkIsolvedbythesolversintime
lessorequalthantperinstance.ItistheofﬁcialmetricfortheSATcompetitionsandforthe
optimaltrackofthelastthreeIPCs(since2008).
•Thetotalqualityscore,Q(s,I,t),iscomputedasthesumofthequalityscoreoveralinstances
(seeSection2.1.3.1).ItisthemetricforthesatisﬁcingtrackofthelastthreeIPCs(since2008).
Thecurentpracticeintheportfolioliteratureistousethesinglebestsolver(SBS)andthevirtual
bestsolver(VBS)todeﬁneanupperboundonthesolversperformanceforaparticularinternational
competition.Thus,wehavealsousedtheseupperboundstoanalyzetheperformanceoftheportfolio
approaches.SBSisthewinneroftherespectivecategoryofaninternationalcompetitionwhileVBS
isanoraclewhichselectsthebestparticipantsolverforeachinstance(Xuetal.,2012a).TheVBS
typicalyachievesmuchbeterperformancethantheSBS.However,VBSisnotarealportfoliosince
itcannotberunonnewinstances(Xuetal.,2012a).
2.1.5.4 Solvers
Alapproachesforconﬁguringportfoliosuseasetof(publiclyavailable)solvers.Wewouldliketo
acknowledgeandthanktheauthorsoftheindividualsolversfortheircontributionandhardwork.
InthisThesiswehaveusedalargenumberofsinglesolversandseveralportfolios.Forthesakeof
clarity,alofthesesolversaredescribedinAnnexA.
2.2 RelatedWork
InthisSectionwedescribethestate-of-the-arttechniquesintheautomateddesignofportfolioswith
particularreferencestotheportfolioclassiﬁcationandthegeneralschemetodesignportfoliosde-
ﬁnedinSection2.1.2. WeﬁrstdiscusstherelatedworkonAutomatedPlanning.Then,wepresent
therelatedworkonSAT.Finaly,wediscussexistingportfoliogenerationtechniquesforotherprob-
lemsolvingtaskslikeConstraintSatisfactionProblems(CSP)andAnswerSetProgramming(ASP).
2.2.1 AutomatedPlanning
Duringthelastyears,severalportfolioshavebeendevelopedforsolvingplanningtasks. Mostof
theseportfolioshaveparticipatedinthelastplanningcompetitions(IPC2008,IPC2011andIPC
2014).Thecompetitionresultsshowthattheparticipantportfoliosonthedeterministictrack,learn-
ingtrackandmulticoretrackhaveoftenachievedthebestscores.Theseplanningportfoliosand
severalrelevantworksfromtheplanningliteraturearedescribedindetailnext.
2.2.1.1 BUS
TheworkbyHoweetal.(Howeetal.,2000)describedBUS,oneoftheﬁrstportfolioapproaches
forplanning.Inthiswork,theauthorsalsoempiricalytestedthethreeassumptionsthatsupportits
design,whicharedescribednext:
1.Nosinglesolveroutperformsothersineverydomain.Sixplannerswereexecutedwith263in-
stances.Theresultsshowedthatthebestplannersolved110instancesoutofthe176planning
tasksthatweresolvedbyatleastoneofthesixplannersconsideredintheexperiment.
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2. Mostplannerseithersolveaplanningtaskquicklyorfailatsolvingtheinstance.Theirem-
piricalstudyconﬁrmedsigniﬁcantdiferencesintimebetweensuccessandfailuresolving
planningtasks.
3.Theperformanceofplanningsolverscanbepredictedwithdomainandproblemfeatures.
Theiranalysisofplannerperformancesuggestedthatasubsetofﬁvebasicfeaturesextracted
fromdomainsandproblemscanbeusedtopredictifaplannerwilsolveaninstanceandif
so,thetimerequiredtosolveit.
BUSrun6plannersinaround-robinschemeuntilasolutionwasfound.Inparticular,itcon-
sideredSTAN(FoxandLong,1998),IPP(Koehleretal.,1997),SGP(Weldetal.,1998),BLACK-
BOX(KautzandSelman,1998),UCPOP(PenberthyandWeld,1992)andPRODIGY(Velosoetal.,
1995). MostoftheseplannerswerebasedonGRAPHPLAN(BlumandFurst,1997). However,
BLACKBOXfocusedontranslatingplanningtaskstoSATandsolvingthemusingseveralSAT
techniques.Thisapproachiscurentlyexploitedbystate-of-the-artsatisﬁcingplannerslikeSAT-
PLAN(Kautzetal.,2006)andMADAGASCAR(Rintanen,2014).Indeed,MADAGASCARachieved
impressiveresultsforseveralplanningdomainsintheIPC2011.
Foreachinputinstance,BUSextractssomefeaturesfromthegivenproblemandplanningdo-
main.ThecomponentplannersarethensortedindescendingorderoftheratioP(Ai)T(Ai),whereP(Ai)istheexpectedprobabilityofsuccessofalgorithmAi,andT(Ai)istheexpectedruntimeofal-
gorithmAi.Bothestimationsareprovidedbylinearregressionmodelsbasedoninstancefeatures.
Oncetheorderingtaskisﬁnished,BUSrunstheplannersasfolows.Ittakestheﬁrstplannerfrom
thequeueandalocatestheexpectedtimethatthecurentplannerneedstosolvetheinputinstance.
Iftheplannersolvestheplanningtask,theportfolioends.Iftheplannerterminatesunexpectedly,it
isdiscarded.However,ifthetimealotedtotheplannerisreachedwithoutsuccessorfailure,BUS
studieswhethertoassignadditionaltimetothecurentplannerandtheproceedingplannersuntil
eithertheproblemwassolvedorreachedthepredictedtimetothenextplanner.
2.2.1.2 TheworksbyRobertsetal.
InthisSectionwedescribethreeworksbyRobertsetal.whichwereinspiredbyBUS(seeSec-
tion2.2.1.1).Theworkreportedin(RobertsandHowe,2006)computedtwoclassiﬁcationmodels
topredictifaplannerwilsolveaplanningtask(success)andifso,thetimerequiredtosolveit
(time).Thesemodelsweregeneratedusing1839planningtasksand57featuresautomaticalyex-
tractedfromtheseproblemsanddomains.Theauthorsatemptedtoﬁndasubsetoffeatureswhich
minimizethecostrequiredtocomputethemwhilepreservingtheaccuracyofthemodel.Itwas
foundthatthemodeltopredicttimecanbelearnedwithoutexpensivefeaturesandthesefeatures
areslightlyinformativetomodelsuccess.Ontheotherhand,theaccuracyforpredictingtimewas
assessed.Theresultsindicatedthatthismodelwasnotaccurateenough.Therefore,itwasdiscarded
tocomputethetimealotedtoeachplannerintheportfolio.Instead,theauthorscomputedapre-
deﬁnedsequenceofslicesoftime,whicharethenusedonaround-robinstrategy.Thecomponent
plannersweresorted(foreachtestinstance)indecreasingorderoftheprobabilityofsuccess.In
addition,thisworkalsoaddressedtheissueofselectingtheplannerswhichshouldberunbythe
portfolio.Thegreedysetcoverapproximationalgorithmwasappliedtocomputeasubsetofnon-
dominatedplannersbasedonsuccessperformance.Theresultssuggestedthatatleast14outofthe
23candidateplannersmaybediscarded.Intheempiricalevaluationoftheportfolioapproach,two
dynamicportfolioswereexecutedusingtheround-robinstrategy.Theﬁrstoneexecutedtheful
setofplannerswhilethesecondportfolioonlyconsideredthenon-dominatedplanners.Theresults
showedthatthesecondportfoliosolvedmoreinstances.
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ThesecondworkbyRobertsetal.(RobertsandHowe,2007)performedastudyoftheplanner
performanceusing28planners(withtheirdefaultparameters)and4726instancesfrom385planning
domains.Theauthorsrealizedthatmostoftheseplanningtaskswerenolongerchalenging.Hence,
thestudyfocusedonlyonproblemswhichweresolvedbyatmostthreeplannersandwhosemedian
timetosolvethemwasgreaterthanonesecond.Itresultedinasetof1215solvableproblemsfrom
41domains.Theperformancedataresultingofthatstudywasusedtolearnseveralmodelstopredict
successandtime.Theinputstothelearningalgorithmswererestrictedtoplannerperformanceand
asetof32featuresautomaticalyextractedfromproblemsandplanningdomains.Theevaluation
resultsofthecomputedmodelsshowedthatsuccesscanbequiteaccuratelypredictedwhiletimeis
hardertopredict(forinstance,hightimevaluesareuncommonandthereforeveryhardtopredict).
Finaly,thelearnedmodelswereappliedtoaportfolioapproachwhichexcludeddominatedplanners
usingagreedysetcoveringalgorithmasinthepreviouswork.Thus,theportfolioonlyconsidered
10outofthe28plannersincludedintheperformanceanalysis.Theauthorsproposedfourstrategies
tosorttheexecutionorderforeachinputinstance,threeofwhichusedthelearnedmodels:
•coverusedthesetcoveringorder.
•pSuccessdiscardedtheplannersthatwerepredictedtofailandusedthepredictedprobability
ofsuccesstosorttheremainingplannersindecreasingorder.
•predTimesortedplannersinincreasingorderofthepredictedtime.
•SimonKadaneusedtheratiopSuccesspredTimetosortplannersindecreasingorder(SimonandKadane,1975).
Moreover,threestrategiesweredeﬁnedtocomputethetimealotedtoeachplannerandrunthe
portfolio,whereonlyoneexploitedthelearnedmodels:
•avgPlanneralotedtoeachplanneritsaveragetimetosucceedandexecutedplannersin
sequencewithoutpreemptivemode.
•predTimeassignedtoeachplanneritspredictedtimeforagivenplanningtask(usingthe
learnedmodels)anditalsoexecutedthecomponentplannersinsequencewithoutpreemptive
mode.
•confIntdeﬁnedasequenceoftimeslicestoeachplannersinceitusedaround-robinstrategy
toruntheportfolio.First,itsortedthetimerequiredtosolveeachtraininginstanceandthen
itperformedtheanalysisforeachquartile{25,50,75,80,85,90,95,97,99}.
TheempiricalresultsindicatedthatthebestportfoliorankedplannersusingtheSimonKadane
strategyandusedtheconfInttechniquetoalocateruntimes,whichempiricalyconﬁrmsthelower
accuracytopredicttime.
ThethirdworkbyRobertsetal.(RobertsandHowe,2009)extendedthepreviousonebymaking
adeeperanalysisofplannerperformanceusingsimilarsetsofplannersandplanningtasks.Theanal-
ysisfocusedonagoodnumberofissuesandquestionsabouttheplannerperformance,whichwere
examinedwithseveraltoolslikeSammonmap,t-test,Wilcoxonsigned-ranktestsandlog-likelihood
ratiotestamongothers.Thedifﬁcultyoftheproblemswasmeasuredbythenumberofplannersthat
areabletosolveproblemsandthetimerequiredtosolvethem.Itwasfoundthatthefulsetofover
4000problemsisnotverydifﬁcultdespitethedifﬁcultyoftheproblemsproposedovertheyears
hassigniﬁcantlyprogressed(whichmaybringsomeinsightaboutthecompositionofthetraining
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setusedtoconﬁgureportfolios).Also,itwasnoticedthatsolvableproblemsareusualysolvedvery
quickly.Ontheotherhand,theprogressoftheplannercapabilitieswereanalyzed.Anexhaustive
analysisshowedthatplannershavebeenconsiderablyimprovedovertime.However,noteveryold
plannershouldbeconsideredobsoleteorsubsumedbyothers.Theperformanceanalysisnoticedthat
someolderplannersperformedbestonsome(oldertoo)domains(althoughtheseplannersdidnot
performwelonrecentIPCs).Besides,thesetofproblemssolvedbyeachplannerwasnotasubset
oftheproblemssolvedbyanyother.Anotherissueaddressedinthisworkisrelatedtotheneedto
havechalengingproblems.TheauthorsfolowedthemethodologydescribedbyTailard(Tailard,
1993)togeneratenewproblemsforexistingdomainsandalsoforanewplanningdomain.The
resultsshowedthatthechalengingproblemsweresuccessfulygeneratedsincetheyincreasedthe
difﬁcultyofthepreviousproblems.
2.2.1.3 PBP
PBP(Gerevinietal.,2014)wasthewinnerofthelearningtracksofIPC2008andIPC2011.Itwasa
portfolio-basedplannerwithmacro-actions,whichautomaticalyconﬁguredastaticsequentialport-
folioofdomain-independentplannersforaspeciﬁcdomain.Theportfolioconﬁgurationgenerated
byPBP,caledclusterofplanners,wascomposedofanorderedsetoftriples.Eachtriplecontained
acomponentplanner,apossiblyemptysetofmacro-actionscomputedforthecomponentplannerin
aparticulardomainandasequenceofincreasingslicesoftimes(caledtimeslots).Thissequence
ofruntimeswasusedbytheround-robinschemetoruntheportfolio.Inparticular,theround-robin
schemefolowedacircularordertoruneachcomponentplanner.Ineachiteration,itrunaparticular
plannerwithitssetofmacro-actionsforthecorespondingtimeslot.Theﬁrsttimethattheplanner
wasexecuted,theﬁrstsliceoftimedeﬁnedthetimealotedtotheplanner,thesecondtimethetotal
timealotedtotheplannerwasdeﬁnedbythesecondtimeslotandsoon.Eachslotdeﬁnedthetime
thattheplannershouldbeexecutedfromthestart.Therefore,ineachiterationaplannerresumedits
executionuntilitsaccumulatedtimewasequaltothecurenttimeslot.Ifaplannerdidnotterminate
withinitsalotedtime,itwasaddedtotheendofthesetandthenextonewasexecuted.Otherwise,
theplannerwasremovedfromtheround-robinscheme.
Inthiswork,theportfolioconﬁgurationprocessconsistedofﬁvesteps.First,anumberofsets
ofmacro-actionwerecomputedforeachcandidateplannerinthegivenplanningdomainusing
WIZARD(Newtonetal.,2007)andMACRO-FF(Boteaetal.,2005).Second,theperformanceof
eachcandidateplannerwasmeasuredwithandwithoutthesetsofmacro-actionscomputedforeach
planner.Inparticular,PBPmeasuredthenumberofsolvedproblems,timerequiredtogenerate
eachsolutionandthequalityscoreofeverygeneratedplan.Third,thesequenceoftimeslotsfor
eachcandidateplannerwascomputedusingavariationofthetimealocationstrategyproposedby
Robertsetal.(RobertsandHowe,2007)(seeSection2.2.1.2).Thefourthstepfocusedonselecting
aclusterofplanners.Itsimulatedtheround-robinexecutionofeachpossibleclusterofatmost
kplanners(k=3intheirexperiments)withthesametraininginstancesusedinthesecondstep.
ThesimulationresultswerecomparedbyastatisticalanalysisbasedontheWilcoxonsign-ranktest.
Usingthestatisticalresults,asimilargraphtotheoneusedbyLongetal.(LongandFox,2003)(to
showtheIPC2002results)wascomputedwiththegoalofselectingtheclusterofplannersforthe
portfolioconﬁguration.Thelaststepintheconﬁgurationprocesssortedthecomponentplannersof
theselectedclusterinascendingorderoftheﬁrsttimeslotofeachplanner.
ThemostrecentversionofPBPconsidersninecandidateplanners: METRIC-FF(Hofmann,
2003),YAHSP(Vidal,2004),MACRO-FF,MARVIN(ColesandSmith,2007),SGPLAN5(Chenet
al.,2006),FASTDOWNWARD,LAMA2008(RichterandWestphal,2010),LPG-TD(Gerevinietal.,
2006)andPARLPG(Valatietal.,2013).SincePARLPGwasbasedonrunningLPG(Gereviniet
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al.,2003)withadomain-speciﬁcparameterconﬁguration,PBPperformedanadditionalstep(after
theﬁrststepoftheportfolioconﬁgurationprocess)tocomputetheparameterconﬁgurationforLPG
onthegivenplanningdomain. Ontheotherhand,PBPisabletocomputetwovariantsofPBP.
PBP.SfocusesonspeedwhilePBP.Qaimstoimprovethequalityscoreofthegeneratedplans.Both
versionsexploitconﬁgurationknowledgeforagivenplanningdomain.Nevertheless,PBPcanbe
usedwithoutthisknowledge.Inthatcase,theportfoliorunsalcandidateplanners(withoutmacro-
actions)usingaround-robinstrategyanditassignspredeﬁnedtimeslotstoeachplannerbeforebeing
randomlysorted.
2.2.1.4 FASTDOWNWARDSTONESOUP
FASTDOWNWARDSTONESOUP(FDSS)(Helmertetal.,2011)wasoneoftheawardedplannersin
theIPC2011.Inparticular,twoportfolios(denotedasFDSS-1andFDSS-2)weregeneratedusing
theFDSStechniquetothesequential(optimalandsatisﬁcing)tracksofIPC2011.Thistechnique
exploresthespaceofstaticportfoliosthatcanbeconﬁguredwithasetofcandidateplannersusinga
hil-climbingsearchalgorithm.Ittakesasetofdomain-independentplannersastheinitialportfolio,
andalocateszerosecondstoeveryplanner.Ineachstep,thealgorithmgeneratesthesetofpossible
successors.Eachsuccessorincreasesthealotedtimeofoneplannerbyasliceofthetotaltime.To
evaluatethesuccessors,thealgorithmusestheIPCevaluationmetric(seeSection2.1.3.1)andaset
oftrainingproblems:thewholecolectionofplanningtasksusedinalthepastIPCs(atotalof1116
traininginstancesrangingfrom1998to2008).Thebestsuccessorisselectedasthecurentportfolio
forthenextiterationanditcontinuesuntilthetotaltimehasbeenreached.
Insatisﬁcingplanning,alcandidateplannersconsideredalactionstobeofunitcostwhencom-
putingtheheuristicsand,forweighted-A∗(Pohl,1970),theg-values.FDSS-1andFDSS-2commu-
nicatethecostofthebestsolutionfoundamongthecomponentplannersinthesequentialportfolio.
Thus,thecomponentplannerscanprunestatesusingthatcostasanupperboundfortheg-value.
TheFDSSportfoliossorttheexecutionsequence.TheFDSS-1portfolioforthesatisﬁcingtrack
sortsplannersbydecreasingorderofcoverage.ThecomponentplannersofFDSS-1foroptimal
planningaresortedbydecreasingmemoryusage.Theremainingportfoliosweresortedbyother
arbitraryorderings,whichwerenotdetailedbytheauthors.
Inaddition,alconﬁgurationsforsatisﬁcingplanningmodifytheconﬁgurationofthesequential
portfoliooncetheﬁrstsolutionisfound.Initialy,alsearchalgorithmsignoreactioncostsinboth
variants.Oncetheﬁrstsolutionisfound,FDSS-1re-runsthesuccessfulplannerandtheremaining
plannersintheportfoliousingalactionswiththeirrealcost.Instead,whentheﬁrstsolutionis
found,FDSS-2discardsalplannersintheportfolioanditrunsananytimesearchalgorithmwiththe
sameheuristicandsearchalgorithmthatsuccessfulyfoundtheﬁrstsolutionusingRWA∗(Richter
etal.,2010).
Inanutshel,theFDSStechniquederivessequentialdomain-independentportfoliosmaximiz-
ingtheIPCevaluationmetricforaﬁxedtimelimit.Theresultingportfoliossortthecomponent
solversusingempiricalcriteria.Also,thesesolverssharethebestsolutionfoundsofaramongthem.
Moreover,theFDSSportfoliosforsatisﬁcingplanningareabletochangetheirconﬁgurationusing
predeﬁnedrulesoncetheplanningtaskhasbeensolved.
2.2.1.5 TheworkbySeippetal.
TheworkbySeippetal.(Seippetal.,2012)automaticalybuiltstaticsequentialportfolioslearning
themfromdomain-independenttunedplanners.Thesetunedplannerswererestrictedtoconﬁgura-
tionsoftheFastDownwardplanningsystem(Helmert,2006)whichprovidesseveralstate-of-the-art
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searchalgorithmsandplanningheuristics.Thisworkcanbesplitintotwoparts.First,aplannerwas
automaticalyconﬁgured(byusingtheparametertuningframeworkParamILS(Huteretal.,2009)
toexcelineachofthe21planningdomainsusedinpastIPCs(1998-2006).Harderproblemswere
excludedwiththegoalofacceleratingthetuningprocess.Theeasiestproblemswerealsodiscarded
becausetheyarenothelpfulforthetuningprocess.ParamILSstartswithaninitialconﬁguration.
TheauthorstooktheinitialconﬁgurationoftheconﬁgurationprocessofFD-Autotune(Fawcetet
al.,2011)sinceFastDownwardhasnotadefaultconﬁguration.
Inthesecondpart,theauthorsusedsevenmethodstolearnportfoliosofthosetunedplanners:
•Stonesoup,thetechniquedeﬁnedbyFDSS(seeSection2.2.1.4),searchesagoodportfolio
conﬁgurationonthespaceofstaticportfoliosusingahil-climbingsearch.
•Uniformdistributestheoveralalotedtimeuniformlyamongaltheplanners.
•Selectoremploysbruteforcetocomputethebestsubsetofplannersassigningthesameamount
oftimetoeachplannerwithinthesubsetandthenitpicksupthebestone.
•Clusterappliesthek-meansclusteringalgorithm(MacKay,2003)tothesetoftunedplanners
(generatingkclustersofplanners)andselectsthebestplannerfromeachcluster. Althe
availabletimeisuniformlydistributedamongthekselectedplanners.
•IncreasingTimeLimitisthetechniquewhichiterativelyincreasestheportfoliotimelimitby
asliceofthetotaltime.Ineachiteration,itincreasesthealotedtimeoftheplannerwhich
maximizesthescoreoftheinstancesthatcanbesolvedwithinthecurenttimelimit(excluding
theinstancesthatarealreadysolvedbytheportfolio).
•Domain-wiseistheiterativetechniquethatineachiterationselectsthemostpromisingplan-
ningdomainandthenincludestheplannerthatrequireslesstimetoimprovethescoreonthat
domain.
•RandomizedIterativeSearchtakesaninitialportfolioconﬁgurationandthenimprovesthe
portfoliousingarandomizedlocalsearchmethod.Thisiterativetechniquecontinuesuntilthe
scoreoftheportfoliodoesnotimproveafteralargenumberofiterations.
Altheportfoliogenerationtechniquesfocusedonthetotalqualityscore(seeSection2.1.3.1).
However,forthesakeoffairness,theauthorsmadesomeadjustmentstothismetric.Inparticular,
thescoreswerenormalizedbythenumberofinstancesoneachdomain.Also,thescoreofthetuned
plannersondomainswhichtheyweretunedwasdiscarded.Ontheotherhand,theauthorsdidnot
detailneitheriftheportfolioswereabletoshareinformationamongtheircomponentplannersnor
theorderofthecomponentplannersintheresultingportfolios.
AltheresultingportfolioswereassessedontheIPC2011sequentialsatisﬁcingtrack.Interest-
ingly,theresultsshowedthatconﬁguringplannersforasetofknowndomainscanbeveryhelpful
tobuildportfoliosthatperformwelonunknowndomains.Itwasalsofoundthattheportfolio
learnedwiththeuniformmethoddidnotachievearemarkabletrainingperformance.However,it
wasthebestportfolioonthetestset.Ontheotherhand,asaresultofthiswork,theportfolioderived
withtheuniformtechniquewassubmitedtothesatisﬁcingtrackoftheIPC2014.Itwastermed
FastDownwardUniformPortfolio(SeippandGarimort,2014)andwasthesixthclassiﬁedonthe
competition.
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2.2.1.6 ARVANDHERD
ARVANDHERD(Valenzanoetal.,2012)wasthewinnerofthe multi-coretrackoftheIPC
2011.ItwasamanualyconﬁguredparalelportfoliowhichrunseveralconﬁgurationsofLAMA
2008(RichterandWestphal,2008)andARVAND(Nakhostetal.,2011).LAMA2008wasaplanning
systembasedonheuristicsearchwithlandmarks(Porteousetal.,2001)thatwonthesatisﬁcingtrack
oftheIPC2008.Sincethisplannerwasabletouseseveralheuristicstoguidethesearch,theversion
includedintheportfolioconsideredthreeheuristics:thelandmarkcountheuristic(Richteretal.,
2008)andtwoversionsoftheFFheuristic(HofmannandNebel,2001),aversionwhichignores
actioncostsandanotherversionthatconsidersactioncosts.Also,thisversionusedrandomoperator
orderingandrestarts.Inparticular,iftheplannerexceededamemoryboundwithoutﬁndingaplan,it
wassettorestartwithanewrandomseedandadiferentconﬁguration.Ontheotherhand,ARVAND
wasastochasticplannerwhichusedheuristicalyevaluatedrandomwalks.Theversionincludedin
theportfoliowasaparticularparalelizedversionoftheplannerwhichincludedasharedwalkpool
andasharedUCB(Aueretal.,2002)conﬁgurationselector.Ineachcore,aparticularconﬁguration
executedanindependentsearchepisode.Oncethesearchﬁnished,itsentthetrajectorytotheshared
walkpoolandtherewardforthecurentconﬁgurationtothesharedUCBsystem.Then,itreceived
thetrajectory(fromthesharedwalkpool)whichshouldbeexecutedwiththeconﬁgurationreceived
fromtheUCBsharedsystem.
ARVANDHERDexecutedasingleconﬁgurationofitsversionofLAMA2008atatimewiththe
aimofavoidingmemorypartitioningissues.Iftheconﬁgurationexceededaﬁxedmemorybound,
theplannerwassettorestartwithanotherconﬁgurationandanewrandomseedinthesamecore.The
remainingcoresexecutedtheparalelizedversionofARVAND.ThesetofARVANDconﬁgurations
usedintheportfoliowasmanualyselectedanditwasbasedontheexpertiseoftheauthors.The
authorsdesignedtheportfoliowiththeseplannersforseveralreasons.First,LAMA2008wasthe
state-of-the-artplanner.Second,thisplannerhadahighmemoryconsumptionwhileARVANDhad
lowmemoryrequirements.Finaly,theweaknessofoneplannerwasusualycomplementedbythe
strengthsofanother.
2.2.1.7 TheworksbyCenamoretal.
InthisSection,wedescribetwoworksbyCenamoretal.relatedtotheuseofpredictivemodels.
Cenamoretal.(Cenamoretal.,2012)focusedonanalyzingtheIPC2011resultsfromaDataMin-
ingperspective.ItfolowedtheCRISP-DMmethodology(Chapmanetal.,2010)withthegoalof
generatingpredictivemodels.First,asetoffeatureswasautomaticalyextractedfromtheproblems
anddomainsdeﬁnedinthecompetition.TheSAS+problemrepresentation(B¨ackstr¨omandNebel,
1995;Helmert,2009)anditsinducedgraphswerealsousedtoextractusefulfeatures.Moreover,the
timerequiredtogenerateeveryplaninthecompetitionandthequalityscoreoftheresultingplans
werecolected.Second,thesetoffeaturesandtheplannerperformancewereprocessedtocom-
putetheinputdataforthelearningalgorithms.Third,agoodnumberoflearningalgorithmswere
executedwiththepurposeofselectingthebestclassiﬁcationmodeltopredictsuccessandthebest
regressionmodeltopredicttime.Inparticular,theregressionmodelsaimedtopredictthreediferent
timevalues:thetimerequiredtosolveproblems(i.e.ﬁrstplanfound),thetimeneededtoﬁndthe
bestsolutionandthemediantimevalueoftheplansgenerated.Finaly,thelearnedmodelswereas-
sessedoverproblemsfromunknowndomains(usingtheleave-one-domain-outtechnique)andover
newproblemsfromknowndomains(usingthecrossvalidationapproach).Theresultsshowedthat
theaccuracysigniﬁcantlyworsenedwhenthemodelswereevaluatedonnewdomains.Inaddition,
theauthorsperformedasemanticanalysisofthecomputedmodels.
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Thework(Cenamoretal.,2013)extendedthepreviousonebyfocusingonthedeployment
phaseoftheCRISP-DMmethodology.Thisphaseaimedtoconﬁguredynamicportfoliosusing
theclassiﬁcationandregressionmodels.ThebestclassiﬁcationmodelwasgeneratedbytheJ48
algorithm(Quinlan,1993)whilethebestregressionmodelwascomputedbyinstance-basedlearn-
ing(BriscoeandCaeli,1996)withk=3.Inthiswork,theregressionmodelfocusedonlyon
predictingthetimeexpectedtoﬁndthebestplan.Ontheotherhand,ﬁvestrategiesweredeﬁned
tocomputeportfolios,whichsortedthecomponentplannersbytheconﬁdenceofthepredictive
models:
•EqualTimeappliedtheuniformmethod(whichalocatedthesameamountoftimetoeach
planner)toconﬁguretheportfolio.
•BestConﬁdenceEstimationselectedthecandidateplannerwiththehighestconﬁdencevalue
providedbytheclassiﬁcationmodelforeachtestinstance.Incaseofatie,altheplanners
withthehighestconﬁdencevaluewereincludedintheportfolioandtheoveralalotedtime
wasuniformlydistributedamongthem. Otherwise,itselectedtheplannerwiththelowest
conﬁdencevalueoffailureforthetestinstance.
•Best5Conﬁdenceappliedtheuniformmethodtotheﬁveplannerswiththehighestconﬁdence
valueofsuccessforeachtestinstance.
•Best10Conﬁdenceisthesamestrategythanthepreviousonebutitselectedthetenplanners
withthehighestconﬁdencevalue(insteadof5).
•Best5Regressionselectedtheﬁveplannerswiththehighestconﬁdencevalueofsuccess(re-
gardingeachtestinstance)tobepartintheportfolio.Next,itcomputedthesumofthepre-
dictedtimeforeachplannerusingtheregressionmodel.Finaly,thetimealotedtoeach
plannerwasalinearproportionofitspredictedtimewithrespecttothesumofthepredicted
timesandthetotaltime.
•Best10RegressionisthesamestrategythanBest5Regressionbutselecting10plannersin-
steadof5.
AlstrategieswereappliedtothesatisﬁcingtrackoftheIPC2011usingthesplitevaluationand
theleave-one-domain-outapproach.Theﬁrsttechniqueaimedtoassessthegeneralizationcapability
oftheresultingportfoliostonewproblemsofknowndomains(whichwereusedtoconﬁgurethe
models).Thesecondapproachevaluatedtheportfoliosonnewdomains.Theresultsshowedthatthe
strategiesbasedonpredictivemodelsachievedgoodperformanceoverproblemsofknowndomains.
However,theperformanceoftheresultingportfoliosonunknowndomainswasworse.
2.2.1.8 ASAPandAGAP
TheworkbyValatietal.describedASAP(Valatietal.,2014),adomain-dependentstaticportfolio
conﬁgurationapproach.Itwasbasedonexploitingdiferentencodingsorreformulationsofagiven
planningdomain.Inparticular,itconsideredmacro-actions(Chrpa,2010)and(outerandinner)
entanglements(ChrpaandMcCluskey,2012)tocreatealternativeencodings.Amacro-actionisa
planningoperatorwhichcomprisesasequenceofactionsthatcanbeexecutedatonetimewhile
entanglementsrefertorelationshipsbetweenplanningpredicatesandoperators.ASAPwasableto
computeatmostfourdiferentencodingssincemacro-operatorsandentanglementscouldnotbe
foundonsomeplanningdomains.Speciﬁcaly,itconsideredoneencodingwithmacro-operators
andthreeencodingswiththethreepossiblecombinationsoftheouterandinnerentanglements.
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Theofﬂinephaseoftheportfolioconﬁgurationprocessaimedtoselectthebestpair
encoding,plannerforagivenplanningdomain.Forthispurpose,ﬁrst,aknowledgeextraction
processwasperformed(macro-operatorsandbothentanglements).Second,itgeneratedthreeen-
codingsconsideringonlyouter,onlyinnerandbothentanglements.Also,anencodingwithmacro-
operatorswascomputedandtheresultinguselesssingleoperatorswerediscarded.Third,althe
possiblecombinationofpairsencoding,plannerweregeneratedandthenexecutedwithevery
traininginstance(e.g.foreachpair,theplannerwasexecutedwitheverytraininginstancereformu-
latedwiththeconsideredknowledge).Fourth,theperformanceofeachpairwasmeasured.Since
ASAPwasabletogeneratetwodiferentversions,ASAPsandASAPq(whichfocusedonmaximizing
runtimeandqualityscorerespectively),itmeasuredthetimerequiredtogeneratethebestplanfor
eachplanningtask,thelengthofeveryresultingplanandthenumberofsolvedproblems.Finaly,
thebestpairencoding,plannerwasselectedtobeexecutedovereverytestinstance. ASAPs
selectedthepairthatachievedthehighestIPCtimescore(seeSection2.1.3.2)whileASAPqused
thetotalqualityscore(seeSection2.1.3.1).Tie-breakingwasaddressedbyusingasecondcriteria,
whichconsideredcoverage,thenumberofproblemsinwhicheachpairwasthefastestandthemean
runtimeofsolvedinstances.
ASAPconsideredamanualyselectedsetofcandidateplanners.ItwascomposedofLAMA
2011(RichterandWestphal,2010),LPG(Gerevinietal.,2003),METRIC-FF(Hofmann,2003),
MP(Rintanen,2012),PROBE(LipovetzkyandGefner,2011),SATPLAN(Kautzetal.,2006)and
SGPLAN(Chenetal.,2006). Ontheotherhand,ASAPwasempiricalyanalyzedonaselection
ofplanningdomains. Moreover,ASAPwasassessedagainstthemostrecentversionofPBP(see
Section2.2.1.3)onthedomainsdeﬁnedforthelearningtrackoftheIPC2011.Theresultsshowed
thatASAPqoutperformsPBP.QwhilethetimescoreachievedbyASAPswasslightlylowerthanthe
timescoreofPBP.S.
AGAP(ChrpaandValati,2014)wasanimprovedversionofASAPqwhichtookpartinthelearn-
ingtrackoftheIPC2014.Therearetwomaindiferencesbetweenbothapproaches.First,AGAP
consideredthesamesetofcandidateplannersbutexcludingSATPLAN.Second,AGAPuseddifer-
entencodingsforthegivendomain.Itwasalsoabletogenerateatmostfourencodingsconsidering
entanglementsandmacro-operators.However,itconsideredoneencodingwithonlyouterentangle-
ments,twoencodingsusingmacro-operatorswhichexploitouterentanglements(Chrpaetal.,2014)
andanotheroneusingmacro-operatorsfrominnerentanglements(Chrpaetal.,2013).
2.2.1.9 AlPACA
AlPACA(Malitskyetal.,2014)wasadynamicsequentialportfolioofdomain-independentplanners
thattookpartintheoptimaltrackoftheIPC2014.Itwasbasedonthealgorithmselectiontechnique,
whichaimstoselectthemostsuitablesolverforeachinputinstanceandwhichhasbeensuccessfuly
appliedtotheportfolioapproachinSAT,MaxSATandCSP.AlPACAwasdesignedtoselectthe
plannerthatsolvestheinputinstanceintheshortesttimespan.Thechoicereliedonpredictive
models(randomforest)whichweregeneratedusingplannerperformanceandinstancefeatures.
Speciﬁcaly,itmeasuredthetimerequiredbyeachparticipantplannerintheoptimaltrackofthe
IPC2011tosolveeveryavailableplanningtaskfromalthepreviousIPCs.Also,itextractedaset
of65featuresfromeachavailableproblem.
Foreachtestinstance,AlPACAextracteditssetofinstancefeaturesanditthenpredictedthe
plannerwhichwilbeabletominimizethetimerequiredtosolvethegiveninstance.Theselected
plannerwasexecuteduntilthetotaltimewasexceededortheplannergeneratedtheoptimalplan.
Inthelatercase,thesolutionwasvalidated.Iftheplanwasvalid,AlPACAends.Otherwise,it
executedadefaultplannerfortheremainingtime.Inparticular,itruntheFastDownwardplanner
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withtheLM-CUTheuristic.
2.2.1.10 IBACOPandLIBACOP
TheIBACOP(Cenamoretal.,2014)planningportfolioswerethewinnersofthesatisﬁcingtrack
andtherunner-upofthemulti-coretrackoftheIPC2014.TwoversionsofIBACOPwereconﬁgured
foreachtrack.Theﬁrstversion,IBACOP,wasastaticsequentialportfolio.Itwasconﬁguredbya
twostepstrategy.First,aParetoefﬁciencyanalysis(Censor,1977)wasappliedtoaltheparticipant
plannersofthesatisﬁcingtrackofIPC2011,plusLPG-TDusingthewholecolectionofinstances
deﬁnedforthattrack. Theanalysisconsideredthequalityscoreofthebestplangeneratedand
thetimerequiredtogeneratetheﬁrstsolutionforeachtraininginstance.Itresultedinasetof12
planners,whereeachdominatedalothersinatleastonetrainingdomain.Second,theportfolio
conﬁgurationstrategyappliedtheuniformmethodtotheresultingsetofplanners.Theorderofthe
componentplannersintheportfoliowasarbitrary.Ontheotherhand,avariationoftheIBACOP
portfoliowasmadetoparticipateintheagiletrack. Theconﬁgurationstrategyalotedtoeach
componentplannersitsaveragetimetosolvetraininginstanceswithin300secondsinsteadofusing
theuniformmethod.Sincethetimeavailabletosolveeachproblemintheagiletrackwasequal
to300,notalthecomponentplannerswereexecutedintheportfolio.Theresultingportfoliowas
orderedbythetimealotedtoeachplannerinascendingorderandtheplannerswereexecutedin
sequenceuntilthetotaltimewasexceeded.
IBACOP2wasadynamicsequentialportfolioconﬁguredwiththemethodologydescribedin
Section2.2.1.7withafewimprovements.ItconsideredthesetofplannersselectedbythePareto
analysisperformedbyIBACOPinsteadofaltheparticipantplannersofthesatisﬁcingtrackofthe
IPC2011.Also,thesetoftraininginstancesusedtolearnthepredictivemodelswasextended.In
particular,itconsideredaltheavailableplanningtasksfromtheIPC2005toIPC2011excluding
thoseinstanceswhichwerenotsolvedbyanyplanner.Thesetoffeaturesextractedfromtheproblem
anddomaindeﬁnitionsandfromtheSAS+formulationanditsinducedgraphswasalsoimproved.
Moreover,theauthorsusedRandomForests(Breiman,2001)togeneratetheclassiﬁcationmodel,
sinceitachieveda99.83%ofaccuracyinthetraininginstances.Finaly,theBest5Conﬁdence(see
Section2.2.1.7)strategywasselectedtogenerateaportfolioconﬁgurationforeachinputproblem.
Twosequentialdynamicportfolios,termedLIBACOPandLIBACOP2(Cenamoretal.,2014)
werealsoconﬁguredfortheIPC2014learningtrackfolowingthemethodologyusedbyIBACOP
withtwodiferences.First,theParetoanalysiswasappliedtoaltheparticipantplannersfromthe
satisﬁcingtrackoftheIPC2011plusLPG-TNandSGPLAN.Thisanalysisselectedasubsetof
15planners.Second,sincebothversionswerederivedforthelearningtrack,thepredictivemodels
werelearnedforeachdomaininwhichbothversionsshouldbeevaluated.TheauthorsusedRandom
ForestsintheclassiﬁcationtaskandDecisionTables(Kohavi,1995)topredicttime.LIBACOP
appliedtheBest5Conﬁdencestrategytogenerateaportfolioconﬁgurationforeachinputplanning
taskinaparticularplanningdomain.LIBACOP2usedthesamestrategytoselectthe5plannersto
bepartintheportfolio.However,itusedtheregressionmodeltoassigntheruntimetoeachplanner
insteadoftheuniformmethod.Thebaseconﬁgurationofbothversions(i.e.theconﬁgurationofthe
portfolioswithoutexploitingdomainknowledge)resultedfromapplyingtheuniformmethodtothe
setofplannersselectedbytheParetoanalysis.
2.2.1.11 CEDALION
TheworkbySeippetal.(Seippetal.,2015)describedCEDALION,anewportfolioconﬁguration
approachwhichaddressedthesolverconﬁgurationproblemintheautomatedprocessofconﬁguring
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sequentialportfolios.Theclassicalalgorithmconﬁgurationproblemaimstoﬁndaconﬁguration
ofaparameterizedalgorithmsuchthatitmaximizesaperformancemetriconagivenbenchmark.
However,CEDALIONmadethetimealotedtoeachplannerinasequentialportfoliopartofthe
solverconﬁgurationspace.Thereby,itusedanalgorithmconﬁgurationmethodtogreedilygenerate
theportfolioconﬁgurationsuchthateachcomponentaddedtotheportfoliomaximizestheportfolio
performanceperadditionaltimespent. Moreover,CEDALIONprovidedtheoreticalperformance
guarantees.
CEDALIONdeﬁnedaniterativemethodtogeneratesequentialportfoliosforagivenhighly
parameterizedplanningalgorithm,atrainingbenchmark,aperformancemetricandatimelimit.
Itstartswithanemptyportfolio.Ineachiteration,itusesanalgorithmconﬁgurationmethod
togenerateanewsolverconﬁgurationanditsalotedtimewiththegoalofimprovingtheper-
formanceofthecurentportfolio.Iftheportfolioobtainedbyaddingthenewsolverconﬁguration
doesnotimprovetheperformance,CEDALIONterminates.Otherwise,thenewconﬁgurationand
itsalotedtimeareaddedtothecurentportfolio.Also,althetrainingtaskssolvedbythecurent
portfoliowiththebestqualityregardingthegivenperformancemetricareremovedfromthetraining
benchmark.CEDALIONiteratesuntilthetotaltimeexceedsthegiventimelimit.
Intheempiricalevaluation,CEDALIONusedSMAC(Huteretal.,2011),thesequentialmodel-
basedalgorithmconﬁgurationmethodthatusespredictivemodelstoguidethesearchintheparam-
eterconﬁguration.Also,theauthorsrestrictedthesolverconﬁgurationspacetobethesameofthe
FastDownwardplanningsystemdeﬁnedin(Fawcetetal.,2011)withtheaimoffairlyassessing
CEDALIONagainstFDSS,FD-AUTOTUNEandthework(Seippetal.,2012)(seeSection2.2.1.5).
Moreover,theauthorsgeneratedthetrainingandtestsetsfromthecolectionofplanningtasksde-
ﬁnedintheIPC2011.Itresultsintwodiferentsets(withoutoverlapping)whichcontainsinstances
fromaltheplanningdomainsdeﬁnedinthecompetition.Therefore,theexperimentsonlyevaluated
thegeneralizationcapabilityoftheportfoliostonewproblemsofknowndomains. Ontheother
hand,althegeneratedportfoliosalowedtheircomponentplannerstosharethebestcostfoundso
faramongthem.Theresultsoftheempiricalevaluationusingthesatisﬁcing,optimal,agileand
learningsetingsshowedthattheportfoliosgeneratedbyCEDALIONoutperform(insomecases)the
state-of-the-artFastDownwardportfolios.
2.2.1.12 TheworkbyRizzinietal.
TheworkbyRizzinietal.(Rizzinietal.,2015)describedfourtechniquestoconﬁguredynamic
sequentialportfoliosofdomain-independentplannersforoptimalplanning.Thesetechniqueswere
basedonplannerperformancefromtrainingexecutionsandthesetof311instancefeaturesdescribed
in(Fawcetetal.,2014).Theplannerperformancewasmeasuredbythetimerequiredtogenerate
optimalsolutions. However,ifaplannerdidnotsolveaninstancewithinthetimelimit,itsper-
formancewasdeﬁnedbythePenalizedAverageRuntimescorewhichdeterminesapenaltyequal
totentimesthetimelimit(PAR10).Ontheotherhand,altheportfoliosderivedbytheproposed
techniquesexecutedfourphasesforeachinstancetobesolved.First,thepre-solvingphaseaimedto
solvetheeasiestinstancesusingastaticportfoliodeﬁnedfor1.11%oftheavailabletime.Second,if
theinputinstancewasnotsolvedinthepreviousphase,afeatureextractionprocesswasperformed.
Third,themainphasefocusedongeneratingandrunningtheportfolioconﬁgurationtosolvethe
inputinstance.Finaly,thebackupsolvingphase,whichwasexecutedincaseoffailure,runasetof
plannersfortheremainingtime.
Thefourconﬁgurationapproachespresentedinthisworkdiferedfromthetechniqueusedin
themainphasetogeneratetheportfolioconﬁguration.Thesimilarity-basedapproaches,instance-
set-core-basedandweight-based,computedtheEuclideandistancebetweentheinputinstanceand
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eachtrainingprobleminthefeaturespace.Instance-set-core-basedfocusedoniterativelyselecting
theplannerthatmaximizedtheperformanceofthetraininginstancesclosesttotheinputinstance
(e.g.thosetrainingproblemswhosedistancetothegiveninstancewaslowerthanagiventhreshold).
Unliketheprevioustechnique,weight-basedassignedtoeachtrainingproblemaweightequaltoits
distancewithrespecttotheinputinstance.Finaly,ititerativelyselectedtheplannerthatshowed
thebestweightedsumofthePAR10scoresoneachtrainingproblem.Bothtechniquesalotedto
theselectedplanneraruntimethatmaximizedtheratioofinstancessolvedperruntimespent.Also,
theydiscarded(aftereachiteration)thetraininginstancessolvedbytheselectedplannerwithinits
runtime.Ontheotherhand,theiterativemodel-basedapproaches,simpliﬁedmodel-basedandful
model-based,learnedarandomdecisionforestmodeltopredictthenextplannerthatshouldbe
executedandaregressionforestmodeltopredictitsruntime.Ful model-basedalsoconsidered
asecondclassiﬁcationmodelwhichwaslearnedincludingfeaturesfromtheplannersthatfailed
solvingtheinputinstance.
Theproposedtechniqueswereevaluatedagainsttwostaticconﬁgurationapproaches.Apartic-
ularversionofFDSSthatrestrictedthenumberofthecomponentplannersandtheofﬂinegreedy
portfolioconﬁgurationmethoddeﬁnedbyStreeteretal.(seeSection2.2.2.1).Theauthorsalso
includedPLANZILLAintheempiricalevaluation,anadaptationofSATZILLAtooptimalplanning.
Theevaluationwasperformedtoanalyzethegeneralizationcapabilityoftheresultingportfoliosto
newproblemsfromknowndomainsandtonewplanningdomains.Intheﬁrstscenario,theresults
showedthatonlytheportfoliosderivedbythemodel-basedapproachesfrequentlyoutperformthe
consideredstaticportfolios.However,itwasfoundinthesecondscenariothatalthetechniques
proposedinthisworkderivedportfolioswhichgeneralizedbeterthanPLANZILLAandthestatic
portfoliosconsidered.
2.2.1.13 Summary
ThisSectionsummarizesthemaindiferencesamongtheapproachesdescribedintherelatedwork
forAutomatedPlanning.Foreachapproach,Table2.2showstheschedulingstrategy(whichcan
besequential,sequentialroundrobinorparalel),howmanycomponentssolverswereincludedin
thegeneratedportfolio,thegranularityforwhichtheapproachgeneratesportfoliosandthemain
techniqueusedtoderiveportfolios.
Forthesakeofclarity,althetechniquesbasedonpredictivemodelshavebeenclassiﬁedas
EmpiricalPerformanceModels(EPM).Also,Table2.2onlydescribesthebesttechniquefromeach
workincludedintherelatedwork,whichhasbeenselectedaccordingtoempiricalresultsorresults
fromtheIPCs.
2.2.2 SAT
Algorithmselection(Rice,1976)hasbeenshowntobeveryusefultosolveSATinstances.Itaimsto
selectthemostsuitablesolver(fromacolectionofcandidates)foreachinputinstance.Theportfolio
approachbasedonthisproblemtypicalyrunsalthecandidatesolverswithasetoftraininginstances
gatheredfrompreviousSATcompetitions.Next,anumberoffeaturesthatdescribethestructure
ofeachtraininginstanceareextracted.Then,theexpectedtimerequiredtosolveeverytraining
instancebyeachcandidatesolverislearnedusingtheinstancefeatures(ofﬂinephase).Finaly,
itgeneratesaportfolioofsolversthatmaximizestheprobabilitythataspeciﬁcinstanceissolved
(onlinephase). Originaly,onlyonesolverwasselectedtosolveeachinputinstance. However,
modernapproacheshaveintroducedthepre-solversandthebackupsolver.Pre-solversrefertoa
particularstaticportfoliodeﬁnedforalimitedamountoftimewiththeaimofsolvingtheeasiest
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Scheduling Portfolio
Approach Strategy generated #Components Technique
BUS SequentialRR per-instance Somesolvers EPM(linearregressionmodels)
Robertsetal. SequentialRR per-instance Somesolvers EPMsandquartileanalysis
PBP SequentialRR per-domain Somesolvers Statisticalanalysis
FDSS Sequential per-several-domains Somesolvers Greedyalgorithm
Seippetal. Sequential per-several-domains Somesolvers Uniformmethod
ARVANDHERD Paralel per-several-domains Somesolvers Manualyconﬁgured
IBACOP2 Sequential per-instance Somesolvers EPM(RandomForest)anduniformmethod
ASAP Sequential per-domain Singlesolver Besttrainingperformance
AGAP Sequential per-domain Singlesolver Besttrainingperformance
AlPACA Sequential per-instance Singlesolver+backup EPM(RandomForest)
CEDALION Sequential per-several-domains Somesolvers Greedyalgorithmusingalgorithmconf.
Rizzinietal. Sequential per-instance Pre.+somesolvers+backup K-NNvariationandEPM(RandomForest)
Table2.2:Summaryofthestate-of-the-artportfolioapproachesforAutomatedPlanning.
testinstances,whilethebackupsolveristheonetobeexecutedincaseoffailure.Itistypicalythe
solverwhichachievedthebestperformanceonthetrainingbenchmark.
Amongothers,thereexistapproachesthatfocusedeitheroncomputingastaticscheduleof
solvers(N´u˜nezetal.,2013;Streeteretal.,2007)orselectingthemostpromisingsolver(Kadioglu
etal.,2010;Nikolicetal.,2013)tosolveeachtestinstance.InthisSection,wedescribeabroad
rangeofthemostrelevantworksaboutSATportfolios.Foranextensiveoverviewonalgorithm
selection,werefertoarecentsurvey(Kothof,2014).
2.2.2.1 TheworkbyStreeteretal.
TheportfolioconsideredintheworkbyStreeteretal.(Streeteretal.,2007)interleavedtheexecution
ofthecomponentsolversusingthepreemptivemode(i.e.,theabilitytostopexecutionandresumeit
lateronifnecessary).Additionaly,thetotaltimealocatedintheportfoliowasnotrestrictedbyany
threshold.Hence,theoveraltimealotedtotheportfoliowaslessorequaltothemaximumtimethe
authorswerewilingtospendonanysinglesolverwhensolvinganyparticularinstancemultiplied
bythenumberofcomponentsolvers.
Thisworkintroducedanoptimalandgreedyalgorithmsforcomputingtheoptimalsequential
portfolioforatrainingbenchmarkandprovedthattheproblemisNP-complete.Theoptimalal-
gorithmonlyworked(inpolynomialtime)withasmalnumberofcandidatesolversksincethe
optimalportfoliowaslearnedbycomputingashortestpathinagraph,whoseverticeswerearanged
inak-dimensionalgrid.Theofﬂinegreedyalgorithmaimedtomaximizethenumberofinstances
solvedperruntimespent.Ineachiteration,itaddedtotheportfoliothepairsolver,timethat
maximizedtheratioC(solver,ts)time ,whereC(solver,ts)wasthenumberoftraininginstancessolvedbysolverwithints,thetotalalotedtimetosolverintheportfolio(ts>=time).Eachpairmeant
thetimethatsolvershouldbeexecutedafterresumingitsexecution.Attheendofeachiteration,
thetraininginstancesthatwerealreadysolvedbythecurentportfolioconﬁgurationwereremoved
fromthetrainingbenchmark.Thealgorithmiterateduntilthetrainingbenchmarkwasempty.The
authorsexperimentedwithbothalgorithmsonSATandplanning(amongothers).Theempirical
resultsshowedthestrengthoftheportfolioapproachforproblemsolving.
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2.2.2.2 SATZILLA
SATZILLAwasaportfolio-basedalgorithmselectionforSATwhichwontenmedalsintheSAT
Competitions2007and2009,andalsowontheSATChalenge2012.Itwasimprovedoverthe
years(Xuetal.,2008;Xuetal.,2009;Xuetal.,2012b).Themostrecentversion,SATZILLA
2012,introducedanalgorithmselectorbasedoncost-sensitiveclassiﬁcationmodels.Theofﬂine
phaseofthisversioncanbesplitintofourmainsteps.First,itselectedasetofpre-solversandtheir
shorterruntimesbasedontrainingperformance.Second,thebackupsolverwasselected.Itwasthe
solverthatachievedthebesttrainingperformanceoninstanceswithexpensivefeaturecomputation
timeandthatwerenotsolvedbythepre-solvers.Third,aclassiﬁcationmodel(decisionforest)was
learnedusingfeatureswithalowcomputationcost.Thismodelwasaimedtopredictwhetherthe
computationtimerequiredtoextractamorecomprehensivesetoffeaturesislowerthanorequalto
agiventhreshold.Finaly,SATZILLA2012computedacost-sensitiveclassiﬁcationmodel(decision
forest)foreverypairofsolversintheportfoliotopredictwhichperformsbeteronagiveninstance.
Foreachinputinstance,SATZILLApredictedwhetherthefeaturecomputationtimeforthetest
instancewastoocostlyornot.Then,thepre-solverswereexecutedwiththeiralotedtimes.Ifthe
testinstancewasnotsolvedbythepre-solvers,afeatureextractionprocesswasperformed.Next,
SATZILLAselectedthebestcandidatesolverfortheinputinstanceusinginstancefeaturesandthe
classiﬁcationmodelsgeneratedintheofﬂinephase.Finaly,itexecutedtheselectedsolverforthe
remainingtime.Ifthefeaturecomputationtimewastoocostlyor,incaseoffailureextractingthe
featuresorrunningtheselectedsolver,thebackupsolverwasexecuted.
Theauthorsalsoproposedtousetechniquestoautomaticalygenerateportfoliosforanalyzing
individualsolvers(Xuetal.,2012a).TheyanalyzedthecontributionsofindividualSATsolvers
measuringtheircontributiontoSATZILLA.Interestingconclusionswerefound,e.g.,thatthesolvers
thatcontributedmosttoSATZILLAwerethesolversthatexploitednovelstrategiesinsteadofsolvers
withbestperformance.
2.2.2.3 HYDRA
HYDRAaddressedthealgorithmconﬁgurationandthealgorithmselectionproblemtogether(Xu
etal.,2010).Itwasananytimealgorithmthatautomaticalybuiltsolverstocomplementasequen-
tialportfolio.Thesesolversweregeneratedbyapplyinganalgorithmconﬁgurationproceduretoa
highlyparameterizedalgorithm.Speciﬁcaly,theiterativeHYDRAalgorithmtookﬁveinputs:apa-
rameterizedalgorithm,atrainingbenchmark,analgorithmconﬁgurationprocedure,aperformance
metricandaportfolioconﬁgurationmethodbasedonalgorithmselection.Itstartedwithanempty
setofcomponentsolvers.Ineachiteration,itusedthealgorithmconﬁgurationproceduretogener-
ateanewsolverthatmaximizedtheperformanceonthetrainingbenchmark.Foreachinstance,the
performanceofthenewsolverwasdeﬁnedasthebestperformance(accordingtotheinputmetric)
achievedbyitselforbythecurentsetofcomponentsolvers.Next,thenewsolverwasaddedtothe
setofcomponentsolversandaportfoliowascomputed.HYDRAiterateduntilagivenconditionwas
satisﬁed.Also,HYDRAwasabletodiscardsolversthatwereaddedtothesetofcomponentsolvers
onpreviousiterations.
Intheempiricalevaluation,HYDRAwasappliedtoSATproducinghigh-performanceportfo-
liosusingSATZILLA(Xuetal.,2008).Thesetofcomponentsolverswasgeneratedbyapplying
theFOCUSEDILS(Huteretal.,2009)proceduretoSATENSTEIN(KhudaBukhshetal.,2009),a
highlyparameterizedsolverthatcanbeconﬁguredtoinstantiateabroadrangeofhigh-performance
stochasticlocalsearchbasedSATsolvers.TheauthorsassessedHYDRAagainst17SATchalenger
solversandthebestportfoliosofthosesolvers.Theresultsindicatedthattheportfoliosderivedby
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HYDRAoutperformedalchalengersandachievedatleastthesameperformanceoftheconsidered
portfolios.
2.2.2.4 ISACandISAC+
TheworkbyKadiogluetal.describedISAC,aninstancespeciﬁcalgorithmconﬁguration(Kadio-
gluetal.,2010).Itaimedtoprovideaconﬁgurationofagivenparameterizedalgorithmforeach
instancetobesolved.Theauthorscontinuedtheideaofstochasticofﬂineprogrammingdescribed
in(MalitskyandSelmann,2009).Thisapproachdeﬁnedaniterativeofﬂinemethodthatperformed
threetasks.First,thek-meansclusteringtechniquewasappliedtothetrainingbenchmarkusinga
distancemetricinthespaceoftheinstancefeatures.Second,aparameterconﬁgurationforthegiven
parameterizedalgorithmwascomputedforeachclusterusinglocalsearch.Finaly,thedistance
metricinthefeaturespacewasadjusted.Thismetricwasbasedonthediferenceinperformance
ofsolvingatraininginstancefromoneclusterwithaparameterconﬁgurationcomputedforanother
cluster.Themethoditerateduntilthemetricdidnotimproveanymore.
TheofﬂinephaseofISACtookahighlyparameterizedalgorithm,atrainingbenchmarkanda
colectionoffeaturesextractedfromeachtraininginstanceasinputs.Then,theinstancefeatures
werenormalizedintherange[−1,1]byscalingandtranslatingthevaluesofeachfeature.Next,
theg-meansclusteralgorithmwasappliedtothetrainingbenchmarkusingthenormalizedfeatures.
Thisclusteringtechniqueautomaticalydeterminedthenumberofclusters(HamerlyandElkan,
2003). Then,theclustersthatcontainedlessinstancesthanamanualyselectedthresholdwere
re-distributed,startingwiththesmalestcluster.Finaly,analgorithmconﬁgurationwascomputed
foreachclusterusingGGA,agender-basedgeneticalgorithmfortheautomaticconﬁgurationof
algorithms(Ans´oteguietal.,2009).Inaddition,ISACcomputedaparameterconﬁgurationforthe
entiretrainingbenchmark.
Foreachtestinstance,ISACextractedandnormalizedacolectionoffeatures.Next,itdeter-
minedtheclusterthatthetestinstancebelongedto.Finaly,theparameterconﬁgurationcomputed
forthatclusterwasusedtosolvetheinputinstance.Incasethetestinstancewasnotnearenough
toanycluster,theconﬁgurationcomputedfortheentiretrainingbenchmarkwasused.Theauthors
assessedISAConSAT,MIPandsetcoveringwithremarkableresults.
ISAC+andISAC+2014 wonninetracksinthe MaxSatCompetitions2013and2014.
ISAC+(Ans´oteguietal.,2014)wasanimprovedversionofISAC.Speciﬁcaly,itusedtheISAC
ofﬂinephasewiththeaimofgeneratingoneparameterconﬁgurationforeachcluster. However,
ISAC+usedtheCSHCalgorithmselector(seeSection2.2.2.8)toselectthebestalgorithmconﬁgura-
tionforeachtestinstanceinsteadofthesameclustersgeneratedintheofﬂinephase.
2.2.2.5 ArgoSmArTk-NN
TheworkbyNikolicetal.(Nikolicetal.,2013)introducedArgoSmArTk-NN,asimplealgorithm
selectionportfoliobasedonthek-nearestneighboursmethod(Dudaetal.,2000).Itwasconsidered
simpleforseveralreasons.First,neitherabackupsolvernorpre-solverswereconsidered.Second,it
didnotpredictfeaturecomputationtime.Third,anyknowledgeaboutthestructureoftheinstances
familieswasnotassumedinadvance.Fourth,theapproachusedneitherfeatureselectionnorfeature
generationtechniques.Finaly,ArgoSmArTk-NNwasindependentofthedistributionofthetraining
benchmark.
Intheofﬂinephase,ArgoSmArTk-NNcomputedaPAR10penaltyscoreforeachcandidate
solveroneverytraininginstance.Itwascomputedasthetimerequiredtosolveeachtraininginstance
(withinthetimelimit),consideringapenaltyequaltotentimesthetimelimitforeachunsolved
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instance.Next,thebestkvalueforthek-nearestneighbourstechniquewasselectedusingtheleave
oneoutmethodonthetraininginstances.Thismethoditerativelyextractedoneinstancefromthe
fultrainingbenchmarkandthenitatemptedtosolvethatinstanceusingtherestofinstancesas
trainingbenchmark.Intheonlinephase,asubsetofthefeaturesdeﬁnedbySATZILLAwasextracted
fromtheinputinstance.Inparticular,ArgoSmArTk-NNonlyconsidered29featureswithalow
computationcost.Next,itselectedthektraininginstancesclosesttothetestinstanceinthefeature
space. Thedistancebetweeninstanceswascomputed(withoutfeaturenormalization)usingthe
distancemeasuredeﬁnedin(Nikolicetal.,2009).Finaly,thesolverwiththelowestpenaltyvalueon
theselectedinstanceswasexecutedwiththeinputinstance.Tie-breakingwasresolvedbyselecting
thesolverthatachievedthebestperformanceovertheentiretrainingbenchmark.
TheauthorsperformedanempiricalevaluationwiththeaimoffairlyassessingArgoSmArTk-
NNagainstSATZILLA2009ontheinstancesdeﬁnedfortheSATCompetition2009.Thesame
trainingbenchmarkandthesame13candidatesolversconsideredbySATZILLAwereusedtocon-
ﬁgureArgoSmArTk-NN.TheresultsindicatedthatArgoSmArTk-NN(withbothkvaluesused,
k=1andk=9)outperformedSATZILLA.
2.2.2.6 SatisﬁabilitySolverSelector
SatisﬁabilitySolverSelector(3S)(Malitskyetal.,2012b;Kadiogluetal.,2011)wasadynamic
sequentialportfoliothatwonsevenmedalsintheSATCompetition2011.Itscheduledasetof
candidatesolversusingalgorithmselectionwithaﬁxed-splitsolverscheduleapproach.Theofﬂine
phaseofthecompetitionversionwascomposedofthreetasks.First,3Sextractedacolectionof
48featuresfromeachtraininginstanceandrunthe38candidatesolverswithalthe6667training
instances.Thesecondphaseaimedtocomputeadesirablesizekofthelocalneighbourhoodfor
agiveninstanceusingcrossvalidation.Finaly,thethirdphasederivedthepre-solverscheduleby
solvingaMIPtasktocomputetheoptimalsequentialscheduleofcandidatesolversthatmaximizes
thenumberofsolvedtraininginstancesusing10%oftheavailabletime.TheMIPtaskwassolved
usingthecolumngenerationapproach.Therefore,thesolutionsfoundwerenotoptimalthoughthey
werenear-optimalinpractice.Intheonlinephase,acolectionoffeatureswasextractedfromthe
inputinstance.Then,theinstancefeatureswerenormalized.Next,3Sselectedthesubsetofkmost
similartraininginstancestotheinputoneusingtheEuclideandistanceinthefeaturespace.The
bestcandidatesolverforthesekinstanceswasselected.Finaly,3Sexecutedtheﬁxedscheduleof
candidatesolversfor10%oftheavailabletimeandtheselectedsolverfortheremainingtime.
3Swasgeneralizedtotheparalelcaseandparalelsolverswereconsideredascandidatecompo-
nentsoftheportfolio(Malitskyetal.,2012a).TheauthorsgeneralizedtheMIPtaskconsideringthe
processorwhereeachsolvershouldbeexecutedsuchthatthetotalmakespanshouldbewithinthe
timelimit.Also,theMIPtaskrestrictedthenumberofsolversincludedintheresultingschedules.
Theparalelversionof3SrequiredtosolvetheMIPtaskinboth(ofﬂineandonline)phases.First,
theMIPtaskwassolvedintheofﬂinephasetocomputethepre-solverscheduleconsideringalthe
traininginstancesfor10%oftheavailabletime.Second,itwassolvedatruntimetocomputethe
paralelschedulethatmaximizesthenumberofproblemssolvedonthesetofthektraininginstances
closesttothegiveninstance.Theperformanceoftheparalelversionof3Swasassessedanditwas
foundthatthisdynamicparalelportfoliosigniﬁcantlyincreasestheabilitytosolveSATinstances.
2.2.2.7 TheworkbyHuteretal.
TheworkbyHuteretal.(Huteretal.,2014)focusedonempiricalperformancemodelsforpredict-
ingruntimeonSAT,MIPandtheTravelingSalespersonProblem(TSP).First,theauthorsaimedto
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improvetheruntimepredictionaccuracyforparameterizedalgorithms.Speciﬁcaly,theydescribed
anewmethodthataimedtoencodecategoricalparametersasrealvaluedparameters.Thus,alex-
istingmodelscouldbeextendedtomanagethoseinputs.Also,newtechniquesbasedonRandom
Forestsandapproximategaussianprocesseswereintroduced.Second,theauthorsfocusedondeﬁn-
ingnewrelevantfeaturesforSAT,MIPandTSPproblems.Third,anextensiveempiricalevaluation
wasperformedtoanalyzetheperformanceofpreviousmodelingapproachesandtheproposedtech-
niquesonthreediferentproblems:topredicttheruntimeofstandardsolversonunseeninstances
(withtheirdefaultconﬁgurations),topredicttheruntimeofnewconﬁgurationsofaparameterized
solveronaparticularinstance,andbothproblemstogether.Theresultsshowedthatthebestpre-
dictionsoneachofthethreeaforementionedproblemswereachievedbythetechniquesintroduced
intheirwork.Finaly,theauthorsimprovedtheRandomForestbasedtechniquebyusingstatistical
methodstomanagebeterthedataobtainedfromexecutionsthatterminatedprematurely.
2.2.2.8 CSHCPAR8
CSHCPAR8(Malitskyetal.,2013c)wasthewinneroftheopentrackoftheSATCompetition2013,
thetrackthatwasspeciﬁcalydeﬁnedforportfolioapproaches(alternativeapproaches,seeSec-
tion2.1.4.1).Itwasan8-coreparaleldynamicportfolio.Speciﬁcaly,italwaysrunLINGELING
587(Biere,2011)onfourcoreprocessors,CCASAT(CaiandSu,2012)ononecore,andthree
diferentversionsofthesequentialdynamicportfolioCSHCononecoreeach.Eachversiononly
diferedfromthecategoryofthetrainingbenchmarkusedforitsconﬁguration(e.g.instancesfrom
theindustrial,craftedorrandomcategories).CSHCwasbasedonalgorithmselection.Itusedthe
samepre-solverschedulertechniquedeﬁnedby3S(seeSection2.2.2.6)andmulti-classclassiﬁca-
tionmodels(basedoncost-sensitivehierarchicalclustering)toselectthebestsolverforeachgiven
instance.CSHCgeneratedseveralclassiﬁcationmodelswiththeaimofimprovingstability.Since
therewereanumberofmodelstopredictthebestsolverforeachtestinstance,itusedaPenalized
AverageRuntimetechnique(PAR10)toaggregatethediferentclassiﬁcationinformation.Inanut-
shel,itgatheredfromeachmodelthetraininginstancesoftheclusterthatthetestinstancebelongs
to.Then,itselectedthesolverthatachievedthebestaverageruntime(withtimeoutspenalizedas
tentimesthetimelimit)onthesetcomposedofalthegatheredinstances.
TheofﬂinephaseofCSHCaimedtogeneratethecost-sensitivemulti-classclassiﬁcationmodels.
Inthecompetition,CSHCconsideredtwodiferentsetsoffeatures.Thus,intheonlinephase,it
atemptedtoextracttheﬁrstsetoffeaturesforatimelimitof400seconds.Incaseofexceedingthe
timelimit,ittriedtocomputethesecondcolectionoffeaturesfor100seconds.Incaseoffailure,it
executedamanualyselectedbackupsolver.Otherwise,CSHCexecutedthe3Spre-solverschedule
for10%oftheavailabletimeandthepredictedsolverfortheremainingtime. Moreover,incase
ofdetectingalowconﬁdenceintheprediction,CSHCexecutedarecourseaction(Malitskyetal.,
2013b).Inparticular,itincreasedthetimealotedtothepre-solvers.
Thelearningmethodtermedcost-sensitivehierarchicalclusteringwasalsodeﬁnedbytheau-
thorsofCSHC(Malitskyetal.,2013a).TheyempiricalyshowedthatCSHCwaslesssensitivetothe
featureswithlitlepredictivepowerthan3S.Also,itwasfoundthatthetimerequiredtoconﬁgure
aCSHCportfoliowasordersofmagnitudelowerthanSATZILLA2012.Moreover,anempiricalas-
sessmentindicatedthattheCSHCportfoliosoutperformedboth3SandSATZILLA2012ondiferent
SATandMaxSATbenchmarks.
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2.2.2.9 AUTOFOLIO
TheworkbyLindaueretal.describedAUTOFOLIO(Lindaueretal.,2015),aportfolioapproachthat
appliedalgorithmconﬁgurationtoahighlyparameterizedalgorithmselectionframework.Specif-
icaly,itusedthealgorithmconﬁgurationmethodtermedSMAC(Huteretal.,2011)inorderto
automaticalyconﬁgureCLASPFOLIO2(Hoosetal.,2014)foragivenalgorithmselectionsce-
nario.CLASPFOLIO2wasaportfolioframeworkwhichimplementedseveralalgorithmselection
approachesandtheparametersoftherespectivemachinelearningtechniques.Ittookasinputan
algorithmselectionscenario,whichwascomposedofperformancedata,instancefeatures,asetof
solversandasetofinstancesamongotherdata.
TheconﬁgurationspaceconsideredbyAUTOFOLIOwasmainlydeﬁnedbythreegroupsofpa-
rameters.First,thegroupofparameterswhichiscomposedofthosethatsetthealgorithmselection
approach,themachinelearningtechniqueandtheconﬁgurationofthatlearningtechnique.Itpro-
videdatleastthreemachinelearningtechniquesforeachofthesixalgorithmselectionapproaches
considered.Second,thecolectionofparameterswhichdeﬁnethepreprocessingtechniquestobe
used.Itsupportedthreetechniquestopreprocesstheperformancedataandfourmethodsforfeature
preprocessing.Third,itdeﬁnedseveralparametersrelatedtothepre-solvingschedulessuchasthe
numberofpre-solversconsideredandthetimealotedforpresolving.TheauthorsevaluatedAUT-
OFOLIOon13algorithmselectionscenariosfromtheAlgorithmSelectionLibrary(Bischletal.,
2015).ThesescenariosincludedseveralproblemsolvingtaskslikeSAT,MaxSAT,CSPandASP
amongothers.TheempiricalresultsindicatedthatAUTOFOLIOimprovedtheperformanceon7sce-
narioswhilematchingtheperformanceofthepreviousstate-of-the-artapproachesontheremaining
scenarios.
2.2.2.10 Summary
ThisSectionconcludestherelatedworkforSATsummarizingthemaindiferencesamongthestate-
of-the-artapproaches.Foreachapproach,Table2.3showstheschedulingstrategy(whichcanbe
sequential,sequentialroundrobinorparalel),howmanycomponentssolverswereincludedinthe
generatedportfolio,thegranularityforwhichtheapproachgeneratesportfoliosandthemaintech-
niqueusedtoderivethem.
Table2.3describesthegreedyalgorithmproposedbyStreeteretal.sincetheiroptimalalgorithm
onlyworkedwithasmalnumberofcandidatesolvers.Ontheotherhand,theworkbyHuteret
al.focusedonpredictivemodelsandinstancefeaturessothatnoportfolioisgenerated.Therefore,
thisworkhasbeenexcludedfromthesummary.Ingeneral,thissummaryonlyincludesthemost
representativeapproachfromeachworkdescribedintherelatedwork.
Scheduling Portfolio
Approach Strategy generated #Components Technique
Streeteretal. SequentialRR per-several-instances Somesolvers Greedyalgorithm
SATZILLA2012 Sequential per-instance Pre.+singlesolver+backup EPM(CSRandomForest)
HYDRA Sequential per-instance Pre.+singlesolver+backup SATZILLAandalgorithmconf.(greedy)
ISAC+ Sequential per-instance Singlesolver CSHCandalgorithmconf.(g-means)
ArgoSmArTk-NN Sequential per-instance Singlesolver K-NN
3S(SC2011) Sequential per-instance Pre.+singlesolver MIP(CG)andK-NN
CSHCPAR8 Paralel per-instance Pre.+singlesolver+backup EPM(CSHC)and3SMIP
AUTOFOLIO Sequential per-instance Pre.+singlesolver+backup Algorithmconf.toportfolioframework
Table2.3:Summaryofthestate-of-the-artportfolioapproachesforSAT.
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2.2.3 PortfolioApproachesforotherProblemSolvingTasks
Theportfolioapproachhasbeensuccessfulyappliedtoseveralareasofproblemsolving.Thus,in
thisSection,wedescribesomerelevantworksfromCSPandASP,twoprominentandwidelystudied
ﬁelds.
2.2.3.1 TheworkbyGomesetal.
TheworkbyGomesetal.(GomesandSelman,2001)wasoneoftheﬁrstworksonanalyzingthe
efectivenessofthealgorithmportfolioapproachappliedtoproblemsolving.Itconsideredportfolios
composedofstochasticalgorithmsforsolvinghardcombinatorialsearchproblems.Inparticular,
theauthorsfocusedonConstraintSatisfactionProblemsandMixed-IntegerProgrammingproblems.
Also,threediferentstrategiesforrunningportfolioswereanalyzedwithoutalowingthecomponent
algorithmstoshareinformationamongthem.First,thealgorithmsincludedinaportfoliowere
concurentlyexecutedonaparalelmachine.Second,althecomponentalgorithmswereexecuted
onasinglecoreprocessorbyinterleavingtheirexecution(likeinaround-robinstrategy).Finaly,the
portfolioexecutedthesamestochasticalgorithmwithshorttimeoutsusingdiferentrandomseeds.
Theresultsshowedthatthelaststrategyoutperformsotherswhenonlyonecoreprocessorwas
available.Moreover,theauthorsdiscussedvarioustheoreticalresultsconcerningoptimalportfolios.
Inaddition,theyprovidedresultsofthecomputationaladvantageoftheportfolioapproachonhard
combinatorialsearchandreasoningproblems.
2.2.3.2 CPHYDRA
AnexampleofoptimalsequentialportfoliowasCPHYDRA(O’Mahonyetal.,2008),thewinnerof
theCSPCompetition2008.Itwonfouroutoftheﬁvecategoriesdeﬁnedinthecompetitionandwas
thesecondbestparticipantintheﬁfthone.CPHYDRAwasbasedonCase-BasedReasoning,alazy
machinelearningapproachthatusespastexperiencestosolvenewproblems.Theseexperiences,
termedcases,containadescriptionofapastexecutionanditsrespectivesolution.Foreachinstance
tobesolved,thisapproachselectssimilarcasesfromthecasebase(e.g.,thewholecolectionof
cases)anduseittosolvetheinputinstance.
CPHYDRAbuiltacasebaseofproblemsolvingexperiences.Thedescriptionofeachcasewas
composedofacolectionoffeaturesthatdescribeatraininginstance.Ontheotherhand,thesolution
ofeverycasewasdeﬁnedbythetimerequiredbyeachcandidatesolvertosolvethetraininginstance.
Foreachtestinstance,CPHYDRAextractedacolectionoffeatures.Then,themostsimilarkcases
totheinputinstancewereselectedfromthecasebaseusingthek-nearestneighbourstechnique.In
particular,kwassetto10andtheEuclideandistancewasusedtomeasurethesimilaritybetween
cases. Next,CPHYDRAusedaconstraintmodelbasedontheknapsackproblemtocomputethe
portfolioconﬁgurationschedulefortheksimilarcases. Theauthorsweightedthecasesinthe
objectivefunctionaccordingtotheirdistancetotheinputinstance.Theconstraintproblemwas
solvedbyasimplecompletesearchprocedure.Incaseofdetectingthatthegeneratedportfoliowas
useless,CPHYDRAappliedanalternativeproceduretodiscarddominatedsolversandtodistribute
theremainingtime.Finaly,theresultingportfolioconﬁgurationwasexecutedtosolvethetest
instance.
2.2.3.3 ASPEED
Anotheroptimalapproachforconﬁguring(sequentialandparalel)portfolioswascaled AS-
PEED(Hoosetal.,2015).Itformulatedtheproblemofcomputingtheoptimalstaticportfolioaccord-
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ingtoasetoftrainingdataasamulti-criteriaoptimizationproblemusingAnswer-SetProgramming
(ASP).Theapproachwassplitintotwosteps.Theﬁrststepcomputedtheoptimalportfoliomin-
imizingtheL2-normonthevectordeﬁnedbythetimealotedtoeachsolver.Thisnormledto
asigniﬁcantreductionofcandidateportfoliosanditalsoresultedinportfolioswithamorehomo-
geneousdistributionoftimeslices.Thesecondstepaimedtosortthecomponentsolversinthe
portfoliowiththepurposeofminimizingthetotalexecutiontimeinthetrainingdata.Therefore,
theresultingportfolioachievedthebestperformanceinthetrainingsetandminimizedtheexecution
timeinthatinstanceset.TheauthorsappliedASPEEDonASP,CSP,MaxSAT,QBFandSATwith
successfulresults.
2.2.3.4 CLASPFOLIO1
CLASPFOLIO1(Gebseretal.,2011)wasanalgorithmselectionportfoliothatwontheNPtrack
oftheASPCompetition2011.ItwasinspiredbyanearlierversionofSATZILLA.However,the
approachreliedonSupportVectorRegression(Basaketal.,2007)andseveralmanualyselected
conﬁgurationsoftheCLASPsolver(Gebseretal.,2007)insteadofRidgeRegressionandasetof
diferentcandidatesolvers.Intheofﬂinephase,CLASPFOLIO1aimedtogeneratepredictivemodels
usingtheaforementionedmachinelearningmethod.Theperformanceofeveryconﬁgurationoneach
traininginstancewascomputedast∗(i)tk(i),wheretk(i)wasthetimerequiredbytheconﬁgurationktosolvetheinstanceiandt∗(i)wastheminimumtimerequiredbyanyoftheconsideredconﬁgurations
tosolvethesameinstance.Intheonlinephase,CLASPFOLIO1performedfourtasks.First,alogic
programwasinstantiatedbytheASPgrounderGRINGO.Second,CLASPRE,alight-weightversion
ofCLASP,wasusedtocolectasetoffeaturesfromtheinputinstanceandtosolvetheeasiesttest
instances.Third,incasethetestinstancewasnotsolvedbyCLASPRE,thelearnedmodelswere
usedtopredicttheperformanceofeachconﬁguration.Finaly,theconﬁgurationwiththehighest
predictedperformancewasselectedtosolvetheinputinstance.
2.2.3.5 Summary
ThisSectionconcludestheanalysisofthestate-of-the-artwithasummaryofsomerepresentative
approachesforCSPandASP.Similartoprevioussummaries,foreachapproach,Table2.4shows
theschedulingstrategy(whichcanbesequential,sequentialroundrobinorparalel),howmany
componentssolversrunthegeneratedportfolio,thegranularityforwhichtheapproachgenerates
portfoliosandthemaintechniqueusedtoderiveportfolios.
TheworkbyGomesetal.hasbeenexcludedfromthesummarybecauseitdoesnotpropose
techniquestogenerateportfolios.Thisworkanalyzestheefectivenessofthealgorithmportfolio
approachandproposesdiferentstrategiestoexecutethecomponentsolvers,amongothercontribu-
tions.
Scheduling Portfolio
Approach Strategy generated #Components Technique
CPHYDRA Sequential per-instance Somesolvers Case-BasedReasoningandConstraintProgramming
ASPEED Sequential per-several-instances Somesolvers ASP
CLASPFOLIO1 Sequential per-instance Singlesolver EPM(SupportVectorRegression)
Table2.4:SummaryofsomerepresentativeportfolioapproachesforCSPandASP.

Chapter3
AutomaticConstructionof
SequentialPortfolios
Thestudyofthestate-of-the-artshowstheportfolioapproachasapromisingavenue.Thisapproach
exploitsthecomplementarystrengthsofdiferentsolversinseveralways.Wefocusonstaticsequen-
tialportfolios(seeSection2.1.1,page5).Inparticular,weproposetoderivethebestachievableper-
formanceforagivenbenchmarkwithalinearcombinationofcandidatedomain-independentsolvers
solvingaMIPtask.Todoso,wedeﬁneanobjectivefunctionwhichconsistsofaweightedcombi-
nationofqualityscoreandruntimetoassesstheperformanceofsolvers.Thismetricisthenusedto
computethebestportfoliowithrespecttotheselectedcombinationofparametersandperformance
criteria.
Speciﬁcaly,inthisChapter,wepresentanewapproach(termedGOP—GenerationofOptimal
Portfolios)whichderivestheoptimalstaticsequentialportfolio(tobedenotedasOSSportfolio)for
aspeciﬁcmetricandagiventrainingset;i.e.,theoptimalcombinationofsolversforaparticularper-
formancecriteriawithregardtothesetofcandidatesolversandthetrainingbenchmarkconsidered.
Actualy,theresultingportfoliodeﬁnesanupperboundonthesolversperformanceforthegiven
trainingdataset.Usingthisupperbound,theperformanceofanysolvercanbeanalyzedsinceit
showshowfarasolverisfromthebestperformanceachievablewithalinearcombinationofsolvers
fortheinstancesset.Also,thisapproachhelpsbeterunderstandingtheperformanceofnewsolvers
withrespecttoexistingsystems.Itisimportanttoremarkthatoptimalityisonlyguaranteedfor
thegiventrainingset;empiricaly,weshowthattheresultingportfoliosalsoperformverywelon
unseeninstances.
Additionaly,wehavestudiedtheutilityofthetraininginstancessincemostapproachesconﬁgure
portfoliosusingaltheavailableinstances.WerevisitinthisChapterthewelknownprobleminthe
machinelearningliteratureoftheimpactoftraininginstancesintheresult.Westudytheconvenience
ofusingaltraininginstances,andshowthatusingasmalertrainingsetourapproachgenerates
portfolioswhoseperformanceisequivalenttotheoneobtainedbyusingalinstances.Thesere-
sultscouldleadinthefuturetomoreefﬁcientwaysofselectingtraininginstancesandgenerating
portfolios.
TheChapterisorganizedasfolows.First,Section3.1describesGOP.Next,Section3.2presents
theutilityanalysisofthetraininginstances.Then,inSection3.3,GOPisempiricalyassessedon
AutomatedPlanningandSAT.Finaly,Section3.4concludeswithasummaryandSection3.5shows
thelistofthepublishedworksrelatedtothisChapter.
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3.1 GOP:AutomaticalyGeneratingOptimalPortfolios
GOPautomaticalyderivesanoptimalcombinationofsolverswithregardtothesetofcandidate
solversandthesetoftrainingproblems.Byoptimalwemeanthatitisguaranteedtoprovidethe
bestquality(intermsoftheselectionofweightsdiscussedbelow)whenrunningoverthesameset
oftraininginstances,andinsequencewithoutanyexchangeofinformationamongthem—sothat
thefolowedorderisnotrelevant.
GOPconsistsofthreesteps.First,everycandidatesolverisexecutedwitheverytrainingproblem
fromtheinputsettogeneraterawdata.Second,rawdataareprocessedtocomputetheparameters
oftheMIPmodel.Third,theMIPtaskgeneratestheoptimalconﬁgurationofastaticsequential
portfolioforthecolectionoftrainingproblemsandcandidatesolvers.Thisoptimalconﬁgurationis
thebestlinearcombinationofthecandidatesolverswithregardtotheobjectivefunction(maximize
coverageorqualityscoreorminimizetime)oftheMIPmodel.Eachtaskisdescribedindetailnext.
3.1.1 InputstoGOP
TheinputstoGOPconsistofasetofcandidatesolvers,S,asetoftraininginstances,I,andthe
availabletimetosolveeachinstanceT.ThesetoftraininginstancesIcanbesplitintosubsets
caleddomainsorcategories.Eachcandidatesolvers∈Sisexecutedwitheverytraininginstance
i∈ItoobtainthesetRsiofsolutions.Eachsolutionr∈Rsistoresapaircostsir,runtimesir,
wherecostsiristhecostofthecorespondingsolutionandruntimesirisatimestampwiththetime
requiredtoﬁndit.IncaseofsolvingproblemsoptimalyorSATproblems,acandidatesolvers∈S
generatesatmostonesolutionr∈Rsiforeachtraininginstancei∈I,sincershouldbeoptimal
(asinthecaseofAutomatedPlanning)orbecauseitisrequiredonlytoﬁndasinglesolution—asin
thecaseofSAT.Otherwise,thecandidatesolvercangenerateanarbitrarynumberofsolutions.
Eachexecutiongeneratesrawdatasuchastheruntimeofeachsolution,orthememoryconsump-
tionateachtimetick.However,weonlyneedasubsetoftherawdata,whichshalbecomputedto
generatetheinputdatafortheMIPmodel.
3.1.2 MIPModelInputData
GOPprocessestheruntimespent(inseconds)andthescoreofeachsolutionr∈Rsiforeachtraining
instancei∈Iandcandidatesolvers∈S.Thequalityscoreofeachsolution,denotedasq(s,i,r),is
computedaccordingtotheofﬁcialmetricusedintheIPCsince2008(seeEquation(2.1)onpage12).
Thisequationcomputesthequalityscoreintheinterval[0,1].Incaseofsolvingproblemsoptimaly
inplanningorinSATtasks,thevalue1meansthatthetrainingproblemi∈Ihasbeensolvedbythe
solvers∈S.Otherwise,thevalue1meansthatthesolvers∈Shasfoundthebestknownsolution.
RuntimeiscomputedusingEquation(3.1).Thisequationalreadytakesintoaccountwhether
everytrainingproblemhasbeensolvedornot. Theruntimevalueofeachsolution,denotedas
rt(s,i,r),isnormalizedintheinterval[0,1]ifthesolverssolvesthetrainingproblemi.Otherwise,
theruntimevalueishigherthan1withtheobjectivethattheMIPdiscardssolutionrofsolversfor
instancei:
rt(s,i,r)=


runtimesirT ,ifiissolvedbyswithinthetimeboundT
T+1
T , otherwise
(3.1)
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3.1.3 Mixed-IntegerProgrammingModel
LinearProgrammingisamathematicaltechniquefocusedonsolvingcombinatorialproblemswhere
alinearobjectivefunctionshouldbemaximized(orminimized).Theseoptimizationproblemsare
subjecttosomelinearconstraints.Thevalueresultingfromevaluatingtheobjectivefunctionovera
solutionassessesitsquality.
MIPisLinearProgrammingwheresomevariablesareconstrainedtobeintegers.TheMIPmodel
deﬁnedbyGOPaimstoassignacandidatesolvers∈Sandasolutionr∈Rsifromthatcandidate
solvers(incaseofmultiplesolutions)toeachtraininginstancei∈Isuchthatthisassignment
maximizesitsobjectivefunction.TheoutcomeoftheMIPistheruntimealocatedtoeachcandidate
solvers∈S.Thisruntimeisthetimerequiredforthesolverstosolveeachtraininginstancei∈I
withthesolutionr∈RsiselectedbytheMIP.
TheMIPmodelshoulddeﬁnethefolowingelements:parameters,decisionvariables,objective
functionandconstraints.Themodelinputdataisstoredastwoparameters:
q(s,i,r)Normalizedplanqualityscore(seeEquation(2.1)onpage12)forthesolutionr∈Rsi
foundbythecandidatesolvers∈Sforthetrainingproblemi∈I.
rt(s,i,r)Normalizedruntime(seeEquation(3.1)spentbythecandidatesolvers∈Stosolvethe
trainingproblemi∈Iwiththesolutionr∈Rsi.
DecisionvariablesstoretheoutcomeoftheMIPsolverwhichservetofulycharacterizethe
resultingportfolio:
solvedbysirisanauxiliaryvariablethatstoreseachdecisionmadeforthemodeltosolveeach
traininginstancei∈I.Ifthesolutionr∈Rsiofthecandidatesolvers∈Sisselectedto
solvetheinstancei∈I,thevariabletakesthevalue1.Otherwise,ittakesthevalue0.
qualityiisanauxiliaryvariablethatstoresthequalityscoreofthesolutionselectedtosolvethe
traininginstancei∈I.
timesistheoutputvariable.Itstoresthealotedtimetoeachcandidatesolvers∈Sintheinterval
[0,1].
Constraintsareusedtomodeltheavailabilityofcomputationalresources,mainlytime.First,
thesequentialexecutionofalsolversshouldnotexceedthecurentavailabletime.Sincethetime
requiredtoﬁndeverysolutionisnormalizedintheinterval[0,1],thisconstraintisdeﬁnedasshown
inEquation(3.2):
s∈S
times≤1 (3.2)
Ontheotherhand,eachcandidatesolvers∈ScanbeassignedbytheMIPtosolveasubset
oftraininginstancesi∈I,eachonewithaparticularsolutionr∈Rsi.Thetimerequiredforthe
solverstosolveeveryassignedinstancei∈Iisthelargestexecutiontimethatthesolverstakesto
solvealproblemsassignedtoit.However,thisvaluecannotbecomputedwithalinearexpression.
Therefore,thenextconstraintisaddedtoguaranteethatthealotedtimetoeachsolverisequalto
orhigherthantherequiredtime:
times≥solvedbysir·rt(s,i,r),∀s∈S,i∈I,r∈Rsi (3.3)
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Theﬁnalqualityscoreachievedbytheresultingportfolioiscomputedwithanotherconstraintas
showninEquation(3.4).Althoughitdoesnotconstrainthemodelinanyparticularway,itisdeﬁned
heretobeusedintheobjectivefunctionlater:
qualityi=
s∈Sr∈Rsi
solvedbysir·q(s,i,r),∀i∈I (3.4)
Aswehavecommentedbefore,theMIPonlyselectsonesolutionr∈Rsifoundbyasolver
s∈Stosolveeachparticulartrainingproblemi∈Ievenifothersolverssolveitaswel.This
isusefulforcomputingtheoveraltimeusedandthetotalqualityscoreachievedbytheresulting
portfolioasshowninEquations(3.3)and(3.4),wheresolvedbysirisused.Constraint(3.5)isusedtoenforcetheselectionofasinglesolutionpertrainingproblem.
s∈Sr∈Rsi
solvedbysir<=1,∀i∈I (3.5)
Althoughtheusualgoalforconﬁguringportfoliosistomaximizethetotalqualityscoreorthe
numberofsolvedinstances,weconsideranobjectivefunctionthatmaximizesaweightedsumof
overalrunningtime(thesumoftimesforalsolverss)andqualityscoreofthesolutions(quality).1
Sinceruntimeshouldbeminimized,thevaluescomputedintheMIPmodelaresubstractedfrom1
asfolows:
maximize: w1( i∈Iqualityi)
+ w2(1− s∈Stimes)
IftheobjectiveoftheMIPtaskonlyconsistsofoptimizingasinglevalue(suchasqualityscore),
itjustsufﬁcestosetthecorespondingweightto1whilesetingtherestofweightstozero —
e.g.,whenoptimizingonlyqualityscore,thefolowingweightsshouldbeuseddirectly:w1=1,
w2=0.If,ontheotherhand,theobjectiveistomaximizeanon-nullinearcombinationofthetwo
aforementionedvalues,theproblembecomesharder.Insteadoffacingthistaskasamulti-objective
optimizationproblem,wejustsolvetheMIPtaskintwostepswhilepreservingthevalueofthe
objectivefunctionfromtheMIPsolution.Forexample,iftheobjectiveistomaximizethequality
scorewhileminimizingtheoveralrunningtime,thenw1=1andw2=0sothatonlythequality
scoreistakenintoaccount.Ifonesolutionexistsatleast,thenasecondexecutionoftheMIPmodelis
issuedtoﬁndthecombinationofcandidatesolversthatachievesthesametotalqualityscore(denoted
asQ)whileminimizingtheoveralrunningtime,justbysetingw1=0andw2=1.Toenforce
asolutionwiththesamequality,anadditionalconstraintisadded: i∈Iqualityi≥Q− ,whereisjustanysmalrealvalueusedtoavoidﬂoating-pointerors.Clearly,asolutionisguaranteedto
exist,sinceaﬁrstsolutionwasalreadyfoundinthepreviousstep.
Algorithm1showsthestepsfolowedwherethequalityscorewasmaximizedﬁrst,andthen
runningtimewasminimizedamongthecombinationsthatachievedtheoptimalquality.Notethat
thisisdiferentthansolvingthemulti-objectiveoptimizationproblemposedbyﬁndingtheoptimal
conﬁgurationthatsimultaneouslyoptimizesresources. Wehaveusedthisalgorithmsinceitwas
empiricalyfoundthattheMIPsolvertendstodistributealtheavailabletimeamongthecandidate
solversselectedtobepartintheportfolio.RunningtheproceduredepictedinAlgorithm1,itis
possibletohavesomeslacktimewhichwilbedistributeduniformlyamongtheselectedsolvers.
1TheMIPmodeldeﬁnedinthisSectionisﬂexible.Italowsustoaddinthefutureotherresources,likememorycon-
sumption.
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Algorithm1Buildaportfoliooptimizingqualityscoreandtime
Input:CandidatesolversS,traininginstancesIandsolutionssetsRsi
Output: Outputvariables∀s∈Stimes
model1:=generateMIPmodel(S,I,Rsi)
solution1,Q1:=solveMIP(model1,w1=1,w2=0)
ifasolutionexiststhen
model2:=addConstraint(model1, i∈Iqualityi≥Q1−0.001)solution2,Q2:=solveMIP(model2,w1=0,w2=1)
returnsolution2
else
returnnosolution
endif
3.1.4 GOPOutput
TheoutputoftheMIPtaskisjustthealocatedruntimetoeachcandidatesolver,whichcanbeeither
zero(i.e.,thecandidatesolvershouldbeexcludedfromtheportfolio)orapositivenumber.The
MIPtaskdoesnotspecifyanyparticularordertoexecutethesolvers.Theexecutionsequenceof
theobtainedportfoliosisarbitraryanditisbasedontheorderinwhichthecandidatesolverswere
initialyspeciﬁed.
3.2 AnalysisoftheUtilityofTrainingInstances
OneofthemainfactorsthatinﬂuencesthetimerequiredtosolvetheMIPtaskdeﬁnedintheprevi-
oussectionisthesizeofthetraininginstanceset.Thus,inthisSectionweanalyzethequestionof
whetherthereisasubsetofthetrainingproblemsthatresultsinaportfoliowithasimilaroreven
equalperformance(measuredintotalqualityscoreorcoverage)withregardtothesamesetofcandi-
datesolvers.Werefertothisparticularproblemastheanalysisoftheutilityofthetraininginstances.
Forexample,whenoptimizingqualityscore,ifaltrainingproblemsaresolvedbyalsolverswith
thesamescore,theydonotprovideanyutilitytoconﬁguretheOSSportfoliosinceanycombination
ofthecandidatesolverswilprovidethesameresult.Similarly,thetrainingproblemsthatarenot
solvedbyanysolverareequalyirelevantsincetheMIPtaskwilnotbeabletodistinguishbetween
anemptyportfoliooraparticularcombinationofthecandidatesolvers.
Weproposetosplitthetrainingproblemsinsubsetsthatcontainthosetraininginstancesthatare
solvedbyamaximumnumberofsolvers.Theﬁrstsetiscomposedofalinstancesthataresolvedby
atmostonesolver.Thesecondset(whichisasupersetofthepreviousone)consistsofalinstances
thataresolvedbyatmosttwosolvers,andsoon.Ingeneral,thei-thsetconsistsofaltraining
instancesthataresolvedbyisolversorless.Thisanalysisaimstostudywhethertheperformance
oftheportfoliosobtainedwitheverysubsetisclosertotheperformanceachievedbytheportfolio
computedwiththefulsetoftraininginstances.Thus,eachresultingportfolioisassessedona
benchmarkwhichcontains(amongothers)thetraininginstancesusedtocomputeit.Inthisanalysis,
weevaluatetheresultingportfoliosoverthetrainingsetbecause:ﬁrst,weareassessingneitherthe
proposedportfoliogenerationtechniquenortheperformanceoftheresultingportfolio;secondly,if
wewouldevaluatetheresultingportfoliosoveradiferent(test)set,resultswouldbebiasedbyother
factors,suchasgeneralizationcapability.Thus,byﬁxingthetrainingsetweexpecttohighlightthe
diferencesduesolelytothetraininginstancesetconsidered. Wereportintheexperimentssection
theresultsofthisanalysis,whichcouldleadinthefuturetoefﬁcientalgorithmstoselectapriori
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betertraininginstancestogeneratehighperformanceportfolios.
3.3 EmpiricalEvaluation
ThisSectiondescribestheexperimentsperformedinAutomatedPlanningandSAT.TheMIPsolver
selectedtosolvetheMIPtaskinalexperimentshasbeenSCIP2,oneofthefastestnon-commercial
MIPsolvers,whichsupportsthemodelinglanguage ZIMPL3. Also,thesamemodeldescribedin
Section3.1hasbeenusedtosolvealtheMIPtasks.Indeed,thismodelhasalsobeenusedby
MIPLAN(N´u˜nezetal.,2014a),thewinnerofthelearningtrackoftheIPC2014.
Insatisﬁcingplanning,thenumberofsolutionsfoundforaparticularplanningtaskdepends
oneachsatisﬁcingplanner.Therefore,thesolutionqualityscoreshouldbemodeledasavector
insteadofascalar.However,whileZIMPLalowsthedeﬁnitionofmulti-dimensionalparameters,it
isnotpossibletousemulti-dimensionaldynamicparameters—i.e.,eachwithadiferentsize.Asa
consequence,alparameterswereenforcedtohavethesamelengthequaltothemaximumnumber
ofsolutionsfoundbyanyplannertoanyplanningtask.Forthoseplannersthatfoundlesssolutions,
wejustusedEquations(2.1)and(3.1)(deﬁnedonpages12and38respectively)forintroducing
additionalentriesasiftheywereunsolved.Notethatifnotalthesolutionsfoundinthetrainingdata
areconsidered,theportfolioderivedbyGOPmightnotbeoptimalwithregardtothesetofcandidate
solversandthetrainingbenchmarkconsidered.Itcouldbepossibletoﬁndadiferentstaticportfolio
conﬁgurationwhichachievesabeterscoreonthetrainingset.Asanexample,considerT=1800
seconds,twocandidatesolvers,s1ands2,andtwotraininginstances,i1andi2,asinputdata.Letus
assumethattheperformanceofthesesolverswithrespecttothesetIofthetwoplanningtasksis:
•s1onlysolvesi1anditﬁndstwosolutions,Rs1i1 .={r1,r2},whereq(s1,i1,r1)=0.8atrt(s1,i1,r1)=10andq(s1,i1,r2)=1.0atrt(s1,i1,r2)=1700.
•s2onlysolvesi2withtwosolutionsRs2i2 .={r1,r2},resultinginq(s2,i2,r1)=0.8atrt(s2,i2,r1)=10andq(s2,i2,r2)=1.0atrt(s2,i2,r2)=1700.
Assumefurtherthatonlythebestsolutionfoundbyeachcandidatesolverisconsidered.Thus,
GOPwouldderiveaportfolioconﬁgurationwhichwouldonlybeabletosolveoneinstancewitha
qualityscoreequalto1,sincetheavailabletimetosolveeachinstanceisequalto1800.However,
thestaticportfoliocomposedofs1ands2witht1=10andt2=1700wouldachieveatotalscore
equalto1.8.Therefore,theportfoliogeneratedbyGOPwouldnotbeoptimalwithrespecttothe
wholetrainingdataset.
Algorithm1hasbeenusedtoderiveeveryGOPportfolio.Thisalgorithmisatwostepsopti-
mizationprocess.Theﬁrststepmaximizesthequalityscoreandthesecondoneaimstominimize
thetotalalotedtimewhilepreservingtheoptimalscore. Wehaveempiricalyobservedthat(in
satisﬁcingplanning)theﬁrststepismuchfasterthanthesecondone.Thus,wereportbothtimesfor
althesatisﬁcingexperimentsaswelasfortheexperimentsforoptimalplanningandSATinwhich
thecomputationtimesarerepresentative.
InthisSectionwehaveperformedﬁvesetsofexperiments.First,inSection3.3.1,theOSS
portfoliohasbeencomputedforseveralinternationalproblemsolvingcompetitions.Second,Sec-
tion3.3.2detailstheempiricalanalysisofthetraininginstancestoconﬁguresequentialportfolios.
Third,thequalityoftheportfoliosautomaticalyderivedbyGOPhasbeenassessedinSection3.3.3.
2http://scip.zib.de/
3http://zimpl.zib.de/
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Next,Section3.3.4describestheexperimentsinwhichGOPhasbeenassessedagainstthestate-of-
the-artoptimalportfolioapproaches.Finaly,thequalityofthesolutionsachievedbyGOPovertime
hasbeenanalyzedinSection3.3.5.
3.3.1 OSSPortfolioforProblemSolvingCompetitions
TheﬁrstexperimentaimstocomputetheOSSportfoliofordiferentproblemsolvingcompetitions,
whichalowsustoanalyzetheperformanceofanysolveronthoseparticularbenchmarks.Since
inthisexperimenttheperformanceistestedwiththesametraininginstances,theresultingportfolio
providesusonlywiththebestachievableperformancegiventheparticipantsolversandinstances
ofaparticularcompetition.Therefore,thisexperimentdoesnotassesstheperformanceoftheOSS
portfolioonadiferentsetofinstances.Itanalyzestheperformanceoftheawardedsolversregarding
theupperbounddeﬁnedbytheOSSportfolio.
3.3.1.1 OptimalPlanning
InthisSectionwehavecomputedtheOSSportfolioforthesequentialoptimizationtrackoftheIPC
2011consideringaltheinstancesdeﬁnedforthatcompetition(seeTable2.1onpage15).Thesetof
candidateplannersiscomposedofalparticipantplanners,wheretheportfolioshavebeenremoved
fromtheselectionandtheirsolvershavebeenaddedinsteadasshowninTableA.1(seeAnnexAon
page93).Inparticular,theMerge-and-ShrinkportfolioandthetwovariantsofFDSSwerediscarded
andthefolowingsolversadded:twoversionsofMerge-and-Shrink(Nissimetal.,2011)andtheA∗
searchalgorithm(Hartetal.,1968)withtheblindheuristic.
TheOSSportfoliofortheIPC2011hasbeenconﬁguredbyrunningAlgorithm1.Ittook
GOP10.75secondstocomputeit.Figure3.1showstheresultingportfolio,whichsolves200train-
ingproblems.ThebenchmarkusedintheIPC2011wascomposedof280planningtasks.However,
therewere77problemsthatwerenotsolvedbyanyplanner.Therefore,thereareonlythreesolvable
instancesthattheOSSportfolioisnotabletosolve.RecalthattheOSSportfolioisastaticportfolio
whichhasaﬁxedavailabletimeT.Hence,itisusualynotabletosolvealthesolvableinstances
because,inmanycases,astaticsequentialportfoliowhichsolvesalthesolvableinstancesdoesnot
exist(duetothetimeconstraint).
Themetricusedinthecompetitionrankstheparticipantplannersaccordingtotheirperformance
(coverage).Butitdoesnotprovideanyinformationabouthowgoodtheperformanceofeachpartic-
ipantplanneris.However,theOSSportfoliocomputedinthisSectionshowshowfareachplanner
isfromthebestlinearcombinationoftheparticipantplanners.
Forinstance,thewinneroftheIPC2011wasFDSS-1(whichsolved185problems)andthe
runner-upswereSelectiveMaxandMerge-and-Shrink(bothplannerssolved169planningtasks).
TheOSSportfolioautomaticalybuiltbyGOPsolves200planningproblems.Thisvaluedeﬁnesan
upperboundforthenumberofsolvedproblemsonthiscompetitiontakingintoaccountitscompeting
plannersandprobleminstances.Therefore,itshowsthattheperformanceofFDSS-1is185200·100=92.5%ofthebestperformanceachievablewhiletheperformanceoftherunner-upsis169200·100=84.5%withregardtothesameupperbound.
Moreover,thisOSSportfolioisareasonableestimatoroftheexpectedperformanceofstate-of-
the-artplanners.Itcanbeusedinothercompetitionsasareferenceperformancetoanalyzewhether
theparticipantplannersresultinasigniﬁcantadvanceinthestate-of-the-artornot.
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Figure3.1:OSSportfolioforthesequentialoptimizationtrackoftheIPC2011.
3.3.1.2 SatisﬁcingPlanning
Inthisexperiment,wehaveusedtheentirebenchmarkdeﬁnedfortheIPC2011andaltheentrantsof
thatcompetition(fordetails,seeTables2.1andA.3onpages15and94respectively).Theparticipant
portfolioshavebeenusedinsteadoftheircomponentplannerssincetheseportfoliosimplementtheir
ownanytimebehavior.
Figure3.2showsthecomputedportfolio,whichhasbeenconﬁguredbyrunningAlgorithm1.It
tookGOP382,462.14seconds,lessthan4.5days(circa5.5hoursfortheﬁrststepandabout4.3days
forthesecondstep)tocomputeit.Thisportfoliosolves265trainingproblemswithatotalquality
scoreof252.75.Remarkably,13problemswerenotsolvedbyanyplannersothatthelargestnumber
ofsolvableinstancesis267.Therefore,theplannerautomaticalybuiltbyGOPfalsbelowonlyby
twoinstances.
OncetheOSSportfolioforthecompetitionhasbeencomputed,weareabletoanalyzethe
performanceoftheawardedplannersagainsttheupperbounddeﬁnedbyit. Thewinnerofthe
sequentialsatisﬁcingtrackofIPC2011wasLAMA-2011(RichterandWestphal,2010),whichsolved
250problemswithatotalqualityscoreof216.33.Therunner-upwasFDSS-1anditsolved232
problemswithatotalscoreof202.08.TheseresultsshowthatLAMA-2011isveryefectivesolving
planningtasksandﬁndinghighqualitysolutions.TheperformanceofLAMA-2011measuredin
coverageistherefore250265·100=94.3%whiletheperformanceofFDSS-1is232265·100=87.5%withregardtotheupperbounddeﬁnedbytheOSSportfolio.Interestingly,LAMA-2011hasmoreroom
forimprovingthequalityscoresinceitsperformance(totalscore)isequalto216.33252.75·100=85.6%accordingtothetotalqualityscoreachievedbytheOSSportfolio. Nevertheless,thetotalscore
achievedbyLAMA-2011isquitehigh.
3.3.1.3 SAT
TheOSSportfoliofortheopentrackoftheSATCompetition2013hasbeencomputedusingthe
resultsofthiscompetition,removingthedisqualiﬁedsolvers. Wehaveconsideredaltheinstances
andaltheparticipantsolvers(insteadoftheircomponentsolvers)thattookpartintheopentrack
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Figure3.2:OSSportfolioforthesequentialsatisﬁcingtrackoftheIPC2011.
(seeTables2.1andA.6onpages15and96respectivelyfordetails).
Algorithm1wasexecutedtocomputetheOSSportfolio,whichtookGOP22.06seconds.The
conﬁgurationoftheresultingportfolioisshowninFigure3.3.Thisportfoliosolves234instances.
However,thereare253instancesthatweresolvedbyatleastoneparticipantsolver.Thus,thereare
19solvableinstancesthattheOSSportfolioisnotabletosolve.
Theaimofthisexperimentistoanalyzetheperformanceoftheawardedsolversusingtheupper
bounddeﬁnedbytheOSSportfolio.Thus,itshowsthattheperformanceofthewinnerofthistrack
(CSHCPAR8(Malitskyetal.,2013c)is234234·100=100.0%ofthebestperformanceachievablewhiletheperformanceofMIPSAT(theportfolioautomaticalyconﬁguredwithGOPthatwonthe
silvermedalinthistrack)is231234·100=98.71%withregardtothedeﬁnedupperbound.
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Figure3.3:OSSportfoliofortheopentrackoftheSATCompetition2013.
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3.3.2 AnalysisoftheUtilityofTrainingInstances
Thesecondexperimentaimstoempiricalyanalyzetheinﬂuenceofthetraininginstancesinthe
portfolioconﬁgurationprocess,wheretheutilityofeverytraininginstancehasbeenconsideredas
discussedinSection3.2.Inparticular,thisanalysisfocusesontheinﬂuenceofthecompositionand
thesizeofthetrainingsetinthequalityoftheresultingportfoliosunderthehypothesisthatnotal
instancesprovidethesameinformationforconﬁguringportfolios.
Inanutshel,thisanalysisconsistsofthreesteps.First,anumberofsubsetsoftraininginstances
aredeﬁnedbysplitingthetrainingbenchmarkasdescribedinSection3.2.Next,Algorithm1is
usedtoderiveasequentialportfolioforeachsubset.Finaly,eachresultingportfolioisevaluatedon
theentiretrainingbenchmark.
Thisisanaposteriorianalysissinceitinvolvestheexecutiontimeofeachsolverwithevery
traininginstance. Also,thisanalysisdoesnotevaluateGOP. WeonlyuseGOPwiththeaimof
empiricalyanalyzingaspeciﬁcissueintheautomateddesignofportfolios.Moreover,itisimportant
toremarkthatweonlyevaluateportfoliosoverthetrainingsetinthisempiricalanalysis.
3.3.2.1 OptimalPlanning
Inthisanalysis,weconsiderthesametrainingdatasetusedinthepreviousexperimentonoptimal
planning.Namely,theentirebenchmarkandaltheparticipantsfromthesequentialoptimization
trackoftheIPC2011,discardingportfoliosandconsideringtheircomponentplannersinstead.The
resultsofthisanalysisareshowninTable3.1.Fromthetable,itresultsthatthesameperformance
(measuredincoverageandtime)isachievedbyalthesequentialportfoliosderivedusingalsets
oftrainingproblemsbuttheﬁrstone(whichconsistsjustofthoseproblemsthatweresolvedbyat
mostoneplanner).AsitcanbeseeninTable3.1,theminimumsetoftrainingproblemsnecessary
toconﬁguretheOSSportfoliofortheIPC2011isthesecondone,whichcontainsonly27problems.
Thisfactempiricalyconﬁrmsourinitialintuition:notaltrainingproblemsprovidethesameutility.
Training IPC Computation Computation Total
Planners Size Score Score Time-Step1 Time-Step2 Time
1 18 17 190 0.01 0.01 1753
2 27 24 200 0.02 0.02 1705
3 29 26 200 0.02 0.02 1705
4 39 36 200 0.03 0.04 1705
5 52 49 200 0.06 0.06 1705
6 58 55 200 0.23 0.07 1705
7 61 58 200 0.14 0.08 1705
8 75 72 200 0.13 0.12 1705
9 91 88 200 0.22 0.18 1705
10 103 100 200 0.12 0.40 1705
11 178 175 200 1.39 1.27 1705
12 203 200 200 9.21 1.54 1705
Table3.1:Resultsoftheutilityanalysisofplanningtasksforoptimalplanning.Foreachsubset,
identiﬁedbythemaximumnumberofplannersthatsolveitsinstances,thetableshowsthesizeof
theproblemsubset,thenumberofproblemssolvedintheproblemsubsetbytheresultingportfolio,
thenumberofproblemssolvedbytheresultingportfoliointheIPC2011,thecomputationtime
(seconds)requiredtoobtaintheportfolio,andthetotalalotedtime(seconds)intheportfolio.
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3.3.2.2 SatisﬁcingPlanning
Intheanalysisforsatisﬁcingplanning,altheentrantsoftheIPC2011sequentialsatisﬁcingtrack
andaltheplanningtasksdeﬁnedforthatcompetitionareconsidered.Theresultsofthisanalysis
areshowninTable3.2.Asitcanbeseen,ourresultsindicatethatarestrictednumberofplanning
instancessufﬁcestoderivetheOSSportfolio.Infact,theeighthsubsetachievesthesamenumberof
solvedproblems,thoughwithlowerqualityscore,andthenineteenthsetwith226instancesservesto
derivethesameOSSportfoliothatiscomputedwithalplanningtasks—280intotal.Remarkably,
GOPﬁndsalternativeconﬁgurationsforthefourteenth,ﬁfteenth,andsixteenthsetsthatsolve266
problems(onelessthatthemaximumfeasible)butwithlowerqualityscoreandthatiswhythat
conﬁgurationisdiscardedwhenconsideringmoreplanningtasks.Thequalityscoredoesnotgrow
monotonicalyasshowninTable3.2,soweconjecturethattheutilityofplanningtasksisnotfuly
capturedbyourdeﬁnitionofsubsets,thoughitseemstobeveryaccurate.
Training IPC Computation Computation Total
Planners Size Score Score Time-Step1 Time-Step2 Time
1 1 1.00/1 65.86/72 0.01 0.01 7
2 3 3.00/3 210.76/236 0.01 0.01 991
3 5 5.00/5 210.21/244 0.02 0.02 1195
4 7 7.00/7 222.04/248 0.04 0.05 1343
5 9 8.69/9 222.90/249 0.06 0.08 1430
6 12 11.58/12 227.83/252 0.13 0.11 1782
7 21 20.15/21 235.35/261 0.62 0.41 1792
8 30 28.27/30 242.57/265 1.10 1.16 1796
9 44 41.56/44 243.03/264 2.55 2.51 1797
10 57 51.77/57 238.23/264 6.47 11.72 1800
11 74 67.02/72 249.73/264 26.30 266.84 1799
12 91 82.51/89 251.89/265 75.26 320.07 1797
13 113 103.16/111 251.84/265 175.40 5,543.47 1800
14 133 122.13/132 252.25/266 312.24 42,111.97 1798
15 158 146.75/157 252.25/266 321.98 49,626.27 1798
16 182 169.92/181 252.25/266 1,046.61 133,542.97 1798
17 204 191.06/202 252.46/265 4,083.19 94,602.84 1799
18 214 200.46/212 252.46/265 8,209.01 946,802.25 1800
19 226 211.89/224 252.75/265 12,186.80 305,287.58 1800
20 231 216.83/229 252.75/265 13,998.41 158,359.14 1800
21 237 222.83/235 252.75/265 16,728.20 196,328.32 1800
22 249 234.80/247 252.75/265 19,448.20 232,121.03 1800
23 253 238.75/251 252.75/265 15,151.51 211,140.53 1800
24 261 246.75/259 252.75/265 12,379.08 256,842.09 1800
25 266 251.75/264 252.75/265 11,835.37 214,669.78 1800
26 266 251.75/264 252.75/265 11,760.60 214,758.56 1800
27 267 252.75/265 252.75/265 14,630.29 370,626.77 1800
Table3.2:Resultsoftheutilityanalysisofplanningtasksforsatisﬁcingplanning.Foreachsubset,
identiﬁedbythemaximumnumberofplannersthatsolveitsinstances,thetableshowsthesizeof
theproblemsubset,thequalityscoreandcoverageachievedintheproblemsubsetbytheresulting
portfolio,thequalityscoreandcoverageachievedbytheportfoliointheIPC2011,thecomputation
time(seconds)requiredtoobtaintheportfolio,andthetotalalotedtime(seconds)intheportfolio.
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3.3.2.3 SAT
TheanalysisofthetraininginstanceshasalsobeenappliedtoSAT.Wehaveretrievedtheresults
oftheopentrackfromtheSATCompetition2013removingthedisqualiﬁedsolverstoperformthe
empiricalanalysis.TheresultsareshowninTable3.3.Theseresultsshowthattheperformance
achievedbytheﬁrstportfolioisveryhigh.Indeed,theportfolioderivedwiththesecondsubset
(whichisonlycomposedof37instances)solvesonlyfourinstanceslessthantheoptimalconﬁgura-
tion.TheportfolioderivedwiththesixthsubsetsolvesthesamenumberofinstancesthantheOSS
portfoliocomputedintheprevioussection.However,thenumberofsolvedinstancesdoesnotgrow
monotonicalyasitcanbeseeninTable3.3.Theportfolioconﬁguredwiththeﬁfthsubsetsolves
threeinstanceslessthantheportfolioderivedwiththeprevioussubset.Despiteofthat,thedeﬁnition
ofsubsetsisveryaccurateforourpurpose.Hence,ourinitialhypothesisisempiricalyvalidated
sinceourapproachdoesnotneedalargetrainingdatasettoconﬁgurehighperformanceportfolios.
Training Competition Computation Computation Total
Solvers Size Score Score Time-Step1 Time-Step2 Time
1 10 5 225 0.01 0.01 4431.02
2 37 27 230 0.17 0.04 4651.40
3 68 52 230 0.42 0.51 4651.40
4 81 65 233 0.47 0.23 4893.61
5 94 77 230 0.82 0.88 4651.40
6 106 88 234 1.20 0.93 4837.31
7 116 98 234 1.72 1.39 4837.31
8 151 133 234 1.94 3.16 4837.31
9 189 170 234 3.22 16.40 4667.39
10 253 234 234 6.85 15.21 4667.39
Table3.3:ResultsoftheutilityanalysisoftraininginstancesforSAT.Foreachsubset,identiﬁed
bythemaximumnumberofsolversthatsolveitsinstances,thetableshowsthesizeofthetraining
subset,thenumberofinstancessolvedinthetrainingsubsetbytheresultingportfolio,thenumber
ofinstancessolvedbytheresultingportfoliointheSATCompetition2013,thecomputationtime
(seconds)requiredtoobtaintheportfolio,andthetotalalotedtime(seconds)intheportfolio.
3.3.3 AssessmentofGOPtoConﬁgureSequentialPortfolios
Themaingoalofeveryportfolioconﬁgurationtechniqueistoderiveportfolioswhichachievethe
bestperformanceoneverytestbenchmark.Thus,thethirdexperimentaimstoevaluateGOPagainst
thestate-of-the-artportfoliosonseveralproblemsolvingcompetitions.
3.3.3.1 OptimalPlanning
InthisSection,theperformanceofthesequentialportfoliosautomaticalygeneratedbyGOPhas
beenevaluatedinoptimalplanning.Speciﬁcaly,wehaveassessedGOPagainstFDSSandwehave
evaluatedGOPontheIPC2014.
ComparisonagainstFastDownwardStoneSoup TheﬁrstexperimentaimstoevaluateGOP
againstthetwoversionsofFDSSsubmitedtotheIPC2011.FDSS-1wastheresultofapplying
theportfoliogenerationtechniquedeﬁnedbyFDSStoaparticulartrainingdata(whichisdescribed
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below)whileFDSS-2usedtheuniformmethodwithamanualyselectedsetofplanners.Speciﬁcaly,
FDSS-2wascomposedofLM-CUT(HelmertandDomshlak,2011),BJOLP(Domshlaketal.,2011),
thetwovariantsofM&S-bisim(Nissimetal.,2011)andblindsearch.
Training Thesetofcandidateplannersiscomposedofaltheplannersconsideredinthede-
signofFDSS-14,whicharelistedinTableA.2(seeAnnexAonpage94).Ontheotherhand,instead
ofusingalthe1163instancesfromtheIPCsintherangecoveringtheperiodfrom1998to2008
(asitwasdonetoconﬁgureFDSS-1)wehaveconsideredasubsetcomposedofonlythe240plan-
ningtaskscontainedinthebenchmarkdenotedasOPTIMALIPCDOMAINS2008inTable2.1(see
Section2.1.5.1onpage15).
TheportfoliogeneratedbyrunningAlgorithm1isshowninFigure3.4. Thetimetakento
computethisportfoliowas3.09seconds.Thisportfolio,denotedasGOP-1,solves165problemsin
thebenchmarkdeﬁnedfortheIPC2008(trainingset).However,thereareonly167planningtasks
thataresolvedbysomeplannerconsideredinthesetofcandidateplanners.Therefore,GOP-1solves
alsolvabletrainingtasksbuttwoofthem.
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Figure3.4:PortfolioderivedbyGOPrepeatingtheexperimentsofFDSS-1foroptimalplanning.
Test AlthedomainsselectedintheIPC2008areincludedintheIPC2011.Hence,inorderto
testthegeneralizationpowerofbothGOPandFDSS,onlythenewdomainsdeﬁnedintheIPC2011
havebeenused(seeTable2.1onpage15fordetails).
GOP-1solvesthesamenumberofproblemsthanFDSS-1andFDSS-2,65.Therefore,these-
quentialportfolioautomaticalyderivedbyGOPunderthesameconditionsasFDSS,providesthe
sameperformanceasthewinneroftheIPC2011.Also,thisresultendorsestheideathatitisnot
necessarytousealargenumberofproblemstotrainaportfolio.Instead,asmalernumberofmore
informativeproblemscanbeused. WeexpectthatthetimenecessarytosolvetheMIPtaskissig-
niﬁcantlysmalerthanthetimenecessarytotraversethestate-spaceofportfolioconﬁgurationswith
ahil-climbingsearchalgorithmasinthecaseofFDSS.Thisstatementcannotbeguaranteedbe-
causethepublishedexperimentsofFDSSdonotshowthetimerequiredtocomputetheportfolios.
4TheM&S-LFPAalgorithmshavebeenconsidered. However,theyfailedonalIPC2008tasksbecausetheydonot
supportaction-costs.
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Remarkably,theplannersselectedforGOP-1arethesameonesasthosepickedintheconﬁguration
ofFDSS-1exceptforBJOLP.
Asdiscussedabove,themetricusedintheIPC2011doesnotprovideanyinformationabout
thequalityoftheachievedperformance. Hence,wedonotknowhowgoodthepreviousresults
are. Weonlyknowthenumberofsolvedproblems(65)andthesizeofthetestproblemsset(120).
Therefore,wehavecomputedtheOSSportfolio(OSSGOP-1)forthenewdomainsdeﬁnedinthe
IPC2011usingthesamesetofcandidateplannersconsideredbyFDSS-1andGOP-1. Also,we
havegeneratedtheVBS,theSBSandtheOSSportfolio(OSSIPC)forthesedomainsusingal
theparticipantsolversintheIPC2011.Theperformanceoftheresultingportfoliosisshownin
Figure3.5.Asitcanbeseen,theperformanceshownbyGOP-1andFDSSisveryhighsincetheyare
equalto6569·100=94.2%withregardtotheperformanceoftheOSSGOP-1portfolio.RecalthatOSSGOP-1hasbeenderivedusingthesetofcandidateplannersconsideredinthedesignofFDSS-1
whereastheVBSconsidersaltheparticipantsolversintheIPC2011.Thus,inthisexperiment,
OSSGOP-1isabletosolvemoreinstancesthanVBS.
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Figure3.5:AssessmentofGOPagainstFDSSonoptimalplanning.Theﬁgureshowsthecoverageof
VBS,SBS,FDSSandOSSportfoliosforalplanningtasksdeﬁnedinthenewdomainsintroducedin
theIPC2011sequentialoptimizationtrack.
IPC2014 Withtheaimofassessing GOPontheIPC2014,wehavegeneratedandsubmited
twosequentialportfoliosforthesequentialoptimizationtrack:MIPLANandDPMPLAN.Theﬁrst
portfolio,MIPLAN,istheresultofapplyingGOPtothewholecolectionofplanningtasksfromthe
IPC2011andasetofcandidateplannerscomposedofaltheplannersconsideredinthedesignof
FDSSandaltheparticipantsintheIPC2011(removingportfoliosandaddingtheirsolversinstead).
Ontheotherhand,theideabehindDPMPLANistotransformtheobjectivefunctiondeﬁnedbyGOP
intoatemporalobjectivefunctionsothattheMIPtaskwilmaximizetheoriginalobjectivefunction
foreachinstantoftime(measuredinseconds).Formoredetailedinformation,pleasereferto(N´u˜nez
etal.,2014b).
Afterthecompetition,werealizedthatthetemporaryﬁleswerenotremovedaftereachexecu-
tion,asdictatedbythecompetitionrules:“Ifyourplannergeneratesanytemporaryﬁles,wewil
automaticalycleantheseupaftereachplannerrun,restoringtheplannerdirectorytoitsprevious
state.”5Thisfactcausedthatourportfoliosachievedascoreequaltozeroinseveralplanningdo-
mains.Therefore,wehavere-runthecompetitionunderthesameempiricalconditionsdeﬁnedby
5https://helios.hud.ac.uk/scommv/IPC-14/plannersub.html
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theorganizers.Also,wehaveusedthesamepoolofinstancesandthesourcecodeofthepartici-
pantplannerswhichwereusedtoruntheoriginalcompetition(withoutﬁxedversions).Speciﬁcaly,
wehaveexecutedtheﬁvebestparticipantplannersaccordingtotheofﬁcialresults,MIPLANand
DPMPLAN.Wehaveonlyexecutedtheﬁvebestplannersbecausetothebestofourknowledge,this
problemonlyafectedtheresultsofourportfoliosintheoptimizationtrack.
Table3.4showstheofﬁcialcompetitionresultsandtheresultsobtainedbyre-runningthecom-
petition.Asitcanbeseen,thescoreachievedbyourportfoliosismorethantwicethescoreobtained
inthecompetition.Speciﬁcaly,MIPLAN,the14thbestplanneraccordingtotheofﬁcialresults,
solvesthesamenumberofinstancesthanRIDA(Francoetal.,2014),theﬁfthclassiﬁed.Notethat
thediferenceinperformancebetweenMIPLANandthefourbestplannersisduetothefactthat
theseplannersareasigniﬁcantimprovementinthestate-of-the-artofoptimalplanningpriortothe
IPC2014.Theseparticipantsarenotportfoliobasedapproaches.
Participantplanner IPCOfﬁcialResults IPCRe-executionResults
SYMBA-2 151 154
SYMBA-1 143 151
CGAMER-BD 120 133
SPM&S 114 126
RIDA 113 117
DYNAMIC-GAMER 99 106
MIPLAN 47 117
DPMPLAN 43 115
Table3.4:ResultsoftheIPC2014sequentialoptimizationtrack.Foreachcompetitionresults,the
tableshowsthenumberofproblemssolvedbyeachparticipantplanner.
3.3.3.2 SatisﬁcingPlanning
InthisSection,thequalityofthesequentialportfoliosautomaticalyderivedwithGOPhasbeen
assessedagainstFDSSandtheworkbySeippetal.underthesameconditions.Also,GOPhasbeen
empiricalyevaluatedontheIPC2014.
ComparisonagainstFastDownwardStoneSoup FDSSwasdesignedusinganumberofheuris-
ticsandsearchalgorithmsimplementedintheFastDownwardplanningsystem(Helmert,2006).
Speciﬁcaly,itonlyconsideredweighted-A∗(withaweightof3)andgreedybest-ﬁrstsearch,
with“eager”(standard)and“lazy”(deferedevaluation)variantsofbothsearchalgorithms. On
theotherhand,onlyfourheuristicswereconsidered:additiveheuristicADD(BonetandGefner,
2001),FF/additiveheuristicFF(HofmannandNebel,2001;KeyderandGefner,2008),causalgraph
heuristicCG(Helmert,2004),andcontext-enhancedadditiveheuristicCEA(HelmertandGefner,
2008).NotethatFDSSdidnotconsiderthelandmarkheuristicusedinLAMA.
Training TwovariantsofFDSSwereconsideredbyitsauthors.FDSS-1wasconﬁguredcon-
sideringalpossiblecombinationsofgreedybest-ﬁrstsearchandthesingle-heuristicalgorithmfor
weighted-A∗resultinginatotalnumberof38conﬁgurations,whicharedescribedinTableA.4(see
AnnexAonpage95).However,FDSS-2wasdesignedusingthediferentcombinationsofgreedy
best-ﬁrstsearchwithasingleheuristic,yieldingeightdiferentcombinations,asitcanbeseenin
TableA.5(seeAnnexAonpage95).
BothvariantsofFDSSwereconﬁguredusingaverylargenumberofplanningtasks:1116training
instancesfromalthepastIPCs.Instead,wehavegeneratedtwosequentialportfoliosapplyingGOP
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onlyoverasubsetcomposedofthe270planningtasksfromthesequentialsatisﬁcingtrackofthe
IPC2008.Thistrainingbenchmark,denotedasSATISFICINGIPCDOMAINS2008,isdetailedin
Table2.1(seeSection2.1.5.1onpage15).Forthesakeoffairness,GOP-1andGOP-2havebeen
derivedfromthesamesetofcandidateplannersconsideredinthedesignofFDSS-1andFDSS-
2respectively,withGOP-1andGOP-2selectingadiferentsetofcandidateplanners.Thetime
requiredtoexecuteeachcandidateplannerwitheachtraininginstancewas213computationdays,
sincethetimelimittosolveeachtraininginstanceis30minutes.Althecandidateplannerswererun
withtheiteratedsearchofFastDownwardbecauseGOP,unlikeFDSS,doesnotmodifythebehavior
oftheportfoliooncetheﬁrstsolutionisfound.
ThetimerequiredtoderiveGOP-1byrunningAlgorithm1was92,914.36seconds —circa
26hours(lessthan45minutesfortheﬁrststepandabout25hoursforthesecondstep). The
conﬁgurationofthegeneratedportfolioisshowninTable3.5.Thisportfoliosolves269problems
withatotalqualityscoreof266.631initstrainingdataset.ThetimetakentocomputeGOP-2was
151.23seconds.Table3.5showstheresultingportfolio,whichsolves269planningtaskswitha
totalscoreequalto267.289.SincebothvariantsofGOPhavebeenconﬁguredwithdiferentsetsof
candidateplanners,thebestsolutionfoundforeachtrainingproblemcanbediferentandthus,the
overalperformanceshownherebybothvariantsofGOPdifers.
ComponentPlanners AlotedTime(s)
Search Evaluation Heuristics GOP-1 GOP-2 GOP-1L08
Greedybest-ﬁrst Eager FF 317 413 52
Weighted-A∗w=3 Lazy FF 115 0 449
Greedybest-ﬁrst Eager FF,CG 74 0 38
Greedybest-ﬁrst Eager ADD,FF,CG 16 0 16
Greedybest-ﬁrst Eager FF,CG,CEA 27 0 56
Greedybest-ﬁrst Eager FF,CEA 8 0 8
Greedybest-ﬁrst Eager ADD,FF 2 0 2
Greedybest-ﬁrst Eager CG,CEA 28 0 28
Greedybest-ﬁrst Eager ADD,CG 0 0 42
Greedybest-ﬁrst Lazy FF 1 349 1
Greedybest-ﬁrst Eager CEA 1 172 1
Greedybest-ﬁrst Eager ADD,CEA 15 0 15
Greedybest-ﬁrst Lazy FF,CG,CEA 1 0 1
Weighted-A∗w=3 Eager FF 21 0 73
Greedybest-ﬁrst Eager ADD 6 23 0
Greedybest-ﬁrst Lazy ADD,FF,CG 746 0 0
Weighted-A∗w=3 Lazy CEA 12 0 2
Weighted-A∗w=3 Eager CEA 0 0 13
Weighted-A∗w=3 Lazy ADD 4 0 10
Weighted-A∗w=3 Eager ADD 0 0 170
Weighted-A∗w=3 Eager CG 2 0 1
Greedybest-ﬁrst Eager CG 3 108 4
Greedybest-ﬁrst Lazy ADD,CG 0 0 1
Weighted-A∗w=3 Lazy CG 400 0 382
Greedybest-ﬁrst Lazy CG 1 366 1
Greedybest-ﬁrst Lazy CEA 0 358 0
Greedybest-ﬁrst Lazy ADD 0 11 0
LAMA-2008 0 0 434
Table3.5:ConﬁgurationofGOP-1,GOP-2andGOP-1L08derivedwiththesetofcandidateplanners
consideredforthedesignofFDSS-1,FDSS-2andFDSS-1addinglama-2008,respectively. Each
componentplannerisdeﬁnedbyasearchalgorithm,anevaluationmethodandasetofheuristics.
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LAMA-2011usesacombinationoflandmarkscountandFFheuristicsthatperformsverywel.
However,FDSSconsideredneitherthelandmarkscountheuristicnortheLAMAplanner.Thus,we
haveconﬁguredanadditionalportfolioaddingLAMA-2008(RichterandWestphal,2008)insteadof
LAMA-2011tothesetofcandidateplannersconsideredforthedesignofFDSS-1,andthenrunning
GOPoveraltraininginstancestoconﬁgurethenewportfoliodenotedasGOP-1L08,whichisshown
inTable3.5.Thetimetakentocomputethisportfoliowas21,225.75seconds,lessthan6hours(31
minutesfortheﬁrststepand5.4hoursforthesecondstep).
Test,newdomains GOP-1andGOP-2havebeencomparedwithFDSS-1andFDSS-2onthe
sequentialsatisﬁcingtrackoftheIPC2011.Aldomainsconsideredinthetrainingdata(IPC2008)
areincludedintheIPC2011. Therefore,thesedomainswerediscardedresultinginanewtest
benchmarkdenotedasNEWIPCDOMAINS2011(seeTable2.1onpage15). Wehaveexcluded
GOP-1L08inthisevaluationbecauseLAMA-2008wasnotconsideredinthedesignoftheFDSS
portfolios.
Figure3.6showstheperformanceofbothvariantsofFDSSandGOPoveralthenewdomains.
Asreference,italsoshowstheperformanceofbothGOPportfoliostrainedonthetestdomains
(OSSGOP-1andOSSGOP-2).TheperformanceshowninFigure3.6hasbeencomputedtaking
intoaccountonlyGOP,FDSSandOSSGOPportfolios.OurresultsindicatethatGOP-1performs
beterthanbothvariantsofFDSS.
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Figure3.6:AssessmentofGOPagainstFDSSonsatisﬁcingplanning.Theﬁgureshowstheperfor-
manceofGOP,FDSSandOSSGOPportfoliosforalplanningtasksdeﬁnedinthenewdomains
introducedintheIPC2011sequentialsatisﬁcingtrack.
Toobtainanoveralviewoftheperformanceoftheresultingportfoliosiftheywouldhaveen-
teredtheIPC2011,wehavecomparedtheirperformancewithaltheotherentrantsoveralthenew
domains.ItwasfoundthatLAMA-2011,theSBS,performsbeterthanbothvariantsofGOP. While
GOP-1solves83problemswithatotalqualityscoreof69.272,LAMA-2011solves92problemswith
atotalscoreequalto82.051—i.e.,almostthirteenpointsabove.Also,GOP-1isfarfromtheVBS
(sinceitsolves108planningtasks)aswelasGOP-1trainedonthetestset,whichsolves89planning
taskswithatotalqualityscoreof78.968.
Finaly,GOP-1L08wasexecutedoverthetestset,sincewehavealreadycomparedGOPwith
FDSS.GOP-1L08achievesaperformanceveryclosetothewinneroftheIPC2011,LAMA-2011,
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sinceGOP-1L08solves90problemswithatotalscoreof79.301,whileLAMA-2011solves92prob-
lemswithatotalqualityscoreof82.291—lessthanthreepointsmore.
Test,aldomains TheperformanceoftheGOPportfolioshasbeenassessedovertheIPC2011
discardingaldomainsincludedintheIPC-2008.However,alparticipantplannersfortheIPC-2011
hadavailablealdomainsoftheIPC-2008.Indeed,FDSSconsideredaldomainsselectedintheIPC-
2008toconﬁgureitsportfolios.Hence,were-runtheIPC2011forthesequentialsatisﬁcingtrack
withGOP-1L08,GOP-1andGOP-2asparticipantplanners.Theperformanceofthebestplanners
(includingtheVBSandtheOSSportfoliofortheentireIPC2011)areshowninFigure3.7.The
resultsclearlyindicatethatGOP-1L08performsbeterthantheSBS,LAMA-2011,intermsofquality
score.GOP-1L08solvedlessproblemsthanLAMA-2011becausealtheGOPportfolioswerecon-
ﬁguredwiththeaimofmaximizingqualityscore(whileminimizingtheoveralrunningtime).Ifthe
GOPportfoliohadbeenconﬁguredtomaximizecoverage,itisexpectedthattheresultingportfolio
wouldhavesolvedmorethan246instances.Ontheotherhand,GOP-1andGOP-2performbeter
thanthecorespondingvariantsofFDSS.
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Figure3.7:PerformanceofbestparticipantplannersintheIPC2011sequentialsatisﬁcingtrack
includingGOP-1L08,GOP-1,GOP-2,LAMA-2011,VBSandOSSportfolios.
ComparisonagainstSeippetal. ThecontributionofSeippetal.(Seippetal.,2012)canbesplit
intotwoparts:ﬁrst,itwasshownthatusingplannerslearntforeachdomaincanleadtogoodresults;
second,itwasempiricalyfound,amongawidenumberoflearningmethods,thatdistributingthe
overalalotedtimeuniformlyamongalplannersproducedthebesttestresultsdespitethatitdidnot
achievearemarkabletrainingscore.Whilewearenotdealingwiththeﬁrstpartoftheircontribution
(wheredoplannerscomefrom)wetestedtheirsecondcontribution.So,weassumeplannersare
givenbeforehandandcompareourapproachwithportfoliosgeneratedbydistributingthealoted
timeuniformlyamongasetofcandidateplanners.
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Training Wehavegeneratedtwosequentialportfolios. Theﬁrstone(denotedas GOP-
UNIFORM-1)resultsfromapplyingtheuniformmethodonlytothecomponentplannersofGOP-
1L08,thebestportfolioautomaticalygeneratedbyGOPintheprecedingsubsection,whichisshown
inTable3.5.Thesecondone,denotedasGOP-UNIFORM-2,wasconﬁguredapplyingtheuniform
methodtoalcandidateplanners.
Test Figure3.8showstheperformanceofbothvariantsofGOPwiththeuniformmethodand
theGOP-1L08portfolioforthenewdomainsandfortheentiresequentialsatisﬁcingtrackofthe
IPC2011.Theperformancehasbeencomputedtakingintoaccountalparticipantplannersinthe
IPC2011. Asreference,Figure3.8alsoshowstheperformanceoftheSBSandtheVBSforthis
competition.TheseresultsshowthatGOPoutperformsbothvariantsoftheuniformmethodforthe
givenselectionofcandidateplanners.
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Figure3.8:AssessmentofGOPagainsttheworkbySeippetal.onsatisﬁcingplanning.Theﬁgure
showstheperformanceofSBS,VBS,GOP-1L08andbothGOP-UNIFORMportfoliosforthenew
domainsandforalplanningtasksfromIPC2011sequentialsatisﬁcingtrack.
IPC2014 Similarlytotheplanningexperiments,wehavegeneratedandsubmitedtwosequential
portfoliostotheIPC2014: MIPLANandDPMPLAN. Bothportfolioshavebeenconﬁguredby
repeatingtheexperimentsperformedforoptimalplanningbutusingdiferenttrainingdatasets.In
thedesignofbothportfolios,wehaveusedaltheplanningtasksdeﬁnedfortheIPC2011.Also,
altheparticipantplannersintheIPC2011wereconsideredtoderivethem. However,MIPLAN
removedtheparticipantportfoliosandaddedtheircomponentsolversinsteadwhereasDPMPLAN
didnot.Formoredetailedinformation,pleasereferto(N´u˜nezetal.,2014b).
Sincethetemporaryﬁleswerenotremovedeitherinthesatisﬁcingtrack,ourportfoliosagain
achievedascoreequaltozeroinseveralplanningdomains.Thus,wehaveexecutedthecompetition
fortheﬁvebestplannersaccordingtotheofﬁcialresults(amongwhichMIPLANisincluded)and
DPMPLAN. Wehaveonlyexecutedtheﬁvebestplannersbecausetothebestofourknowledge,
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thisproblemonlyafectedtheresultsofourportfoliosandtheIBACOPportfolios,whichwonthe
competition.Also,wehaveconsideredthesamedatausedtoexecutetheoriginalcompetition.
Table3.6describestheofﬁcialcompetitionresultsandtheresultsobtainedbyre-runningthe
competition.TheseresultsindicatethatMIPLAN,thefourthbestplanneraccordingtothecompeti-
tionresults,shouldhavebeentherunnerup.MIPLANobtainedanofﬁcialscoreequaltozerointhe
Transportdomainwhileitsolvesaltheplanningtasksdeﬁnedforthatdomaininourexperiments.
Ontheotherhand,DPMPLAN,the10thclassiﬁedinthecompetition,obtainsanoveralscorebeter
thanMERCURY,JASPERandFD-UNIFORM.
Analyzingthetotalscoreoneachplanningdomain,weobservedalargediferenceinperfor-
mancebetweenMIPLANandIBACOPintheFloortiledomain.Speciﬁcaly,IBACOPsolved19out
ofthe20planningtaskswithatotalscoreequalto18.91whereasMIPLANobtainedascoreequal
to4.23asaresultofsolvingﬁveinstances. WealsorealizedthatLPG-TD,aplannerthatwasnot
consideredinthedesignofMIPLAN,wasthecomponentplannerusedbyIBACOPtosolvealthe
instanceswhichwerenotsolvedbyMIPLAN.Itisanexamplethatreﬂectstheimportanceofthe
inputswhenautomaticalydesigningportfolios.
Participantplanner IPCOfﬁcialResults IPCRe-executionResults
IBACOP2 166.21/198 197.07/227
IBACOP1 162.73/196 205.27/239
MERCURY 153.04/172 160.39/176
MIPLAN 150.00/168 194.40/219
JASPER 144.89/173 163.08/185
FD-UNIFORM 143.25/172 163.87/191
DPMPLAN 125.50/147 168.63/199
Table3.6:ResultsoftheIPC2014sequentialsatisﬁcingtrack.Foreachcompetitionresults,the
tableshowsthetotalqualityscoreandthenumberofproblemssolvedbyeachparticipantplanner.
3.3.3.3 LearningTrack
Inthelearningtrack,plannersfocusonextractingdomaindependentknowledge,whichwilbe
exploitedinthetestphase.GOPcanbeappliedtothelearningtracksincethatknowledgeisau-
tomaticalyextractedbyplannersinapriorofﬂinetrainingphase.Thus,wehavegeneratedand
submitedMIPLANtothelearningtrackoftheIPC2014.Itisabletoautomaticalygeneratea
portfolioconﬁgurationofdomain-independentplannersforaspeciﬁcinputdomain(learningphase)
andrunsaspeciﬁcstaticsequentialportfolioforeachinputinstance(testphase).
Figure3.9showstheresultsoftheoveralbestqualityawardfortheIPC2014.Asitcanbeseen,
MIPLANisthewinner.Itachievesthebestoveralqualityandalsothebestcoverage.
3.3.3.4 SAT
WegeneratedandsubmitedonesequentialSATportfolio(termedMIPSAT)totheopentrackof
theSATCompetition2013.Ourapproachderivessequentialportfolios,sotheresultingportfolios
arenotoptimizedtofulyexploitthemultiple-corefacilitiesofthecompetitionasthewinnerdid.
Nevertheless,GOPdoesnotpreventusingsolversfromtheinputsetthatrunsubsolversinparalel,
asithappenedinfactintheportfolioconﬁguredforSAT2013.
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Figure3.9:ResultsoftheoveralbestqualityawardfortheIPC2014learningtrack.
TheinputdatafortheMIPmodelwasgeneratedusingtheresultsoftheSATCompetition2011.
Weconsidered1200instances(seebenchmarkdenotedas FULLSC2011inTable2.1,page15)
and54participantsolvers(includingparalelsolversandportfoliosinthesetofcandidatesolvers)
fromthatcompetition.Giventhatnotalthecandidatesolverswereexecutedwithalthetraining
instances,thoseexecutionswereconsideredasifthecandidatesolversdidnotsolvethetraining
instances.
ThetimerequiredtoderiveMIPSATrunningAlgorithm1was3104.8seconds.Theexecution
sequenceofportfoliosgeneratedbyGOPisarbitrary.However,tiesarebrokenintheSATCompeti-
tion2013inascendingorderoftheaveragewal-clocktime.Theresultingconﬁgurationisshownin
Figure3.10.
TheresultsoftheawardedsolversshowthatMIPSAT,thesecondbestsolver,solved231in-
stances,onlythreeinstanceslessthanthewinnerand45instancesmorethanthethirdsolver.As
reference,theOSSportfolioandtheVBSsolved234and253instancesrespectively.NotethatMIP-
SATisastaticsequentialportfoliowhilethewinnerofthistrack(CSHCPAR8)isan8-coreparalel
anddynamicportfolio.Italwaysrunsthreediferentsequentialdynamicportfoliosononecoreeach
andaﬁxedsetofsolversontheremainingcores. Moreover,mostparticipantsintheopentrack
weremanualyconﬁguredportfolios,whichhighlightsthepoweroftechniquesthatautomaticaly
generateportfolios.
Additionaly,wehavealsogeneratedandsubmitedsequentialportfoliosforseveralcoresolvers
andsequentialtracksoftheSATCompetition2013.Thesetracksonlyalowparticipantstouse
solversthatemployatmosttwodiferentSATsolvingenginesforalrunsandatanytimeinone
track.Therefore,wehaveaddedanextraconstrainttotheMIPmodeldeﬁnedbyGOPsothatthe
conﬁgurationofthegeneratedportfoliosiscomposedofatmosttwocandidatesolvers.Formore
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Figure3.10:SequentialportfoliosubmitedtotheopentrackoftheSATCompetition2013.
detailedinformation,pleasereferto(N´u˜nezetal.,2013).
Foreachtrackinwhichwehaveparticipated,wesubmitedtwoversionsofthesameportfolio,
termedMIPSAT1andMIPSAT2.TheﬁrstversionisexactlytheportfolioderivedbyGOPusing
datafromtheSATCompetition2011,whileMIPSAT2isthesameportfoliobutusingthenewest
versionoftheselectedsolvers.
Table3.7describestheresultsobtainedbyMIPSATonalthetracksinwhichitparticipated.As
itcanbeseen,MIPSATalsowonthesilvermedalintheRandomSAT+UNSATtrack. Moreover,
theseresultsshowtheadvanceintheSATsolvers,sincenewindividualsolversperformedbeter
thanportfoliosconﬁguredusingdatafromthepreviouscompetition(SATCompetition2011).
Track Ranking Coverage
ApplicationSAT 9/31 105/119
ApplicationSAT+UNSAT 9/29 201/231
Hard-CombinatorialSAT 26/40 97/124
Hard-CombinatorialSAT+UNSAT 15/35 187/208
RandomSAT 9/25 76/99
RandomSAT+UNSAT 2/14 151/179
Table3.7:ResultsoftheMIPSATportfolioonseveralcoresolversandsequentialtracksoftheSAT
Competition2013.Foreachtrack,thetableshowstherankingofthebestMIPSATversionandthe
numberofparticipants,andthenumberofinstancessolvedbythebestMIPSATversionandbythe
winnerofthetrack.
3.3.4 GOPandOtherOptimalApproaches
InthisSection,wecompareGOPagainstotheroptimalapproachesforconﬁguringsequentialport-
folios.AsmentionedintheRelatedWork,theworkbyStreeteretal.doesnotconstrainthetotal
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availabletimeintheportfolioanditusesthepreemptivemodetointerleavetheexecutionofthe
componentsolvers.ThatworkfocusesonadiferentproblemtotheoneaddressedinthisChapter
andthusithasnotbeenconsideredinthissetofexperiments. Moreover,accordingtoitsauthors,
CPHYDRAonlyworkswithalownumberofsolvers(5intheirexperiments).Hence,GOPisonly
comparedwithASPEED(Hoosetal.,2015)andtheMIPformulationintroducedby3S(Kadioglu
etal.,2011).
DespitethefactthatASPEED,theMIPtaskproposedby3SandGOPsolvetheproblemof
derivingtheOSSportfolio,therearesomediferencesamongthesetechniqueswhichmakeadirect
andfaircomparisonnotpossible.Ontheonehand,wehaveassessedthegenerationoftheoptimal
portfoliobyASPEED(withoutthestepforsortingthecomponentsolversoftheresultingportfolio)
againstourMIPtaskusingw1=1andw2=0.Ontheotherhand,wehavecomparedtheMIP
taskdeﬁnedby3SwithAlgorithm1,sincebothapproachescomputetheOSSportfoliothatalso
minimizestheoveralrunningtime.
TheexperimentofMIPSAT(seeSection3.3.3.4)wasrepeatedusingtheaforementionedap-
proacheswiththeaimofassessingruntime.TheﬁrststepofASPEEDwasstilrunningafter259,200
seconds(3computationdays)whileGOPderivedtheportfolioconﬁgurationin1036.15seconds.On
theotherhand,theMIPmodeldeﬁnedby3Sisnotavailableonline.6Thus,wedecidedtodevelop
theﬁxedsolverscheduleapproachdeﬁnedby3S(withoutcolumngeneration)usingthemodeling
languageZIMPL,thesamelanguageusedinGOP.
3Sonlyconsidersthediscretetimevaluestwhereeachcandidatesolverjustsolvesaninstance
inthetrainingdata(Malitskyetal.,2012a).Thus,theformulationoftheproblemproposedby3S
requirestogenerateadiferentMIPmodelforeachgiveninputdata(candidatesolversandtraining
instances).Italowsustominimizethenumberofbinaryvariablesintheresultingmodel.However,
thesolutionsfoundby3Sarenotoptimalsinceitusescolumngeneration,asopposedtothesolutions
generatedbyGOP,whichareoptimal.
WehavegeneratedaMIPmodelusingtheformulationof3Sandthetrainingdatasetconsidered
inthedesignofMIPSAT.SCIP,theMIPsolverusedtosolvethatMIPtasktook205.71seconds
whiletheconﬁgurationofMIPSATcomputedwithGOPtook3104.8seconds.Thus,the3Sapproach
ismoreefﬁcientthanGOP.However,theperformanceoftheformulationproposedby3Sisstrongly
dependentontheinputdata.Itdeﬁnesonebinaryvariablexstperpairofcandidatesolversand
candidatetimevaluetforthetimealotedtotheexecutionofthecandidatesolvers.3Sonly
considerstimevaluestwheresolverssolveaninstance.Therefore,therecanbeupto5000binary
variablesforeachcandidatesolver,sincethetimelimitinSATisequalto5000secondsand3S
considersdiscrete-time.
The3SmodelgeneratedtocomputetheconﬁgurationofMIPSATdeﬁnes(onaverage)138.04
binaryvariablesxstforeachcandidatesolver.Intotal,therewere8378binaryvariablesinthat
modelwhiletheMIPmodelproposedbyGOPdeﬁned62,400binaryvariablesand1252continuous
variables.Thus,thediferenceinperformancebetweenbothmodelsismainlyduetothenumberof
binaryvariables.
The3SMIPtaskdeﬁnedforconﬁguringMIPSAT,whichconsiders1200traininginstances
and52candidatesolvers,wassolvedin205.71seconds. However,theauthorsof3Sclaimthat
“themainproblemwiththeformulationisthesheernumberofvariables. Forourmostup-to-
datebenchmarkwith37solversandmorethan5000traininginstances,solvingtheproblemis
impractical”(Kadiogluetal.,2011).Hence,sincethenumberofvariablesdependsonthenumber
ofsolversandthe3SMIPtaskgeneratedinthisexperimentwassolvedquickly,wehypothesize
thatthenumberofcandidatetimevaluest(wheresolverssolveaninstance)inourtrainingdataset
6Wetriedtoobtaintheircodethroughdiferentwayswithoutanysuccess.Theauthorsdidnotdirectlyprovideiteither.
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istoosmalandingeneral,thisvalueismuchhigher.Therefore,wehaveperformedanadditional
experimentwiththeaimofanalyzingthecorelationbetweenthenumberofcandidatetimevaluest
foreachcandidatesolverandthetimerequiredtosolvetheMIPtask.
Thisadditionalexperimentconsistsofgeneratingmodelsusingtheformulationproposedby3S
andtheinputdatadeﬁnedinthedesignofMIPSATbutconsideringmorecandidatetimevaluest(in
thediscreterange[1,5000])percandidatesolver.So,wecananalyzetheimpactofthediversityof
thecandidatetimevaluespersolveronthetimerequiredtosolvetheMIPtask.
Figure3.11showsthetimerequiredtosolvealthegeneratedmodelsandtheoriginal3Smodel
(intheaxislabeledast(s)).Asitcanbeseen,thediversityofthecandidatetimevaluesforeach
candidatesolverhasastrongimpactontheefﬁciencyofthemodel.The3Staskdeﬁnedwithat
leastonly400variablesxstforeachsolver(intotal,22,103binaryvariables)wassolvedin4264.77
secondswhilethetaskproposedbyGOP(whosemodeldeﬁnes63,652variables)took3104.8sec-
onds.ThenumberofvariablesdeﬁnedbyGOPdoesnotdependonthediversityofthecandidate
timevalues,sinceitmodelsthetimealotedtoeachcandidatesolverascontinuousvariables.
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Figure3.11:Resultsoftheexperimentdesignedtoanalyzethecorelationbetweenthenumberof
candidatetimevaluestforeachcandidatesolversandthetimerequiredtosolvethe3SMIPtask.
Thex-axis,markedasv,indicatestheminimumnumberofvariablesxstdeﬁnedforeachcandidate
solverandinbrackets,theaverageofthetotalnumberofvariablesxst.
3.3.5 AnalysisoftheQualityoftheSolutionsAchievedOverTime
ThisSectionaimstoanalyzethequalityofthesolutionsfoundbyGOPovertime.Italwaysfound
theoptimalsolutionforagiventrainingdata.However,theMIPsolverﬁndsseveralsolutionsuntil
itensuresthatthebestsolutionfoundistheoptimalone.Also,insomecases,theMIPsolvercan
takeseveralcomputationdaystosolvetheMIPtask.Therefore,wehaveanalyzedthequalityofthe
solutionsfoundandtheinstantatwhichtheoptimalsolutionisachieved.
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ThisanalysisconsiderstheexperimentperformedtocomputetheOSSportfolioforthesequen-
tialsatisﬁcingtrackoftheIPC2011(seeSection3.3.1.2)becauseitisoneofthehardestproblems
solvedinthisChapter.Speciﬁcaly,theanalysisfocusesontheﬁrstMIPtask(ﬁrststep)ofAlgo-
rithm1forthisexperimentsincetheMIPsolveronlyfoundtheoptimalsolutionforthesecondtask.
Indeed,theMIPsolverusualyonlyﬁndstheoptimalsolutionforthesecondtaskofAlgorithm1.
Figure3.12showswithpointsthesolutionsfoundbytheMIPsolverfortheaforementioned
taskandtheinstantatwhichthesolverends.Asitcanbeseen,thetimerequiredtosolvethetask
wasaround5.5hours.However,theoptimalsolutionwasfoundafter2042seconds(lessthan35
minutes).Also,thequalityofthethirdsolution(whichtook3.7seconds)isequalto245.3861,while
thequalityoftheoptimalsolutionis252.75.Therefore,theMIPsolverﬁndshighqualitysolutions
veryquicklyandittakesmostofthetimetoensurethatthebestsolutionfoundistheoptimalone.
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Figure3.12:AnalysisofthequalityofthesolutionsachievedbyGOPovertime.Theﬁgureshows
thequalityofthesolutionsfoundbytheMIPsolvertocomputetheOSSportfolioforthesequential
satisﬁcingtrackoftheIPC2011.Thex-axisshowsthetimerequiredtoﬁndalthesolutionswhile
they-axisindicatesthequalityscoreofthegeneratedportfoliosinthetrainingbenchmark.
3.4 Summary
InthisChapterwehaveintroducedGOP,anewtechniquethatautomaticalybuildsOSSportfolios
foraparticulartrainingbenchmark,acolectionofcandidatesolversandaperformancecriteria.
GOPdeﬁnesaMIPmodeltocomputetheoptimalportfolioconﬁguration.ThisMIPtaskforoptimal
planningandSATcanbeseenasavariationoftheKnapsackproblem,wheretherewardforincluding
anobjectinthebagisthenumberofproblemssolvedbyasolverwithinitsalotedtime.Thisaloted
timerepresentsthecost(weight)ofincludingtheobjectintheknapsack.Thegoalistomaximize
therewardwithoutexceedingthemaximumcost(weight)thatwecancaryinthebag(thetotaltime
availableforsolvingeachplanningtask).Ontheotherhand,theMIPtaskforsatisﬁcingplanning
canbeseenastheKnapsackproblemwhereutilitieschangeovertime,sincesatisﬁcingplannerscan
generatemorethanonesolution.
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GOPhasbeenusedtoaddressseveralissuesintheautomateddesignofportfoliossuchashowto
deriveanupperboundonthesolversperformanceforagivensetofproblemsolvingtasks,among
others.ThemaincontributionspresentedinthisChaptercanbesummarizedasfolows:
1.GOP,atheoreticaly-groundedmethodthatmodelstheautomatedgenerationofportfoliosus-
ingMIPtaskswasintroduced. WeempiricalyshowedthattheseMIPtaskscanbesolvedin
areasonabletimeandtheresultingportfoliosgeneralizeveryweltounseeninstances.
2.ThebestlinearcombinationofparticipantsolverswascomputedfortheInternationalPlanning
Competition2011andSATCompetition2013.
3.TheutilityoftraininginstanceswasempiricalyanalyzedwhendesigningportfoliosforAu-
tomatedPlanningandSAT.
4.ThegeneralizationcapabilityoftheportfoliosautomaticalyderivedwithGOPwasassessed
inAutomatedPlanningandSAT.
5.GOP,theproposedmethodtocomputeOSSportfolioswascomparedandevaluatedagainst
previousoptimalapproachesfromtheportfolioliterature.
6.ThequalityofthesolutionsfoundbyGOPovertimewasanalyzed.
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•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2012a).“HowGoodisthePerfor-
manceoftheBestPortfolioinIPC-2011?”In:ProceedingsoftheICAPS-12Workshopon
InternationalPlanningCompetition
•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2012b).“PerformanceAnalysis
ofPlanningPortfolios”.In:ProceedingsoftheFifthAnnualSymposiumonCombinatorial
Search,SOCS,NiagaraFals,Ontario,Canada,July19-21,2012.AAAIPress,pp.65–71
•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2013).“MIPSat”.In:InProceed-
ingsofSATCompetition2013,SolverandBenchmarkDescriptions,pp.59–60
•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2014b).“MIPlanandDPMPlan”.
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Chapter4
OrderingComponentSolversin
SequentialPortfolios
Severalworksinportfolioshaveshowntheirabilitytooutperformsingle-algorithmapproachesin
sometasks(e.g.SATorAutomatedPlanning).However,theorderinwhichthecomponentsolvers
ofasequentialportfolioareexecutedisarelevantissuethathasnotbeenanalyzedindepthyet.
MostsuccessfulportfolioapproachesforAutomatedPlanningandSATonlyfocusonmaximizing
performance(measuredastotalqualityscoreorcoverage)foraﬁxedtimelimit. Wehypothesize
thattheorderofthecomponentsolversafectstheperformanceoftheportfolioovertime.Thus,a
sequentialportfolioshouldbesortedifitsperformanceovertimeisrelevant.Asaconsequence,in
SATandoptimalplanning,theaveragetimerequiredtosolveproblemscanbesigniﬁcantlyreduced,
whereasinsatisﬁcingplanning,lower-solutioncostscanbefoundmorequickly,whilepreserving
coverageorqualityscore.
Anexampleoftheinterestinthisparticularproblemcanbefoundintherealworld.Forinstance,
duringtheHuricaneSandy(2012)therewerelotsofblackoutsinNewYorkCity.Thus,severalelec-
tricalfailures(generators,electricallines,etc.)hadtoberepairedtorestoretheelectricityasquickly
aspossible.Thissituationcombinestwoproblems,alogisticproblem(partsthatareneededtoﬁx
theelectricalcomponents)andaschedulingproblem(PowerRestorationProblem)(Hentenrycket
al.,2011).ThelastoneisverysimilartotheproblemdescribedinthisChapter.Theelectricalcom-
ponentsthatmustberepairedareproblemstobesolvedbysolvers.Thereward(powerrestored)for
repairingeachparticularcomponentisthenumberofproblemssolved(orthequalityscoreofthe
solutionsfound)byasolverwithinitsalotedtime.Thealotedtimerepresentsthetimerequired
(cost)toﬁxeachcomponent.Finaly,thegoalistomaximizethepowerﬂow(byrepairingelectrical
components)inthenetworkasquicklyaspossible(coverageorqualityscoreovertime).
InthisChapter,weproposetosortthecomponentsolversinasequentialportfoliotoimprove
itsperformanceovertime. Weempiricalyshowthattheorderingusedintheportfolioafectsits
performanceovertimeandthatperformancecanbeimprovedbyusingagoodorderingstrategy.
ThisChapterisorganizedasfolows.First,Section4.1formalydeﬁnestheproblemofordering
componentsolversinasequentialportfolio.Sections4.2and4.3describetheoptimalandgreedy
approachesproposed.Section4.4reportstheexperimentalresults.Finaly,Section4.5concludes
withasummaryandSection4.6showsthepublicationsrelatedtothisChapter.
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4.1 FormalDescription
Inproblemsolving,theperformanceofasolversismeasuredoverasetofinstancesI(scanbe
eitherasolveroraportfolio).Everysolversisexecutedovereveryinstancei∈Itoobtainthe
setRsiofsolutions.Thissetcontainseverysolutionfoundbyswithinagiventimeboundt. We
considertimeasdiscretewithadiscretizationofonesecond.EachelementofRsistoresthecost
ofthecorespondingsolutionandatimestampwiththetimerequiredtoﬁndit.Incaseofsolving
problemsoptimalyorSATinstances,solversgenerateatmostonesolutionperinstance.However,
insatisﬁcingplanning,solverscangeneratemultiplesolutions.Therefore,theperformanceofsover
timeismeasuredbyevaluatingaspeciﬁcmetricovertime.ThemetricsconsideredinthisThesisare
coverageandtotalqualityscore(seeSection2.1.5.3,page15).Inthefolowing,P(s,I,t)denotes
genericalyeithercoverage,C(s,I,t)ortotalqualityscore,Q(s,I,t).Recalthateverysolveris
executedtsecondsoneachinstancetocomputeaspeciﬁcmetric.
Thedeﬁnitionofthesequentialportfoliodoesnotconsideranynotionoforderingamongsolvers
inaportfolio(seeDeﬁnition2.1onpage5).Indeed,theperformanceoftheportfoliointimeT≥n
i=1tiisthesameforanyordering,wheretiisthetimealotedtotheexecutionofeachofthencomponentsolvers.Hence,thenotionoforderinginasequentialportfolioshouldbeintroduced.
Deﬁnition4.1(OrderingofaSequentialPortfolio).Anorderingτofasequentialportfolioρisa
fulpermutationoverthesolversinρthatdeﬁnestheexecutionsequence,τ.={s1,s2,...,sn}.
ThecomponentsolversofthesequentialportfoliosconsideredinthisThesisarenotalowedto
shareanyinformationamongthem.Thus,theycannottakeadvantageoftheirpositionbyusing
informationfrompreviousexecutions(e.g.,acostupperboundinsatisﬁcingplanning).Sincethe
notionoforderinghasalreadybeenpresented,thesortedsequentialportfoliocanbeformalydeﬁned
nowasshownbelow.
Deﬁnition4.2(SortedSequentialPortfolio).Letρτdenotethesortedsequentialportfolioofsolvers
inρwhoseexecutionorderingisgivenbyτ.
Inordertoanalyzetheperformanceofasortedsequentialportfolio,weneedtoanalyzesepa-
ratelythecontributionofeachsolvertotheoveralperformance.
Deﬁnition4.3(PartialOrderingofaSequentialPortfolio).Apartialorderingτkisapartialper-
mutationovertheﬁrstksolversinthefulpermutationτ:τk .={s1,s2,..,sk}.
Letρτkdenotethesortedsequentialportfolioofsolversinρthatconsidersonlytheﬁrstksolversaccordingtotheorderinginτk.
Therefore,theﬁrstsolver,s1,completesitsexecutionaftert1seconds,thesecondsolverwil
ﬁnishafter(t1+t2)secondsand,ingeneral,thej-thsolversjwilcompleteitsexecutionafterj
l=1tlseconds.Now,wecandeﬁnehowtomeasuretheperformanceoftheresultingportfolioovertimeasshownbelow.
Deﬁnition4.4(PerformanceofaSortedSequentialPortfoliooverTime).Theperformanceofa
sortedsequenceofsolversρτforagivenproblemsetIovertimet,P(ρτ,I,t)isdeﬁnedasthesum
ofthebestperformanceoveralsolversinρexecutedintheorderspeciﬁedbyτforeveryinstance
inIintimelessthanorequaltot.
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Incasethatt< ni=1tinotalcomponentsolverswilbeconsideredtocomputeP(ρτ,I,t).Inthiscase,onlythesolutionsfoundbythosesolversinρτthatcouldberunbeforetarecon-
sidered.Thetimestampofeachconsideredsolutionisequaltothetimerequiredtoﬁnditbythe
corespondingsolverskplus k−1i=1 ti.Next,wedeﬁnetheperformanceofacomponentsolver,si,thatoccupiesthei-thpositioninapermutationτ.Itiscomputedastheincreaseinperformanceof
theorderedportfoliobyaddingsitotheportfolio.
Deﬁnition4.5(PerformanceofaComponentSolverinaSortedSequentialPortfolio). Let
Psi(ρτ,I)denotetheperformanceofacomponentsolversiinapartialpermutationτi(thatcon-sidersonlytheﬁrstisolversinτ)wrtthebenchmarkI:
Psi(ρτ,I)=P(ρτi,I,tsi)−P(ρτi−1,I,tsi−1)
whereτidenotesthepartialpermutationofalsolversinτuntilsi;tsiisthesumofthealotedtimesofalsolversinρτi;and,si−1denotestheprevioussolverofsiinthepartialpermutation.
Theperformanceofasolversiisdeﬁnedasafunctionoftheorderedportfolioρτsincediferent
solversinρordiferentorderingsτwouldyielddiferentperformances—i.e.,theperformanceofa
solverdependsontheprevioussolvers.Asanexample,considerasequentialportfolioρforoptimal
planningwhichconsistsoftwosolverss1ands2whicharealocated4and7secondsrespectively.
LetusassumethattheperformanceofthesesolverswithrespecttoasetIof20planningtasksis:
•s1solvesinstances11to20.Hence,P(s1,I,4)=10.
•s2solvestasks1to18,resultinginP(s2,I,7)=18.
Assumefurtherthatbothsolverssolvetheaforementionedinstancesinonesecondeach.There-
fore,P(s1,I,1)=10andP(s2,I,1)=18.Figure4.1showstheperformanceovertimeofthe
twopossibleorderingsforthegivenportfolio,τ1:(s1,s2)(redsolidline)andτ2:(s2,s1)(blue
dashedline).P(s1,I,4)isequalto10sinces1solved10instanceswithinitstimespan.However,
theperformanceofs1ineachportfolioisdiferent.Ps1(ρτ1,I)isequalto10becauses1istheﬁrstsolvertobeexecuted.However,theperformancePs1(ρτ2,I)isequaltotwosinceinstances11–18havealreadybeensolvedbytheprevioussolvers2.AsshowninFigure4.1,theperformance
ofasequentialportfolioρattimeT= iti,P(ρ,I,T),isthesameforeverypermutationτ.However,theperformanceoftheseorderingsovertimedifers.Figure4.1alsoexempliﬁesacase
wheretheportfolioachievingitsmaximumperformancesoonerisnottheonewiththebestoveral
performanceand,indeed,theﬁrstportfolio(redsolidline)inscribesasmalerareathanthesecond
one.
Thekeyobservationisthattheperformanceoforderedportfoliosρτovertimecanbeseenas
bivariatedensityfunctions,fρτ(x,t).TheyaredeﬁnedastheprobabilitythatthesortedportfolioρτreachesaperformancePequaltoxintseconds:fρτ(x,t)=Prob(P=x,T=t).Accordingly,wedeﬁnetheprobabilityfunctionasfolows:
Deﬁnition4.6(ProbabilityFunctionofthePerformanceofaSortedSequentialPortfolio).Let
Prob(P≤x,T=t)denotetheprobabilitythataportfolioρτreachesaperformanceequalto
xorlessintimet:
Prob(P≤x,T=t)=
x
fρτ(x,t)
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Figure4.1:Performanceoftwodiferentorderingsofthesameportfoliowithrespecttocoverage.
Thisobservationleadstoproposetheareainscribedbythisprobabilityfunctionastheopti-
mizationcriteriatocomparediferentpermutationsτofthesameportfolioρ.Thus,wedeﬁnethe
optimizationtaskasfolows.
Deﬁnition4.7(PortfolioOrderingTask).Givenacolectionofncomponentsolversofasequential
portfolioρ,theportfolioorderingtaskconsistsofﬁndingthepermutationτ∗ofsolverss∈ρfora
givenbenchmarkIsuchthatitmaximizesFρτ(x,t):
Fρτ(x,t)=Prob(P≤x,T≤t)= tProb(P≤x,T=t)
Asaresult,thistaskwilsortthecomponentsolversoftheinputportfolioρwiththeaimof
maximizingtheareainscribedbytheprobabilityfunctionshowninDeﬁnition4.6oftheresulting
orderingτ(seeDeﬁnition4.1).
4.2 OptimalApproach
Weﬁrstuseheuristicsearchwithanadmissibleheuristicfunctiontoﬁndtheoptimalorderingwith
respecttoagivenbenchmark.Speciﬁcaly,weproposeDepthFirstBranchandBound(DFBnB).It
requirestwoparameters:asequentialportfolioρandthesetRsi,whichwilbeusedtocomputethe
areainscribedbytheprobabilityfunctionofeverycombinationofthecomponentsolvers.
Toﬁndtheoptimalorderingτ∗,DFBnBstartswiththeemptypermutationτ0.Eachnodem
containsthecurentpartialpermutationτm andthesetAofsolversthatarenotyetinρτm (initialy,A={si|si∈ρ}i.e.,alsolversinρ).Thesuccessorsofeachnodearegeneratedbyaddinga
solvers∈Atothecurentpermutation(andthusremovingitfromA).Eachnodedeﬁnesapartial
permutationofthecomponentsolversinρ,whileeachleafnodedeﬁnesafulpermutationofal
solversinρ.
DFBnBusesf(m)=g(m)+h(m).Theg-valueistheareainscribedbyFρτm afterTρτmseconds,whereTρτm isequaltothesumofthetimespansofeverysolverinρτm:
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g(m)=Fρτm(P(ρτm,I,Tρτm),Tρτm)
SupposethatDFBnBisinitialygiventheportfolioρ={s1,540,s2,630,s3,630}.As-
sumealsothattheDFBnBsearchisinastatem,whereonlythesolvers3hasbeenselected,so
thatρτm :{s3,630}andTρτm =630.Figure4.2showstheareainscribedbytheprobabilityfunctionFρτm intheinterval[0,630](bluelinepaternedarea),wherepointsdenotedwithupper-caseletersdemarcatetheareasinscribedbytheprobabilityfunction.Thus,theareainscribedby
Fρτm iscomputedasthesumoftherectangularareasarea(T0A0A1T1),area(T1A2A3T2)andarea(T2A4A5T3).
Inrelationtoh(m),wehavedeﬁnedanadmissibleheuristictermedSQUAREthatoptimisticaly
estimatestheareainscribedbytheprobabilityfunctionFA.Itjustassumesthattheorderofthe
solverscontainedinAisnotrelevantsothattheportfoliowilreachtheperformanceP(ρ,I,T)
witha100%probability,onesecondaftertheﬁrstsolverinAstartsitsexecution.h(m)iscomputed
asfolows:
h(m)=Prob(P≤P(ρ,I,T),T=Tρτm)+FA(P(ρ,I,T),TA)
=Prob(P≤P(ρ,I,T),T=Tρτm)+TA−1
whereTAisequaltothesumofthetimespansofeverysolverinA.TheareainscribedbyFAis
composedoftworectangularareas.Theﬁrstoneisdeﬁnedintheinterval[Tρτm,Tρτm +1],theﬁrstsecondoftheexecutionoftheﬁrstsolverinA.Thisareaisrepresentedbytheﬁrstterminh(m).It
iscomputedastheprobabilityofreachingaperformanceequaltoxorlessintimeTρτm multipliedbythetimeinterval(onesecond).ThesecondareaisdeﬁnedbytheprobabilityfunctionFAinthe
interval[Tρτm +1,Tρτm +TA].FolowingtheexampleinFigure4.2,A={s1,s2}andTA =540+630=1170.Since
thesesolvershavenotyetbeenincludedinρτm,theareainscribedbyFA (yelowsolidarea)iscomputedusingtheSQUAREheuristic.Theestimatedyelowsolidareaisequaltothesumofthe
rectangularareasarea(T3A5B0T4)(ﬁrsttermoftheheuristicfunction),area(T4BCT5)(solver
s1)andarea(T5CDT6)(solvers2).Therectangularareasarea(T4BCT5)andarea(T5CDT6)are
equaltoTA−1=1169.Hence:
f(m)=area(T0A0A1T1)+area(T1A2A3T2)
+area(T2A4A5T3)+area(T3A5B0T4)+1169
Thistechniqueyieldsoptimalorderingsforaspeciﬁcsetofinstances.However,itcansufer
fromoverﬁtingwhenevaluatingitsperformanceoveradiferentbenchmark.
4.3 GreedyApproach
Thetimerequiredtoﬁndtheoptimalsolutionincreasesdramaticalywiththenumberofcomponent
solvers,sincetherearen!diferentorderings.Thus,weproposeanalternativeapproachbasedon
greedysearchtoquicklyﬁndasuboptimalsolutionwithgoodquality.
WeassumethattheperformancePsi(ρτ,I)canbeapproximatedwithastraightlineintheinter-val[tsi−1,tsi−1+ti],wheretsi−1isthesumofthealotedtimesofalsolversinρτi−1andtiistheexecutiontimeofsi.TheslopeofthislineiscomputedastheperformancePsi(ρτ,I)dividedbyti.Theslopehasbeenselectedasaheuristic(tobedenotedasSLOPE)becauseitisaconservativeap-
proximationofthegrowthinperformanceofacomponentsolverintheportfolio.Also,itconsiders
68 CHAPTER4.ORDERINGCOMPONENTSOLVERSINSEQUENTIALPORTFOLIOS
f(m)
t1 630 631
1
1,170 1,800(0,0)
A1
A0
A2
A3
A4 A5
B
B0
C D
T0 T1 T2 T3 T4 T5 T6
Figure4.2:Exampleofthecomputationoff(m)forcomputingtheoptimalorderingofagiven
portfolio.Theblueareaistheg-valuewhiletheareacolouredinyelowrepresentstheheuristic
value.
theperformanceofeachcomponentsolverwithrespecttotheperformanceachievedbytheprevious
solversinthetermPsi(ρτ,I)—seeDeﬁnition4.5.Weproposetousehil-climbinginthespaceofpartialpermutationsoftheinputportfolioρ.It
takesthesameparametersasDFBnBdescribedpreviously.Thesearchisinitializedwiththeempty
permutationτ0,andthesetA={si|si∈ρ}.Ateachstep,itselectsthesolversi∈Awhich
hasthelargestratioPsi(ρτ,I)/ti.Then,theselectedsolverisaddedtothecurentpermutationandremovedfromA.Finaly,thealgorithmreturnstheorderedportfolioρτ.
Figure4.3showstheperformanceovertimeofasequentialportfoliosortedbythegreedyap-
proach.Speciﬁcaly,theportfoliousedinthisexampleistheOSSportfolioforthesequentialop-
timizationtrackoftheIPC2011(fordetailsseeSection3.3.1.1,page43).Thegreenandredlines
showtheslopeofeachcomponentsolver.Asitcanbeseen,theslopeofeachsolverislowerthan
theslopeoftheprevioussolversintheportfolio.Also,theslopeofCPT-4isalmostaverticalline
sinceitsalotedtimeisequalto1secondanditsperformanceonthetrainingbenchmark(according
toitsalotedtime)isequalto31(instancessolved).
4.4 EmpiricalEvaluation
ThisSectioncomparestheproposedalgorithms(SLOPEandDFBnB)withotherorderingstrategies
andreportstheirperformanceonAutomatedPlanningandSAT.Inspiredbytheorderingcriteria
usedbystate-of-the-artportfoliosinAutomatedPlanning,thefolowingalgorithmsweredeﬁnedto
comparewithoursolutions1.Altheorderingalgorithmsresolvedtie-breakingbyusingtheorderin
whichsolverswereinitialyspeciﬁed.
ShorterTimeSpans(STS):inspiredbyPBP,thisalgorithmsortsthecomponentsolversofagiven
portfolioinincreasingorderofthealotedtimetoruneachsolver.
1WealsotriedtousetheorderingcriteriadeﬁnedbyBUSagainstourapproach,butthesourcecodeisnotavailable.
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Figure4.3:Exampleofasequentialportfoliosortedbythegreedyapproach.
MemoryFailures(MF):inspiredbyFDSS,itusesthenumberoftimesthateachcomponentsolver
exceedstheavailablememorylimit(anddoesnotsolvethetask)tosortthegivenportfolioin
decreasingorder.
DecreasingCoverage(DC):inspiredbyFDSS,itusesthenumberofproblemssolvedbyeach
componentsolvertosorttheinputportfolioindecreasingorder.
Random:sortsthesolversoftheinputportfoliorandomly.Thisalgorithmgeneratesﬁverandom
orderingsandreportstheaveragescoreofalgeneratedorderings.
Conﬁdence:usestheconﬁdenceprovidedbythelearnedmodelstosorttheinputportfolioin
decreasingorder.ItisdeﬁnedbyIBACOP2. Therefore,itonlywilbeappliedinthe
comparisonswithdynamicinputportfolios.
4.4.1 StaticInputPortfolios
Weusedequation(4.1)tomeasurethescoreoftheresultingorderings.Thisequationcomparesthe
areainscribedbytheprobabilityfunctionofeachsortedportfoliowiththeoptimalsortingcomputed
byDFBnBovertheevaluationset.Thus,higherscoresstandforbeteranytimebehaviors.
orderingscore(ρτ)=Fρτ(P(ρτ,I,T),T)Fρτ∗(P(ρτ∗,I,T),T) (4.1)
Theperformanceofaltheconsideredsortingshasbeenevaluatedwithdiferentevaluationtest
sets:Eitherthetrainingdatasetoranentirelynewone(testset).Thesecondtypeofexperiments
examinesthegeneralizationcapabilitiesofalorderingapproaches.Also,toavoidintroducingany
biasintheexperimentation,diferenttechniquesforgeneratingstaticsequentialportfoliosarecon-
sidered:
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GOPportfolios.Thisapproachfocusedonderivingtheoptimalstaticsequentialportfoliofora
particularmetricandagiventrainingset(seeChapter3formoredetails).
Randomportfolios.Theyconsistofarandomselectionofsolversfromapoolofcandidatesolvers
(atmosthalfthenumberofcandidatesolvers)sothatatleastoneproblemissolvedineach
trainingplanningdomainorSATcategory.Thetimealotedtoeachcomponentsolverisalso
randomlychosen,suchthatthetotaltimedoesnotexceedT.
Random-uniformportfolios.Theyarerandomportfolioswherethetotalavailabletimeisuniformly
distributedamongalthecomponentsolvers.
4.4.1.1 AutomatedPlanning
Wehaveperformedtwosetsofexperiments.Theﬁrstoneconsidersaltheplanningtasksfrom
theIPC2008toconﬁgureandsorttheinputportfolio(trainingset).Thenewdomainsdeﬁnedin
theIPC2011arethenusedtoassesstheperformanceoftheresultingportfolio(testset).Inthis
experiment,wehaveusedthesetofcandidateplannersconsideredinthedesignofFDSS(FDSS-
1orFDSS-2,dependingontheexperiment)toconﬁguretheinputportfolios.Thesecondsetof
experimentstakesthewholecolectionofplanningtasksfromtheIPC2011astrainingsetandthe
domainsoftheIPC2014(whichwerenotincludedinIPC2011)astestset.Theinputportfolios
havebeenconﬁguredconsideringaltheparticipantsoftheIPC2011butLPRPGP.2Formoredetails
aboutthecompositionofthebenchmarksandcandidateplannersusedinthisempiricalevaluation,
seeTable2.1andAnnexAonpages15and93respectively.
Thesizeofthecandidateandcomponentplannerssetsaredeﬁnedintheranges[8,38]and
[3,14]respectively.Thesmalerplannersetswereusedinoptimalplanning,sincetherewerefew
participantsinthelastIPCs.Asareference,IBACOP2,thestate-of-the-artportfolio,considers12
candidateplannersandﬁvecomponentplanners.
TheorderinggeneratedbyDFBnBforthetrainingsets(IPC2008andIPC2011)wilbedenoted
asDFBnB2008andDFBnB2011respectively.Also,theorderingcomputedwithDFBnBoverthe
testsetswilbeusedonlytocomputethetestscoreoftheorderingsgeneratedusingthetrainingset.
Table4.1showsthescoreoftheresultingorderedportfoliosusingGOPportfolios.Thetraining
resultsshowthattheanytimebehavioroftheportfoliosortedwithourgreedyapproach(SLOPE)is
usualyextremelyclosetotheoptimalperformance.Asitcanbeseen,thetestresultsshowthatthe
orderingsobtainedbySLOPEandSTS(usingdatafromtheIPC2008)aretheoptimalorderingsfor
thetestset.Also,thepermutationcomputedwiththetechniquethatgeneratesthebestorderingfor
thetrainingdata(DFBnB2008)showsover-ﬁtingasexpected;itisworsethantherandomordering,
anditdoesnotgeneralizeweltounknowndomains.Moreover,theorderingsgeneratedwithMFand
DCusualyperformworsethantheRANDOMordering.Finaly,ourgreedyapproachoutperforms
theotherapproacheswitharemarkablescore(IPC2011)andgeneralizeswelontheIPC2014.
Table4.2presentsthetrainingandtestresultsfortherandomportfolios.Sinceweareusing
randomportfolios,wehaveexecuted50timesthetrainingandtestphases,eachonewithadiferent
randomportfolio.Asitcanbeseen,theSLOPErandomportfolioachievesagainatrainingscore
extremelyclosetothescoreofthebestpermutation(DFBnBsolution)oftheinputportfolio.The
testresultsforrandomportfoliosshowthattheSLOPEportfoliooutperformsothersunderthesame
conditions.Also,althegeneratedorderingsusualyperformbeterthanRANDOMinthetestset.The
diferencesintestscoresbetweenSLOPEandSTSarelargerinsatisﬁcingplanningthaninoptimal
2WeexperiencedproblemswiththeCPlexlicense.
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TrainingScore TestScore
IPC2008 IPC2011 IPC2011 IPC2014
OrderingAlgorithm Optimal Satisﬁcing Optimal Satisﬁcing Optimal Satisﬁcing Optimal Satisﬁcing
DFBnB2008 1.0000 1.0000 - - 0.9421 0.9381 - -
DFBnB2011 - - 1.0000 1.0000 - - 0.9830 0.9479
SLOPEPORTFOLIO 0.9944 0.9862 0.9993 0.9977 1.0000 0.9735 0.9764 0.9656
STSPORTFOLIO 0.9944 0.9642 0.9980 0.9756 1.0000 0.9576 0.9824 0.9786
RANDOM 0.9869 0.9604 0.8716 0.9545 0.9433 0.9591 0.8601 0.8450
DCPORTFOLIO 0.9985 0.9818 0.8579 0.9439 0.8435 0.9516 0.9031 0.7072
MFPORTFOLIO 0.9733 0.9334 0.6457 0.9472 0.9253 0.9437 0.6227 0.8267
Table4.1:TrainingandtestresultsofthesortedportfoliosusingGOPportfoliosonAutomated
Planning.Thebestorderingscoresarehighlightedinbold.
planning,mostlybecauseinsatisﬁcingplanningtheorderingtaskisharderandthereismuchmore
variabilityintheareasoftheportfolios.
TrainingScoreandStd.Deviation(average) TestScoreandStd.Deviation(average)
IPC2008 IPC2011
OrderingAlgorithm Optimal Satisﬁcing Optimal Satisﬁcing
DFBnB2008 1.0000-0.0000 1.0000-0.0000 0.9559-0.0448 0.9445-0.0530
SLOPEPORTFOLIO 0.9923-0.0095 0.9965-0.0038 0.9800-0.0245 0.9617-0.0478
STSPORTFOLIO 0.9850-0.0181 0.9900-0.0095 0.9797-0.0293 0.9595-0.0381
RANDOM 0.9661-0.0209 0.9571-0.0160 0.9255-0.0467 0.8792-0.0599
DCPORTFOLIO 0.9897-0.0113 0.9623-0.0284 0.9437-0.0606 0.8713-0.1082
MFPORTFOLIO 0.9426-0.0375 0.9332-0.0434 0.9438-0.0486 0.8671-0.1095
IPC2011 IPC2014
DFBnB2011 1.0000-0.0000 1.0000-0.0000 0.9806-0.0170 0.9613-0.0450
SLOPEPORTFOLIO 0.9932-0.0109 0.9984-0.0030 0.9829-0.0115 0.9607-0.0409
STSPORTFOLIO 0.9794-0.0203 0.9752-0.0264 0.9774-0.0193 0.9394-0.0541
RANDOM 0.9143-0.0654 0.8394-0.0900 0.9485-0.0490 0.7895-0.1107
DCPORTFOLIO 0.9866-0.0154 0.9720-0.0246 0.9707-0.0180 0.8996-0.0858
MFPORTFOLIO 0.9393-0.0443 0.7977-0.1587 0.9773-0.0253 0.6877-0.2051
Table4.2:TrainingandtestresultsofthesortedportfoliosusingrandomportfoliosonAutomated
Planning.Thebestorderingscoresarehighlightedinbold.
Thetrainingandtestresultsfortherandom-uniformportfolioaredescribedinTable4.3.Strik-
ingly,theseresultsshowthattheSLOPEportfolioachievesatrainingscoreextremelyclosetothe
scoreobtainedbytheoptimalsortingdespitethefactthattheuniformmethodpenalizestheSLOPE
heuristic.ThismethodalsopenalizestheSTSalgorithm.However,theSTSportfolioperformsworse
thantheRANDOMportfolio.Asitcanbeseen,thediferenceintestscorebetweenSLOPEandSTS
(thetwoalgorithmsthatarepenalizedbyusingtheuniformtimeassignment)isquitelarge.The
scoresofSLOPE,DFBnB2008and2011areveryclose.However,thetimerequiredbyourgreedy
approachisexponentialyshorterthanthetimerequiredbyDFBnB.Overal,alorderingalgorithms
(butDFBnB)sortagivenportfolioinlessthanonesecond,whileDFBnBcantakeseveraldaysto
sortagivenportfolio(dependingonthenumberofcomponentplanners).
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TrainingScoreandStd.Deviation(average) TestScoreandStd.Deviation(average)
IPC2008 IPC2011
OrderingAlgorithm Optimal Satisﬁcing Optimal Satisﬁcing
DFBnB2008 1.0000-0.0000 1.0000-0.0000 0.9370-0.0302 0.9086-0.0550
SLOPEPORTFOLIO 0.9996-0.0010 0.9996-0.0008 0.9353-0.0306 0.9123-0.0567
STSPORTFOLIO 0.9560-0.0228 0.9494-0.0180 0.8588-0.0497 0.8254-0.0704
RANDOM 0.9648-0.0216 0.9664-0.0098 0.9311-0.0271 0.8525-0.0433
DCPORTFOLIO 0.9913-0.0104 0.9623-0.0142 0.9413-0.0329 0.8183-0.0782
MFPORTFOLIO 0.9442-0.0304 0.9442-0.0208 0.9566-0.0292 0.8371-0.0800
IPC2011 IPC2014
DFBnB2011 1.0000-0.0000 1.0000-0.0000 0.9776-0.0139 0.8878-0.0486
SLOPEPORTFOLIO 0.9992-0.0013 0.9995-0.0015 0.9791-0.0143 0.8919-0.0453
STSPORTFOLIO 0.8941-0.0535 0.8429-0.0644 0.9261-0.0331 0.7897-0.0823
RANDOM 0.9411-0.0255 0.8745-0.0431 0.9487-0.0149 0.7982-0.0529
DCPORTFOLIO 0.9636-0.0131 0.9871-0.0112 0.9530-0.0144 0.8694-0.0437
MFPORTFOLIO 0.9412-0.0314 0.9086-0.0558 0.9605-0.0339 0.7711-0.0981
Table4.3:Trainingandtestresultsofthesortedportfoliosusingrandom-uniformportfolioson
AutomatedPlanning.Thebestorderingscoresarehighlightedinbold.
4.4.1.2 SAT
TheorderingalgorithmshavealsobeenassessedonSAT.Inthisexperiment,altheinstancesdeﬁned
fortheSATCompetition2011areusedtoconﬁgureandsorttheinputportfolios(trainingset).The
resultingsortedportfoliosarethenevaluatedonthewholecolectionofinstancesfromtheSAT
Competition2013(testset).Ontheotherhand,MIPSAThasbeenusedastheinputportfoliofor
orderingGOPportfoliosanditscomponentsolvershavebeenconsideredtogeneratetherandom
andrandom-uniforminputportfolios(seeFigure3.10onpage58fordetailsabouttheMIPSAT
conﬁguration).
Similarlytotheplanningexperiments,theorderinggeneratedbyDFBnBforthetrainingsethas
beendenotedasDFBnB2011.Also,theorderingcomputedwithDFBnBoverthetestsetwilbe
usedonlytocomputethetestscoreoftheorderingsgeneratedusingthetrainingset.
Table4.4showstheresultsoftheorderingsgeneratedusingMIPSATastheinputportfolio.As
itcanbeseen,theorderingscomputedbySLOPEandDCachievethebesttrainingscore(without
consideringDFBnB2011).Strikingly,thetestresultsshowalargediferenceinscorebetweenboth
orderings,despitethefactthattheyachievedthesametrainingscore.Ingeneral,thetestresultsshow
lowscoresexceptfortheDCportfolio.Indeed,theorderingscomputedbyMFandSTSperformworse
thantheRANDOMorderinginthetestset.Ontheotherhand,theorderingcomputedbyDFBnBfor
thetrainingsetseemstonotsuferfromover-ﬁtinginthetestset,sinceitachievesthesecondbest
scoreandperformsbeterthantherandomordering.
ThetrainingandtestresultsfortherandomportfoliosaredescribedinTable4.5. Asinthe
planningexperiments,wehaveexecuted50timesthetrainingandtestphases,eachonewitha
diferentrandomportfolio.ThetrainingresultsindicatethattheorderinggeneratedwithSLOPE
achievesaquiteremarkabletrainingscore.Asitcanbeseen,thetestresultsshowthattheinput
portfolioorderedwithDFBnBforthetrainingsetachievesthebesttestscore,whichtogetherwith
thepreviousresultstendstoempiricalyconﬁrmthatDFBnBdoesnotsuferfromover-ﬁtinginthe
SATexperiments.Also,thediferenceintestscorebetweenSLOPEandDFBnB2011isnotlarge,
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Orderingalgorithm Trainingscore Testscore
DFBnB2011 1.0000 0.8970
SLOPEPORTFOLIO 0.9747 0.8302
STSPORTFOLIO 0.9699 0.8200
RANDOM 0.9635 0.8265
DCPORTFOLIO 0.9747 0.9952
MFPORTFOLIO 0.9492 0.7994
Table4.4:TrainingandtestresultsofthesortedportfoliosusingGOPportfoliosonSAT.Thebest
orderingscoresarehighlightedinbold.
unlikethediferenceincomputationtime,whichisexponentialylarge.IntheSATexperiments,the
greedyapproachalwayssortstheinputportfolioinlessthanonesecondwhereastheDFBnBbased
approachcantakemorethanonehour,dependingonthesizeoftheinputportfolio.Ontheother
hand,inthisexperiment,theDCportfoliodoesnotperformwelinthetestset.Indeed,itperforms
worsethantheSTSportfolio,whichperformedworsethantherandomorderingfortheGOPinput
portfolio(seeTable4.4).
TrainingScoreand TestScoreand
Orderingalgorithm Std.Deviation(average) Std.Deviation(average)
DFBnB2011 1.0000-0.0000 0.9778-0.0363
SLOPEPORTFOLIO 0.9924-0.0105 0.9654-0.0432
STSPORTFOLIO 0.9742-0.0283 0.9301-0.0665
RANDOM 0.8803-0.0651 0.8544-0.0978
DCPORTFOLIO 0.9401-0.0702 0.9157-0.1295
MFPORTFOLIO 0.8582-0.1131 0.7802-0.1620
Table4.5:TrainingandtestresultsofthesortedportfoliosusingrandomportfoliosonSAT.Thebest
orderingscoresarehighlightedinbold.
Table4.6presentstheresultsfortherandom-uniformportfolios.Similarlytotheplanningre-
sults,thetrainingresultsshowthattheSLOPEportfolioachievesascoreextremelyclosetothescore
oftheoptimalorderingdespitethefactthattheuniformmethodpenalizestheSLOPEheuristic.The
testresultsshowthatDFBnB2011performsagainverywelinthetestset.Also,STS,thetechnique
whichisalsopenalizedbytheuniformmethod,doesnotperformwelinthetestsetasexpected;
thediferenceintestscoreamongSTSandSLOPE(orDFBnB2011)isquitelarge.Finaly,SLOPE
achievesagainanear-optimalsolutioninthetrainingsetandgeneralizesverywelontheSATCom-
petition2013.
4.4.2 DynamicInputPortfolios
Inthisexperiment,weonlyfocusonAutomatedPlanningbecausemostofthedynamicSATport-
foliosonlyrunonesolverformostoftheavailabletime. Thus,wenowapplyaltheordering
algorithmsdeﬁnedabovetoIBACOP2,thewinneroftheIPC-2014(satisﬁcingplanning).Instead
ofconﬁguringthesameportfolioforaltestinstances(astheapproachesusedinthepreviousex-
periments),IBACOP2generatesadiferentsequentialportfolioforeachinputinstance.Therefore,
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TrainingScoreand TestScoreand
Orderingalgorithm Std.Deviation(average) Std.Deviation(average)
DFBnB2011 1.0000-0.0000 0.9821-0.0208
SLOPEPORTFOLIO 0.9999-0.0001 0.9830-0.0200
STSPORTFOLIO 0.9318-0.0513 0.8904-0.0839
RANDOM 0.8938-0.0354 0.8467-0.0489
DCPORTFOLIO 0.9823-0.0181 0.9778-0.0458
MFPORTFOLIO 0.8912-0.0554 0.8064-0.0804
Table4.6:Trainingandtestresultsofthesortedportfoliosusingrandom-uniformportfoliosonSAT.
Thebestorderingscoresarehighlightedinbold.
thescoreofeachsortedorderingiscomputedas i∈Iscore(ρiτ),whereρiτistheorderedportfoliocomputedforeachinputinstancei.Thegenerationofeachportfolioisbasedonlearneddatausing
atrainingset.
AltheinstancesdeﬁnedintheIPC2011havebeenconsideredtosorttheinputportfoliosandthe
domainsoftheIPC2014(whichwerenotincludedinIPC2011)toevaluatetheresultingorderings
(seeTable2.1onpage15fordetails).
AsitcanbeseeninTable4.7,theSLOPEportfolioachievesagainnear-optimalsolutionsin
thetrainingset.ThetrainingscoreobtainedbytheDCportfolioisremarkablewhilethetraining
scoreoftheSTSportfolioisworsethanthescoreachievedbytherandomordering(similarlytothe
random-uniformportfolios).Itismainlyduetotheuniformmethod,whichisappliedbyIBACOP2
todistributetheavailabletimeamongthecomponentsolvers.TheCONFIDENCEportfoliodoesnot
showtrainingscorebecauseitwasorderedbyitslearnedmodels.Ontheotherhand,thetestscore
oftheresultingorderingsshowthatSLOPEagainoutperformsothers.However,thetestscoreofal
thepermutationsarecloseamongthem.
Orderingalgorithm Trainingscore Testscore
DFBnB2011 160.00 105.93
SLOPE 159.94 108.95
STS 144.64 107.32
RANDOM 149.30 107.89
DC 158.31 105.92
MF 152.87 107.10
CONFIDENCE - 108.37
Table4.7:TrainingandtestscoreofthesortedportfoliosusingIBACOP2onAutomatedPlanning.
Thebestorderingscoresarehighlightedinbold.
4.5 Summary
InthisChapter,wehavepresentedaformaldeﬁnitionfortheproblemofsortingthecomponent
solversinasequentialportfolio.Itfocusesonmaximizingtheareainscribedbytheprobability
functionofthesortedportfolio.Thisopenproblemhasbeenaddressedwiththeaimofimproving
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theperformanceoftheportfoliosovertime.ThecontributionsofthisChaptercanbesummarizedas
folows:
1.Theproblemoforderingcomponentsolversinasequential(staticordynamic)portfoliowas
formalydeﬁned.
2.Twodiferentalgorithmstosolvetheproblemwereproposedandcompared. Weempiricaly
showedthatourgreedyapproachproducesnear-optimalsolutionsveryquicklyandthatit
generalizesmuchbeterthananoptimalsolutionwithrespecttoaspeciﬁctrainingsetwhich
hasbeenobservedtosuferfromoverﬁtingintheplanningexperiments.
3.Anextensiveevaluationwasperformedwiththealgorithmsintroducedhere,arandomorder-
ingalgorithmandothersfromtheliteraturewithdatafromthelastthreeIPCs(2008,2011and
2014)andtheSATCompetitions2011and2013.
4.6 Publications
NextweshowthepublishedworkrelatedtothisChapter:
•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2015b).“SortingSequentialPort-
foliosinAutomatedPlanning”.In:ProceedingsoftheTwenty-FourthInternationalJoint
ConferenceonArtiﬁcialInteligence,IJCAI2015,BuenosAires,Argentina,July25-31,2015,
pp.1638–1644

Chapter5
ConclusionsandFutureWork
InthisChapter,wesummarizethemaincontributionsofthisThesis,discusstheconclusionsand
describepossiblefuturework.
5.1 Contributions
ThemaincontributionsofthisThesiscanbesplitintotwoparts,aswedescribeindetailnext.
5.1.1 TheAutomatedGenerationofStaticSequentialPortfolios
Thenotionofportfolioappliedtoproblemsolvinghasshowntobeapromisingavenueofresearch.
Weanalyzedthestate-of-the-artportfoliotechniquesandintroducedGOP,aMixed-IntegerProgram-
mingapproachinordertotheoreticalyaddresstheautomatedgenerationofsequentialportfolios.
Besides,weshowedthatGOPisabletocomputeanupperboundontheperformancethatisfeasible
withalinearcombinationofcandidatesolversforaparticulartrainingdataset.Inourview,reaching
anoveralperformancelargerthantheupperboundautomaticalydeﬁnedbyGOPinthesamepool
ofinstances,underthesameconditions,wouldbearemarkableachievement.
Wealsoperformedanempiricalanalysistodeterminethecompositionofthebesttrainingbench-
marktoconﬁgurehigh-performanceportfolios.Ourresultssuggestthatnotalproblemsprovidethe
sameinformation,termedutilityhere,andthatportfoliosconﬁguredwithsmaltrainingdatasets
canperformverywel.Hence,weconjecturethatthebesttrainingbenchmarkshouldcontainonlya
smalnumberofinstancesthatafewsolversareabletosolve.
Inaddition,weassessedtheperformanceofGOPagainstthemostsuccessfulapproachestoauto-
maticalyconﬁgureportfoliosinplanning.OurresultsindicatedthatGOP,atheoreticaly-grounded
methodfrequentlydominatesalothersunderthesameconditions.Indeed,wesubmitedapar-
ticipantplannertermedMIPLANtothelearningtrackoftheIPC2014.Thecompetitionresults
indicatedthatMIPLAN,theplanningsystemwhichusesGOPtogenerateasequentialportfoliofor
eachgivenplanningdomain,outperformsothers.Itachievedthebestoveralqualityandalsothe
bestcoverageinthecompetition.Therefore,MIPLANwontheoveralbestqualityaward.
Finaly,GOPwasevaluatedontheSATCompetition2013.Wesubmitedonesequentialportfolio
(caledMIPSAT)totheopentrack,whichwasspeciﬁcalydeﬁnedforportfolioapproaches.The
competitionresultsofthistrackreportedthatMIPSATwasthesecondbestsolver.Itonlysolved
threeinstanceslessthanthewinner. Also,weshowedthatthebestperformanceachievablewith
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alinearcombinationoftheparticipantsolverswasthesamethantheperformanceachievedbythe
winner.Thus,MIPSATonlysolvedthreeinstanceslessthanthebestportfolioconﬁgurationforthe
opentrack.
5.1.2 TheAutomatedProcessofOrderingtheComponentSolversinaSe-
quentialPortfolio
Moststate-of-the-artapproachesintheautomateddesignofportfoliosdidnotfocusontheorder
inwhichthecomponentsolversshouldbeexecuted.Thus,wepresentedaformaldeﬁnitionofthe
problemofsortingthecomponentsolversinasequentialportfolioasafunctiondeﬁnedovertime.
Inaddition,weintroducedtwoalgorithmstosolvetheaforementionedproblem.Theﬁrstonesolved
theproblemoptimalyforagivendatasetusingDFBnBandanadmissibleheuristic.Thesecond
onewasagreedyapproachthatusedtheratiobetweenperformanceofeachsolverandexecution
time.
TheresultsoftheextensiveempiricalevaluationperformedonAutomatedPlanningandSAT
indicatedthattheperformanceoftheportfolioovertimecansigniﬁcantlyvarybyusingdiferent
orderingalgorithms.Besides,theDFBnBbasedapproachcomputedanoptimalorderingforthe
trainingsetbutitdidnotgeneralizeweltounseeninstancesinAutomatedPlanning.Itsufered
fromover-ﬁtingwhenevaluateditsperformanceoveratestset.Also,thetimerequiredtocompute
theoptimalorderingcangrowexponentialywiththenumberofsolversoftheinputportfolio.Onthe
otherhand,SLOPE,thegreedyapproach,computedorderingsveryfast,andobtainednear-optimal
solutionswhencomparedagainsttheoptimaltechniqueintraining.Moreover,itgeneralizedmuch
beterthanthestate-of-the-artorderingtechniques.Itisimportanttoremarkthatthegoodbehavior
ofSLOPEdidnotdependonthealgorithmusedforgeneratingtheinputportfolio,asshownbyusing
randomlygeneratedportfolios(withuniformandnon-uniformtimes).
Inviewoftheseresults,weconjecturethatitisgoingtobedifﬁculttoﬁndabeteralgorithmin
termsofthebalancebetweencomputationtime,generalizationpowerandqualityofresults.
5.1.3 Publications
ListofpublicationsrelatedtothisThesis:
•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2012a).“HowGoodisthePerfor-
manceoftheBestPortfolioinIPC-2011?”In:ProceedingsoftheICAPS-12Workshopon
InternationalPlanningCompetition
•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2012b).“PerformanceAnalysis
ofPlanningPortfolios”.In:ProceedingsoftheFifthAnnualSymposiumonCombinatorial
Search,SOCS,NiagaraFals,Ontario,Canada,July19-21,2012.AAAIPress,pp.65–71
•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2013).“MIPSat”.In:InProceed-
ingsofSATCompetition2013,SolverandBenchmarkDescriptions,pp.59–60
•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2014b).“MIPlanandDPMPlan”.
In:Plannerdescription,Deterministictrack,InternationalPlanningCompetition2014
•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2014a).“MIPlan”.In:Planner
description,Learningtrack,InternationalPlanningCompetition2014
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•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2015a).“AutomaticConstructionof
OptimalStaticSequentialPortfoliosforAIPlanningandBeyond”.In:ArtiﬁcialInteligence
Journal226,pp.75–101
•SergioN´u˜nez,DanielBorajo,andCarlosLinaresL´opez(2015b).“SortingSequentialPort-
foliosinAutomatedPlanning”.In:ProceedingsoftheTwenty-FourthInternationalJoint
ConferenceonArtiﬁcialInteligence,IJCAI2015,BuenosAires,Argentina,July25-31,2015,
pp.1638–1644
5.2 FutureWork
InthisThesis,weaddressedrelevantissuesabouttheautomateddesignofsequentialportfolios.
Asfuturework,weproposetogeneralizetheMIPmodeltotheparalelcase. Also,wewould
liketostudydiferentbehaviorsinthesequentialportfoliooncetheﬁrstsolutionhasbeenfound.
Webelievethatdevelopingtechniquesbasedondynamicportfolios,whichcouldgenerateseveral
conﬁgurationswhilesolvingthegiveninputinstance,mightimprovetheperformanceofthestatic
portfoliosconsideredhere.Moreover,weproposetoanalyzetheinﬂuenceoftheorderingalgorithms
onthesedynamicportfolios.Additionaly,wesuggesttoextendtheMIPformulationproposedby
GOPwiththeaimofsolvingtheportfoliogenerationtaskandtheorderingtasktogether.Finaly,it
wouldbeveryinterestingtocontinueworkingontheutilityanalysisofthetraininginstances.Itisa
promisingavenueofresearchrelatedtotheautomateddesignofportfoliosandothertasks.
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AppendixA
CandidateSolvers
InthisAnnexweshowthecandidatesolversusedinalexperiments.TableA.1showstheplanners
consideredtocomputetheOSSportfolioforthesequentialoptimizationtrackoftheIPC2011in
Section3.3.1.1,page43.ThesetofcandidateplannersusedinSection3.3.3.1(seepage48)to
assesstheperformanceoftheGOPportfoliosinoptimalplanningisshowninTableA.2.
Planner Authors Source
Blind SilviaRichteretal. FDSS-2planner
BJOLP ErezKarpasetal. IPC2011
CPT4 VincentVidal IPC2011
FDAutotune ChrisFawcetetal. IPC2011
ForkInit MichaelKatzetal. IPC2011
Gamer PeterKissmannetal. IPC2011
IForkInit MichaelKatzetal. IPC2011
LM-cut MalteHelmertetal. IPC2011
LMFork MichaelKatzetal. IPC2011
M&S-bisim1 RazNissimetal. FDSS-1planner
M&S-bisim2 RazNissimetal. FDSS-1planner
SelectiveMax ErezKarpasetal. IPC2011
TableA.1:OptimalplannersconsideredfromtheIPC2011.
TheOSSportfoliofortheIPC2011sequentialsatisﬁcingtrackhasbeenderivedinSec-
tion3.3.1.2(seepage44)withthesetofcandidateplannersshowninTableA.3.Theassessmentof
GOPtoconﬁguresequentialportfoliosinsatisﬁcingplanninghasbeendescribedinSection3.3.3.2,
whichstartsonpage51.TheperformanceoftheportfoliosautomaticalyderivedwithGOPhasbeen
comparedagainstFDSSusingthesetsofcandidateplannersshowninTablesA.4andA.5,where
eachplannerisdeﬁnedbyasearchalgorithm,anevaluationmethodandasetofheuristics.
Finaly,TableA.6showsthesetofcandidatesolversusedtocomputetheOSSportfolioforthe
opentrackoftheSATCompetition2013inSection3.3.1.3,page44.
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Planner Authors Source
Blind SilviaRichteretal. FDSS-2planner
BJOLP ErezKarpasetal. IPC2011
h1landmarks ErezKarpasetal. FDSS-1planner
hmax landmarks MalteHelmertetal. FDSS-1planner
LM-cut MalteHelmertetal. IPC2011
M&S-bisim1 RazNissimetal. FDSS-1planner
M&S-bisim2 RazNissimetal. FDSS-1planner
M&S-LFPA10000 MalteHelmertetal. FDSS-1planner
M&S-LFPA50000 MalteHelmertetal. FDSS-1planner
M&S-LFPA100000 MalteHelmertetal. FDSS-1planner
RHWlandmarks ErezKarpasetal. FDSS-1planner
TableA.2:OptimalplannersconsideredbyFast-DownwardStoneSoup.
Planner Authors Source
ACOPlan MarcoBaioletietal. IPC2011
ACOPlan2 MarcoBaioletietal. IPC2011
Arvand HootanNakhostetal. IPC2011
BRT VidalAlc´azaretal. IPC2011
CBP RaquelFuentetaja IPC2011
CBP2 RaquelFuentetaja IPC2011
Roamer QiangLuetal. IPC2011
CPT4 VincentVidal IPC2011
DAE-YAHSP JohannDr´eoetal. IPC2011
FDAutotune1 ChrisFawcetetal. IPC2011
FDAutotune2 ChrisFawcetetal. IPC2011
FDSS1 MalteHelmertetal. IPC2011
FDSS2 MalteHelmertetal. IPC2011
ForkUniform MichaelKatzetal. IPC2011
LAMA2008 SilviaRichteretal. IPC2011
LAMA2011 SilviaRichteretal. IPC2011
Lamar AlanOlsenetal. IPC2011
LPRPG-P AmandaColesetal. IPC2011
Madagascar JussiRintanen IPC2011
Madagascar-p JussiRintanen IPC2011
POPF2 AmandaColesetal. IPC2011
Probe NirLipovetzkyetal. IPC2011
Randward AlanOlsenetal. IPC2011
SATPLANLM-C DunboCaietal. IPC2011
Sharaabi BharatRanjan IPC2011
YAHSP2 VincentVidal IPC2011
YAHSP2-MT VincentVidal IPC2011
TableA.3:SatisﬁcingplannersconsideredfromtheIPC2011.
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Planner
Search Evaluation Heuristics Source
Greedybest-ﬁrst Eager FF FDIPC2011
Weighted-A∗w=3 Lazy FF FDIPC2011
Greedybest-ﬁrst Eager FF,CG FDIPC2011
Greedybest-ﬁrst Eager ADD,FF,CG FDIPC2011
Greedybest-ﬁrst Eager FF,CG,CEA FDIPC2011
Greedybest-ﬁrst Eager FF,CEA FDIPC2011
Greedybest-ﬁrst Eager ADD,FF,CG,CEA FDIPC2011
Greedybest-ﬁrst Eager ADD,FF FDIPC2011
Greedybest-ﬁrst Eager ADD,CG,CEA FDIPC2011
Greedybest-ﬁrst Eager ADD,FF,CEA FDIPC2011
Greedybest-ﬁrst Eager CG,CEA FDIPC2011
Greedybest-ﬁrst Eager ADD,CG FDIPC2011
Greedybest-ﬁrst Lazy FF FDIPC2011
Greedybest-ﬁrst Eager CEA FDIPC2011
Greedybest-ﬁrst Eager ADD,CEA FDIPC2011
Greedybest-ﬁrst Lazy FF,CG,CEA FDIPC2011
Weighted-A∗w=3 Eager FF FDIPC2011
Greedybest-ﬁrst Eager ADD FDIPC2011
Greedybest-ﬁrst Lazy FF,CEA FDIPC2011
Greedybest-ﬁrst Lazy FF,CG FDIPC2011
Greedybest-ﬁrst Lazy ADD,FF,CG,CEA FDIPC2011
Greedybest-ﬁrst Lazy ADD,FF,CEA FDIPC2011
Greedybest-ﬁrst Lazy ADD,FF,CG FDIPC2011
Greedybest-ﬁrst Lazy ADD,FF FDIPC2011
Weighted-A∗w=3 Lazy CEA FDIPC2011
Weighted-A∗w=3 Eager CEA FDIPC2011
Greedybest-ﬁrst Lazy CG,CEA FDIPC2011
Greedybest-ﬁrst Lazy ADD,CEA FDIPC2011
Greedybest-ﬁrst Lazy ADD,CG,CEA FDIPC2011
Greedybest-ﬁrst Lazy ADD,CG FDIPC2011
Weighted-A∗w=3 Lazy ADD FDIPC2011
Weighted-A∗w=3 Eager ADD FDIPC2011
Greedybest-ﬁrst Lazy CEA FDIPC2011
Weighted-A∗w=3 Eager CG FDIPC2011
Greedybest-ﬁrst Lazy ADD FDIPC2011
Greedybest-ﬁrst Eager CG FDIPC2011
Weighted-A∗w=3 Lazy CG FDIPC2011
Greedybest-ﬁrst Lazy CG FDIPC2011
TableA.4:SatisﬁcingplannersconsideredbyFDSS-1.
Planner
Search Evaluation Heuristics Source
Greedybest-ﬁrst Eager FF FDIPC2011
Greedybest-ﬁrst Lazy FF FDIPC2011
Greedybest-ﬁrst Eager CEA FDIPC2011
Greedybest-ﬁrst Eager ADD FDIPC2011
Greedybest-ﬁrst Lazy CEA FDIPC2011
Greedybest-ﬁrst Lazy ADD FDIPC2011
Greedybest-ﬁrst Eager CG FDIPC2011
Greedybest-ﬁrst Lazy CG FDIPC2011
TableA.5:SatisﬁcingplannersconsideredbyFDSS-2.
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Planner Authors Source
CSHCpar8 YuriMalitskyetal. SAT2013
MIPSat SergioN´u˜nezetal. SAT2013
GlucoRed+Marchr531 SiertWieringa SAT2013
interactopen1.0 JingchaoChen SAT2013
Glucansstrict XiaojuanXuetal. SAT2013
Solver43a ValeriyBalabanov SAT2013
Solver43b ValeriyBalabanov SAT2013
forlnodrup MateSoos SAT2013
GlueMiniSat2.2.7j HidetomoNabeshimaetal. SAT2013
MINIPURE1.0.1 Hsiao-LunWang SAT2013
TableA.6:SATsolversconsideredfromtheSATCompetition2013.
