s one of the most fundamental objects investigated in pure and applied mathematics and computer science, the notion of a Boolean function was introduced about 150 years ago in the context of fundamental mathematics and mathematical logic by an English mathematician George Boole (1815-1864). Boole's treatment of algebra of logic (now known as Boolean algebra) in his The laws of thought [3] laid the foundation for the design of modern digital computer circuits. For positive integers and , a vectorial, or ( , )−Boolean function is a map from the finite field 2 (or the vector space 2 ) to 2 (or 2 ) ( = 1 corresponds to a Boolean function). Since the middle of the twentieth century, with the rapid development of information and communication technology, Boolean function theory has become an important tool for solving problems of analysis and synthesis of discrete devices which transform and process information, in particular, in cryptography. In this article, we give an overview of the main concepts and problems in the area of cryptographic Boolean functions from the last 40 years.
To respond to a need for ensuring security of electronic data, in 1973 the US National Bureau of Standards (now, [20] . The call, submission and collaborative effort to approve and publish DES marks the start of intense work on cryptography in academia.
Feistel Cipher with rounds; Reprinted from [10] .
In modern society, exchange and storage of information in an efficient, reliable and secure manner is of fundamental importance. Cryptographic primitives are used to protect information against eavesdropping, unauthorized changes and other misuse. The security of any symmetric cipher relies on components like the substitution -boxes.
What is…
As an example, let the Feistel scheme (one of the two major schemes in addition to Substitution-Permutation Networks) [10] for DES depicted in Fig. 1 : we split the input block into two halves −1 and −1 , 1 ≤ ≤ , and go through a sequence of "rounds" with
, where ⊕ is the binary addition and ( ) is an encryption function using a key on the block ).
A substitution or an -box (part of the 's above) is nothing else than a cryptographic Boolean function (CBF), that is, a Boolean function possessing some optimal (or near optimal) cryptographic properties. The -boxes introduce confusion (as defined by Shannon in 1949 in his seminal "Communication Theory of Secrecy Systems" [21] , where he also considered diffusion -"mixing" the properties of the plaintext into the ciphertext) in the system. Among the most important classes of CBF are the so-called bent, almost perfect nonlinear, almost bent, crooked, correlation immune and resilient functions [4, 7, 8, 10, 16, 23] . Defined for cryptographic purposes starting in the 70's, these turned out to be known for many decades in the context of other domains of mathematics and information theory such as coding theory, sequence design, commutative algebra, combinatorics and finite geometry. During recent years more applications of these beautiful objects have been found, and, we believe, many more are still to be discovered. In spite of the universality of these functions and long history of study not much is known about some of these classes (the case of almost perfect nonlinear and almost bent functions, for instance) and just a few families of such functions have been constructed.
For most cryptographic attacks on block ciphers (like DES, or the current standard, Advanced Encryption Standard -AES) there are certain properties of functions which measure the resistance of the -box to these attacks. One of the most efficient cryptanalysis tools for block ciphers, the differential attack introduced by Biham and Shamir [2] , is based on the study of how differences in an input can affect the resulting differences in the output. An ( , )-function is called differentially -uniform if the derivative equation ( ) = ( + )− ( ) = has at most solutions for every ∈ * 2 and ∈ 2 . Functions with the smallest possible differential uniformity contribute an optimal resistance to the differential attack. In this sense, differentially 2 − -uniform functions, called perfect nonlinear (PN), are optimal. However, PN functions exist only for even and ≤ /2. For the important case of = , differentially 2-uniform functions, called almost perfect nonlinear (APN), have the smallest possible differential uniformity. Another powerful attack on block ciphers is the linear cryptanalysis proposed by Matsui [15] , which is based on finding affine approximations to the action of a cipher. The nonlinearity of an ( , )-function is the minimum Hamming distance between all components of and all affine Boolean functions in variables. The nonlinearity quantifies the level of resistance of the function to the linear attack: the higher the nonlinearity, the better the resistance of . Functions whose nonlinearity reaches the universal upper bound are called bent. All bent functions are also PN and vice versa, that is, these functions have optimal resistance against both linear and differential attacks. If = , PN (or bent) functions do not exist, but if is also odd, functions with the best possible nonlinearity are called almost bent (AB). When is even the tight upper bound on nonlinearity is still to be determined. All AB functions are APN, but the converse is not true in general.
There
85 of those, so there are many more constructions we have not been able to find yet. In spite of not being balanced, there are many properties on bent functions that make them so desirable. For example, the derivative of a bent function is always balanced in any direction, which is quite important for differential cryptanalysis; they have excellent propagation characteristics, since if one changes any nonzero number of bits in the input of a bent function, the output changes with probability 1/2, a desirable property for (fast) correlation attacks. These are just a handful of cryptographic properties connected to bentness, but bent functions are also useful for coding theory. Since they generate difference sets, they can be used to construct a symmetric design. They also give rise to the Kerdock codes, and some other robust error detecting codes. For even dimension, bent functions attain the covering radius of the first-order Reed-Muller code. They have flat absolute values with respect to the Walsh-Hadamard transform (a discrete Fourier transform). One could consider different transforms, and impose flatness of the corresponding values. For example, the choice of the nega-Hadamard transform is motivated by local unitary transforms that play an important role in the structural analysis of pure -qubit stabilizer quantum states, as argued by Riera and Parker [18] in 2006.
The nonlinearity and the differential uniformity (and, therefore, bentness, PNness, APNness and ABness), are invariant under affine, extended affine and CCZ-equivalences (in increasing order of generality). Two functions and ′ are affine equivalent (EA), if ′ = ∘ ∘ ( , are affine permutations) and extended affine equivalent (EAequivalent), if ′ = ∘ ∘ + ( is just affine). They are called CCZ-equivalent if their graphs are affine equivalent. CCZ-equivalence is the most general known equivalence relation of functions which preserves the nonlinearity and differential uniformity. Although CCZ-equivalence is a very powerful method for constructing functions, very little is currently known about CCZ-equivalence classes of the known APN functions (in particular, of all power APN functions except Gold case) whether they are larger than EA-equivalence classes (and EA-equivalence classes of their inverses when a function is a permutation). In general, identifying situations in which CCZ-equivalence reduces to EA-equivalence is useful. It is already known that for all Boolean functions and for all bent functions CCZ-equivalence and EAequivalence coincide, while for quadratic power APN and AB functions CCZ-equivalence is strictly more general. The classification of bent, APN and AB functions is a hard open problem. Complete classification for APN and AB functions over 2 is known only for = 5. For bent functions the classification is done nowadays up to = 8. The reason the computation is difficult is because the space of all Boolean functions in variables is doubly exponential, that is, its cardinality is 2 2 . There are only a few infinite classes of APN and AB functions known (e.g., four classes of AB power functions, six classes of APN power functions, eleven classes of quadratic APN and AB functions constructed recently; for 6 ≤ ≤ 9 there is a large list of quadratic APN and AB functions, but infinite classes are still to be determined). It was conjectured by Dobbertin in 1999 that classification of APN and AB power functions is complete, but the proof is yet to be determined.
Recent advances in APN functions have made a prominent impact on the theory of commutative semifields. In spite of considerable work, only two previously known infinite families of commutative semifields (that are not finite fields) of order , an odd prime, were constructed by Dickson [11] and Albert [1] . A few new such infinite families have been constructed using families of quadratic APN functions (see for instance [6] ). Hence, results on the classification of APN and PN functions have important consequences on our understanding of commutative semifields and projective planes.
Quadratic AB permutations are of interest for combinatorial analysis. A mapping from 2 to itself is called crooked if { ( ) ∶ ∈ 2 } is the complement of a hyperplane, for all ∈ * 2 . Every crooked function gives rise to a distance regular rectagraph (a graph without triangles in which every pair of vertices at distance 2 lies in a unique 4-cycle) of diameter 3, and every quadratic AB permutation (taking 0 value at 0) is crooked. The converse is not known, that is, whether a crooked function is necessarily a quadratic AB permutation. There are not too many constructions of rectagraphs known, especially rectagraphs of small diameter. Hence such functions provide not only interesting building blocks for symmetric cryptosystems but also provide new distance regular rectagraphs. Nowadays only two families of crooked functions are known. One constructed in 1968 by Gold [13] in his investigation of sequence designs and rediscovered in 1993 by Nyberg [17] in the context of cryptography, giving rise to Preparata graphs. The other one is the family of binomials constructed in 2008 by Budaghyan, Carlet and Leander [5] .
For odd all power APN functions are permutations. Certainly, one wonders whether there exist APN permutations over 2 in the case when is even, and in [12] Dillon et al. constructed an APN permutation for = 6 applying CCZ-equivalence to a quadratic APN function. It is a surprising result since quadratic APN functions themselves cannot be permutations, and it is one of the few results showing that CCZ-equivalence changes properties of functions considerably. Now it is a big challenge to construct APN permutations for larger , or better yet, construct infinite families of such functions.
We end our Boolean functions snapshot with an extension that has gained increasing attention in the last few years, stepping off outside of the binary world. We mention here the generalized Boolean functions, defined on 2 (or 2 ) with values in integers modulo ≥ 2, or -ary Boolean functions, that is, functions defined on with values in , where is a prime number. An important topic here is the study of generalized bent functions, which are those whose generalized (using powers of a complex root of 1) Walsh-Hadamard transform absolute values are constant. Multicarrier communications and modulation schemes is a major research topic that has been around for slightly over two decades, rooted in the explosive growth of the Internet, which in turn has increased the demand for wired and wireless high data rates. A major problem with the multicarrier modulation in general and the OFDM (Orthogonal Frequency Division Multiplexing) system in particular is the high peak-to-average power ratio (PAPR) that is inherent in the transmitted signal. Schmidt in 2009 [19] showed that one can achieve a perfect modulation (with respect to the PAPR) if one uses the sequence associated to a generalized bent Boolean function. Researchers' attempts in constructing or describing these generalized bent functions culminated in 2017 with their complete characterization in terms of classical bent Boolean functions in two independent works [14, 22] .
In this article we gave a brief overview of some of the main concepts, results and the problems we face in cryptographic Boolean functions' research. It is by no means all inclusive, rather it is an attempt to whet the appetite of the mathematician as well as the practitioner to delve more in this area.
