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Necessary and sufficient conditions for
meromorphic integrability near a curve
Thierry Combot
Abstract. Let us consider a vector field X meromorphic on a neighbourhood of an algebraic
curve Γ¯ ⊂ Pn such that Γ is a particular solution ofX . The vector fieldX is (l, n−l) integrable
if it there exists Y1, . . . , Yl−1,X vector fields commuting pairwise, and F1, . . . , Fn−l common
first integrals. The Ayoul-Zung Theorem gives necessary conditions in terms of Galois groups
for meromorphic integrability of X in a neighbourhood of Γ. Conversely, if these conditions
are satisfied, we prove that if the first normal variational equation NVE1 has a virtually diag-
onal monodromy group Mon(NVE1) with non resonance and Diophantine properties, X is
meromorphically integrable on a finite covering of a neighbourhood of Γ. We then prove the
same relaxing the non resonance condition but adding an additional Galoisian condition, which
in fine is implied by the previous non resonance hypothesis. Using the same strategy, we then
prove a linearisability result near 0 for a time dependant vector fieldX withX(0) = 0 ∀t.
Keywords. Differential Galois theory, meromorphic integrability, small divisors.
AMS classification. 37J30,37J35,37J40.
1 Integrability
In this article, we consider an analytic curve Γ in the n-dimensional complex projective
space Pn such that Γ¯ is an algebraic curve, and a vector field X meromorphic on
Ω ⊂ Pn, a neighbourhood of Γ¯, such that Γ is an orbit ofX . So Γ is of the form
Γ = {(x1(t), . . . , xn(t)), t ∈ C}
where x(t) is a solution ofX . The curve Γ is completed by taking the algebraic closure
Γ¯ in Pn. The points Γ¯ \ Γ are limits of the solution x(t) when t goes to infinity or a
singularity of x(t), and are equilibrium and singular points of X .
We want to study integrability of X in the following sense.
Definition 1 (See [4]). We say that X is meromorphically (l, n − l) integrable on
Ω ⊂ Pn if there exists meromorphic vector fields Y1, . . . , Yl−1 on Ω and functions
F1, . . . , Fn−l meromorphic on Ω such that
• The vector fields X,Y1, . . . , Yl−1 are independent over the meromorphic func-
tions on Ω and pairwise commute.
• The functions F1, . . . , Fn−l are functionally independent and are common first
integrals of the vector fieldsX,Y1, . . . , Yl−1.
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Let us now define variational equations. The first order variational equation V E1 is
given by
Z˙ = ∇X(x(t))Z, Z ∈ Cn.
where x(t) is the solution on Γ depending on time. This is a linear time depending dif-
ferential equation. We will noteK the differential field generated by x1(t), . . . , xn(t),
which will serve as the base field for Galois group computation. This differential sys-
tem always admits a solution in K, corresponding to perturbations tangential to the
orbit Γ. The first order variational equation can then be quotiented by this solution,
defining a n− 1 dimensional system, called the normal variational equation NV E1.
If we try to define similarly variational equation of higher order by consider series
expansion of X up to order k, we end up with non linear equations, which is not sat-
isfactory for Galois group computations. So we define the higher variational equation
V Ek of order k as a linear differential equation on the jet space of order k near the
point x(t), see [7, 3]. An efficient way to build this higher variational equation is to
write the series expansion
Xj(x1(t) + Z1, . . . , xn(t) + Zn) =

 ∑
i1,...,in
fj,i1,...,in(t)Z
i1
1 . . . Z
in
n


j=1...n
,
introduce the variables Zi1,...,in , write the system
Z˙m1,...,mn =
n∑
j=1
mjZ
mj−1
j
∑
i1,...,in
fj,i1,...,in(t)Z
i1
1 . . . Z
in
n
and then make the substitution of the monomials in the right part
Zi11 . . . Z
in
n → Zi1,...,in if i1 + · · ·+ in ≤ k
Zi11 . . . Z
in
n → 0 if i1 + · · ·+ in > k
This defines a linear system in Zi1,...,in with coefficients in K. Its solutions are linear
combinations of Z1(t)i1 . . . Zn(t)in where Z1(t), . . . , Zn(t) are solutions of the non
linear variational equation. Furthermore, a notion of higher normal variational equa-
tions NV Ek will be defined in section 2, generalizing the first order caseNV E1.
Now to variational equations V Ek can be associated differential Galois groups
Gal(V Ek), defined over the base field K. The Ayoul Zung Theorem is the follow-
ing.
Theorem (Ayoul-Zung [3]). If the vector field X is meromorphically integrable on
a neighbourhood of Γ, the Galois groups of the variational equations V Ek on Γ are
virtually Abelian for all k ∈ N∗.
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The proof of this theorem is based on [7], to which it reduces by doubling the di-
mension. The purpose of this article is to prove the inverse of the Ayoul-Zung Theorem
under some generic conditions, i.e. if all Galoisian conditions are satisfied, then the
vector field is meromorphically integrable. Let us first remark that a variational equa-
tion can be transformed in a system with algebraic coefficients by changing the time.
Let us note C(Γ¯) the field of rational functions on Γ¯. We can now introduce a variable
s such that (possibly up to permutation of the coordinates)
Γ¯ = {(γ1(s), . . . , γn−1(s), s), s ∈ P}
where the γi are (multivalued) algebraic functions. They generate the differential field
C(Γ¯). The k-variational equation using the parametrization by s is of the form
(S) :
∂
∂s
Z = A(s)Z
with A a matrix with coefficients in C(Γ¯).
Definition 2.We will say that a differential system (S) with coefficient in C(Γ¯) is
Fuchsian if all singularities are regular, i.e. all solutions of (S) have singularities
with at most polynomial growth. The monodromy group Mon(S) of the differential
system (S) with coefficient in C(Γ¯) is the group generated by a fundamental matrix
of solutions computed on closed loops of the Riemann surface defined by C(Γ¯). The
Zariski closure of the monodromy group is the Galois group, i.e. Mon(S) = Gal(S),
see [11]. The identity component of the Galois group is noted Gal0(S), and the identity
component of the monodromy group is then defined by
Mon0(S) = Mon(S) ∩ Gal0(S).
In this article, we will only consider the case when the normal first order variational
equation is Fuchsian and its monodromy group is virtually diagonal, i.e. its identity
component is generated up to common conjugacy by diagonal matrices.
Definition 3. Let G be a group of diagonal matrices. The group G is
• k-resonant for j if
n−1∏
i=1
Mkiii = Mjj , ∀M ∈ G
• Non-resonant if non k-resonant for all j ∈ {1, . . . , n}, k ∈ Nn, | k |≥ 2
• Diophantine if there exist a basis (diag(λi,1, . . . , λi,n))i=1...p of G such that
∞∑
ν=1
2−ν ln

 max
j=1...n, 2≤|k|≤2ν
ǫj,k 6=0
ǫ−1j,k

 <∞ with ǫj,k = max
i=1...p
∣∣∣∣∣
n∏
l=1
λkli,l − λi,j
∣∣∣∣∣
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These are the same definitions as simultaneous Brjuno condition in [10] and close
to [8]. Remark that the Diophantine property is independent of the choice of the basis
of G. Indeed, a basis change is equivalent to multiplication of k by an element of
GLn(Z), thus multiplying | k | by a constant. This multiplies at most the sum by a
positive constant, and so does not change its finiteness status. Our main results are the
following.
Theorem 1. Let X be a meromorphic vector field of a neighbourhood of Γ¯, with Γ an
algebraic solution of X . Assume NV E1 is Fuchsian andMon0(NV E1) is diagonal,
non-resonant and Diophantine. The vector field X is meromorphically integrable on a
finite covering over a neighbourhood of Γ if and only if all variational equations near
Γ have a virtually Abelian Galois group. Moreover, if integrable, the vector field X is
then (l, n− l) integrable with l = dim(Gal0(NVE1)) + 1.
A finite covering over a neighbourhood of Γ is introduced because whenGal(NVE1)
is not connected, the vector fields we will build could be finitely multivalued on a
neighbourhood of Γ, with Gal(NV E1)/Gal0(NVE1) inducing a finite action on the
valuations. An example is given in section 5.1. Conversely, the Ayoul Zung theo-
rem still applies as lifting the vector field X on a finite covering does not change
Gal0(V Ek), on which the conditions of the Ayoul-Zung Theorem holds.
The non resonance condition is necessary to insure that Gal0(NV Ek) does not
grow, which is pivotal in the proof. We can thus remove this resonance condition,
but in the other hand reinforce the conditions on the Galois groups Gal0(NVEk).
Theorem 2. Let X be a meromorphic vector field of a neighbourhood of Γ¯, with Γ
an algebraic solution of X . Assume NV E1 is Fuchsian, Gal0(NV Ek) ≃ Cl−1 for
all k ∈ N∗ and Mon0(NV E1) is Diophantine. Then the vector field X is (l, n − l)
integrable on a finite covering over neighbourhood of Γ.
This theorem cannot be transformed into an equivalence because Gal0(NV Ek) ≃
Cl−1 for all k ∈ N∗ is not a necessary condition for integrability. It is however neces-
sary for a stronger property, linearisability.
Theorem 3. Let X be a time dependant vector field meromorphic on an algebraic
finite covering C of a neighbourhood of {0 ∈ Cn} × P. Let us note π : C 7→ Cn
the projection, Γ = π−1(0) \ S where S are singular points of X on π−1(0) and
Γ¯ = π−1(0). AssumeX = 0 on Γ, the NV E1 near Γ¯ is Fuchsian andMon0(NV E1)
is diagonal and Diophantine. The vector field X is holomorphically linearisable on a
neighbourhood of Γ if and only if Gal0(NV Ek) ≃ Cl−1 for all k ∈ N∗.
The linearisability problem corresponds to find a time dependant coordinates change,
holomorphic on a neighbourhood of Γ, such thatX becomes its linear part in these new
coordinates. The connection between linearisability and integrability is already made
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in [9] for a neighbourhood of an equilibrium point. The linearisation of Theorem 3
implies integrability on a finite covering of a neighbourhood of Γ. However, not all
integrable vector fieldsX on a finite covering of a neighbourhood of Γ are linearisable,
as given by the following example
q˙1 =
α
s
q1 +
1
s
q21q2, q˙2 = −
α
s
q2 − 1
s
q1q
2
2, s˙ = 1
The solutions of this system can be written
q1 = c1s
α+c1c2 , q2 = c2s
−α−c1c2 , s = t+ c3 (1.1)
The system is (2, 1) integrable with
q1q2, q1
∂
∂q1
− q2 ∂
∂q2
,
(
α
s
+
1
s
q1q2
)
q1
∂
∂q1
−
(
α
s
+
1
s
q1q2
)
q2
∂
∂q2
+
∂
∂s
However the system is not linearisable near 0. Indeed, 2-dimensional linear diago-
nal systems have solutions using at most 2 hyperexponential functions, independent
of initial conditions, and here the hyperexponential function sα+c1c2 depends on c1, c2.
Remark that the contraposition of Theorem 3 is satisfied: the system is not linearisable,
and the Galois group of the NV Ek grows. This growing is obtained when differenti-
ating (1.1) with respect to c1, c2, producing logs terms at order 3 and higher in c1, c2.
The plan of the article is the following
• In section 2, we define several reduction of the vector fields and the higher order
normal variational equations NV Ek.
• In section 3, we prove formally the right to left implications of the main Theorems
1,2,3.
• In section 4, we prove that the formal first integrals and vector fields converge on
a finite covering over neighbourhood of Γ. We then finish the proofs of Theorems
1,2,3.
• In section 5, we present some generalizations under stronger conditions, in par-
ticular the completion at singular points Γ¯ \ Γ and computation of the covering
of Γ on which the vector fields and first integrals are defined.
2 Normal higher variational equations
2.1 Good coordinates near Γ
Let us consider the following coordinates of the neighbourhood of Γ¯
x = (γ1(s) + q1, γ2(s) + q2, . . . , γn−1(s) + qn−1, s)
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whose inverse is
(q, s) = (x1 − γ1(xn), . . . , xn−1 − γn−1(xn), xn)
This coordinates become singular when the γi are singular. Now in these coordinates,
the curve Γ¯ becomes q = 0. The vector field has Γ for solution, and thus is tangent to
Γ. So the vector field can now be written under the form
q˙1 =
n−1∑
i=1
qiX1,i(s, q), . . . , q˙n−1 =
n−1∑
i=1
qiXn−1,i(s, q), s˙ = Xn(s, q) (2.1)
where the Xi,j are meromorphic in q, s on a neighbourhood of {0} × Γ¯. Moreover,
they are analytic on Γ except possibly when the γi or the initial vector fieldX become
singular. The functions Xi,j can therefore be represented by series in q with coeffi-
cients meromorphic in s ∈ Γ¯. Meromorphic functions on Γ¯ are in fact algebraic, and
form the field C(Γ¯).
Example
x˙1 = x2, x˙2 = −x1
This vector field admits x21 + x
2
2 = 1 as an algebraic solution. In the q, s coordinates,
we have
q˙ = − qs√
1− s2 , s˙ = −q −
√
1− s2
The singular locus of γ1(s) =
√
1− s2 is s = ±1 which is now a ramified pole of the
vector field.
2.2 Gauge reduction
If the first order variational equation has a virtually Abelian Galois group, the solutions
can be written using only functions of the form
e
∫
w(s)ds or
∫
w(s)ds
withw(s) an algebraic function on Γ¯. Let us define what we will call hyperexponential
functions and logarithmic functions.
Definition 4. A hyperexponential function H on Γ¯ is a multivalued function such that
∂
∂s
H(s) = h(s)H(s), s ∈ Γ¯
where h(s) is an algebraic function on Γ¯. A logarithmic function L on Γ¯ is a multival-
ued function such that
∂
∂s
L(s) = h(s), s ∈ Γ¯
where h(s) is an algebraic function on Γ¯.
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Let us now recall that also our reduction added singularities in the expression of the
first order variational equation. However these singularities are only due to the change
of coordinates, the base field is still C(Γ¯), and thus Galois group and monodromy
group stays unchanged.
When solving the NV E1 with virtually diagonal Galois group, we first consider
the field extension P ∩ C(s) where P is the Picard Vessiot field of NV E1. It is an
algebraic extension of the field of rational functions on Γ¯ and so defines a Riemann
surface Σ above Γ¯. We now have
P ∩ C(s) = C(Σ)
where C(Σ) is the field of rational functions on Σ. Now the Picard Vessiot field can be
expressed by
P = C(Σ) (H1(s), . . . ,Hl−1(s))
where the Hi are hyperexponential functions with logarithmic derivative in C(Σ).
Remark that to solve the V E1 when knowing the solutions of the NV E1, we just
have to integrate some linear combination of the solutions of the NV E1. If V E1
has a virtually Abelian Galois group, we will have to consider at worst an additional
logarithmic function for the Picard Vessiot field of the V E1, but no additional algebraic
extension will be necessary.
Proposition 1 (See [1] Proposition 3). AssumeGal0(NV E1) is diagonal. There exists
a gauge transformation with coefficients in C(Σ) of theNV E1 such that the NV E1 is
then of the form
Z ′ =


X˜1,1 0 . . . 0
. . .
0 . . . 0 X˜n−1,n−1

Z.
The gauge transformation is a linear transformation on the Z’s, but can also be
applied to the (non linear) system (2.3).
Definition 5. The gauge transformation of Proposition 1 applied to the variables q1,
. . . , qn−1 of equation 2.1 defines a vector field meromorphic in q1, . . . , qn−1 with co-
efficients in C(Σ) we called gauge reduced.
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After gauge reduction, the system is of the form
q˙1 = X˜1,1(s)q1 +
∞∑
|i|≥2
f1,i(s)q
i
. . .
q˙n−1 = X˜n−1,n−1(s)qn−1 +
∞∑
|i|≥2
fn−1,i(s)q
i
s˙ = X˜n(s, q)
(2.2)
with fj,i ∈ C(Σ). The poles of the fj,i, X˜i,i, X˜n in Σ are such that their projection on Γ¯
is either such that γ is singular (due to the coordinate system near Γ) or on Γ¯\Γ (proper
singularities of the initial system). In any case, they belong to a finite set S ⊂ Σ, not
depending on j, i.
Remark that gauge reduction is simply a variable change, and thus conserves the
commuting vector fields and first integrals on a neighbourhood of Γ if they exist.
However, due to the introduction of the algebraic Riemann surface Σ, these vector
fields and first integrals will be a priori defined on a finite covering of a neighbour-
hood of Γ. Thus (l, n− l) integrability on a finite covering of a neighbourhood of Γ is
conserved by gauge reduction.
2.3 Time reduction
We want in equation (2.1) a normalization of Xn(s, q) to 1, but this corresponds to a
change of time, and commuting vector fields are not invariant by time change. To keep
track of the time change, we introduce the time variable t, and the equation t˙ = 1. The
vector fields are now in dimension n+1, and we can make the time change, giving the
system
t˙ =
1
Xn(s, q)
, s˙ = 1,
q˙1 =
n−1∑
i=1
qi
X1,i(s, q)
Xn(s, q)
, . . . , q˙n−1 =
n−1∑
i=1
qi
Xn−1,i(s, q)
Xn(s, q)
The last step is to consider s as the new time, removing the equation s˙ = 1
q˙1 =
n−1∑
i=1
qi
X1,i(s, q)
Xn(s, q)
, . . . , q˙n−1 =
n−1∑
i=1
qi
Xn−1,i(s, q)
Xn(s, q)
, t˙ =
1
Xn(s, q)
(2.3)
The vector field obtained is time dependant, and the new time s lives on Σ.
Definition 6. The equation (2.3) defines a vector field we call the time reduction of the
vector field X .
Meromorphic integrability near a curve 9
The time reduction and gauge reduction can be made independently, and if done so
we call the resulting vector field time and gauge reduced. Each of these reductions
have drawbacks
• The gauge reduction requires additional ramifications as the resulting vector field
has a series expansion in q with coefficients in C(Σ) instead of C(Γ¯)
• The time reduction does not conserve commuting vector fields.
Let us remark that time reduction can produce some additional singularities. The
function Xn(s, q) corresponds to the tangential part of X along Γ, and thus vanishes
when X vanishes. These are the true singular points on the curve Γ¯ (and so not in Γ).
However, when γ is singular, this also can produce a singularity. Still this singularity
is artificial, as it is due only to the coordinates system, and thus the monodromy of
the variational equations will be trivial around it. Let us now define the higher normal
variational equations
Definition 7. The higher normal variational equationNV Ek is the variational equation
of (2.3) without the equation in t.
The key point to allow this definition is that t does not appear in the equations in
qi, and so restricting the system to the q’s has sense. We now need to check that the
classical definition of NV E1 coincide with this definition for k = 1.
Lemma 1. The above definition of NV Ek when k = 1 is the V E1 quotiented by the
solution corresponding to a tangential perturbation to Γ with a change of independent
variable.
Proof. We begin from equation (2.1). The curve Γ¯ is the straight line q1 = q2 = · · · =
qn−1 = 0, so the tangential perturbation is in the direction s only. The first order
variational equation is
Z˙ =


∂sXn ∂q1Xn . . . ∂qn−1Xn
0 X1,1 . . . X1,n−1
0 . . .
0 Xn−1,1 . . . Xn−1,n−1

Z
Thematrix is already in block triangular form, and the first component of Z correspond
to the perturbation in s, so tangential to Γ. So the V E1 quotiented by the solution
corresponding to a tangential perturbation to Γ is given by the last n− 1 coordinates,
which defines a (n− 1) × (n− 1) matrix whose entries areXi,j(s, 0).
Let us now compute the NV E1 according to Definition 7. It is given by
Z ′ =
1
Xn


X1,1 . . . X1,n−1
. . .
Xn−1,1 . . . Xn−1,n−1

Z
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with ′ the differentiation in s. The function Xn(s, 0) appearing in front of the matrix
can be removed using dt = Xn(s, 0)ds, and so these matrices are the same after a
change of independent variable.
3 Formal results
3.1 Formal flow
From now on, the NV E1 is assumed to have a virtually diagonal monodromy group
and to be Fuchsian (and so the Galois group is also virtually diagonal). When gauge
reduced, we noteH1, . . . ,Hn−1 the hyperexponential basis of solutions of the NV E1
with logarithmic derivatives X˜i,i.
Proposition 2. Let us consider X a time and gauge reduced vector field and assume
thatGal0(V Ek) is Abelian ∀k ∈ N∗. We assume moreover at least one of the follow-
ing hypotheses
• Mon0(NVE1) is non-resonant.
• Gal0(NV Ek) ≃ Cl−1 ∀k ∈ N∗
Let us consider s0 a regular point on Σ with X(s0, 0) non singular. Then there exists
formal series
ϕj(s, c1, . . . , cn−1) =
∑
i∈Nn−1
aj,i1,...,in−1(s)(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
for j = 1 . . . n− 1 and
ϕn(s, c1, . . . , cn−1) =
∑
i∈Res
ci11 . . . c
in−1
n−1Li(s)+
∑
i∈Nn−1
an,i1,...,in−1(s)(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
such that (q1(s), . . . , qn−1(s), t(s)) = ϕ(s, c1, . . . , cn−1) is a formal solution ofX for
any c,
aj,0,...,0,1,0,...,0 = 0 if the 1 is not in position j, ∀j = 1 . . . n− 1
aj,0,...,0,1,0,...,0 = 1 if the 1 is in position j, ∀j = 1 . . . n− 1,
aj,m1,...,mn−1(s0) = 0 if Mon
0(NVE1) ism resonant for j,
Res the set multi-indices such that H1(s)i1 . . . Hn−1(s)in−1 ∈ C(Σ), aj,i1,...,in−1 ∈
C(Σ) and Li logarithmic functions.
Remark that the condition on aj,m1,...,mn−1(s0) is non empty only whenMon
0(NV E1)
is resonant.
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Proof. We will first prove the existence of the formal series ϕj , j = 1 . . . n − 1. We
prove it by recurrence on the order k = i1 + · · · + in−1. For k = 1, we consider the
solutions of the NV E1. This gives
Z0,...,0,1,0,...,0 = cjHj with the 1 in position j
As the particular solution is q1 = q2 = · · · = qn−1 = 0, this gives for the first order
ϕj(s, c1, . . . , cn−1) = cjHj , j = 1 . . . n− 1
Let us now assume the formal series ϕj , j = 1 . . . n − 1 exist at order k − 1. We
will now prove they exist at order k. The ϕ at order k − 1 we have induces a solution
of the NV Ek−1 given by
Zm1,...,mn(s) =
n−1∏
j=1
ϕj(s, c1, . . . , cn−1)
mj mod < (ci)i1+···+in=k >
We now want to add terms of order k to this solution to obtain a solution of theNV Ek.
Remark that a solution of NV Ek does not always leads to a series expansion of a
solution of X near Γ. This is due to the linearisation process made in constructing the
higher variational equations.
Let us look at the variables Zm1,...,mn(s) with m1 + · · · + mn ≥ 2. Using the
formula
Zm1,...,mn(s) =
n−1∏
j=1
ϕj(s, c1, . . . , cn−1)
mj mod < (ci)i1+···+in=k+1 >
we see that the unknown terms in c of order k in ϕj are not necessary to compute these
expressions. This is because the total valuation in c of the ϕj , j = 1 . . . n − 1 is 1,
and as we havem1 + · · ·+mn ≥ 2, any term in c of order k in ϕj after expanding the
product gives terms of order at least k + 1, which disappear in the modulo.
We now have almost all the components of a solution of the NV Ek which comes
from a series expansion of a solution of X near Γ. The only components we do not
know are Z0,...,0,1,0,...,0 with the 1 in position 1 to n − 1. These component will give
the expression of ϕj at order k. They can be computed using variation of constants,
giving the formula
Z0,...,0,1,0,...,0 = Hj(s)
∑
2≤|i|≤k
∫
fj,i(s)
Zi(s)
Hj(s)
ds
with fj,i ∈ C(Σ) coming from the computation of the series expansion of X near Γ.
Now knowing thatZm is aC(Σ) linear combination of (c1H1(s))i1 . . . (cdHn−1(s))in−1
with 2 ≤| i |≤ k, we have
Z0,...,0,1,0,...,0 = Hj(s)
∑
2≤|i|≤k
∫
gj,i(s)
(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
Hj(s)
ds
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with gj,i ∈ C(Σ). Using ϕj at order k − 1, we already know the expression of
Z0,...,0,1,0,...,0 at order k − 1 in c, giving
Z0,...,0,1,0,...,0 = ϕj(s)|order k−1+Hj(s)
∑
|i|=k
∫
gj,i(s)
(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
Hj(s)
ds.
The V Ek has a virtually Abelian Galois group, thus Z0,...,0,1,0,...,0 is in a virtually
Abelian extension of C(Σ) for any c. Then each term of the sum should be as there
cannot be any cancellation between the integrals due to each term having different
coefficient ci.
Let us now prove the two following Lemmas
Lemma 2. If a hyperexponential function H ∈ C(Σ)(H1, . . . ,Hn−1) admits an inte-
gral in C(Σ)(H1, . . . ,Hn−1) then it admits an integral in C(Σ).H .
Proof of the Lemma. The integral ofH has at most an additive monodromy group over
the base fieldC(Σ)(H). However, when know that it is inC(Σ)(H1, . . . ,Hn−1)which
has a multiplicative group. This implies that∫
H(s)ds ∈ C(Σ)(H)
Now two cases. If H ∈ C(Σ), then the Lemma follows immediately as ∫ H(s)ds ∈
C(Σ) and then
∫
H(s)ds/H ∈ C(Σ). If H /∈ C(Σ), we write∫
H(s)ds = F (s,H(s)), F ∈ C(Σ)(x).
Now asH is hyperexponential, we can act the Galois group on this equality giving∫
αH(s)ds = F (s, αH(s)), α ∈ C∗.
Making a series expansion at α = 0 and identifying the powers of α, we obtain∫
H(s)ds = g(s)H(s), gC(Σ)
which gives the Lemma.
Lemma 3. If a hyperexponential function H /∈ C(Σ) admits an integral in virtually
Abelian extension of C(Σ), then it admits an integral in C(Σ).H .
Proof of the Lemma. The integral ofH has at most an additive monodromy group over
the base field C(Σ)(H). As we also know that H /∈ C(Σ), the monodromy acts on H
multiplicatively
σα(H) = αH
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If the monodromy group of
∫
H over C(Σ)(H) is not identity, we have also a mon-
odromy element
δβ(
∫
H) = β +
∫
H.
Now computing the commutator, we have
[σα, δβ ] = δβ(1−α)
So the monodromy would not be commutative, which is not compatible with the hy-
potheses. This implies that the monodromy is identity, and so that
∫
H ∈ C(Σ)(H).
We now apply the previous Lemma 2, giving that it admits an integral in C(Σ).H .
Let us first assume we have the non resonance hypothesis. We have
(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
Hj(s)
/∈ C(Σ)
Due to the definition of Σ, we have moreover that
(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
Hj(s)
/∈ C(Σ)
We can now use the Lemma 3, and we obtain a solution for Z0,...,0,1,0,...,0 of the form
Z0,...,0,1,0,...,0 = ϕj(s)|order k−1 +
∑
|i|=k
g˜j,i(s)(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
This gives an expression for ϕj at order k in c for j = 1 . . . n− 1.
We now assume the hypothesis Gal0(NV Ek) ≃ Gal0(NV E1), ∀k ∈ N∗. We
have to integrate terms of the form
gj,i(s)
(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
Hj(s)
As the Galois group does not grow, we can apply Lemma 2, and so we know it admits
an integral of the form
g˜j,i(s)
(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
Hj(s)
, g˜j,i ∈ C(Σ)
If the multi index i is resonant with respect to j, we moreover have that
(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
Hj(s)
∈ C(Σ)
So we can freely add a constant to this integral, keeping the same form, just changing
the g˜i,j(s). As s0 is a regular point, theH do not vanish nor become singular at s0, the
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function gi,j is not singular at s0, and thus adjusting the constant we can always assume
that g˜i,j(s0) = 0. Now doing this on all terms, we obtain a solution for Z0,...,0,1,0,...,0
of the form
Z0,...,0,1,0,...,0 = ϕj(s)|order k−1 +
∑
|i|=k
g˜j,i(s)(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
with moreover g˜j,i(s0) = 0 when i is resonant with respect to j. This gives the expres-
sion for ϕj at order k in c for j = 1 . . . n− 1.
Now let us focus on the last case ϕn. We have
∂
∂s
ϕn(s) =
1
Xn(s, ϕj(s)j=1...n−1)
Expanding in series the right term, we obtain an expression of the form
ϕn(s) =
∫
1
Xn(s, 0)
ds+
∑
1≤|i|≤k
∫
gn,i(s)(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1ds
with gn,i ∈ C(Σ). The set Res is the the multi-indices such that
H1(s)
i1 . . . Hn−1(s)
in−1 ∈ C(Σ).
Remark that if i /∈ Res, then we moreover have
H1(s)
i1 . . . Hn−1(s)
in−1 /∈ C(Σ)
as C(Σ) contains all algebraic functions in the Picard Vessiot field P . Now for each
i ∈ Res, we have that
gn,i(s)(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1 ∈ C(Σ)
and thus its integral is a logarithmic function. And for i /∈ Res, Lemma 3 applies, and
gives an integral of the form∫
gn,i(s)(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1ds = g˜n,i(s)(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
This gives the expression of ϕn of the Proposition.
Let us remark that in the first case, we also proved that the Galois group does not
grow, as we built the general solution (ϕj(s, ·))j=1...n−1 as a formal series with coef-
ficients in the Picard Vessiot field of the NV E1. Thus the solutions of higher normal
variational equations also belong to this field. This proves the corollary
Corollary 1. Under the conditions of Proposition 2,Mon0(NV E1) non-resonant im-
plies Gal0(NV Ek) ≃ Cl−1 ∀k ∈ N∗.
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This also implies that Theorem 2 implies the right to left implication of Theorem 1.
The right to left implication of Theorem 1 is given by Ayoul-Zung Theorem. So we
still only have to prove Theorem 2. Proposition 2 is also close to a more streamlined
equivalent of [2] in the non Hamiltonian case with “small” Galois group. Indeed, our
solutions series allow to find a linearisation map (see section 3.3.), which induces a
linear transformation on the jet space diagonalizing the NV Ek.
3.2 Formal integrability
Proposition 3. Let us considerX a meromorphic vector field in the neighbourhood of
an algebraic curve Γ¯ with Γ a solution ofX . Let us assume thatGal0(V Ek) is Abelian
∀k ∈ N∗ and note l = dim(Gal0(NV E1)) + 1. Assume Gal0(NVEk) ≃ Cl−1 ∀k ∈
N∗. Then X is formally (l, n − l) integrable on a finite covering of a neighbourhood
of Γ¯.
Proof. We can always assume the vector field X to be gauge reduced as this does not
impact integrability on a finite covering of a neighbourhood of Γ. Let us now make
the time reduction on X and apply Proposition 2. We build the formal series solution
ϕ. The restricted function (ϕj(s, ·))j=1...n−1 is at first order given by
ϕ1 = c1H1(s), . . . , ϕn−1 = cn−1Hn−1(s)
Thus we can formally invert the map
(ϕj)j=1...n−1(s, ·) : (c1H1(s), . . . , cn−1Hn−1(s))→ Cn−1
giving
cjHj(s) = Φj(q, s), q ∈ Cn−1
Now the hyperexponential solutions H1, . . . ,Hn−1 are possibly not algebraically in-
dependent. This is the case when l < n. In such case, we can build n− l independent
non trivial relations between the Hj of the form
n−1∏
j=1
Hj(s)
kj ∈ C(Σ), ki ∈ Z
Now replacing the Hj by Φj(q, s), this allows to build formally n − l first integrals
F1, . . . , Fn−l ∈ C(Σ)((q)). They are functionally independent because they are inde-
pendent at first order. Now first integrals are not affected by the time reduction, and
thus F1, . . . , Fn−l are also formal first integrals of the vector field X .
We now want to build the formal vector fields. We consider the n functions
Ji = lnHi(s)− lnΦi(q, s) i = 1 . . . n− 1
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Jn =
∑
i∈Res
Φ1(q, s)
i1 . . .Φn−1(q, s)
in−1
H1(s)i1 . . . Hn−1(s)in−1
Li(s)+
∑
i∈Nn−1
an,i1,...,in−1(s)Φ1(q, s)
i1 . . .Φn−1(q, s)
in−1 − t
These formal expressions are functionally independent first integrals of the vector field
X after time reduction, and thus so they are before the time reduction.
Let us consider the vector space V of vectors v ∈ C(Σ)((q))n such that
n−1∑
j=1
∂qjFivj + ∂sFivn = 0 ∀i = 1 . . . n− l
The commuting vector fields we are searching should be in V as the Fi should be first
integrals of them. As the Fi are independent, the dimension of V is l over C(Σ)((q)),
and we note v1, . . . , vl a basis of them.
The logarithmic derivatives of the Fi are linear combinations of the derivatives of
the Ji. So let us consider a basisB of the supplementary space of dimension l of these
linear combinations, and note
J˜i =
n∑
j=1
Bi,jJj
Remark we can assume J˜n = Jn as Jn cannot intervene in the expressions of the first
integrals Fi because of the t appearing in it.
Let us now define the n× n matrix
Jac =


∂q1J1 . . . ∂qn−1J1 ∂sJ1
. . .
∂q1Jn . . . ∂qn−1Jn ∂sJ1


and the l × l matrix
˜Jac =


Lv1 J˜1 . . . Lvl J˜1
. . .
Lv1 J˜l . . . LvlJ˜l


All the logarithmic derivatives of J1, . . . , Jn−1 are in C(Σ)((q)), and thus so are
LviJj , j = 1 . . . n − 1, i = 1 . . . l. For Jn, when computing LviJn, the coeffi-
cients in front of the logarithmic functions Li(s) are first integrals, and thus their Lie
derivative with respect to vi is zero. Thus the logarithmic functions Li(s) are always
differentiated, and thus LviJ˜n ∈ C(Σ)((q)), ∀i = 1 . . . l. So the coefficients of matrix
˜Jac are in C(Σ)((q)).
Lemma 4. Let us consider an invertible matrix M ∈ Mn(K) where K is a differen-
tial field for the derivations in x1, . . . , xn. The vector fields
∑n
i=1Mi,j
∂
∂xi
pairwise
commute if and only if the 1-forms
∑n
j=1(M
−1)i,jdxj are closed.
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Proof of the Lemma. In this proof, we will note [ ]j for the j-th column extraction
of a matrix, and ( )k,j the k, j coefficient extraction. The closure condition for the
differential forms writes
[∂qi(M
−1)]j = [∂qj (M
−1)]i, ∀i, j
[M−1(∂qiM)M
−1]j = [M
−1(∂qjM)M
−1]i, ∀i, j
M−1(∂qiM)[M
−1]j = M
−1(∂qjM)[M
−1]i, ∀i, j
(∂qiM)[M
−1]j = (∂qjM)[M
−1]i, ∀i, j
n∑
k=1
[∂qiM)]k(M
−1)k,j =
n∑
k=1
[∂qjM ]k(M
−1)k,i, ∀i, j
n∑
k=1
((M⊺)−1)j,k[∂qiM)]k =
n∑
k=1
((M⊺)−1)i,k[∂qjM ]k, ∀i, j
n∑
k=1
((M⊺)−1)j,k(∂qiM))p,k =
n∑
k=1
((M⊺)−1)i,k(∂qjM)p,k, ∀i, j, p
Noting
Bp =


(∂q1M)p,1 . . . (∂qnM)p,1
. . . . . .
(∂q1M)p,n . . . (∂qnM)p,n

 ,
this relation above rewrites
((M⊺)−1Bp)i,j = ((M
⊺)−1Bp)j,i, ∀i, j, p(M⊺)−1Bp = B⊺pM−1, ∀p.
In other words the matrix (M⊺)−1Bp is symmetric for all p. Let us now write the
commutation condition
n∑
k=1
(M)k,i[∂qkM ]j =
n∑
k=1
(M)k,j[∂qkM ]i, ∀i, j
n∑
k=1
(M)k,i(∂qkM)p,j =
n∑
k=1
(M)k,j(∂qkM)p,i, ∀i, j, p
n∑
k=1
(M⊺)i,k(B
⊺
p)k,j =
n∑
k=1
(M⊺)j,k(B
⊺
p)k,i, ∀i, j, p
(M⊺B⊺p )i,j = (M
⊺B⊺p)j,i, ∀i, j, p
M⊺B⊺p = BpM, ∀p.
In other words the matrix BpM is symmetric for all p.
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Now to conclude, multiplying the first condition by M on the right and by M⊺ on
the left, we obtain
(M⊺)−1Bp = B
⊺
pM
−1 ⇔ BpM = M⊺B⊺p
The matrix ˜Jac is a submatrix of Jac. The matrix Jac is invertible and its lines form
closed 1-forms. So we can apply Lemma 4 withM = Jac−1, and thus the columns of
Jac−1 form commuting vector fields. The vectors
Yj =
l∑
i=1
( ˜Jac−1)i,jvi, j = 1 . . . l
are linear combinations of the columns of Jac−1, and thus are commutative vector
fields.
Let us finally check that X is among them. We have LXJi = 0, ∀i = 1 . . . n − 1
and LXJn = 1. These equalities rewrite in matrix form
Jac


X1
. . .
Xn

 =


0
. . .
0
1


and thus X is given by the last column of Jac−1. As moreover LXFi = 0, ∀i =
1 . . . n− l,X belongs to the vector space V and thus is a linear combination of the Yj .
After a basis change, we can assume for example that Yl = X .
Thus X admits n − l formal first integrals F1, . . . , Fn−l ∈ C(Σ)((q)) and l formal
commuting vector fields X,Y1, . . . , Yl−1 with coefficients in C(Σ)((q)). Thus X is
formally (l, n− l) integrable on a finite covering of a neighbourhood of Γ¯.
The first integrals come from the algebraic relations between the hyperexponential
functions, and can effectively appear because the non resonance condition only holds
on N in contrary to the relations taken into account by the Galois group which hold
over Z. The Proposition 3 gives a formal result for Theorem 2, and using Corollary 1,
also gives a formal result for the right to left implication of Theorem 1.
Example
q˙ =
αq
s(q3 + q2s+ s)
, s˙ =
1
q3 + q2s+ s
We make the time reduction, giving
q˙ =
αq
s
, t˙ = q3 + q2s+ s
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where ˙ is now the derivation in s. The series of Proposition 2 are
q = c1s
α, t =
1
2
s2 +
s2 (c1s
α)2
2α + 2
+
s (c1s
α)3
3α+ 1
There are no resonant terms for α 6= −1,−1/3. The Galois group for α /∈ Q ofNV E1
is C∗, and so there are no meromorphic first integrals in q, s. The functions Ji are
J1 = α ln s− ln q, J2 = 12s
2 +
s2 (c1s
α)2
2α+ 2
+
s (c1s
α)3
3α + 1
− t
As there are no first integrals, we have ˜Jac = Jac, and we obtain
Jac =
(
− 1q αs
2s2q
2α+2 +
3sq2
3α+1 s+
2sq2
2α+2 +
q3
3α+1
)
Now inverting this matrix, we find for the first column up to multiplication by a con-
stant the following commuting vector field
(3αq2s+ 3α2s+ q2s+ 4αs + s+ αq3 + q3)q
q3 + q2s+ s
∂
∂q
− q
2s(3αq + 3αs + 3q + s)
q3 + q2s+ s
∂
∂s
When α ∈ Q, the system admits a first integral,
F1(q, s) = q
denom(α)s−numer(α)
This first integral is indeed the exponential of −denom(α)J1.
Remark that when s˙ = 1 already before the time reduction, the equation in time is
t˙ = 1. Then the matrix Jac is of the form

∗
−∇qΦ ∗
∗
0 . . . 0 ∗


The vector space V of vector fields independent ofX such that with respect to them the
Lie derivative of the first integrals of X is 0 is sent by this matrix on LieGal(NVE1).
Thus Jac−1.LieGal(NV E1) is the vector space generated by commuting vector fields
independent with X and with common first integrals the Fi. Now this can also be
seen as the the action of LieGal(NVE1) on ϕ. Indeed, differentiating the ϕ along
LieGal(NV E1) is simply
(∇qΦ−1)(Φ(q, s)).LieGal(NV E1) = −(∇qΦ)−1.LieGal(NV E1)
= Jac−1.LieGal(NVE1)
the last equality being true because Jac is a block triangular matrix. This process is
easier to compute and show how LieGal(NV E1) acts on the non linear system.
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3.3 Formal linearisability
Let us now find a formal coordinates change for Theorem 3.
Proposition 4. Let X be a time dependant vector field meromorphic on an algebraic
finite covering C of a neighbourhood of {0 ∈ Cn−1} × P. Let us note π : C 7→ Cn−1
the projection, Γ = π−1(0) \ S where S is the finite set of singular points of X on
π−1(0) and Γ¯ = π−1(0). Assume X = 0 on Γ, the NV E1 near Γ¯ is Fuchsian and
Mon0(NV E1) is diagonal and Diophantine. If Gal0(NV Ek) ≃ Cl−1 for all k ∈ N∗
then the vector fieldX is formally linearisable on a neighbourhood of Γ¯.
Proof. Adding the equation t˙ = 1 with ˙ corresponding to the derivative in s, the
vector fieldX(s, q) defines a system time reduced of the from (2.3). We make a gauge
reduction of X (the vector field X) and apply Proposition 2. We can formally invert
the map
(ϕj)j=1...n−1(s, ·) : (c1H1(s), . . . , cn−1Hn−1(s))→ Cn−1
giving
cjHj(s) = Φj(q, s), q ∈ Cn−1
Thus in new coordinates defined by Φ, the vector field X becomes linear with associ-
ated matrix 

X˜1,1(s) 0 . . . 0
. . .
0 . . . 0 X˜n−1,n−1(s)

 (3.1)
where X˜i,i(s) are logarithmic derivatives of the Hi. The coordinates change Φ is a
formal series with coefficients in C(Σ).
Let us note P the matrix with coefficients in C(Σ) given by Φ at first order. We now
consider the transformation P−1Φ. The matrix P−1 is a gauge transformation sending
equation (3.1) to the linear part ofX . Moreover by construction, the application P−1Φ
is tangent to identity.
We know that P−1Φ ∈ C(Σ)[[q1, . . . , qn−1]]n−1. Let us now consider the action
of G = Gal(C(Σ) : C(Γ¯)) on it. As the coefficients of the linear part of X are in
C(Γ¯) (recall that X is meromorphic in a neighbourhood of Γ¯), the linear part of X
is left invariant by the action of G. Now acting G on P−1Φ gives possibly several
transformations, all tangent to identity, sendingX to its linear part. Composing such a
transformation with the inverse of another one, we obtain a transformation stabilizing
the linear vector field associated to the linear part of X , and tangent to identity. Such
a transformation has to be identity.
Thus G leaves P−1Φ invariant, and thus P−1Φ ∈ C(Γ¯)[[q1, . . . , qn−1]]n−1. Thus
X is conjugated to its linear part by a transformation in C(Γ¯)[[q1, . . . , qn−1]]n−1, i.e.
a formal transformation on a neighbourhood of Γ¯.
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4 The Ziglin group
4.1 Definitions
Definition 8. Let us consider X a gauge reduced vector field and a point s0 ∈ Γ. Let
us consider a closed curve γ on Γ with s0 ∈ γ and note Φγ ∈ C{q1, . . . , qn−1}n−1
the germ of holomorphic map given by the flow of X along γ with initial condition
s0, q1, . . . , qn−1. The Ziglin group Zig(X) is the group of germs of holomorphic maps
Φγ for all such curves γ. The subgroup Zig0(X) is the group of holomorphic maps
Φγ for all such curves γ whose lift on Σ is closed.
The Jacobian matrices of the elements of the Ziglin group are the monodromy matri-
ces of the NV E1. The Jacobian matrices of the elements of Zig0(X) are monodromy
matrices of the NV E1 along closed curves on Σ, i.e. elements of Mon0(NV E1). Due
to this, the Ziglin group generalize the monodromy group of the NV E1, which was
first used by Ziglin [12] to prove non integrability.
Proposition 5. Let us considerX a time and gauge reduced vector field. IfGal0(V Ek)
is Abelian ∀k ∈ N∗, then Zig0(X) is Abelian. Moreover
Zig(X)/Zig0(X) ≃ Gal(NV E1)/Gal0(NV E1)
Proof. Let us consider the flow Φ with initial condition q01 , . . . , q
0
n−1 at s0. Its series
expansion at order k in the initial conditions q01, . . . , q
0
n−1 gives a vector of functions
in s, which is a solution of the NV Ek. Now computing this flow along a closed loop
γ on Σ defines an element of Zig0(X). Doing the same on the series expansion at
order k defines a monodromy matrix of the NV Ek. Now knowing that γ is closed on
Σ, we also know that this monodromy matrix belongs to Gal0(NVEk). This group is
Abelian by hypothesis, and thus any pair of elements of Zig0(X) commute up to order
k. This is valid for any k ∈ N∗, and the elements of Zig0(X) are holomorphic maps.
Thus Zig0(X) is Abelian.
Let us now remark that Zig(X)/Zig0(X) is a subgroup of the group of the covering
Σ over Γ¯ (which is a finite group as Σ is an algebraic Riemann surface over Γ¯). By
construction of Σ, we also have
Gal(C(Σ) : C(Γ¯)) = Gal(NV E1)/Gal
0(NVE1)
Thus
Zig(X)/Zig0(X) ⊂ Gal(NV E1)/Gal0(NV E1)
Now remark that Φγ at first order gives the element of Mon(NVE1) generated by
the closed curve γ. And thus
Zig(X)/Zig0(X) ⊃ Mon(NV E1)/Mon0(NV E1)
As we know that Mon(NVE1)/Mon0(NVE1) is finite, we deduce it is equal to
Gal(NVE1)/Gal0(NV E1), which gives the Proposition.
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Remark that when computing Gal(NV Ek), k ≥ 2, only integrals are necessary,
and never algebraic extensions. Thus the number of connected components of Gal(NV Ek)
does not grows and so
Gal(NV Ek)/Gal
0(NV Ek) ≃ Gal(NV E1)/Gal0(NV E1)
The Proposition thus extends this result to Zig(X).
4.2 Convergence
Proposition 6. The formal series solution of Proposition 2 under the additional con-
dition that Mon0(NV E1) is Diophantine is convergent on a neighbourhood of c = 0
with s not projecting on a singularity of X .
Proof. Let us fix an s0 ∈ Σ which projects not on a singularity of X , and let us
consider the restricted function (ϕj(s0, ·))j=1...n−1. This defines an invertible formal
map in the neighbourhood of (q1, . . . , qn−1) = 0. Let us note the new coordinates
c1, . . . , cn−1.
Now computing (ϕj(s0, ·))j=1...n−1 along a closed curve on Σ with base point s0
gives in the coordinates c1, . . . , cn−1 a diagonal transformation (recall thatMon0(NVE1)
is a diagonal multiplicative group). Thus in the coordinates c1, . . . , cn−1, the Ziglin
group element Φγ is a linear diagonal transformation. The same hold for any closed
curve γ on Σ, and thus any element of Zig0(X) is diagonal in the coordinates c1,
. . . , cn−1.
Thus the coordinates change (ϕj(s0, ·))j=1...n−1 makes a simultaneous linearisa-
tion of all elements of Zig0(X). The linear part of Zig0(X) are the monodromy
matrices Mon0(NVE1) which are Diophantine by hypothesis. We can now apply
Stolovitch Theorem 2.1 [10]. The elements of Zig0(X) are formally linearisable, and
thus holomorphically linearisable. More importantly, the linearisation map is unique
provided that resonant monomials in the transformation vanish. This is indeed the case
of (ϕj(s0, ·))j=1...n−1 as given by Proposition 2. Thus by uniqueness, the transforma-
tion (ϕj(s0, ·))j=1...n−1 is convergent on a neighbourhood of 0.
For now, we just have proved convergence at s0. Let us note s1 ∈ Σ which projects
on a non singular point forX and γ a path going from s0 to s1. Let us consider Φγ the
flow of X along γ. We have then
(ϕj(s1, ·))j=1...n−1 = Φγ ◦ (ϕj(s0, ·))j=1...n−1
As Φγ and (ϕj(s0, ·))j=1...n−1 are holomorphic in a neighbourhood of 0, so is
(ϕj(s1, ·))j=1...n−1. Using the formula
∂
∂s
ϕn(s) =
1
Xn(ϕj(s)j=1...n−1, s)
we deduce that ϕn(s) also converges.
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Remark that the value of ϕ(s1, ·) depends on the path γ chosen. Changing the
path between s0 to s1 is equivalent to compose with an element of Zig0(X), which is
diagonal in the coordinates c1, . . . , cn−1. Thus changing the path does not affect the
convergence in a neighbourhood of 0 but can change the size of this neighbourhood.
End of the proof of Theorem 2. We now apply the same reasoning of Proposition 3,
but using now converging series. This gives us vector fields and first integrals as con-
verging series. Now these are converging outside the singularities of the time and
gauge reduced vector field. These singularities correspond to zeros and singularities
of the initial vector field, and singularities of the parametrization. So when going back
to the initial variables x1, . . . , xn, the singularities of the parametrization disappear
and we obtain commuting vector fields and first integrals, meromorphic on a finite
covering of a neighbourhood of Γ. Finally, The number of vector fields produced is
exactly dim(Gal0(NV E1)) + 1, as given by Proposition 3.
4.3 End of proof of Theorem 3
Proof. For the right to left implication, let us first remark that if the set of singular-
ities S is the whole Γ, then the Theorem is empty. If it is not the whole Γ, as X
is meromorphic on Γ¯, then S is finite. So we can use Proposition 4 and we have a
formal linearisation. Using moreover Proposition 6, the formal series of Proposition
2 are convergent, and thus so is the coordinate change for the linearisation of X of
Proposition 4.
Let us now prove the left to right implication. The system is equivalent to its linear
part with a holomorphic variable change on a finite covering of a neighbourhood of
Γ. In these coordinates,X becomes linear, and as Gal0(NVE1) is diagonal, the linear
system can be furthermore gauge reduced, giving a system of the form (the time being
noted s)
q′ =


X˜1,1(s) 0 . . . 0
. . .
0 . . . 0 X˜n−1,n−1(s)

 q
with X˜i,i(s)meromorphic on a finite covering of P1. The group Gal0(NVEk) of such
equation is (C∗)l−1 for all k ∈ N∗ and the group Mon0(NVEk) is multiplicative.
Now the gauge reduction is a variable change holomorphic on a finite covering of a
neighbourhood of Γ, and so changes the monodromy group of NV Ek with at most a
finite extension (or a finite index subgroup). Thus the monodromy group of NV Ek in
the original coordinates is a finite extension of a diagonal group of matrices. As the
system is Fuchsian, its Zariski closure is the Galois group, and thus Gal0(NVEk) ≃
(C∗)l−1 with the same integer l.
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5 Completion and finite coverings
Although the Theorems 1,2 are “in spirit” inverse of the Ayoul-Zung Theorem, they
are not exactly because the integrability produced is not exactly the same as in the
original Ayoul-Zung Theorem
• The vector fields produced are defined on a finite covering over a neighbourhood
of Γ, and thus are multivalued. This is due to algebraic extensions made for Σ.
Thus strictly speaking, these vector fields are not meromorphic near Γ ⊂ Pn.
• The vector field is defined near Γ¯ and Galoisian conditions are over Γ¯, however
the first integrals and vector fields produced are possibly not defined on a neigh-
bourhood of Γ¯ \ Γ.
5.1 Minimal finite coverings for integrability
The finite covering problem can be understood at the linear level. The Theorem 3
gives a linearisation without needing a finite covering, but the resulting matrix system
is not diagonal. The construction of vectors fields using Proposition 3 however require
gauge reduction, so diagonalization of the linear part.
Proposition 7. Let X be a meromorphic vector field of a neighbourhood of Γ¯, with
Γ an algebraic solution of X . Assume NV E1 is Fuchsian, Gal0(NVEk) ≃ Cl−1 for
all k ∈ N∗ and Mon0(NV E1) is Diophantine. Let us note JΣ,JΓ¯ the fields of first
integrals of the NV E1 with coefficients in C(Σ) and C(Γ¯) respectively. The vector
field is integrable on a neighbourhood of Γ if and only if JΣ/JΓ¯ ≃ C(Σ)/C(Γ¯).
Proof. We can assume the vector field X to be reduced as equation (2.1), as it does
not require algebraic extensions (the base field stays the rational functions on Γ¯). We
begin by the right to left implication. We only need to find l − 1 commuting vector
fields and n− l first integrals (depending on the new time s). Let us first remark that
the unitary minimal polynomial of an element of JΣ has coefficients in JΓ¯ (i.e. an
algebraic first integral has a unitary minimal polynomial whose coefficients are also
first integrals).
Let us notew a generator of the algebraic extensionC(Σ)/C(Γ¯). We notew1, . . . , wp
its conjugates. By hypothesis, there exists F ∈ JΣ such that the action of G =
Gal(C(Σ) : C(Γ¯)) on w and F are exactly the same. We also note F1, . . . , Fp the
conjugates of F . The Galois group G acts as permutations on the w1, . . . , wp and
F1, . . . , Fp. Let us note Y1, . . . , Yl−1 the vector fields obtained by Theorem 2. Let
us note (Yi,j)j=1...p the conjugates of Yi (remark they could be dependent). We now
consider the vector fields 
 p∑
j=1
Fmj Yi,j


m=0...p−1, j=1...l−1
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Acting an element σ ∈ G on such element gives
σ

 p∑
j=1
Fmj Yi,j

 = p∑
j=1
σ(Fmj Yi,j) =
p∑
j=1
Fmτ(j)Yi,τ(j) =
p∑
j=1
Fmj Yi,j
with τ ∈ Sp. So these vector fields have coefficients in C(Γ¯). The dimension of the
vector space generated by (Yi,j)j=1...p,i=1...l−1 is at least l− 1. We acted on it a matrix
block diagonal whose blocks are the Vandermonde matrix given by the Fi. As the Fi
are all different, this Vandermonde matrix is invertible, and the the dimension of
 p∑
j=1
Fmj Yi,j


m=0...p−1, j=1...l−1
is at least l.
To conclude, we need to build also the suitable first integrals. These are the elements
of J
Γ¯
. By Theorem 2, we know there are n − l independent first integrals in JΣ, i.e.
JΣ is of transcendence degree n − l. As JΓ¯ is a subfield of JΣ of finite index, it has
the same transcendence degree and so also contains n− l first integrals.
Let us now prove the left to right implication. Let us first remark that the inclusion
JΣ/JΓ¯ ⊂ C(Σ)/C(Γ¯)
is immediate. So we only have to prove the other way. We use Theorem 2 to build vec-
tor fields Y1, . . . , Yl−1, Yl = X and first integrals I1, . . . , In−l. By hypothesis, we have
Y˜1, . . . , Y˜l−1 meromorphic independent commuting vector fields in a neighbourhood
of Γ. So this implies we can write
Y˜i =
l−1∑
j=1
fi,jYj i = 1 . . . l (5.1)
with fi,j are first integrals in JΣ. We can invert this linear relation, expressing the Yj
in functions of the Y˜ and the first integrals.
Let us consider an element σ ∈ Gal(C(Σ) : C(Γ¯)), and assume that σ fixes all the
first integrals in JΣ. We want to prove that σ = id. Due to the above relation, as σ
fixes the Y˜ by assumption, we have that σ fixes the Yj . Let us now consider the system
of equations
LYjfi = δi,j i, j = 1 . . . l (5.2)
Now recalling the proof of Proposition 3, we know solutions for this system as linear
combinations
Ji = lnHi(s)− lnΦi(q, s) i = 1 . . . n− 1
Jn =
∑
i∈Res
Φ1(q, s)
i1 . . .Φn−1(q, s)
in−1
H1(s)i1 . . . Hn−1(s)in−1
Li(s)+
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∑
i∈Nn−1
an,i1,...,in−1(s)Φ1(q, s)
i1 . . .Φn−1(q, s)
in−1 − t
Let us note J˜1, . . . , J˜l−1, Jn such solutions of system (5.2) (Jn is a solution for i = l
as we noted Yl = X). The exponentials of certain linear combinations of the Ji form
the first integrals Fi. These Fi are the first integrals of the Yj , and the common kernel
of the LYj is the functions in F1, . . . , Fn−l.
Thus all the solutions of system (5.2) are of the form
fi = J˜i + Ψi(F1, . . . , Fn−l), i = 1 . . . l
Let us now look at the action of σ on J˜i. As σ(J˜i) should be still a solution of (5.2),
we have
σ(J˜i) = J˜i + Ψi(F1, . . . , Fn−l).
The element fixes the first integrals Fi (whose logs are linear combinations of the Ji),
and thus the action of σ on the Ji is of the form
σ(Ji) = Ji + Ψ˜i(F1, . . . , Fn−l), i = 1 . . . n.
So in other words, the action of σ onHi(s)/Φj(q, s) is a multiplication by an arbitrary
function of (F1, . . . , Fn−l).
Now σ can also be seen as a element on Gal(NV E1), and so can be represented by
an (n − 1) × (n − 1) matrix. Let us precise the possible structures of Gal(NVE1).
The group Gal0(NVE1) is constituted of diagonal matrices. Let us regroup theHi by
blocks such that on each block any matrix of Gal0(NV E1) is a multiple of identity.
Then an element of finite order of Gal(NV E1) can
• Act as a finite group on a block.
• Permute different blocks.
As σ ∈ Gal(NVE1), we have that σ(Hi(s)/Φi(q, s)) should stay in the same dif-
ferential field. Thus the action of σ is a multiplication by an element of JΣ. Thus
Gal0(NVE1) acts the same after and before σ, and so σ does not permute different
blocks.
IfHi and Hj belong to the same block, then
Hi(s)Φj(q, s)
Hj(s)Φi(q, s)
is a first integral. Thus the action of σ on it is identity. Thus σ can at most multiply the
Hi(s)/Φi(q, s) by a constant, and the same one on a block.
So the matrix associated to σ is diagonal, and using that it fixes the first integrals,
this diagonal matrix has to be in Gal0(NV E1). However an element Gal0(NV E1)
acts trivially on C(Σ), and thus σ = id.
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Any matrix of Gal(NV E1) commuting with Gal0(NVE1) will act trivially on the
vector fields Yi. So we can consider the maximal subgroup of Gal(NV E1) commut-
ing with Gal0(NVE1) and then the quotient of Gal(NVE1) by it. This defines a finite
group which is the Galois group of C(Σ˜), the field generated by the coefficients of Yi.
Only the “non-commutative” part of Gal(NV E1) produce ramifications for the vector
fields Yi, and thus C(Σ˜) is typically smaller than C(Σ).
Example 1
q˙1 = αq2, q˙2 =
αq1 − sq2
s2 + 1
The Galois group is virtually diagonal, and after gauge reduction, we diagonalize it
and we find the solutions
c1(s+
√
1+ s2)α, c2(s−
√
1+ s2)α.
So C(Σ) = C(s,
√
1+ s2). The only first integral with coefficients in C(Σ) is q21 −
(1+ s2)q22. Thus JΣ = JΓ¯ and so this system is not integrable on a neighbourhood of
q = 0. It needs a 2-covering for its commuting vector field.
Example 2
q˙1 = αq2 +
sq1
2(1+ s2)
, q˙2 =
αq1 − 12sq2
s2 + 1
The Galois group is virtually diagonal, and after gauge reduction, we diagonalize it
and we find the solutions
c1(1+ s
2)1/4(s+
√
1+ s2)α, c2(1+ s
2)1/4(s−
√
1+ s2)α.
We have C(Σ) = C(s,
√
1+ s2). The only first integral with coefficients in C(Σ) is
(q21 − (1 + s2)q22)/
√
1+ s2. Thus JΣ/JΓ¯ ≃ C(s,
√
1+ s2)/C(s) and so this system
is integrable on a neighbourhood of q = 0. The vector field and first integral produced
by Theorem 2 are
q2
√
1+ s2
∂
∂q1
+
q1√
1+ s2
∂
∂q2
,
q21 − (1+ s2)q22√
1+ s2
We can remove the square root of the vector field by multiplying it with the first inte-
gral, and square the first integral
q2(q
2
1 − (1+ s2)q22)
∂
∂q1
+
q1(q
2
1 − (1+ s2)q22)
1+ s2
∂
∂q2
,
(q21 − (1+ s2)q22)2
1+ s2
Example 3
q˙1 =
sq1
4(s2 + 4)
− (s− 2)q3
4(s2 + 4)
+
1
2
αq4
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q˙2 = − αq1
s2 + 4
− sq2
4(s2 + 4)
+
α(s + 2)q3
2(s2 + 4)
+
(s− 2)q4
4(s2 + 4)
q˙3 = − (s− 2)q14s(s2 + 4) +
αq2
2s
− (s
2 + 8)q3
4s(s2 + 4)
q˙4 =
α(s + 2)q1
2s(s2 + 4)
+
(s− 2)q2
4s(s2 + 4)
− αq3
s2 + 4
− (3s
2 + 8)q4
4s(s2 + 4)
The Galois group is virtually diagonal, and after gauge reduction we diagonalize it and
we find the solutions
(2+2
√
s+s)
1
4
(
1+
√
s+
√
2+ 2
√
s+ s
)α
, (2−2√s+s) 14
(
1−√s+
√
2− 2√s+ s
)α
,
(2+2
√
s+s)
1
4
(
1+
√
s−
√
2+ 2
√
s+ s
)α
, (2−2√s+s) 14
(
1−√s−
√
2− 2√s+ s
)α
So C(Σ) = C(s,
√
2+ 2
√
s+ s). The Galois group is of dimension 2. The first
integrals and vector fields produced by Theorem 2 are
F1 =
√
2+ 2
√
s+ s
s2 + 4
(s3q24 + s
2q22 − s2q23 − sq21 + 4sq1q3− 2sq23 + 4sq24 − 2q21 + 4q22
+2
√
s(s2q2q4 − sq1q3 + sq23 + q21 − 2q1q3 + 4q2q4))
F2 =
√
2− 2√s+ s
s2 + 4
(s3q24 + s
2q22 − s2q23 − sq21 + 4sq1q3− 2sq23 + 4sq24 − 2q21 + 4q22
−2√s(s2q2q4 − sq1q3 + sq23 + q21 − 2q1q3 + 4q2q4))
Y1 = (q2 +
√
sq4)
√
2+ 2
√
s+ s
∂
∂q1
+
q1 + q3
√
s√
2+ 2
√
s+ s
∂
∂q2
+
(
√
sq4 + q2)
√
2+ 2
√
s+ s√
s
∂
∂q3
+
q3
√
s+ q1√
s
√
2+ 2
√
s+ s
∂
∂q4
Y2 = (q2 −
√
sq4)
√
2− 2√s+ s ∂
∂q1
+
q1 − q3
√
s√
2− 2√s+ s
∂
∂q2
+
(
√
sq4 − q2)
√
2− 2√s+ s√
s
∂
∂q3
+
q3
√
s− q1√
s
√
2− 2√s+ s
∂
∂q4
The coefficients of F1, F2 define the field C(Σ), and thus
JΣ/JΓ¯ ≃ C
(
s,
√
2+ 2
√
s+ s
)
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So this system is integrable on a neighbourhood of q = 0. The meromorphic first
integrals and vector fields are
F 21 + F
2
2 , (F
2
1 − F 22 )2, F1Y1 + F2Y2, (F 21 − F 22 )(F1Y1 − F2Y2)
Remark that all our examples were linear in the q’s. This is not only because it is
easier, but also because under the Galoisian hypothesis we make, the vector fields are
linearisable using Theorem 3. Now the construction of such example relies on finding
a polynomial P ∈ C(s)[X] with sufficiently many linear relations on the roots, i.e.
the Galois group of P can be recovered by its action on these relations. It appears that
quite complicated groups are possible [6]. This group in particular encodes how the
stable/unstable reconnect in the neighbourhood of Γ.
5.2 Linearisation at singular points
The problem of extending our results to points of Γ¯ \ Γ necessitates to prove the con-
vergence of the series of Proposition 2 at singular points. In particular, these series at
the limit at a singular points can give formal transformations.
Proposition 8. Let X be a meromorphic vector field of a neighbourhood of Γ¯, with Γ
an algebraic solution of X . Assume NV E1 is Fuchsian, Gal0(NV Ek) ≃ Cl−1 for all
k ∈ N∗, Mon0(NV E1) is Diophantine. Theorem 2 applies and gives l meromorphic
commutative vector fields Y , n − l independent meromorphic first integrals F and a
Riemann surface Σ above Γ¯. Let us consider s0 ∈ Σ projecting on an equilibrium point
of X and assume the local monodromy group around s0 is non resonant Diophantine.
Then Y, F extend meromorphically on a neighbourhood of (s0, 0).
Proof. Let us first make the gauge reduction of the vector field X . We can assume s0
projects on 0 ∈ Γ¯. After the gauge reduction, the system becomes
q˙i =
A
s
qi +
1
s
R(s, q) (5.3)
with A = diag(α1, . . . , αn−1), R(s, q) holomorphic in a neighbourhood of q = 0, s ∈
Σ with valuation in q at least 2. The pole at 0 is always of order at most 1 because
s = 0 is singular regular.
We consider the series (ϕj(s, c))j=1...n−1 given by Proposition 2
ϕj(s, c1, . . . , cn−1) =
∑
i∈Nn−1
aj,i1,...,in−1(s)(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
for j = 1 . . . n− 1.
Let us first prove that s = 0 is not a pole of aj,i1,...,in−1(s). Recall that in proof of
Proposition 2, the aj,i1,...,in−1(s) are computed using the formula
Hj(s)
(c1H1(s))i1 . . . (cn−1Hn−1(s))in−1
∫
gj,i(s)
(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
Hj(s)
ds
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where gj,i(s) is a coefficient of the series expansion of X in q. And thus gj,i(s) has a
pole of order at most 1. We have moreoverHi(s) ∼ sαi near 0 (after possibly a scaling
of the Hi) and the α1, . . . , αn−1 are non resonant. Now we know by hypothesis that
the integral is of the form
aj,i(s)
(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
Hj(s)
aj,i(s) ∈ C(Σ)
Let us now prove that aj,i has a limit at s0. Making a series expansion near 0 gives∫
gj,i(s)
(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
Hj(s)
ds = C + bsi.α−αj + o(si.α−αj )
where b is a constant depending on gj,i and C the integration constant. If i.α − αj is
negative, then the valuation of aj,i at s0 is non negative, and so aj,i converges at s0. If
i.α − αj is positive, then either C = 0 and then aj,i converges at s0. Or C 6= 0 and
then aj,i ∼ bs−i.α+αj .
The local monodromy group near s0 inMon0(NVE1) is generated by the diagonal
matrix diag(e2impiα1 , . . . , e2impiαn−1) where m ∈ N∗ is the ramification index of Σ at
s0. The non resonance condition writes
i.mα−mαj /∈ Z ∀i ∈ Nn−1 | i |≥ 2
As aj,i ∈ C(Σ), it admits a Puiseux series at 0 inC[[s1/m]]. And thus−mi.α+mαj ∈
Z, which is impossible due to the non resonance condition.
We can now make a series expansion of the aj,i at s0 (which projects to 0 ∈ Γ¯),
giving
ϕj(s, c1, . . . , cn−1) =
∑
i∈Nn−1
∑
in∈N
aj,i1,...,in−1,ins
in/m(c1H1(s))
i1 . . . (cn−1Hn−1(s))
in−1
for j = 1 . . . n− 1 and inverting the relation we obtain
ciHi(s) = Φi(s, q) Φi ∈ C[[s1/m, q]]
and then
cis
αi =
sαi
Hi(s)
Φi(s, q) ∈ C[[s1/m, q]]
So the application
(s, q) 7→
(
sαi
Hi(s)
Φi(s, q)
)
i=1...n−1
linearises the vector field (5.3) near (s, q) = (0, 0).
Let us note s˜ = s1/m and make a variable change in (5.3). The non resonance
condition writes
i.mα−mαj /∈ Z ∀i ∈ Nn−1 | i |≥ 2
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and with the new time s˜, mα are the eigenvalues of the leading matrix of the system.
Now changing time by multiplying all the equations by s˜, we obtain a vector field with
0 as equilibrium point, andmα1, . . . ,mαn−1, 1 as eigenvalues. These eigenvalues sat-
isfy the non resonance and Diophantine condition, and thus system is holomorphically
linearisable near (s˜, q) = (0, 0) and the coordinates change is unique [5]. Thus it has
to be
(s˜, q) 7→
(
s˜mαi
Hi(s˜m)
Φi(s˜
m, q)
)
i=1...n−1
which thus is holomorphic in s˜, q. We then deduce that Φ is holomorphic in s˜, q near
(s˜, q) = (0, 0) and thus that the vector fields and first integrals Y, F of X can be
extended to a neighbourhood of s0.
Remark that the resonance condition we put is slightly stronger than the minimal
one possible, which is
i.α− αj 6= 0 ∀i ∈ Nn, | i |≥ 2, αn = 1
This is however necessary to ensure that aj,i remains regular at 0. Indeed, if only the
above condition is satisfied, then it is always possible to choose an aj,i regular at 0.
However if i.α−αj ∈ Z this choice of integration constant could not lead to the solu-
tion in C(Σ), i.e. the local behaviour of aj,i is in C[[s1/m]] but not algebraic.
Example
Consider a sequence of polynomials Pk of degree at most an affine function in k and
α /∈ Q such that ∫
Pk(s)s
3k/2(1− s)αkds ∈ C
(
s1/2, (1− s)α
)
This is typically the integral encountered in Proposition 2, and the above condition
ensure that the integral belongs to the same field. Moreover, there is an unique choice
for integration constant such that
1
s3k/2(1− s)αk
∫
Pk(s)s
3k/2(1− s)αkds ∈ C
(
s1/2
)
However, in Proposition 8 (whose non resonance hypothesis is not satisfied), we also
need this expression to be regular at 0. The condition writes down
1∫
0
Pk(s)s
3k/2(1− s)αkds = 0
and nothing ensures it is satisfied for all k. If not, we can expect the valuation of the
aj,i to go to −∞, meaning that s = 0 would be an essential singularity for our vector
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fields/first integrals, even if the spectrum 1, 3/2 allows linearisation near s = 0.
Remark also that the extension depends a priori on the sheave of Σ on which s0 is
and not only its projection. This is due to the fact that the non resonance condition is
not the same if the ramification indexm is not the same, as in the following example
α1 =
√
2, α2 = 2
√
2+ 1/2
We have k.α − αj /∈ Z but 4α1 − 2α2 ∈ Z and thus is resonant with ramification
index m = 2. So if we now want to combine this result with Proposition 7, we need
to be able to extend the vector fields and first integrals of Proposition 2 for all sheaves.
So to extend the vector fields and first integrals of Proposition 7 near an equilibrium
point s0 ∈ Γ¯, the local monodromy group around any point of π−1(s0) should be non
resonant Diophantine.
6 Conclusion
We proved an inverse of Ayoul Zung Theorem under a small divisor condition and
a non resonance condition or strong additional Galoisian condition. This strong Ga-
loisian condition Gal0(NVEk) ≃ Cl−1 is in fact implied by the non resonance con-
dition, suggesting it should not be so rare after all. It happens that the same approach
allowed us to prove a linearisation Theorem 3. This Theorem is closely related to
Theorems 1,2 as after linearisation, construction of commuting vector field and first
integrals is possible. This suggests that similar more general inverses of Ayoul Zung
Theorem are related to normal forms of holomorphic vector fields depending on time
on a neighbourhood of 0. The example
q˙1 =
α
t
q1 +
1
s
q21q2 q˙2 = −
α
t
q2 − 1
s
q1q
2
2
which is not linearisable but integrable suggests more general series than in Proposition
2 should be considered, in particular allowing formal first integrals in the exponents.
This would produce resonant normal forms for the maps of Ziglin group Zig0(X)
q → φ(F1(q), . . . , Fp(q))q
where F1, . . . , Fp are invariants of the map and φ formal series. This resonant normal
form does not remove all the resonant monomials, and so we would need a definition
of canonic coordinates change for the uniqueness and a theorem for the convergence of
such formal coordinates change. We can hope that such approach would be sufficient
to invert the Ayoul Zung Theorem without requiring additional Galoisian conditions
other than virtual Abelianity of the V Ek.
The completion of the vector fields and first integrals Y, F of Theorems 1,2 near
singular points ofX remains elusive and probably generically not possible. Indeed, at
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a singular point of X , nothing seems to forbid the valuation in s of the coefficients of
the series expansion ofX to go to−∞, giving an essential singularity to our coordinate
change map Φ.
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