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Abstract
We provide a precise calculation for the contribution of hard near threshold pion electro produc-
tion to all nucleon structure functions. This framework will allow us to split the required nucleon
to pion nucleon transition probability matrix element into an exact threshold part parametrized
by nucleon to pion nucleon transition form factors plus soft pion structures. These transition form
factors will be related to nucleon form factors by taking into account symmetric and antisymmetric
contributions of the needed leading twist nucleon distribution amplitude. Whereas the relations
generated by the symmetric contributions are already known, this work will improve these re-
lations by adding reasonable antisymmetric contributions. The obtained results show enhanced
and significant consistency to experimental data, so that various predictions for further interesting
experiments will be presented.
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I. INTRODUCTION
Near threshold pion electro production has been studied for many years. Using soft
pion theorems, the desired transition probability matrix elements were evaluated at low
virtualities of the exchanged photon. One can find low energy theorems in the approximation
of the vanishing pion mass in [1], [2], [3] and for finite pion mass corrections in [4] and [5].
The expansion at small photon virtualities together with negligible pion mass has to be done
with care because these limits do not commute, in general. All these theorems do not work
at large virtualities, as discussed in [6]. In case of asymptotically large virtuality, one can use
the QCD factorization theorem, see [7], [8], [9], and [10], [11], [12]. So the representations
obtained in [6] can be derived. Applying this technique, we start from asymptotically large
virtuality and go to reasonable values systematically. Another approach is studied in [13]
for extensive applications. Hereby, the area of 5− 10GeV2 is considered. Starting from the
low energy behavior, the desired process is also discussed in [14]. In this work, the region of
1− 10GeV2 is considered.
First of all, we will evaluate the cross section. Afterwards, we will determine the nucleon
structure functions. At next, we will discuss the expansion of the transition form factors.
Finally, we will compare our results with experimental data.
II. EVALUATION OF THE CROSS SECTION
Let us start with the general representation of the scattering process
e(l, s) +Ni(P, S) −→ e(l′, s′) +Nf (P ′, S ′) + πa(k). (1)
The momenta and spins of the particles are introduced in this expression and correspond-
ing masses are denoted by me, mN and mπ. Possible combinations of nucleons and pions
are constrained by charge conservation.
These processes will be considered at large virtuality Q2 = −q2 = −(l − l′)2 of the
exchanged photon and near the production threshold of the pion, meaning that W 2 =
(P ′+k)2 = (P+q)2 is close toW 2th = (mN+mπ)
2. We will often use the center of mass frame
concerning the nucleon to pion nucleon transition subprocess, given by ~P ′ + ~k = ~P + ~q = 0.
This frame will allow to derive formulas for all required kinematic variables which will depend
on Q2 and W 2 only.
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The discussed scenario is described by a scattering process of two particles in the initial
states and three particles in the final states. Therefore, we have to study the following
general formula for the cross section
dσ =
|M|2
4
√
(P · l)2 −m2Nm2e
(2π)4δ(4)(l′ + P ′ + k− l− P ) d
3~l′
(2π)32l′0
d3 ~P ′
(2π)32P ′0
d3~k
(2π)32k0
. (2)
Our aim is to derive an expression for this cross section which is compatible to the cross
section representation of inclusive inelastic electron nucleon scattering.
The integration over the hadronic parts require the specified center of mass frame. We
end up with the scattering angle of the pion Ωπ and the component |~k| expressible as function
of W 2 only. By convention, we introduce a function called β(W ) in order to describe this
component under the condition 2|~k| = Wβ(W ), noting that β(Wth) = 0,
β(W ) =
√
1− (mN +mπ)
2
W 2
√
1− (mN −mπ)
2
W 2
. (3)
The integration over the leptonic part requires the laboratory frame, ~P = 0. We label
the energy of the initial lepton with Elab and the energy of the final lepton with E
′
lab in this
frame. The scattering angle of the final lepton is denoted by Ω′lab. Neglecting the electron
mass in the flux factor, one gets an intermediate result for the cross section
dσ
dE ′lab dΩ
′
lab
=
∫ (
E ′lab
Elab
)
β(W ) dΩπ
2(4π)5mN
|M|2. (4)
The scattering amplitude contribution can be written as |M|2 = ((4παem)2/Q4)LµνMµν .
Hereby we introduced the leptonic tensor Lµν = (u¯(l′, s′)γµu(l, s))(u¯(l′, s′)γνu(l, s))†. Con-
cerning this special process, the hadronic transition tensor is given by the structure
Mµν = (〈Nf(P ′, S ′)πa(k)|Jemµ (0)|Ni(P, S)〉)(〈Nf(P ′, S ′)πa(k)|Jemν (0)|Ni(P, S)〉)†. This ten-
sor is related to another hadronic transition tensor as follows
Wµν =
∫
β(W ) dΩπ
2(4π)3mN
Mµν . (5)
Inserting these structures into (4), one gets the final result for the cross section
dσ
dE ′lab dΩ
′
lab
=
∫ (
E ′lab
Elab
)
α2em
Q4
LµνWµν . (6)
It is noteworthy that we have to fix the initial state and to sum over all possible final states
for the nucleon to pion nucleon transition. Concerning the spins of the initial particles, we
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have to distinguish between the unpolarized and the polarized case. Additionally, we have
to sum over the spins of all final particles.
The derived result for the cross section given in (6) is identical to the cross section rep-
resentation of inclusive inelastic electron nucleon scattering and we already know from this
process that the hadronic transition tensor Wµν can be parameterized in nucleon struc-
ture functions. This important connection will allow us to extract results for the nucleon
structure functions finally.
In the case of an unpolarized nucleon target, Wµν can be parameterized by two nucleon
structure functions F1 and F2. This parametrization is symmetric under the interchange of
µ↔ ν and according to this, we call this tensor W Sµν . One gets
W Sµν =
1
mN
[
F1(W,Q
2)(
qµqν
q2
− gµν) + 1
P · qF2(W,Q
2)(Pµ− P · q
q2
qµ)(Pν − P · q
q2
qν)
]
. (7)
In the case of a polarized nucleon target, we have to deal with an antisymmetric
parametrization WAµν additional to the already introduced symmetric parametrization. This
contribution can be expressed by two nucleon structure functions G1 and G2. We obtain
WAµν = iεµνρσ
[
1
P · qG1(W,Q
2)qρSσ +
1
P · qG2(W,Q
2)(qρSσ − S · q
P · q q
ρP σ)
]
. (8)
Finally, we have to consider the required nucleon to pion nucleon transition probability
matrix element given by 〈Nf(P ′, S ′)πa(k)|Jemµ (0)|Ni(P, S)〉 in order to calculate the hadronic
transition tensor. We need a representation of this matrix element at large momentum
transfer and near the production threshold of the pion.
At the exact threshold limit, one can express it by an expansion in form factors similar
to usual nucleon transition probability matrix elements. We designate the nucleon to pion
nucleon transition form factors by A(γ⋆Ni → Nfπa), see [6]. The discussed expression must
respect the current conservation relation qµ〈Nf(P ′, S ′)πa(k)|Jemµ (0)|Ni(P, S)〉 = 0, realizable
by the replacement γµ → γµ − (upslopeq/q2)qµ. One obtains the S-wave part of the process
S-wave = A(γ⋆Ni → Nfπa)(Q2)N¯(P ′, S ′)(γµ − upslopeq
q2
qµ)γ5N(P, S). (9)
In the near threshold region, we can use soft pion theorems. Additional to the already
considered contribution for the exact threshold situation, we get pole contributions known
from soft pion theorems. The emission of the pion from the final nucleon generates a large
contribution for W 2 close to W 2th and therefore the dominant contribution. The emission
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of the pion from the initial nucleon is suppressed at large Q2 and one can neglect it con-
sequentially. Additional to these both nucleon poles, we obtain a pion pole which can also
be neglected at large Q2. The expression for the dominant contribution was calculated un-
der the constraint that it vanishes at the exact threshold. Moreover, one has to apply the
specified current conservation replacement again, so we get the P-wave part of the process
P-wave =
igAτ
a
fiG
Ni
M (Q
2)
2fπ(W 2 −m2N)
N¯(P ′, S ′)upslopekγ5(upslopeP
′ +mN )(γµ − upslopeq
q2
qµ)N(P, S). (10)
III. DETERMINATION OF THE NUCLEON STRUCTURE FUNCTIONS
Our aim is to calculate the leptonic tensor and the hadronic transition tensor. The result
of the leptonic tensor is already known, but we will present its derivation in order to introduce
the required technique. The calculation of both tensors require the summation over the spins
of the final particles. Concerning the spins of the initial particles, we have to distinguish
between the unpolarized and the polarized case. The unpolarized scenario requires the
average over the spins of the initial particles and for the polarized case, we have to express
the spins of the initial particles by a corresponding covariant spin vector. We realized
that the hadronic transition tensor can be parameterized in terms of nucleon structure
functions and we will determine them finally. For their computation, we have to fix the
initial state and to sum over all possible final states. Therefore, we define Xp = {pπ0, nπ+}
and Xn = {nπ0, pπ−} as the possible transition states for the proton and the neutron.
Finally, we will consider the discussed limit of large momentum transfer and small invariant
masses, meaning that xB = Q
2/(2(P · q)) = Q2/(Q2 +W 2 −m2N ) is close to the threshold
value xB = [(1 + (2mN +mπ)mπ)/Q
2]−1. For large Q2 one gets xB → 1 consequentially.
A. Leptonic Tensor
At first, we calculate the leptonic tensor for unpolarized electrons
Lµν =
1
2
∑
s=↑,↓
∑
s′=↑,↓
(u¯(l′, s′)γµu(l, s))(u¯(l′, s′)γνu(l, s))† =
1
2
Tr[(upslopel′+me)γ
µ(upslopel+me)γ
ν ]. (11)
One can see that this trace structure is symmetric under the interchange of µ ↔ ν and
according to this, we can write Lµν = LµνS . The result is given by
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LµνS = 2(l
µl′ν + l′µlν) + q2gµν . (12)
At next, we calculate the leptonic tensor for polarized electrons
Lµν =
∑
s′=↑,↓
(u¯(l′, s′)γµu(l, s))(u¯(l′, s′)γνu(l, s))† = Tr[(upslopel′+me)γ
µ(upslopel+me)
1 + γ5upslopes
2
γν ]. (13)
This trace structure is the sum of a symmetric and an antisymmetric part and the sym-
metric part is identical to LµνS . We can use this property and write L
µν = LµνS + L
µν
A .
Consequentially, we just need to compute the antisymmetric trace structure
LµνA = −2imeεµνρσqρsσ. (14)
One can expect the same symmetry properties for the hadronic transition tensor as ob-
tained for the leptonic tensor.
B. Unpolarized Hadronic Transition Tensor
The unpolarized hadronic transition tensor can be written as sum of three components
corresponding to the S-wave contribution, the P-wave contribution and the interference term.
When we transform these components in trace structures, one can see that both unmixed
components are symmetric whereas the mixed component is antisymmetric.
The calculation of the symmetric S-wave contribution is straightforward and delivers the
following result
W S(S)µν =
∫
β(W ) dΩπ
(4π)3mN
|A(γ⋆Ni → Nfπa)|2[
((P · P ′) +m2N )(
qµqν
q2
− gµν) + PµP ′ν + P ′µPν
− P
′ · q
q2
(Pµqν + qµPν)− P · q
q2
(P ′µqν + qµP
′
ν) +
2(P · q)(P ′ · q)
q4
qµqν
]
.
(15)
The calculation of the symmetric P-wave contribution requires the center of mass frame
relation 4((P ′ · k)2 −m2Nk2) = W 4β2(W ). One gets the following expression
W S(P )µν =
∫
W 4β3(W ) dΩπ
(4π)3mN
g2A(τ
a
fi)
2(GNiM (Q
2))2
4f 2π(W
2 −m2N)2[
((P · P ′)−m2N)(
qµqν
q2
− gµν) + PµP ′ν + P ′µPν
− P
′ · q
q2
(Pµqν + qµPν)− P · q
q2
(P ′µqν + qµP
′
ν) +
2(P · q)(P ′ · q)
q4
qµqν
]
.
(16)
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Furthermore, we have to consider the antisymmetric interference term. This part can be
represented as follows
WA(I)µν =
∫
β(W ) dΩπ
(4π)3
2imNgAτ
a
fiG
Ni
M (Q
2)
fπ(W 2 −m2N)
A(γ⋆Ni → Nfπa)[
P ′ · q
q2
(qµkν − kµqν) + q · k
q2
(P ′µqν − qµP ′ν)− P ′µkν + kµP ′ν
]
.
(17)
This term should not contribute to the cross section, because we consider an unpolarized
nucleon target. To prove this, we contract with the leptonic tensor and evaluate the remain-
ing integration. The contraction with the symmetric leptonic tensor is obviously zero, but
the contraction with the antisymmetric leptonic tensor delivers a non-vanishing result. We
change from the four dimensional representation to the three dimensional representation by
applying the center of mass frame
LµνA W
A(I)
µν =
∫
Wβ(W ) dΩπ
(4π)3
8mNmegAτ
a
fiG
Ni
M (Q
2)
fπ(W 2 −m2N )
A(γ⋆Ni → Nfπa)~k · (~q × ~s). (18)
The remaining integration delivers
∫
dΩπ~k · (~q × ~s) = 0, leading to LµνA WA(I)µν = 0.
The contributing parts of Wµν are all symmetric, namely W
S(S)
µν and W
S(P )
µν . In order to
obtain the required tensor structures, we have to eliminate the dependence on P ′ in a special
way. Therefore, we have to apply the center of mass frame. In this case, one can evaluate the
remaining integration and obtain for P ′0 the correlation 2W
2P ′0 = (W
2 +m2N −m2π)(P + q).
Through this procedure, we can derive the required tensor structures for both components
W S(S)µν =
β(W )
(4π)2mN
|A(γ⋆Ni → Nfπa)|2[
(
W 2 +m2N −m2π
2W 2
((P · q) +m2N ) +m2N)(
qµqν
q2
− gµν)
+
W 2 +m2N −m2π
W 2
(Pµ − P · q
q2
qµ)(Pν − P · q
q2
qν)
] (19)
W S(P )µν =
W 4β3(W )
(4π)2mN
g2A(τ
a
fi)
2(GNiM (Q
2))2
4f 2π(W
2 −m2N )2[
(
W 2 +m2N −m2π
2W 2
((P · q) +m2N )−m2N )(
qµqν
q2
− gµν)
+
W 2 +m2N −m2π
W 2
(Pµ − P · q
q2
qµ)(Pν − P · q
q2
qν)
]
.
(20)
The expressions for the unpolarized nucleon structure functions can be extracted by
comparison with (7). Applying now the kinematic relation 2(P · q) = (Q2 +W 2−m2N ), one
gets the desired dependence on Q2 and W 2. We obtain
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F p1 (W,Q
2) =
+ ((W 2 +m2N −m2π)(Q2 +W 2 +m2N ) + 4W 2m2N)
β(W )
4(4π)2W 2
∑
X=Xp
|A(γ⋆p→ X)|2
+ ((W 2 +m2N −m2π)(Q2 +W 2 +m2N )− 4W 2m2N )
3g2A(G
p
M(Q
2))2W 2β3(W )
16(4π)2f 2π(W
2 −m2N )2
(21)
F n1 (W,Q
2) =
+ ((W 2 +m2N −m2π)(Q2 +W 2 +m2N) + 4W 2m2N )
β(W )
4(4π)2W 2
∑
X=Xn
|A(γ⋆n→ X)|2
+ ((W 2 +m2N −m2π)(Q2 +W 2 +m2N)− 4W 2m2N)
3g2A(G
n
M(Q
2))2W 2β3(W )
16(4π)2f 2π(W
2 −m2N)2
(22)
F p2 (W,Q
2) =
+ (W 2 +m2N −m2π)(Q2 +W 2 −m2N )
β(W )
2(4π)2W 2
∑
X=Xp
|A(γ⋆p→ X)|2
+ (W 2 +m2N −m2π)(Q2 +W 2 −m2N )
3g2A(G
p
M(Q
2))2W 2β3(W )
8(4π)2f 2π(W
2 −m2N)2
(23)
F n2 (W,Q
2) =
+ (W 2 +m2N −m2π)(Q2 +W 2 −m2N )
β(W )
2(4π)2W 2
∑
X=Xn
|A(γ⋆n→ X)|2
+ (W 2 +m2N −m2π)(Q2 +W 2 −m2N )
3g2A(G
n
M(Q
2))2W 2β3(W )
8(4π)2f 2π(W
2 −m2N)2
.
(24)
Finally, we consider the case when Q2 is large in comparison with all appearing hadron
masses andW 2 is close toW 2th. At this limit, one gets the following results for the unpolarized
nucleon structure functions
F p1 (W,Q
2) =
Q2β(W )
2(4π)2
[ ∑
X=Xp
|A(γ⋆p→ X)|2 + 3g
2
A(G
p
M(Q
2))2W 4β2(W )
4f 2π(W
2 −m2N )2
]
(25)
F n1 (W,Q
2) =
Q2β(W )
2(4π)2
[ ∑
X=Xn
|A(γ⋆n→ X)|2 + 3g
2
A(G
n
M(Q
2))2W 4β2(W )
4f 2π(W
2 −m2N)2
]
(26)
F p2 (W,Q
2) =
Q2β(W )
(4π)2
[ ∑
X=Xp
|A(γ⋆p→ X)|2 + 3g
2
A(G
p
M(Q
2))2W 4β2(W )
4f 2π(W
2 −m2N )2
]
(27)
F n2 (W,Q
2) =
Q2β(W )
(4π)2
[ ∑
X=Xn
|A(γ⋆n→ X)|2 + 3g
2
A(G
n
M(Q
2))2W 4β2(W )
4f 2π(W
2 −m2N)2
]
. (28)
The important remark here is that the result for the unpolarized nucleon structure function
F2(W,Q
2) for a specified nucleon is precisely a factor of two larger than the result for
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the unpolarized nucleon structure function F1(W,Q
2) for the same nucleon, which is in
agreement with the parton model prediction F2 = 2xBF1 applying the limit xB → 1.
C. Polarized Hadronic Transition Tensor
Similar to the unpolarized case, we can split the tensor into its wave components and
transform these parts in trace structures. For both unmixed parts, we obtain a representation
as sum of the known symmetric part and a new antisymmetric part. The mixed part can
be written as sum of the known antisymmetric part and a new symmetric part. Analog to
the calculation of the polarized leptonic tensor, we have to focus on the new parts only.
Concerning the antisymmetric S-wave component, one gets the following contribution to
the polarized hadronic transition tensor directly
WA(S)µν = iεµνρσ
∫
β(W ) dΩπ
(4π)3
|A(γ⋆Ni → Nfπa)|2[
P ′ · q
q2
qρSσ +
P · q
q2
qρSσ − S · q
q2
qρP ′σ − S · q
q2
qρP σ
]
.
(29)
Concerning the antisymmetric P-wave component, one needs the center of mass relation
introduced in the corresponding case before. We obtain the following contribution to the
polarized hadronic transition tensor
WA(P )µν = iεµνρσ
∫
W 4β3(W ) dΩπ
(4π)3
g2A(τ
a
fi)
2(GNiM (Q
2))2
4f 2π(W
2 −m2N )2[
P ′ · q
q2
qρSσ − P · q
q2
qρSσ − S · q
q2
qρP ′σ +
S · q
q2
qρP σ
]
.
(30)
Moreover, we have to calculate the symmetric interference term. Applying the Schouten
identity frequently, one receives the following result
W S(I)µν =
∫
β(W ) dΩπ
(4π)3
2gAτ
a
fiG
Ni
M (Q
2)
fπ(W 2 −m2N )
A(γ⋆Ni → Nfπa)[(
2(P · q)
q4
qµqν − 1
q2
(Pµqν + qµPν − qµqν)− gµν
)
εαβγδP
′αkβP γSδ
−
(
P · q
q2
qµ − Pµ
)
ενβγδk
βP γSδ −
(
P · q
q2
qν − Pν
)
εµβγδk
βP γSδ
+
(
q · k
q2
qµ − kµ
)
ενβγδq
βP γSδ +
(
q · k
q2
qν − kν
)
εµβγδq
βP γSδ
]
.
(31)
This part should not contribute to the cross section, because we consider a polarized nucleon
target. The difference compared to the unpolarized case is that we get a vanishing result for
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the contraction with the antisymmetric leptonic tensor and a non-vanishing result for the
contraction with the symmetric leptonic tensor
LµνS W
S(I)
µν =
∫
β(W ) dΩπ
(4π)3
8gAτ
a
fiG
Ni
M (Q
2)
fπ(W 2 −m2N )
A(γ⋆Ni → Nfπa)[(
1
q2
((P · q)(q · l′) + (P · l)(q · l′) + (P · l′)(q · l)− (q · l)(q · l′))
− 2
q4
(P · q)(q · l)(q · l′)− P · l′ + l · l′ + 1
4
q2
)
(P ′0 + k0)(
~k · (~P × ~S))
− l′0(P · (l + l′))(~k · (~P × ~S)) + P0(P · (l + l′))(~k · (~l′ × ~S))
+ (P ′0 + k0)(
~k · (~l + ~l′))(~l′ · (~P × ~S))
]
.
(32)
The remaining integration delivers the same type of integrals as in the unpolarized case and
we receive LµνS W
S(I)
µν = 0 according to this.
Every contributing structure ofWµν can be written as sum of an already known symmetric
part and a new antisymmetric part and we only have to focus on the antisymmetric parts,
namely W
A(S)
µν and W
A(P )
µν . Applying the same technique as in the unpolarized case, we end
up with the required tensor structures for both components
WA(S)µν = iεµνρσ
β(W )
(4π)2
|A(γ⋆Ni → Nfπa)|2[
W 2 +m2N −m2π
2W 2
qρSσ +
3W 2 +m2N −m2π
2W 2
P · q
q2
(qρSσ − S · q
P · qq
ρP σ)
] (33)
WA(P )µν = iεµνρσ
W 4β3(W )
(4π)2
g2A(τ
a
fi)
2(GNiM (Q
2))2
4f 2π(W
2 −m2N)2[
W 2 +m2N −m2π
2W 2
qρSσ +
−W 2 +m2N −m2π
2W 2
P · q
q2
(qρSσ − S · q
P · q q
ρP σ)
]
.
(34)
The expressions for the polarized nucleon structure functions can be extracted by com-
parison with (8). At this point, we have to apply the same kinematic relation as used in the
unpolarized case before. According to this, we get
Gp1(W,Q
2) =
+ (W 2 +m2N −m2π)(Q2 +W 2 −m2N )
β(W )
4(4π)2W 2
∑
X=Xp
|A(γ⋆p→ X)|2
+ (W 2 +m2N −m2π)(Q2 +W 2 −m2N )
3g2A(G
p
M(Q
2))2W 2β3(W )
16(4π)2f 2π(W
2 −m2N )2
(35)
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Gn1 (W,Q
2) =
+ (W 2 +m2N −m2π)(Q2 +W 2 −m2N )
β(W )
4(4π)2W 2
∑
X=Xn
|A(γ⋆n→ X)|2
+ (W 2 +m2N −m2π)(Q2 +W 2 −m2N )
3g2A(G
n
M(Q
2))2W 2β3(W )
16(4π)2f 2π(W
2 −m2N )2
(36)
Gp2(W,Q
2) =
− (3W 2 +m2N −m2π)(Q2 +W 2 −m2N)2
β(W )
8(4π)2W 2Q2
∑
X=Xp
|A(γ⋆p→ X)|2
− (−W 2 +m2N −m2π)(Q2 +W 2 −m2N )2
3g2A(G
p
M(Q
2))2W 2β3(W )
32(4π)2f 2π(W
2 −m2N)2Q2
(37)
Gn2 (W,Q
2) =
− (3W 2 +m2N −m2π)(Q2 +W 2 −m2N)2
β(W )
8(4π)2W 2Q2
∑
X=Xn
|A(γ⋆n→ X)|2
− (−W 2 +m2N −m2π)(Q2 +W 2 −m2N )2
3g2A(G
n
M(Q
2))2W 2β3(W )
32(4π)2f 2π(W
2 −m2N)2Q2
.
(38)
We gain the following results for the polarized nucleon structure functions by considering
the same limit as in the unpolarized case
Gp1(W,Q
2) =
Q2β(W )
2(4π)2
[ ∑
X=Xp
|A(γ⋆p→ X)|2 + 3g
2
A(G
p
M(Q
2))2W 4β2(W )
4f 2π(W
2 −m2N)2
]
(39)
Gn1 (W,Q
2) =
Q2β(W )
2(4π)2
[ ∑
X=Xn
|A(γ⋆n→ X)|2 + 3g
2
A(G
n
M(Q
2))2W 4β2(W )
4f 2π(W
2 −m2N )2
]
(40)
Gp2(W,Q
2) = −Q
2β(W )
2(4π)2
[ ∑
X=Xp
|A(γ⋆p→ X)|2
]
(41)
Gn2 (W,Q
2) = −Q
2β(W )
2(4π)2
[ ∑
X=Xn
|A(γ⋆n→ X)|2
]
. (42)
The important conclusion here is that we receive no P-wave contribution for G2(W,Q
2). We
mention that this contribution is not exactly zero, but it is suppressed at the considered
limit. Despite from that, we notice the opposite sign in the final results.
IV. TRANSITION FORM FACTOR EXPANSION
Our final aim is to derive expressions for the nucleon to pion nucleon transition form
factors as functions of usual nucleon form factors at large Q2. It should be clear that we
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need additional assumptions in order to obtain these connections. The main tool is the QCD
factorization theorem allowing us to split the form factors in one hard part and two soft
parts which can be calculated separately. It is recommended to have a look on [7], [8], [9] and
also [10], [11], [12] for more details. By convention, we work with a spin configuration of ↑↓↑
for the quarks in a corresponding nucleon with spin ↑ and apply the notation f(x) = f(xi)
concerning the dependence on the quark momentum fractions.
We will introduce the expressions of the hard parts now. Their representations depend
on three functions Ti(x, y). It can be shown that these three functions are identical for every
required current. We do not need the explicit results for these functions, however we have
to use that T1 and T3 get identical by exchanging x1 ↔ x3 and y1 ↔ y3 in one of them
T emH (x, y, Q
2) =
16
9
(4πα¯s)
2
Q4
3∑
i=1
ei[Ti(x, y) + Ti(y, x)] (43)
T
(V−)
H5 (x, y, Q
2) =
16
9
(4πα¯s)
2
Q4
3∑
i=1
sign(hi)[Ii−Ti(x, y) + Ii−Ti(y, x)] (44)
T
(V+)
H5 (x, y, Q
2) =
16
9
(4πα¯s)
2
Q4
3∑
i=1
sign(hi)[Ii+Ti(x, y) + Ii+Ti(y, x)] (45)
T
(S)
H5 (x, y, Q
2) =
16
9
(4πα¯s)
2
Q4
3∑
i=1
sign(hi)[Ti(x, y) + Ti(y, x)]. (46)
At first, we introduced the hard part expression generated by the electromagnetic current,
see [8] and [9]. Further information can be taken from [15]. At next, we considered the
isovector axial-vector current contributions by applying both transition processes [16]. One
can look for further applications in [17]. At last, we considered the isoscalar axial-vector
current contribution for completeness [18].
The electromagnetic charge operator ei determines the charge of quark i and so we get
ei|u〉 = eu|u〉 = 23 |u〉 and ei|d〉 = ed|d〉 = −13 |d〉. The operator Ii− denotes the isospin
lowering operator of quark i leading to Ii−|u〉 = Iu−|u〉 = |d〉 and Ii−|d〉 = Id−|d〉 = |0〉. The
operator Ii+ denotes the isospin raising operator of quark i leading to Ii+|d〉 = Id+|d〉 = |u〉
and Ii+|u〉 = Iu+|u〉 = |0〉. The sign of the helicity of quark i is generated by the sign operator
sign(hi) leading to sign(hi)|↑〉 = sign(h↑)|↑〉 = +|↑〉 and sign(hi)|↓〉 = sign(h↓)|↓〉 = −|↓〉.
At next, we will summarize the representations of the soft parts. The required leading
twist nucleon distribution amplitude will be split in distribution functions φS(x) and φA(x)
which are symmetric and antisymmetric respectively under the exchange of x1 ↔ x3. These
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components are related to quarks with parallel helicities, see [6]. We obtain the following
list of functions related to the corresponding hadronic states
φp(x) = +
1√
6
φS(x)|2u↑d↓u↑ − u↑u↓d↑ − d↑u↓u↑〉
+
1√
2
φA(x)|u↑u↓d↑ − d↑u↓u↑〉 (47)
φn(x) = − 1√
6
φS(x)|2d↑u↓d↑ − d↑d↓u↑ − u↑d↓d↑〉
− 1√
2
φA(x)|d↑d↓u↑ − u↑d↓d↑〉 (48)
φpπ0(x) = +
1
2
√
6fπ
φS(x)|6u↑d↓u↑ + u↑u↓d↑ + d↑u↓u↑〉
− 1
2
√
2fπ
φA(x)|u↑u↓d↑ − d↑u↓u↑〉 (49)
φnπ0(x) = +
1
2
√
6fπ
φS(x)|6d↑u↓d↑ + d↑d↓u↑ + u↑d↓d↑〉
− 1
2
√
2fπ
φA(x)|d↑d↓u↑ − u↑d↓d↑〉 (50)
φnπ+(x) = +
1√
12fπ
φS(x)|2u↑d↓u↑ − 3u↑u↓d↑ − 3d↑u↓u↑〉
− 1
2fπ
φA(x)|u↑u↓d↑ − d↑u↓u↑〉 (51)
φpπ−(x) = − 1√
12fπ
φS(x)|2d↑u↓d↑ − 3d↑d↓u↑ − 3u↑d↓d↑〉
+
1
2fπ
φA(x)|d↑d↓u↑ − u↑d↓d↑〉. (52)
Let us now combine the hard and soft parts in order to obtain expressions for the usual
nucleon form factors. For convenience, we will omit the dependence on the quark momentum
fractions if possible. Moreover, we introduce the notations: φSS = φSφS, φAA = φAφA and
φAS = (φAφS + φSφA). We will expand the proton magnetic form factor, the neutron
magnetic form factor, the isovector axial-vector form factor and the isoscalar axial-vector
form factor
GpM(Q
2) =
∫
[dx][dy]φ∗p(y)T
em
H (x, y, Q
2)φp(x)
=
16
9
(4πα¯s)
2
Q4
∫
[dx][dy]
{
2T1φSS − 2√
3
T1φAS +
2
3
[T1 + 2T2]φAA
}
(53)
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GnM(Q
2) =
∫
[dx][dy]φ∗n(y)T
em
H (x, y, Q
2)φn(x)
=
16
9
(4πα¯s)
2
Q4
∫
[dx][dy]
{
2
3
[T2 − T1]φSS + 2√
3
T1φAS +
2
3
[T1 − T2]φAA
}
(54)
GvA(Q
2) =
∫
[dx][dy]φ∗n(y)T
(V−)
H5 (x, y, Q
2)φp(x)
=
∫
[dx][dy]φ∗p(y)T
(V+)
H5 (x, y, Q
2)φn(x)
=
16
9
(4πα¯s)
2
Q4
∫
[dx][dy]
{
2
3
[4T1 + T2]φSS − 4√
3
T1φAS − 2T2φAA
}
(55)
GsA(Q
2) =
∫
[dx][dy]φ∗p(y)T
(S)
H5 (x, y, Q
2)φp(x)
=
∫
[dx][dy]φ∗n(y)T
(S)
H5 (x, y, Q
2)φn(x)
=
16
9
(4πα¯s)
2
Q4
∫
[dx][dy]
{
2[2T1 − T2]φSS + 2[2T1 − T2]φAA
}
. (56)
Finally, we will combine the hard and soft parts in order to obtain expressions for the
nucleon to pion nucleon transition form factors. We will receive expansions for all transition
form factors similar to nucleon form factors
A(γ⋆p→ pπ0)(Q2) =
∫
[dx][dy]φ∗pπ0(y)T
em
H (x, y, Q
2)φp(x) =
16
9
(4πα¯s)
2
Q4
1
fπ
∫
[dx][dy]
{
1
9
[23T1 − 8T2]φSS + 1√
3
T1φAS − 1
3
[T1 + 2T2]φAA
} (57)
A(γ⋆p→ nπ+)(Q2) =
∫
[dx][dy]φ∗nπ+(y)T
em
H (x, y, Q
2)φp(x) =
16
9
(4πα¯s)
2
Q4
1√
2fπ
∫
[dx][dy]
{
2
9
[11T1 + 4T2]φSS − 2√
3
T1φAS − 2
3
[T1 + 2T2]φAA
} (58)
A(γ⋆n→ nπ0)(Q2) =
∫
[dx][dy]φ∗nπ0(y)T
em
H (x, y, Q
2)φn(x) =
16
9
(4πα¯s)
2
Q4
1
fπ
∫
[dx][dy]
{
13
9
[T1 − T2]φSS + 1√
3
T1φAS +
1
3
[T1 − T2]φAA
} (59)
A(γ⋆n→ pπ−)(Q2) =
∫
[dx][dy]φ∗pπ−(y)T
em
H (x, y, Q
2)φn(x) =
16
9
(4πα¯s)
2
Q4
1√
2fπ
∫
[dx][dy]
{
2
9
[T2 − T1]φSS + 2√
3
T1φAS +
2
3
[T2 − T1]φAA
}
.
(60)
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All considered types of form factors depend on combinations of φS and φA. In order to
express the transition form factors as functions of nucleon form factors, we have to constrain
these distribution functions.
We already know from large Q2 processes that φS dominates φA. Therefore, we consider
now the basic case that φS is arbitrary and φA can be neglected. In this case, one can
express all transition form factors as functions of two nucleon form factors. It makes sense
to apply the dominant nucleon form factors GpM and G
n
M for this expansion. These results
are already obtained in [6]. One gets
A(γ⋆p→ pπ0) = 1
fπ
(
5
6
GpM −
4
3
GnM
)
(61)
A(γ⋆p→ nπ+) = 1√
2fπ
(
5
3
GpM +
4
3
GnM
)
(62)
A(γ⋆n→ nπ0) = 1
fπ
(
− 13
6
GnM
)
(63)
A(γ⋆n→ pπ−) = 1√
2fπ
(
1
3
GnM
)
. (64)
Moving away from the large Q2 region, one cannot longer neglect φA. Both components
must be considered as arbitrary, but we can assume that φA is still small. That means, we
can neglect the φAA parts for the form factor reduction. In order to express all transition
form factors as functions of nucleon form factors, one has to use three nucleon form factors.
We will add the form factor GvA to the previous form factors G
p
M and G
n
M . We avoid
to use the form factor GsA, because it is suppressed in experiments. Taking into account
reasonable antisymmetric contributions, we predict a more realistic description of the process
and convincing agreement with experimental data consequentially
A(γ⋆p→ pπ0) = 1
fπ
(
25
6
GpM +
2
3
GnM − 2GvA
)
(65)
A(γ⋆p→ nπ+) = 1√
2fπ
(
5
6
GpM +
5
6
GnM +
1
2
GvA
)
(66)
A(γ⋆n→ nπ0) = 1
fπ
(
10
3
GpM −
1
6
GnM − 2GvA
)
(67)
A(γ⋆n→ pπ−) = 1√
2fπ
(
5
6
GpM +
5
6
GnM −
1
2
GvA
)
. (68)
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V. COMPARISON AND CONCLUSION
Our final task is to compare the obtained results for the nucleon structure functions with
experimental data. We have the ability to apply experimental values for usual nucleon form
factors in order to predict values for nucleon to pion nucleon transition form factors and
nucleon structure functions. Data for the proton magnetic form factor are given in [19]
and [20] and for the neutron magnetic form factor in [21] and [22]. Moreover, data for
the isovector axial-vector form factor are given in [23]. One also needs values for multiple
constants. Therefore, we can recommend [24].
When φA can be neglected, we apply the following experimental values for the required
nucleon form factors: Q4GpM(Q
2) = (1.0 ± 0.1)GeV4 and Q4GnM(Q2) = −(0.5 ± 0.1)GeV4.
In the case that φA is small, we use: Q
4GpM(Q
2) = (1.1 ± 0.1)GeV4 and Q4GnM(Q2) =
−(0.5 ± 0.1)GeV4 and also Q4GvA(Q2) = (1.5 ± 0.1)GeV4. The composition of the results
will always be done for the case when φA can be neglected at first and for the case when φA
is small at last.
Let us first apply the discussed connection between nucleon to pion nucleon transition
form factors and usual nucleon form factors in order to obtain results for the transition form
factors. These expressions depend on the pion decay constant given by fπ ≈ 92.4MeV
Q4A(γ⋆p→ pπ0)(Q2) = (16.2± 0.1) GeV3 (69)
Q4A(γ⋆p→ nπ+)(Q2) = (7.7± 0.1) GeV3 (70)
Q4A(γ⋆n→ nπ0)(Q2) = (11.7± 0.1) GeV3 (71)
Q4A(γ⋆n→ pπ−)(Q2) = (−1.3± 0.1) GeV3 (72)
Q4A(γ⋆p→ pπ0)(Q2) = (13.5± 0.1) GeV3 (73)
Q4A(γ⋆p→ nπ+)(Q2) = (9.6± 0.1) GeV3 (74)
Q4A(γ⋆n→ nπ0)(Q2) = (8.1± 0.1) GeV3 (75)
Q4A(γ⋆n→ pπ−)(Q2) = (−1.9± 0.1) GeV3. (76)
These values are just interesting from theoretical point of view. We remind that the
corresponding transition states are undetected in experiments.
At next, we consider the ratio between a neutron and a proton structure function of the
same kind at the production threshold of the pion. At this limit, the ratio is identical for
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all types of nucleon structure functions F and generated by the transition form factors
lim
W→Wth
F n(W,Q2)
F p(W,Q2)
=
∑
X=Xn |A(γ⋆n→ X)|2∑
X=Xp |A(γ⋆p→ X)|2
= 0.4± 0.1 (77)
lim
W→Wth
F n(W,Q2)
F p(W,Q2)
=
∑
X=Xn |A(γ⋆n→ X)|2∑
X=Xp |A(γ⋆p→ X)|2
= 0.3± 0.1. (78)
The obtained ratios are in good agreement with the results obtained in [14] and the
perturbative QCD scaling limit expectation of 3/7 for xB → 1, see [25].
Finally, we will integrate the nucleon structure functions in an area near the threshold
in order to obtain results which can be compared with experimental data. The expressions
depend on the axial coupling constant given by gA ≈ 1.27 and we have to apply values for
the included masses mN ≈ 0.94GeV and mπ ≈ 0.14GeV.
We received experimental data for the integrated dominant proton structure function
F p2 (W,Q
2) in the near threshold region, see [26]. They integrated the quantity Q6F p2 (W,Q
2)
in different areas near the threshold and as expected, the best approximation was obtained
for the lowest area of W 2, where the following integration was evaluated∫ 1.4
th
dW 2Q6F p2 (W,Q
2) = (0.10± 0.02) GeV8. (79)
Concerning the integrated dominant neutron structure function F n2 (W,Q
2), we have no ex-
perimental data for comparisons at the moment. For several reasons, the required measure-
ment can be done much easier on the proton than on the neutron. Nevertheless, we decided
to integrate all nucleon structure functions in the same area in order to make predictions
for further experiments.∫ 1.4
th
dW 2Q6F p1 (W,Q
2) = +(0.06± 0.02) GeV8 (80)∫ 1.4
th
dW 2Q6F p2 (W,Q
2) = +(0.11± 0.02) GeV8 (81)∫ 1.4
th
dW 2Q6Gp1(W,Q
2) = +(0.06± 0.02) GeV8 (82)∫ 1.4
th
dW 2Q6Gp2(W,Q
2) = −(0.05± 0.02) GeV8 (83)
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∫ 1.4
th
dW 2Q6F n1 (W,Q
2) = +(0.02± 0.02) GeV8 (84)∫ 1.4
th
dW 2Q6F n2 (W,Q
2) = +(0.05± 0.02) GeV8 (85)∫ 1.4
th
dW 2Q6Gn1 (W,Q
2) = +(0.02± 0.02) GeV8 (86)∫ 1.4
th
dW 2Q6Gn2 (W,Q
2) = −(0.02± 0.02) GeV8. (87)
We obtained a result for the integrated proton structure function F p2 (W,Q
2) which is cer-
tainly in good agreement with the experimental value. Moreover, our results for this quantity
and the integrated neutron structure function F n2 (W,Q
2) are the same as in [6].∫ 1.4
th
dW 2Q6F p1 (W,Q
2) = +(0.05± 0.02) GeV8 (88)∫ 1.4
th
dW 2Q6F p2 (W,Q
2) = +(0.10± 0.02) GeV8 (89)∫ 1.4
th
dW 2Q6Gp1(W,Q
2) = +(0.05± 0.02) GeV8 (90)∫ 1.4
th
dW 2Q6Gp2(W,Q
2) = −(0.04± 0.02) GeV8 (91)
∫ 1.4
th
dW 2Q6F n1 (W,Q
2) = +(0.01± 0.02) GeV8 (92)∫ 1.4
th
dW 2Q6F n2 (W,Q
2) = +(0.03± 0.02) GeV8 (93)∫ 1.4
th
dW 2Q6Gn1 (W,Q
2) = +(0.01± 0.02) GeV8 (94)∫ 1.4
th
dW 2Q6Gn2 (W,Q
2) = −(0.01± 0.02) GeV8. (95)
We obtained a result for the integrated proton structure function F p2 (W,Q
2) which is in
complete agreement with the experimental value. We predicted a more realistic description
of the discussed process by taking into account a reasonable antisymmetric contribution and
the perfect agreement with the experimental data will certainly confirm our statement.
The author wants to thank Prof. Dr. M. V. Polyakov for initiating this work and for
useful comments.
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