. Shift per monomer along each of the axes for independent runs of systems in which crystallographic waters were present in the initial setup: A) x-axis, B) y-axis, and C) zaxis. Values for each independent run and each monomer are shown in black, while the average value for each run is shown in red. Results for independent runs in which crystallographic waters were position-restrained in the same manner as the protein during equilibration are shown as circles, while the unrestrained runs are shown as diamonds. Figure S2 . Shift per monomer along each of the axes for independent runs of systems with 0.08 M salt concentration and random ion placement: A) x-axis, B) y-axis, and C) z-axis. Values for each independent run and each monomer are shown in black, while the average value for each run is shown in red. Figure S3 . Running averages of total potential (solid lines) and electrostatic (dashed lines) energies calculated for the first 5 ns for the system with varying salt concentrations. The averages were determined with a time step of 500 ps. All the values have been rescaled by the ratio of the highest number of atoms in the system and the number of atoms in the particular simulation (changing the values by 0-10%) in order to be able to compare values across different simulations. Figure S4 . Dependence of diffusion coefficient on salt concentration. The values have been calculated for A) water molecules, and B) both ionic species (with sodium shown in grey, and sulfate in black) across three independent runs and in three dimensions according to Einstein's diffusion equation (Eq. 1 in the main text). Figure S5 . Center-of-mass distances between phenylalanine residues that form the hydrophobic core of villin headpiece in the system with varying salt concentrations: A) Phe6-10, B) Phe6-Phe17, and C) Phe10-Phe17. The datasets are represented with boxplots where median is shown as a thicker grey line within the box and the outliers that are outside of 1.5 inner quartile range (IQR) limits from 25% and 75% quartile are shown as black dots. Figure S6 . Solvent-accessible surface area calculated for phenylalanine residues that form the hydrophobic core of villin headpiece and the α1-helix in the system with varying salt concentrations: A) Phe6, B) Phe10, C) Phe17, and D) α1-helix. The datasets are represented with boxplots where median is shown as a thicker grey line within the box and the outliers that are outside of 1.5 IQR limits from 25% and 75% quartile are shown as black dots. Figure S7 . Center-of-mass distances between phenylalanine residues that form the hydrophobic core of villin headpiece in the system with varying protonation states of residues Leu1, Asp3, Asp5 and Arg14: A) Phe6-10, B) Phe6-Phe17, and C) Phe10-Phe17. The datasets are sorted by their average values, while they are represented with boxplots where median is shown as a thicker grey line within the box and the outliers that are outside of 1.5 IQR limits from 25% and 75% quartile are shown as black dots. Figure S8 . Solvent-accessible surface area calculated for phenylalanine residues that form the hydrophobic core of villin headpiece and the α1-helix in the system with varying protonation states of residues Leu1, Asp3, Asp5 and Arg14: A) Phe6, B) Phe10, C) Phe17, and D) α1-helix. The datasets are represented with boxplots where median is shown as a thicker grey line within the box and the outliers that are outside of 1.5 IQR limits from 25% and 75% quartile are shown as black dots. Figure S9 . Running averages of total potential (solid lines) and electrostatic (dashed lines) energies calculated for the first 5 ns for the system with varying protonation states of residues Leu1, Asp3, Asp5 and Arg14. The averages were determined with a time step of 500 ps, while the graphs are ordered by the decreasing average total potential energy. All the values have been rescaled by the ratio of the highest number of atoms in the system and the number of atoms in the particular simulation (changing the values by 0-1%) in order to be able to compare values across different simulations. Figure S10 . RMSF values shown for: 1) systems that include charge neutralizations of Leu1 and Arg14 and 2) the remaining systems. The values are averaged over three independent runs for all systems. The potential energies and their components have been averaged over the first 5 ns of the simulations and reported with their root-mean-square fluctuations (Δ) (in kJ/mol), where Ecov stands for covalent energy, ELJ -Lennard-Jones energy, Eele -electrostatic energy, and Epotpotential energy. Each average value has been rescaled by the ratio of the highest number of atoms in the system and the number of atoms in the particular simulation (changing the values by 0-10%), while their fluctuations have been rescaled by the square root of the ratio in order to be able to compare values across different simulations (changing the values by 0-5%). The potential energies and their components have been averaged over the first 5 ns of the simulations and reported with their root-mean-square fluctuations (Δ) (in kJ/mol), where Ecov stands for covalent energy, ELJ -Lennard-Jones energy, Eele -electrostatic energy, and Epotpotential energy. Each average value has been rescaled by the ratio of the highest number of atoms in the system and the number of atoms in the particular simulation (changing the values by 0-10%), while their fluctuations have been rescaled by the square root of the ratio in order to be able to compare values across different simulations (changing the values by 0-5%). The potential energies and their components have been averaged over the first 5 ns of the simulations and reported with their root-mean-square fluctuations (Δ) (in kJ/mol), where Ecov stands for covalent energy, ELJ -Lennard-Jones energy, Eele -electrostatic energy, and Epotpotential energy. Each average value has been rescaled by the ratio of the highest number of atoms in the system and the number of atoms in the particular simulation (changing the values by 0-1%), while their fluctuations have been rescaled by the square root of the ratio in order to be able to compare values across different simulations (changing the values by 0-0.5%). 
