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1. Introduction
Xie and Zheng in [6] proved a Hilbert-type inequality for conjugate parameters and with the kernel K (x, y) =
(x+ a2 y)−1(x+ b2 y)−1(x+ c2 y)−1, a > 0, b > 0, c > 0. Their result is contained in the following theorem.
Theorem A. If p > 1, 1p + 1q = 1, f (x), g(x) 0 such that 0 <
∫∞
0 x
−1−p/2 f p(x)dx < ∞ and 0 < ∫∞0 x−1−q/2gq(x)dx < ∞, then
the following inequalities hold and are equivalent
∞∫
0
∞∫
0
f (x)g(y)
(x+ a2 y)(x+ b2 y)(x+ c2 y) dxdy < K
( ∞∫
0
x−1−p/2 f p(x)dx
)1/p( ∞∫
0
x−1−q/2gq(x)dx
)1/q
(1)
and
∞∫
0
y
3p
2 −1
( ∞∫
0
f (x)
(x+ a2 y)(x+ b2 y)(x+ c2 y) dx
)p
dy < K p
∞∫
0
x−1−p/2 f p(x)dx, (2)
where K = π
(a+b)(a+c)(b+c) . The constant factors K and K
p are the best possible in the inequalities (1) and (2).
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Hilbert-type inequalities with a general homogeneous kernel satisfying conditions which ensure that the obtained constants
are the best possible. It is not clear (as far as the authors are aware) from the existing literature what these conditions
should be. This problem was considered in [5] and partially solved. Precisely, we study kernels K : (0,∞)n → R which are
nonnegative measurable homogeneous function of degree −s, s > 0, satisfying for every i = 2, . . . ,n,
K (1, t2, . . . , ti, . . . , tn) CK (1, t2, . . . ,0, . . . , tn), 0 ti  1, t j  0, j = i, (3)
for some C > 0.
Let Aij , i, j = 1, . . . ,n, be the real numbers satisfying
n∑
i=1
Aij = 0, j = 1,2, . . . ,n. (4)
We also deﬁne
αi =
n∑
j=1
Aij, i = 1,2, . . . ,n.
To obtain a case of the best possible inequality we impose the following conditions on the parameters Aij (see [2]):
p j A ji = s − n − pi(αi − Aii), i, j = 1,2, . . . ,n, i = j,
pi Aik = p j A jk, k = i, j. (5)
The crucial function in studying Hilbert-type inequalities is
k(β1, . . . , βn−1) :=
∫
(0,∞)n−1
K (1, t1, . . . , tn−1)tβ11 · · · tβn−1n−1 dt1 · · ·dtn−1, (6)
see [3], where we suppose that k(β1, . . . , βn−1) < ∞ for β1, . . . , βn−1 > −1 and β1 +· · ·+βn−1 +n < s+1. There is a strong
evidence that the ﬁniteness of the function k(β1, . . . , βn−1) implies that an appropriate Hilbert-type inequality is the best
possible (see Theorem B).
Our results will be based on the following result of Peric´ and Vukovic´ from [5].
TheoremB. Let n 2 be an integer and let p1, . . . , pn be conjugate parameters such that pi > 1, i = 1, . . . ,n. Let K : (0,∞)n →R be
a nonnegativemeasurable homogeneous function of degree−s, s > 0, satisfying the condition (3). Suppose that the real parameters Aij ,
i, j = 1, . . . ,n, satisfy conditions given in (4) and (5). If f i : (0,∞) → R, f i = 0, i = 1, . . . ,n, are nonnegative measurable functions,
then the following inequalities hold and are equivalent∫
(0,∞)n
K (x1, . . . , xn)
n∏
i=1
f i(xi)dx1 · · ·dxn < L
n∏
i=1
( ∞∫
0
x−1−pi A˜ii f
pi
i (xi)dxi
) 1
pi
, (7)
and
∞∫
0
x(1−r)(−1−pn A˜n)n
( ∫
(0,∞)n−1
K (x1, . . . , xn)
n−1∏
i=1
f i(xi)dx1 · · ·dxn−1
)r
dxn < L
r
n−1∏
i=1
( ∞∫
0
x−1−pi A˜ii f
pi
i (xi)dxi
) r
pi
, (8)
where A˜i = p1A1i for i = 1, A˜1 = pn An1 , 1r =
∑n−1
i=1
1
pi
, p1A1 j > −1, j = 1, and p1(A11 − α1) > n − s − 1.
The constants L = k( A˜2, . . . , A˜n) and Lr are the best possible in the inequalities (7) and (8).
2. Main results
To generalize Theorem A we study the kernel K (x, y) = ∏mi=1(x + a2i y)−1, where m is a natural number and ai > 0,
i = 1, . . . ,m, are real numbers. Note that the function K (x, y) satisﬁes the condition (3) with C = 1.
To prove our main result we need the following lemma. Let f [x1, . . . , xn] denote the well-known divided difference. We
shall frequently use the equality
f [x1, . . . , xn] =
n∑
i=1
f (xi)∏
j =i(xi − x j)
,
where xi = x j for i = j.
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∞∫
0
xα dx∏m
i=1(x+ a2i )
= (−1)m π
sin(απ)
f
[
a21, . . . ,a
2
m
]
, f (x) = xα. (9)
For k = 0,1, . . . ,m − 2, we have
∞∫
0
xk dx∏m
i=1(x+ a2i )
= (−1)m+k fk
[
a21, . . . ,a
2
m
]
, fk(x) = xk ln x. (10)
Proof. Obviously it is enough to prove the lemma for ai = a j if i = j. We ﬁrst prove the following two cases.
Case 1. −1 < α < 0. Using partial fraction decomposition, we have
∞∫
0
xα dx∏m
i=1(x+ a2i )
=
m∑
i=1
1∏
j =i(a2j − a2i )
∞∫
0
xα dx
x+ a2i
=
m∑
i=1
1∏
j =i(a2j − a2i )
a2αi B(1+ α,−α) =
m∑
i=1
1∏
j =i(a2j − a2i )
a2αi
π
sin(−απ)
= (−1)m π
sin(απ)
f
[
a21, . . . ,a
2
m
]
, f (x) = xα,
where B denotes the beta function.
Case 2. m−2 < α <m−1. Using substitution x = 1/t and Case 1 (note that m−2 < α <m−1 implies −1 <m−α −2 < 0),
we have
∞∫
0
xα dx∏m
i=1(x+ a2i )
= 1∏m
i=1 a2i
∞∫
0
tm−α−2∏m
i=1( 1a2i
+ t) dt
= 1∏m
i=1 a2i
(−1)m π
sin[(m − α − 2)π ] g
[
1/a21, . . . ,1/a
2
m
]
, (11)
where g(x) = xm−α−2. Since it is easy to see that
g
[
1/a21, . . . ,1/a
2
m
]= m∏
j=1
a2j
m∑
i=1
a2αi∏
j =i(a2j − a2i )
and sin [(m − 2− α)π ] = (−1)m−1 sin (απ), identity (9) follows from (11).
We proceed by induction. Note that (9) for m = 1 and m = 2 follows from Cases 1 and 2. Suppose that (9) holds for
some m 1 and every α ∈R such that −1 < α <m − 1, α = 0,1, . . . ,m − 2. Using Case 2, we have
∞∫
0
xα dx∏m+1
i=1 (x+ a2i )
= (−1)m+1 π
sin(απ)
f
[
a21, . . . ,a
2
m+1
]
, f (x) = xα,
where m − 1 < α <m. Suppose that −1 < α <m − 1, α = 0,1, . . . ,m − 2. Using inductive hypothesis, we have
∞∫
0
xα dx∏m+1
i=1 (x+ a2i )
= 1
a2m+1 − a21
[ ∞∫
0
xα dx∏m
i=1(x+ a2i )
−
∞∫
0
xα dx∏m+1
i=2 (x+ a2i )
]
= (−1)m+1 π
sin(απ)
f [a22, . . . ,a2m+1] − f [a21, . . . ,a2m]
a2m+1 − a21
= (−1)m+1 π
sin(απ)
f
[
a21, . . . ,a
2
m+1
]
, f (x) = xα.
This completes the proof of (9).
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∞∫
0
xk dx∏m
i=1(x+ a2i )
= lim
α→k
∞∫
0
xα dx∏m
i=1(x+ a2i )
= (−1)mπ lim
α→k
1
sin(απ)
m∑
i=1
a2αi∏
j =i(a2i − a2j )
= (−1)
m
cos(kπ)
m∑
i=1
a2ki lna
2
i∏
j =i(a2i − a2j )
= (−1)m+k fk
[
a21, . . . ,a
2
m
]
,
where fk(x) = xk ln x. 
A generalization of Theorem A is given in the following theorem.
Theorem 1. Let m be a natural number and let p, q be conjugate parameters such that p > 1. Let α be a real number such that
−1 < α <m− 1. If ai > 0, i = 1, . . . ,m, and f = 0, g = 0 are nonnegative measurable functions, then the following inequalities hold
and are equivalent
∞∫
0
∞∫
0
f (x)g(y)
(x+ a21 y) . . . (x+ a2my)
dxdy < L2
( ∞∫
0
x−1−αp f p(x)dx
) 1
p
( ∞∫
0
y−1−(m−α−2)q gq(y)dy
) 1
q
(12)
and
∞∫
0
y(1−p)(−1−(m−α−2)q)
( ∞∫
0
f (x)
(x+ a21 y) · · · (x+ a2my)
dx
)p
dy < Lp2
∞∫
0
x−1−αp f p(x)dx. (13)
The constants L2 and L
p
2 are the best possible in the inequalities (12) and (13), where
L2 = (−1)m π
sin(απ)
f
[
a21, . . . ,a
2
m
]
, f (x) = xα, α = 0,1, . . . ,m − 2. (14)
For α = 0,1, . . . ,m − 2, we have
L2 = (−1)m+α fα
[
a21, . . . ,a
2
m
]
, fα(x) = xα ln x. (15)
Proof. The proof follows directly from Theorem B and Lemma 1 setting the kernel K (x, y) =∏mi=1(x + a2i y)−1, the param-
eters p1 = p and p2 = q and A˜1 = α, A˜2 = m − α − 2. Namely, in that case as in Theorem 2, it is enough to calculate the
constant L2 = k( A˜2). For this purpose, by using the substitution u = 1/x we obtain
L2 = k(m − α − 2) =
∞∫
0
um−α−2 du∏m
i=1(1+ a2i u)
=
∞∫
0
xα dx∏m
i=1(x+ a2i )
.
Now, from Lemma 1 we get (14) and (15). 
We proceed with some special homogeneous function. Since the function K (x1, . . . , xn) = (x1 + a21x2)−1(x1 + a22x3)−1 · · ·
(x1 +a2n−1xn)−1, ai > 0, i = 1, . . . ,n− 1, is homogeneous of degree −(n− 1), satisﬁes the condition (3), by using Theorem B,
we obtain:
Theorem 2. Let n 2 be an integer and let p1, . . . , pn be conjugate parameters such that pi > 1, i = 1, . . . ,n, and let 1r =
∑n−1
i=1
1
pi
.
If ai > 0, i = 1, . . . ,n − 1, and fi : (0,∞)n → R, f i = 0, i = 1, . . . ,n, are nonnegative measurable functions, then the following
inequalities hold and are equivalent∫
(0,∞)n
∏n
i=1 f i(xi)
(x1 + a21x2)(x1 + a22x3) · · · (x1 + a2n−1xn)
dx1 · · ·dxn < L1
n∏
i=1
‖ f i‖pi (16)
and
790 I. Peric´, P. Vukovic´ / J. Math. Anal. Appl. 359 (2009) 786–793∞∫
0
( ∫
(0,∞)n−1
∏n−1
i=1 f i(xi)
(x1 + a21x2)(x1 + a22x3) · · · (x1 + a2n−1xn)
dx1 · · ·dxn−1
)r
dxn < L
r
1
n−1∏
i=1
‖ f i‖rpi (17)
where
L1 = πn−1
n∏
i=2
a2(1−pi)/pii−1
sin(π/pi)
. (18)
The constants L1 and Lr1 are the best possible in the inequalities (16) and (17).
Proof. If we deﬁne the parameters Aij with Aii = pi−1pi2 and Aij = −
1
pi p j
, i = j, i, j = 1, . . . ,n, then we have
n∑
i=1
Aij = −
∑
i = j
1
pi p j
+ p j − 1
p j2
= 1
p j
(
−
n∑
i=1
1
pi
+ 1
)
= 0,
for j = 1,2, . . . ,n. Since the parameters Aij are symmetric one obtains αi =∑nj=1 Aij = 0, for i = 1, . . . ,n. Also, it is obvious
that the parameters Aij , i, j = 1, . . . ,n satisfy conditions (5).
It is enough to calculate the constant L1 = k(− 1p2 , . . . ,− 1pn ). Using the deﬁnition of the function k(β1, . . . , βn−1) given
by (6) we have
L1 = k
(
− 1
p2
, . . . ,− 1
pn
)
=
∫
(0,∞)n−1
t
− 1p2
1 · · · t
− 1pn
n−1
(1+ a21t1)(1+ a22t2) · · · (1+ a2n−1tn−1)
dt1 · · ·dtn−1
=
n−1∏
i=1
( ∞∫
0
t
− 1pi+1
i
1+ a2i ti
dti
)
= πn−1
n∏
i=2
a2(1−pi)/pii−1
sin(π/pi)
.
By using the deﬁnition of the parameters Aij , i, j = 1, . . . ,n, we obtain −1 − pi A˜i = 0, i = 1, . . . ,n, and (1 − r)(−1 −
pn A˜n) = 0. Now, from Theorem B we get the inequalities (16) and (17) with the best possible constants L1 and Lr1. 
3. Connections with Schur polynomials
In Theorem 1 it was proved that the best possible constant L2 in inequality (12) is given by
L2 =
∞∫
0
xα dx∏m
i=1(x+ a2i )
= (−1)m π
sin (απ)
f
[
a21, . . . ,a
2
m
]
, (19)
where f (x) = xα , −1 < α < m − 1, α = 0,1, . . . ,m − 2. In this section the constant L2 is expressed in terms of the Schur
polynomials in the case α = 2l−32 , l = 1,2, . . . ,m.
It is well known and easy to see that
f
[
a21, . . . ,a
2
m
]=
det
⎡⎢⎢⎢⎢⎢⎢⎢⎣
f (a21) f (a
2
2) · · · f (a2m)
a2(m−2)1 a
2(m−2)
2 · · · a2(m−2)m
...
...
...
...
a21 a
2
2 · · · a2m
1 1 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
det
⎡⎢⎢⎢⎢⎢⎢⎢⎣
a2(m−1)1 a
2(m−1)
2 · · · a2(m−1)m
a2(m−2)1 a
2(m−2)
2 · · · a2(m−2)m
...
...
...
...
a21 a
2
2 · · · a2m
1 1 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (20)
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det
⎡⎢⎢⎢⎢⎢⎢⎢⎣
a2(m−1)1 a
2(m−1)
2 · · · a2(m−1)m
a2(m−2)1 a
2(m−2)
2 · · · a2(m−2)m
...
...
...
...
a21 a
2
2 · · · a2m
1 1 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
= det
⎡⎢⎢⎢⎢⎢⎢⎢⎣
am−11 a
m−1
2 · · · am−1m
am−21 a
m−2
2 · · · am−2m
...
...
...
...
a1 a2 · · · am
1 1 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
·
∏
1i< jm
(ai + a j). (21)
Setting m = 3 and α = 12 we immediately obtain the result from [6]
∞∫
0
x1/2 dx
(x+ a21)(x+ a22)(x+ a23)
= π
(a1 + a2)(a1 + a3)(a2 + a3) .
Setting m = 4 and α = 12 , by calculating the integral in (19) or resolving the above determinants, we obtain:
∞∫
0
x1/2 dx∏4
i=1(x+ a2i )
=
∑4
i=1 ai∏
1i< j4(ai + a j)
π.
Suppose that α = 2l−32 , l = 2, . . . ,m (for l = 1 see below). Numerator of (20) is for l <m equal to
det
⎡⎢⎢⎢⎢⎢⎢⎢⎣
a2l−31 a
2l−3
2 · · · a2l−3m
a2(m−2)1 a
2(m−2)
2 · · · a2(m−2)m
...
...
...
...
a21 a
2
2 · · · a2m
1 1 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
= (−1)m−l det
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a2(m−2)1 a
2(m−2)
2 · · · a2(m−2)m
...
...
...
...
a2(l−1)1 a
2(l−1)
2 · · · a2(l−1)m
a2l−31 a
2l−3
2 · · · a2l−3m
a2(l−2)1 a
2(l−2)
2 · · · a2(l−2)m
...
...
...
...
a21 a
2
2 · · · a2m
1 1 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (22)
Using sin 2l−32 π = (−1)l we have
L2 =
∞∫
0
x
2l−3
2 dx∏m
i=1(x+ a2i )
=
det
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a2(m−2)1 a
2(m−2)
2 · · · a2(m−2)m
...
...
...
...
a2(l−1)1 a
2(l−1)
2 · · · a2(l−1)m
a2l−31 a
2l−3
2 · · · a2l−3m
a2(l−2)1 a
2(l−2)
2 · · · a2(l−2)m
...
...
...
...
a21 a
2
2 · · · a2m
1 1 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
V(a1,a2, . . . ,am) ·∏1i< jm(ai + a j) π, (23)
where V(a1,a2, . . . ,am) denotes the Vandermonde determinant.
Recall that the Schur polynomial of a given integer partition
d = d1 + d2 + · · · + dm, d1  d2  · · · dm  0,
is deﬁned by
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det
⎡⎢⎢⎢⎢⎢⎣
xd1+m−11 x
d1+m−1
2 · · · xd1+m−1m
xd2+m−21 x
d2+m−2
2 · · · xd2+m−2m
...
...
...
...
xdm1 x
dm
2 · · · xdmm
⎤⎥⎥⎥⎥⎥⎦
det
⎡⎢⎢⎢⎢⎣
xm−11 x
m−1
2 · · · xm−1m
xm−21 x
m−2
2 · · · xm−2m
...
...
...
...
1 1 · · · 1
⎤⎥⎥⎥⎥⎦
. (24)
The Schur polynomial can be expanded as a sum of monomials
S(d1,d2,...,dm)(x1, x2, . . . , xm) =
∑
T
xt11 · · · xtmm , (25)
where the summation is over all semistandard Young tableaux T of shape (d1,d2, . . . ,dm). The exponents t1, . . . , tm give the
weight of T , in which each ti counts the occurrences of the number i in T (see [1,4]).
It is obvious from (20) (the case l = 2m − 3), (23) and (24) that:
L2 =
∞∫
0
x
2m−3
2 dx∏m
i=1(x+ a2i )
= S(m−2,m−2,m−3,...,1,0)(a1,a2, . . . ,am)∏
i< j(ai + a j)
π,
L2 =
∞∫
0
x
2l−3
2 dx∏m
i=1(x+ a2i )
= S(m−3,m−4,...,l−2,l−2,l−2,...,1,0)(a1,a2, . . . ,am)∏
i< j(ai + a j)
π, l = 3, . . . ,m − 1,
L2 =
∞∫
0
x
1
2 dx∏m
i=1(x+ a2i )
= S(m−3,m−4,...,1,0,0,0)(a1,a2, . . . ,am)∏
i< j(ai + a j)
π,
where the degree d of the obtained Schur polynomials is given by d = (m−3)(m−2)2 + 2(l − 2), l = 2, . . . ,m.
To illustrate the above results we give the following examples.
(1) For m = 2, we have α = 1/2. It follows:
∞∫
0
x1/2 dx∏2
i=1(x+ a2i )
= S(0,0)(a1,a2)
a1 + a2 π =
π
a1 + a2 .
(2) For m = 3, we have α = 1/2 and α = 3/2. It follows:
∞∫
0
x1/2 dx∏3
i=1(x+ a2i )
= S(0,0,0)(a1,a2,a3)∏
i< j(ai + a j)
π = π∏
i< j(ai + a j)
,
∞∫
0
x3/2 dx∏3
i=1(x+ a2i )
= S(1,1,0)(a1,a2,a3)∏
i< j(ai + a j)
π =
∑
i< j aia j∏
i< j(ai + a j)
π.
(3) For m = 4, we have α = 1/2, α = 3/2 and α = 5/2. It follows:
∞∫
0
x1/2 dx∏4
i=1(x+ a2i )
= S(1,0,0,0)(a1,a2,a3,a4)∏
i< j(ai + a j)
π =
∑4
i=1 ai∏
i< j(ai + a j)
π,
∞∫
x3/2 dx∏4
i=1(x+ a2i )
= S(1,1,1,0)(a1,a2,a3,a4)∏
i< j(ai + a j)
π =
∑
i< j<k aia jak∏
i< j(ai + a j)
π,0
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0
x5/2 dx∏4
i=1(x+ a2i )
= S(2,2,1,0)(a1,a2,a3,a4)∏
i< j(ai + a j)
π = 1∏
i< j(ai + a j)
[ ∑
i< j<k
a2i a
2
j ak + a2i a ja2k + aia2j a2k
+ 2
∑
i< j<k<l
a2i a jakal + aia2j akal + aia ja2kal + aia jaka2l
]
π.
The above method doesn’t work in the case α = −1/2. We proceed as follows. By substitution x = 1/t , using the case
l = 2m − 3 and the basic properties of determinants we have:
∞∫
0
x−1/2 dx∏m
i=1(x+ a2i )
= 1∏m
i=1 a2i
∞∫
0
t
2m−3
2 dt∏m
i=1(t + 1a2i )
= 1∏m
i=1 a2i
S(m−2,m−2,m−3,...,1,0)( 1a1 , . . . ,
1
am
)∏
i< j(
1
ai
+ 1a j )
π
= 1∏m
i=1 a2i
∏m
i=1( 1ai )
2m−3∏m
i=1( 1ai )
m−1
S(m−2,m−3,...,1,0,0)(a1, . . . ,am)
1∏m
i=1 am−1i
∏
i< j(ai + a j)
π
= 1∏m
i=1 ai
S(m−2,m−3,...,1,0,0)(a1, . . . ,am)∏
i< j(ai + a j)
π.
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