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段階的・対話的プロセスによる例文に基づいた構文設計支援手法	
A supporting method for designing syntax based on example sentence 









 When developing language processing systems, 
developers usually assume example sentences of their 
own language before designing the syntax. They may 
construct language syntax by repeating the 
generalization from multiple example sentences to the 
form of syntax. In the process,  it is necessary to 
construct the syntax step by step while considering the 
priority of the syntax such as the order of the 
operators， the syntax analysis method to be adopted 
and the rule of the formal grammar. After defining 
syntax, they also need to implement a parser that 
generates abstract syntax trees. 
 In this research, for the purpose of designing syntax of 
programming languages, we propose a method that can 
generalize task of creating syntax from example 
sentences stepwise and interactively. The method has 
two strategies. (1) Stepwise: We support incremental 
syntax construction process by formulating guidelines 
from syntax classification accordingly. (2) Interactive: 
We support generalization using example sentences 
provided by users. The system proposes candidates of 
syntax rules, and letting interactive editing on required 
parts. After the syntax is obtained, corresponding 
abstract syntax is also generated from its syntax 
information. Furthermore, we implemented this method 




































































脈自由文法 G はタプル G=(N，T，P，S)で表すことがで
きる．N は非終端記号の集合，T は終端記号の集合，S
は開始非終端記号，P は生成規則の集合で P⊆(N	×	





P と等価である．本研究での依存とは(A，β)∈P の β に

















る．MyLang では PrintStmt が Expr に依存しているた































































	 解析の開始非終端記号 S から順に，依存関係や構文の
優先順位を考慮しながら構文構築順を導出していく．
(A，α)	∈P の α に B が現れる場合，A は B に依存する
ので構築順は「B，A」の順になる．また α に「α1，α2，
α3」の順に優先順位が存在する時，構築順は「α3，α2，
α1」の順になる．ただし，(A，α)	∈P の α に B が現れ
かつ B が推移的に A に依存する場合には A に対して B






MyLang の開始非終端記号は Program である．Program に
は Stmt が分類されているのでここまでの構築順は
「 Stmt ， Program 」となる．同様に Stmt を見ると
「PrintStmt，Stmt，Program」となる．しかし，PrintStmt































































































































る．この流れを図 6 に示す．図 6 は図 1 で示した






図 6 では AddExpr のラベル付き入力列として「Num	+	
Num	+	Num」と「Id	+	Id」が与えられ，シンボル列が
生成されている．このシンボル列に含まれる非終端記号





































ン 1 もしくはパターン 2 の繰り返し構造を検出していた
場合には，それに応じて構文規則を生成する．パターン

































	 構文数	 分類時間	 構築時間	
JSON 6	 3 分	 3 分	
URL 11	 4 分	 22 分	
SQL 33	 6 分	 65 分	
Tiger 35	 14 分	 30 分	
 評価対象の言語は繰り返し構造と依存関係の両方を持つ
ものから選んだ．JSON はデータ記述言語の 1 種，URL
はインターネット上のリソースの場所を特定するための
書式，SQL サブセットは SQL 構文のうちテーブル操作

































	 表 1 の構文構築時間と構文数から 1 つの構文を平均約
1 分半で構築できることがわかる．また入力例文から構
文規則を提案するためにかかる時間は，繰り返し構造検




た．内訳は構文規則提案に 9 分，それ以外の操作に 1 分
程度である．3.3.節で述べた通り，本システムではシン
ボル列に含まれる非終端記号と記号の一覧から繰り返し

















	 programming by example の理論を利用した対話的なパ
ーサ開発の手法が Alan らによって提唱されている[5]．
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