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Introduction
Common metrics for comparing energy technologies-such as the levelized cost of energy (LCOE), greenhouse gas (GHG) emission profiles, and criteria air pollutant emissions-are instructive, but they are not always sufficient on their own for informing policy or investment decisions. For instance, although costs per unit of output (levelized costs) can provide a baseline guide and encourage or redirect investment (Gross et al., 2009) , they are less applicable in markets characterized by a diverse range of technology options and an uncertain future (Awerbuch, 2004) . There are often many other factors to consider when seeking to fully explore the potential impacts of an energy project. Policy and investment decisions often take into account a combination of social, environmental, and economic factors that vary in priority by jurisdiction. Use of a readily accessible framework that allows for evaluating impacts and comparing tradeoffs among these factors in energy policy, expansion planning, and investment decision-making is needed.
Recognizing this, the Joint Institute for Strategic Energy Analysis (JISEA) funded this exploration of multi-metric sustainability analysis (MMSA) to provide energy decision makers with a means to make more comprehensive comparisons of energy technologies, with a focus on the policymaker's perspective.
The resulting MMSA tool allows decision makers to simultaneously compare energy technologies and potential deployment locations according to several sustainability indicators. For simplicity, the project team chose six possible indicators-two social, two environmental, and two economic indicators. However, the designers intend for this visual comparison tool to be scalable and adaptable to unique local needs. Similarly, the tool is designed so that trade-offs between technology and locations options can be easily interpreted.
This analysis reviews the state of MMSA, explains the methodology for developing the new MMSA tool, tests the concept by evaluating two energy technologies at six different U.S. locations, and discusses potential directions for additional work.
Past Approaches to Multi-Metric Sustainability Analysis and Motivation for a New Tool
Previous efforts to provide comprehensive assessments of energy development options have primarily analyzed historic energy installations or system-wide sustainability. One set of studies assessed the performance of energy projects on various sustainability scales through retrospective investigation (Begic and Afgan 2007) . Evans et al. (2009) evaluated the sustainability of renewable power generation technologies by qualitatively assessing performance against a range of sustainability indicators, translating those to a 1 to 4 scale and summing over all categories for a total sustainability ranking. While these system-wide assessments can provide insight into the general nature of technologies and systems, and they can be perhaps adapted for prospective evaluation, they cannot be directly translated into impacts for specific proposed projects.
Other research has applied multi-criteria analysis, using normalization and weighting to aggregate findings into one metric (Lior 2007; Afgan et al. 2000; Afgan and Carvalho 2002; Pehnt 2006) . The resulting ordered ranking of options allows stakeholders to choose the "best" options. While the ranked list is straightforward and easy to understand, aggregated indicators do not allow for comparisons of trade-offs, nor do they reflect differing value judgments and prioritization of individual metrics by various stakeholders. In other words, using a single metric to evaluate energy development options does not allow for comprehensive consideration of other potential project costs and benefits that may be important, such as environmental, social, and economic impacts, and trade-off analysis.
Other approaches to measuring project sustainability have been developed, particularly with the use of spider diagrams. For instance, in the mid-1990s, Elkington (1994) built a framework for measuring performance in corporate America. This analysis was termed the triple bottom line and extended the traditional business performance measures, such as return on investment and profits, to environmental and social dimensions. The triple bottom line focuses on business-oriented applications. However, a similar approach can be used to assess energy project development along environmental, social, and economic impacts, and other measurements of concern to policymakers and other stakeholders (i.e., local employment impacts, climate friendliness). Convertino et al. (2013) propose the use of multi-criteria decision analysis methods to select optimal metric sets, but they focus on design and monitoring of sustainable ecosystem restorations as opposed to energy technologies.
One sophisticated use of the spider diagram methodology is the Arup SPeAR model (Arup 2014), which applies the United Kingdom's Government's Sustainable Development Indicators and the Global Reporting Initiative (GRI) indicators within its project appraisal framework. Spear has been modified to be applicable at an international scale. The method incorporates a color scheme for varying degrees of indicator magnitude, and it offers a unique visual for communicating results. Furthermore, a framework for integrated sustainability analysis developed at the University of Sydney comprises a range of environmental, economic, and social indicators as a triple bottom line analysis illustrated in a spider diagram (Dey n.d.) .
The range of tools developed in this field reflects the complexity associated with measuring sustainability. The objective of this research is to propose an option that is particularly intuitive-offering the benefit of ease of interpretation. Furthermore, the proposed methodology is unique in that it allows the user to readily and consistently compare technology and location options for a given project. By presenting multiple dimensions of sustainability simultaneously and in an easily understandable manner, this visual will offer decision-makers an option for quickly evaluating trade-offs, and in a way that is adaptable to a wide variety of scenarios and priorities.
The MMSA is designed to offer a readily-accessible and adaptable framework for comparing tradeoffs. Therefore, the goal of this pilot analysis is to develop a tool that allows policymakers to assess an array of energy project development options within the context of their unique local needs and priorities, and to demonstrate its application in a specific case study.
Proposed Multi-Metric Sustainability Approach
As noted, one objective of this study was to develop a means of presenting multiple indicators in a disaggregated format for easy interpretation by a diverse stakeholder group. Given that the sustainability indicators may vary in priority from one case to the next, a second objective was for the approach to be adaptable to a wide variety of scenarios. Figure 1 illustrates the design selected for further evaluation. Each indicator is presented as a ruler, where a longer ruler indicates a more positive outcome-offering the ease of a "bigger is better" type of interpretation. Indicators from each sustainability category (social, environmental, and economic) are included, and indicators within categories are adjacent and presented with similar color schemes. This graphic allows for straightforward visual comparisons of trade-offs faced when considering specific projects and technology options. The graphic could also be used to compare different project scenarios at one or many locations, as shown in Figure 2 .
The indicators selected for this analysis were selected based on a policymaker's perspective. For instance, policymakers are likely to be concerned about employment effects of a project (and thus it is included as criteria here), however project developers may be less likely to consider employment in their project investment assessments. To account for varying priorities, a different set of potential indicators can be considered when assessing technology options. Table 1 . Note that some of the indicators, such as employment and industry expansion, are categorized as economic indicators, but these may be relevant social indicators as well if local impacts are considered (rather than strictly macro-economic impacts). The proposed visual presents very different indicators in the same manner, which means that each indicator has a customized axis based on the metric chosen to represent that indicator. To ensure cross-comparability, axis minimums and maximums are established so that they correspond to the worst and best possible expected outcomes, respectively, for both fossil and renewable technologies. In some cases, the indicators may seem 5 counter-intuitive: instead of larger indicator values always representing a more favorable result, smaller indicator values may represent the best possible expected outcome. For example, LCOE values are more favorable for Energy Affordability when these values are smaller, indicating a lower cost for a given unit of energy output. Thus the smallest possible LCOE value represents the best-expected outcome, and accordingly, is shown as the axis maximum. Care must be taken to understand each axis' underlying metric.
Ideally, all indicators should be assessed quantitatively. However, some variables, including some social variables, are inherently more difficult to quantify than others (Francis n.d.) . In these cases, reasonable proxies and quantification estimation methods that have been generally applied in the related literature can be used. When that may not be possible, users may want to use shading or another visual modification to designate indicators that are assessed qualitatively.
One advantage of this graphic is that the independent impacts are discretely illustrated, and so trade-offs across technology choice and location can be compared in light of policymaking priorities (as opposed to one indicator that aggregates all impacts without opportunity to prioritize objectives). Additionally, estimates of uncertainty for each impact can be expressed as error bars or illustrated intervals on the edge of each ruler.
A potential challenge when using this graphical representation is the sensitivity of results and their interpretations to changes in the defined upper and lower bounds on each axis. The selection of high and low bounds and using a linear scale inherently weights each of the criteria; using drastically different bounds could lead to different relative benefit interpretations. For instance, if the upper bound on the LCOE is set to be lower than its original designation, then the magnitude of that indicator may change relative to the other indicators. It is important for the user to keep these implications in mind when determining axes bounds. For consistency, the standard adopted in the application here is to select bounds based on best and worst possible expected outcomes that are generally recognized in the field.
Establishing the MMSA Indicators
For this pilot of the proposed MMSA visual, the authors limited the scope to six indicators relevant for specific sites and technologies. The team chose two indicators from each sustainability category:
• Economic: energy affordability and energy diversity
• Environmental: climate friendliness and water conservation
• Social: safety and local employment impacts. Table 8 , which appears later in this text, summarizes the MMSA indicators and range of values. The following discussion addresses the specific indicators chosen and details assessment methodologies and determination of maximum and minimum values applied in this case study. The specific metrics were selected for illustrative purposes, but the model can be customized to include indicators that are particularly relevant for a variety of stakeholders.
Energy Affordability
The cost of electricity can determine a project's economic viability, and so it is included here as one of the economic indicators as measured by LCOE in U.S. dollars (USD) per kilowatt-hours (kWh) to represent energy affordability. The authors assumed that the most costly utility-scale renewable energy electricity generation would be the most expensive considered, thus defining the worst expected outcome and the axis minimum.
The Intergovernmental Panel on Climate Change (IPCC) Special Report on Renewable Energy (SRREN) presents LCOE estimates for renewable technologies using discount rates of 3%, 7%, and 10%, respectively (IPCC 2011); this current analysis only considers estimates produced assuming a 3% discount rate. 1 The maximum LCOE value for utilityscale renewable technologies served as the upper-bound for one-axis solar photovoltaics (PV). This value of $0.39/kWh is the maximum LCOE value included, corresponding to the minimum energy affordability value. The minimum LCOE value was set to $0.00/kWh, representing maximum energy affordability.
These costs do not include the cost of financing, integration, or transmission, nor do they include potential revenue streams, such as from the sale of renewable energy certificates (RECs), though these could be included, if desired, and data are available.
Energy Diversity
The security of energy supply sometimes drives promotion of specific energy strategies. A secure energy supply is defined differently by various groups but is generally agreed to exhibit the characteristics of availability (physical), accessibility (geopolitical), affordability (economic), and acceptability (environmental) (Sovacool 2010) . A variety of indicators have been established and applied to evaluate these different elements of energy security, some individual and others aggregated.
While import dependency and geopolitical risk might also be important in a regional sense, this analysis uses a simple diversity indicator to assess the potential impact of a proposed project on a region's energy security. Because diversity can indicate a system's resilience to supply disruption and price volatility, it is a reasonable proxy for energy security.
To measure diversity, the Shannon Diversity Index is used, where p i is the fractional share of a utility's electricity generation off-take from energy source i (Jansen et al. 2004) . Assuming all generation comes from coal, natural gas, petroleum, hydroelectric, nuclear, biomass, geothermal, wind, and solar, maximum diversity reflects generation that is evenly spread across all nine energy sources (i.e., p i = 0.111), which yields a diversity indicator value of 2.20.
2 Minimum diversity indicates that all generation comes 1 Although a 3% discount rate would be considered low for project analysis from the viewpoint of an investor or developer, it is the commonly applied social discount rate and is used in this analysis since a policymaker's perspective is assumed. The normal discount rate selection implications apply to the results presented. 2 This calculation comes from the Shannon Diversity Index, which is found as
from one source and yields a diversity indicator of 0. As projects assessed under this method are unlikely to result in a complete restructuring of an energy system, the impact scale preliminarily is set to range from a 5% decrease to a 5% increase in the diversity indicator.
Climate Friendliness
Because climate change may motivate some clean energy investments, the potential impact on climate was chosen as an indicator as measured by life cycle GHG emissions in grams (g) of carbon dioxide equivalent (CO 2 -eq) per kWh. The scale was set based on recent GHG harmonization analysis published in the IPCC SRREN (IPCC 2011).
The range of 'climate friendliness' median values ranged from 4 g CO 2 -eq/kWh for hydropower to 1,001 g CO 2 -eq/kWh for coal. Therefore, the climate friendliness range in this case study was set to roughly correspond to these figures with minimum and maximum values of 0 and 1,000 g CO 2 -eq/kWh, respectively. This range includes only the span of median values reported and not the entire range of possible values; however, current deployments would likely employ modern, high-efficiency designs, and associated emissions are unlikely to be higher than the median values.
Water Conservation
Water availability and competing demands for water resources can be a constraint for energy project development. Although the technologies selected for comparison in this study have relatively low water requirements compared to other electricity generating technologies (Macknick et al. 2011) , water conservation was chosen as one of the environmental metrics for this MMSA to illustrate its relevance and applicability to a wide variety of technologies. Both water resources and water uses are distributed unevenly throughout the United States, meaning any assessment of water use at a proposed site needs to consider local water availability.
Water availability can be defined in a variety of ways, depending on what types of water are included (e.g., surface freshwater, fresh groundwater, brackish groundwater, municipal wastewater) and to what degree state and local regulations and legal requirements are considered. In places where freshwater resources are stressed, municipal wastewater and brackish groundwater sources can be used for electricity operations, though this incurs an additional cost and performance penalty (EPRI 2003) .
For the purpose of this analysis, we define water availability as described by Tidwell et al. (2014) , which considers physical and legal availability associated with a variety of freshwater sources, brackish groundwater, and municipal wastewater, on a U.S. Geological Survey (USGS) hydrologic unit code (HUC) 8-level (Seaber et al. 1987) . Water availability for each site in this study was determined by identifying the water availability characteristics of the HUC-8 region in which it is located. The water conservation metric used here is defined as the fraction of annually available freshwater (surface water and groundwater) that would be required for operations at the energy facility. If the facility can offset its freshwater usage by utilizing municipal wastewater or brackish groundwater for operations, that non-freshwater usage lowers the impact on water availability.
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The water conservation range was set from zero to one, with a zero value representing no available water required for operations for maximum water conservation; a value of one indicates that all available water is required for operations (representing the minimum value-the worst expected outcome-for water conservation for the purposes of the MMSA visual).
Safety
Based on the importance of risks to workers and project acceptance by local community members, safety was identified by the team as a social indicator that may be of interest to policymakers. The specific metric chosen is based on recent research that explored fatality-based indicators across fossil, nuclear, and renewable technologies for the IPCC SRREN (IPCC 2011). Fatalities from severe incidents (>5 fatalities) were selected due to data reliability and importance in public perception, which were normalized to electricity production in Gigawatt electrical years (GWe-years).
All Organization for Economic Cooperation and Development (OECD) estimates for fossil technologies, the lower-limit total fatalities for Generation II nuclear facilities, and the full range across renewable technologies were included. Reported fatality rates ranged from 0.000245 fatalities/GW e -yr for PV, to 0.12 fatalities/GWe-yr for coal (IPCC 2011).
In the MMSA visual, these values represent the maximum (best expected outcome) and minimum (worst expected outcome) levels of safety corresponding to fatality risk for the safety indicator's axis.
Local Employment Impacts
Given the importance of local employment opportunities to securing community support for energy projects, particularly from a policymaker's perspective, local employment impact is included as a social metric in this pilot analysis. Many utility-scale renewable energy projects are developed in rural areas where employment opportunities may be scarce, with the potential for increasing urban migration. Though the absolute number of jobs associated with one energy development project may be small relative to the overall economy, the impact of increased jobs may be significant in some regions.
For this analysis, the local employment impact is defined as the number of nonconstruction direct jobs created in the community divided by the county's labor force.
The maximum value would be 1 if a project were responsible for all jobs in the county, but as projects will not typically reach across an entire county, the maximum impact value (best expected outcome) is set to 1% of all jobs for the purposes of these preliminary analyses. The minimum value (worst expected outcome) is set to 0%, although it is important to note that macro-level jobs analysis may indicate a net negative jobs result and might be a consideration if conducting this MMSA from a macro-level perspective.
Applying the MMSA Visual to Location and Technology Options
To test how the MMSA visual would work to evaluate potential energy development projects, two different technologies were evaluated at six different locations. Areas were selected based on a recent study of U.S. technical potential for renewable technologies (Lopez et al. 2012) . This analysis identified all land area in the United States deemed suitable for utility-scale wind and solar development after screening for terrain slope restrictions, appropriate land use categories, environmental factors, and minimum wind resource intensity at 80 m hub height.
These lands were overlaid with a geospatial dataset identifying Bureau of Land Management (BLM) and tribal-owned lands, and six 18-km2 parcels were identified with sufficient area, based on the screening criteria, to support at least 50 MW of wind, assuming a deployment density of 5 MW/km2. Two potential sites, one BLM and one tribal, were chosen in each of Wyoming, Idaho, and Arizona. The potential development sites are shown in Figure 3 as "extraction areas." The areas' features are presented in Table 2 , which also lists the specific tribes owning land designated as under the control of the Bureau of Indian Affairs (BIA). Also shown in Table 2 is the amount of the land from the initial screening area available for PV and wind development. The region shown is the southwest United States, with extraction areas in Arizona, Idaho, and Wyoming. BIA denotes tribal ownership, and BLM denotes ownership by the federal government. The pink extraction areas show the locations selected for analysis. BLM and tribal lands are being explored for widespread deployment of renewable technologies (BLM 2012) . 3 This makes tribal lands attractive for this study, but the local benefits may differ due to specific project development characteristics.
Two deployment scenarios were evaluated on each land parcel: development of a 10-MW PV plant and development of wind across the developable land area at a density of 5 MW/km 2 . The solar scenario assumed a PV density of 48 MW/km 2 . The wind scenario assumed deployment of International Electrotechnical Commission class 2 wind turbines at 80 m hub height in calculating the gross capacity factor.
Analysis of MMSA Indicators at Potential Deployment Sites
Energy Affordability
The LCOE for each project was calculated assuming industry-reported capital and operating costs and a discount rate of 3%, following the simplified LCOE methodology reported by NREL (2012). The overnight capital costs, fixed operating costs, and variable operating costs were obtained from NREL's Transparent Cost Database (OpenEI 2012). The median value for the technology-specific cost was selected in most cases; the variable operating costs for onshore wind only reported three values, and the intermediate value was used in the analysis.
To ensure consistency with values reported previously, these values were compared against those reported in a November 2010 report on LCOE (Tidball et al. 2010) , which asserted a project lifetime of 30 years. This assumption was used in the cost calculations. The cost data are presented in Table 3 , and the calculated LCOE by technology and site are presented in Table 4 . 
Energy Diversity
In order to compute the baseline Shannon Diversity Indicator and the change in value under the proposed deployment scenarios, an appropriate system boundary must be established. One option explored was to look at the generation profile of the nearest likely off-take utility. Assuming that this would be the nearest large utility, the three potential off-takers identified were Idaho Power, PacifiCorp, and APS. Delivered electricity by energy source was accessible only for Idaho Power as part of their Integrated Resource Plan (IRP) (2011) . These values were compared with data available in the Ventex database, which reports for all three utilities, but this database only reports generation by owner, and so it does not capture energy delivered to utility customers as part of long-term power purchase agreements.
In order to capture local diversity issues in the absence of this information, the baseline Shannon Diversity Index was calculated for each state based on reported U.S. Energy Information Administration (EIA) data (EIA 2010). The value calculated for Idaho, 0.636, differs somewhat from the value calculated using generation values reported in Idaho Power's 2011 IRP, 0.837. The disparity between Wyoming and PacfiCorp, the possible off-take utility for projects in that state, would likely be even greater given that PacifiCorp operates across several western states.
To compute the diversity index under the different deployment scenarios, the expected new generation was added to EIA's 2010 generation values. The expected generation values, assuming maximum wind deployment and 10 MW of deployed solar PV, are reported in Table 5 . The solar scenarios assume a 10-MW project, and the wind scenarios show the estimated installed capacity and resultant generation estimates. Table 6 presents the baseline diversity indicator for the states and the percentage change in diversity indicator under solar and wind project development scenarios at the six land parcels. As the wind projects result in much greater electricity generation, they have a greater impact on system diversity. The greatest change in the diversity indicator-3.13%-was realized in the Idaho wind scenario on land parcel 4, corresponding to a reduced share of hydropower generation from 82.2% to 81.6%. In the Wyoming scenarios (land parcels 5 and 6), even the highest levels of deployment only reduced the share of coal from 91.3% to 91.2%. In Arizona (parcels 1 and 2), the additions of wind and solar realized the smallest changes to the already somewhat diverse system. 
Climate Friendliness
In the absence of specific emission values for a given project, a prospective look at the likely climate impacts could use the most recent, published reports of the life cycle GHG emissions normalized to production amounts. In this case, we use the median values by technology reported in the IPCC SRREN. For all solar project scenarios, this corresponds to a value of 46 g CO 2 -eq/kWh, and for all wind projects, the GHG emissions are 12 g CO 2 -eq/kWh.
Water Conservation
Considering the example locations in this study, water availability varies greatly from site to site (Figure 4 ). Sites 1, 2, and 6 have relatively little to no availability of surface water, and sites 2, 3, 4, and 6 have relatively little to no availability of groundwater. Sites 1 and 2 have substantial municipal wastewater and/or brackish groundwater resources, which could be utilized to offset freshwater demands. Given projected annual energy output for the two energy technologies considered here (as shown in Table 5 ), we calculate total annual water impacts based on established water consumption rates for PV technologies (DOE 2012) . Wind has no operational water uses, and PV systems' low operational water uses lead to relatively minor water consumption impacts at each site ( Figure 5 ). Water consumption from these two alternatives can also be analyzed in the context of other electricity generating technologies. Utilizing average annual energy output for the PV systems (20,000 MWh) and wind systems (250,000 MWh) for all sites, we compare the water consumption impacts of other electricity technologies that could potentially meet that level of generation using established water consumption values (Macknick et al. 2011) . Overall, wind and PV water uses are negligible compared to other electricity generating technologies. Concentrated solar power (CSP) systems and coal plants with carbon capture and storage (CCS) technologies that utilize cooling towers have the highest relative water consumption impacts ( Figure 6 ).
Figure 6. Water consumption impacts of a variety of electricity generating technologies
For these sites the impact on local water availability from PV and wind systems would be relatively minor, yet greater impacts could occur from development of other electricity generating technologies.
Safety
For the projects under evaluation here, project safety was measured using the IPCCpublished values for fatalities of severe incidents as a proxy (IPCC 2011) . 4 The only reported value for PV was for crystalline silicon, and this value, 0.000245 fatalities/GWeyear, was assigned to the potential PV projects. Two values were reported for onshore wind, one each for Denmark and the United Kingdom. The average of these values, 0.00415 fatalities/GWe-year, was assigned for the potential wind projects.
Local Employment Impacts
To assess local employment impacts, labor force values by county were obtained from the U.S. Bureau of Labor Statistics (BLS 2012) . The average of the labor force data by county reported for the period April 2011 to May 2012 was used. Direct jobs for each of the project deployment scenarios were estimated by obtaining operation and maintenance job values from a published review of renewable energy jobs studies (Wei et al. 2010) .
The values reported for solar PV and wind in Table 2 of Wei et al. (2010) were averaged, scaled to the project size being evaluated (10 MW for solar; see Table 5 for wind project installed capacity), and rounded to the nearest integer value. The local employment impact was calculated by dividing the anticipated direct local jobs by the average labor force. Table 7 shows the labor force, expected direct jobs, and job impact for the six land parcels under both the solar and wind project scenarios. 
MMSA Analysis and Presentation
To facilitate comparisons and trade-off analysis, this section tabulates all of the metrics discussed and illustrates the findings with the MMSA visual. Table 8 presents a summary of the MMSA indicators, metrics used, and minimum and maximum values applied for indicator evaluation. Table 9 shows the metric value calculated for each scenario and land parcel. Figure 7 presents the findings applied within the MMSA visual framework for all scenarios. 
Discussion
In the MMSA literature, some sustainability domains are relatively well-researched, with well-vetted quantification methods, such as GHG emissions and water use. However, this is not the case for other metrics, such as the social impacts of energy systemsquantifying their potential impacts can be complex, and the studies that do exist sometimes rely only on expert opinion or general perceptions rather than quantitative analytical approaches. For example, one recent study of the European Union (EU) energy system (Carrera and Mack 2010) involved a thorough review of the social indicator research to identify energy-relevant impact indicators, but it relied on surveys of expert opinion to assign values to different social impact categories.
Working in this multivariable, multidimensional, and relatively new field of sustainability science presents significant challenges that one would expect from a frontier field. Solid understanding of these challenges is essential to properly apply the proposed MMSA tool and present results. One of those challenges relates to the interdisciplinary nature of this broad area and the fact that, for the past several decades, each pertinent discipline has developed a unique language to efficiently communicate advances in the field among their peers.
This paper presents one potential approach to synthesizing information from disparate disciplines and presenting it in a way that is accessible to a diverse set of stakeholders, and which offers the benefit of a tractable visual interpretation for a wide range of audiences. The tool could be further refined to account for uncertainty or to include dimensions that are limited strictly to qualitative assessment. It is important to note that parameter choices and the determination of maximum and minimum values for each indicator affect interpretation of results. For instance, a ruler scaled such that all impacts are likely to appear small could be misleading. Clearly detailing the underlying data and framework can help to ensure transparency and allow for critical analysis by interested stakeholders, as well as further refinements to meet unique project needs. As the proposed MMSA tool is used and results are presented to diverse audiences, detailing the underlying assumptions and data that ultimately drive the implications of results will be critical for interpretation purposes.
Lastly, consideration of the specific priorities and perspective of the decision-maker using the tool will likely influence the indicators selected for the analysis as well as the prioritization of indicators within the framework. For example, a decision-maker that is involved in investment planning or project development might be less concerned with climate friendliness or employment benefits relative to a policymaker. While the objective of this initial pilot was to demonstrate the proposed tool's applicability specifically from a policymaker's perspective, the tool was designed to be flexible and applicable to a wide range of potential users.
