Ahlswede and Katona posed the following average distance problem: For every n and 16M 62 n , determine the minimum average Hamming distance ÿ(n; M ) of binary codes with length n and size M . In this paper, improved lower bounds for ÿ(n; M ) are found with the help of linear programming. As a corollary, ÿ(n; 2 n−2 ±1); ÿ(n; 2 n−1 +2 n−2 ±1); ÿ(n; 2 n−2 ); ÿ(n; 2 n−1 + 2 n−2 ); ÿ(n; 2 n−1 ± 2) and ÿ(n; 2 n − 2) are determined. Furthermore, an upper bound for ÿ(n; M ) is obtained by constructing a binary code with length n and size M . This upper bound is tight for some cases, but not in general. ?
Introduction
Let V n = {0; 1} n be the n-dimensional vector space over the binary ÿeld {0; 1}. The Hamming distance between two vectors a and b is the number of components where they di er, and is denoted by d H (a; b). The Hamming weight of a vector x is the number of nonzero components, and is denoted by w H (x). For x = (x 1 ; : : : ; x n ) ∈ V n and y = (y 1 ; : : : ; y n ) ∈ V n , the scalar product of x and y is deÿned by x; y = x 1 y 1 + x 2 y 2 + · · · + x n y n :
A subset C of V n with size M is called a binary (n; M ) code. The average Hamming distance of C is deÿned by The minimum average Hamming distance of a binary (n; M ) code is deÿned by ÿ(n; M ) = min{ d(C) | C is a binary (n; M ) code}: (1.2)
Ahlswede and Katona [2] posed the following problem on the extremal combinatorics of Hamming space: For every 16M 62 n , determine the exact value of ÿ(n; M ). Ahlswede and Alth ofer [1] observed that this problem also occurs in the construction of good codes for write-e cient memories, introduced by Ahlswede and Zhang [3] as a model for storing and updating information on a rewritable medium with cost constraints. One problem that arises is to ÿnd sets C ⊆ V n of a given cardinality which minimize the average inner cost K undgen [9] also observed that this problem is equivalent to a covering problem in graph theory.
A referee pointed out that for every subset C ⊆ V n , there is a relationship between d(C) and d(V n \C): Lemma 1. For every subset C ⊆ V n ; we have
As pointed out by the referee, Lemma 1 implies that Lemma 2. For a subset C ⊆ V n ; if d(C) = ÿ(n; |C|); then d(V n \C) = ÿ(n; 2 n − |C|). Furthermore; for 16M 62 n ; ÿ(n; 2
Lemma 2 implies that we only need to determine ÿ(n; M ) for 16M 62 n−1 . For completeness, here we present a proof for Lemma 1 based on the deÿnitions. In Section 2, we will give another proof for Lemma 1 based on the properties of the distance distribution of codes.
Proof. Let A be a binary |C| × n matrix, whose rows consist of all vectors in C. For i = 1; 2; : : : ; n, suppose that the number of 1's in the ith column of A is m i . Then
(1.5)
Let A be a binary (2 n − |C|) × n matrix, whose rows consist of all vectors in V n \C. We know that for i = 1; 2; : : : ; n, the number of 1's in the ith column of A is (2 n−1 − m i ). Then
This completes the proof of Lemma 1.
In the process of making e orts to solve the open problem posed by Ahlswede et al., Alth ofer and Sillke [4] proved that Theorem 1 (Alth ofer and Sillke [4] ). Let C be a binary (n; M ) code; then
where equality is possible only for M = 2 n and for M = 2 n−1 with C being a subcube.
Theorem 1 shows that
Xia and Fu [11] improved Theorem 1 for odd M as follows.
Theorem 2 (Xia and Fu [1] ). Let C be a binary (n; M ) code. If M is odd; then
where equality holds for M =2 n −1 with C being a set obtained by removing one point from V n ; and for M = 2 n−1 ± 1 with C being a set obtained by adding or removing one point from a subcube.
Theorem 2 shows that
(1.10)
Ahlswede and Alth ofer [1] studied the asymptotic behaviour of ÿ(n; M ). In general, the expectation and variance of two independent identical distributed random vectors over GF (2) and GF(q) are studied by Alth ofer and Sillke [4] , Fu and Shen [8] , and Fu et al. [7] . In this paper, stimulated by Delsarte's linear programming bound [6] for codes, we ÿnd several improved lower bounds for ÿ(n; M ) with the help of linear programming. As a corollary, ÿ(n; 2 n−2 ± 1); ÿ(n; 2 n−1 + 2 n−2 ± 1); ÿ(n; 2 n−2 ); ÿ(n; 2 n−1 + 2 n−2 ); ÿ(n; 2 n−1 ± 2) and ÿ(n; 2 n − 2) are determined. Furthermore, an upper bound for ÿ(n; M ) is obtained by constructing a binary (n; M ) code. This upper bound is tight for some cases, but not in general.
This paper is organized as follows. In Section 2, we ÿrst review some basic properties of Krawtchouk polynomials, distance distribution and dual distance distribution of codes. Then we mention some basic results regarding linear programming problem. In Section 3, we present a lower bound for ÿ(n; M ) with M ≡ 2 (mod 4). This enable us to determine ÿ(n; 2 n − 2) and ÿ(n; 2 n−1 ± 2). In Section 4, by using the linear programming technique, we present the linear programming bounds for ÿ(n; M ). Several explicit lower bounds for ÿ(n; M ) are derived by using these linear programming bounds and Lemma 1. These lower bounds improve the previously known lower bounds. As a corollary, ÿ(n; 2 n−2 ), ÿ(n; 2 n−1 + 2 n−2 ), ÿ(n; 2 n−2 ± 1) and ÿ(n; 2 n−1 + 2 n−2 ± 1) are determined. In Section 5, we present an upper bound for ÿ(n; M ). This upper bound is tight for some cases, but not in general.
Preliminaries
In this section, we review some basic properties regarding the Krawtchouk polynomials, the distance distribution of codes and the linear programming problems. For details we refer the readers to [10] . We will use these properties to establish our results. We also present a new proof for Lemma 1 based on the properties of the distance distribution of codes.
Krawtchouk polynomials
Here we mention several properties of Krawtchouk polynomials that will be used in the rest of the paper. For details we refer to [10, Section 1:2].
Let R = (−∞; +∞). For k = 0; 1; 2; : : :, the Krawtchouk polynomial K k (z; n) is deÿned by
If the parameter n is clear from the context, we simply write
In this paper we only need to consider the case where z is an integer and 06z6n. The Krawtchouk polynomials satisfy the following relations:
where kl = 0, k = l and kl = 1, k = l, K n (i) = (−1) i ; i = 0; 1; : : : ; n; (2.6)
For any nonnegative integers r; s,
The Krawtchouk polynomials of degree up to three are:
(2.14)
Distance distributions
Let C be a binary (n; M ) code. The distance distribution of C is deÿned by
The dual distance distribution of C is deÿned by
; i = 0; 1; : : : ; n:
The distance enumerator of C is deÿned as f(s) = n i=0 A i s i , and the dual distance enumerator of C is deÿned as g(s) = n i=0 B i s i . The MacWilliams-Delsarte identity (see [10] ) gives the relationship between f(s) and g(s) as follows:
It is easy to see from the MacWilliams-Delsarte identity (or the Pless identity for the moments of distance distribution) that Property 1. (Xia and Fu [11] )
From Property 1, we can give a new proof for Lemma 1 as follows.
A new Proof of Lemma 1. For a nonempty subset C ⊆ V n , denote C = V n \ C. The distance distributions of C and C are given by {B i } n i=0 and { B i } n i=0 , respectively. We know from [10] that for every nonzero vector u ∈ V n ,
This implies that
It follows from (2.16) that for i = 1; 2; : : : ; n,
From Property 1, we obtain that
We will use the following properties of distance distribution. If 16M 62 n and M ≡ 2 (mod 4); then there exits l ∈ {0; 1; : : : ; n}; such that
; k = 0; 1; : : : ; n; (2.23)
where K i (z) is the Krawtchouk polynomial deÿned by (2:1).
The MacWilliams-Delsarte identity also gives the relationship between the distance distribution and the dual distance distribution.
K k (i)A i ; k = 0; 1; : : : ; n; (2.24)
K k (i)B i ; k = 0; 1; : : : ; n: (2.25)
Linear programming problem
Here we review some basic concepts, notations and properties of linear programming. We will use linear programming to obtain lower bounds for ÿ(n; Let A = (a ij ) n×s ; b= (b 1 ; : : : ; b n ); c= (c 1 ; : : : ; c s ); x= (x 1 ; : : : ; x s ); u= (u 1 ; : : : ; u n ). These problems can be restated in matrix notation as follows: (I ) Maximize cx T subject to x¿0; Ax T ¿ − b T , (II ) Minimize ub T subject to u¿0; uA6 − c. A vector x (resp. u) is called a feasible solution to Problem I (resp. Problem II), if it satisÿes the inequalities of Problem I (resp. Problem II), and an optimal solution if it also maximizes cx T (resp. minimizes ub T ).
Property 6. If x and u are feasible solutions to Problem I and II; respectively; then cx T 6ub T .
Property 7. If x and u are feasible solutions to Problem I and II; respectively; then x and u are both optimal i cx T = ub T .
3. A lower bound for ÿ(n; M ) with M ≡ 2(mod4)
be the dual distance distribution of code C, then by Properties 1 and 2, we have
From Property 4, we know that there exists l ∈ {0; 1; : : : ; n} such that
If l¿1, then by (2.8), (2.11) and (2.12),
By (3.2), (3.3) and (3.6), we have
Note that Theorem 3 is only meaningful for 1 (n; M ) ¿ 0. The following corollary shows that Theorem 3 is tight for some cases.
Proof. Let 0 be the zero vector with length n. Let e i be the binary vector with length n in which only the ith coordinate is 1. Let
C 3 = V n−1 × {0} ∪ {e n ; e 1 + e n }:
By direct calculation, it is not hard to obtain that
Since |C 1 | = 2 n − 2; |C 2 | = 2 n−1 − 2 and |C 3 | = 2 n−1 + 2, we have
It is easy to see from the lower bound of Theorem 3 that
Corollary 1 follows by combining these assertions.
Remark. By Lemma 2, we can also determine ÿ(n; 2 n − 2) and ÿ(n; 2 n−1 + 2) from ÿ(n; 2) and ÿ(n; 2 n−1 − 2), respectively. Here we have shown that the lower bound of Theorem 3 is tight for M = 2 n − 2; 2 n−1 ± 2.
Linear programming (LP) bounds
In this section, we present several new lower bounds for ÿ(n; M ) by using the linear programming technique. Furthermore, we show that these lower bounds are tight for some cases.
LP bound for ÿ(n; M ) with M 62
n−1 Let C be a binary (n; M ) code. From (3.2), we know that
From Properties 2 and 5, we know that B 0 = 1; B i ¿0; i = 1; 2; : : : ; n; (4.1)
K k (i)B i ¿0; k = 1; 2; : : : ; n:
, we obtain that This implies that 1 (n; M ) = 0 by choosing the optimal solution u 2 = u 3 = · · · = u n = 0. Hence, here we only consider the case M 62 n−1 . By (3.2) we obtain a LP bound for ÿ(n; M ) with M 62 n−1 as follows:
The dual problem of (A) is given as follows (see Section 2.3, Properties 6 and 7): (A ) Choose the real variables x 1 ; x 2 ; : : : ; x n so as to
subject to the inequalities x k ¿0; k = 1; 2; : : : ; n; (4.10)
: : : ; n:
It is not di cult to see that
2 is a feasible solution of the LP problem (A ). Here we only need to check that
Therefore it follows from (4.8) that
Theorem 4. Let C be a binary (n; M ) code; then for M 62 n−1 ;
Note that the lower bound in Theorem 4 is only meaningful for 2 n−1 =n6M 62 n−1 . It follows from (1.8) that the lower bound in Theorem 4 is tight for M = 2 n−1 . The following corollary shows that the lower bound in Theorem 4 is also tight for M =2 n−2 .
Corollary 2.
ÿ(n; 2 n−2 ) = n − 2 2 : (4.13)
Proof. Theorem 4 implies that ÿ(n; 2 n−2 )¿(n − 2)=2. Let C = V n−2 × {00}, then it is easy to see that |C| = 2 n−2 and d(C) = (n − 2)=2. Therefore ÿ(n; 2 n−2 )6(n − 2)=2 and the corollary follows.
It follows from Lemma 2 and Corollary 2 that
Corollary 3. ÿ(n; 2 n−1 + 2 n−2 ) = n 2 − 1 9 : (4.14)
From Lemma 1 and Theorem 4, we obtain that Corollary 4. Let C be a binary (n; M ) code; then for M ¿2 n−1 ;
From (1.8) and (4.14), we know that the lower bound in Corollary 4 is tight for M =2 n−1 ; 2 n−1 +2 n−2 . Comparing the lower bounds in Theorem 4 and Corollary 4 with the lower bound of Alth ofer and Sillke (see Theorem 1), we see that both the lower bounds in Theorem 4 and Corollary 4 are better than the lower bound of Alth ofer and Sillke.
4.2. LP bound for ÿ(n; M ) with M odd and M 62 n−1 − 1 Let C be a binary (n; M ) code. If M is odd, then from Property 3 we know that
n i ; i = 0; 1; : : : ; n:
n i ; i = 0; 1; : : : ; n. It follows from (3.2) that
into (4.3), and using the properties of Krawtchouk polynomials, we obtain that Note that if M ¿2 n−1 − 1, then
; k = 1; 2; : : : ; n:
This implies that 2 (n; M ) = 0 by choosing the optimal solution u 2 = u 3 = · · · = u n = 0. Hence, here we only consider the case M 62 n−1 − 1. Therefore, by (4.16) we obtain that for M odd and M 62 n−1 − 1,
The dual problem of (B) is given as follows: (B ) Choose the real variables x 1 ; x 2 ; : : : ; x n so as to
subject to the inequalities x k ¿0; k = 1; 2; : : : ; n; (4.24) 
It follows from (4.22) that Theorem 5. Let C be a binary (n; M ) code. If M is odd and M 62 n−1 − 1, then
Note that the lower bound in Theorem 5 is only meaningful for M odd and 2 n−1 =n− 16M 62 n−1 − 1. It follows from (1.11) that the lower bound in Theorem 5 is tight for M = 2 n−1 − 1. The following corollary shows that the lower bound in Theorem 5 is also tight for M = 2 n−2 ± 1.
Proof. Theorem 5 implies that
Let C 1 and C 2 be the sets obtained by deleting or adding one point from the set V n−2 × {00}, respectively. It is not hard to check that
and the corollary follows.
It follows from Lemma 2 and Corollary 5 that
From Lemma 1 and Theorem 5, we obtain that Corollary 7. Let C be a binary (n; M ) code; If M is odd and M ¿2 n−1 + 1; then
From (1.12), (4.29) and (4.30), we know that the lower bound in Corollary 7 is tight for M = 2 n−1 + 1; 2 n−1 + 2 n−2 ± 1. Comparing the lower bounds in Theorem 5 and Corollary 7 with the lower bound of Xia and Fu (see Theorem 2), we see that both the lower bounds in Theorem 5 and Corollary 7 are better than the lower bound of Xia and Fu.
An upper bound for ÿ(n; M )
In order to establish our results, we ÿrst introduce some notations. For a subset A ⊆ V s and a vector b ∈ V t , let
Below we use the notation 0(l) to represent the zero vector of length l. For l = 0, it represents the empty vector with length 0. Below we give an upper bound for ÿ(n; M ) by presenting a construction of binary (n; M ) codes. If m 1 =0, the set V 0 represents the set which only contains the empty vector. It is easy to see that the sets C 1 ; C 2 ; : : : ; C k are disjoint of each other and |C i | = 2 mi ; i = 1; 2; : : : ; k. Let C = C 1 ∪ C 2 ∪ · · · ∪ C k , then C is a binary (n; M ) code. Next, we show that d(C) = (n; M ). 
