In this paper, we present a tele-operated mobile robot system for old age surveillance. The robot operates in autonomous mode in which the robots navigates in the environment and search for unusual situation of elderly people. If a patient is lying on the floor, the robot informs the user. The user switches the control mode from autonomous to haptic based user control. In the autonomous mode, the robot utilizes the visual sensor and landmarks to monitor the entire environment. The robot is equipped microphone, speaker and monitor making it possible to communicate with the user in remote place. In addition, the robot utilizes the vital sensors to check the patient's condition. The preliminary surveillance experiments show a good performance.
Introduction
Recently, Japan is rapidly going to an aging society, and in 2015 the elderly population will make up 26.8% of the total, or one out of four people will be a senior person [1] . Simultaneously, the number of home and/or visiting care service facilities is increasing. The care service utilization factor is more than 90%. On the other hand the number of stuff working in these facilities is not sufficient. It has caused the increasing of work load per person resulting in a very tiring job and low quality of care service. Therefore, application of autonomous robots to replace staff work is highly required.
Development of robots for surveillance of elderly people has been presented in previous research works. For example, Matsui et al. [2] developed a noncontact vital data monitoring system using microwaves for bedridden old men. Oda et al. [3] developed a watching system for the elderly in room using image processing and sensor embedded bed. However, these systems are available only in a single room, making it expensive to be implemented in whole facility. On the other, Sawashima et al. [4] developed elderly people monitoring system in care house using a mobile robot. The robot system can move from room to room autonomously. However, in an emergency which the elderly lying down, the robot can't approach to check their consciousness and vital conditions.
In this work, we propose a tele-operated mobile robot system for old age surveillance. Our system is operated under the LAN/Internet environment in the facility. The robot surveys the environment autonomously. In addition, the operator can grasp the remote environment using the robot camera image. When the robot finds a patient lying on the floor, the robot notices an alert to the operator, and then changes to the manual operation mode, automatically. In the manual mode, the operator can communicate with the patient vie an interactive user interface, and check his vital conditions using the sensors attached to the robot. The preliminary surveillance experiments show a good performance. Fig.1 shows a schematic diagram of our developed system. The operational target facility is a hospital or care house under the LAN/Internet environment. The robot surveys along a corridor and room autonomously by collecting and processing the environment information. The operator can monitor in real time the environment, and communicates with a patient or elderly as needed. In an emergency, when a patient is lying on the floor, the robot informs the operator. The operator controls the robot in the manual mode using the haptic device. 
Developed System

Surveillance Robot
The developed surveillance robot is shown in Fig.2 . The robot has a depth/RGB image sensor (Xtion Pro LIVE, ASUS) and a arm equipped a temperature sensor and a pressure sensors. In addition, the robot has a microphone and speaker and a small crystal monitor which is used for operator patient communication. 
Operation Environment
A user environment is shown in Fig.3(a) . There is a web camera on the monitor and a microphone and a speaker. The haptic device (PHANToM Omni, SensAble Technologies Inc.) is used to control the robot in the manual mode. A user PC has 8[GB] memories and an Intel Core i5 CPU, and its OS is Windows7.On the user PC monitor, a camera real image and a depth image are shown to grasp the remote place situation, as shown in Fig.3(b) . The depth image is also used to improve a user's feeling to depth and distance on manual control operation. In addition, the operator can monitor the temperature and pressure sensors data. 
Software Configuration
Our developed system is based on OpenRTM-aist [5] . OpenRTM-aist is a component-oriented software for robotic systems. Fig.5 shows the configuration of components and all components are connected to each other on the TCP/IP network. In robot side, the image component captures the images using Xtion Pro LIVE and transmits them to the operator side. The driver component transmits the reference motor data to the motor driver module, which collects/transmits motor status. The voice component captures/transmits voice sound data from a microphone and decodes sound data received from the operator side.In the operator side, the image processing and control input component is a main motion control manager which processes image data and calculates reference motor data. In addition, it processes the haptic device data input for manual control of the robot and feedbacks a pressure sensor data to the device. The voice component in the operator side is same as the robot side. 
Surveillance System
The surveillance system has two operation modes: autonomous and manually. In the autonomous mode, the robot goes along the regular route using the landmarks distributed in the environment. In the manual mode, the operator controls the robot using the haptic device. These two modes are changeable at any time according to the situation (Fig.5) . 
Autonomous Navigation Mode
In autonomous survey mode, the robot navigates at a regular speed utilizing the landmarks located on the route which is the corridor and/or room. The marker is a red color 150x150 mm square. By RGB image processing, the center of the blob is extracted (Fig.6) . Reference motor speed ratio is calculated by the horizontal offset between a center of image and the blob position, as follows:
where, v R and v L are the right/left side crawler reference speed,K 1 and K 2 are constant values corresponding to the straight and the rotary component,g x is a horizontal coordinate of extracted the center of blob and theWIDTH is a width size of RGB image.
The discrimination method at finding an emergency situation, e.g. a patient lying on the floor, is realized by distinguishing color of patient's clothes and skin color. In this system, a target cloth color is blue (Fig.7  (a) ). It is supposed that all the patients have the same clothes. If the extracting coordinates of center of blob for blue and skin color (Fig.7 (b) and (c)) is less than 40pixels, the system judges as an emergency situation. The robot informs the operator that switches to the manual operation mode. 
Manual Control Mode
In this mode the user control the robot motion using the haptic device. In addition, by the Haptic device, the arm where sensors are mounted is also controlled (Fig.8) . The operator can switch between robot and arm motion control at any time.
Robot motion control The axis θ 1 and θ 3 are used to calculate the right/left crawler reference speeds as follows:
whereK 1 and K 2 are constant values determined by experiments. θ 1max and θ 3max are the maximum joint angle and is the ratio of forward/backward crawler speed, and is ratio of rotation.
Arm control In this mode, the reference Yaw joint angle θ Y and Pitch joint angle θ P of the sensor arm are calculated as follows: (7) (8)
In the manual control mode, the operator has to controlthe arm with great caution. This is because it is difficult to grasp the situation using only the information on PC monitor. In order to solve this problem, the pressure sensor data is feed-backed to the joint θ 2 of the haptic device. It interpolates contact condition of sensor arm on the patient and restricts the arm operation. This protects an overly contact pressure on the patient skin and an excessive action of force on the arm joint. Fig.9 shows the experimental environment. The robot starts from initial position and goes along the corridor, enters in room1 and room2. There is a pseudo lying patient in the room2. The robot approaches the man and then checks its condition using the sensors mounted in the arm. Fig.10 shows video capture images of the robot operating in the autonomous mode. The picture number corresponds to the robot location in the environment, as shown in Fig.10 . The reference moving speed in the autonomous mode was about 100 [mm/sec].Result show that the robot was able to go along the corridor by finding located markers. After the robot enters in room 1 and check the situation, the robot returns back to the corridor and continues its motion toward room 2. In room 2 the robot was able to find the lying person using the camera image. Next, we evaluated the performance of the arm motion control to check the vital signs using the pressure and temperature sensors. After the robot reaches the man lying in the floor, the operator starts to move the robot arm toward the man's body (Fig.11) . The operator control the arm motion using the haptic device based on the information from the camera image and pressure sensor shown in his/her PC.
Experiments
Experimental Environment
Results
The result showed that the developed system was able to feed-back the sampled pressure data to haptic device and the robot was able to detect and transmit the body temperature to the operator PC.However in some cases the contact pressure between the robot arm and human body higher than expected. The reason was related with the time delay in the communication between the robot and the operator. These issues must be considered in order to improve the performance of the robot. However, the robot operated safely.
Concluding Remarks
In this paper, we presented a tele-operated mobile robot system for old age surveillance. The robot utilizes the visual sensor data to move autonomously on the surveillance route utilizing the landmarks distributed in the environment. The developed robot operated in autonomous and manually control mode. In the manually control mode the operator utilized he haptic device, remotely. If a patient is lying on the floor, the robot recognizes the situation and transits the autonomous mode to the user control mode automatically. In addition, the robot utilizes the vital sensors to check the patient's condition.
