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Abstract
We determine the limit of the bottom of spectrum of Schrödinger operators with variable coefficients
on Wiener spaces and path spaces over finite-dimensional compact Riemannian manifolds in the semi-
classical limit. These are extensions of the results in [S. Aida, Semiclassical limit of the lowest eigenvalue
of a Schrödinger operator on a Wiener space, J. Funct. Anal. 203 (2) (2003) 401–424]. The problem on
path spaces over Riemannian manifolds is considered as a problem on Wiener spaces by using Ito’s map.
However the coefficient operator is not a bounded linear operator and the dependence on the path is not con-
tinuous in the uniform convergence topology if the Riemannian curvature tensor on the underling manifold
is not equal to 0. The difficulties are solved by using unitary transformations of the Schrödinger operators
by approximate ground state functions and estimates in the rough path analysis.
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The properties of the spectrum of a Schrödinger operator − + λ2U on L2(RN,dx) in the
semi-classical limit λ → ∞ have been studied by many researchers [14,25–28,33,39–41]. The
extension to infinite-dimensional spaces has also been studied from several viewpoints. For ex-
ample, uniform estimates on Schrödinger operators in large dimension have been studied for their
interest in classical lattice spin systems [12,38]. In connection with quantum field theory, it is nat-
ural to study the semi-classical analysis in infinite-dimensional spaces. Indeed, there have been
many works in this area too. We cite [11] which is a study on a semi-classical analysis of P(φ)-
type Hamiltonian since this operator is much related with the subject of [4]. In [4], we studied
the perturbed number operator which is P(φ)-type Hamiltonian in the case where the one parti-
cle operator is the identity. More precisely, we studied the semi-classical limit of the bottom of
spectrum of the Schrödinger type operator which is the sum of the Ornstein–Uhlenbeck operator
and a potential function. In this paper, we extend the results to the case of Schrödinger opera-
tors on path spaces over a compact Riemannian manifold. This is motivated by [43]. In [43], the
Morse inequality was proved by using the semi-classical analysis of Witten Laplacian. It would
be natural to try to extend this analysis to infinite-dimensional manifolds. Note that the extension
to non-compact Riemannian manifolds and the choice of Morse function on them is also a non-
trivial problem because of the non-compactness. In infinite-dimensional cases, we cannot expect
the locally compact property of the space also. In many interesting cases, the Witten Laplacian
itself is not defined since the “right” measure is not defined rigorously. However a complex is
defined by the “Morse functions” as suggested in [43]. The “Morse functions” in these studies
are not the Morse functions in the classical sense because the number of negative eigenvalues of
the Hessian at the critical points of the “Morse functions” are infinite. See [18,24]. Contrasting
with such cases, the energy function E(γ ) = 12
∫ 1
0 |γ˙ (t)|2 dt of path γ on a Riemannian manifold
is a typical classical Morse function and the measure Z−1λ e−λE(γ ) dγ is rigorously defined as a
Brownian motion measure. Hence, we can expect analogous results to [43] on path spaces over
a Riemannian manifold. In [3], we made some remarks on the lowest eigenvalue of the Witten
Laplacian acting on one-forms on pinned path groups from this viewpoint.
The paper is organized as follows. In Sections 2–5, we study Schrödinger operators on an
abstract Wiener space (B,H,μ) with non-constant diffusion coefficient A(w). Let us explain
our Schrödinger operators more precisely. Let μλ(·) = μ(
√
λ·) and w(∈ B) → A(w) ∈ L(H,H)
be a measurable map. Let Lλ,A be the generator of the Dirichlet form on L2(B,dμλ):
Eλ,A(f,f ) =
∫
B
∣∣A(w)Df (w)∣∣2
H
dμλ(w). (1.1)
−Lλ,A,V = −Lλ,A + λ2V is our Schrödinger operator, where V is a real-valued measurable
function on B . Note that U(h) = 14 |A(h)h|2 + V (h) is the “true” potential function for our
problems. In [4], we studied the case where A(w) = IH . In Section 2, we give rigorous defin-
ition of −Lλ,A,V and prepare necessary results. In Section 3, we give a lower bound estimate
of −Lλ,A,V near the zero points of our potential function U . In Sections 3–5, we assume the
smoothness of A(w) with respect to w and we put a strong assumption on A(w) such that
A(w)− IH is a trace class operator. In Section 4, we give a lower bound estimate (GNS bound)
on the bottom of spectrum of −Lλ,A,V using the log-Sobolev inequality. This estimate is used to
study the behavior of the Schrödinger operator outside neighborhoods of the zero point sets of U .
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ever we cannot use the naive estimate in infinite dimensions. Combining the local estimate and
GNS bound and using IMS localization formula, we determine the limit limλ→∞ E0(λ)λ , where
E0(λ) is the bottom of the spectrum of −Lλ,A,V in Section 5. This argument is standard in
finite-dimensional cases. See [39], for example. The limit is also an eigenvalue of a Schrödinger
operator with constant coefficient operator and with a quadratic potential function which approx-
imates −Lλ,A,V . Actually, the limit is given by a trace of a certain trace class operator which is
given by the Hessian of V .
In Sections 6–9, we study the same problem on Pm0(M) = C([0,1] → M|γ (0) = m0) with
the Brownian motion measure νλ which is written formally as Z−1λ e−λE(γ ) dγ . Here M is a
d-dimensional compact Riemannian manifold. Actually νλ is the image measure of μλ on d-
dimensional Wiener space B by the Ito map I : B → Pm0(M). Using H -derivative, we can
define a Dirichlet form and the generator −Lλ and a Schrödinger operator −Lλ,V = −L+ λ2V
on L2(Pm0(M), dνλ). Again using the Ito map, the problem can be considered as a problem of a
Schrödinger operator with a certain A(w) on B and the proof proceeds as in previous sections in
principle. However, A(w) is neither a bounded linear operator on H nor continuous with respect
to the Brownian path w in the natural topology in general. Therefore, it is not trivial to expect
that −Lλ,V can be approximated by a Schrödinger operator with a constant bounded diffusion
coefficient and a quadratic potential function near zero point sets under the natural assumptions
on the “true” potential function U . Since the log-Sobolev inequality holds on Pm0(M), we can
give a rough lower bound estimate for −Lλ,V . Thus the main effort in this paper is to give the
local estimate on −Lλ,V near zero point sets of U in Proposition 8.2 although this step is almost
trivial in finite-dimensional cases. In Section 6, we give the explicit form of A(w) and state our
second main theorem. It is natural to expect that the limit of E0(λ)
λ
is given by a trace of a certain
linear operator again. However, in the present case, the operator does not belong to trace class
because the operator contains a Volterra type operator. Hence we give a meaning to the trace of
such an operator. We overcome the discontinuity of A(w) and the potential functions by using
the rough path analysis [36,37]. In Section 7, we prepare the necessary results. In Section 8, we
give an estimate of −Lλ,V near zero point set of U . The keys are estimates in rough path analysis
and the unitary transformation by the approximate ground state function. See the argument in the
proof of Propositions 3.1 and 8.2. We emphasize that the ideas of the proof of Propositions 3.1
and 8.2 are the same although the estimate in the proof in Proposition 8.2 is rather complicated.
We complete the proof of the second main theorem in Section 9 by using the GNS estimate which
follows from the log-Sobolev inequality.
Finally, we make some remarks. Clearly, the results in this paper can be extended to a cer-
tain class of non-compact manifolds which includes Euclidean spaces. It is natural to extend the
results in this paper to the case of pinned space over a compact Riemannian manifolds. Proba-
bly, the local analysis in Section 8 can be extended to such cases. However, it seems not clear
that known log-Sobolev inequalities on pinned spaces over Riemannian manifolds [2,21] gives
suitable lower bound estimates. We refer the reader to [17] for related subjects. In the case of
compact Lie group, we can establish a suitable log-Sobolev inequality which is a modification
of Gross’s inequality in [23]. Thus, the analysis in this paper can be applied to the study of the
bottom of spectrum of the Witten Laplacian acting on 1-forms and the Ornstein–Uhlenbeck op-
erator with Dirichlet boundary condition on a domain of a pinned path space over a compact Lie
group [7]. As already mentioned, we assume that A(w) − IH is a trace class operator in Sec-
tions 2–5. Note that the results in Sections 2–5, and their extensions do not cover the constant
case where A(w) = A and A is a bounded linear operator which cannot be written as the sum
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lower bound estimate as in Section 4. However the estimate seems not good for our purposes
which is a difficult point of the problem. For example, see the argument in Remark 4.4. In the
case of P(φ)-type Hamiltonian, A is an unbounded operator. So we need further study in such
cases.
2. Preliminaries
We use the following notation and terminology. All Hilbert spaces and Banach spaces which
appear in Sections 2–5 are real separable ones. Let Ei (i = 1,2) be Hilbert spaces. We denote
the set of Hilbert–Schmidt operators from E1 to E2 by L(2)(E1,E2). ‖ ‖HS denotes the Hilbert–
Schmidt norm. L(1)(E) denotes the set of all trace class operators on E. We denote the spectral
set of a linear operator S by σ(S). Let us denote by Cnb (X,Y ) the set of maps between Banach
spaces X and Y which are n-times differentiable in the sense of Fréchet and the norms of all
their derivatives are bounded on X. Let (B,H,μ) be a Wiener space and denote μλ(·) = μ(
√
λ·)
as in Section 1. We denote by Dkp(μλ) the Sobolev space consisting of k-times differentiable
functions in the sense of Malliavin and all derivatives in Lp(μλ). Let {ei}∞i=1 be a c.o.n.s. of H .
We denote Pnw =∑ni=1(w, ei)ei , where (w, ei) is a Wiener integral. FC∞b (w) stands for the
set which consists of all functions F((w, ξ1), . . . , (w, ξn)), where F ∈ C∞b (Rn) and ξi ∈ B∗ and
n ∈ N. Finally, we note that the constant C may change from one line to the next line in the
calculation below. Now we define our Schrödinger operators.
Definition 2.1. Let w(∈ B) → A(w) ∈ L(H,H) be a measurable map and V (w) be a measurable
function on B . We assume that ‖A(·)‖L(H,H) ∈ L1(B,μλ) and V ∈ L1(B,μλ) for all λ. Let
Eλ,A(f,f ) =
∫
B
∣∣A(w)Df (w)∣∣2
H
dμλ(w), (2.1)
Eλ,A,V (f,f ) =
∫
B
∣∣A(w)Df (w)∣∣2
H
dμλ(w)+ λ2
∫
B
V (w)f (w)2 dμλ(w), (2.2)
where f ∈ FC∞b (w). When these forms are closable and Eλ,A,V is semi-bounded, we denote the
smallest closed extension by the same notations and the (non-negative) generators by −Lλ,A,
−Lλ,A,V , respectively. Also we denote E0(λ,A,V ) = infσ(−Lλ,A,V ) and T (w) = A(w)− IH .
Next, we consider Schrödinger operators with quadratic potential functions on Wiener space.
To this end, we recall the definition of the second-order Wiener chaos.
Proposition 2.2.
(1) Let K be a Hilbert–Schmidt operator on H . Let {ei}∞i=1 be a c.o.n.s. of H . Then
limn→∞{(KPnw,Pnw)− 1λ trPnKPn} converges in L2(μλ).(2) Let K be trace class operator on H . Then limn→∞(KPnw,Pnw) converges μλ-almost
surely.
We denote the limit in Proposition 2.2(1) by : (Kw,w) :μλ and the limit in (2) by (Kw,w).
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K ∈ L(B,B∗) is a trace class operator on H . Let {ei}∞i=1 be a c.o.n.s. Then
∑N
i=1(Kei, ei) =∫
B
(KPNz,PNz)H dμ(z). Note that limN→∞ ‖PNz − z‖B = 0 μλ-a.s. z, limN→∞ ‖KPNz −
Kz‖B∗ = 0 μλ a.s. z. Also |B∗(KPNz,PNz)B |  ‖K‖L(B,B∗)‖PNz‖2B . It is well known that
supN
∫
B
‖PNz‖pB dμλ(z) < ∞ for all p  2. Thus,
trK = lim
N→∞
N∑
i=1
(Kei, ei) =
∫
B
B∗(Kz, z)B dμ(z). (2.3)
This gives that | trK|  C‖K‖L(B,B∗), where C is a positive number independent of K . Also
note that K∗ ∈ L(B∗∗,B∗) is also a bounded linear operator which belongs to L(B,B∗).
Proposition 2.3.
(1) Let K be a self-adjoint trace class operator satisfying that infσ(K) > −1. Then √IH +K−
IH is a trace class operator.
(2) Let Ti ∈ L(B,B∗) (i = 1,2,3). Assume that IH + T1, IH + T2 are bijective operators on H
and T3 is symmetric and infσ(T3) > −1. Then (IH + T1)−1√IH + T3(IH + T2)−1 − IH ∈
L(B,B∗).
Proof. (1) is obvious because √IH +K − IH = (IH + √IH +K)−1K . We prove (2). For a
bounded linear operator S on H which satisfies that IH + S is bijective, we denote S˜ = (IH +
S)−1 − IH . By (IH + S)(IH + S˜) = IH , it holds that S˜ = −S + S2 + SS˜S. Therefore T˜i ∈
L(B,B∗) for i = 1,2. Also for a bounded symmetric operator S on H satisfying infσ(S) > −1,
we denote Sˆ = √IH + S − IH . Then
Tˆ3 = 12
(
IH + 12 Tˆ3
)−1
T3. (2.4)
Let T4 = 12 Tˆ3. Then it holds that
T4 = 14 (IH + T4)
−1T3
= 1
4
(IH + T˜4)T3
= 1
4
(
IH − T4 + T 24 + T4T˜4T4
)
T3. (2.5)
This implies that T4 = 14T3 + T3T ′4T3, where T ′4 is a certain bounded linear operator on H .
Here we used that T3, T4, T˜4 are commutative. This implies Tˆ3 ∈ L(B,B∗). Since (IH +
T1)−1
√
IH + T3(IH + T2)−1 − IH = (IH + T˜1)(IH + Tˆ3)(IH + T˜1) − IH , This completes the
proof. 
The following proposition is elementary.
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N ×N -matrix. Let
Eˆλ,A,Q(g, g) =
∫
RN
∣∣ADg(x)∣∣2 dx + ∫
RN
λ2(Qx,x)g(x)2 dx. (2.6)
Then
inf
{Eˆλ,A,Q(g, g) ∣∣ ‖g‖L2(RN ,dx) = 1}= tr√AQA∗. (2.7)
Also the corresponding normalized positive eigenfunction is given by
Ωˆλ,A,Q(x) =
(
λ
2π
)N
4
exp
[
−1
4
(
A−1
√
AQA∗
(
A∗
)−1
x, x
)]
det
(
A−1Q
(
A∗
)−1) 18 . (2.8)
By Proposition 2.4, we have
Proposition 2.5. Let K be a trace class self-adjoint operator and T be a trace class operator
on H . Let A = IH + T and assume that IH + T is an invertible operator. Moreover we assume
that infσ( 14A
∗A+K) > 0. We set
Eλ,A,K(f,f ) =
∫
B
∣∣ADf (w)∣∣2
H
dμλ(w)+ λ2
∫
B
(Kw,w)f (w)2 dμλ(w), (2.9)
where f ∈ FC∞b (w). Then (Eλ,A,K,FC∞b (w)) is a closable semi-bounded form. We consider
the smallest closed extension. Let us denote the generator (non-negative operator) by −Lλ,A,K
and the lowest eigenvalue by E0(λ,A,K) and the normalized positive eigenfunction by Ωλ,A,K .
Then they are given below.
(1) E0(λ,A,K) = λ2 tr
(√
A
(
A∗A+ 4K)A∗ −A∗A). (2.10)
(2)
Ωλ,A,K(w) = det
(
A−1
(
A∗A+ 4K)(A∗)−1)1/8
× exp
[
−λ
4
((
A−1
{
A
(
A∗A+ 4K)A∗}1/2(A∗)−1 − IH )w,w)]. (2.11)
(3) It holds that Ωλ,A,K ∈ D∞2+ε(R,μλ) for some ε > 0 which is independent of λ. Also‖Ωλ,A,K‖L2+ε(μλ) is independent of λ.(4) If T ,K ∈ L(B,B∗), then Ωλ,A,K is a continuous function of w and there exists a constant
Ci > 0 such that for all w, Ωλ,A,K(w) C1eC2‖w‖2B .
Note that A−1{A(A∗A+ 4K)A∗}1/2(A∗)−1 − IH is a trace class operator and so((
A−1
{
A
(
A∗A+ 4K)A∗}(A∗)−1 − IH )w,w)
S. Aida / Journal of Functional Analysis 251 (2007) 59–121 65is well defined. According to Definition 2.1 (e.g. Eλ,A,K ), we should write (Kw,w) instead of K
in the definition in Proposition 2.5. However we loosely use the notations.
The following regularity property of the trace functions of the derivatives of T are used many
times. Below we denote the H -derivative in the direction h of a function F on B by DF(w)[h].
Lemma 2.6. Assume that T (·) ∈ Cnb (B,L(B,B∗)). Then the following hold.
(1) trT (w), tr(T (w)∗T (w)) belong to Cnb (B,R).
(2) The linear map h → D(A(w)∗A(w))[h]w is a trace class operator on H and its trace is a
Cn−1-function on B and satisfies the following estimate:∣∣trD(A(w)∗A(w))w∣∣C‖w‖B. (2.12)
Proof. (1) This easily follows from the formula (2.3).
(2) We have
D
(
A(w)∗A(w)
)[h]w = (DT ∗(w))[h]T (w)w + T ∗(w)(DT (w))[h]w
+ (DT (w))[h]w + (DT ∗)[h]w. (2.13)
By the assumption, the map h → D(A(w)∗A(w))[h]w is a bounded linear operator from B
to B∗. Therefore it is a trace class operator and
∞∑
i=1
(
D
(
A(w)∗A(w)
)[ei]w,ei)= ∫
B
((
DT ∗(w)
)[z]T (w)w, z)dμ(z)
+
∫
B
(
T ∗(w)
(
DT (w)
)[z]w,z)dμ(z)
+
∫
B
((
DT (w)
)[z]w,z)dμ(z)
+
∫
B
((
DT ∗(w)
)[z]w,z)dμ(z). (2.14)
This implies that trD(A(w)∗A(w))w is a Cm−1-function and the estimate (2.12). 
3. Local estimate on Wiener spaces
Proposition 3.1. Assume that T ∈ C3b(B,L(B,B∗)) and V ∈ C3(B,R). Moreover we assume
that there exists h0 ∈ H and the following (1) and (2) hold.
(1) A(h0) is an invertible operator.
(2) Let U(h) = 14 |A(h)h|2H +V (h) for h ∈ H . Then U(h0) = 0, DU(h0) = 0 and D2U(h0) > 0.
Let χ ∈ C∞0 (R) and set χλ,δ(w) = χ(λδ‖w‖2B), where 23 < δ < 1. Let χλ,δ,h0(w) =
χλ,δ(w − h0). Then it holds that there exists a positive constant C for any f ∈ FC∞b (w),
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 λ
2
tr
[√
A(h0)2D2U(h0)A(h0)∗ −D
(
A(h)∗A(h)h
)∣∣
h=h0
]‖fχλ,δ,h0‖2L2(μλ)
−Cλ2− 32 δ‖f χλ,δ,h0‖2L2(μλ). (3.1)
Proof. First we note that h0 ∈ B∗. Because DU(h0) = 0 is equivalent to that for any h ∈ H ,
(h0, h) = −2DV (h0)[h] −
(
A(h0)h0, T (h0)h
)
− (A(h0)h0, (DT )(h0)[h]h0)− (T (h0)h0, h). (3.2)
This implies that the functional h → (h0, h) can be extended continuously to B , that is, h0 ∈ B∗.
By the Cameron–Martin formula, we have
Eλ,A,V (f χλ,δ,h0 , f χλ,δ,h0)
=
∫
B
∣∣A(w + h0)D(f χλ,δ,h0)(w + h0)∣∣2 exp(−λ(w,h0)− λ2‖h0‖2H
)
dμλ(w)
+ λ2
∫
B
V (w + h0)
(
f (w + h0)χλ,δ(w)
)2
exp
(
−λ(w,h0)− λ2‖h0‖
2
H
)
dμλ(w). (3.3)
Let
g0(w) = f (w + h0)χλ,δ(w) exp
(
−λ
2
(w,h0)− λ4‖h0‖
2
H
)
. (3.4)
Then ‖g0‖L2(μλ) = ‖f χλ,δ,h0‖L2(μλ). Also we have
Eλ,A,V (f χλ,δ,h0 , f χλ,δ,h0) =
∫
B
∣∣∣∣A(w + h0)(Dg0(w)+ λ2g0(w)h0
)∣∣∣∣2 dμλ(w)
+ λ2
∫
B
V (w + h0)g0(w)2 dμλ(w). (3.5)
Therefore by using integration by parts formula, we have
Eλ,A,V (f χλ,δ,h0 , f χλ,δ,h0) =
∫
B
∣∣A(w + h0)Dg0(w)∣∣2 dμλ(w)+ λ2 ∫
B
F(w)g0(w)
2 dμλ(w)
+ λ
∫
B
G(w)g0(w)
2 dμλ(w), (3.6)
where
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4
∣∣A(w + h0)h0∣∣2H + V (w + h0)+ 12 (A(w + h0)∗A(w + h0)h0,w), (3.7)
G(w) = −1
2
trD
(
A(w + h0)∗A(w + h0)h0
)
. (3.8)
By Lemma 2.6 and h0 ∈ B∗, any terms of F are C3-functions and G is a C2-function. Note that
F(0) = 0, DF(0) = 0. Let K˜0 = 12 (D2F)(0). Then we see that
K˜0 = 12D
2U(h0)− 14A(h0)
∗A(h0). (3.9)
That is, U(h+ h0) and F(h)+ 14 |A(h0)h|2H are the same functions up to the second-order of the
Taylor expansions. Note that K˜0 ∈ L(B,B∗). Since there exists C > 0 such that g0(w) = 0 for
‖w‖B  Cλ−δ/2, using the Taylor expansion at 0 of F and G, we have
Eλ,A,V (f χλ,δ,h0 , f χλ,δ,h0) =
∫
B
∣∣A(w + h0)Dg0(w)∣∣2 dμλ(w)
+ λ2
∫
B
(K˜0w,w)g0(w)
2 dμλ(w)
+ λ
2
G(0)‖g0‖2L2(μλ) +O
(
λ2−
3
2 δ
)‖g0‖2L2(μλ). (3.10)
Recall that we use the following notations:
Eλ,A(·+h0)(f, f ) =
∫
B
∣∣A(w + h0)Df (w)∣∣2 dμλ = (−Lλ,A(·+h0)f, f )L2(B,μλ),
Eλ,A(h0)(f, f ) =
∫
B
∣∣A(h0)Df (w)∣∣2 dμλ = (−Lλ,A(h0)f, f )L2(B,μλ). (3.11)
Now we consider the unitary transformation by an approximate ground state function. Note that
for any g ∈ FC∞b (w),
E
λ,A(h0),K˜0
(gΩ
λ,A(h0),K˜0
, gΩ
λ,A(h0),K˜0
)
=
∫
B
∣∣A(h0)Dg(w)∣∣2Ω2λ,A(h0),K˜0(w)dμλ(w)+E0(λ,A(h0), K˜0)‖gΩλ,A(h0),K˜0‖2L2(μλ).
(3.12)
Also we have
Eλ,A(·+h0)(gΩλ,A(h0),K˜0, gΩλ,A(h0),K˜0)− Eλ,A(h0)(gΩλ,A(h0),K˜0 , gΩλ,A(h0),K˜0)
=
∫ ∣∣A(w + h0)Dg(w)∣∣2Ω2λ,A(h0),K˜0(w)dμλ(w)
B
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B
∣∣A(h0)Dg(w)∣∣2Ω2λ,A(h0),K˜0(w)dμλ(w)
+
∫
B
Lλ,A(h0)Ωλ,A(h0),K˜0
(w)−Lλ,A(·+h0)Ωλ,A(h0),K˜0(w)
Ω
λ,A(h0),K˜0
(w)
× g(w)2Ω2
λ,A(h0),K˜0
(w)dμλ(w). (3.13)
These identities imply
E
λ,A(·+h0),K˜0(gΩλ,A(h0),K˜0, gΩλ,A(h0),K˜0)
=
∫
B
∣∣A(w + h0)(Dg(w))∣∣2Ω2λ,A(h0),K˜0(w)dμλ(w)
+E0
(
λ,A(h0), K˜0
)‖gΩ
λ,A(h0),K˜0
‖2
L2(μλ)
+
∫
B
Lλ,A(h0)Ωλ,A(h0),K˜0
(w)−Lλ,A(·+h0)Ωλ,A(h0),K˜0(w)
Ω
λ,A(h0),K˜0
(w)
× g(w)2Ω2
λ,A(h0),K˜0
(w)dμλ(w). (3.14)
Let g˜0(w) = g0(w)Ωλ,A(h0),K˜0(w)−1. Applying the above identity to the case where g = g˜0, we
have
E
λ,A(·+h0),K˜0(g0, g0)
=
∫
B
∣∣A(w + h0)Dg˜0(w)∣∣2Ω2λ,A(h0),K˜0(w)dμλ(w)+E0(λ,A(h0), K˜0)‖g0‖2L2(μλ)
+
∫
B
Lλ,A(h0)Ωλ,A(h0),K˜0
(w)−Lλ,A(·+h0)Ωλ,A(h0),K˜0(w)
Ω
λ,A(h0),K˜0
(w)
g0(w)
2 dμλ(w). (3.15)
Now we note that for w with ‖w‖B  Cλ−δ/2,∣∣∣∣Lλ,A(h0)Ωλ,A(h0),K˜0(w)−Lλ,A(·+h0)Ωλ,A(h0),K˜0(w)Ω
λ,A(h0),K˜0
(w)
∣∣∣∣ Cλ2− 3δ2 . (3.16)
Then
Eλ,A,V (f χλ,δ,h0 , f χλ,δ,h0)
(
E0
(
λ,A(h0), K˜0
)+ λ
2
G(0)
)
‖g0‖2L2(μλ)
+O(λ2− 32 δ)‖g0‖2L2(μλ). (3.17)
Since
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(
λ,A(h0), K˜0
)+ λ
2
G(0)
= λ
2
tr
[√
A(h0)2D2U(h0)A(h0)∗ −D
(
A(h)∗A(h)h
)∣∣
h=h0
]
, (3.18)
this proves the desired inequality. Hence it suffices to prove the estimate (3.16). For simplicity,
we write
S = 1
4
[
A(h0)
−1{A(h0)(A(h0)∗A(h0)+ 4K˜0)A(h0)∗}1/2(A(h0)∗)−1 − IH ]. (3.19)
Then by the explicit calculation, we have
Lλ,A(h0)Ωλ,A(h0),K˜0
(w)−Lλ,A(·+h0)Ωλ,A(h0),K˜0(w)
Ω
λ,A(h0),K˜0
(w)
= −4λ2({A(w + h0)∗A(w + h0)−A(h0)∗A(h0)}Sw,Sw)
− 2λ2((A(w + h0)∗A(w + h0)−A(h0)∗A(h0))Sw,w)
+ 2λ tr[(A(w + h0)∗A(w + h0)−A(h0)∗A(h0))S]
+ 2λ(Sw, tr[D(A(w + h0)∗A(w + h0))]). (3.20)
By Lemma 2.6, Proposition 2.3 and the continuity of T , we complete the proof of (3.16). 
Remark 3.2. In (3.10), by the continuity of A(w), there exists a positive constant C, we have∫
B
∣∣A(w + h0)Dg0(w)∣∣2 dμλ(w) (1 −Cλ−δ/2)∫
B
∣∣A(h0)Dg0(w)∣∣2 dμλ(w). (3.21)
This estimate implies (3.17) more directly than the above proof. However this proof cannot work
in the case of path spaces over Riemannian manifolds, since the comparison argument in (3.21)
cannot work.
4. A global lower bound
We use the assumption (A1) to obtain a lower bound estimate of E0(λ,A,V ).
Assumption 4.1.
(A1) There exists a trace class self-adjoint operator T0 on H with infσ(T0) > −1 such that for
all h ∈ H and w ∈ B , ∥∥A(w)h∥∥
H

∥∥(IH + T0)h∥∥H . (4.1)
This assumption is equivalent to the uniform lower bound of the non-negative matrix
A(w)∗A(w) in finite-dimensional cases. In infinite-dimensional cases, this assumption is very
strong. We give a sufficient condition.
70 S. Aida / Journal of Functional Analysis 251 (2007) 59–121Proposition 4.2. Let S(·) ∈ C3b(B,L(B,B∗)) and supw ‖S(w)‖L(H,H)  1. Let K1,K2 ∈
L(B,B∗) and assume that ‖K1K∗1 + K∗2K2‖L(H,H) < 1. Set T (w) = K1S(w)K2. Then T ∈
C3b(B,L(B,B
∗)) and (A1) hold.
Proof. By the assumptions on Ki,S, we have∥∥(IH + T (w))h∥∥2  ((IH + 2K1S(w)K2)h,h)
 ‖h‖2H − 2
∥∥K∗1h∥∥H‖K2h‖H

((
IH −K1K∗1 −K∗2K2
)
h,h
)
. (4.2)
Thus T0 =
√
IH −K1K∗1 −K∗2K2 − IH satisfies (A1). 
Theorem 4.3. Assume that T satisfies (A1) and T ∈ C3b(B,L(B,B∗)) and V satisfies (A2) and
(A3) below.
(A2) There exists p  1 such that ∫
B
|V (w)|p dμλ(w) < ∞ for all λ.
(A3) For sufficiently large α > 0, it holds that
lim sup
λ→∞
λ−1 log
∫
B
e−αλV (w) dμλ(w) < ∞. (4.3)
Then the following hold.
(1) Let
Vλ,T (w) = 2V (w)+
(
T (w)w,w
)+ 1
2
∣∣T (w)w∣∣2
H
− 1
λ
{
tr
(
T (w)∗T (w)
)+ 2 trT (w)+ tr(D{A(w)∗A(w)}w)}. (4.4)
Then there exists p > 1 such that e−λVλ,T ∈ Lp(B,dμλ) and
lim sup
λ→∞
1
λ
log
(∫
B
exp
(−pλVλ,T (w)))dμλ(w) < ∞. (4.5)
(2) For all λ > 0,
E0(λ,A,V )−λ2 log I (λ)+
λ
2
log
∣∣det(IH + T0)∣∣, (4.6)
where
I (λ) =
∫
B
exp
[−λVλ,T (w)]dμλ(w). (4.7)
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(1) (4.6) is equivalent to the following log-Sobolev inequality with potential function:∫
B
f (w)2 log
(
f (w)2/‖f ‖2
L2(μλ)
)
dμλ(w)
2
λ
Eλ,A(f,f )+
∫
B
Wλ(w)f (w)
2 dμλ(w)
for all f ∈ FC∞b (w), (4.8)
where
Wλ(w) = −λ
((
T (w)w,w
)+ 1
2
∣∣T (w)w∣∣2
H
)
+ tr(T (w)∗T (w))
+ 2 trT (w)+ tr(D(A(w)∗A(w))w)− log∣∣det(IH + T0)∣∣. (4.9)
We refer the reader to [22] for the equivalence. In general, log-Sobolev inequalities with
potential functions are not useful in the sense that they does not give estimates on spectral
gap. But for our purposes, (4.6) is useful. Of course if A(w) satisfies (A1), then it implies a
log-Sobolev inequality without potential functions. Set
κ = inf
w,h,‖h‖H=1
∥∥(IH + T (w))h∥∥H .
Then, by the Gross’s log-Sobolev inequality, we have∫
B
f (w)2 log
(
f (w)2/‖f ‖2
L2(B,μλ)
)
dμλ(w)
2
λκ2
∫
B
∣∣A(w)Df (w)∣∣2
H
dμλ(w)
for all f ∈ FC∞b (w). (4.10)
Then this implies
E0(λ,A,V )G0(λ) := −λκ
2
2
log
(∫
B
e
− 2λ
κ2
V (w)
dμλ(w)
)
. (4.11)
However this estimate is not suitable for our problem. The reason is as follows. If
‖A(hi)hi‖2H > κ2‖hi‖2H , then κ
2
4 ‖hi‖2H + V (hi) < 0. Then by the large deviation estimate,
we see that
lim sup
λ→∞
G0(λ)
λ2
< 0.
This estimate is not useful for our purposes.
(2) (A3) is valid if there exist C1,C2 such that V (w)−C1‖w‖B −C2 holds for all w.
Theorem 4.3 follows from the following bound and a finite-dimensional approximation.
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Eˆλ,A,U (g, g) =
∫
RN
∣∣ADg(x)∣∣2 dx + ∫
RN
λ2U(x)g(x)2 dx, (4.12)
where A is an N × N invertible matrix and U is a real-valued locally bounded measurable
function on RN and g ∈ C∞0 (RN). Then it holds that
Eˆλ,A,U (g, g)

[
−λ
2
log
( ∫
RN
e−2λU(x)−N
(
λ
2π
)N/2
dx
)
+ λ
2
log|detA|
]
‖g‖2
L2(RN ,dx). (4.13)
Proof. This estimate is equivalent to GNS bound which is obtained from Gross’ Gaussian log-
arithmic Sobolev inequalities. Again we refer the reader to [22] for the GNS bound. We may
assume that e−2λU ∈ L1(RN,dx). GNS bound states that for any bounded measurable func-
tion V and u ∈ C∞0 (RN),∫
RN
∣∣Du(x)∣∣2ϕλ(x)2 dx + ∫
RN
λ2V (x)u(x)2ϕλ(x)
2 dx
−λ
2
log
( ∫
Rn
e−2λV (x)ϕλ(x)2 dx
)
‖u‖2
L2(μλ)
, (4.14)
where
ϕλ(x) =
(
λ
2π
)N/4
e−
λ
4 |x|2 .
Substituting u(x) = g(x)ϕλ(x)−1 into the inequality (4.14), we get∫
RN
∣∣Dg(x)∣∣2 dx + ∫
RN
λ2
(
1
4
|x|2 + V (x)
)
g(x)2 dx − λ
2
N‖g‖2
L2(RN ,dx)
−λ
2
log
( ∫
RN
e−2λ(
1
4 |x|2+V (x))
(
λ
2π
)N/2
dx
)
‖g‖2
L2(RN ,dx). (4.15)
Let V (x) = VR(x) := (U(x)− 14 |x|2)1BR(x). Here 1BR is the indicator function of the ball with
radius R and centered at 0. By taking the limit R → ∞, we get (4.13) in the case where A = I .
As to general cases, we may assume that detA> 0. We need only to apply the case where A = I
replacing g(x) by g(A∗x)
√
detA∗ and U(x) by U(A∗x) to get (4.13). 
Proof of Theorem 4.3. First we prove the estimate (4.6) in the case where B = H = RN . By a
unitary transformation, we have
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(
f ϕ−1λ , f ϕ
−1
λ
)= ∫
RN
∣∣A(x)Df (x)∣∣2 dx + ∫
RN
λ2Uλ(x)f (x)
2 dx
 Eˆλ,I+T0,Uλ(f,f )
−λ
2
log
( ∫
RN
e−2λUλ(x)−N
(
λ
2π
)N/2
dx
)
‖f ‖2
L2(RN ,dx)
+ λ
2
log
(∣∣det(I + T0)∣∣)‖f ‖2L2(RN ,dx), (4.16)
where εi = t (0, . . . ,
i
1, . . . ,0) ∈ RN and
Uλ(x) = 14
∣∣A(x)x∣∣2 + V (x)− 1
2λ
N∑
i=1
(
∂
∂xi
(
A(x)∗A(x)x
)
, εi
)
. (4.17)
Rewriting this estimate, we get (4.6) when B = H = RN . Now we consider general cases. Let
{ei}∞i=1 be the complete orthonormal system of eigen vectors of T0. Let PN be the projection
operator onto the subspace spanned by {e1, . . . , eN }. Image(PN) and RN can be identified in a
natural way. By assumption (A1), it holds that for all w ∈ B and h ∈ H ,∥∥(PN + T (PNw)PN )h∥∥ ∥∥(PN + PNT0PN)h∥∥. (4.18)
Let VN(w) = E[V |FN ], where FN = σ((ei,w) | 1  i  N). VN can be identified with
a measurable function on RN . Also it holds that limN→∞ VN(w) = V (w)μλ-a.s. w and
Eμλ[e−2αλVN ]  Eμλ[e−2αλV ] by the Jensen inequality. Let F ∈ C∞0 (RN) and set f (w) =
F(PNw). Although Image(T (PNw)PN) is not in Image(PN), the proof in the case where
B = H = RN works and we have∫
B
∣∣(PN + T (PNw)PN )Df (w)∣∣2H dμλ(w)+ λ2 ∫
B
VN(w)f (w)
2 dμλ(w)
−λ
2
(
log IN(λ)+ λ2 log det
(|PN + PNT0PN |))‖f ‖2L2(μλ), (4.19)
where
IN(λ) =
∫
B
exp
(−λVλ,T ,N (w)), (4.20)
Vλ,T ,N = 2VN(w)+
(
T (PNw)PNw,PNw
)+ 1
2
∣∣T (PNw)PNw∣∣2H
− 1
λ
{
tr
(
PNT (PNw)
∗T (PNw)PN
)+ 2 trT (PNw)PN
+ tr(D{PNA(PNw)∗A(PNw)PN}PNw)}. (4.21)
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(
T (PNw)PNw,PNw
)+ 1
2
∣∣T (PNw)PNw∣∣2H  (PNT0PNw,PNw)+ 12 |PNT0PNw|2H . (4.22)
Thus
−pλVλ,T ,N (w)−pλ
{
(PNT0PNw,PNw)+ 12 |PNT0PNw|
2
H
}
− 2pλVN(w)+C1p +C2p‖PNw‖B. (4.23)
Note ∫
B
exp
[
−pλ
(
(PNT0PNw,PNw)+ 12 |PNT0PNw|
2
H
)]
dμλ(w)
= det(PN + 2pPNT0PN + pPNT 20 PN )−1/2. (4.24)
By (A1), infσ(2T0 + T 20 ) > −1. Thus there exists ε > 0 such that
sup
λ,N,1p<1+ε
∫
B
exp
[
−pλ
(
(PNT0PNw,PNw)+ 12 |PNT0PNw|
2
H
)]
dμλ(w) < ∞. (4.25)
Therefore by the Hölder inequality, for r > 1, s > 1 with 1
r
+ 1
s
= 1,∫
B
exp(−pλVλ,T ,N ) dμλ(w)C det
(
PN + 2prPNT0PN + prPNT 20 PN
)−1/2r
× ∥∥e−pλVN∥∥
L2s (μλ)
∥∥eC2pλ‖PNw‖B∥∥
L2s (μλ)
. (4.26)
Noting that for any R > 0, eC2pλ‖PNw‖B  exp(C2pλ
R
‖PNw‖2B +C2pRλ), we have∥∥eC2pλ‖PNw‖B∥∥
L2s (B,μλ)
 eC2pRλ
∥∥e C2pR ‖PNw‖2B∥∥
L2s (B,μ). (4.27)
Consequently, by taking r and p to be close enough to 1 and R to be large enough and by letting
N → ∞, we complete the proof of (4.5) and (4.6). 
5. First main theorem
The following is the first main result of this paper.
Theorem 5.1. Assume that T ∈ C4b(B,L(B,B∗)) satisfies (A1) and V ∈ C3(B,R) satisfies (A2),
(A3). Moreover we assume:
(A4) Let U(h) = 14‖A(h)h‖2H + V (h) for h ∈ H . U is a non-negative function and {h ∈ H |
U(h) = 0} = {h1, . . . , hn}.
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Under these assumptions, we have
lim
λ→∞
E0(λ,A,V )
λ
= min
1in
Ei, (5.1)
where
Ei = 12 tr
[√
A(hi)2D2U(hi)A(hi)∗ −D
(
A(h)∗A(h)h
)∣∣
h=hi
]
. (5.2)
Remark 5.2. Let Ki = 12D2V (hi). If T (w)w = 0 for all w, then
Ei = 12 tr
[√
A(hi)(IH + 4Ki)A(hi)∗ − IH −D
(
T (h)∗h
)∣∣
h=hi
]
. (5.3)
First, we prove the upper bound estimate.
Proof of lim supλ→∞
E0(λ,A,V )
λ  mini Ei . We recall the proof of Proposition 3.1. Here
we take a smooth function χ with compact support on R such that χ(t) = 1 near 0 and
0  χ  1. Replacing h0 by hi , we obtain the functions F and G. Let K˜i = 12D2F(0). Let
f (w) = Ω
λ,A(hi),K˜i
(w − hi) exp( λ2 (w,hi) − λ4 |hi |2). Then the corresponding g0 in (3.4) is
given by g0(w) = Ωλ,A(hi),K˜i (w)χλ,δ(w). Then ‖f χλ,δ,hi‖L2(μλ) = ‖g0‖L2(μλ) and by Propo-
sition 2.5(3) and the Fernique inequality,
1 −C1e−C2λ1−δ  ‖g0‖L2(μλ)  1. (5.4)
By (3.10), we have
Eλ,A,V (f χλ,δ,hi , f χλ,δ,hi ) =
∫
B
∣∣A(w + hi)Dg0(w)∣∣2 dμλ(w)
+ λ2
∫
B
(K˜iw,w)g0(w)
2χλ,δ(w)
2 dμλ(w)
+ λ
2
G(0)‖g0‖2L2(μλ) +O
(
λ2−
3
2 δ
)‖g0‖2L2(μλ). (5.5)
By (3.15) and (3.16), we have
Eλ,A,V (f χλ,δ,hi , f χλ,δ,hi ) =
∫
B
∣∣A(w + hi)Dχλ,δ(w)∣∣2Ωλ,A(hi),K˜i (w)2 dμλ(w)
+
(
E0
(
λ,A(hi), K˜i
)+ λ
2
G(0)
)
‖g0‖2L2(μλ)
+O(λ2− 32 δ)‖g0‖2 2 . (5.6)L (μλ)
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Eλ,A,V (f χλ,δ,hi , f χλ,δ,hi )
=
(
E0
(
λ,A(hi), K˜i
)+ λ
2
G(0)
)
‖f χλ,δ,hi‖2L2(μλ) +O
(
λ2−
3
2 δ
)‖fχλ,δ,hi‖2L2(μλ). (5.7)
This proves the upper bound estimate. 
Next, we prove the lower bound estimate using local estimate in Proposition 3.1 and global
rough lower bound estimate in Theorem 4.3.
Proof of lim infλ→∞ E0(λ,A,V )λ  min1in Ei . Let χ(t) be a smooth non-negative func-
tion such that χ(t) = 1 for |t |  2, χ(t) = 1 − exp(− 1
t2−4 ) for 2  |t |  3 and χ(t) = 0 for
|t | 4. Also we assume χ ′(t) 0 for t  0. We define as before χλ,δ,hi (w) = χ(λδ‖w − hi‖2B)
(1  i  n). Let χo,λ,δ(w) = (1 −∑ni=1 χλ,δ,hi (w)2)1/2. Let f ∈ FC∞b (w). By the elementary
calculation, we have
Eλ,A,V (f,f ) =
n∑
i=1
Eλ,A,V (f χλ,δ,hi , f χλ,δ,hi )−
n∑
i=1
∫
B
∣∣Dχλ,δ,hi (w)∣∣2Hf (w)2 dμλ(w)
+ Eλ,A,V (f χo,λ,δ, f χo,λ,δ)−
∫
B
∣∣Dχo,λ,δ(w)∣∣2Hf (w)2 dμλ(w). (5.8)
Note that
∣∣Dχλ,δ,hi (w)∣∣2H Cλδ for all w ∈ B and 1 i  n, (5.9)∣∣Dχo,λ,δ(w)∣∣2H  C n∑
i=1
χλ,δ,hi (w)
2|Dχλ,δ,hi (w)|2H
1 −∑ni=1 χλ,δ,hi (w)2  Cλδ. (5.10)
(5.10) can be proved for large λ by the fact that χ ′(t)2  C(1 − χ(t)2). Next we estimate
Eλ,A,V (f χo,λ,δ, f χo,λ,δ). Let
ρκ(w) = κ min
1in
{‖w − hi‖B,1}2. (5.11)
As in the proof of [4, Lemma 5.1], we can prove that for sufficiently small κ ,
(1) min{U(h)− ρκ(h) | h ∈ H } = 0.
(2) The zero point set of U − ρκ is {h1, . . . , hn}.
(3) For any ε > 0 and R > 0,
inf
{
U(h)− ρκ(h)
∣∣ min
1in
‖h− hi‖B  ε, ‖h‖B R, h ∈ H
}
> 0.
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∫
B
e−2(K¯iw,w)+3κ‖w‖2B dμ(w) < ∞ for all 1 i  n. (5.12)
Here K¯i = 12D2U(hi)− 14IH . By Theorem 4.3,∫
B
∣∣A(w)D(f (w)χo,λ,δ(w))∣∣2H dμλ(w)+ ∫
B
λ2
(
V (w)− ρκ(w)
)(
f (w)χo,λ,δ(w)
)2
dμλ(w)

[
−λ
2
log
[∫
B
exp
{−λVλ,T (w)+ 2λρκ(w)}dμλ(w)]
+ λ
2
log
∣∣det(IH + T0)∣∣]‖f χo,λ,δ‖2L2(μλ). (5.13)
By the Laplace asymptotic formula, we have
lim
λ→∞
∫
B
exp
{−λVλ,T (w)+ 2λρκ(w)}dμλ(w)
=
n∑
i=1
[
exp
{
tr
(
T (hi)
∗T (hi)
)+ 2 trT (hi)+ tr(D(A(h)∗A(h))h∣∣h=hi )}
×
∫
B
e−2(K¯iw,w)+2κ‖w‖2B dμ(w)
]
< ∞. (5.14)
Hence there exist positive constants Ci such that for large λ,
Eλ,A,V (f χo,λ,δ, f χo,λ,δ) = Eλ,A,V−ρκ (f χo,λ,δ, f χo,λ,δ)
+
∫
B
λ2ρκ(w)f (w)
2χo,λ,δ(w)
2 dμλ(w)

(
C1λ
2−δ −C2λ
)‖fχo,λ,δ‖2L2(μλ). (5.15)
Finally applying Proposition 3.1, for large λ, we have
Eλ,A,V (f,f ) λ
(
min
1in
Ei
)
‖f ‖2
L2(B,μλ)
−Cλ2−3δ/2‖f ‖2
L2(B,μλ)
. (5.16)
This completes the proof. 
6. Schrödinger operators on path spaces over Riemannian manifolds
Let (M,g) be a d-dimensional compact Riemannian manifold. Let p(t, x, y) be the heat ker-
nel of the heat semi-group e
1
2t with respect to the Riemannian volume, where  denotes the
Laplace–Beltrami operator associated with the Levi-Civita connection. Let νλ be the probability
measure on Pm0(M) = C([0,1] → M | γ (0) = m0) which is given by
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({
γ ∈ Pm0(M)
∣∣ γ (t1) ∈ A1, . . . , γ (tn) ∈ An})
=
∫
Mn
n∏
i=1
p
(
ti − ti−1
λ
,xi−1, xi
)
1Ai (xi) dx1 . . . dxn, (6.1)
where 0 = t0 < t1 < · · · < tn  1, x0 = m0 and dxi denotes the Riemannian volume element. Let
π : O(M) → M be the orthonormal frame bundle of (M,g). Let us fix u0 ∈ π−1(m0) which is
a c.o.n.s. of Tm0(M). Then u0 gives an isometry from Rd to Tm0(M). Let FC∞b (γ ) be the space
of smooth cylindrical functions on Pm0(M). Let f (γ ) = F(γ (t1), . . . , γ (tn)) ∈ FC∞b (γ ), where
F ∈ C∞(Mn). Define
(∇f )(γ )t =
n∑
i=1
∇F(γ )i t ∧ ti . (6.2)
Here t ∧ ti = min(t, ti ) and ∇F(γ )i = u−10 (τ (γ )−1ti ∇iF (γ )) and ∇iF (γ ) ∈ Tγ (ti )M denotes
the covariant derivative with respect to the ith variable and τ(γ )t : Tm0M → Tγ (t)M denotes
the stochastic parallel translation by the Levi-Civita connection. Then the form Eλ(f,f ) =∫
Pm0 (M)
|Df (γ )|2
H 1
dνλ(γ ) (f ∈ FC∞b (γ )) is closable and we denote the closure by Eλ. Let
−Lλ be the generator of Eλ. Let V be a measurable function on Pm0(M) such that V ∈⋂
λ>0 L
1(Pm0(M), νλ). Let −Lλ,V := −Lλ + λ2V (γ ) on L2(Pm0(M), νλ) which is defined as
in Definition 2.1. We denote the corresponding form by Eλ,V . We study the asymptotic behavior
of E0(λ,V ) = infσ(−Lλ,V ).
Let w(t) = u−10 (
∫ t
0 τ(γ )
−1
s ◦ dγ (s)). w(t) is called the anti-development of the semi-
martingale γ (t). We refer the reader to [31] for this notion. This w is the Brownian motion
on Rd satisfying E[wi(t)wj (s)] = 1
λ
δi,j t ∧ s, where w(t) = (w1(t), . . . ,wd(t)). In particular,
when λ = 1, w is the standard Brownian motion and constitutes the classical Wiener space B .
Namely, B is the set of continuous path w from [0,1] to Rd starting at 0 with the norm
‖w‖B = max0t1 |w(t)|. We denote the probability law of w under ν1 by μ. Then the law
of w under νλ is nothing but μλ which is given as in Section 2. The Cameron–Martin space
H is the set of H 1-paths starting at 0 and B∗ is identified with a certain subset of the space
of Rd -valued signed measure. That is for any ψ ∈ B∗, there exists ρ = (ρ1, . . . , ρd) which is a
sequence of signed measure on [0,1] with finite total variation such that ρi({0}) = 0 and
ψ(w) =
∫
[0,1]
(
w(t), ρ(dt)
)= d∑
i=1
∫
[0,1]
wi(t)ρi(dt). (6.3)
Let ϕρ(t) = ρ((t,1]) = (ρ1((t,1]), . . . , ρd((t,1])). We set ϕρ(1) = 0. Then for h ∈ H ,
ψ(h) =
∫
[0,1]
(
h(t), ρ(dt)
)= 1∫
0
(
ϕρ(t), dh(t)
)
. (6.4)
Moreover for any f ∈ B , ∫ 1
t
(f (u), dϕρ(u)) = −
∫
(t,1](f (u), ρ(du)). The element ρ of B
∗ can
be identified with ψρ(t) =
∫ t
0 ϕρ(s) ds ∈ H . In other words, B∗ is identified with the linear space
which consists of right-continuous bounded variation function ϕ satisfying ϕ(1) = 0.
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following stochastic differential equation:
dr(t, u,w) =
d∑
i=1
Li
(
r(t, u,w)
) ◦ dwi(t), (6.5)
r(0, u,w) = u ∈ O(M), (6.6)
where {Li} denote the canonical horizontal vector fields and ◦dwi(t) stands for a Stratonovich
differential. Then x(t,w) = π(r(t, u0,w)) = γ (t) and τ(x(w))t v = r(t, u0,w)u−10 v (v ∈
Tm0M) μλ-almost surely. We denote the solution of the ODE which is obtained by replacing
w by h ∈ H in (6.5) by r(t, u,h), x(t, h). Below we denote by Pm0,H (M) the subset of Pm0(M)
which consists of path c such that E(c) := 12
∫ 1
0 |c˙(t)|2 dt < ∞. For c ∈ Pm0,H (M), we denote
the anti-development by hc(t) = u−10 (
∫ t
0 τ(c)
−1
s c˙(s) ds). Of course it holds that x(t, hc) = c(t)
for any c ∈ Pm0,H (M).
Definition 6.1. In the calculation below, we need to consider Stratonovich integrals for stochas-
tic processes which are sums of bounded variation functions which may be not continuous and
continuous semi-martingale. Let Ft be the augmented filtration of Brownian motion w(t). Let
X(t,w) and Y(t,w) be Ft -adapted continuous semi-martingales such that X(t,w) = X0(t,w)+∫ t
0 f (s,w)dw(s) and Y(t,w) = Y0(t,w)+
∫ t
0 g(s,w)dw(s). Here f (s,w) and g(s,w) are Ft -
adapted continuous processes and X0(t), Y0(t) are bounded variation continuous Ft -adapted
processes. Also let A(t,w) be a bounded variation Ft -adapted process. Let us define
t∫
s
A(u,w)X(u,w) ◦ dY (u,w) = lim|Δ|→0
∑
i
A
(
s′i
)
X(si)
(
Y(ti+1)− Y(ti)
)
, (6.7)
where Δ = {s = t0 < · · · < tn = t}, s′i ∈ [ti , ti+1] and si = ti+ti+12 . It is easy to see that the limit
on the right-hand side of (6.7) converges in probability and
t∫
s
A(u,w)X(u,w) ◦ dY (u,w) =
t∫
s
A(u,w)dZ(u,w) (6.8)
holds almost surely. Here Z(t,w) = ∫ t0 X(u,w) ◦ dY (u,w) and the integral on the right-hand
side is the Riemann–Stieltjes integral. Also we define ∫ t0 (∫ 1s X(u,w) ◦ dw(u)) ◦ dY (s,w) by∫ 1
0 X(u,w) ◦ dw(u)(Y (t,w)− Y(0,w))−
∫ t
0 (
∫ s
0 X(u,w) ◦ dw(u)) ◦ dY (s,w) in natural way.
From now on, Pn denotes the following projection operator.
Definition 6.2. Let n ∈ N and let Pn be the bounded linear operator from B to B∗ such that
(Pnw)(
k
2n ) = w( k2n ) and Pnw is a linear function on [ k−12n , k2n ] for all 1 k  2n. Pnw is called
a dyadic polygonal approximation of w.
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i
1, . . . ,0) ∈ Rd and for vi ∈ Rd , set
R
(
x(w)
)
t (v1, v2) = τ
(
x(w)
)−1
u
R
(
x(u,w)
)(
τ
(
x(w)
)
u
u0v1, τ
(
x(w)
)
u0v2
)
, (6.9)
hi(u) = (h(u), εi)Rd . (6.10)
We may denote R(x(w))t by R(γ )t . Also let
Ri,j (t,w) = R
(
x(w)
)
t (εi , εj ). (6.11)
We fix versions of r(t, u,w), x(t,w), Ri,j (t,w),
∫ t
0 Ri,j (s,w) ◦ dw(s) and
∫ t
0 Ri,j (s,w)w
j (s) ◦
dw(s) as well as w¯2(s, t) which are defined on Ω by the rough path analysis. For example, we
define for w ∈ Ω
t∫
0
Ri,j (s,w) ◦ dw(s) := lim
n→∞
t∫
0
R
(
x(Pnw)
)
s(εi, εj )
(
dPnw(s)
)
. (6.12)
It is proved by the rough path analysis that the limit on the right-hand side exist for all w ∈ Ω .
Note that H ⊂ Ω and for h ∈ H , the above quantities (e.g., x(t, h), ∫ t0 Ri,j (s, h) ◦ dh(s)) are
equal to classically defined corresponding ones. We refer the reader to [37] and Section 7 for
these.
Lemma 6.4. Let ρn,ρ ∈ B∗ and assume that limn→∞ ‖ρn − ρ‖B∗ = 0. Let D = {u ∈ [0,1] |
ρ({u}) = 0}.
(1) For any s ∈ [0,1] and ϕ ∈ B , it holds that
lim
n→∞
∫
(s,1]
(
ϕ(u),ρn(du)
)= ∫
(s,1]
(
ϕ(u),ρ(du)
)
.
(2) Let P ∗N ∈ L(B∗,B∗) be the adjoint operator of PN . Then P ∗Nρ is a finite linear sum of Rd -
valued Dirac measure.
(3) D is a countable set and for any s /∈ D and ϕ ∈ B ,
lim
N→∞
∫
(s,1]
(
ϕ(u),
(
P ∗NρN
)
(du)
)= ∫
(s,1]
(
ϕ(u),ρ(du)
)
. (6.13)
To prove this lemma, we show the following.
Lemma 6.5. For any ρ ∈ B∗ and N ∈ N,∥∥P ∗Nρ∥∥(a,b)  ‖ρ‖[a− 12N ,b+ 12N ], (6.14)
where ‖ρ‖I denotes the total variation of the signed measure ρ in the interval I .
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∥∥P ∗Nρ∥∥(a,b) = { ∫
(a,b)
(
f (x),
(
P ∗Nρ
)
(dx)
) ∣∣∣ f ∈ C0([0,1],Rd) and
suppf ⊂ (a, b), ∣∣f (x)∣∣ 1 for all x}. (6.15)
Let f be a continuous function satisfying the property which is stated in (6.15). Then we have
∣∣∣∣ ∫
(a,b)
(
f (x),
(
P ∗Nρ
)
(dx)
)∣∣∣∣=
∣∣∣∣∣
1∫
0
(
f (x),
(
P ∗Nρ
)
(dx)
)∣∣∣∣∣=
∣∣∣∣∣
1∫
0
(
(PNf )(x), ρ(dx)
)∣∣∣∣∣
=
∣∣∣∣ ∫
[a− 1
2N
,b+ 1
2N
]
(
(PNf )(x), ρ(dx)
)∣∣∣∣
 ‖ρ‖[a− 1
2N
,b+ 1
2N
]. (6.16)
Here we have used that ‖PNf ‖B  1. This completes the proof. 
Proof of Lemma 6.4. (1) is almost trivial by the definition of the convergence of B∗. It is
easy to show (2) by the direct calculation. We prove (3). It is sufficient to prove the case where
ρn = ρ. Let χε(t) be the piecewise linear function on [0,1] such that χε(t) = 0 for 0 t  s + ε,
χε(t) = 1 for s + 2ε  t  1. Then we have
lim
N→∞
1∫
0
(
ϕ(u)χε(u),P
∗
Nρ(du)
)= lim
N→∞
1∫
0
(
PN(ϕχε)(u), ρ(du)
)
=
1∫
0
(
ϕ(u)χε(u), ρ(du)
)
. (6.17)
On the other hand, we have
∣∣∣∣∣
1∫
0
(
ϕ(u)χε(u),P
∗
Nρ(du)
)− ∫
(s,1]
(
ϕ(u),P ∗Nρ(du)
)∣∣∣∣∣ 2‖ϕ‖B∥∥P ∗Nρ∥∥[s,s+2ε], (6.18)
∣∣∣∣∣
1∫
0
(
ϕ(u)χε(u), ρ(du)
)− ∫
(s,1]
(
ϕ(u),ρ(du)
)∣∣∣∣∣ 2‖ϕ‖B‖ρ‖[s,s+2ε]. (6.19)
Hence combining Lemma 6.5, we complete the proof. 
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(1) For f (w) = F(w(t1), . . . ,w(tn)) ∈ FC∞b (w), Df (w) =
∑n
i=1 ∂iF (w)t ∧ ti and DF
is identified with ρDf (dt) = ∑ni=1(∂iF )(w)δti (dt) and the bounded variation function∑n
i=1 ∂iF (w)1[0,ti )(t).
(2) Take ψ = (ψ1, . . . ,ψd) ∈ B∗. Using the right-continuous bounded variation function ψ˙
satisfying ψ˙(1) = 0, for w ∈ Ω , we define
(
T (w)ψ
)
(t) =
∑
i,j
t∫
0
{
−
1∫
s
( u∫
0
(
Ri,j (r,w) ◦ dw(r)
))
wj(u)dψ˙i(u)
+
s∫
0
Ri,j (u,w) ◦ dw(u)
1∫
s
wj (u)dψ˙i(u)
+
1∫
s
( u∫
0
Ri,j (r,w)w
j (r) ◦ dw(r)
)
dψ˙i(u)
+
( s∫
0
Ri,j (u,w)w
j (u) ◦ dw(u)
)
ψ˙ i(s)
}
ds. (6.20)
Then T (w) ∈ L(B∗,H) for all w ∈ Ω . Also for any λ and for μλ-almost all w ∈ Ω , it holds
that
(
T (w)ψ
)
(t) =
t∫
0
{ 1∫
s
1∫
u
R(γ )u
(
ψ˙(r), dw(r)
) ◦ dw(u)}ds (0 t  1). (6.21)
The integral on the right-hand side in (6.21) is defined as in Definition 6.1.
(3) For h ∈ H and w ∈ Ω , let
(
S(w)h
)
(t) =
∑
i
hi(t)
t∫
0
s∫
0
R(γ )u
(
εi,◦dw(u)
) ◦ dw(s)
−
∑
i
t∫
0
h˙i (s)
( s∫
0
u∫
0
R(γ )r
(
εi,◦dw(r)
) ◦ dw(u))ds
−
∑
i
{ t∫
0
h˙i (u)
u∫
0
R(γ )r
(
εi,◦dw(r)
)
du
}(
w(t)
)
+
∑
i
t∫
h˙i (s)
s∫
R(γ )u
(
εi,◦dw(u)
)(
w(s)
)
ds. (6.22)0 0
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(
S(w)h
)
(t) =
t∫
0
s∫
0
R(γ )u
(
h(u),◦dw(u))(◦dw(s)) (0 t  1). (6.23)
(4) For any w ∈ Ω and ψ ∈ B∗ and h ∈ H , it holds that
1∫
0
((
S(w)h
)
(t), ρψ(dt)
)= (T (w)ψ,h)
H
. (6.24)
(5) FC∞b (w) ∈ D(Eμλ) and for μλ-almost all w ∈ B and f ∈ FC∞b (w),
(∇f )(w) = A(w)(Df )(w), (6.25)
where A(w)ψ = ψ + T (w)ψ for ψ ∈ B∗ and T (w)ψ is defined in (2).
(6) Let K ∈ L(B,B∗) and set f (w) = (Kw,w). Then f ∈ D(Eμλ) and (∇f )(w) = A(w)(Kw+
K∗w). T (w)(Kw +K∗w) is well defined since Kw,K∗w ∈ B∗.
Proof. (1) This is easy.
(2) T (w) ∈ L(B∗,H) is trivial. Take a right-continuous bounded variation function ϕ on [0,1]
with values in Rd satisfying ϕ(1) = 0. Let
T˜ (w)ϕ(t) =
t∫
0
{ 1∫
s
1∫
u
R(γ )u
(
ϕ(r), dw(r)
) ◦ dw(u)}ds
=
t∫
0
{ 1∫
s
R(γ )i,j (u)
1∫
u
ϕi(r)dwj (r) ◦ dw(u)
}
ds. (6.26)
This integral is well defined in the sense of Definition 6.1. Because the integral
∫ 1
u
ϕi(r) dwj (r)
is the Riemann–Stieltjes integral and it holds that for all u,
1∫
u
ϕi(r) dwj (r) = −ϕi(u)wj (u)−
1∫
u
wj (r) dϕi(r)
= −ϕi(u)wj (u)+
∫
(u,1]
wj(r)ρi(dr), (6.27)
where ρ is a signed measure corresponding to ϕ. Using this integration by parts formula, we
have
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(
T˜ (w)ϕ
)
(t)
= −
1∫
t
R(γ )i,j (u)ϕ
i(u)wj (u) ◦ dw(u)−
1∫
t
1∫
u
wj (r) dϕi(r)R(γ )i,j (u) ◦ dw(u)
= ϕi(t)
t∫
0
R(γ )i,j (u)w
j (u) ◦ dw(u)+
1∫
t
( s∫
0
R(γ )i,jw
j (u) ◦ dw(u)
)
dϕi(s)
+
1∫
t
wj (r)dϕi(r)
t∫
0
R(γ )i,j (u) ◦ dw(u)−
1∫
t
wj (r)
( r∫
0
R(γ )i,j (u) ◦ dw(u)
)
dϕi(r).
(6.28)
This proves (6.21).
(3) S(w) ∈ L(H,B) is trivial. (6.23) is also proved by using integration by parts formula in
Riemann–Stieltjes integral.
(4) In the definitions of T (w) and S(w), by replacing the Stratonovich integrals by usual
Riemann integral, for any h ∈ H , we still define T (h) and S(h) by the same equations. Then
note that for any h ∈ H and ρ ∈ B∗, (6.24) hold. Therefore we have, for PNw,
1∫
0
((
S(PNw)h
)
(t), ρψ(dt)
)= (T (PNw)ψ,h)H . (6.29)
Taking the limit N → ∞ and by the Lyons’ continuity theorem, we get (6.24).
(5) For f (w) = F(w(t1), . . . ,w(tn)) ∈ FC∞b (w), it is known that almost surely
(
(∇f )(w),h)= n∑
i=1
(
(∂iF )(w),h(ti)+
ti∫
0
s∫
0
R
(
x(w)
)
u
(
h(u),◦dw(u)) ◦ dw(s)). (6.30)
This implies that (∇f )(w) = Df (w) + T (w)(Df (w)) almost surely. We prove general cases.
Note that
∫ 1
0 (w(t), ρ(dt)) = limn→∞
∫ 1
0 (w(t), (P
∗
n ρ)(dt)) for all w ∈ B and
∇
( 1∫
0
(
w(u),
(
P ∗n ρ
)
(du)
))
(t) = A(w)(P ∗n ρ)(t). (6.31)
Taking the limit n → ∞ and by Lemma 6.4(3), ∇(∫ 10 (w(u),ρ(du))) = A(w)ρ.
(6) Set fn(w) = (KPnw,Pnw). Then by (5), (∇fn)(w) = A(w)(P ∗n (K + K∗)Pnw). Letting
n → ∞, by Lemma 6.4(3), we have limn→∞(∇fn)(w) = A(w)((K + K∗)w) for all w ∈ Ω .
This completes the proof. 
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since the Brownian path is not bounded variation. Therefore the above T (w) does not satisfy the
assumptions in the previous sections. For later use, we define the following.
Definition 6.7. Let a(t) (0  t  1) be a matrix-valued bounded variation right-continuous
function. Although f (t) = ∫ t0 a(s)w(s) ds /∈ B∗, we define T (w)f by replacing dψ˙(u) by
da˜(u)w(u) + a(u) ◦ dw(u) and ψ˙(s) by a(s)w(s) on the right-hand side in (6.20). Here a˜ is
defined by a˜(t) = a(t) (0 t < 1) and a˜(1) = 0.
Remark 6.8. Since h(∈ H) belongs to Ω , T (h) ∈ L(B∗,H) (h ∈ H) is also defined in (6.20).
As we noted, ◦dh(r) is just a usual Stieltjes integral and actually T (h) can be extended to a
bounded linear operator on H which is simply given by
(
T (h)ϕ
)
(t) =
t∫
0
{ 1∫
s
( 1∫
u
R
(
x(h)
)
u
(
ϕ˙(r), h˙(r)
)
dr
)(
h˙(u)
)
du
}
ds (ϕ ∈ H) (6.32)
and this is a trace class operator if h ∈ B∗. See Proposition 6.10. For f (t) = ∫ t0 a(s)w(s) ds
which is the function in Definition 6.7, T (h)f is nothing but the function which is ob-
tained in (6.20) by replacing dψ˙(u) by da˜(u)w(u) + a(u)dw(u) and ψ˙(s) by a(s)w(s).
Note that T (h)h = 0 for all h since R(X,Y )Z = −R(Y,X)Z for all X,Y,Z. In the fol-
lowing, we denote A(h) = IH + T (h) for h ∈ H . By T (h)h = 0, we may guess that the
limit value of limλ→∞ E0(λ,V )λ is given as in Remark 5.2. Actually we will prove it. Fi-
nally, we note that T (w)f in Definition 6.7 is almost surely equal to the stochastic integral∫ t
0 {
∫ 1
s
(
∫ 1
u
R(γ )u(a(r)w(r),◦dw(r))) ◦ dw(u)}ds.
The following is proved by the approximation theorem of γ by x(·,Pnw) as n → ∞ and the
estimate of Sobolev norms in [15,35].
Lemma 6.9. FC∞b (w) is a core of Eλ and Eλ,V , where V ∈ L1(νλ).
Later, we use the following proposition.
Proposition 6.10. For any h ∈ B∗, T (h) is a trace class operator on H and can be extended to
a bounded linear operator from B to B∗ and trT (h) = 0. Let K be the identity operator on H
or a Hilbert–Schmidt operator such that for any h ∈ H , (Kh)(t) depends only on the values
{h(s) | 0 s  t} for all t . Typical examples are the operator Ta,b in Lemma 6.12 and T (h)∗ and
their compositions. Then
tr
(
T (h)K
)
=
∑
l
1∫
0
( 1∫
s
R
(
x(h)
)
s
(
d
du
(Kϕl)(u), dh(u)
)
dh(s), εl
)
−
∑
k,j
1∫
0
h˙j (t)
(
d
dt
K
( ·∫
0
s∫
0
R
(
x(h)
)
u(εk, εj )
(
dh(u)
)
ds
)
(t), εk
)
dt, (6.33)
where {εi} is defined in Definition 6.3 and ϕl(t) = εlt , hi(t) = (h(t), εi).
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(
T (h)∗ϕ
)
(t) =
t∫
0
s∫
0
R
(
x(h)
)
u
(
ϕ(u), dh(u)
)(
dh(s)
)
. (6.34)
Let us define U : L2([0,1] → Rd) → H by Uϕ(t) = ∫ t0 ϕ(s) ds. This is a bijective isometry
linear operator.
U−1T (h)∗Uϕ(t) =
t∫
0
R
(
x(h)
)
s
( s∫
0
ϕ(u)du, h˙(s)
)
ds
(
h˙(t)
)
. (6.35)
Since the integration operator ϕ → ∫ ·0 ϕ(t) dt is a Hilbert–Schmidt operator and the multipli-
cation operator ϕ → g · ϕ by a bounded measurable function g is a bounded linear operator
on L2([0,1], dt), U−1T (h)∗U , T (h)∗, T (h) are trace class operators. For the proof of (6.33),
we use that
(
T (h)ϕ
)
(t) =
∑
l
( 1∫
0
1∫
s
R
(
x(h)
)
s
(
ϕ˙(u), dh(u)
)
dh(s), εl
)
ϕl(t)
−
∑
k,j
t∫
0
( s∫
0
R
(
x(h)
)
u(εk, εj ) dh(u)
)
ds
1∫
0
ϕ˙k(t) dhj (t)
+
t∫
0
s∫
0
u∫
0
R
(
x(h)
)
u
(
ϕ˙(r), dh(r)
)
dh(u)ds. (6.36)
Let w(t) be the d-dimensional Brownian motion. Then T (h)Kw is well defined and calculat-
ing D∗μ(T (h)Kw), we have(
T (h)Kw,w
)− trT (h)K
= −
∑
l
1∫
0
( 1∫
s
R
(
x(h)
)
s
(
d
du
(Kϕl)(u), dh(u)
)
dh(s), εl
)
+
∑
k,j
1∫
0
h˙j (t)
(
d
dt
K
( ·∫
0
s∫
0
R
(
x(h)
)
u(εk, εj )
(
dh(u)
)
ds
)
(t), εk
)
dt
+ (T (h)Kw,w). (6.37)
This implies (6.33). trT (h) = 0 follows from (6.33). 
Differently from Sections 2–5, we need certain extension of trace of operators to state our
second main theorem. To this end, we introduce the following.
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bounded linear operator T on H , define
t˜rT = lim
N→∞ tr(PNT PN). (6.38)
when the limit exists. We denote the set of bounded linear operators whose t˜r is well defined by
L˜(1)(H).
Actually, we need to consider the trace of the following Volterra type operators.
Lemma 6.12. Let a(t), b(t) (0 t  1) be a d×d matrix-valued bounded measurable functions.
Let
(Ta,bh)(t) =
t∫
0
a(s)
( s∫
0
b(u)h˙(u) du
)
ds. (6.39)
Then Ta,b ∈ L˜(1)(H) and t˜rTa,b = 12
∫ 1
0 tr(a(t)b(t)) dt .
Proof. We denote Ta,b by T for simplicity. Let f0,0(t) = 1 for all t ∈ [0,1] and for 0  k 
2n−1 − 1 and n 1,
fn,k(t) =
⎧⎪⎨⎪⎩
√
2n−1, 2k2n  t <
2k+1
2n ,
−√2n−1, 2k+12n  t < 2k+22n ,
0, otherwise.
(6.40)
Set gn,k(t) =
∫ t
0 fn,k(s) ds. Also let εi is the unit vector of R
d whose ith element is 1. Then
{gn,k(t)εi | 1  i  n, n  0, k  0} are c.o.n.s. of H . Below, we write en,k,i (t) = gn,k(t)εi .
First, we consider the case where d = 1. Let w(t) be the 1-dimensional Brownian motion. Then
(PNw)(t) =∑Nn=0∑max(2n−1−1,0)k=0 (w,gn,k)Hgn,k(t). Since {(w,gn,k)H | 0  n  N, 0  k 
max(2n−1 − 1,0)} are independent Gaussian random variables whose mean and the variances
are 0 and 1, we have
tr(PNT PN) =
N∑
n=0
max(2n−1−1,0)∑
k=0
(T gn,k, gn,k) = E
[
(T PNw,PNw)
]
. (6.41)
Since
∫ s
0 b(u)d(PNw)(u) =
∑2N−1
k=0 2N
∫ k+1
2N
∧s
k
2N
∧s b(u) du(w(
k+1
2N )−w(( k2N ))),
(T PNw,PNw) =
∑
0k,l2N−1
22N
l+1
2N∫
l
2N
( k+12N ∧s∫
k
2N
∧s
b(u) du
)(
w
(
k + 1
2N
)
−w
(
k
2N
))
×
(
w
(
l + 1
N
)
−w
(
l
N
))
a(s) ds. (6.42)2 2
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tr(PNT PN) =
2N−1∑
k=0
2N
k+1
2N∫
k
2N
( s∫
k
2N
b(u)du
)
a(s) ds
=
2N−1∑
k=0
k+1
2N∫
k
2N
2N
(
s − k
2N
)
bN(s)a(s) ds, (6.43)
where bN(s) = (s − k2N )−1
∫ s
k/2N b(r) dr ( k2N  s  k+12N ). Let φN(s) = 2N(s − k2N ) for k2N 
s  k+12N . Then ‖φN‖∞  1. So there exists a subsequence φn(k) such that limk→∞ φn(k) con-
verges weakly in L2([0,1], dt). It is easy to see that for any continuous function f , it holds that
limN→∞
∫ 1
0 f (t)φN(t) dt = 12
∫ 1
0 f (t) dt . Hence φn(k) converges weakly to
1
2 . Consequently φn
converges weakly to 12 in L
2([0,1], dt). Here note that limN→∞ bN(s)a(s) = b(s)a(s), ds-a.e. s.
In particular, bN(·)a(·) converges to b(·)a(·) in L2-sense. Therefore,
lim
N→∞ tr(PNT PN) = limN→∞
1∫
0
φN(s)bN(s)a(s) ds = 12
1∫
0
b(s)a(s) ds. (6.44)
Now we consider the case of general Rd . We have
tr(PNT PN) =
d∑
l=1
N∑
n=0
max(2n−1−1,0)∑
k=0
(T en,k,l , en,k,l)
=
d∑
l=1
N∑
n=0
max(2n−1−1,0)∑
k=0
1∫
0
( t∫
0
g˙n,k(s)b(s)εl ds, g˙n,k(t)a(t)
∗εl
)
dt
=
∑
1l,md
N∑
n=0
max(2n−1−1,0)∑
k=0
1∫
0
( t∫
0
(
b(s)εl, εm
)
g˙n,k(s) ds
)(
a(t)∗εl, εm
)
g˙n,k(t) dt.
(6.45)
Applying the result in the case where d = 1, we see that the limit on the right-hand side of (6.45)
is
∑
1l,md
1
2
∫ 1
0 (b(t)εl, εm)(a(t)
∗εl, εm)dt . This completes the proof. 
Definition 6.13. We consider matrix-valued bounded variation right-continuous paths a(·), b(·)
on [0,1]. Define
Fa,b(w) =
1∫ (
a(u)
u∫
b(r) dw(r),◦dw(u)
)
(6.46)0 0
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lemma below, there exists a continuous version of Fa,b(w) (w ∈ Ω) in the sense of rough path.
We use the version and we may denote it by (Ta,bw,w).
Lemma 6.14. Let Fa,b(w) be the Wiener functional as in Definition 6.13.
(1) For w ∈ Ω , using w¯2(s, t), define
F˜a,b(w) =
(
a(1)b(1)εi, εj
) 1∫
0
wi(s) ◦ dwj (s)
−
1∫
0
s∫
0
wi(r) ◦ dwj (r) d{(a(s)b(s)εi , εj )}. (6.47)
Then there exists K˜ ∈ L(B,B∗) such that Fa,b(w) = F˜a,b(w) + (K˜w,w) holds μλ-almost
all w for all λ > 0. As we noted in the Definition 6.13, we use the version of Fa,b(w) on the
right-hand side.
(2) Let F (n)a,b (w) = Fa,b(Pnw). Then it holds that limn→∞ Fa,b(Pnw) = Fa,b(w) for all w ∈ Ω .
(3) There exists a bounded linear operator K,Kn ∈ L(B,B∗) such that
(
DF
(n)
a,b
)
(w) = Pn
( ·∫
0
(
a(t)b(t)− b(t)∗a(t)∗)(Pnw)(t) dt)+Knw, (6.48)
(DFa,b)(w) =
·∫
0
(
a(t)b(t)− b(t)∗a(t)∗)w(t) dt +Kw. (6.49)
Moreover, limn→∞ ‖Kn −K‖L(B,B∗) = 0.
(4) It holds that (∇Fa,b)(w) = A(w)(
∫ ·
0(a(t)b(t) − b(t)∗a(t)∗)w(t) dt) + A(w)(Kw) and
T (w)(
∫ ·
0(a(t)b(t)− b(t)∗a(t)∗)w(t) dt) is defined as in Definition 6.7.
Proof. (1) and (2) follows from the definition. We can check (3) by the calculation. (4) follows
from (3) and the following lemma. 
Lemma 6.15. Let F(t,w) be a matrix-valued continuous semi-martingale such that F(t,w) =
A(t,w) + ∫ t0 f (s,w)dw(s), where A(t,w) is an Ft -adapted continuous bounded variation
process and f (t,w) is an Ft -adapted continuous process. Suppose that for all p  1,
E
[
sup
0t1
∣∣A(t,w)∣∣p + sup
0t1
∣∣f (t,w)∣∣p]< ∞. (6.50)
Let ϕ(t) be a matrix-valued right-continuous bounded variation function and D denotes the set
of discontinuous points of ϕ. Set
90 S. Aida / Journal of Functional Analysis 251 (2007) 59–121Gn(t,w) := Pn
( ·∧1∫
0
ϕ(u)(Pnw)(u)du
)
(t), (6.51)
mn(ϕ,w)(dt) :=
2n−1∑
i=1
(
(Gn)
′−
(
i
2n
,w
)
− (Gn)′+
(
i
2n
,w
))
δ i
2n
(dt)
+ (Gn)′−(1,w)δ1(dt) (6.52)
and
In(t,w) :=
∫
[0,t]
F(s,w)mn(ϕ,w)(ds). (6.53)
(Gn)
′+ and (Gn)′− denote the right and the left differential coefficient, respectively.
(1) mn(ϕ,w) is the signed measure corresponds to Gn(·,w) ∈ B∗.
(2) The limit limn→∞ In(t,w) exists in L2-sense and in probability and is given as follows. If
t < 1 and t /∈ D,
lim
n→∞ In(t,w) = −
t∫
0
F(s,w)ϕ(s) ◦ dw(s)−
t∫
0
F(s,w)dϕ(s)w(s). (6.54)
If t = 1,
lim
n→∞ In(t,w) = −
1∫
0
F(s,w)ϕ(s) ◦ dw(s)−
1∫
0
F(s,w)dϕ˜(s)w(s). (6.55)
Here ϕ˜ is the bounded variation function such that ϕ˜(t) = ϕ(t) for 0 t < 1 and ϕ˜(1) = 0.
(3) For any continuous point s of ϕ, we have limn→∞(Gn)′±(s) = ϕ(s)w(s).
Proof. We denote wn(t) = (Pnw)(t). Note that
(Gn)
′−
(
i
2n
,w
)
= 2n
i
2n∫
i−1
2n
ϕ(u)wn(u)du, (6.56)
(Gn)
′+
(
i
2n
,w
)
= 2n
i+1
2n∫
i
2n
ϕ(u)wn(u)du. (6.57)
Suppose that t < 1 and t /∈ D. Take k such that kn  t < k+1n . Then2 2
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k−1∑
i=0
F
(
i + 1
2n
,w
){
2n
i+2
2n∫
i+1
2n
ϕ(u)du
(
w
(
i + 2
2n
)
−w
(
i
2n
))}
−
k−1∑
i=0
F
(
i + 1
2n
,w
)(
2n
i+2
2n∫
i+1
2n
ϕ(u)du− 2n
i+1
2n∫
i
2n
ϕ(u)du
)
w
(
i
2n
)
−
k−1∑
i=0
F
(
i + 1
2n
,w
){
2n
i+2
2n∫
i+1
2n
ϕ(u)
(
wn(u)−w
(
i + 2
2n
))
du
+ 2n
i+1
2n∫
i
2n
ϕ(u)
(
w
(
i
2n
)
−wn(u)
)
du
}
:= J1 + J2 + J3. (6.58)
We show that
lim
n→∞J1 = −2
t∫
0
F(s,w)ϕ(s) ◦ dw(s), (6.59)
lim
n→∞J2 = −
t∫
0
F(s,w)w(s) dϕ(s), (6.60)
lim
n→∞J3 =
t∫
0
F(s,w)ϕ(s) ◦ dw(s). (6.61)
The proof is standard. So we prove (6.61) only. We note that
i+1
2n∫
i
2n
(
ϕ(u)− ϕ
(
i
2n
))(
u− i
2n
)
du =
1
2n∫
0
1
2n∫
s
(
ϕ
(
i
2n
+ u
)
− ϕ
(
i
2n
))
duds. (6.62)
Using this, we have
J3 = 12
k−1∑
F
(
i + 1
2n
,w
)
ϕ
(
i + 1
2n
)(
w
(
i + 2
2n
)
−w
(
i + 1
2n
))
i=0
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k−1∑
i=0
F
(
i + 1
2n
,w
)
22n
1
2n∫
0
1
2n∫
s
{
ϕ
(
i + 1
2n
+ u
)
− ϕ
(
i + 1
2n
)}
du
×
(
w
(
i + 2
2n
)
−w
(
i + 1
2n
))
+
k−1∑
i=0
F
(
i + 1
2n
,w
)
2n
1
2n∫
0
(
ϕ
(
u+ i + 1
2n
)
− ϕ
(
i + 1
2n
))
du
(
w
(
i + 1
2n
)
−w
(
i
2n
))
+
k−1∑
i=0
F
(
i + 1
2n
,w
)
22n
i+1
2n∫
i
2n
ϕ(u)
(
u− i
2n
)
du
(
w
(
i + 1
2n
)
−w
(
i
2n
))
:= J3,1 + J3,2 + J3,3 + J3,4. (6.63)
We have limn→∞ J3,1 = 12
∫ t
0 F(s,w)ϕ(s) dw(s). By using the bounded variation property of ϕ,
we have limn→∞ J3,i = 0 for i = 2,3. We consider J3,4:
J3,4 =
k−1∑
i=0
F
(
i
2n
,w
)
22n
i+1
2n∫
i
2n
ϕ(u)
(
u− i
2n
)
du
(
w
(
i + 1
2n
)
−w
(
i
2n
))
+
k−1∑
i=0
(
F
(
i + 1
2n
,w
)
− F
(
i
2n
,w
))
22n
i+1
2n∫
i
2n
ϕ(u)
(
u− i
2n
)
du
×
(
w
(
i + 1
2n
)
−w
(
i
2n
))
. (6.64)
Thus limn→∞ J3,4 = 12
∫ t
0 F(s,w)ϕ(s) dw(s) + 12
∫ t
0 ϕ(s) d〈F,w〉(s). This proves (6.61) and
(6.54). For (6.55), taking the term F(1,w)2n ∫ 12n−1
2n
ϕ(u)wn(u)du into account, we complete the
proof in a similar way to the case where t < 1. (3) is trivial. 
Also we need the following derivative formulas.
Proposition 6.16. Let X be a smooth section of the tensor bundle π : TM ⊗TM∗ → M . X(x) can
be identified with a linear map on TxM . Let X(γ )t = τ(γ )−1t X(γ (t))τ (γ )t : Tm0M → Tm0(M).
Then
∇hX(γ )t = (∇X)(γ )
(
h(t)
)+ t∫
0
R(γ )s
(
h(s),◦dw(s))X(γ )t , (6.65)
where ∇X denotes the covariant derivative of X.
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Assumption 6.17.
(H1) U(c) = 12E(c) + V (c) (c ∈ Pm0,H (M)) is a non-negative function which has finite zero
point set {c1, . . . , cn}.
(H2) The Hessian of U at ci (1 i  n) is strictly positive.
(H3) V is a C3 function on Pm0(M) in the following sense. Let us take an isometric embedding
of M to RN . Then Pm0(M) is a subset of C([0,1] → RN) with the uniform convergence
topology. We assume that V can be extended to a C3-function in the sense of Fréchet on
the Banach space. Moreover we assume V ∈ L1(μλ) for all λ > 0 and there exists q > 1
such that
lim sup
λ→∞
1
λ
log
( ∫
Pm0 (M)
e−qλV dμλ(γ )
)
< +∞. (6.66)
In the above, the assumption on V seems to be restrictive. However, the reader will see that
the proof below could be extended to wider classes of potential functions.
The following is our second main theorem.
Theorem 6.18. We assume (H1)–(H3). We denote hi(t) = u−10 (
∫ t
0 τ(ci)
−1
s c˙i (s) ds). Then hi ∈ B∗
for all 1 i  n and
lim
λ→∞
E0(λ,V )
λ
= min
1in
Ei, (6.67)
where
Ei = 12 t˜r
{√
A(hi)(IH + 4Ki)A(hi)∗ − IH
}+ 1
4
1∫
0
(
Ric(ci)shi(s), h˙i (s)
)
ds, (6.68)
Ki = 12D
2(V ◦ x)(hi). (6.69)
To prove this theorem we use estimates on stochastic integral which is proved in rough path
analysis. We postpone the proof of the above theorem to the sections below. Here we just prove
the following.
Proof of hi ∈B∗. We embed O(M) to a certain RL isometrically. By extending Li to a smooth
vector field L˜iwith compact support on RL, we consider the following SDE on RL:
dX(t, u,w) =
d∑
i=1
L˜i
(
X(t,u,w)
) ◦ dwi(t),
X(0, u,w) = u ∈ RL. (6.70)
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u ∈ O(M), then we have Y(t, u,w) : TuO(M) → Tr(t,u,w)O(M). Let Ψ (h) = U(x(h)). Then
Ψ (h) = 14‖h‖2H + V (π(X(·, u0, h))). Since hi is a minimizer of Ψ , we have (DΨ (hi), ϕ) = 0
for all ϕ ∈ H . We calculate DΨ .
DΨ (hi)[ϕ] =
(
1
2
hi, ϕ
)
+ (DV )(π(X(·, u0, hi)))(η(ϕ)). (6.71)
We denote the embedding by ι : M → RN . Here
η(ϕ)(t) = d(ι ◦ π)(X(t,u0, hi))Y(t, u0, hi)
×
{ t∫
0
Y(s,u0, hi)
−1∑
i
L˜i
(
X(s,u0, hi)
)
ϕ˙i (s) ds
}
. (6.72)
Since (DV )(π(X(·, u0, hi))) is a continuous linear functional on C([0,1] → RN | x(0) = 0),
there exists a signed measure mi such that
(DV )
(
π
(
X(·, u0, hi)
))(
η(ϕ)
)= 1∫
0
(
η(ϕ)(t),mi(dt)
)
. (6.73)
Since X(s,u0, hi), Y (s, u0, hi) are H 1-paths, the linear functional
ϕ → (DV )(π(X(·, u0, hi)))(η(ϕ))
is continuous on B . This implies that hi ∈ B∗. 
To explain a meaning of the number Ei in Theorem 6.18, we introduce a Riemannian metric
on Pm0,H (M).
Definition 6.19 (Riemannian metric on Pm0,H (M)). Let c ∈ Pm0,H (M). By the parallel trans-
lation operator τ(c)t : Tm0M → Tc(t)M , we define for any h : [0,1] → TM with h(t) ∈ Tc(t)M
(0 t  1),
‖h‖TcPm0,H (M) =
{ 1∫
0
∣∣∣∣ ddt (τ(c)−1t h(t))
∣∣∣∣2
Tm0M
dt
}1/2
. (6.74)
This defines a Riemannian metric on the Hilbert manifold Pm0,H (M). This metric defines the
Levi-Civita connection on Pm0,H (M) and we can calculate the Hessian operator of the smooth
function on Pm0,H (M) (e.g., E) at any curve c.
Proposition 6.20. We consider the infinite-dimensional Riemannian manifold Pm0,H (M) with
the Levi-Civita connection. Then we have
(1) E(c) is a smooth function on Pm0,H (M) and ∇E(c)t = hc(t).
(2) 1 |∇E(c)|2 = 1E(c).4 2
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(
S(c)+ S(c)∗), (6.75)
where
(
S(c)φ
)
(t) =
t∫
0
R(c)s
(
hc(s),φ(s)
)(
h˙c(s)
)
ds. (6.76)
Also we have
t˜rS(c) = −1
2
1∫
0
(
Ric(c)shc(s), h˙c(s)
)
ds. (6.77)
Proof. (1) follows from
∇hhc(t) = h(t)+
t∫
0
s∫
0
R(c)u
(
h(u), h˙c(u) du
)(
h˙c(s)
)
ds. (6.78)
(3) is proved by the definition of the Levi-Civita connection. Let Xh be the associated vector
field with h. Then, we have for h, k ∈ H ,
∇2E(c)(h, k) = Xk(XhE)(c)−
(
(∇E)(c),∇XkXh(c)
)
= Xk(XhE)(c)−
(
hc,∇XkXh(c)
)
. (6.79)
We can calculate (hc,∇XkXh(c)) by the formula:(
hc,∇XkXh(c)
)= 1
2
{
Xh(k,hc)(c)+Xk(h,hc)(c)
− (Xhc, [Xk,Xh])(c)− (Xk, [Xh,Xhc ])(c)− (Xh, [Xk,Xhc ])(c)}. (6.80)
[Xh,Xk] denotes the Lie bracket. By the explicit calculation, we have
[Xh,Xk](c) =
( t∫
0
R(c)s
(
k(s), h˙c(s)
)
ds
)
h(t)−
( t∫
0
R(c)s
(
h(s), h˙c(s)
)
ds
)
k(t), (6.81)
[Xh,Xhc ](c) = h(t)+
t∫
0
( s∫
0
R(c)s
(
h(u), h˙c(u)
)
du
)(
h˙c(s)
)
ds
+
( t∫
0
R(c)s
(
hc(s), h˙c(s)
)
ds
)
h(t)−
( t∫
0
R(c)s
(
h(s), h˙c(s)
)
ds
)
hc(t).
(6.82)
Combining these identities, we complete the proof. 
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functions on X. Let μλ be the probability measure such that dμλ = Z−1λ e−λE dx on X, where
dx is the volume element and Zλ is the normalizing constant.
Let
Eλ,V (f,f ) =
∫
X
∣∣∇f (x)∣∣2 dμλ(x)+ λ2 ∫
X
V (x)f (x)2 dμλ(x), (6.83)
E0(λ,V ) = inf
{Eλ,V (f,f ) ∣∣ ‖f ‖L2(μλ) = 1}. (6.84)
Assume that:
(1) U(x) = |∇E(x)|24 + V (x) is a non-negative function which has finite zero point set{c1, . . . , cn}.
(2) The Hessian of U at ci (1 i  n) is strictly positive.
Then we have
lim
λ→∞
E0(λ,V )
λ
= min
1in
tr
{√
(∇2U)(ci)
2
− ∇
2E
2
(ci)
}
, (6.85)
where ∇2 denotes the second covariant derivative which is defined by the Levi-Civita connection.
In our case, under the assumption that (∇U)(c) = 0, denoting K(c) = 12D2(V (x(w)))|w=hc , it
holds that
1
2
(∇2U)(c) = 1
4
(
TH + T (hc)
)(
IH + 4K(c)
)(
IH + T (hc)
)∗
. (6.86)
Also we note that Remark 5.2 and
t˜rD
(
T (h)∗h
)∣∣
h=hc = −
1
2
1∫
0
(
Ric(c)shc(s), h˙c(s)
)
ds.
These and Proposition 6.20 show that our main theorem is a generalization of (6.85) to the case
of infinite-dimensional Riemannian manifold Pm0(M) whose Riemannian structure is given in
Definition 6.19. We refer the reader to [10] for the path integral representation of the Brownian
motion measure.
7. Preliminaries from rough path analysis
We summarize the basic results in rough path analysis. First, we introduce the following
norms.
Definition 7.1. Let 0 < θ < 1 and q > 1, m ∈ N. We denote  = {(s, t) ∈ R2 | 0  s  t  1}.
Let V be a normed linear space and consider a map φ :  → V . We define
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D
{
n−1∑
i=0
∣∣φ(ti , ti+1)∣∣q}1/q, (7.1)
‖φ‖H,θ = sup
0s<t1
|φ(s, t)|
(t − s)θ , (7.2)
‖φ‖B,m,θ =
[ 1∫
0
{ t∫
0
|φ(s, t)|m
(t − s)2+mθ ds
}
dt
]1/m
, (7.3)
where D = {0 = t0 < t1 < · · · < tn = 1} runs all partitions of [0,1].
Typical example of φ is given by φ(s, t) = x¯1(s, t) = x(t)− x(s), where x(t) (0 t  1) is a
continuous path on V . We may denote ‖x‖q instead of ‖x¯1‖q and so on. Let T (2)(Rd) = Rd ⊕
(Rd ⊗Rd). Let {ei} be an orthonormal system of Rd . Then x = (x1, x2) ∈ T (2)(Rd) is written as
x1 =∑di=1 x1,iei and x2 =∑1i,jd x2,i,j ei ⊗ ej . The norm of xi is naturally defined by |x1| =
{∑1id x21,i}1/2 and |x2| = {∑1i,jd x22,i,j }1/2. Also we need the following definitions.
Definition 7.2. Let C(Δ,T (2)(Rd)) be a space of continuous functions on a simplex Δ with
values in T (2)(Rd). Let φ = (φ(·,·)1, φ(·,·)2) ∈ C(Δ,T (2)(Rd)). Let 2 < p < 3 and 0 < θ < 1.
We define the norms of φ by
‖φ‖T (2),p =
{‖φ1‖2p + ‖φ2‖p/2}1/2, (7.4)
‖φ‖T (2),H,θ =
{‖φ1‖2H,θ/2 + ‖φ2‖H,θ}1/2, (7.5)
‖φ‖T (2),B,m,θ =
{‖φ1‖2B,2m,θ/2 + ‖φ2‖B,m,θ}1/2. (7.6)
We denote the Banach spaces with norms ‖ ‖T (2),∗ by C(Δ,T (2)(Rd),‖ ‖∗). For simplicity, we
denote Cp(Δ,T2(Rd)) instead of C(Δ,T (2)(Rd),‖ ‖T (2),p).
Let (B,H,μ) be the d-dimensional classical Wiener space which we explained in Section 6.
For x, y ∈ H , let x¯1(s, t) = x(t) − x(s) as before and Cx,y(s, t)2 =
∫ t
s
(x(u) − x(s)) ⊗ dy(u).
In particular, we denote x¯2(s, t) = Cx,x(s, t). Then x¯(·,·) = (x¯1(·,·), x¯2(·,·)) ∈ Cp(Δ,T2(Rd))
and this is called a smooth rough path. Now we consider Brownian rough paths. To this end, we
consider a dyadic polygonal approximation of w(t). Let
Ω =
{
w ∈ B ∣∣ lim
n→∞Pnw converges with respect to the norm ‖ ‖T (2),θ for all 0 < θ < 1
}
. (7.7)
Then it is proved that for all λ, μλ(Ω) = 1. For example, see [19]. Also it is proved that Ωc
is a slim set in B in [29]. Moreover it is easy to see that aΩ ⊂ Ω , Ω + H = Ω , H ⊂ Ω . The
limit which is denoted by w¯(s, t) = (w¯1(s, t), w¯2(s, t)) is called a Brownian rough path. Note
that ‖w¯‖T (2),B,m,θ < ∞ for all m ∈ N and 0 < θ < 1. We also note that w¯2(s, t) =
∫ t
s
(w(u) −
w(s)) ⊗ dw(u) μλ-a.s. w, where the right-hand side is the Stratonovich integral. As we see in
the proposition below, the Besov norm ‖ ‖B,m,θ is stronger than the Hölder norm ‖ ‖θ . (7.9) is
due to [20]. The proof of (7.10) is similar to it. The weaker inequality is stated in [5]. The proof
of the present form is found in [42].
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‖φ‖p  ‖φ‖H, 1
p
, (7.8)
‖x¯1‖H,θ/2  C‖x¯1‖B,m,θ/2, (7.9)
‖Cx,y‖H,θ  C
(‖Cx,y‖B,m,θ + ‖x¯1‖B,2m,θ/2‖y¯1‖B,2m,θ/2). (7.10)
In particular, there exists C > 0 such that ‖w¯‖T (2),p  C‖w¯‖T (2),B,m,2/p hold for any w ∈ Ω .
Definition 7.4. Let F be a Cm-function in the sense of Fréchet on H with values in a separable
Hilbert space E. For 0  i  m, we denote (w)i = (w, . . . ,w) ∈ Bi , where Bi is the product
space of B . We consider the following properties. There exists a positive increasing continuous
function C on R such that:
(C1) For any 0 i m and h ∈ H ,
sup
0r1
∣∣(DiF )(h+ r(φ − h))[(φ − h)i]− (DiF )(h+ r(ϕ − h))[(ϕ − h)i]∣∣
 C
(‖φ¯‖T (2),p + ‖ϕ¯‖T (2),p + ‖h‖H )‖φ¯ − ϕ¯‖T (2),p. (7.11)
(C2) For any 0 i m and h ∈ H ,
sup
0r1
∣∣(DiF )(h+ r(φ − h))[(φ − h)i]∣∣
 C
(‖φ¯‖T (2),p + ‖h‖H )∥∥(φ − h)∥∥iT (2),p. (7.12)
When r = 0, the coefficient C of the right-hand side does not depend on φ.
Lemma 7.5. Assume that F is a Cm-function in Definition 7.4.
(1) limn→∞ F(Pnw) exists for all w ∈ Ω . We denote the limit by F˜ (w).
(2) For any 1  i  m, limn→∞(DiF )(h + θ(Pnw − h))[(Pnw − h)i] exists for all w ∈ Ω .
We denote the limit by (˜DiF )(h + θ(w − h))[(w − h)i]. Then (˜DiF )(h)[(aw)i] =
ai (˜DiF )(h)[(w)i] for all a ∈ R and h ∈ H .
(3) For any w ∈ Ω and h ∈ H , it holds that
F˜ (w) = F(h)+
m−1∑
i=1
1
i!
(˜
DiF
)
(h)
[
(w − h)i
]+Rm(w,h), (7.13)
where
Rm(w,h) =
∫
˜(DmF )(h+ r1(w − h))[(w − h)m]dr1 . . . drm. (7.14)
{0r1···rm1}
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(4) For any h ∈ H , the self-adjoint operator Ah corresponding to the closed form 12 (D2F)(h)(·,·)
is a Hilbert–Schmidt operator.
(5) Ah ∈ L˜(1)(H) and it holds that
1
2
(˜
D2F
)
(h)
[
(w − h)2
]=: (Ah(w − h),w − h) :μλ +1λ t˜rAh μλ-a.s. w. (7.16)
Proof. (1)–(3) follows from the definition and the Taylor expansion. We prove (4). It holds that
|(PnAhPnw,w)| = | 12 (D2F)(h)[(Pnw)2]| C2(h)‖Pnw‖2T (2),p . As we will note in the proof of
Lemma 7.11(7), it holds that supn
∫ ‖Pnw‖4T (2),p dμ < ∞. This implies that supn ‖PnAhPn‖HS =
supn
∫ |(PnAhPnw,w)2 dμ < ∞ which implies (4). We prove (5). Note that
1
2
(
D2F
)
(h)
[
(Pnw − h)2
]= (Ah(Pnw − h),Pnw − h)− 1
λ
trPnAhPn + 1
λ
trPnAhPn.
When n → ∞, the left-hand side of the above equation converges to (˜D2F)(h)[(w−h)2] for all
w ∈ Ω . Since Ah is a Hilbert–Schmidt operator, the first two terms of the right-hand side which
is the quadratic Wiener chaos corresponding to PnAhPn converges to : (Ah(w − h),w − h) :μλ
μλ-a.s. w. Therefore the sequence of real numbers {trPnAhPn} also should converge and the
proof is completed. 
We also use the following terminology.
Definition 7.6. Let w¯ be a Brownian rough path. ω(s, t) (0  s  t  1) is called a control
function of w¯ with roughness p if (s, t) → ω(s, t) is a non-negative continuous function and
satisfies the following (1) and (2):
(1) (Super-additivity) ω(s, r)+ω(r, t) ω(s, t) (0 s  r  t  1).
(2) For any (s, t) ∈ Δ and i = 1,2, it holds that w¯i(s, t) ω(s, t)i/p .
One example of the control function of Brownian rough path w¯ is as follows:
ω(s, t) = C‖w¯‖p
T (2),B,2m, 2
p
(t − s),
where C is a positive constant.
The following theorem is due to Terry Lyons [36,37]. The reader may find the detail of the
proof in [6].
Theorem 7.7. Let h ∈ H . Let ω(s, t) ((s, t) ∈ Δ) be a control function of h¯ with roughness p.
Let σ ∈ C∞b (RN,M(d,N)) and b ∈ C∞b (RN,RN).
Let (ξ(t, x,h), η(t, x,h)) be the solution to the following ODE on RN × GL(N,R):
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η˙(t, x,h) = (Dσ)(ξ(t, x,h))[η(t, x,h)](h˙(t))+ (Db)(ξ(t, x,h))[η(t, x,h)], (7.18)
ξ(0, x,h) = x ∈ RN, (7.19)
η(0, x,h) = I ∈ GL(N,R), (7.20)
where ξ(t, x,h) and η(t, x,h) take values in RN and GL(N,R). Then there exists a positive
constant C which depends on ω(0,1) and can be bounded from above by a continuous function
of ω(0,1) such that Cω(s, t) is a control function with roughness p of the smooth rough path,
say, z(h), associated with (h(t), ξ(t, x,h) − x,η(t, x, I, h) − I ). Also the map h¯ → z(h) is a
locally Lipschitz continuous function in Cp .
Using the above theorem, we can prove the following.
Lemma 7.8.
(1) Let G be a C3-function on B in the sense of Fréchet. Assume that for all R > 0 and 0 i  3,
sup‖w‖BR ‖DiG(w)‖ < ∞. Set F(h) = G(h) (h ∈ H). Then (C1), (C2) hold with m = 3
and F˜ (w) = G(w) for all w ∈ Ω . Also Ah are trace class operators for all h ∈ H and
t˜rAh = trAh.
(2) Let ξ(t, x,h), η(t, x,h) be the solution to (7.17). Let G be a C3-function on C([0,1] →
RN × GL(N,R)) in the sense of Fréchet and satisfy that for all R > 0 and 0  i  3,
sup‖w‖∞R ‖DiG(w)‖ < ∞. Let F(h) = G(ξ(·, x,h), η(·, x,h)). Then (C1), (C2) hold with
m = 3. Let (X(t, x,w),Y (t, x,w)) be the solution to the Stratonovich SDE which is obtained
by replacing h by w. Then F˜ (w) = G(X(·, x,w),Y (·, x,w)) holds for μλ almost all w ⊂ Ω .
Proof. (1) is trivial. Let φ ∈ H . Then Dmξ(t, x,h+ r(φ −h))([φ −h]m) is written by using the
integral of η(t, x, I, h + r(φ − h)), f (ξ(t, x,h + r(φ − h))), where f ∈ C∞b . The estimate on
the integration of one forms by a rough path gives the desired estimates. 
Also we have the following estimate for the stochastic integrals. In the lemma below, we use
the continuous version in Cp of the Stratonovich integrals. See [37].
Lemma 7.9. Let ω(s, t) be a control function of a Brownian rough path w¯. Then there exists C
which depends continuously on ω(0,1) such that for all 0 s  t  1,∣∣∣∣∣
t∫
s
Ri,l(u,w) ◦ dw(u)
∣∣∣∣∣Cω(s, t)1/p, (7.21)
∣∣∣∣∣
t∫
s
( u∫
s
Ri,l(r,w) ◦ dw(r)
)
◦ dwl(u)
∣∣∣∣∣Cω(s, t)2/p, (7.22)
∣∣∣∣∣
t∫
s
{ u∫
s
( r∫
s
Ri,l(v,w) ◦ dw(v)
)
◦ dwl(r)
}
◦ dwj (u)
∣∣∣∣∣Cω(s, t)3/p. (7.23)
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Lemma 7.10. Let V ∈ C3(Pm0(M)). Then (V ◦ x)(h)(:= V (x(h)), h ∈ H) is a C3-function in
the sense of Definition 7.4. Also V˜ ◦ x(w) is equal to V (γ ) for μλ-almost all w. Also we have
1
2
D2(V ◦ x)(h) = K1 +K2, (7.24)
where K2 ∈ L(B,B∗) and K1 is the Volterra type operator as in Lemma 6.12 in which a(·) is
right-continuous bounded variation function and a(1) = 0 and b(·) is an H 1-path.
In the next lemma, we calculate and give estimates on the H -derivative of ‖w¯‖T (2),B,2m,θ in
the sense of D and ∇ . This results show that χ(λδ‖w − h‖2
T (2),B,2m,θ ) (
2
3 < δ < 1) plays the
same role as χλ,δ,hi (w) in the previous sections when we apply IMS localization formula.
Lemma 7.11. Let θ = 2
p
. Let Φ1(w) = ‖w¯1‖B,4m,θ/2 and Φ2(w) = ‖w¯2‖B,2m,θ .
(1) For any w ∈ Ω and h ∈ H ,
C(w−h)i ,(w−h)j (σ, τ ) = Cwi,wj (σ, τ )−Cwi,hj (σ, τ )−Chi,wj (σ, τ )+Chi,hj (σ, τ ). (7.25)
(2) For any w ∈ Ω and h ∈ B∗, there exists a positive constant C such that
Φ1(w + h)Φ1(w)+C‖h‖B∗ , (7.26)
Φ2(w + h)Φ2(w)+C
(‖h‖B∗Φ1(w)+ ‖h‖2B∗). (7.27)
(3) It holds that
d
du
D
(
wi(τ)−wi(σ ))(u) = 1[σ,τ)(u)εi, (7.28)
d
du
DCwi,wj (σ, τ )(u) =
(
wi(u)−wi(σ ))1[σ,τ)(u)εj
+ (wj(τ)−wj(u))1[σ,τ)(u)εi, (7.29)
d
du
DCwi,hj (σ, τ )(u) =
(
hj (τ )− hj (u))1[σ,τ)(u)εi, (7.30)
d
du
DChi,wj (σ, τ )(u) =
(
hi(u)− hi(σ ))1[σ,τ)(u)εj . (7.31)
(4) There exists a positive constant C which depends on Φ1(w) and Φ2(w) such that∣∣∇(wi(τ)−wi(σ ))∣∣ C|τ − σ |1/2, (7.32)∣∣∇Cwi,wj (σ, τ )∣∣ C|τ − σ | θ+12 . (7.33)
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such that ∣∣∇(Cwi,hj (σ, τ )+Chi,wj (σ, τ ))∣∣ C|τ − σ | 3θ2 . (7.34)
(6) Let h ∈ B∗. Suppose that m(1 − θ) > 1. Then, there exists a positive continuous function
f (x) on R such that∣∣∇(Φi(· − h))(w)∣∣ f (‖h‖B∗ + ‖w¯‖T (2),B,2m,θ ) (i = 1,2). (7.35)
(7) Suppose that m(1 − θ) > 1. It holds that for sufficiently small δ > 0, eδ‖w¯‖2T (2),B,2m,θ ∈
L1(B,μ).
Proof. (1) and (3) is proved by the explicit calculation. (2) is proved by (1).
(4) We apply (6.25). When s > τ , d
ds
∇(wi(τ )−wi(σ ))(s) = 0. When σ < s < τ ,
d
ds
∇(wi(τ)−wi(σ ))(s) = 1[σ,τ)(s)εi + τ∫
s
( u∫
s
Ri,l(r,w) ◦ dw(r)
)
◦ dwl(u). (7.36)
Finally when s < σ , we have
d
ds
∇((wi(τ)−wi(σ )))(s)
=
τ∫
σ
( u∫
σ
Ri,l(r,w) ◦ dw(r)
)
◦ dwl(u)+
( σ∫
s
Ri,l(r,w) ◦ dw(r)
)(
wl(τ)−wl(σ )). (7.37)
Note that ‖1[σ,τ)(·)εi‖L2 = (τ − σ)1/2. To estimate other terms, we note that ω(s, t) =
C(Φ1(w)2 +Φ2(w))p/2|t − s| is a control function of w¯. Thus, by using estimates in Lemma 7.9
and |τ − σ |θ  |τ − σ |1/2, we obtain (7.32).
Next we calculate the derivative of Cwi,wj (σ, τ ). In this case, we use Lemma 6.14. When
s > τ , d
ds
∇(Cwi,wj (σ, τ ))(s) = 0. When σ < s < τ , we have
d
ds
(∇Cwi,wj (σ, τ ))(s) = d
ds
D
(
Cwi,wj (σ, τ )
)
(s)
+
τ∫
s
( u∫
s
Rj,l(r,w) ◦ dw(r)
)
◦ dwl(u)(wi(τ)−wi(σ ))
−
τ∫
s
{ u∫
s
( r∫
s
Rj,l(v,w) ◦ dw(v)
)
◦ dwl(r)
}
◦ dwi(u)
+
τ∫ { u∫ ( r∫
Ri,l(v,w) ◦ dw(v)
)
◦ dwl(r)
}
◦ dwj (u).
s s s
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d
ds
(∇Cwi,wj (σ, τ ))(s) = τ∫
σ
{ u∫
σ
( r∫
σ
Ri,l(v,w) ◦ dw(v)
)
◦ dwl(r)
}
◦ dwj (u)
−
τ∫
σ
{ u∫
σ
( r∫
σ
Rj,l(v,w) ◦ dw(v)
)
◦ dwl(r)
}
◦ dwi(u)
+
σ∫
s
Ri,l(v,w) ◦ dw(v)
τ∫
σ
(
wl(u)−wl(σ )) ◦ dwj (u)
+
σ∫
s
Rj,l(v,w) ◦ dw(v)
τ∫
σ
(
wi(u)−wi(σ )) ◦ dwl(u)
+ (wi(τ)−wi(σ )) τ∫
σ
( u∫
σ
Rj,l(r,w) ◦ dw(r)
)
◦ dwl(u).
Since |w(t)−w(s)| C|t − s|θ/2, where C depends on Φ1(w), we have
∣∣DCwi,wj (σ, τ )∣∣
( τ∫
σ
∣∣w(u)−w(σ)∣∣2 du)1/2

√√√√√ τ∫
σ
C|u− σ |θ du
 C|τ − σ | θ+12 . (7.38)
By the similar argument to the estimate for (7.32), we complete the proof of (7.33).
(5) The proof of this is similar to (4). In this case, we use the estimate |h(t) − h(s)| 
supu |h˙(u)|(t − s). In fact, we can replace the norm ‖h‖B∗ by the weaker norm supu |h˙(u)| in
(2), (5), (6).
(6) We denote by Φi,ε(w) the norms which are obtained by replacing the integration domain
of Φi by ε = {(σ, τ ) | 0 < ε < σ < σ + ε < τ < 1 − ε}. Then it is easy to see that
∇(Φ1,ε(· − h))(w)(s)
= Φ1,ε(w − h)1−4m
∫
ε
dσ dτ
(τ − σ)2+2mθ
(∑
i
(
(w − h)i(τ )− (w − h)i(σ ))2)2m−1
×
∑(
(w − h)i(τ )− (w − h)i(σ ))∇(wi(τ)−wi(σ ))(s), (7.39)
i
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= Φ2,ε(w − h)1−2m
∫
ε
dσ dτ
(τ − σ)2+2mθ
(∑
i,j
C(w−h)i ,(w−h)j (σ, τ )2
)m−1
×
∑
i,j
C(w−h)i ,(w−h)j (σ, τ )
(∇C(w−h)i ,(w−h)j (σ, τ ))(s). (7.40)
By taking the limit ε → 0 and using the estimates in (2), (4), (5) and the Hölder inequality, we
complete the proof of (6).
(7) Since Φ1(w) is a H -Lipschitz continuous function, there exists δ > 0 such that
E[eδΦ1(w)2] < ∞. We have |DΦ2(w)| CΦ˜1(w). Here
Φ˜1(w) =
{ 1∫
0
τ∫
0
(
∫ τ
σ
|w(u)−w(σ)|2 + |w(τ)−w(u)|2 du)m
|τ − σ |2+2mθ dσ dτ
}1/2m
. (7.41)
Let 1 > θ ′ > θ . Then using |w(t)−w(s)| ‖w‖H,θ ′/2|t − s|θ ′/2, we get Φ˜1(w) C‖w‖H,θ ′/2.
Thus, there exists δ > 0 such that E[eδ|DΦ2(w)|2] < ∞. Using this and the result in [9], we see
that E[eδ′Φ2(w)] < ∞ for some δ′ > 0. 
The following lemma is used in the proof of the second main theorem.
Lemma 7.12. Suppose that m(1 − θ) > 3. Φ(h) = h¯ ∈ C(Δ,T (2)(Rd),‖ ‖B,m,θ ) (h ∈
H) is a compact map. That is, if limn→∞ hn = h weakly in H , then limn→∞ ‖Φ(hn) −
Φ(h)‖T (2),B,m,θ = 0.
Proof. Let φn(t) = hn(t)− h(t). First we consider the first level path. Note that
∣∣φn(t)− φn(s)∣∣2m  ∣∣φn(t)− φn(s)∣∣2(t − s)m−1( t∫
s
∣∣φ˙n(u)∣∣2 du)m−1. (7.42)
Hence if m− 1 > 2 +mθ , then
∥∥ ¯(φn)1∥∥2mB,2m,θ/2  2‖φn‖2∞‖φn‖2m−2H 1 . (7.43)
By the assumption, supn ‖φn‖H 1 < ∞. Also limn→∞ ‖φn‖∞ = 0 since the embedding ι : H ↪→
B is compact. These imply the convergence of the first level path. Note that
Chn,hn(s, t)−Ch,h(s, t) = Cφn,φn(s, t)+Cφn,h(s, t)−C∗φn,h(s, t)
+ (h(t)− h(s))⊗ (φn)1(s, t). (7.44)
We have
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( t∫
s
∣∣φn(u)− φn(s)∣∣2 du)m/2( t∫
s
∣∣φ˙n(u)∣∣2 du)m/2
 (t − s)m−1
{ t∫
s
∣∣φn(u)− φn(s)∣∣2 du}1/2( t∫
s
∣∣φ˙n(u)∣∣2 du)(2m−1)/2. (7.45)
If m− 1 > 2 +mθ , then
‖Cφn,φn‖mB,m,θ  2‖φn‖2m−1H 1 ‖φn‖∞. (7.46)
Thus limn→∞ ‖Cφn,φn‖B,m,θ = 0. The estimate for other terms are similar. This completes the
proof. 
The following result is an extension of [34]. A proof of the following theorem can be found
in [29].
Theorem 7.13. For w,η ∈ Ω , let d(w,η) = ‖w¯ − η¯‖T (2),B,2m,θ . Then the family of probability
measures {μ1/ε}ε>0 on Ω satisfies the large deviation principle with the good rate function
I (h) = E(h) = 12‖h‖2H .
Further, we prove a Laplace asymptotic formula based on rough path analysis. This idea is
applied to obtain more precise asymptotic expansion for the Laplace integrals which is defined
by a solution of infinite-dimensional SDE in [32].
Theorem 7.14. Suppose F satisfies (C1), (C2) in the case where m = 3. We assume that:
(1) S(h) = E(h)+ F(h) (h ∈ H) has finite zero point set {h1, . . . , hn}, where E(h) = 12‖h‖2H .(2) IH +Ahi (1 i  n) is a strictly positive operator.
(3) There exists α > 1 such that
lim sup
λ→∞
λ−1 logE
[
e−αλF˜
]
< ∞. (7.47)
Then we have
lim
λ→∞
∫
B
e−λF˜ (w) dμλ(w) =
n∑
i=1
∫
B
exp
[− : (Ahiw,w) : − t˜rAhi ]dμ(w) (7.48)
=
n∑
i=1
det 2(IH +Ahi )e− t˜rAhi . (7.49)
Proof. Let θ > 1/p. Let ρ(w) = min1iN ρi(w), where ρi(w) = ‖(w − hi)‖2T (2),B,2m,θ and m
satisfies that 2m(1 − θ) > 3. Let δ be a sufficiently small number. Then
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e−λF˜ (w) dμλ(w) =
∫
{ρ(w)<δ}
e−λF˜ (w) dμλ(w)+
∫
{ρ(w)δ}
e−λF˜ (w) dμλ(w)
= I1(λ, δ)+ I2(λ, δ). (7.50)
First we estimate I2(λ, δ).
I2(λ, δ)
∫
ρ(w)δ,‖w¯‖
T (2),B,2m,θR
e−λF˜ (w) dμλ(w)+
∫
‖w¯‖
T (2),B,2m,θR
e−λF˜ (w) dμλ(w)
= I3(λ, δ,R)+ I4(λ, δ,R). (7.51)
For any S > 0, there exists R0 > 0 such that for all R  R0, if ‖h¯‖T (2),B,2m,θ  R, then
‖h‖H  S by Lemma 7.12. Hence for sufficiently large R > 0, by (3) and Schilder’s large de-
viation principle, limλ→∞ I4(λ, δ,R) = 0. Let Cδ,R = {h ∈ H | ρ(h) δ, ‖h¯‖T (2),B,2m,θ  R}.
Next we prove that limλ→∞ I3(λ, δ,R) = 0. It is sufficient to show that inf{S(h) | h ∈ Cδ,R} > 0
by the large deviation results in Theorem 7.13. To see this, suppose that there exists a sequence
{hn}∞n=1 ⊂ Cδ,R such that limn→∞ S(hn) = 0. By (C2), supn ‖hn‖ < ∞. Therefore, there ex-
ists a subsequence {hn(k)}∞k=1 which converges weakly to a certain h∞ ∈ H . Since ‖h∞‖H 
lim infn→∞ ‖hn(k)‖H and limn→∞ ‖hn(k)−h∞‖T (2),B,2m,θ = 0, S(h∞) = 0 and h∞ ∈ Cδ,R . This
is a contradiction. We consider the limit of I1(λ, δ),
I1(λ, δ) =
N∑
i=1
∫
ρi(w)δ
e−λF˜ (w) dμλ(w) =
N∑
i=1
Ji(λ, δ). (7.52)
Since hi is a minimizer of S, we have DS(hi) = 0. This implies hi = −DF(hi). Also we have
E(hi)+ F(hi) = 0. Therefore we have
Ji(λ, δ) =
∫
ρi(w)<δ
exp
[−λ(F˜ (w)− F(hi))+ λE(hi)]dμλ(w)
=
∫
ρi(w)<δ
exp
[
−λD˜F(hi)[w − hi] − λ2 D˜
2F(hi)
[
(w − hi)2
] (7.53)
− λR3(w,hi)+ λE(hi)
]
dμλ(w)
=
∫
ρi(w)<δ
exp
[
−λ
2
D˜2F(hi)
[
(w − hi)2
]− λR3(w,hi)
− λE(hi)+ λ(hi,w)
]
dμλ(w). (7.54)
Therefore by the change of variable η = w − hi , we have
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∫
‖η¯‖
T (2),B,2m,θ<δ
exp
[
−λ
2
D˜2F(hi)
[
(η)2
]− λR3(η + hi, hi)]dμλ(η)
=
∫
‖η¯‖
T (2),B,2m,θλ−(1−ε
′)/2
exp
[
−λ
2
D˜2F(hi)
[
(η)2
]− λR3(η + hi, hi)]dμλ(w)
+
∫
λ−(1−ε′)/2‖η¯‖
T (2),B,2m,θ<δ
exp
[
−λ
2
D˜2F(hi)
[
(η)2
]− λR3(η + hi, hi)]dμλ(η)
= J˜1(λ, δ)+ J˜2(λ, δ), (7.55)
where ε′ is a positive number satisfying 3(1 − ε′)/2 > 1. By (C2),
for η ∈ Ω with ‖η¯‖T (2),B,2m,θ  δ,
it holds that ∣∣R3(η + hi, hi)∣∣ Cδ‖η¯‖2T (2),p. (7.56)
By the change of variable, η = λ−1/2φ, we have
J˜2(λ, δ)
∫
λε
′/2‖φ¯‖
T (2),pδ
√
λ
exp
[
−1
2
D˜2F(hi)
[
(φ)2
]+Cδ‖φ¯‖2
T (2),p
]
dμ(φ). (7.57)
For sufficiently small δ, eδ‖φ¯‖
2
T (2),p ∈ L1(μ) by Lemma 7.11(7). Thus, by the Lebesgue domi-
nated convergence theorem, limλ→∞ J˜2(λ, δ) = 0. Let us consider J˜1(λ, δ). Note that |λR3(η +
hi, hi)|  Cλ1− 3(1−ε
′)
2 → 0 for η with ‖η¯‖T (2),p  λ−(1−ε′)/2. Again by the change of variable
η = λ−1/2φ, we have
lim
λ→∞ J˜1(λ, δ) = limλ→∞
∫
‖φ¯‖
T (2),B,2m,θλε
′/2
exp
[
−1
2
D˜2F(hi)
[
(φ)2
]]
dμ(φ)
=
∫
B
exp
[
−1
2
D˜2F(hi)
[
(φ)2
]]
dμ(φ). (7.58)
This completes the proof. 
8. Local estimate on path spaces
We use the following integration by parts formula [1,16].
Proposition 8.1. Let h(t,w) be an Ft -adapted process such that t → h(t,w) is absolutely con-
tinuous and Eμλ[
∫ 1 |h˙(t)|2 dt] < ∞. Then it holds that for any f,g ∈ FC∞b (w),0
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(
(∇f )(w),h)
H
g(w)dμλ(w)
=
∫
B
f (w)
{
−((∇g)(w),h)
H
+ λ
1∫
0
(
h˙(t,w), dw(t)
)
g(w)
+ 1
2
1∫
0
(
Ric(γ )t
(
h(t,w)
)
, dw(t)
)
g(w)
}
dμλ(w). (8.1)
The above stochastic integral is the Ito integral.
We prove a version of a local estimate on Pm0(M) which corresponds to Proposition 3.1. In
this section and the next section, we set 23 < θ = 2p < 1 and m is a sufficiently big natural number.
Proposition 8.2. Let χ ∈ C∞0 (R) and set χλ,δ(w) = χ(λδ‖w¯‖2T (2),B,2m,θ ), where 23 < δ < 1 and
m is a sufficiently large integer. Let χλ,δ,hi (w) = χλ,δ(w − hi). Then it holds that there exists a
positive constant C for any f ∈ FC∞b (w),
Eλ,V (f χλ,δ,hi , f χλ,δ,hi ) λEi‖f χλ,δ,hi‖2L2(μλ) −Cλ2−
3
2 δ‖fχλ,δ,hi‖2L2(μλ). (8.2)
The idea of the proof of this is similar to that of Proposition 3.1. It suffices to prove the
following lemmas to show this proposition.
Lemma 8.3. We consider the same situation as in Proposition 8.2. Let
gi(w) = f (w + hi) exp
(
−λ
2
(w,hi)− λ4 |hi |
2
H
)
χλ,δ(w), (8.3)
G0 = 14
1∫
0
(
Ric
(
x(hi)
)
t
(
hi(t)
)
, h˙i (t)
)
dt + 1
2
tr
{
T (hi)
∗T (hi)
}
, (8.4)
K˜i = 14 (IH + 4Ki)−
1
4
A(hi)
∗A(hi). (8.5)
Then K˜i is a Hilbert–Schmidt operator and K˜i ∈ L˜(1)(H). Moreover it holds that
Eλ,V (f χλ,δ,hi , f χλ,δ,hi ) =
∫
B
∣∣A(w + hi)Dgi(w)∣∣2 dμλ(w)
+ λ2
∫
B
: (K˜iw,w) :μλ gi(w)2 dμλ(w)
+ λ
∫
B
(t˜r K˜i +G0)gi(w)2 dμλ(w)+O
(
λ1−δ
)‖gi‖2L2(μλ). (8.6)
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B
∣∣A(w + hi)Dgi(w)∣∣2 dμλ(w)+ λ2 ∫
B
: (K˜iw,w) :μλ gi(w)2 dμλ(w)
E0(λ, i)‖gi‖2L2(μλ) +O
(
λ2−
3
2 δ
)‖gi‖2L2(μλ), (8.7)
where
E0(λ, i) = λ2 tr
{√
A(hi)(IH + 4Ki)A(hi)∗ − IH − 2K˜i − T (hi)∗T (hi)
}
. (8.8)
Proof of Lemma 8.3. By the similar calculation to that of Proposition 3.1, we have∫
B
∣∣∇(f χλ,δ,hi )(w)∣∣2H dμλ(w) = ∫
B
∣∣A(w)D(f χλ,δ,hi )(w)∣∣2H dμλ(w)
=
∫
B
∣∣A(w + hi)Dgi(w)∣∣2H dμλ(w)
+ λ
2
4
∫
B
∣∣A(w + hi)hi∣∣2Hgi(w)2 dμλ(w)+ Iλ, (8.9)
where
Iλ = λ
∫
B
(
A(w + hi)D
(
1
2
g2i
)
(w),A(w + hi)hi
)
dμλ(w). (8.10)
Again using the Cameron–Martin formula,
Iλ = λ
∫
B
(
A(w)D
(
1
2
g2i (· − hi)
)
,A(w)hi
)
eλ(w,hi )−
λ
2 |hi |2H dμλ(w)
= λ
∫
B
(
∇
{
1
2
g2i (· − hi)
}
,A(w)hi
)
eλ(w,hi )−
λ
2 |hi |2H dμλ
= λ
∫
B
1
2
gi(w − hi)2
{∇∗νλA(w)hi − λ((∇(w,hi)),A(w)hi)}
× eλ(w,hi )− λ2 |hi |2H dμλ(w)
=
∫
B
gi(w)
2Φ1(w + hi) dμλ(w), (8.11)
where Φ1(w) = Φ1,1(w) + Φ1,2(w) and Φ1,1(w) = λ2∇∗νλA(w)hi and Φ1,2(w) =
−λ2 ((∇(w,hi)),A(w)hi). We show that for w with ‖w¯‖T (2),p  λ−δ ,2
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2{(A(w + hi)hi,w)− (A(w + hi)hi, T (w + hi)hi)}
+ λ
(
1
4
1∫
0
(
Ric
(
x(hi)
)
t
(
hi(t)
)
, h˙i (t)
)
dt + 1
2
tr
{
T (hi)
∗T (hi)
})
+O(λ1−δ). (8.12)
In (8.12), we need to explain what the definition of (T (w)h,w) for h ∈ B∗ is. It is defined by
the limit limN→∞(T (PNw)h,PNw)H . This limit exists for any w ∈ Ω and it holds that for
μλ-almost all w,
(
T (w)h,w
)= 1∫
0
( 1∫
s
( 1∫
u
R(γ )u
(
h˙(r), dw(r)
) ◦ dw(u)),◦dw(s)). (8.13)
First we note that for h ∈ B∗,
(
A(w)h
)
(t) = h(t)+
∑
l
( 1∫
0
1∫
s
R(γ )s
(
h˙(u), dw(u)
) ◦ dw(s), εl)εlt
−
∑
k,j
t∫
0
( s∫
0
R(γ )u(εk, εj ) ◦ dw(u)
)
ds
1∫
0
h˙k(t) dwj (t)
+
t∫
0
s∫
0
u∫
0
R(γ )u
(
h˙(r), dw(r)
) ◦ dw(u)ds, μλ-a.s. w. (8.14)
Here hk(t) = (h(t), εk),wj (t) = (w(t), εj ). As before, we write ϕl(t) = εlt . By Proposition 8.1,
we calculate the divergences of the each term of A(w)hi .
∇∗νλhi = λ(w,hi)+
1
2
1∫
0
(
Ric(γ )t
(
hi(t)
)
, dw(t)
)
, (8.15)
∇∗νλ
{∑
l
( 1∫
0
1∫
s
R(γ )s
(
h˙i (u), dw(u)
) ◦ dw(s), εl)ϕl}
= −
∑
l
(
∇
{( 1∫
0
1∫
s
R(γ )s
(
h˙i (u), dw(u)
) ◦ dw(s), εl)}, ϕl)
+ λ
( 1∫ 1∫
R(γ )s
(
h˙i (u), dw(u)
) ◦ dw(s),w(1))
0 s
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∑
l
( 1∫
0
1∫
s
R(γ )s
(
h˙i (u), dw(u)
) ◦ dw(s), εl) 1∫
0
(
Ric(γ )t (εl t), dw(t)
)
. (8.16)
The third term on the right-hand side of (8.16) is of order O(λ−δ/2) replacing w by w + hi for
w with ‖w¯‖T (2),p = O(λ−δ/2). Here we have used that R(X,X)Y = 0 for any X,Y . The second
term on the right-hand side will be canceled by other term. Also
−
∑
l
(
∇
{( 1∫
0
1∫
s
R(γ )s
(
h˙i (u), dw(u)
) ◦ dw(s), εl)}, ϕl)
= −
∑
l
( 1∫
0
( 1∫
s
R(γ )s
(
h˙i (u), εl du
)) ◦ dw(s), εl)
−
∑
l
1∫
0
( 1∫
s
R(γ )s
[
h˙i (u),
u∫
0
R(γ )r
(
εlr,◦dw(r)
) ◦ dw(u)] ◦ dw(s), εl)+Φ2(w)
:= I1(w)+ I2(w)+Φ2(w). (8.17)
The integral in I2(w) contains a generally discontinuous bounded variation function h˙i (t) and a
continuous semi-martingale
∫ u
0 R(γ )r(εlr,◦dw(r)). We note that this integral should be un-
derstood as a integral in Definition 6.1. Here note that Φ2(w + hi) = O(λ−δ/2) for w with
‖w¯‖T (2),p  λ−δ/2. This can be proved by the estimates on stochastic integrals in rough path
analysis, Lemma 7.8, variant of Lemma 7.9 and Proposition 6.16. By the definition of the Ricci
tensor, we have
I1(w) =
1∫
0
(
Ric(γ )s
(
hi(1)− hi(s)
)
,◦dw(s)). (8.18)
Note that I2(w + hi) = I2(hi)+Φ3(w), where
I2(hi) =
∑
l
1∫
0
( 1∫
s
R
(
x(hi)
)
s
[
h˙i (u),
u∫
0
R
(
x(hi)
)
r
(
εlr, dhi(r)
)
dhi(u)
]
εl, dhi(s)
)
(8.19)
and |Φ3(w)| Cλ−δ/2 by Lemma 7.8. Next, we have
∇∗νλ
(
−
∑
k,j
t∫
0
( s∫
0
R(γ )u(εk, εj ) ◦ dw(u)
)
ds
1∫
0
h˙ki (t) dw
j (t)
)
= −λ
∑
k,j
1∫ ( s∫
R(γ )u(εk, εj ) ◦ dw(u), dw(s)
) 1∫
h˙ki (t) dw
j (t)0 0 0
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∑
k,j
1∫
0
h˙ki (t)
( t∫
0
R(γ )s(εk, εj ) ◦ dw(s), εj
)
dt
+
∑
k,j
1∫
0
h˙ki (t)
( t∫
0
R(γ )s
[ s∫
0
u∫
0
R(γ )r(εk, εj ) ◦ dw(r) du,◦dw(s)
]
◦ dw(t), εj
)
− 1
2
∑
k,j
1∫
0
(
Ric(γ )t
{ t∫
0
s∫
0
R(γ )u(εk, εj ) ◦ dw(u)ds
}
, dw(t)
) 1∫
0
h˙ki (t) dw
j (t)
:= I3(w)+ I4(w)+ I5(w)+ I6(w). (8.20)
Since
I4(w) =
1∫
0
Ric(γ )t
(
hi(t)− hi(1),◦dw(t)
)
, (8.21)
I1(w)+ I4(w) = 0. As for I5(w),
I5(w + hi) = I5(hi)+Φ4(w). (8.22)
Here
I5(hi) =
∑
k,j
1∫
0
h˙ki (t)
( t∫
0
R
(
x(hi)
)
s
[ s∫
0
u∫
0
R
(
x(hi)
)
r (εk, εj ) dhi(r) du, dhi(s)
]
dhi(t), εj
)
.
(8.23)
For w with ‖w¯‖T (2),p  Cλ−δ/2, it holds that |Φ4(w)| = O(λ−δ/2) by Lemma 7.8. By Proposi-
tion 6.10,
I2(hi)+ I5(hi) = tr
(
T (hi)
∗T (hi)
)
. (8.24)
Also for w with ‖w¯‖T (2),p  Cλ−δ/2, I6(w + hi) = O(λ−δ/2). We consider the final term of the
divergence of A(w)hi .
∇∗νλ
( t∫
0
s∫
0
u∫
0
R(γ )u
(
h˙i (r), dw(r)
) ◦ dw(u)ds)
= λ
1∫ ( s∫ u∫
R(γ )u
(
h˙i (r), dw(r)
) ◦ dw(u), dw(s))
0 0 0
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1∫
0
(
Ric(γ )t
t∫
0
s∫
0
u∫
0
R(γ )u
(
h˙i (r), dw(r)
) ◦ dw(u)ds, dw(t))
:= I7(w)+ I8(w). (8.25)
For w with ‖w¯‖T (2),p  Cλ−δ/2, I8(w + hi) = O(λ−δ/2). We need to estimate the remainder
term I3(w)+ I7(w). We have
I3(w)+ I7(w) = λ
(
T (w)hi,w
)− λ( 1∫
0
1∫
s
R(γ )s
(
h˙i (u), dw(u)
) ◦ dw(s),w(1)). (8.26)
Here we have used that Z → R(X,Y )Z is a skew symmetric operator. The second term on the
right-hand side of the above equation cancels the second term on the right-hand side of (8.16).
Putting altogether the equalities above, we have
Φ1,1(w + hi) = λ
2
2
|hi |2H +
λ2
2
(w,hi)+ λ
2
2
(
T (w + hi)hi,w + hi
)
+ λ
{
1
4
1∫
0
(
Ric
(
x(hi)
)
t
(
hi(t)
)
, h˙i (t)
)
dt + 1
2
tr
{
T (hi)
∗T (hi)
}}+O(λ1−δ/2).
(8.27)
Now we calculate Φ1,2(w). Since Φ1,2(w) = −λ22 |A(w)hi |2H , we have Φ1,2(w + hi) =
−λ22 |A(w + hi)hi |2. This and (8.27) proves (8.12). Consequently,
Eλ,V (f χλ,δ,hi , f χλ,δ,hi ) =
∫
B
∣∣A(w + hi)Dgi(w)∣∣2 dμλ + λ2 ∫
B
F(w)gi(w)
2 dμλ(w)
+ λ
∫
B
G0gi(w)
2 dμλ(w)+O
(
λ1−δ/2
)‖gi‖2L2(μλ), (8.28)
where
F(w) = 1
4
∣∣A(w + hi)hi∣∣2 + 12(A(w + hi)hi,w)− 12(A(w + hi)hi, T (w + hi)hi)
+ V (x(w + hi)),
G0 = 14
1∫
0
(
Ric
(
x(hi)
)
t
(
hi(t)
)
, h˙i (t)
)
dt + 1
2
tr
{
T (hi)
∗T (hi)
}
. (8.29)
F(w) is a C3-function in the sense of Definition 7.4. This follows from the expression in (6.20).
Also F(0) = 0, DF(0) = 0 and
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2
D2F(0) = 1
2
D2U(hi)− 14A(hi)
∗A(hi) = K˜i . (8.30)
By using the estimate on the remainder term of the Taylor expansion in Lemma 7.5(3), we com-
plete the proof. 
To prove Lemma 8.4, we need to know the ground state function for the semi-bounded form:
E˜
λ,A(hi ),K˜i
(f, f ) =
∫
B
∣∣A(hi)Df (w)∣∣2H dμλ(w)+ λ2 ∫
B
: (K˜iw,w) :μλ f (w)2 dμλ(w).
(8.31)
For this problem, we have the following lemma. In the lemma below, we use the decom-
position Ki = 2Ki,1 + Ki,2, where Ki,1 is a Volterra type operator and Ki,2 ∈ L(B,B∗) in
Lemma 7.10.
Lemma 8.5.
(1) A(hi) is an invertible operator. There exists Ki,3 ∈ L(B,B∗) such that
A(hi)
−1√A(hi)(IH + 4Ki)A(hi)∗(A(hi)∗)−1 − IH = 4Ki,1 + 4Ki,3. (8.32)
Therefore limN→∞((Ki,1+Ki,3)PNw,PNw) converges. We denote it by ((Ki,1+Ki,3)w,w).
(2) It holds that
lim
N→∞ det(IH + 4PNKiPN) = det (2)(IH + 4Ki)e
4 t˜rKi . (8.33)
For simplicity we denote the right-hand side by det(IH + 4Ki).
(3) The ground state function for E˜
λ,A(hi ),K˜i
is
Ω˜
λ,A(hi ),K˜i
(w)
= det(A(hi)−1)1/4 det (2)(IH + 4Ki)1/8 exp(−λ(Ki,3w,w)) exp(−λ : (Ki,1w,w) :μλ)
= det(A(hi)−1)1/4 det(IH + 4Ki)1/8 exp(−λ((Ki,1 +Ki,3)w,w)+ t˜rKi) (8.34)
and the eigenvalue is E0(λ, i) which is given in (8.8).
(4) For any f ∈ FC∞b (w), we have
E˜
λ,A(hi ),K˜i
(f Ω˜
λ,A(hi ),K˜i
, f Ω˜
λ,A(hi ),K˜i
)
=
∫
B
∣∣A(hi)Df (w)∣∣2HΩ˜λ,A(hi ),K˜i (w)2 dμλ(w)+E0(λ, i)‖f Ω˜λ,A(hi ),K˜i‖2L2(μλ). (8.35)
S. Aida / Journal of Functional Analysis 251 (2007) 59–121 115Proof. (1) is proved by the similar consideration to the proof of Proposition 2.3(2). (2) and (3) is
proved by using Proposition 2.5. The fact trT (hi) = 0 is used to see that the eigenvalue is given
in (8.8). (4) follows from an easy calculation. 
Proof of Lemma 8.4. We denote Kˆi = Ki,1 +Ki,3. Let g˜i (w) = gi(w)Ω˜−1
λ,A(hi ),K˜i
(w). Then
∫
B
∣∣A(w + hi)Dgi(w)∣∣2 dμλ(w)+ λ2 ∫
B
: (K˜iw,w) :μλ gi(w)2 dμλ(w)
=
∫
B
∣∣A(w + hi)D(g˜iΩ˜λ,A(hi ),K˜i )(w)∣∣2 dμλ(w)− ∫
B
∣∣A(hi)D(g˜iΩ˜λ,A(hi ),K˜i )(w)∣∣2 dμλ(w)
+
∫
B
∣∣A(hi)D(g˜iΩ˜λ,A(hi ),K˜i )(w)∣∣2 dμλ(w)
+ λ2
∫
B
: (K˜iw,w) :μλ g˜i(w)2Ω˜2λ,A(hi ),K˜i dμλ(w)
=
∫
B
Lλ,A(hi)Ω˜λ,A(hi ),K˜i
(w)−Lλ,A(·+hi)Ω˜λ,A(hi ),K˜i (w)
Ω˜
λ,A(hi ),K˜i
(w)
g˜i(w)
2Ω˜2
λ,A(hi),K˜i
(w)dμλ(w)
+
∫
B
∣∣A(w + hi)Dg˜i(w)∣∣2Ω˜2λ,A(hi ),K˜i dμλ(w)+E0(λ, i)‖gi‖2L2(μλ). (8.36)
As in the proof of Proposition 3.1, we prove that for w with ‖w¯‖T (2),p  Cλ−δ/2,∣∣∣∣Lλ,A(hi )Ω˜λ,A(hi ),K˜i (w)−Lλ,A(·+hi)Ω˜λ,A(hi ),K˜i (w)
Ω˜
λ,A(hi ),K˜i
(w)
∣∣∣∣ Cλ2− 3δ2 (8.37)
which proves Lemma 8.4. First we have
Ω˜−1
λ,A(hi ),K˜i
(w)Lλ,A(hi )Ω˜λ,A(hi ),K˜i
(w) = 4λ2∣∣A(hi)Kˆiw∣∣2 + 2λ2(A(hi)Kˆiw,A(hi)w)
− 2λ t˜rA(hi)∗A(hi)Kˆi . (8.38)
For the calculation of Lλ,A(·+hi)Ω˜λ,A(hi),K˜i , we note that for g ∈ FC∞b (w),
Lλ,A(·+hi)g(w) =
[
Lλ,A
(
g(· − hi)
)]
(w + hi)+ λ
(
A(w + hi)hi,A(w + hi)Dg(w)
)
. (8.39)
We prove (8.39). Let
I = Eλ
(
f (· − hi) exp
(
λ(hi,w)− λ2 |hi |
2
)
, g(· − hi)
)
. (8.40)
Then
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∫
B
(−Lλ,A(·+hi)g(w)+ λ(A(w + hi)hi,A(w + hi)Dg(w)))f (w)dμλ(w)
= −
∫
B
[
Lλ,A
(
g(· − hi)
)]
(w + hi)f (w)dμλ(w) (8.41)
which proves (8.39). (8.39) holds for g = Ω˜
λ,A(hi ),K˜i
too. We have
Ω˜
λ,A(hi ),K˜i
(w)−1
(
Lλ,AΩ˜λ,A(hi ),K˜i
(· − hi)
)
(w + hi)
= 2λeλ(Kˆi (w−hi),w−hi)∇∗νλ
(
A(w)Kˆi(w − hi)e−λ(Kˆi (w−hi),w−hi)
)
(w + hi)
= 2λ[∇∗νλ(A(w)Kˆi(w − hi))](w + hi)+ 4λ2∣∣A(w + hi)Kˆiw∣∣2. (8.42)
We calculate 2λ[∇∗νλ(A(w)Ki,1(w − hi))](w + hi):
2λ
[∇∗νλ(Ki,1(w − hi))](w + hi)
= 2λ
{
λ(Ki,1w,w + hi)+ 12
1∫
0
Ric
(
x(w + hi)
)
t
(
Ki,1w(t), d
(
w(t)+ hi(t)
))− t˜rKi,1}
= 2λ2(Ki,1w,w + hi)− 2λ t˜rKi,1 +O
(
λ1−δ/2
)
. (8.43)
Using (8.14) and the integration by parts formula, for w with ‖w¯‖T (2),p Cλ−δ/2,
2λ
[∇∗νλ(T (w)Ki,1(w − hi))](w + hi)
= 2λ∇∗νλ
{∑
l
( 1∫
0
1∫
s
R(γ )s
(
d
du
Ki,1(w − hi)(u),◦dw(u)
)
◦ dw(s), εl
)
ϕl(t)
−
∑
k,j
t∫
0
( s∫
0
R(γ )u(εk, εj ) ◦ dw(u)
)
ds
1∫
0
(
d
dt
Ki,1(w − hi)(t), εk
)
dwj (t)
+
t∫
0
s∫
0
u∫
0
R(γ )u
(
d
dr
Ki,1(w − hi)(r),◦dw(r)
)
◦ dw(u)ds
}
(w + hi)
= 2λ2(T (w + hi)Ki,1w,w + hi)
− 2λ
∑
l
( 1∫
0
1∫
s
R
(
x(w + hi)
)
s
×
(
d
du
(
Ki,1A(w + hi)∗ϕl
)
(u), d(w + hi)(u)
)
◦ d(w + hi)(s), εl
)
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∑
k,j
1∫
0
(
d
dt
Ki,1A(w + hi)∗
×
( ·∫
0
( s∫
0
R
(
x(w + hi)
)
u(εk, εj ) ◦ d(w + hi)(u)
)
ds
)
(t), εk
)
d(w + hi)j (t)+O
(
λ2−
3
2 δ
)
= 2λ2(T (w + hi)Ki,1w,w + hi)
− 2λ
∑
l
( 1∫
0
1∫
s
R
(
x(hi)
)
s
(
d
du
(
Ki,1A(hi)
∗ϕl
)
(u), dhi(u)
)
dhi(s), εl
)
+ 2λ
∑
k,j
1∫
0
(
d
dt
Ki,1A(hi)
∗
( ·∫
0
( s∫
0
R
(
x(hi)
)
u(εk, εj ) ◦ dhi(u)
)
ds
)
(t), εk
)
dh
j
i (t)
+O(λ2− 32 δ)
= 2λ2(T (w + hi)Ki,1w,w + hi)− 2λ trT (hi)Ki,1A(hi)∗ +O(λ2− 32 δ), (8.44)
where we used estimates in the rough path analysis and Proposition 6.10. Next we calculate
2λ∇∗νλ(A(w)Ki,3(w − hi))(w + hi). For w with ‖w¯‖T (2),p  Cλ−δ/2, we prove that
2λ
[∇∗ν (Ki,3(w − hi))](w + hi) = −2λ trKi,3A(hi)∗ + 2λ2(Ki,3(w − hi),w)+O(λ1−δ/2),
2λ
[∇∗νλ(T (w)Ki,3(w − hi))](w + hi)
= −2λ trT (hi)Ki,3A(hi)∗ + 2λ2
(
T (w + hi)Ki,3w,w + hi
)+O(λ1−δ/2). (8.45)
If the above estimate is valid, we obtain that for w with ‖w¯‖T (2),p  Cλ−δ/2,
Ω˜
λ,A(hi ),K˜i
(w)−1Lλ,A(·+hi)Ω˜λ,A(hi ),K˜i (w)
= 4λ2∣∣A(w + hi)Kˆiw∣∣2 + 2λ2(A(w + hi)Kˆiw,w − T (w + hi)hi)
− 2λ t˜rA(hi)KˆiA(hi)∗ + 2λ trKi,1T (hi)∗ +O
(
λ2−
3
2 δ
)
. (8.46)
Thus, noting that trT (hi)∗Ki,1 = 0, we complete the proof of the lemma by using the estimates
in Lemmas 7.5 and 7.8.
We prove (8.45). To this end, we note that Ki,3S(w),T (w)Ki,3(IH + S(w)) are trace class
operators. Here S(w) is the bounded linear operator from H to B which is defined in (6.22).
Moreover,
trKi,3S(w) =
∫
B
(
S(w)z,K∗i,3z
)
B∗ dμ(z), (8.47)X
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(
IH + S(w)
)= ∫
X
B∗
(
Ki,3
(
IB + S(w)
)
z, S(w)z
)
B
dμ(z), (8.48)
where z(t) is the d-dimensional Brownian motion which is independent of w and S(w)z ∈ B is
defined by the Wiener integral for each w ∈ Ω by replacing h˙i (u) du by dzi(u) in (6.22). These
results are shown by the similar argument to (2.3). We prove the second equation of (8.45). We
have
2λ∇∗νλ
(
T (w)Ki,3(w − hi)
)= 2λ∇∗νλ{∑
n
(
T (w)Ki,3(w − hi), en
)
en
}
(8.49)
and
∇∗νλ
((
T (w)Ki,3(w − hi), en
)
en
)
= −((∇enT (w))Ki,3(w − hi), en)− (T (w)Ki,3(IH + S(w))en, en)
+ λ(T (w)Ki,3(w − hi), en)(w, en)
+
1∫
0
(
Ric(γ )t
(
en(t)
)
, dw(t)
)(
T (w)Ki,3(w − hi), en
)
. (8.50)
We have
2λ∇∗νλ
(
T (w)ψ
)∣∣
ψ=Ki,3(w−hi)
= 2λ
∑
n
{−((∇enT (w))Ki,3(w − hi), en)+ λ(T (w)Ki,3(w − hi), en)(w, en)}. (8.51)
The left-hand side of the above equation can be calculated explicitly. Consequently, we have
2λ
[∇∗νλ(T (w)Ki,3(w − hi))](w + hi)
= 2λ2(T (w + hi)Ki,3w,w + hi)− 2λ trT (w + hi)Ki,3(IH + S(w + hi))+O(λ1−δ/2).
(8.52)
Since trT (hi)Ki,3A(hi) =
∫
X B
∗(Ki,3(IB + S(hi))z, S(hi)z)B dμ(z) and∫
X
∥∥S(w + hi)z− S(hi)z∥∥2B dμ(z) C(‖w¯‖T (2),p, hi)‖w¯‖2T (2),p, (8.53)
we complete the proof of the second equation. The proof of the first equation is similar. 
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We prove Theorem 6.18.
Proof of upper bound in Theorem 6.18. We put f (w) = Ω˜
λ,A(hi ),K˜i
(w − hi) exp( λ2 (w,hi) −
λ
4 |hi |2H ). Then ‖f ‖L2(μλ) = 1 and limλ→∞ ‖f χλ,δ,hi‖L2(μλ) = 1. Also using the estimates in
Section 8,
Eλ,V (f χλ,δ,hi , f χλ,δ,hi ) = λEi‖f χλ,δ,hi‖2L2(μλ) +O
(
λ2−
3
2 δ
)
+
∫
B
∣∣A(w + hi)(Dχλ,δ)(w)∣∣2HΩ˜λ,A(hi),K˜i (w)2 dμλ(w). (9.1)
By Lemma 7.11, |A(w + hi)(Dχλ,δ)(w)|2H  Cλδ1{w|‖w¯‖T (2),B,2m,θCλ−δ/2}(w). Also by Lem-
ma 7.11(7), μλ({w | ‖w¯‖T (2),B,2m,θ  Cλ−δ/2})  Ce−Cλ1−δ and Proposition 2.5(3), the upper
bound is proved. 
Log-Sobolev inequalities on path spaces were proved in [8,13,30]. The following form can be
found in [4].
Lemma 9.1. There exists C > 0 such that for all f ∈ FC∞b (γ )∫
Pm0 (M)
f (γ )2 log
(
f (γ )2/‖f ‖2
L2(νλ)
)
dνλ(γ )
2
λ
(
1 + C
λ
)
Eλ(f,f ). (9.2)
Proof of lower bound estimate in Theorem 6.18. The proof is similar to that of Theorem 5.1.
Let
χλ,δ,hi (w) = χ
(
λδ‖w − hi‖2T (2),B,2m,θ
) (9.3)
and χo,λ,δ(w) = (1 −∑ni=1 χλ,δ,hi (w)2)1/2. χ is the same function as in the proof of Theo-
rem 5.1. By Lemma 7.11, we have
max
(∣∣∇χλ,δ,hi (w)∣∣2, ∣∣∇χo,λ,δ(w)∣∣2) Cλδ. (9.4)
Let
ρκ(w) = κ min
1in
{‖w − hi‖T (2),B,2m,θ ,1}2. (9.5)
Let Fλ(w) = 2λ(V (γ )− ρκ(w))+ 2C(V (γ )− ρκ(w)). Here C is the positive number which
appeared in (9.2). By the similar argument to the proof of Theorem 7.14, we can prove that there
exist R > 0 and κ > 0 such that
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inf
{
U(h)− ρκ(h)
∣∣∣ min
1in
‖h− hi‖T (2),B,2m,θ  ε, ‖h¯‖T (2),B,2m,θ R, h ∈ H
}
> 0.
(2) lim
λ→∞
∫
{w|‖w¯‖
T (2),B,2m,θR}
e−Fλ(w) dμλ(w) = 0.
(3) For sufficiently small δ and all i,
lim
λ→∞
∫
{w|‖w−hi‖δ}
e−Fλ(w) dμλ(w)
converges to a positive number.
By the GNS bound which follows from Lemma 9.1, it holds that for any f ∈ FC∞b (γ )
Eλ,V−ρκ (f,f )−
λ
2
(
1 + C
λ
)−1
log
{∫
B
exp
(−Fλ(w))dμλ(w)}‖f ‖2L2(μλ). (9.6)
By the similar argument to the proof of Theorem 7.14, for sufficiently small κ , there exists a
constant C such that
Eλ,V−ρκ (f,f )−Cλ‖f ‖2L2(μλ). (9.7)
Since we have Proposition 8.2, by the same argument as in the proof of lower bound in Theo-
rem 5.1 we complete the proof. 
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