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Abstract. We design a class of numerical schemes for backward stochastic differential equation driven
by G-Brownian motion (G-BSDE), which is related to a fully nonlinear PDE. Based on Peng’s central limit
theorem, we employ the CLT method to approximate G-distributed. Rigorous stability and convergence
analysis are also carried out. It is shown that the θ-scheme admits a half order convergence rate in the
general case. In particular, for the case of θ1 ∈ [0, 1] and θ2 = 0, the scheme can reach first-order in the
deterministic case. Several numerical tests are given to support our theoretical results.
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1 Introduction
In 1990, Pardoux and Peng in [19] proved the existence and uniqueness of the solution for nonlinear backward
stochastic differential equations (BSDEs). Since then, the theory of BSDEs has grown into a indispensable
tool in many areas. In particular, it is used to measure financial risk under uncertainty of probabilities.
But this type of BSDE is difficult to price path-dependent contingent claims in the uncertain volatility
model (UVM). To overcome this obstacle, Peng systemically established a time-consistent fully nonlinear
expectation theory and introduced G-expectation [20–22]. Under G-expectation framework, a new type of
Brownian motion called G-Brownian motion was constructed and the corresponding stochastic calculus of
Itoˆ’s type was established. Hu et al. [13] obtained the existence and uniqueness of solution for the following
fully nonlinear BSDE driven by G-Brownian motion (G-BSDE for short, in this paper we always use Einstein
convention):
Yt = ξ +
∫ T
t
f (s, Ys, Zs) ds+
∫ T
t
gij (s, Ys, Zs) d〈Bi, Bj〉s −
∫ T
t
Zs · dBs − (KT −Kt) , (1.1)
where Bt =
(
B1t , . . . , B
d
t
)>
is a d-dimensional G-Brownian motion, f, gij : [0, T ] × ΩT × R× Rd → R,
i, j = 1, . . . , d are stochastic processes in MβG(0, T ) for some β > 1. Under some regularity conditions on f ,
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gij and ξ, the equation (1.1) has a unique solution (Y,Z,K), K is a decreasing G-martingale. Furthermore,
Hu et al. [14] studied nonlinear Feynman-Kac formula under the framework of G-expectation (see Theorem
2.3), which built the relationship between G-BSDEs and the fully nonlinear PDEs.
G-expectation theory and its applications have been developed in recent research [4, 6, 7, 12, 25, 26].
Depending on the underlying volatility, it is well known that the Black-Sholes price can be presented by
the solution of BSDEs. Hu and Ji [12] studied the pricing of contingent claims under G-expectation. They
found that the superhedging and subhedging prices of the given contingent claim ξ are related to Yt, which
is the solution of the following G-BSDE
Yt = ξ −
∫ T
t
(rsYs + asZs)ds−
∫ T
t
bijs Zsd〈Bi, Bj〉s −
∫ T
t
Zs · dBs − (KT −Kt) ,
where (rs)s∈[0,T ] is the return on the riskless asset, (as)s∈[0,T ] and (bijs )s∈[0,T ] are bounded processes in
M2G(0, T ;R1×d). Indeed, in the Markovian case, the superhedging and subhedging prices are the Black-
Scholes prices with volatilities σ2 and σ¯2 respectively. Therefore, proposing an efficient numerical approach
to approximate the process Yt has important practical significance.
Based on contingent claim pricing models, we devote to designing a numerical scheme for the following
type of G-BSDE
Yt = ξ +
∫ T
t
(f (s, Ys) + asZs) ds+
∫ T
t
(
gij (s, Ys) + b
ij
s Zs
)
d〈Bi, Bj〉s
−
∫ T
t
Zs · dBs − (KT −Kt) , (1.2)
where Bt =
(
B1t , . . . , B
d
t
)>
is a d-dimensional G-Brownian motion defined in the G-expectation space
(ΩT , L
1
G(ΩT ), Eˆ), (as)s∈[0,T ] and (bijs )s∈[0,T ] are bounded processes in M
β
G(0, T ;R1×d), and f, gij : [0, T ] ×
ΩT × R→ R, i, j = 1, . . . , d satisfy the following properties:
(H1) There exists a constant β > 2 such that f (·, y) , gij (·, y) ∈MβG(0, T ) for any y;
(H2) There exists a constant L > 0 such that
|f (s, y)− f (s, y′) |+∑di,j=1 |gij (s, y)− gij (s, y′) | ≤ L|y − y′|.
Tremendous efforts have been made on the numerical computing of BSDEs (see, e.g., [1–3, 5, 9, 10,
17, 18, 27–31] and references therein), but little attention has been paid to G-BSDEs. There are some
technical obstacles in developing numerical schemes for G-BSDEs. On the one hand, owing to the sublinear
nature of G-expectation, many conclusions under linear expectation can not be extended to G-expectation,
which increases the difficulty of theoretical analysis. On the other hand, there is no integral representation
for G-normal distributed, traditional numerical integration methods of normal distribution are no longer
applicable.
Zhao [29] proposed a θ-scheme to solve BSDEs directly, which is highly efficient and accurate. Unlike
classical BSDEs, it is difficult to present a numerical scheme for G-BSDEs directly. To overcome it, we
construct an auxiliary extended G˜-expectation space and design a new θ-scheme for solving Yt of the G-
BSDE (1.2) in this space. Furthermore, on the basis of Peng’s central limit theorem [23], we use the CLT
2
method to approximate G-distributed. Full stability and convergence analysis are also derived. It is shown
that our θ-scheme admits a half order rate of convergence in the general case. In particular, for the case of
θ1 ∈ [0, 1] and θ2 = 0, our schemes can reach first-order convergence in the deterministic case. To the best
of our knowledge, this is the first attempt to design numerical schemes for G-BSDEs.
For simple representations, we introduce some notations that will be used extensively throughout the
paper:
• |·| : the standard Euclidean norm in R and Rd.
• C 12 ,1 : continuous functions φ : [0, T ]× R(Rd)→ R such that |φ(t, x)− φ(s, y)| ≤ C(|t− s| 12 + |x− y|),
C > 0, ∀ t, s ∈ [0, T ], ∀ x, y ∈ R(Rd). (Note: φ(x) ∈ C 12 ,1 means that φ is a Lipschitz continuous
function).
• Cl,kb : continuously differentiable functions φ : [0, T ]× R(Rd) → R with uniformly bounded partial
derivatives ∂l1t φ and ∂
k1
x φ for l1 ≤ l and k1 ≤ k.
• Eˆxtn [X] : the conditional G˜-expectation of X, under the σ-field σ{Bt = x}, i.e. Eˆ [X|Btn = x].
The paper is organized as follow. In Section 2, we recall some basic notations and results for stochastic
calculus under G-framework. In Section 3, we propose a class of θ-schemes for G-BSDEs by choosing different
parameters θi(i = 1, 2). The analysis of stability and convergence is separately discussed in Section 4 and 5.
In Section 6, we employ the CLT method for G-distributed simulation and conclude the paper in Section 7
with numerical examples that illustrate the performance of our schemes.
2 Preliminaries
The main purpose of this section is to recall some basic notions and results of G-Expectation, G-Brownian
motion and G-BSDEs, which are needed in the sequel. More details can refer to [20–22] and references
therein.
2.1 G-Brownian motion
Definition 2.1 Let Ω be a given set and let H be a linear space of real valued functions defined on Ω,
satisfies c ∈ H for each constant c and |X| ∈ H if X ∈ H. H is considered as the space of random variables.
A sublinear expectation Eˆ on H is a functional Eˆ: H → R satisfying the following properties: for all X,Y
∈ H, we have
(a) Monotonicity: If X ≥ Y then Eˆ [X] ≥ Eˆ [Y ] ;
(b) Constant preservation: Eˆ [c] = c;
(c) Sub-additivity: Eˆ [X + Y ] ≤ Eˆ [X] + Eˆ [Y ] ;
(d) Positive homogeneity: Eˆ [λX] = λEˆ [X] for each λ > 0.
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(Ω,H, Eˆ) is called a sublinear expectation space. From the definition of the sublinear expectation Eˆ, the
following results can be easily obtained.
Proposition 2.2 For X,Y ∈ H, we have
(i) Eˆ [λX] = λ+Eˆ [X] + λ−Eˆ [−X] , for each λ ∈ R;
(ii) If Eˆ [X] = −Eˆ [−X], then Eˆ [X + Y ] = Eˆ [X] + Eˆ [Y ] ;
(iii) |Eˆ [X]− Eˆ [Y ] | ≤ Eˆ [|X − Y |] ,i.e. |Eˆ [X]− Eˆ [Y ] | ≤ Eˆ [X − Y ] ∨ Eˆ [Y −X] ;
(iv) Eˆ [|XY |] ≤ (Eˆ [|X|p])1/p · (Eˆ [|Y |q])1/q, for 1 ≤ p, q <∞ with 1p + 1q = 1.
Definition 2.3 Let X1 and X2 be two n-dimensional random vectors defined respectively in sublinear ex-
pectation spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2). They are called identically distributed, denoted by X1 d= X2,
if Eˆ1 [ϕ(X1)] = Eˆ2 [ϕ(X2)], for all ϕ ∈ Cb,Lip(Rn), the space of bounded Lipschitz continuous functions on
Rn.
Definition 2.4 In a sublinear expectation space (Ω,H, Eˆ), a random vector Y = (Y1,...,Yn), Yi ∈ H, is said
to be independent from another random vector X = (X1,...,Xm), Xi ∈ H under Eˆ [·], denoted by Y ⊥ X, if
for every test function ϕ ∈ Cb,Lip(Rm × Rn) we have Eˆ [ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
Definition 2.5 A d-dimensional random vector X = (X1,...,Xd) in a sublinear expectation space (Ω,H, Eˆ)
is called G-normally distributed if for each a, b ≥ 0 we have
aX + bX¯ =
√
a2 + b2X,
where X¯ is an independent copy of X, G : S(d)→ R denotes the function
G (A) :=
1
2
Eˆ[ 〈AX,X〉], A ∈ S(d),
where S(d) denotes the collection of d × d symmetric matrices. We assume that G is non-degenerate, i.e.,
there exist some constants 0 < σ2 ≤ σ¯2 < ∞ such that 12σ2tr[A − B] ≤ G(A) − G(B) ≤ 12 σ¯2tr[A − B] for
A ≥ B. Then there exists a bounded and closed subset Γ ⊂ S+(d) such that
G (A) =
1
2
sup
Q∈Γ
tr[AQ],
where S+(d) denotes the collection of nonnegative elements in S(d). In this paper, we also assume σ2 = σ2 ≤
σ¯2 = 1.
Now we give definitions of G-Brownian motion, G-expectation and conditional G-expectation.
Definition 2.6 Let ΩT = C0([0, T ];Rd), the space of real valued continuous functions on [0, T ] with ω0 = 0,
be endowed with the supremum norm. Set
Lip(ΩT ) = {ϕ(Bt1 , . . . , Btn) : n ≥ 1, t1, . . . , tn ∈ [0, T ], ϕ ∈ Cb,Lip(Rd×n)}.
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G-expectation on (ΩT , Lip(ΩT )) is a sublinear expectation defined by
Eˆ[X] = E˜[ϕ(
√
t1 − t0ξ1, . . . ,
√
tm − tm−1ξm)],
for all X = ϕ(Bt1 − Bt0 , . . . , Btm − Btm−1), Bt(ω) = ωt, where ξ1, . . . , ξm are identically distributed d-
dimensional G-normally distributed random vectors in a sublinear expectation space (Ω˜, H˜, E˜) such that ξi+1
is independent from (ξ1, . . . , ξi), i = 1, . . . ,m−1. The corresponding canonical process Bt = (Bit)di=1 is called
a G-Brownian motion and (ΩT , Lip(ΩT ), Eˆ) is called a G-expectation space.
Definition 2.7 We assume that ξ ∈ Lip(ΩT ) has the representation ξ = ϕ(Bt1 − Bt0 , . . . , Btm − Btm−1),
define the conditional G-expectation Eˆti of ξ, for some 1 ≤ i ≤ m
Eˆti [ϕ(Bt1 −Bt0 , . . . , Btm −Btm−1)] = ϕ˜(Bt1 −Bt0 , . . . , Bti −Bti−1),
where
ϕ˜(x1, . . . , xi) = Eˆti [ϕ(x1, . . . , xi, Bti+1 −Bti , . . . , Btm −Btm−1)].
Define ‖ξ‖p,G = (Eˆ[ |ξ|p ])1/p, for ξ ∈ Lip(ΩT ) and p ≥ 1. Then Eˆt[·] can be extended continuously to the
completion L1G(ΩT ) of Lip(ΩT ) under the norm ‖·‖1,G.
Proposition 2.8 For X ∈ Lip(ΩT ), we have
(I) Eˆt [ξ] = ξ, for ξ ∈ Lip(Ωt);
(II) Eˆt [ξX] = ξ+Eˆt [X] + ξ−Eˆt [−X] , for ξ ∈ Lip(Ωt);
(III) Eˆs[Eˆt [X]] = Eˆs [X] , for s ≤ t;
(IV) Eˆ[Eˆt [X]] = Eˆ [X] .
2.2 G-Itoˆ’s formula and Feynman-Kac formula
Set
M0G(0, T ) = {
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t) : 0 = t0 < · · · < tN = T, ξj ∈ Lip(Ωtj )}.
For p ≥ 1 and η ∈ M0G(0, T ), let ‖η‖MpG = (Eˆ[
∫ T
0
|ηs|pds])1/p and denote by MpG(0, T ) the completion of
M0G(0, T ) under ‖·‖MpG .
For each 1 ≤ i, j ≤ d, we denote by 〈Bi, Bj〉 the mutual variation process. We can define Itoˆ’s integrals∫ T
0
ηsB
i
s and
∫ T
0
ξs〈Bi, Bj〉s, for two processes η ∈ M2G(0, T ) and ξ ∈ M1G(0, T ) (see [20–22]).
Consider the following n-dimensional process:
Xvt = X
v
0 +
∫ t
0
αvsds+
∫ t
0
ηvijs d〈Bi, Bj〉s +
∫ t
0
βvjs dB
j
s , (2.1)
where v = 1, . . . , n, i, j = 1, . . . , d. Now we give the following G-Itoˆ’s formula.
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Theorem 2.9 ([22]) Let Φ be a C2-function on Rn such that ∂2xµxvΦ satisfy polynomial growth condition
for µ, v = 1, . . . , n. Let αv, βvj and ηvij, v = 1, . . . , n, i, j = 1, . . . , d be bounded processes in M2G(0, T ).
Then for each t ≥ 0 we have
Φ (Xt)− Φ (Xs) =
∫ t
s
∂xvΦ (Xu)β
vj
u dB
j
u +
∫ t
s
∂xvΦ (Xu)α
v
udu (2.2)
+
∫ t
s
[∂xvΦ (Xu) η
vij
u +
1
2
∂2xµxvΦ (Xu)β
µi
u β
vj
u ]d〈Bi, Bj〉u.
Theorem 2.10 ([14]) Let the functions f , gij be continuous with respect to t and Lipschitz continuous
with respect to y, ϕ be an Lipschitz continuous function. Then the unique solution of G-BSDEs (1.2) can be
represented as Yt = u (t, Bt), where u (t, x) ∈ C 12 ,1 is the unique viscosity solution of the following PDE:{
∂tu+ F
(
D2xu,Dxu, u, t
)
= 0,
u (T, x) = ϕ (x) ,
(2.3)
where
F
(
D2xu,Dxu, u, t
)
= G
(
H
(
D2xu,Dxu, u, t
))
+ f (t, u) + atDxu,
Hij
(
D2xu,Dxu, u, t
)
=
(
D2xu
)
ij
+ 2
(
gij (t, u) + b
ij
t Dxu
)
.
3 Numerical schemes for G-BSDEs
3.1 Explicit expression of Yt
Without loss of generality, we only consider the case of d = 1. The results still hold for the case d > 1.
Let ΩT = C0([0, T ];R), the space of R-valued continuous functions on [0, T ] with ω0 = 0. we consider the
following type of G-BSDE defined in the G-expectation space (ΩT , L
1
G(ΩT ), Eˆ)
Yt = ξ +
∫ T
t
(f (s, Ys) + asZs) ds+
∫ T
t
(g (s, Ys) + bsZs) d〈B〉s
−
∫ T
t
ZsdBs − (KT −Kt) , (3.1)
where ξ ∈ LβG(ΩT ), β > 1, f, g : [0, T ]×ΩT ×R→ R satisfy (H1)-(H2), (as)s∈[0,T ] and (bs)s∈[0,T ] are bounded
processes in MβG(0, T ;R).
To get the explicit expression of Yt excluding Zt, we construct an auxiliary extended G˜-expectation space
(Ω˜T , L
1
G˜
(Ω˜T ), EˆG˜) with Ω˜T = C0([0,∞),R2) and
G˜ (A) =
1
2
sup
σ2≤v≤1
tr
[
A
[
v 1
1 v−1
]]
, A ∈ S(2).
To simplify presentation, we still denote by Eˆ the extended G˜-expectation in the sequel. Let (Bt, B˜t)t≥0 be
the canonical process in the extended space, it is easy to check that 〈B, B˜〉t = t.
Now, introducing the following linear G˜-SDE:
Xt = 1 +
∫ t
0
asXsdB˜s +
∫ t
0
bsXsdBs, t ∈ [0, T ], (3.2)
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it is easy to verify that
Xt = exp
(∫ t
0
−asbsds
)
exp
(∫ t
0
bsdBs − 1
2
∫ t
0
bs
2d〈B〉s
)
exp
(∫ t
0
asdB˜s − 1
2
∫ t
0
as
2d〈B˜〉s
)
. (3.3)
Applying Itoˆ’s formula to XtYt, we obtain
XtYt = XT ξ +
∫ T
t
Xsf (s, Ys) ds+
∫ T
t
Xsg (s, Ys) d〈B〉s −
∫ T
t
asXsYsdB˜s
−
∫ T
t
(XsZs + bsXsYs)dBs −
∫ T
t
XsdKs.
By Lemma 3.4 in [13], {∫ t
0
XsdKs}0≤t≤T is a G˜-martingale. Thus we get the explicit expression of Yt
excluding Zt
Yt = Eˆt
[
XtT ξ +
∫ T
t
Xtsf (s, Ys) ds+
∫ T
t
Xtsg (s, Ys) d〈B〉s
]
, (3.4)
where Xts = Xs/Xt.
3.2 The semi-discrete scheme
For the time interval [0, T ], we introduce the following partition:
0 = t0 < t1 < · · · < tN = T (3.5)
with ∆tn = tn+1 − tn and ∆t = max
0≤n≤N−1
∆tn. We denote ∆Bn,s = Bs − Btn ∼ N({0} × (s − tn)Σ) and
∆B˜n,s = B˜s − B˜tn ∼ N({0} × (s − tn)Σ˜) with Σ = [σ2, 1] and Σ˜ = [1, 1σ2 ], respectively, for tn ≤ s ≤ tn+1.
We also denote quadratic variation processes ∆〈B〉n,s = 〈B〉s − 〈B〉tn and ∆〈B˜〉n,s = 〈B˜〉s − 〈B˜〉tn , for
tn ≤ s ≤ tn+1.
Let fs = f (s, Ys) and gs = g (s, Ys). From (3.4) we can obtain
Ytn = Eˆxtn
[
Xtntn+1Ytn+1 +
∫ tn+1
tn
Xtns f (s, Ys) ds+
∫ tn+1
tn
Xtns g (s, Ys) d〈B〉s
]
, (3.6)
where
Xtnt = exp
(∫ t
tn
−asbsds
)
exp
(∫ t
tn
bsdBs − 1
2
∫ t
tn
b2sd〈B〉s
)
exp
(∫ t
tn
asdB˜s − 1
2
∫ t
tn
a2sd〈B˜〉s
)
. (3.7)
It is easy to verify that Xtnt satisfies the following G˜-SDE
Xtnt = 1 +
∫ t
tn
asX
tn
s dB˜s +
∫ t
tn
bsX
tn
s dBs, t ∈ [tn, tn+1]. (3.8)
Similar to numerical integration methods, using the θ-scheme to approximate the stochastic integrals in
(3.6), we have
Ytn = Eˆxtn
[
Xtntn+1Ytn+1 +
(
θ1ftn + (1− θ1)Xtntn+1ftn+1
)
∆tn
+
(
θ2gtn + (1− θ2)Xtntn+1gtn+1
)
∆〈B〉n,tn+1
]
+Rny , (3.9)
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where Rny = R
n
y1 +R
n
y2 , with
Rny1 = Eˆ
x
tn
[
Xtntn+1Ytn+1 +
∫ tn+1
tn
Xtns fsds+
∫ tn+1
tn
Xtns gsd〈B〉s
]
(3.10)
− Eˆxtn
[
Xtntn+1Ytn+1 +
(
θ1ftn + (1− θ1)Xtntn+1ftn+1
)
∆tn +
∫ tn+1
tn
Xtns gsd〈B〉s
]
and
Rny2 = Eˆ
x
tn
[
Xtntn+1Ytn+1 +
(
θ1ftn + (1− θ1)Xtntn+1ftn+1
)
∆tn +
∫ tn+1
tn
Xtns gsd〈B〉s
]
− Eˆxtn
[
Xtntn+1Ytn+1 +
(
θ1ftn + (1− θ1)Xtntn+1ftn+1
)
∆tn (3.11)
+
(
θ2gtn + (1− θ2)Xtntn+1gtn+1
)
∆〈B〉n,tn+1
]
.
In the meanwhile, we employ Euler’s method to approximate the stochastic integrals in Xtntn+1 , denoted by
X˜tntn+1 , then
X˜tntn+1 = exp
(
−
∫ tn+1
tn
atnbtnds
)
exp
(∫ tn+1
tn
btndBs −
1
2
∫ tn+1
tn
b2tnd〈B〉s
)
(3.12)
exp
(∫ tn+1
tn
atndB˜s −
1
2
∫ tn+1
tn
a2tnd〈B˜〉s
)
.
Replacing Xtntn+1 with X˜
tn
tn+1 in (3.9), we get the following reference equation
Ytn = Eˆxtn
[
X˜tntn+1Ytn+1 +
(
θ1ftn + (1− θ1)X˜tntn+1ftn+1
)
∆tn
+
(
θ2gtn + (1− θ2)X˜tntn+1gtn+1
)
∆〈B〉n,tn+1
]
+Rnx +R
n
y , (3.13)
where
Rnx = Eˆxtn
[
Xtntn+1Ytn+1 +
(
θ1ftn + (1− θ1)Xtntn+1ftn+1
)
∆tn
+
(
θ2gtn + (1− θ2)Xtntn+1gtn+1
)
∆〈B〉n,tn+1
]
(3.14)
− Eˆxtn
[
X˜tntn+1Ytn+1 +
(
θ1ftn + (1− θ1)X˜tntn+1ftn+1
)
∆tn
+
(
θ2gtn + (1− θ2)X˜tntn+1gtn+1
)
∆〈B〉n,tn+1
]
.
Let Y n denote the numerical approximation to the analytic solution Yt at time level t = tn (n =
0, 1, . . . , N − 1). To maintain the consistency of representation, we use Xn to denote X˜tn−1tn (n = 1, . . . , N).
Based on (3.13), we propose the following semi-discrete θ-scheme for solving Yt of the G-BSDE (3.1).
Scheme 1 Given random variables Y N , solve random variables Y n, n = N − 1, . . . , 0 from
Y n = Eˆxtn
[
Xn+1Y n+1 +
(
θ1f(tn, Y
n) + (1− θ1)Xn+1f(tn+1, Y n+1)
)
∆tn
+
(
θ2g(tn, Y
n) + (1− θ2)Xn+1g(tn+1, Y n+1)
)
∆〈B〉n,tn+1
]
Xn+1 = exp (−atnbtn∆tn) exp(btn∆Bn,tn+1 − 12b2tn∆〈B〉n,tn+1)
exp(atn∆B˜n,tn+1 − 12a2tn∆〈B˜〉n,tn+1).
(3.15)
with the deterministic parameters θi ∈ [0, 1] (i = 1, 2).
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Remark 3.1 Usually, we pay more attention to the solution Yt of the G-BSDE (3.1), which reflects the
hedging price of a given contingent claim. By introducing the G˜-SDE, we obtained the scheme 1 for solving
Yt, which Zt can be excluded completely.
Remark 3.2 By choosing different θi (i = 1, 2) ∈ [0, 1], we can obtain a class of different θ-schemes for
solving the solution Yt of the G-BSDE. Our θ-schemes can admit a first order rate of convergence when
θ1 ∈ [0, 1] and θ2 = 0 in the deterministic case, which will be confirmed in later numerical experiments.
4 Stability analysis
In this section, we focus on the stability analysis of the numerical scheme. In what follows, C represents a
generic constant, which may be different from line to line.
Lemma 4.1 Let as, bs ∈M2G(0, T ) be bounded processes. Then for all t ∈ [tn, tn+1], n = 0, 1, . . . , N − 1,
1. Eˆxtn [X˜
tn
t ] = 1 and Eˆxtn [(X˜
tn
t )
2] ≤ 1 + C∆t;
2. Eˆxtn [X
tn
t ] = 1 and Eˆxtn [(X
tn
t )
2] ≤ 1 + C∆t,
where C > 0 is a constant independent of n, Xtn· and X˜
tn· are defined in (3.7) and (3.12), respectively.
Proof. 1. For all t ∈ [tn, tn+1], from (3.12) we know
X˜tnt = exp
(
− ∫ t
tn
atnbtnds
)
exp
(∫ t
tn
btndBs − 12
∫ t
tn
b2tnd〈B〉s
)
exp
(∫ t
tn
atndB˜s − 12
∫ t
tn
a2tnd〈B˜〉s
)
,
(4.1)
Notice that 〈B, B˜〉t = t, applying G-Itoˆ’s formula to X˜tnt , we get
X˜tnt = 1 +
∫ t
tn
atnX˜
tn
s dB˜s +
∫ t
tn
btnX˜
tn
s dBs. (4.2)
From the proposition 2.2, we have Eˆxtn [X˜
tn
t ] = 1. Through the properties of quadratic variation 〈B〉s − 〈B〉r
≤ (s− r) and 〈B˜〉s − 〈B˜〉r ≤ 1σ2 (s− r), ∀ r ≤ s, we have
(X˜tnt )
2 = exp
(
−2 ∫ t
tn
atnbtnds
)
exp
(
2
∫ t
tn
atndB˜s −
∫ t
tn
a2tnd〈B˜〉s
)
exp
(
2
∫ t
tn
btndBs −
∫ t
tn
b2tn〈B〉s
)
≤ exp ( 1σ2 (atn + btn)2∆t) exp(−4 ∫ ttn atnbtnds)
exp
(
2
∫ t
tn
atndB˜s − 2
∫ t
tn
a2tnd〈B˜〉s
)(
2
∫ t
tn
btndBs − 2
∫ t
tn
b2tnd〈B〉s
)
,
Similar to the above process, we can deduce
Eˆxtn [(X˜
tn
t )
2] ≤ e 1σ2 (atn+btn )2∆t. (4.3)
It is easy to verify that ex ≤ 1 + ex, ∀ 0 ≤ x ≤ 1. Therefore, for bounded processes as, bs and sufficiently
small ∆t, we draw the conclusion 1. Similarly, we can prove 2.
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Theorem 4.2 Let (Yt)0≤t≤T be the solution of the G-BSDE (3.1) and Y
n(n = 0, . . . , N) defined in the
Scheme 1, Rnx and R
n
y are defined in (3.14) and (3.10) − (3.11), respectively. Assume that f and g satisfy
(H1)-(H2) with Lipschitz constant L. Then for sufficiently small time step ∆t, we have
Eˆ[|eny |2] ≤ C
(
Eˆ[|eNy |2] +
N−1∑
i=0
Eˆ[|Rix|2] + Eˆ[|Riy|2]
∆t
)
, (4.4)
for n = N − 1, . . . , 0, C > 0 is a constant just depending on T, L and upper bounds of a and b.
Proof. Let eny = Ytn − Y n, enf = f(tn, Ytn)− f(tn, Y n) and eng = g(tn, Ytn)− g(tn, Y n), for n = 0, 1, . . . , N .
Subtract (3.15) from (3.13), by Proposition 2.2 (iii), we get∣∣eny ∣∣ ≤ Eˆxtn [X˜tntn+1 |en+1y |+ (θ1|enf |+ (1− θ1)X˜tntn+1 |en+1f |)∆tn
+
(
θ2|eng |+ (1− θ2)X˜tntn+1 |en+1g |
)
∆〈B〉n,tn+1
]
+ |Rnx |+ |Rny |.
(4.5)
Using 〈B〉tn+1 − 〈B〉tn ≤ ∆tn, (4.5) implies∣∣eny ∣∣ ≤ (1 + 2L∆tn)Eˆxtn [X˜tntn+1 |en+1y |] + 2L∆tn ∣∣eny ∣∣+ |Rnx |+ |Rny |, (4.6)
where L > 0 is the Lipschitz constant. From the inequality (4.6), we obtain∣∣eny ∣∣ ≤ 1 + 2L∆tn1− 2L∆tn Eˆxtn [X˜tntn+1 |en+1y |] + 11− 2L∆tn (|Rnx |+ |Rny |) (4.7)
≤ (1 + C∆t)Eˆxtn [X˜tntn+1 |en+1y |] + C
(|Rnx |+ |Rny |) .
Taking square on both side of (4.7), using the inequalities (a + b)2 ≤ (1 + ∆t)a2 + (1 + 1∆t )b2, Ho¨lder’s
inequality and Lemma 4.1, we deduce
|eny |2 ≤ (1 + C∆t)Eˆxtn [|en+1y |2] + C(1 +
1
∆t
)
(|Rnx |2 + |Rny |2) . (4.8)
Taking G˜-expectation on both sides of (4.8) and substituting eiy, i = n+ 1, . . . , N − 1 recursively, we conse-
quently deduce that
Eˆ[|eny |2] ≤ (1 + C∆t)N−nEˆ[|eNy |2] + C∆t
N−1∑
i=n
(1 + ∆t)i−n
(
Eˆ[|Rix|2] + Eˆ[|Riy|2]
)
≤ eC(N−n)∆tEˆ[|eNy |2] + Ce(N−n)∆t
N−1∑
i=n
1
∆t
(
Eˆ[|Rix|2] + Eˆ[|Riy|2]
)
≤ CEˆ[|eNy |2] + C
N−1∑
i=n
1
∆t
(
Eˆ[|Rix|2] + Eˆ[|Riy|2]
)
.
(4.9)
The proof is complete.
Remark 4.3 Theorem 4.2 implies that Scheme 1 is stable.
5 Error estimates
In this section, we will discuss the error estimates of Scheme 1 for the G-BSDE (3.1) with ξ = ϕ (BT ) . Under
some regularity conditions on f, g and ϕ, we first give the estimates of truncation errors Rnx and R
n
y defined
in (3.14) and (3.10)-(3.11). Then we come to the conclusion based on Theorem 4.2.
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Lemma 5.1 Let Rnx be the local truncation error derived from (3.14). Then for sufficiently small time step
∆t and θi (i = 1, 2) ∈ [0, 1], we have the following conclusions:
1. If as = a(s,Bs), bs = b(s,Bs) ∈ C 12 ,1 are bounded stochastic processes on [0, T ] and f, g, ϕ ∈ C 12 ,1, we
have
|Rnx | ≤ C(∆t)
3
2 . (5.1)
2. In particular, if as = a(s), bs = b(s) are Lipschitz continuous functions on [0, T ] and f, g, u ∈ C1,2b , we
have
|Rnx | ≤ C(∆t)2. (5.2)
Here C > 0 is a constant just depending on T , L, upper bounds of a and b.
Proof. 1. From the definition of Rnx in (3.14) and Proposition 2.2 (iii), we can deduce
|Rnx | ≤ Eˆxtn [(Xtntn+1 − X˜tntn+1)(Ytn+1 + ftn+1∆tn + gtn+1∆〈B〉n,tn+1)]
∨ Eˆxtn [(X˜tntn+1 −Xtntn+1)(Ytn+1 + ftn+1∆tn + gtn+1∆〈B〉n,tn+1)] (5.3)
≤
{
Eˆxtn [(X
tn
tn+1 − X˜tntn+1)Ytn+1 ] + Eˆxtn [(Xtntn+1 − X˜tntn+1)ftn+1∆tn] (5.4)
+ Eˆxtn [(X
tn
tn+1 − X˜tntn+1)gtn+1∆〈B〉n,tn+1 ]
}
∨
{
Eˆxtn [(X˜
tn
tn+1 −Xtntn+1)Ytn+1 ] + Eˆxtn [(X˜tntn+1 −Xtntn+1)ftn+1∆tn]
+ Eˆxtn [(X˜
tn
tn+1 −Xtntn+1)gtn+1∆〈B〉n,tn+1 ]
}
.
Firstly, we give the estimate of Eˆxtn [(X
tn
tn+1 − X˜tntn+1)Ytn+1 ]. Eˆxtn [(X˜tntn+1 − Xtntn+1)Ytn+1 ] can be similarly
obtained. According to (3.8), (4.2) and Proposition 2.8 (II), it is worth noting that
Eˆxtn [±Ytn(Xtntn+1 − X˜tntn+1)]
= Y +tn Eˆ
x
tn [±(Xtntn+1 − X˜tntn+1)] + Y −tn Eˆxtn [∓(Xtntn+1 − X˜tntn+1)]
= Y +tn Eˆ
x
tn
[
±
∫ tn+1
tn
(atX
tn
t − atnX˜tnt )dB˜t ±
∫ tn+1
tn
(btX
tn
t − btnX˜tnt )dBt
]
+ Y −tn Eˆ
x
tn
[
∓
∫ tn+1
tn
(atnX˜
tn
t − atXtnt )dB˜t ∓
∫ tn+1
tn
(btnX˜
tn
t − btXtnt )dBt
]
= 0. (5.5)
Then, by Proposition 2.2 (ii), we obtain
Eˆxtn [(X
tn
tn+1 − X˜tntn+1)Ytn+1 ] = Eˆxtn [(Xtntn+1 − X˜tntn+1)(Ytn+1 − Ytn)]. (5.6)
Under the conditions f, g, ϕ ∈ C 12 ,1 and Theorem 2.10, it is easy to check that Yt = u (t, Bt) ∈ C 12 ,1. By
Ho¨lder’s inequality, we obtain
Eˆxtn [(X
tn
tn+1 − X˜tntn )(Ytn+1 − Ytn)] ≤
(
Eˆxtn [|Xtntn+1 − X˜tntn |2]
) 1
2
(
Eˆxtn [|Ytn+1 − Ytn |2]
) 1
2
≤ C
(
Eˆxtn [|Xtntn+1 − X˜tntn |2]
) 1
2
(
Eˆxtn [∆tn + (∆Bn,tn+1)
2]
) 1
2
≤ C
(
Eˆxtn [|Xtntn+1 − X˜tntn |2]
) 1
2
√
∆tn. (5.7)
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Notice that
Eˆxtn
[∣∣∣∣∫ tn+1
tn
ηtd〈B〉t
∣∣∣∣] ≤ Eˆxtn [∫ tn+1
tn
|ηt| dt
]
, η ∈M1G (0, T ) . (5.8)
and
Eˆxtn
[(∫ tn+1
tn
ηtdBt
)2]
≤ Eˆxtn
[∫ tn+1
tn
|ηt|2 d〈B〉t
]
, η ∈M2G (0, T ) (5.9)
Combing (3.8), (4.2), (5.8) and (5.9), we have
Eˆxtn [|Xtnt − X˜tnt |2]
≤ 2Eˆxtn
[∫ t
tn
(asX
tn
s − atnX˜tns )2d〈B˜〉s
]
+ 2Eˆxtn
[∫ t
tn
(bsX
tn
s − btnX˜tns )2d〈B〉s
]
≤ 2
∫ t
tn
Eˆxtn [(asX
tn
s − atnX˜tns )2]ds+ 2
∫ t
tn
Eˆxtn [(bsX
tn
s − btnX˜tns )2]ds
≤ 2
∫ t
tn
Eˆxtn
[(
as(X
tn
s − X˜tns ) + (as − atn)X˜tns
)2]
ds (5.10)
+ 2
∫ t
tn
Eˆxtn
[(
bs(X
tn
s − X˜tns ) + (bs − btn)X˜tns
)2]
ds
≤ C
∫ t
tn
Eˆxtn [(X
tn
s − X˜tns )2]ds+ C
∫ t
tn
Eˆxtn [(as − atn)2(X˜tns )2]ds
+ C
∫ t
tn
Eˆxtn [(bs − btn)2(X˜tns )2]ds.
Similar to Lemma 4.1, we can prove Eˆxtn [(X˜
tn
t )
4] ≤ C <∞. Using Ho¨lder’s inequality again, we obtain
Eˆxtn [|Xtnt − X˜tnt |2]
≤ C
∫ t
tn
Eˆxtn [(X
tn
s − X˜tns )2]ds+ C
∫ t
tn
(
Eˆxtn [(as − atn)4]
) 1
2
(
Eˆxtn [(X˜
tn
s )
4]
) 1
2
ds
+ C
∫ t
tn
(
Eˆxtn [(bs − btn)4]
) 1
2
(
Eˆxtn [(X˜
tn
s )
4]
) 1
2
ds (5.11)
≤ C
∫ t
tn
Eˆxtn [(X
tn
s − X˜tns )2]ds+ C
∫ t
tn
(
Eˆxtn [(as − atn)4]
) 1
2
ds
+ C
∫ t
tn
(
Eˆxtn [(bs − btn)4]
) 1
2
ds.
If as = a(s,Bs) and bs = b(s,Bs) are bounded stochastic processes in C
1
2 ,1, due to Eˆ[|Bs − Btn |2k] =
3σ¯4(s− tn)k, k ∈ N+, by simple calculation, we get
Eˆxtn [(as − atn)4] ≤ C(s− tn)2, Eˆxtn [(bs − btn)4] ≤ C(s− tn)2. (5.12)
Combing (5.11) and (5.12), from Gronwall’s inequality, it follows that
Eˆxtn [|Xtnt − X˜tnt |2] ≤ C(t− tn)2. (5.13)
Then from (5.6), (5.7) and (5.13), we have
Eˆxtn [±(Xtntn+1 − X˜tntn+1)Ytn+1 ] ≤ C(∆tn)
3
2 .
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In the same way above, we can also obtain Eˆxtn [±(Xtntn+1 − X˜tntn+1)ftn+1∆tn] ≤ C(∆tn)
5
2 and Eˆxtn [±(Xtntn+1 −
X˜tntn+1)gtn+1∆〈B〉n,tn+1 ] ≤ C(∆tn)
5
2 , (5.1) follows from (5.4) .
2. In particular, if f, g, u ∈ C1,2b , applying Itoˆ’s formula to (Xtnt − X˜tnt )(Yt − Ytn) on [tn, tn+1] and
taking the conditional G-expectation Eˆxtn [·], we have
Eˆxtn [(X
tn
tn+1 − X˜tntn+1)(Ytn+1 − Ytn)]
= Eˆxtn
[∫ tn+1
tn
(Xtnt − X˜tnt ) (∂tu(t, Bt) + at∂xu(t, Bt)) dt
+
∫ tn+1
tn
(Xtnt − X˜tnt )(
1
2
∂2xxu(t, Bt) + bt∂xu(t, Bt))d〈B〉t
+
∫ tn+1
tn
(at − atn)∂xu(t, Bt)X˜tnt dt+
∫ tn+1
tn
(bt − btn)∂xu(t, Bt)X˜tnt d〈B〉t
]
. (5.14)
From (5.8) and Ho¨lder’s inequality, we can deduce
Eˆxtn [(X
tn
tn+1 − X˜tntn+1)(Ytn+1 − Ytn)]
≤ CEˆxtn
[∫ tn+1
tn
|Xtnt − X˜tnt |dt
]
+ CEˆxtn
[∫ tn+1
tn
|Xtnt − X˜tnt |d〈B〉t
]
+ CEˆxtn
[∫ tn+1
tn
|at − atn |X˜tnt dt
]
+ CEˆxtn
[∫ tn+1
tn
|bt − btn |X˜tnt d〈B〉s
]
≤ C
∫ tn+1
tn
Eˆxtn [|Xtnt − X˜tnt |]dt+ C
∫ tn+1
tn
Eˆxtn [|at − atn |X˜tnt ]dt (5.15)
+ C
∫ tn+1
tn
Eˆxtn [|bt − btn |X˜tnt ]dt
≤ C
∫ tn+1
tn
(
Eˆxtn [|Xtnt − X˜tnt |2]
) 1
2
dt
+ C
∫ tn+1
tn
(
Eˆxtn [|at − atn |2]
) 1
2
(
Eˆxtn [(X˜
tn
t )
2]
) 1
2
dt
+ C
∫ tn+1
tn
(
Eˆxtn [|bt − btn |2]
) 1
2
(
Eˆxtn [(X˜
tn
t )
2]
) 1
2
dt.
Since as = a(s), bs = b(s) are Lipschitz continuous functions on [0, T ], from (5.11) and (5.15), we can easily
obtain
Eˆxtn [±(Xtntn+1 − X˜tntn+1)Ytn+1 ] ≤ C(∆tn)2.
Similarly to prove (5.1) above, (5.2) holds.
Lemma 5.2 Assume that (φs)s∈[tn,tn+1] is a process in M
2
G(tn, tn+1) and Eˆxtn [|φs|2] ≤ C, C > 0 is a
constant. Then
Eˆxtn
[
±
∫ tn+1
tn
∫ tn+1
t
φsdBsd〈B〉t
]
= 0. (5.16)
Proof. Let Ut =
∫ tn+1
t
φsdBs and U
K
t =
∑K−1
i=0
∫ tn+1
si+1
φsdBsI[si,si+1)(t), where tn = s1 < · · · < sK = tn+1 is
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a partition on [tn,tn+1]. From (5.9), (5.8) and Proposition 2.2, we can deduce
Eˆxtn
[∫ tn+1
tn
|Ut − UKt |2dt
]
≤
K−1∑
i=0
∫ si+1
si
Eˆxtn
[(∫ si+1
t
φsdBs
)2]
dt
≤
K−1∑
i=0
∫ si+1
si
Eˆxtn
[∫ si+1
t
|φs|2ds
]
dt (5.17)
≤ C
K−1∑
i=0
(si+1 − si) 32 .
Eˆxtn [
∫ tn+1
tn
|Ut − UKt |2dt]→ 0, by letting K →∞. Thus∫ tn+1
tn
Utd〈B〉t = L2G −
∫ tn+1
tn
UKt d〈B〉t. (5.18)
For i = 0, . . . ,K − 1, ∫ tn+1
si+1
φsdBs are independent from ∆〈B〉i+1 = 〈B〉si+1 − 〈B〉si . Then we have
Eˆxtn
[
±
∫ tn+1
si+1
φsdBs∆〈B〉i+1
]
= Eˆxtn
Eˆxtn
[
±y
∫ tn+1
si+1
φsdBs
]
y=∆〈B〉i+1
 = 0. (5.19)
By Proposition 2.2 (ii) and (5.19) , it holds that
Eˆxtn
[
±
∫ tn+1
tn
UKt d〈B〉t
]
= 0. (5.20)
From (5.18) and (5.20), our conclusion follows.
Remark 5.3 Under the same assumption in Lemma 5.2, the conclusion is no longer true for the integral∫ tn+1
tn
∫ t
tn
φsdBsd〈B〉t. Here we just give the case φs = 1 to illustrate the result.
Eˆxtn
[∫ tn+1
tn
∫ t
tn
dBsd〈B〉t
]
= Eˆ
[∫ ∆tn
0
Bsd〈B〉s
]
=
1
3
Eˆ[B3∆tn ] =
1
3
(∆tn)
3
2 Eˆ[B31 ].
[11] shows Eˆ[B31 ] > 0, which implies
Eˆtn
[∫ tn+1
tn
∫ t
tn
dBsd〈B〉t
]
> 0.
Lemma 5.4 Let Rny be the local truncation error derived from (3.10)-(3.11). Assume as and bs are bounded
processes. Then for sufficiently small ∆t, it holds that:
1. For θi ∈ [0, 1] (i = 1, 2) , if f, g, ϕ ∈ C 12 ,1, we have∣∣Rny ∣∣ ≤ C(∆t) 32 . (5.21)
2. In particular, for θ1 ∈ [0, 1] and θ2 = 0, if f, g, u ∈ C1,2b , we have∣∣Rny ∣∣ ≤ C(∆t)2. (5.22)
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Here C > 0 is a constant just depending on T , L, upper bounds of a and b, upper bounds of derivatives of f,
g and ϕ.
Proof. 1. From the definition of Rny1 and R
n
y2 , we have∣∣Rny1∣∣ ≤ Eˆxtn [∫ tn+1
tn
Xtns fs − θ1Xtntn ftn − (1− θ1)Xtntn+1ftn+1ds
]
(5.23)
∨ Eˆxtn
[∫ tn+1
tn
θ1X
tn
tn ftn + (1− θ1)Xtntn+1ftn+1 −Xtns fsds
]
and ∣∣Rny2∣∣ ≤ Eˆxtn [∫ tn+1
tn
Xtns gs − θ2Xtntn gtn − (1− θ2)Xtntn+1gtn+1d〈B〉s
]
∨ Eˆxtn
[∫ tn+1
tn
θ2X
tn
tn gtn + (1− θ2)Xtntn+1gtn+1 −Xtns gsd〈B〉s
]
. (5.24)
We just give the estimate of the first part of (5.23), the second part can be similarly obtained. If f, g, ϕ ∈ C 12 ,1,
from Theorem 2.10, we know Yt = u (t, Bt) ∈ C 12 ,1. Then
Eˆxtn
[∫ tn+1
tn
Xtns fs − θ1Xtntn ftn − (1− θ1)Xtntn+1ftn+1ds
]
≤ θ1
∫ tn+1
tn
Eˆxtn [X
tn
s fs −Xtntn ftn ]ds+ (1− θ1)
∫ tn+1
tn
Eˆxtn [X
tn
s fs −Xtntn+1ftn+1 ]ds (5.25)
≤ θ1
∫ tn+1
tn
Eˆxtn [X
tn
s (fs − ftn)]ds+ θ1
∫ tn+1
tn
Eˆxtn [ftn(X
tn
s −Xtntn )]ds
+ (1− θ1)
∫ tn+1
tn
Eˆxtn [X
tn
s (fs − ftn+1)]ds+ (1− θ1)
∫ tn+1
tn
Eˆxtn [ftn+1(X
tn
s −Xtntn+1)]ds.
Combining (3.8), (4.2) and Lemma 4.1, it is easy to check that
∣∣Rny1 ∣∣ ≤ C(∆t) 32 . Similarly, we have ∣∣Rny2 ∣∣ ≤
C(∆t)
3
2 . Thus, (5.21) is proved.
2. If f , g, u ∈ C1,2b , by Theorem 2.10, we define f(t, Yt) = f(t, u(t, Bt)) = F (t, Bt) ∈ C1,2b and
g(t, Yt) = g(t, u(t, Bt)) = H (t, Bt) ∈ C1,2b . Applying Itoˆ’s formula to Xtnt F (t, Bt), we have
Xtns Fs = Ftn +
∫ s
tn
(∂tFr + ar∂xFr)X
tn
r dr +
∫ s
tn
(
1
2
∂2xxFrX
tn
r + br∂xFrX
tn
r )d〈B〉r
+
∫ s
tn
(∂xFr + brFr)X
tn
r dBr +
∫ s
tn
arFrX
tn
r dB˜r. (5.26)
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From (5.26), we can deduce
Eˆxtn
[∫ tn+1
tn
Xtns fs − θ1Xtntn ftn − (1− θ1)Xtntn+1ftn+1ds
]
≤
∫ tn+1
tn
Eˆxtn
[
θ1
∫ s
tn
(∂tFr + ar∂xFr)X
tn
r dr − (1− θ1)
∫ tn+1
s
(∂tFr + ar∂xFr)X
tn
r dr
]
ds
+
∫ tn+1
tn
Eˆxtn
[
θ1
∫ s
tn
(
1
2
∂2xxFr + br∂xFr)X
tn
r d〈B〉r (5.27)
− (1− θ1)
∫ tn+1
s
(
1
2
∂2xxFr + br∂xFr)X
tn
r d〈B〉r
]
ds
+
∫ tn+1
tn
Eˆxtn
[
θ1
∫ s
tn
(∂xFr + brFr)X
tn
r dBr − (1− θ1)
∫ tn+1
s
(∂xFr + brFr)X
tn
r dBr
]
ds
+
∫ tn+1
tn
Eˆxtn
[
θ1
∫ s
tn
arFrX
tn
r dB˜r − (1− θ1)
∫ tn+1
s
arFrX
tn
r dB˜r
]
ds.
Notice that Fr ∈ C1,2b and Eˆxtn [Xtnr ] = 1, ∀r ∈ [tn, tn+1], which implies
Eˆxtn
[∫ tn+1
tn
Xtns fs − θ1Xtntn ftn − (1− θ1)Xtntn+1ftn+1ds
]
≤ θ1
∫ tn+1
tn
(
Eˆxtn
[∫ s
tn
|∂tFr + ar∂xFr|Xtnr dr
]
+ Eˆxtn
[∫ s
tn
∣∣∣∣12∂2xxFr + br∂xFr
∣∣∣∣Xtnr dr]) ds
+ (1− θ1)
∫ tn+1
tn
Eˆxtn
[∫ tn+1
s
|∂tFr + ar∂xFr|Xtnr dr
]
ds (5.28)
+ (1− θ1)
∫ tn+1
tn
Eˆxtn
[∫ tn+1
s
∣∣∣∣12∂2xxFr + br∂xFr
∣∣∣∣Xtnr dr] ds
≤ C(∆tn)2.
Then,
∣∣Rny1 ∣∣ ≤ C(∆t)2. When θ2 = 0, applying Itoˆ’s formula to Xtnt H (t, Bt), we can similarly obtain
Eˆxtn
[∫ tn+1
tn
Xtns gs − θ2Xtntn gtn − (1− θ2)Xtntn+1gtn+1d〈B〉s
]
≤ Eˆxtn
[
−
∫ tn+1
tn
∫ tn+1
s
(∂tHr + ar∂xHr)X
tn
r drd〈B〉s
]
+ Eˆxtn
[
−
∫ tn+1
tn
∫ tn+1
s
(
1
2
∂2xxHr + br∂xHr)X
tn
r d〈B〉rd〈B〉s
]
+ Eˆxtn
[
−
∫ tn+1
tn
∫ tn+1
s
(∂xHr + brHr)X
tn
r dBrd〈B〉s
]
(5.29)
+ Eˆxtn
[
−
∫ tn+1
tn
∫ tn+1
s
arFrX
tn
r dB˜rd〈B〉s
]
.
From Lemma 5.2, we have
Eˆxtn
[
−
∫ tn+1
tn
∫ tn+1
s
(∂xHr + brHr)X
tn
r dBrd〈B〉s
]
= Eˆxtn
[
−
∫ tn+1
tn
∫ tn+1
s
arFrX
tn
r dB˜rd〈B〉s
]
= 0. (5.30)
Then, from (5.8), (5.24), (5.29) and (5.30), by a simple computation similar to
∣∣Rny1∣∣, it is straightforward
to obtain
∣∣Rny2 ∣∣ ≤ C(∆t)2. Therefore, (5.22) holds.
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Based on the discussion above, let us show the error estimates of Scheme 1.
Theorem 5.5 Let (Yt)0≤t≤T be the solution of the G-BSDE (3.1) and Y
n(n = N, . . . , 0) defined in the
Scheme 1. Then for sufficiently small ∆t, it holds that:
1. For θi ∈ [0, 1] (i = 1, 2) , if f, g, ϕ ∈ C 12 ,1 and as = a(s,Bs), bs = (s,Bs) are bounded stochastic
processes in C
1
2 ,1, we have
Eˆ[|eny |2] ≤ C∆t. (5.31)
2. In particular, for θ1 ∈ [0, 1] and θ2 = 0, if f, g, u ∈ C1,2b and as = a(s), bs = b(s) are Lipschitz
continuous functions on [0, T ], we have
Eˆ[|eny |2] ≤ C (∆t)2 . (5.32)
Here C > 0 is a constant just depending on T, L, upper bounds of a and b, upper bounds of derivatives of f,
g and ϕ.
Proof. By Lemma 5.1 and 5.4, for sufficiently small ∆t, it holds that
1. For θi ∈ [0, 1] (i = 1, 2) , if f, g, ϕ ∈ C 12 ,1, as = a(s,Bs) and bs = b(s,Bs) are bounded stochastic
processes in C
1
2 ,1, we have
|Rnx | ≤ C(∆t)
3
2 ,
∣∣Rny ∣∣ ≤ C(∆t) 32 . (5.33)
2. In particular, for θ1 ∈ [0, 1] and θ2 = 0, if f, g, u ∈ C1,2b , as = a(s) and bs = b(s) are Lipschitz
continuous functions on [0, T ], we have
|Rnx | ≤ C(∆t)2,
∣∣Rny ∣∣ ≤ C(∆t)2. (5.34)
Using Theorem 4.2, the conclusion can be directly obtained.
Remark 5.6 Theorem 5.5 shows that if as and bs are general stochastic processes, the convergence rate of
Scheme 1 is 0.5. In particular, if as and bs are deterministic functions, f, g, ϕ, u are smooth enough, Scheme
1 admits a first order rate of convergence.
6 G-distributed simulation
In this section, we first present the CLT method to approximate the G-distributed. Then we propose a fully
discrete θ-scheme for solving Yt of the G-BSDE (3.1).
6.1 CLT method for G-distributed
Before giving the CLT method, we first recall the definition of G-distributed and Peng’s central limit theorem.
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Definition 6.1 The pair d-dimensional random vectors (X, η) in a sublinear expectation space (Ω,H, Eˆ) is
called G-distributed if for each a, b ≥ 0 we have(
aX + bX¯, a2η + b2η¯
) d
=
(√
a2 + b2X, (a2 + b2)η
)
,
where (X¯, η¯) is an independent copy of (X, η), G : Rd × S(d)→ R denotes the binary function
G (p,A) := Eˆ
[
1
2
〈AX,X〉+ 〈p, η〉
]
, (p,A) ∈ Rd × S(d).
From the definition above, it is easy to check that (B1, 〈B〉1) is a G-distributed.
Theorem 6.2 ([22, 23]) Let {(Xi, Yi)}∞i=1 be a sequence of Rd×Rd-valued random variables on a sublinear
expectation space (Ω,H, Eˆ). We assume that (Xi+1, Yi+1) d= (Xi, Yi) and (Xi+1, Yi+1) is independent from
{(X1, Y1) , . . . , (Xi, Yi)} for each i = 1, 2, · · · . We further assume that Eˆ[X1] = Eˆ[−X1] = 0. Then for each
function ϕ ∈ C(Rd × Rd) satisfying linear growth condition, we have
lim
n→∞ Eˆ
[
ϕ
(
n∑
i=1
Xi√
n
,
n∑
i=1
Yi
n
)]
= Eˆ [ϕ(X, η)] , (6.1)
where the pair (X, η) is G-distributed. The corresponding sublinear function G : Rd×S(d) → R is defined by
G (p,A) := Eˆ
[
1
2
〈AX1, X1〉+ 〈p, Y1〉
]
, (p,A) ∈ Rd × S(d).
Since Peng’s central limit theorem, a great deal of work has been done to prove the following rate of
convergence (see [8, 15, 16, 25, 26])∣∣∣∣∣Eˆ
[
ϕ
(
n∑
i=1
Xi√
n
,
n∑
i=1
Yi
n
)]
− Eˆ[ϕ(X, η)]
∣∣∣∣∣ ≤ Cn− 16 , (6.2)
where C is a constant depending on ϕ, Xi and Yi.
CLT method. Assume M is a positive integer. Using the property of independence, we have
Eˆ
[
ϕ
(
M∑
i=1
Xi√
M
,
M∑
i=1
Yi
M
)]
= Eˆ
[
Eˆ
[
ϕ
(
M∑
i=2
Xi+x1√
M
,
M∑
i=2
Yi+y1
M
)]
(x1,y1)=(X1,Y1)
]
= Eˆ
Eˆ
· · · Eˆ [ϕ(M−1∑
i=1
XM+xi√
M
,
M−1∑
i=1
YM+yi
M
)]
(xM−1,yM−1)
=(XM−1,YM−1)
· · ·

(x1,y1)=(X1,Y1)
 .
(6.3)
Denote EˆM [ϕ(X, η)] = Eˆ
[
ϕ
(∑M
i=1
Xi√
M
,
∑M
i=1
Yi
M
)]
as the approximation of Eˆ[ϕ(X, η)]. By choosing appro-
priate random variables {(Xi, Yi)}Mi=1, the numerical approximation of Eˆ[ϕ(X, η)] can be obtained, we call
it the CLT method for G-distributed. The following error estimate is straightforward
Eˆ[ϕ (X, η)] = EˆM [ϕ (X, η)] + ErrEˆ,M , (6.4)
with ErrEˆ,M converge to 0 with the convergence rate M
− 16 , as M → ∞. So we can select a proper M in
the CLT method to approximate the G-expectation with the required accuracy.
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6.2 The fully-discrete scheme
To propose a fully-discrete scheme, we introduce the following space partition Dh:
Dh = {xi| xi ∈ R, i ∈ Z, xi < xi+1}, (6.5)
with the space step ∆xi = xi+1 − xi and the maximum space step ∆x = max
i∈Z
∆xi.
Now by (3.13), we solve Yt at the time-space point (tn, xi) in the following form:
Y xitn = Eˆ
xi,M
tn
[
X˜tntn+1 Yˆtn+1 +
(
θ1f(tn, Y
xi
tn ) + (1− θ1)X˜tntn+1f(tn+1, Yˆtn+1)
)
∆tn
+
(
θ2g(tn, Y
xi
tn ) + (1− θ2)X˜tntn+1g(tn+1, Yˆtn+1)
)
∆〈B〉n,tn+1
]
+Rnx +R
n
y +R
n
Eˆ , (6.6)
where Rnx and R
n
y are truncation errors defined in (3.10)-(3.11) and (3.14),
RnEˆ = Eˆ
xi
tn
[
X˜tntn+1Ytn+1 +
(
θ1f(tn, Y
xi
tn ) + (1− θ1)X˜tntn+1f(tn+1, Ytn+1)
)
∆tn
+
(
θ2g(tn, Y
xi
tn ) + (1− θ2)X˜tntn+1g(tn+1, Ytn+1)
)
∆〈B〉n,tn+1
]
− Eˆxi,Mtn
[
X˜tntn+1 Yˆtn+1 +
(
θ1f(tn, Y
xi
tn ) + (1− θ1)X˜tntn+1f(tn+1, Yˆtn+1)
)
∆tn
+
(
θ2g(tn, Y
xi
tn ) + (1− θ2)X˜tntn+1g(tn+1, Yˆtn+1)
)
∆〈B〉n,tn+1
]
.
Here Yˆtn+1 is the interpolation value at the point xi + ∆Bn,tn+1 (i ∈ Z). Eˆxi,Mtn [·] is an approximation of
Eˆxitn [·] by using the CLT method, and corresponding approximation error RnEˆ converge to 0 as M →∞.
Based on (6.6), by omitting numerical errors Rnx , R
n
y and R
n
Eˆ , we propose the following fully-discrete
θ-scheme for solving Yt of the G-BSDE (3.1):
Scheme 2 Denote Y ni (n = N,N − 1, . . . , 0, i ∈ Z) as a numerical solution to the analytic solution Yt of
the G-BSDE (3.1) at the time-space point (tn, xi). Given the random variable Y
N
i , i ∈ Z, solve Y ni by
Y ni = Eˆ
xi,M
tn
[
Xn+1i Yˆ
n+1 +
(
θ1f(tn, Y
n
i ) + (1− θ1)Xn+1i f(tn+1, Yˆ n+1)
)
∆tn
+
(
θ2g(tn, Y
n
i ) + (1− θ2)Xn+1i g(tn+1, Yˆ n+1)
)
∆〈B〉n,tn+1
]
Xn+1i = exp (−ani bni ∆tn) exp
(
bni ∆Bn,tn+1 − 12 (bni )2∆〈B〉n,tn+1
)
exp(ani ∆B˜n,tn+1 − 12 (ani )2∆〈B˜〉n,tn+1).
(6.7)
with the deterministic parameters θi ∈ [0, 1] (i = 1, 2).
Here Yˆ n+1 is the interpolation value of Y n+1 at the point xi + ∆Btn+1 (i ∈ Z). Xn+1i is grid discrete
approximation of the Xn+1 with ani = a(tn, xi) and b
n
i = b(tn, xi). Eˆ
xi,M
tn [·] is the approximation of the
conditional G-expectation Eˆxitn [·] by using the CLT method. More precisely, we take the special case as an
example:
Eˆxi,Mtn
[
Yˆ n+1
(
Btn+1
)
∆〈B〉n,tn+1
]
= Eˆ
[
Yˆ n+1
(
xi +
√
∆tn
M∑
i=1
Xi√
M
)
∆tn
M∑
i=1
Yi
M
]
,
where Yˆ n+1
(
xi +
√
∆tn
∑M
i=1
Xi√
M
)
is the interpolation approximation of Y n+1 at spacial non-grid point
xi +
√
∆tn
∑M
i=1
Xi√
M
, M is a positive integer. In our numerical experiments, we choose the sequence of
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discrete random variables
(Xi, Yi) =

(1, 1) q/2
(0, 0) 1− q
(−1, 1) q/2
i = 1, . . . ,M, (6.8)
with uncertainty q ∈ {σ2, 1}, σ2 ∈ (0, 1], and G (p, a) = Eˆ[ 12aX21 + pY1] = Eˆ[ 12aB21 + p〈B〉1], for all (p, a) ∈
R× R. In the same way, the conditional G-expectation in Scheme 2 can be defined.
Remark 6.3 Notice that the spacial mesh Dh is essentially unbounded. However, in real computations, we
are interested in acquiring certain values of Yt at (tn, x) with x belonging to a bounded domain. In fact,
Eˆxtn [ϕ(Btn+1)] = Eˆ
x
tn [ϕ(x +
√
∆tnB1)I|B1|≤D] + Errϕ,D, where Errϕ,D is the truncation error. If ϕ is a
bounded function, the truncation error |Errϕ,D| ≤ C(Eˆ[IB1≤−D] + Eˆ[IB1≥D]) is negligible when D ≥ 3 (see
Section 4.2 in [24] for more details).
7 Numerical experiments
In this section, some numerical calculations have been carried out to illustrate the high accuracy of our
numerical schemes. In our numerical experiments, we let D = 3 and select a appropriate M in the CLT
method. We also apply cubic spline interpolation to compute spatial non-grid points. Set x0 = 0, the initial
time t0 = 0 and terminal time T = 1. In the following tables, |Y0 − Y 0| denotes the absolute error between
the exact and numerical solution for Yt at (t0, x0). We shall denote by ”CR” the convergence rate.
Example 7.1 Consider the following linear G-BSDE{
−dYt = −Ytdt+ 12Ytd〈B〉t − ZtdBt − dKt, 0 ≤ t ≤ T,
YT = exp(T ) sin(BT ).
(7.1)
The analytic solution of (7.1) is 
Yt = exp(t) sin(Bt),
Zt = exp(t) cos(Bt),
Kt = 0.
(7.2)
The solution Yt at initial time t0 = 0 is Y0 = 0. Errors and convergence rates for different time partitions and
different σ2 are listed in Table 1. Figure 1 shows the convergence rates of the θ-scheme for time step varying
from 23 to 27 with different parameters θi(i = 1, 2). By contrast, we can clearly see that the convergence
rate of the θ-scheme is highly correlated with θ2. For θ1 ∈ [0, 1], the scheme is half-order convergence with
θ2 6= 0. When θ2 = 0, the scheme can achieve first order, which is consistent with our theoretical analysis.
Example 7.2 Consider the following nonlinear G-BSDE{
−dYt = (f(t, Yt)− Yt) dt+ (g(t, Yt) + Zt) d〈B〉t − ZtdBt − dKt, 0 ≤ t ≤ T,
YT =
exp(T+BT )
1+exp(T+BT )
,
(7.3)
where f(t, y) = Jε ∗ y2, g(t, y) = Jε ∗ (−y3 + 2.5y2− 1.5y) ∈ C∞(R) with the mollifier Jε and the convolution
Jε ∗ u(x) =
∫
R Jε(x− y)u(y)dy.
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Table 1: Errors and convergence rates for Example 7.1.
σ2 = 0.25 |Y0 − Y 0| CR
N 8 16 32 64 128
θ1 = 0 θ2 = 0 8.10E-03 4.00E-03 2.00E-03 1.00E-03 4.84E-04 1.013
θ1 = 0.5 θ2 = 0 2.10E-03 1.10E-03 5.17E-04 2.90E-04 1.29E-04 0.994
θ1 = 1 θ2 = 0 3.70E-03 1.90E-03 9.18E-04 4.88E-04 2.28E-04 1.003
θ1 = 0 θ2 = 0.5 1.38E-02 1.01E-02 7.20E-03 5.20E-03 3.60E-03 0.482
θ1 = 0.5 θ2 = 1 2.94E-02 2.08E-02 1.47E-02 1.04E-02 7.30E-03 0.501
θ1 = 1 θ2 = 1 3.18E-02 2.18E-02 1.50E-02 1.05E-02 7.40E-03 0.526
σ2 = 0.5 |Y0 − Y 0| CR
N 8 16 32 64 128
θ1 = 0 θ2 = 0 5.30E-03 2.60E-03 1.30E-03 6.58E-04 3.13E-04 1.012
θ1 = 0.5 θ2 = 0 9.98E-04 5.43E-04 2.48E-04 1.54E-04 6.19E-05 0.984
θ1 = 1 θ2 = 0 3.10E-03 1.60E-03 7.61E-04 4.11E-04 1.90E-04 0.997
θ1 = 0 θ2 = 0.5 9.90E-03 7.20E-03 5.10E-03 3.70E-03 2.60E-03 0.486
θ1 = 0.5 θ2 = 1 2.07E-02 1.47E-02 1.03E-02 7.30E-03 5.20E-03 0.501
θ1 = 1 θ2 = 1 2.24E-02 1.54E-02 1.06E-02 7.40E-03 5.20E-03 0.526
σ2 = 0.75 |Y0 − Y 0| CR
N 8 16 32 64 128
θ1 = 0 θ2 = 0 2.50E-03 1.30E-03 6.12E-04 3.30E-04 1.52E-04 1.008
θ1 = 0.5 θ2 = 0 2.81E-04 1.78E-04 6.91E-05 6.07E-05 1.73E-05 0.960
θ1 = 1 θ2 = 0 1.90E-03 9.77E-04 4.68E-04 2.60E-04 1.17E-04 0.989
θ1 = 0 θ2 = 0.5 5.40E-03 3.90E-03 2.80E-03 2.00E-03 1.40E-03 0.489
θ1 = 0.5 θ2 = 1 1.11E-02 7.90E-03 5.50E-03 3.90E-03 2.80E-03 0.500
θ1 = 1 θ2 = 1 1.19E-02 8.20E-03 5.70E-03 4.00E-03 2.80E-03 0.524
Figure 1: Convergence rates with different parameters θi(i = 1, 2).
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Figure 2: Convergence rates with different σ2.
The analytic solution of (7.3) is (Yt, Zt,Kt) =
(
exp(t+Bt)
1+exp(t+Bt)
, exp(t+Bt)
(1+exp(t+Bt))
2 , 0
)
. Then Yt at initial time t0 = 0
is Y0 = 0.5.
Table 2: Errors and convergence rates for Example 7.2.
σ2 = 0.25 |Y0 − Y 0| CR
N 8 16 32 64 128
θ1 = 0 θ2 = 0 2.52E-02 1.29E-02 6.50E-03 3.30E-03 1.60E-03 0.988
θ1 = 0.5 θ2 = 0 1.30E-02 6.60E-03 3.30E-03 1.70E-03 8.42E-04 0.988
θ1 = 0.75 θ2 = 0 6.80E-03 3.50E-03 1.80E-03 8.92E-04 4.48E-04 0.983
θ1 = 0.25 θ2 = 0.75 5.00E-03 3.30E-03 2.20E-03 1.50E-03 1.10E-03 0.553
θ1 = 0.5 θ2 = 0.5 2.70E-03 1.90E-03 1.30E-03 9.58E-04 6.84E-04 0.496
θ1 = 0.15 θ2 = 1 5.00E-03 3.50E-03 2.50E-03 1.80E-03 1.30E-03 0.481
σ2 = 1 |Y0 − Y 0| CR
N 8 16 32 64 128
θ1 = 0 θ2 = 0 2.52E-02 1.28E-02 6.50E-03 3.30E-03 1.60E-03 0.988
θ1 = 0.5 θ2 = 0 1.30E-02 6.60E-03 3.30E-03 1.70E-03 8.42E-04 0.988
θ1 = 0.75 θ2 = 0 6.80E-03 3.50E-03 1.80E-03 8.79E-04 4.48E-04 0.984
θ1 = 0.25 θ2 = 0.75 1.70E-03 8.49E-04 3.97E-04 2.03E-04 9.74E-05 1.038
θ1 = 0.5 θ2 = 0.5 9.50E-04 4.58E-04 2.03E-04 1.06E-04 4.90E-05 1.066
θ1 = 0.15 θ2 = 1 6.40E-03 3.20E-03 1.50E-03 7.77E-04 3.84E-04 1.014
Errors and convergence rates for different time partitions of the θ-scheme with different parameters
θi(i = 1, 2) are listed in Table 2. Figure 2 presents convergence rates of the θ-scheme under different
uncertainty σ2. When σ2 = 1, G-Brownian motion is reduced to a standard Brownian motion, the θ-scheme
can reach first order for θi ∈ [0, 1] (i = 1, 2), which coincides with Zhao [29].
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8 Conclusions
In this paper, we design a new kind of θ-scheme to approximate the solution Yt of the G-BSDE (3.1). By
choosing different θi (i = 1, 2), a class of numerical schemes have been obtained which provide useful tools
for dealing with the pricing of contingent claims. We also analyze the stability of our numerical schemes and
strictly prove the error estimates. As discussed in section 5, the θ-scheme admits a half order convergence
rate in the general, and when θ2 = 0, the scheme can reach first-order in the deterministic case. In addition,
based on Peng’s central limit theorem, we employ the CLT method to approximate G-distributed for the
first time. Several numerical examples are presented to show the effectiveness of our numerical schemes.
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