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a b s t r a c t
General formulas of the asymptotic cumulants of a studentized parameter estimator are
given up to the fourth order with the added higher-order asymptotic variance. Using
the sample counterparts of the asymptotic cumulants, formulas for the Cornish–Fisher
expansions with third-order accuracy are obtained. Some new methods of monotonic
transformations of the studentized estimator are presented. In addition, similar
transformations of a fixed normal deviate are proposed up to the same order with some
asymptotic comparisons to the transformations of the studentized estimator. Applications
to a mean and a binomial proportion are shown with simulations for estimation of the
proportion.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
For interval estimation of an unknown quantity e.g., a population parameter, the normal approximation to the
distribution of the corresponding studentized estimator is frequently used. In many cases, this method gives satisfactory
results in a practical sense. On the other hand, it is known that the accuracy of the approximation can be improved by using
asymptotic expansions of the distribution of the studentized estimator beyond the normal approximation. Let θˆ = θ(r)
be an estimator, which is assumed to be a function of a p∗ × 1 vector r consisting of statistics based on n independent
observations. Then, the studentized estimator is defined by
t = n1/2(θˆ − θ0)/βˆ1/22 , (1.1)
where θ0 is the population counterpart of θˆ and βˆ2 is the estimator of the asymptotic variance β2 of n1/2θˆ .
Assume that the cumulants of t up to the fourth order are given by
κ1(t) = n−1/2β ′1 + O(n−3/2), κ2(t) = 1+ n−1β ′12 + O(n−2) (β ′2 = 1),
κ3(t) = n−1/2β ′3 + O(n−3/2), κ4(t) = n−1β ′4 + O(n−2),
(1.2)
where β ′i (i = 1, 2,12, 3, 4) are the asymptotic cumulants independent of n. Note that βi (i = 1, 2,12, 3, 4) denote the
corresponding ones for n1/2(θˆ − θ0). Usually, we have
Pr(t ≤ zα) = α + O(n−1/2), (1.3)
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where
 zα
−∞ φ(z) dz = α (0 < α < 1)withφ(z) = (2π)−1/2 exp(−z2/2). Under regularity conditions using (1.2), a Cornish–
Fisher expansion [9,21] of the distribution of t is given by
Pr{t ≤ g2(zα)} = α + O(n−3/2),
g2(zα) = zα + n−1/2

β ′1 +
β ′3
6
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
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
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2
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
− z
3
α
18
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36
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
+ β ′4

z3α
24
− zα
8

.
(1.4)
On the other hand, we have a function h 2(t) of t , whose form is similar to g 2(·) and will be given later, satisfying
Pr{h2(t) ≤ zα} = α + O(n−3/2), (1.5)
which is also called a Cornish–Fisher expansion (see [21, Section 2.5]). The function h 2(t) of t may be seen as a type of
normalizing transformation using polynomials, which is asymptotically more accurate than naïve t .
In (1.4) and (1.5), the population asymptotic cumulants are used and are usually unavailable in practice. The sample
counterparts of β ′i can be used in (1.4) and (1.5) with some adjustments. Let
g1(zα) = zα + n−1/2{β ′1 + (β ′3/6)(z2α − 1)} (1.6)
and gˆ1(zα) be (1.6) with β ′1 and β
′
3 replaced by the corresponding consistent estimators βˆ
′
1 and βˆ
′
3, respectively. Then, it is
known that Pr{t ≤ gˆ1(zα)} = α + O(n−1), where no adjustment other than the replacement is required. A general result of
using sample asymptotic cumulants for ‘‘inverting’’ (1.4) was given by Hall [20] when the associated partial derivatives are
assumed to be known. Johnson [25] introduced
hˆ 1(t) ≡ t(1) = t − n−1/2{βˆ ′1 + (βˆ ′3/6)(t2 − 1)}, (1.7)
where
Pr{t(1) ≤ zα} = α + O(n−1). (1.8)
A rigorous introduction of (1.7) and more higher-order general results were given by Abramovitch and Singh [1]. A problem
using (1.7) for interval estimation is lack of monotonicity of t(1) with respect to t , giving no identical solution of t in
hˆ 1(t) = t(1) = zα . A similar lack of monotonicity is also found in gˆ 1(zα) (see (1.6)) with respect to zα though t is identically
obtained from t = gˆ 1(zα).
Suppose that Pr(·) = α + O(n−i/2) (compare (1.3), (1.4) and (1.8)), then the approximation is said to be i-th order
accurate. Developments of monotonic functions without changing the second-order accuracy of t(1) were given by Hall [22].
The corresponding results for third-order accurate hˆ 2(t), defined similarly to hˆ 1(t) = t(1), with some adjustments were
given by Fujioka and Maesono [16] for asymptotic U-statistics (see also, [28]), Yanagihara and Yuan [44] for contrasts of
means, and Boik [6] for estimators in regression analysiswith fixed explanatory variables. Boik [6] also gave somemonotonic
transformations gˆ 2(·), defined similarly to gˆ 1(zα).
The purposes of this article are to give full results corresponding to Hall [20] with different expressions and to add some
monotonic functions of t and zα with asymptotic cumulants up to the fourth order. Applications will be shown with a
numerical illustration for estimation of a binomial proportion.
2. Cornish–Fisher expansion of a studentized estimator
In this section, gˆ 2(zα) is presented with general expressions of β ′i (i = 1,12, 3, 4). Let
t∗ = t − n−1/2{βˆ ′1 + (βˆ ′3/6)(z2α − 1)}. (2.1)
Then, we have the cumulants of t∗ up to the fourth order as follows.
κ1(t∗) = −n−1/2(β ′3/6)(z2α − 1)+ O(n−3/2) ≡ n−1/2β ∗1 + O(n−3/2), (2.2a)
where E(βˆ ′i) = β ′i + O(n−1) (i = 1,12, 3, 4) are assumed and usually hold.
κ2(t∗) = 1+ n−1[β ′12 − 2β −1/22 n acov{θˆ , βˆ ′1 + (βˆ ′3/6)(z2α − 1)}] + O(n−2)
≡ 1+ n−1β ∗12 + O(n−2), (2.2b)
κ3(t∗) = E[{t − E(t)− n−1/2{βˆ ′1 − E(βˆ ′1)+ (1/6)(βˆ ′3 − E(βˆ ′3))(z2α − 1)}}3]
= n−1/2β ′3 + O(n−3/2) (β∗3 = β ′3), (2.2c)
κ4(t∗) = E[{t − E(t)− n−1/2{βˆ ′1 − E(βˆ ′1)+ (1/6)(βˆ ′3 − E(βˆ ′3))(z2α − 1)}}4] − 3(1+ n−1β∗12)2 + O(n−2)
= n−1[β ′4 − 4× 3β−1/22 n acov{θˆ , βˆ ′1 + (βˆ ′3/6)(z2α − 1)} − 6(β∗12 − β ′12)] + O(n−2)
= n−1/2β ′4 + O(n−2) (β∗4 = β ′4). (2.2d)
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Using (1.4), it follows that
Pr
[
t∗ ≤ zα + n−1/2
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= α + O(n−3/2). (2.3)
Since β ∗1 = −(β ′3/6)(z2α − 1) and β ∗i = β ′i (i = 3, 4), β ′i in (2.3) can be replaced by their sample counterparts, giving
Pr

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= α + O(n−3/2). (2.4)
A third-order accurate lower endpoint L(α; n−3/2) of the one-sided confidence interval (CI) for θ0 with the asymptotic
confidence level α (0.5 < α < 1) is given from (2.4) as
L(α; n−3/2) = θˆ − n−1/2βˆ1/22 zα − n−1βˆ1/22 {βˆ ′1 + (βˆ ′3/6)(z2α − 1)} − n−3/2βˆ1/22

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, (2.5)
where
Pr(θ0 ≥ L(α; n−3/2)) = α + O(n−3/2). (2.6)
The corresponding upper endpoint U(α; n−3/2) for a similar one-sided CI is given by replacing zα with−zα in (2.5).
Define s as the p∗∗×1 vector of statistics including r and possibly those other than r used in βˆ2 andacov(θˆ , βˆ ′i ) (i = 1, 3).
Write u = n1/2(s− τ), with the assumption of E(s) = τ+ O(n−2). Assume that the multivariate cumulants up to the forth
order are given as
κ1(u) = O(n−3/2), κ2(u) = γ(2) + n−1γ(12) + O(n−2),
κ3(u) = n−1/2γ(3) + O(n−3/2), κ4(u) = n−1γ(4) + O(n−2),
(2.7)
where κi(u) is the (p∗∗)i × 1 vector of the i-th order cumulants whose elements correspond to u⟨i⟩ = u⊗ · · · ⊗ u (i times)
i.e., the i-fold Kronecker product of u.
Assume that t is expanded by the Taylor series:
t = u′ ∂θ
∂τ
β
−1/2
2 +
n−1/2
2
u′⟨2⟩

∂2θ
(∂τ)⟨2⟩
β
−1/2
2 −
∂θ
∂τ
⊗ ∂β2
∂τ
β
−3/2
2

+ n−1u′⟨3⟩

1
6
∂3θ
(∂τ)⟨3⟩
β
−1/2
2
− 1
4
∂2θ
(∂τ)⟨2⟩
⊗ ∂β2
∂τ
β
−3/2
2 −
1
4
∂θ
∂τ
⊗ ∂
2β2
(∂τ)⟨2⟩
β
−3/2
2 +
3
8
∂θ
∂τ
⊗

∂β2
∂τ
⟨2⟩
β
−5/2
2

+ Op(n−3/2), (2.8)
where ∂θ/∂τ denotes ∂θˆ/∂s| s=τ for simplicity of notation with other partial derivatives defined similarly. Then, we have
the asymptotic cumulants of t as follows:
Theorem 1. Under regularity conditions, with associated assumptions of (2.7) and (2.8), a Cornish–Fisher expansion of the
distribution of t using polynomials of za and cumulant estimators with the third-order accuracy is given by (2.4), where the
asymptotic cumulants β ′i (i = 1,12, 3, 4) of t are given by (A.1)–(A.4) with (A.5) foracov{·} of (2.5) in Appendix A.1.
3. Normalizing transformations of a studentized estimator
In this section, the asymptotic cumulants of normalizing transformations of t up to the fourth order are derived. One of
the basic transformations is t(1) given by (1.7) and rewritten as
t(1) = t − n−1/2[βˆ ′1 − (βˆ ′3/6)+ (1/6){βˆ ′3 − E(βˆ ′3)+ β ′3}t2] + Op(n−3/2), (3.1)
which gives
Theorem 2. Under the same conditions as in Theorem 1, the asymptotic cumulants β(1)i (i = 1,12, 3, 4) of Johnson’s quadratic
transformation t(1) of t are given by (A.6)–(A.9) in Appendix A.2, respectively.
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From now on, the conditions used in Theorem 1 are assumed throughout this paper. Define
t∗(2) ≡ t(1) − n−1

βˆ
(1)
12
2
za + βˆ(1)4

z3α
24
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8

, (3.2)
then using Theorem 2 and (1.4), Pr(t∗(2) ≤ zα) = α + O(n−3/2) follows. Replacing zα by t(1) in (3.2), let
t(2) ≡ t(1) − n−1

βˆ
(1)
12
2
t(1) + βˆ(1)4

t3(1)
24
− t(1)
8

. (3.3)
The asymptotic cumulants β(2)i of t(2) are
κ1(t(2)) = O(n−3/2) (β(2)1 = 0),
κ2(t(2)) = 1+ n−1β(1)12 − n−12

β
(1)
12
2
E(t2(1))+ β(1)4 E

t4(1)
24
− t
2
(1)
8

+ O(n−2)
= 1+ O(n−2) (β(2)12 = 0), (3.4)
κ3(t(2)) = O(n−3/2) (β(2)3 = 0),
κ4(t(2)) = E
t(1) − n−1 β(1)122 t(1) + β(1)4

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24
− t(1)
8
4− 3+ O(n−2)
= n−1

β
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4
1
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× 3β
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2
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4
1
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β
(1)
4

E(t6(1))
24
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4
(1))
8

+ O(n−2)
= O(n−2) (β(2)4 = 0).
A variation of t(2) is defined by replacing t(1)’s inside the braces of (3.3) with t as
t(2A) ≡ t(1) − n−1

βˆ
(1)
12
2
t + βˆ(1)4

t3
24
− t
8

. (3.5)
For t(2A), similar results corresponding to (3.4) hold. That is,
Theorem 3. The asymptotic cumulants of t(2) and t(2A) up to the fourth order are β
(2)
i = β(2A)i = 0 (i = 1,12, 3, 4).
Note that the degrees of the polynomials of t for t(2) and t(2A) are 6 and 3, respectively. Transformations t(2) and t(2A)
correspond to Tˆ ∗n,4 and Tˆ
∗
n,5 in [6, Corollaries 5 and 6] results in regression analysis with different expressions.
4. Asymptotic cumulants of monotonic transformations of a studentized estimator with the second-order accuracy
Hall [22] gave the following transformation of t .
tHa ≡ t − n−1/2

βˆ ′1 +
βˆ ′3
6
(t2 − 1)

+ n
−1
108
βˆ ′ 23 t
3 = t(1) + n
−1
108
βˆ ′ 23 t
3
= 2n
1/2
βˆ ′3

n−1/2
6
βˆ ′3t − 1
3
+ 1

− n−1/2

βˆ ′1 −
βˆ ′3
6

, (4.1)
which is monotonic in terms of t and has the same order of accuracy as t(1). The subscript ‘‘a’’ of tHa indicates bias correction
‘‘after’’ cubic transformation. The nonzero asymptotic cumulants up to the fourth order using (A.7) and (A.9) are
κ2(tHa) = 1+ n−1
[
β
(1)
12 +
2
108
β ′ 23 {E(t4)− E(t)E(t3)}
]
+ O(n−2)
= 1+ n−1{β(1)12 + (1/18)β ′ 23 } + O(n−2)
= 1+ n−1

β ′12 − 2β−1/22 n acov

θˆ , βˆ ′1 +
βˆ ′3
3

− 2
9
β ′ 23 −
2
3
β ′1β
′
3

+ O(n−2)
≡ 1+ n−1βHa12 + O(n−2), (4.2a)
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κ4(tHa) = n−1

β
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4 +

4
1

1
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E(βˆ ′ 23 t
6)− 6(βHa12 − β(1)12)

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= n−1

β ′4 − 4β−1/22 n acov(θˆ , βˆ ′3)− (22/9)β ′ 23

+ O(n−2) ≡ n−1βHa4 + O(n−2). (4.2b)
Hall [22, Section 2.2] suggests a transformation with bias correction ‘‘before’’ cubic transformation, which can be written as
tHb ≡ t − n−1/2βˆ ′1 −
n−1/2
6
βˆ ′3(t − n−1/2βˆ ′1)2 +
n−1
108
βˆ ′ 23 (t − n−1/2βˆ ′1)3 +
n−1/2
6
βˆ ′3
= 2n
1/2
βˆ ′3
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6
βˆ ′3(t − n−1/2βˆ ′1)− 1
3
+ 1

+ n
−1/2
6
βˆ ′3, (4.3)
where the nonzero asymptotic cumulants corresponding to (4.2a) and (4.2b) are
κ2(tHb) = 1+ n−1

βHa12 −
β ′3
3
n1/2{E(t(t − n−1/2βˆ ′1)2)− E(t)E((t − n−1/2βˆ ′1)2)}
+ β
′
3
3
n1/2E{t3 − E(t)E(t2)}

+ O(n−2)
= 1+ n−1

βHa12 +
2
3
β ′1β
′
3

+ O(n−2) = 1+ n−1

β
(1)
12 +
β ′ 23
18
+ 2
3
β ′1β
′
3

+ O(n−2)
= 1+ n−1

β ′12 − 2β−1/22 n acov

θˆ , βˆ ′1 +
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3

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9
β ′ 23

+ O(n−2)
≡ 1+ n−1βHb12 + O(n−2), (4.4a)
κ4(tHb) = n−1{βHa4 − 6(βHb12 − βHa12)}
− n−1/2

4
1

E

(t − E(t))3

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6
(t − n−1/2βˆ ′1)2 − E

βˆ ′3
6
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
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
4
1

E

(t − E(t))3

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6
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
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6
t2

+ O(n−2)
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
+ O(n−2)
= n−1βHa4 + O(n−2) (βHb4 = βHa4 ). (4.4b)
The above results are summarized as
Theorem 4. The nonzero asymptotic cumulants βHa12, β
Ha
4 , β
Hb
12 and β
Hb
4 up to the fourth order of tHa and tHb defined by (4.1) and
(4.3) are given by (4.2a), (4.2b), (4.4a) and (4.4b) with βHa4 = βHb4 ≡ βH4 .
Note that βHa12 is greater than β
(1)
12 by β
′ 2
3 /18 and that β
Hb
12 − βHa12 = (2/3)β ′1β ′3. Since tHa and tHb are monotonic with
respect to t , they are invertible, which gives the lower endpoints of θ0:
L(α, tHa; n−1) = θˆ − 6βˆ
1/2
2
βˆ ′3
 βˆ ′3
2

n−1/2zα + n−1

βˆ ′1 −
βˆ ′3
6

− 1
1/3
+ 1
 (4.5a)
and L(α, tHb; n−1) = θˆ − n−1βˆ1/22 βˆ ′1 −
6βˆ1/22
βˆ ′3
 βˆ ′3
2

n−1/2zα − n−1 βˆ
′
3
6

− 1
1/3
+ 1
 , (4.5b)
where arguments tHa and tHb are added in L(·) for clarity.
Boik [6, Eq. (19)] introduced the following exponential modification of t(1) with the second-order accuracy:
tB ≡ t − n−1/2

βˆ ′1 +
βˆ ′3
6

exp

−n
−1dˆB
2
t2

t2 − 1

, (4.6)
where dˆB = (βˆ ′ 23 /72)(31 − 7
√
17) exp{−(5 − √17)/2} is the minimum non-negative value among those satisfying the
monotonicity of tB in terms of t . It is easy to find that the asymptotic cumulants βBi (i = 1,12, 3, 4) for tB are equal to
β
(1)
i (i = 1,12, 3, 4), respectively.
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An endpoint of the CI by tB is given from the solution of tB = tB(t) = za, which is denoted by t = t−1B (za). Unfortunately,
this requires some iterative computation e.g., a modified Newton method provided by Boik [5]. In this article, a simple line
search with the bisection method is used for a numerical illustration given later and for other similar problems.
5. Third-order accurate monotonic transformations of a studentized estimator
As t(2) in (3.3), let
t(2Ha) ≡ tHa − n−1

βˆHa12
2
tHa + βˆH4

t3Ha
24
− tHa
8

,
t(2Hb) ≡ tHb − n−1

βˆHb12
2
tHb + βˆH4

t3Hb
24
− tHb
8
 (5.1)
(recall βHa4 = βHb4 ≡ βH4 ), and let t(2H) with β(2H)i (i = 1,12, , 3, 4) (tH with βHi ) be the generic expression for t(2Ha) and
t(2Hb) with β
(2Ha)
i and β
(2Hb)
i (tHa and tHb with β
Ha
i and β
Hb
i ). Then, as in Theorem 3, it can be shown that t(2H) is third-order
accurate and that β(2H)i = 0 (i = 1,12, 3, 4).
While tH is a monotonic function of t , generally t(2H) is not a monotonic one. Constructions of monotonic functions with
the third-order accuracy have been given by Fujioka and Maesono [16] and Yanagihara and Yuan [44], which are given in
the following when applied to (5.1):
tFM ≡ tH − n−1(dˆ1tH + dˆ2t3H)+ n−2{dˆ21tH + (3/5)dˆ22t5H},
tYY ≡ tH − n−1(dˆ1tH + dˆ2t3H)+ n−2(1/4){dˆ21tH + 2dˆ1dˆ2t3H + (9/5)dˆ22t5H},
(5.2)
respectively, where tFM(tYY) is the generic expression of tFMa and tFMb (tYYa and tYYb) as tH for tHa and tHb; and dˆ1 ≡
(βˆH12/2)− (βˆH4 /8) and dˆ2 ≡ βˆH4 /24.
A simpler monotonic function can also be developed when βˆH4 ≤ 0 as
tO ≡ tH − n−1(dˆ1tH + dˆ2t3H)+ n−2(1/4)dˆ21tH (dˆ2 ≤ 0) (5.3)
where tO is the generic expression for tOa and tOb. When βˆH4 > 0, a similar simple monotonic function will be provided later
by transformation of zα . An advantage of tO over tFM and tYY, when βˆH4 ≤ 0, is that the degree of the polynomial for tO in
terms of t is 9, while they are as large as 15 for tFM and tYY, which is expected to give relatively stable result for tO.
Transformations tFM, tYY and tO use composite functions written as tFM(tH(t)), tYY(tH(t)) and tO(tH(t)) while other
monotonic third-order accurate ones can be constructed without using composite functions. Let 0 < w < 1 and rewrite
t(2A) in (3.5) as
t(2A) = wt − n−1/2

βˆ ′1 +
βˆ ′3
6
(t2 − 1)

+ n
−1
108w
βˆ ′ 23 t
3
+ (1− w)t + n−1

− βˆ
(1)
12
2
+ βˆ
(1)
4
8

t −

βˆ ′ 23
108w
+ βˆ
(1)
4
24

t3

≡ eˆ1(t)+ (1− w)t + n−1(dˆ3t + dˆ4t3), (5.4)
where eˆ1(t) is the sum of the first three terms on the right-hand side of the first equation of (5.4), and is an increasing cubic
function of t . As for tFMa and tYYa, define tFMO and tYYO each augmented by a higher-order term yielding monotonic functions
of t as
tFMO ≡ eˆ1(t)+ (1− w)t + n−1(dˆ3t + dˆ4t3)+ n
−2
1− w

dˆ23
k1
t + 3dˆ
2
4
5k2
t5

, (k1 + 3k2 = 4), (5.5a)
tYYO ≡ eˆ1(t)+ (1− w)t + n−1(dˆ3t + dˆ4t3)+ n
−2
4(1− w)

dˆ23t + 2dˆ3dˆ4t3 +
9
5
dˆ24t
5

, (5.5b)
where in tFMO, Fujioka and Maesono’s [16] transformation is used with some generalization using additional parameters
k1 > 0 and k2 > 0 as well as w (note (1 − w)t = (1 − w)t{(1/4)k1 + (3/4)k2} in (5.5a)). As mentioned above, tFMO
and tYYO correspond to tFMa and tYYa, and consequently tHa. It is possible to develop third-order accurate monotonic
transformations similar to (5.5a) and (5.5b) using tHb rather than tHa. Similarly, when dˆ4 ≥ 0, another alternative higher-
order term n−2dˆ23t/{4(1−w)} can be used to develop a monotonic function of t . However, these cases are not dealt with in
this article.
It is to be noted that Fujioka and Maesono [16] developed their transformation for the asymptotic expansions of the
distributions of the (asymptotic)U-statistics [26], with ANOVA-like decomposition [11, Eq. (2.4)]. However, theirmonotonic
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transformation is a general one, which can be used for statistics other than the U-statistics. In this paper, the U-statistics,
frequently accompanied by the jackknife variance estimator used for studentization (see e.g., [23,27]), are not employed
though it is known that the U-statistics includes most of the interesting statistics [16, p. 48]. It is of interest to find that the
Cornish–Fisher expansion shown in this paper and the corresponding one for the U-statistics are similar (compare (2.4) of
this paper and Maesono’s [28, Eq. (1)] result).
6. Monotonic transformations of a fixed normal deviate zα
In the previous section, monotonic functions of t were developed. On the other hand, this method can also be applied
to zα in various ways. Actually, this was implied by monotonic transformations of t since monotonicity gives the existence
of inverse functions e.g., t−1H (zα) and t
−1
O (zα). In the case of t
−1
H (zα), they are given as explicit functions i.e., cubic roots (see
(4.5a) and (4.5b)) while in the remaining cases, they are given as implicit ones requiring some iterative computation. When
constructing CIs, the solution of t in terms of zα is required. So, for such purposes, it is found that transformations of zα are
always used.
In this section, monotonic transformations of zα are given directly instead of using those of t . As implied earlier, by
introducing monotonic transformations of zα no solution is required to construct CIs and even monotonicity of the function
in terms of zα is unnecessary though desired. Define
z(1) ≡ zα + n−1/2{βˆ ′1 + (βˆ ′3/6)(z2α − 1)}, (6.1)
(see (2.4)), which is a random variable depending on βˆ ′1 and βˆ
′
3 as well as α and n. The notation z(1) is used to show the
correspondence to t(1) (see (1.7)).
Since as in (1.8),
Pr{t ≤ z(1)} = α + O(n−1) (6.2)
holds, z(1) is second-order accurate. As noted earlier, Johnson’s t(1) has no monotonicity with respect to t . However,
asymptotic inverse functions can be obtained, which is called ‘‘an approximate inverse’’ by Hall [22, pp. 223–224]. Note
that t = z(1) in (6.1) is a solution of this inversion up to Op(n−1/2). Inserting (6.1) in (1.7), a higher-order solution up to
Op(n−1) is given by t = zJ defined as
zJ ≡ zα + n−1/2{βˆ ′1 + (βˆ ′3/6)(z2α − 1)} + n−1(βˆ ′3/3){βˆ ′1 + (βˆ ′3/6)(z2α − 1)}zα, (6.3)
which was used by Hall [22] as ‘‘a modification of Johnson’s method’’ for comparative purposes though (6.3) was not
explicitly given there. Note that zJ is second-order accurate as z(1) while none of them are monotonic with respect to zα .
Second-order accurate monotonic transformations of zα are easily constructed using Hall’s cubic transformations with
non-monotone Boik’s exponential modification for comparison as follows:
zHa ≡ zα + n−1/2{βˆ ′1 + (βˆ ′3/6)(z2α − 1)} + n−1(1/108)βˆ ′ 23 z3α, (6.4a)
zHb ≡ zα + n−1/2βˆ ′1 + n−1/2(βˆ ′3/6){(zα + n−1/2βˆ ′1)2 − 1} + n−1(1/108)βˆ ′ 23 (zα + n−1/2βˆ ′1)3 (6.4b)
zB ≡ zα + n−1/2[βˆ ′1 + (βˆ ′3/6){exp(−n−1dˆBz2α/2)z2α − 1}], (6.4c)
where cubic roots of (6.4a) and (6.4b) with respect to t are no longer required for constructing CIs. Theoretically, however, it
is of interest to see that these possible solutions, when constructed, are alternative normalizing monotonic transformations
of t removing asymptotic bias and skewness. Note that (6.4a)–(6.4c) are not used by Hall or Boik though Boik proposed
more complicated exponential modification of the t-distribution counterpart of zα with the third-order accuracy and
monotonicity [6, Corollaries 7 and 8], where additional quantities like dˆB in (4.6) and (6.4c) are required, but generally
have no closed-form solutions [5, Section 11].
Similarly, third-order accurate transformations of zα are constructed in the following. First, define non-monotonic third-
order accurate z(2) from (2.4)
z(2) ≡ zα + n−1/2

βˆ ′1 +
βˆ ′3
6
(z2α − 1)

+ n−1

βˆ∗12
2
zα + βˆ ′ 23

− z
3
α
18
+ 5
36
zα

+ βˆ ′4

z3α
24
− zα
8

. (6.5)
Using (6.4a), (6.4b) and (6.5), define aˆ i and bˆ i (i = 1, 2) as
z(2) = zHa + n−1

βˆ∗12
2
zα + βˆ ′ 23

−

1
108
+ 1
18

z3α +
5
36
zα

+ βˆ ′4

z3α
24
− zα
8

= zHa + n−1

βˆ∗12
2
+ 5
36
βˆ ′ 23 −
βˆ ′4
8

zHa +

− 7
108
βˆ ′ 23 +
βˆ ′4
24

z3Ha

+ Op(n−3/2)
≡ zHa + n−1(aˆ1zHa + aˆ2z3Ha)+ Op(n−3/2), (6.6a)
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z(2) = zHb + n−1

βˆ∗12
2
zα − βˆ
′
1βˆ
′
3
3
zα + βˆ ′ 23

−

1
108
+ 1
18

z3α +
5
36
zα

+ βˆ ′4

z3α
24
− zα
8

+ Op(n−3/2)

= zHb + n−1

βˆ∗12
2
− βˆ
′
1βˆ
′
3
3
+ 5
36
βˆ ′ 23 −
βˆ ′4
8

zHb +

− 7
108
βˆ ′ 23 +
βˆ ′4
2

z3Hb

+ Op(n−3/2)
≡ zHb + n−1(bˆ 1zHb + bˆ2z3Hb)+ Op(n−3/2), (6.6b)
where aˆ2 = bˆ2. Then, monotonic transformations of zH (the generic expression of zHa and zHb) are given as
zFMa ≡ zHa + n−1(aˆ1zHa + aˆ2z3Ha)+ n−2{aˆ21zHa + (3/5)aˆ22z5Ha}, (6.7a)
zFMb ≡ zHb + n−1(bˆ1zHb + bˆ2z3Hb)+ n−2{bˆ21zHb + (3/5)bˆ22z5Hb}, (6.7b)
zYYa ≡ zHa + n−1(aˆ1zHa + aˆ2z3Ha)+ n−2(1/4){aˆ21zHa + 2aˆ1aˆ2z3Ha + (9/5)aˆ22z5Ha}, (6.7c)
zYYb ≡ zHb + n−1(bˆ1zHb + bˆ2z3Hb)+ n−2(1/4){bˆ21zHb + 2bˆ1bˆ2z3Hb + (9/5)bˆ22z5Hb}. (6.7d)
Recall that when dˆ2 > 0, tO in (5.3) is not monotonic with respect to tH and consequently t although tO is still third-order
accurate even in this case. In such a case, transformations of zα can be used as follows:
zO ≡ zα + n−1(dˆ1zα + dˆ2z3α)+ n−2(1/4)dˆ21z2α (dˆ2 > 0), (6.8)
where zO is the generic expression of zOa and zOb as dˆ1(=(βˆH12/2)− (βˆH4 /8)) and βˆH12 for βˆHa12 and βˆHb12. Usage of zO is different
from other z’s, denoted by z∗, given earlier and later in that Pr(tH ≤ zO) = α + O(n−3/2)while Pr(t ≤ z∗) = α + O(n−3/2).
Note that in this method, two ‘‘natural’’ monotonic transformations are used one for t and the other for zα although they
can also been seen as transformations of t and zα by z−1O (tH) and t
−1
H (zO), respectively.
That is, a switching method using tO in (5.3) or zO in (6.8) depending on dˆ2 ≤ 0 or dˆ2 > 0 is proposed with the notation
(t/z)O, the generic expression for (t/z)Oa and (t/z)Ob.
Finally, monotonic transformations of zα corresponding to tFMO and tYYO of (5.5a) and (5.5b) are presented. Again from
(6.5) with 0 < w < 1, define
z(2) = wzα + n−1/2

βˆ ′1 +
βˆ ′3
6
(z2α − 1)

+ n
−1βˆ ′ 23
108w
z3α
+ (1− w)zα + n−1

βˆ∗12
2
+ 5
36
βˆ ′ 23 −
βˆ ′4
8

zα +

−

1
108w
+ 1
18

βˆ ′ 23 +
βˆ ′4
24

z3α

≡ eˆ2(zα)+ (1− w)zα + n−1(dˆ5zα + dˆ6z3α), (6.9)
where eˆ2(zα) is the sum of the first three terms on the right-hand side of the first equation of (6.9) and is monotonic with
respect to zα . Then, using k1 > 0 and k2 > 0 as before, the following monotonic functions of zα are obtained
zFMO ≡ eˆ2(zα)+ (1− w)+ n−1(dˆ5zα + dˆ6z3α)+
n−2
1− w

dˆ25
k1
zα + 3dˆ
2
6
5k2
z5α

, (k1 + 3k2 = 4), (6.10a)
zYYO ≡ eˆ2(zα)+ (1− w)+ n−1(dˆ5zα + dˆ6z3α)+
n−2
4(1− w)

dˆ25zα + 2dˆ5dˆ6z3α +
9
5
dˆ26z
5
α

. (6.10b)
The results in this section are summarized as
Theorem 5. Second-order accurate transformations of zα are z(1), zJ, zH and zB, generically denoted by z2nd, (see (6.1), (6.3) and
(6.4a)–(6.4c)), which gives Pr(t ≤ z2nd) = α+O(n−1). Among z2nd, only zH is monotonic with respect to zα . Third-order accurate
transformations of zα are z(2), zFM, zYY, t−1H (zO), zFMO and zYYO, generically denoted by z3rd (see (6.5), (6.7a)–(6.7d), (6.8), (6.10a)
and (6.10b)) giving Pr(t ≤ z3rd) = α + O(n−3/2). Among z3rd, only zFM, zYY, t−1H (zO), zFMO and zYYO are monotonic with respect
to zα .
7. Asymptotic comparisons of confidence intervals
The question of which transformation is better, t or zα , arises especially in the cases of the same type of transformations
e.g., tHa or zHa. For practical comparisons, as mentioned earlier, transformations of zα have advantages in that no solution
of t is required for constructing CIs. Since in monotonic transformation, the direction of the transformation can be reversed
without changing the essential results, the general question may be meaningless.
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In the following, comparisons are made for the endpoints of the CIs for first- and second-order accurate ones:
t/z, t(1), tH, tB, z(1), zJ, zH and zB. Although except for t(1), exact values of the endpoints given by transformations of t i.e.,
tH and tB are available. For ease of comparison, the corresponding asymptotic values up to order Op(n−3/2) are used. The
asymptotic endpoints by tH (see (4.5a) and (4.5b)) can be obtained by the Taylor expansions of (4.5a) and (4.5b) as in [29].
This can also be done by asymptotically solving (4.1) and (4.3) with respect to t in tH set equal to zα , which gives, for tHa
t = 6n
1/2
βˆ ′3
 βˆ ′3
2

n−1/2zα + n−1

βˆ ′1 −
βˆ ′3
6

− 1
1/3
+ 1

= zα + n−1/2

βˆ ′1 +
βˆ ′3
6
(z2α − 1)

+ n−1

5
108
βˆ ′ 23 z
3
α +
1
3

βˆ ′1 −
βˆ ′3
6

βˆ ′3zα

+ Op(n−3/2) (7.1a)
and for tHb
t = 6n
1/2
βˆ ′3
 βˆ ′3
2

n−1/2zα − n−1 βˆ
′
3
6

− 1
1/3
+ 1
+ n−1/2βˆ ′1
= zα + n−1/2

βˆ ′1 +
βˆ ′3
6
(z2α − 1)

+ n
−1
108
βˆ ′ 23 zα(5z
2
α − 6)+ Op(n−3/2). (7.1b)
For t(1) and tB, the common asymptotic inversion was equal to zJ (see (6.3)).
Let the endpoints of the usual Wald and z(1) CIs be
L(α, t/z; n−1/2) = θˆ − n−1/2βˆ1/22 zα and (7.2)
L(α, z(1); n−1) ≡ L(1) = θˆ − n−1/2βˆ1/22 zα − n−1βˆ1/22 {βˆ ′1 + (βˆ ′3/6)(z2α − 1)},
respectively. Then, the endpoints of the remaining second-order accurate CIs are summarized:
L(α, t(1); n−1) = L(1) − n−3/2(1/108)βˆ1/22 βˆ ′3{36βˆ ′1 + βˆ ′3(6z2α − 6)}zα + Op(n−2), (7.3a)
L(α, tHa; n−1) = L(1) − n−3/2(1/108)βˆ1/22 βˆ ′3{36βˆ ′1 + βˆ ′3(5z2α − 6)}zα + Op(n−2),
L(α, tHb; n−1) = L(1) − n−3/2(1/108)βˆ1/22 βˆ ′ 23 (5z2α − 6)zα + Op(n−2),
(the results for tB and zJ are the same as that of t(1) except no residual for zJ),
L(α, zHa; n−1) = L(1) − n−3/2(1/108)βˆ1/22 βˆ ′ 23 z3α, (7.3b)
L(α, zHb; n−1) = L(1) − n−3/2(1/108)βˆ1/22 βˆ ′3(36βˆ ′1 + βˆ ′3z2α)zα + Op(n−2),
L(α, zB; n−1) = L(1) + Op(n−2).
From (7.3a) and (7.3b), it can be seen that when |βˆ ′1| is relatively small, the differences between the endpoints with bias
corrections after and before cubic transformations may be small. A sequence of the differences is
L(α, t(1)(tB or zJ); n−1)− L(α, tHa; n−1) = −n−3/2(1/108)βˆ1/22 βˆ ′ 23 z3α + Op(n−2),
L(α, tHa; n−1)− L(α, zHb; n−1) = −n−3/2(1/108)βˆ1/22 βˆ ′ 23 (4z2α − 6)zα + Op(n−2),
(7.4)
L(α, zHb; n−1)− L(α, z(1) (or zB); n−1) = −n−3/2(1/108)βˆ1/22 βˆ ′3(36βˆ ′1 + βˆ ′3z2α)za + Op(n−2).
Noting typical values of zα used in practice (e.g., z0.95 = 1.65) and typical cases with the same signs of βˆ ′1 and βˆ ′3, the main
terms on the right-hand sides of (7.4) tend to be negative, which yields the tendency of the inequalities:
L(α, t(1)(tB or zJ); n−1) < L(α, tH; n−1) < L(α, zH; n−1) < L(α, z(1) (or zB); n−1). (7.5)
For the upper endpoints, the directions of inequality signs should be reversed with the similar inequalities of the lengths of
the CIs when two-sided ones are used.
The problem of choice should be based on the goodness of approximation to the exact CIs or higher-order accurate ones.
Recall the third-order accurate z(2) (see (6.5)), then
L(α, z(2); n−3/2) = L(α, z(1); n−1)− n−3/2βˆ1/22

βˆ∗12
2
zα − βˆ
′ 2
3
108
(6z3α − 15zα)+ βˆ ′4

z3α
24
− zα
8

+ Op(n−2). (7.6)
In (7.6), the term −βˆ ′ 23 (6z3α − 15zα)/108 is typically negative while the corresponding ones in (7.3a) and (7.3b) are
usually positive. Note also that when βˆ ′4 > 0 and 0 < zα <
√
3, βˆ ′4(·) in (7.6) is negative. So, in these cases z(1) or zB may be
a good choice when βˆ∗12 is relatively small. On the other hand, when the value in {·} of (7.6) is large, tB may be a good choice
considering its advantage of monotonicity over t(1) and zJ (see (7.5)).
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8. Applications with numerical illustrations
In the previous sections, computations of cumulant estimators, required for constructing CIs, reduce to those of t . So, in
this section some applications of the formulas of β ′i (i = 1,12, 3, 4) (see Theorem 1) are presented.
(a)Mean
The problem of estimating a mean under nonnormality or arbitrary distributions is one of basic ones and has been well
investigated using asymptotic expansions by e.g., Hall [20, Theorem2], Abramovitch and Singh [1, Theorems 3 and 4], Fujioka
and Maesono [16, Example 1] and Yanagihara and Yuan [44]. In this section, β ′i (i = 1,12, 3, 4) of a studentized mean i.e.,
t = n1/2{X¯ − E(X1)}/u2, u2 =
n−
i=1
(Xi − X¯)/(n− 1), X¯ =
n−
i=1
Xi/n
with Xi (i = 1, . . . , n) being independent observations, are given as an application of Theorem 1. For earlier developments
of the statistic known as Student’s t , see the references given in the above articles and for current ones in the two-sample
case, see [43,42].
Define β¯i = βi/β i/22 (i = 1, . . . , 4) and β¯12 = β12/β2. Then, from (A.1) and (A.3) with β1 = 0, it follows that
β ′1 = −(1/2)β−3/22 n cov(X¯, u2) = −β¯3/2, (8.1a)
β ′3 = β¯3 − 3β−3/22 n cov(X¯, u2) = −2β¯3. (8.1b)
From (A.2) and (A.4) with n cov(X¯, u2) = β3 and n2κ3(X¯, X¯, u2) = β4 (see e.g., [33, Sections A.1 and A.2.2]), where κ3(·) is
the tri-variate third cumulant, and κ2(u2) = n−1(β4 + 2β22 )+ O(n−2), we have
β ′12 = −β¯4 +
β¯23
4
+ 1
4
(β¯4 + 2)+ 34 (β¯4 + 2)+
3
2
β¯23 =
7
4
β¯23 + 2, (8.1c)
β ′4 = β¯4 − 2(6β¯4 + 4β¯23 )+
3
2
{3(β¯4 + 2)+ 12β¯23 } × 2− (4β ′1β ′3 + 6β ′12 + 6β ′ 21 )
= −2β¯4 + 12β¯23 + 6, (8.1d)
where (8.1c) was given by Yanagihara and Yuan [44, Eq. (5)] with a different method while (8.1d) was not explicitly given
by them. However, by using (8.1a)–(8.1d), it can be shown that the Edgeworth expansion for t up to order O(n−1) is equal
to their result [44, Eq. (6)], which supports both their results and (8.1d).
Further, from (8.1a), let
βˆ ′1 ≡ −(1/2)S3/u3 ≡ −(1/2)
n−
i=1
(Xi − X¯)3/(nu3), βˆ ′3 ≡ −2S3/u3
then, using n cov(X¯, S3) = β4 + O(n−1) (see [33, Section A.5.1]),
n acov(X¯, βˆ ′1) = −
1
2
n acov(X¯, S3)β
−3/2
2 +
3
4
n acov(X¯, u2)β3β
−5/2
2
= β1/22

−1
2
β¯4 + 34 β¯
2
3

, (8.1e)
n acov(X¯, βˆ ′3) = β1/22 (−2β¯4 + 3β¯23 ). (8.1f)
Numerical illustrations of the CIs for population means using real data available in the literature are shown in Table 1. In
the table, four variables with positive and negative sample kurtoses are employed, where the first and second variables
are the width measures (centimeters) of the petal and sepal of iris flower species, setosa and versicolor, respectively
(n = 50; [13, Table I]). The third and fourth variables are the numbers of accidents for London bus drivers in one and
five years (n = 166; [39, p. 32]). Two lower-endpoints corresponding to z0.995 = 2.5758 and z0.975 = 1.9600 are illustrated.
For (t/z)Oa/b, the first and fourth variables use tOa/b while the remaining ones zOa/b. In Table 1, it is found that the
second- and third-order accurate CIs shift the endpoints by the Wald CIs in the same directions as the signs of the sample
standardized third cumulants ˆ¯β3 for non-studentized estimators. Actually, they reasonably correct the endpoints in the
opposite directions to the corresponding ones for studentized estimators (see (8.1a)). The endpoints given by t2nd, t3rd, z2nd
and z3rd seem to be similar in each group. Especially in each group for the third-order accurate CIs, the methods denoted by
FMO and YYO are slightly different from those by FMa/b and YYa/b.
(b) Functions of variances and covariances
An asymptotic expansion of the distribution of a monotonically transformed sample variance was given by Fujioka and
Maesono [16, Example 2]. The asymptotic cumulants β ′i (i = 1,12, 3, 4) for parameter estimators in general covariance
structures (see e.g., [32]) were given by Ogasawara [30,31] for those by asymptotically distribution-free theory and
Ogasawara [35] for those by normal theory but derived under nonnormality. Ogasawara’s results can be seen as special
cases of Theorem 1.
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Table 1
Endpoints of the confidence intervals for the population means in iris data (n = 50; [13, Table I]) and the numbers of accidents for London bus-drivers
(n = 166; [39, p. 32]).
Accuracy order Setosa petal width Versicolor sepal width Accidents in one year Accidents in five years
z0.995 z0.975 z0.995 z0.975 z0.995 z0.975 z0.995 z0.975
1 Wald 0.2076 0.2168 2.6557 2.6830 1.4711 1.5529 6.9438 7.1258
2 tHa 0.2124 0.2198 2.6502 2.6797 1.4940 1.5672 6.9674 7.1403
2 tHb 0.2127 0.2201 2.6503 2.6798 1.4946 1.5677 6.9677 7.1405
2 tB 0.2123 0.2198 2.6501 2.6797 1.4936 1.5670 6.9672 7.1402
3 tFMa 0.2123 0.2198 2.6492 2.6793 1.4935 1.5669 6.9685 7.1410
3 tFMb 0.2123 0.2198 2.6492 2.6793 1.4935 1.5669 6.9685 7.1410
3 tYYa 0.2123 0.2198 2.6492 2.6793 1.4935 1.5669 6.9685 7.1410
3 tYYb 0.2123 0.2197 2.6492 2.6793 1.4935 1.5669 6.9685 7.1410
3 tFMO 0.2123 0.2198 2.6490 2.6793 1.4936 1.5669 6.9684 7.1409
3 tYYO 0.2123 0.2198 2.6490 2.6793 1.4936 1.5669 6.9684 7.1409
3 (t/z)Oa t 0.2123 0.2198 z 2.6492 2.6793 z 1.4935 1.5669 t 6.9685 7.1410
3 (t/z)Ob t 0.2123 0.2197 z 2.6492 2.6793 z 1.4935 1.5669 t 6.9685 7.1410
2 z(1) 0.2135 0.2204 2.6506 2.6799 1.4966 1.5684 6.9686 7.1408
2 zJ 0.2118 0.2196 2.6502 2.6797 1.4931 1.5668 6.9671 7.1402
2 zHa 0.2133 0.2203 2.6505 2.6799 1.4961 1.5682 6.9684 7.1407
2 zHb 0.2129 0.2200 2.6504 2.6798 1.4954 1.5676 6.9681 7.1405
2 zB 0.2135 0.2204 2.6506 2.6799 1.4966 1.5684 6.9686 7.1408
3 z(2) 0.2142 0.2200 2.6524 2.6799 1.4982 1.5676 6.9659 7.1423
3 zFMa 0.2136 0.2199 2.6526 2.6799 1.4976 1.5675 6.9755 7.1422
3 zFMb 0.2137 0.2199 2.6526 2.6799 1.4976 1.5675 6.9755 7.1422
3 zYYa 0.2137 0.2199 2.6526 2.6799 1.4976 1.5675 6.9755 7.1422
3 zYYb 0.2137 0.2199 2.6526 2.6799 1.4976 1.5675 6.9755 7.1422
3 zFMO 0.2140 0.2199 2.6524 2.6799 1.4981 1.5676 6.9758 7.1423
3 zYYO 0.2141 0.2200 2.6524 2.6799 1.4982 1.5676 6.9759 7.1423
(X¯ and u2) (0.246 0.0111) (2.77 0.0985) (1.813 2.929) (7.705 14.49)
( ˆ¯β3 and ˆ¯β4) (1.180 1.259) (−0.3414−0.5493) (1.040 0.8447) (0.4538−0.7312)
Note. The letters t and z in the lines for (t/z)Oa/b indicate the use of t or z in the confidence intervals.
(c)Maximum likelihood estimators
For a maximum likelihood estimator, β2 can be estimated in various ways. Ogasawara [34] gave β ′i (i = 1,12, 3, 4),
where βˆ2 was given from an estimated information matrix, negative second log-likelihood derivatives, a product sum of
gradient vectors and the so-called sandwich estimator which is robust against model misspecification.
(d) Binomial proportion with simulations
The problem of estimation of a binomial proportion may be seen as a special case of (a) or (c). However, the problem is
dealt with in this subsection for its generality. Let pˆ and p be the sample and population binomial proportions, respectively
with qˆ = 1− pˆ and q = 1− p. Then, t is typically given by
t = n1/2(pˆ− p)/(pˆqˆ)1/2. (8.2)
It is known that the usual first-order accurate Wald CI given by (8.2) shows poor behavior even when the sample size is
not so small while Wilson’s [41] score CI with the same asymptotic accuracy is quite reasonable [18,40,3,2,7], where the
endpoint of the score interval is the solution p of
zα = n1/2(pˆ− p)/(pq)1/2, (8.3)
which is derived by solving a quadratic equation.
The endpoints L(α, z(1); n−1), L(α, z(2); n−3/2) and a higher-order one were given by Fisher [14, p. 63] ‘‘after inversion’’
[15, p. 221]. Actually, the asymptotic expansions beyond the usual normal approximation are local ones or those neglecting
the discreteness of the binomial distribution (for the total expansion see [12, Theorem 3]; [4, Theorem 23.1]; [8];
[38, Appendix A]). However, the smallness of the discrete part when integrated over its domain is known [8, Theorem
6]. Hall [19] also pointed the smallness of the discrete part in a different sense. Fisher’s [14] results were partially
rediscovered by Hall [19] as L(α, z(1); n−1) for p and Gart et al. [17, p. 186] as L(α, z(1); n−1) for log(p/q). Zhou
et al. [46,45] used Hall’s cubic transformation for estimation of the difference of binomial proportions and log odds,
respectively.
In this subsection, numerical illustration of estimating p is given using local asymptotic expansions with transformations
of t and zα given earlier. For pˆ, it is known that β1 = 0, β2 = pq, β3 = pq(1 − 2p), β12 = 0 and β4 = pq(1 − 6pq) (e.g.,
[39, Eq. (7.18)]). Then, from (A.1)–(A.5),
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β ′1 = −
(pq)−3/2
2
nvar(pˆ)
∂pq
∂p
= − (pq)
−1/2
2
(1− 2p), (8.4a)
β ′3 = (pq)−3/2β3 − 3(pq)−3/2nvar(pˆ)
∂pq
∂p
= −2(pq)−1/2(1− 2p), (8.4b)
β ′12 = −β3
∂pq
∂p
(pq)−2 + (pq)
−1
2

∂pq
∂p
2
+ 1+ 2+ 3
4

∂pq
∂p
2
(pq)−1 + 3
2

∂pq
∂p
2
(pq)−1
= 7
4
(1− 2p)2(pq)−1 + 3 ≥ 3, (8.4c)
β ′4 = (1− 6pq)(pq)−1 + 20(pq)2(1− 2p)

−∂pq
∂p
(pq)−3

+ 15(pq)3

3
2

−∂pq
∂p
(pq)−1
2
(pq)−2
− (−2)(pq)−3 + 3
2

∂pq
∂p
2
(pq)−4

− 4(pq)−1(1− 2p)2
− 6

7
4
(1− 2p)2(pq)−1 + 3

− 3
2
(pq)−1(1− 2p)2
= (pq)−1 + 9(1− 2p)2(pq)−1 + 6 ≥ 10, (8.4d)
n acov(pˆ, βˆ ′1) = n acov

pˆ,−1
2
(pˆqˆ)−1/2(1− 2pˆ)

= 1
4
(1− 2p)2(pq)−1/2 + (pq)1/2, (8.4e)
n acov(pˆ, βˆ ′3) = (1− 2p)2(pq)−1/2 + 4(pq)1/2. (8.4f)
From (2.5) with (8.4a)–(8.4f),
L(α, z(2); n−3/2) = pˆ− n−1/2(pˆqˆ)1/2zα + n−1 1− 2pˆ6 (2z
2
α + 1)
+ n−3/2

(1− 2pˆ)2
(pˆqˆ)1/2

z3α
72
− 2
9
zα

+ (pˆqˆ)1/2 5
12
(z3α − zα)− (pˆqˆ)−1/2

z3α
24
− zα
8

, (8.5)
which is found to be algebraically equal to Fisher’s [14] result mentioned earlier and partially justifies (8.4a)–(8.4f).
Numerical illustration is given when p = 0.1 and 0.3 with n = 25, 100 and 400. For tFMO, tYYO, zFMO and zYYO, w = 0.5
and k1 = k2 = 1 are used (see (5.5a), (5.5b), (6.10a) and (6.10b)). Since the denominator of t in (8.2) can be zerowith positive
probability, finite moments of t do not exist. So, when pˆqˆ = 0, pˆ = 0.5/n or pˆ = 1− (0.5/n) is used. Using this adjustment,
Table 2 shows the exact and asymptotic values of n1/2κ1(·), n1/2κ3(·) and nκ4(·) of t and its transformations. Although large
exact values occur especially for third-order accurate transformations, the tendency of the exact values approaching the
corresponding asymptotic ones is partially observed. The relatively stable results of tFMO and tYYO over tFM and tYY are seen.
As expected, the similarity of t(1) and tB, and that of tHa and tHb are found.
Table 3 gives the results of the exact standard error (SE) and the corresponding higher-order asymptotic one (HASE;
e.g., (1+n−1β ′12)1/2 for t , and 1 for the third-order accurate ones). Except for some large values, many of the SEs are similar
to their corresponding HASEs.
Table 4 lists the root mean square errors of the asymptotic cumulative distribution functions at 99 points corresponding
to probabilities from 0.01 to 0.99 by steps of 0.01. When p = 0.3 and n = 400, the values of the third-order accurate
transformations are slightly smaller than those of the second-order ones. However, in other cases, over correction is
observed.
Table 5 shows the exact proportions of the population values below the endpoints of the CIs when p = 0.3. In the cases
of the switchingmethods of (t/z)Oa and (t/z)Ob, all the cases used tO rather than zO. The asterisks indicate themost accurate
ones among the CIs for all the 7 confidence levels from 0.0050 to 0.9950. The advantages of tFMb, tYYb and tOb are observed
in Table 5. The score CI shows better results for upper endpoints than the Wald one while the opposite results are seen for
lower ones.
Though the Wald and score CIs are comparable in the above case, the reasonable behavior of the score CIs is generally
observed and is explained by a shrinkage estimator [41, p. 211]; [3, p. 124] or by the use of the population variance in the
denominator of (8.3) rather than the sample counterpart used in (8.2) [17, p. 185]. On the other hand, the reasonable property
can also be explained by asymptotic expansion as follows. From the second-order accurate Cornish–Fisher expansion of the
standardized proportion i.e., n1/2(pˆ− p)/(pq)1/2, the endpoint of the CI is
pˆ− n−1/2β1/22 zα − n−1

β1 + β36β2 (z
2
a − 1)

, (8.6)
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Table 2
Accurate and asymptotic cumulants of transformations of studentized binomial proportions.
Accuracy
order
n1/2κ1 n1/2κ3 nκ4
Acc. (n) Acc. (n) Acc. (n)
(25) (100) (400) Asy. (25) (100) (400) Asy. (25) (100) (400) Asy.
p = 0.1 1 t −1.4 −1.5 −1.4 −1.3 −4.2 −12.5 −6.2 −5.3 −11 457 106 81
2 t(1) 1.4 0.5 0.1 0 1.0 e3 0.7 0 −5 e5 −48 −39
2 tHa 0.7 0.2 0.0 0 1.5 −e3 0.5 0 −2 e6 −35 −33
2 tHb 0.2 0.1 0.0 0 1.2 −e3 0.3 0 −12 e6 −35 −33
2 tB 0.7 0.3 0.1 0 1.5 0.2 0.7 0 −2 140 −46 −39
3 t(2) 1.6 41.4 0.0 0 1.6 e12 e11 0 e7 e19 e21 0
3 t(2A) −2.4 −1.2 −0.0 0 −e3 −e6 −0.6 0 e4 e10 e4 0
3 tFMa 0.7 −e6 −e3 0 e21 −e24 −e41 0 e37 e34 e61 0
3 tFMb 0.1 −e5 −96 0 e21 −e22 −e40 0 e36 e32 e61 0
3 tYYa 0.7 −e6 −88 0 e21 −e23 −e40 0 e36 e33 e61 0
3 tYYb 0.4 −e5 −72 0 e20 −e22 −e40 0 e36 e31 e60 0
3 tFMO −7.1 −12.9 −0.0 0 −e4 −e10 −e6 0 e6 e16 e15 0
3 tYYO −6.0 −10.0 −0.0 0 −e4 −e10 −e6 0 e5 e15 e15 0
p = 0.3 1 t −0.5 −0.5 −0.4 −0.4 −5.5 −2.1 −1.8 −1.7 111 24 19 18
2 t(1) 0.3 0.0 0.0 0 34.6 0.3 0.1 0 e4 −12 −10 −10
2 tHa 0.1 0.0 0.0 0 −24.9 0.3 0.1 0 e4 4 −9 −9
2 tHb 0.0 0.0 0.0 0 −11.8 0.2 0.0 0 e4 1 −9 −9
2 tB 0.1 0.0 0.0 0 0.2 0.3 0.1 0 23 −12 −10 −10
3 t(2) 12.5 0.0 0.0 0 e10 e11 0.0 0 e16 e20 −0 0
3 t(2A) −0.8 −0.0 −0.0 0 −e5 −0.4 −0.0 0 e8 e5 1 0
3 tFMa −e4 −e3 0.0 0 e28 −e37 −e19 0 e41 e55 e47 0
3 tFMb −e3 −e3 0.0 0 e27 −e37 −e19 0 e41 e55 e47 0
3 tYYa −e4 −e3 0.0 0 e27 −e37 −e19 0 e41 e55 e46 0
3 tYYb −e3 −e3 0.0 0 e27 −e36 −e19 0 e40 e54 e46 0
3 tFMO −7.0 −0.0 −0.0 0 −e9 −e7 −0.0 0 e13 e15 1 0
3 tYYO −5.4 −0.0 −0.0 0 −e9 −e6 −0.0 0 e13 e14 1 0
Note. κi: the i-th cumulant, Acc.: accurate cumulants, Asy.: asymptotic cumulants, 10x−1 ≤ ex < 10x .
Table 3
Accurate standard errors (SEs) and higher-order asymptotic ones (HASEs) of transformations of studentized binomial proportions.
Accuracy order n = 25 100 400
SE HASE SE HASE SE HASE
p = 0.1 1 t 1.153 1.272 1.111 1.074 1.021 1.019
2 t(1) 0.743 0.770 1.031 0.948 0.985 0.987
2 tHa 0.760 0.810 1.093 0.956 0.988 0.989
2 tHb 0.906 0.920 1.076 0.981 0.994 0.995
2 tB 0.746 0.770 0.933 0.948 0.985 0.987
3 t(2) 0.838 1 e3 1 1.267 1
3 t(2A) 2.216 1 5.120 1 1.003 1
3 tFMa e3 1 e7 1 e10 1
3 tFMb e3 1 e7 1 e10 1
3 tYYa e3 1 e7 1 e10 1
3 tYYb e3 1 e7 1 e10 1
3 tFMO 5.394 1 e3 1 1.004 1
3 tYYO 4.625 1 e3 1 1.004 1
p = 0.3 1 t 1.129 1.083 1.023 1.021 1.006 1.005
2 t(1) 1.029 0.947 0.984 0.987 0.997 0.997
2 tHa 1.003 0.951 0.986 0.988 0.997 0.997
2 tHb 0.996 0.961 0.989 0.990 0.998 0.998
2 tB 0.926 0.947 0.984 0.987 0.997 0.997
3 t(2) e3 1 3.418 1 1.000 1
3 t(2A) 4.450 1 1.003 1 1.000 1
3 tFMa e7 1 e10 1 1.000 1
3 tFMb e7 1 e10 1 1.000 1
3 tYYa e7 1 e10 1 1.000 1
3 tYYb e7 1 e10 1 1.000 1
3 tFMO 82.160 1 1.018 1 1.000 1
3 tYYO 62.736 1 1.012 1 1.000 1
Note. 10x−1 ≤ ex < 10x .
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Table 4
105 times the root mean square errors of the approximate cumulative distribution functions for transformations of studentized binomial proportions.
Accuracy order p = 0.1 p = 0.3
n = 25 100 400 25 100 400
1 t 8353 3994 1951 4255 2121 1061.6
2 t(1) 11193 3170 1471 4027 1921 956.2
2 tHa 8381 2982 1469 3870 1921 956.2
2 tHb 6470 2966 1472 3835 1920 955.9
2 tB 8911 3089 1471 3900 1921 956.2
3 t(2) 10885 3067 1466 3915 1920 955.9
3 t(2A) 6893 2974 1468 3850 1920 955.9
3 tFMa 7663 2947 1466 3826 1920 955.9
3 tFMb 6105 2944 1466 3826 1920 955.9
3 tYYa 7705 2947 1466 3826 1920 955.9
3 tYYb 6626 2945 1466 3829 1920 955.9
3 tFMO 7382 2974 1468 3850 1920 955.9
3 tYYO 7382 2974 1468 3850 1920 955.9
3 (t/z)Oa 7705 2947 1466 3826 1920 955.9
3 (t/z)Ob 6516 2948 1466 3826 1920 955.9
2 z(1) 6105 2944 1468 3820 1920 955.9
2 zJ 6430 2952 1469 3834 1921 956.2
2 zHa 6074 2943 1468 3814 1920 955.9
2 zHb 7042 2944 1469 3815 1919 956.2
2 zB 6070 2944 1468 3821 1920 955.9
3 z(2) 7431 3136 1472 3883 1935 955.9
3 zFMa 7136 3129 1472 3897 1935 955.9
3 zFMb 9994 3138 1472 3917 1935 955.9
3 zYYa 7474 3139 1472 3894 1935 955.9
3 zYYb 7251 3143 1472 3898 1935 955.9
3 zFMO 7775 3136 1472 3884 1935 955.9
3 zYYO 7146 3136 1472 3882 1935 955.9
where βi (i = 1, 2, 3) are functions of p, and are expanded about pˆ as
pˆ− n−1/2βˆ1/22 zα + n−1

1
2
∂βˆ2
∂ pˆ
z2a − βˆ1 −
βˆ3
6βˆ2
(z2a − 1)

+ Op(n−3/2), (8.7)
which is equal to (8.5) up to orderOp(n−1). Since the solution p of the score CI satisfies zα = n1/2(pˆ−p)/(pq)1/2, by expanding
(pq)1/2 about p = pˆ, the solution becomes
pˆ− n−1/2βˆ1/22 zα +
n−1
2
∂βˆ2
∂ pˆ
z2a + Op(n−3/2). (8.8)
Comparing (8.7) and (8.8), it is found that the score CI shares part of the term of order Op(n−1) in (8.7), which partially
explains a reasonable property of the score CI.
A similar but different problem is to have asymptotic expansions of the distributions of sample quantiles with some
variations of the estimators (see e.g., [24]) under unknown continuous distributions. Though the results corresponding
to the binomial case given above are not available in complete forms, the Edgeworth expansions are available for typical
estimators [36,37], [10, Chapters 7 and 13], which makes future works promising. When a parametric model is known and
order statistics are not used, it is relatively easy to have such expansions. For instance, under normality, an estimator of the
population p-th quantile is given by µˆ+ zpσˆ , which is a smooth function of the MLEs addressed in subsection (c).
Appendix
A.1. The asymptotic cumulants of t
Define as vec() = γ(2) (see (2.7)), where vec(·) is a vectorizing operator stacking the columns of amatrix sequentially.
Then, is the asymptotic covariancematrix of u. From (2.8), the asymptotic cumulants of t (β ′i , i = 1, 2,12, 3, 4) are given
as follows:
κ1(t) = n
−1/2
2
γ′(2)

∂2θ
(∂τ)⟨2⟩
β
−1/2
2 −
∂θ
∂τ
⊗ ∂β2
∂τ
β
−3/2
2

+ O(n−3/2)
= n−1/2

β1β
−1/2
2 −
1
2
γ′(2)

∂θ
∂τ
⊗ ∂β2
∂τ

β
−3/2
2

+ O(n−3/2) ≡ n−1/2β ′1 + O(n−3/2), (A.1)
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κ4(t) = E(t4)− 4E(t3)E(t)+ 6E(t2)E(t)2 − 3(1+ n−1β ′12)2 + O(n−2)
= E(t4)− 3− 4n−1(β ′3 + 3β ′1)β ′1 + 6n−1β ′ 21 − 6n−1β ′12 + O(n−2)
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∂τ
β−12
⟨2⟩
β−22 ⊗

∂θ
∂τ
⟨2⟩
+

2
3
∂3θ
(∂τ)⟨3⟩
β−22 −
∂2θ
(∂τ)⟨2⟩
⊗ ∂β2
∂τ
β−32 −
∂θ
∂τ
⊗ ∂
2β2
(∂τ)⟨2⟩
β−32
+ 3
2
∂θ
∂τ
⊗

∂β2
∂τ
⟨2⟩
β−42

⊗

∂θ
∂τ
⟨3⟩
− (4β ′1β ′3 + 6β ′12 + 6β ′ 21 )

+ O(n−2)
≡ n−1β ′4 + O(n−2), (A.4)
where
∑k denotes a sum of k similar terms considering permutations and combinations and E(t3) = n−1/2(β ′3 + 3β ′1) +
O(n−3/2) is used. The quantity nacov{θˆ , βˆ ′1 + (βˆ ′3/6)(z2α − 1)} in (2.5) is given by
nacov(θˆ , βˆ ′1) =
p∗∗−
i=1
p∗∗−
j=1
∂θˆ
∂si
(ˆ)ij
∂
∂sj

γˆ
′
(2)
2

∂2θˆ
(∂s)⟨2⟩
βˆ
−1/2
2 −
∂θˆ
∂s
⊗ ∂βˆ2
∂s
βˆ
−3/2
2

,
nacov(θˆ , βˆ ′3) =
p∗∗−
i=1
p∗∗−
j=1
∂θˆ
∂si
(ˆ)ij
∂
∂sj
γˆ′(3)

∂θˆ
∂s
⟨3⟩
+ 3 ∂θˆ
∂s′
ˆ
∂2θˆ
∂s∂s′
ˆ
∂θˆ
∂s
− 3∂θˆ
∂s
′
ˆ
∂βˆ2
∂s
 βˆ−3/22
 ,
(A.5)
where si is the i-th element of s and (·) ij indicates the (i, j)th element of a matrix.
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Table 5
Proportions when a population binomial probability is below the endpoints of one-sided confidence intervals (p = 0.3, n = 25).
Accuracy order 104 times nominal values Rating
50 250 1000 5000 9000 9750 9950
n = 25
1 Wald 60 175 978 4822 9095 9668 9668
1 Score 60 442 978 4822 9095 9668 9984
2 tHa 18 175 978 4822 9095 9984 9999
2 tHb 18 175 978 4822 9095 9984 9999
2 tB 18 175 978 4822 9095 9984 9984
3 tFMa 60 175 978 4822 9095 9984 9984
3 tFMb 60 175 978 4822 9095 9668 9984 *
3 tYYa 60 175 978 4822 9095 9684 9984
3 tYYb 60 175 978 4822 9095 9968 9984 *
3 tFMO 60 175 978 4822 9095 9668 9968
3 tYYO 60 175 978 4822 9095 9668 9968
3 (t/z)Oa 60 175 978 4822 9095 9984 9984
3 (t/z)Ob 60 175 978 4822 9095 9668 9984 *
2 z(1) 18 175 978 4822 9095 9668 9910
2 zJ 18 175 978 4822 9095 9910 10000
2 zHa 18 175 978 4822 9095 9668 9984
2 zHb 18 175 978 4822 9095 9910 9986
2 zB 18 175 978 4822 9095 9668 9910
3 z(2) 60 175 978 4822 9095 9668 9984 *
3 zFMa 60 175 978 4822 9097 10000 10000
3 zFMb 60 175 978 4822 9111 10000 10000
3 zYYa 60 175 978 4822 9095 10000 10000
3 zYYb 60 175 978 4822 9097 10000 10000
3 zFMO 18 175 978 4822 9095 9912 10000
3 zYYO 60 175 978 4822 9095 9668 10000
n = 100
1 Wald 40 210 799 4509 8864 9712 9911
1 Score 72 340 1161 4509 8864 9712 9955
2 tHa 40 210 1161 5377 8864 9712 9955 *
2 tHb 40 210 1161 5377 8864 9712 9955 *
2 tB 40 210 1161 5377 8864 9835 9978
2/3 Others 40 210 1161 5377 8864 9712 9955 *
n = 400
1 Wald 42 228 872 4754 8960 9732 9937
1 Score 57 293 1055 4754 8960 9732 9955
2 t2nd, z2nd 42 228 1055 5189 8960 9732 9955
3 t3rd, z3rd 57 228 1055 5189 8960 9732 9955 *
Note. The subscripts ‘‘2nd’’ and ‘‘3rd’’ indicate that the associated confidence intervals are second- and third-order accurate, respectively. The asterisks
indicate the most accurate confidence intervals.
A.2. The asymptotic cumulants of t(1)
From (3.1), it follows that
κ1(t(1)) = O(n−3/2) (β(1)1 = 0), (A.6)
κ2(t(1)) = 1+ n−1[β ′12 − 2β−1/22 n acov{θˆ , βˆ ′1 − (βˆ ′3/6)} − 2× 3β−1/22 n acov(θˆ , βˆ ′3/6)
− (β ′3/3)n1/2{E(t3)− E(t)E(t2)} + (β ′ 23 /36)avar(t2)] + O(n−2)
= 1+ n−1{β ′12 − 2β−1/22 n acov(θˆ , βˆ ′1 + (βˆ ′3/3))− (β ′3/18)(5β ′3 + 12β ′1)} + O(n−2)
≡ 1+ n−1β(1)12 + O(n−2), (A.7)
where cov[t, {βˆ ′3 − E(βˆ ′3)}t2] = n−1/23β−1/22 n acov(θˆ , βˆ ′3)+ O(n−3/2) is used,
κ3(t(1)) = E[{t − E(t)− n−1/2{βˆ ′1 − E(βˆ ′1)− (1/6)(βˆ ′3 − E(βˆ ′3))+ (1/6)(βˆ ′3t2 − E(βˆ ′3t2))}}3]
= n−1/2[β ′3 − (β ′3/2)E{t2(t2 − 1)}] + O(n−3/2) = O(n−3/2) (β(1)3 = 0), (A.8)
κ4(t(1)) = E[{t − E(t)− n−1/2{βˆ ′1 − E(βˆ ′1)− (1/6)(βˆ ′3 − E(βˆ ′3))
+ (1/6)(βˆ ′3t2 − E(βˆ ′3t2))}}4] − 3(1+ n−1β(1)12)2 + O(n−2)
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= n−1

β ′4 −

4
1

× 3β−1/22 n acov{θˆ , βˆ ′1 − (βˆ ′3/6)} − 6(β(1)12 − β ′12)

− n−1/2

4
1

E
[
{t − E(t)}3 1
6
{βˆ ′3t2 − E(βˆ ′3t2)}
]
+ n−1

4
2

E
[
{t − E(t)}2 1
36
{βˆ ′3t2 − E(βˆ ′3t2)}2
]
+ O(n−2).
The second term on the right-hand side of the last equation is
−n−1/2 2
3
E

{t − E(t)}3[βˆ ′3{(t − E(t))2 + 2(t − E(t))E(t)+ E(t)2} − β ′3]

+ O(n−2)
= −n−1 2
3

5
2

β ′ 23 + 15β−1/22 n acov(θˆ , βˆ ′3)+ 6β ′3β ′1 − β ′ 23

+ O(n−2)
= −n−1{β ′3(6β ′3 + 4β ′1)+ 10β−1/22 n acov(θˆ , βˆ ′3)} + O(n−2).
The third term on the same side of the equation becomes
n−1(1/6)E{t2β ′ 23 (t4 − 2t2 + 1)} + O(n−2) = n−1(5/3)β ′ 23 + O(n−2).
Using the above results and (A.7), it follows that
κ4(t(1)) = n−1

β ′4 − 12β−1/22 n acov{θˆ , βˆ ′1 − (βˆ ′3/6)} + 6{2β−1/22 n acov(θˆ , βˆ ′1 + (βˆ ′3/3))
+ (β ′3/18)(5β ′3 + 12β ′1)} − β ′3(6β ′3 + 4β ′1)− 10β−1/22 n acov(θˆ , βˆ ′3)+ (5/3)β ′ 23

+ O(n−2)
= n−1{β ′4 − 4β−1/22 n acov(θˆ , βˆ ′3)− (8/3)β ′ 23 } + O(n−2) ≡ n−1β(1)4 + O(n−2). (A.9)
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