Generalised varying-coefficient models (GVC) are very important models. There are a considerable number of literature addressing these models. However, most of the existing literature are devoted to the estimation procedure. In this paper, we systematically investigate the statistical inference for GVC, which includes confidence band as well as hypothesis test. We establish the asymptotic distribution of the maximum discrepancy between the estimated functional coefficient and the true functional coefficient. We compare different approaches for the construction of confidence band and hypothesis test. Finally, the proposed statistical inference methods are used to analyse the data from China about contraceptive use there, which leads to some interesting findings.
Introduction

Preamble
Statistical analysis is always based on some model assumptions. The simplest models are linear models. However, the linearity assumption may not hold in reality. It would suffer from bias if the linear models are used when the linearity assumption does not hold. There are many other parametric models proposed to make the modelling more flexible, however, each have their own limitations. The fully nonparametric modelling makes few model assumptions, but may suffer from variance as it may fail to make use of some prior information available. When the dimension of the covariate is larger, the fully nonparametric modelling would be impracticable due to ''curse of dimensionality''. A possible way out is to relax the assumptions imposed on the parametric models and make them more flexible, which leads to semiparametric modelling. The commonly used semiparametric models include the additive models [1] [2] [3] [4] [5] , low-dimensional interaction model [6, 7] , multiple-index models [8, 9] , partially linear models [10, 11] , and their hybrids [12, 3] .
An important alternative to the additive and other models is the varying-coefficient models [13] [14] [15] [16] [17] [18] , in which the coefficients of the linear models are replaced by smooth nonparametric functions and hence the regression coefficients are allowed to vary as functions of other factors. The varying-coefficient models are particularly useful in exploring dynamic pattern in many scientific areas.
A motivating example
This paper is stimulated by the data set from China about the contraceptive use there during January 1980 to July 1988. The women were then encouraged to use contraceptive to postpone giving birth. The women's attitude towards contraceptive use in China is varying across different age groups, levels of education, occupations, ethnic groups. Also, whether a woman previously used the contraceptive may affect her failure rate of contraceptive. It is noticeable that the women with previous failure of contraceptive tend to more likely to fail in their contraceptive. Back more than twenty years ago, there were many campaigns organised by the government to advocate late marriage and late birth in China. Some women were self-motivated to use contraceptive, but some were just for response to the campaigns.
There are many factors contributing to the failure rate of contraceptive in China. To explore how the factors affect the failure rate, traditionally the logistic regression models are employed. If we denote the vector of all factors concerned by X, the failure rate of contraceptive by π (X), this leads to the following standard logistic regression models log π (X) 1 − π (X) = X T a, each component of a can be interpreted as the impact of the corresponding factor on the failure rate of contraceptive. The standard logistic regression models imply a hidden assumption the impacts of all factors concerned are constant. This is apparently implausible for the case in China because China has seen dramatic change since 1979. Some impacts must be varying with time, and the dynamic patterns of the impacts are of both interest and importance as they may reveal how the society is changing with time. A sensible way is to take the time effect into account when analysing the data set. To incorporate the time effect into the modelling, we let the coefficient a change with time U, which leads to log π (X, U) 1 − π (X, U) = X T a(U), (1.1) π(X, U) is the failure rate of contraceptive. Each component of a(U) can be interpreted as the dynamic pattern of the impact of the corresponding factor on the failure rate of contraceptive. Models (1.1) is a special case of generalised varyingcoefficient models (GVC).
In the study of the data set, some very important questions arise: for a specific factor, does this factor really affect the failure rate of contraceptive? If so, is the impact of this factor varying with time significantly, and to what extent it is varying with time? These questions are very important and interesting. To answer these questions is statistically equivalent to doing hypothesis test and constructing confidence band for the coefficient corresponding to the factor.
There are some existing literature addressing GVC, but very few touching the aspect of confidence band which is a very important part of nonparametric inference. In this paper, we will systematically address the confidence band issue and hypothesis test for GVC. We will investigate different approaches to construct the confidence band and hypothesis test.
To describe the models in a more generic term, we suppose U is a covariate of scalar, X = (X 1 , . . . , X p ) is a p-dimensional covariate, Y is response variable. We do not confine our discussion in the exponential family, rather we assume the log conditional density function of Y given (U, X) is 
{X
T a(U)}, Y ], (1.2) where a(U) = (a 1 (U), . . . , a p (U)) T is unknown to be estimated, g(·) is a known link function, (·, ·) is known as well. If Y is a discrete random variable, we define its density function as its probability function. (1.2) is the model we are going to address in this paper. The paper is organised as follows. We begin in Section 2 with a description of estimation procedures. In Section 3 we establish the asymptotic properties of the estimators, which include the asymptotic distribution of the maximum discrepancy between the estimated functional coefficient and the true functional coefficient. We discuss different approaches to construct confidence band and hypothesis test in Section 4. Section 5 is devoted to the simulation study to compare different approaches for confidence band or hypothesis test. Finally, in Section 6, we apply the proposed methods to analyse the data set which stimulates this paper, and explore how the impacts of the factors mentioned before on the failure rate of contraceptive change with time.
Estimation procedure
For any function/functional vector g(u), we use g (k) (u) to denote its kth derivative. For any k,
We use I p to denote a size p identity matrix, 0 p a size p matrix with each entry being 0, e i,j a vector of length j with the ith component being 1 others being 0, ⊗ the Kronecker product, and f (·) the density function of U.
Let m(u, x) be the mean regression function of the response variables Y given the covariates U = u and X = x, then the generalised varying-coefficient model has the form
Note that q k (s, y) is linear in y for fixed s, and
Local maximum likelihood estimation
For any given u, by the Taylor expansion, we have
when U i is in a small neighbourhood of u. This leads to the local log-likelihood function
where
is the kernel function, usually taken to be the Epanechnikov kernel K (t) = 0.75(1 − t 2 ) + due to its minmax property, see [19] . h is the bandwidth.
The local maximum likelihood estimatorâ(u) of a(u) is taken to beâ. The estimatorâ(u) is asymptotically normal and efficient, see [20] . Although the estimatorâ(u) enjoys many good properties, the implementation of the estimation can be difficult as the computation involved in the maximisation of the local log-likelihood function can be very expensive. To ease the computation burden, Cai et al. [20] proposed an one-step algorithm to compute the estimator. The one-step algorithm dramatically reduces the computation involved in the maximisation, and makes the local maximum likelihood estimation more practicable.
Estimation for bias
Throughout this paper, expectation, variance or covariance means the conditional expectation, variance or covariance given D.
In this section, we are going to propose an ad hoc estimation procedure for the bias of the estimatorâ(u). The proposed estimation is based on the asymptotic bias ofâ(u). Cai et al. [20] have proved the asymptotic bias ofâ(u) is 2
). Based on this result, we propose the following estimator of the bias ofâ(u)
The estimatorâ (2) (u) of a (2) (u) can be obtained by local cubic maximum likelihood estimation with an appropriate pilot bandwidth (h * = O(n −1/9 )). The pilot bandwidth h * can be chosen by the residual squares criterion (RSC) proposed by Fan and Gijbels [19] . More sophistic estimation for the bias could be developed based on the pre-asymptotic substitution idea of Fan and Gijbels [19] . However, in general, it is practically difficult to accurately estimate the bias ofâ(u) due to poor estimation of higher order derivative of a(u). The estimation of bias is only of theoretical importance. In the construction of confidence band, an alternative approach to deal with the bias is to use a slightly smaller bandwidth to make the bias ignorable.
Estimation for variance
The estimation of variance is inevitable when constructing confidence band or hypothesis test. We will appeal the sandwich method to estimate the covariance matrix ofâ(u). Heuristically, letting a and b be a(u) and ha (1) (u) respectively in the local log-likelihood function L(a, b) in (2.3), and applying the Taylor expansion to L(a, b), we have
whereL(a, b) andL(a, b) are respectively the first and second derivative of L(a, b) with respect to (a T , b T ). This leads to
By simple calculation, it is easy to seë
A reasonable estimator of E{L(a, b)|D} isL(â,b), and a reasonable estimator of E{Λ(a, b)|D} is Λ(â,b). So we have the estimator of covariance matrix ofâ(u)
(2.5) (2.5) is the sandwich estimator of the covariance matrix ofâ(u).
Estimation for constant coefficient
When testing whether a specific coefficient in model (1.2) is a constant or not, we need to estimate this coefficient when it is a constant. It would not be sensible to treat this constant as a special case of function and apply the estimation described in Section 2.1 to estimate it, because that would lose the information that the coefficient is a constant, which would eventually pay a price on the variance of the resulting estimator.
Suppose a j (·) is a constant C j . Our estimation procedure for C j is quite simple. It consists of two steps. In the first step, we treat C j as a function and apply the estimation stated in Section 2.1 to estimate C j (U i ), i = 1, . . . , n. The resulting estimators are denoted byC j (U i ), i = 1, . . . , n. In the second step, we averageC j (U i ) over i = 1, . . . , n. The final estimatorĈ j of C j is taken to be this averagê
In the first step, we treat C j as a function to estimate, the resulting estimator may have larger variance, however the variance will be reduced by the average in the second step. The final estimator will not suffer on variance side. The idea behind this two-steps estimation is that we use a smaller bandwidth in the first step to control the bias, and the average in the second step to reduce variance. This two-steps estimation for constant coefficient is quite simple but works very well.
We will show the estimator obtained by this two-steps estimation is asymptotic normal with convergence rate of O P (n −1/2 ) when the bandwidth is in a reasonable range, and this estimator is not very sensitive to the bandwidth, it works very well as long as the bandwidth is not too small, nor too large.
When a j (·) is a constant C j , the estimation for the functional coefficients a i (·), i = j, in model (1.2) is as follows: We first replace the C j in model (1.2) by its estimatorĈ j , then apply the estimation in Section 2.1 to estimate the functional
Because the estimatorĈ j is of convergence rate O P (n −1/2 ), the substitution ofĈ j for C j in model (1.2) will have little impact on the estimation of a i (·), i = j, which implies the estimatorã i (·) will be as good as the estimator of a i (·) obtained under the condition that C j is known.
The two-steps estimation idea also appeared in [21, 22] , though the models there are slightly simpler.
Bandwidth selection
Bandwidth selection is always an issue in kernel smoothing based nonparametric statistics. The larger bandwidth may gain on variance side but lose on bias side, smaller bandwidth may gain on bias side but lose on variance. An appropriate bandwidth is imperative for a good estimator. There are many criteria for bandwidth selection, see [19] . In this paper, the bandwidth is selected by the following cross validation criterion.
, and estimate a(U i ) based on the rest observations by the estimation described in Section 2.1 with bandwidth h. The resulting estimator is denoted byâ \i (U i ). The log conditional density function of Y at Y i given U = U i and X = X i can be estimated by
which naturally leads to the cross validation sum
The selected bandwidth is the one maximising CV(h).
Asymptotic properties
In this section, we state our main asymptotic results, and leave the proofs in Appendix. Without loss of generality, we only consider the estimator of the last component a p (·) of a(·).
We first present the asymptotic property of the two-steps estimation for the constant coefficient.
where σ
Theorem 1 shows the estimatorĈ p is asymptotic normal with convergence rate of O P (n −1/2 ) when the bandwidth is in a reasonable wider range.
Let Ψ q be a q × q matrix with the (i, j)th element µ i+j−2 ,Ψ q be the Ψ q with µ i being replaced by ν i . We also define
Let bias(â j (u)|D) be the jth component of bias(â(u)|D), var(â j (u)|D) be the jth element on the diagonal of cov(â(u)|D). We have the following theorem which gives the asymptotic distribution of the maximum discrepancy between the estimated functional coefficient and the true functional coefficient.
Theorem 2. Under the assumptions (C1)-(C6) in the Appendix and h
and P (−2 log h) 
Theorem 3 can be directly used to test the hypothesis that a p (·) is a constant.
Confidence band and hypothesis test
In this section, we will investigate a few approaches to construct confidence band and hypothesis test. We will address confidence band first, then hypothesis test. Without loss of generality, we will focus our discussion on the last component
Confidence band
The construction of confidence band is based on the distribution of the maximum discrepancy between the estimated functional coefficient and the true functional coefficient. It is hard to find the exact distribution of the maximum discrepancy, however, it can be estimated by either its asymptotic form or bootstrap. We will discuss these two approaches respectively.
Without loss of generality, we will focus on the construction of the confidence band on the interval [0, 1].
Asymptotic distribution based approach
The construction of confidence band based on the asymptotic distribution is quite straightforward. The Theorem 2 in Section 3 gives the following 1 − α confidence band of a p (·) on the interval [0, 1]:
where bias(â p (u)|D) is the pth component of bias â(u)|D in (2.4), and
with var(â p (u)|D) being the pth element on the diagonal of cov(â(u)|D) in (2.5).
The interpretation of this confidence band is that the probability of the true curve a p (u) sandwiched between the curveŝ
The advantage of the asymptotic distribution based approach is it is easy to implement and the computation involved is very cheap. However, when sample size is moderate, the coverage probability of the resulting confidence band may not be as good as expected.
Bootstrap based approach
The bootstrap is a very useful tool for statistical inference. We are now going to describe how to use it to construct confidence band for a p (·). Let
Suppose the upper α quantile of T is c α . If both c α and var(â p (u)|D) were known, the confidence band of a p (·) on the interval
However c α and var(â p (u)|D) unknown. We will estimate them by bootstrap later. Suppose we have the estimatorsĉ α and
α .
We are now turning to demonstrate how to estimate c α and var(â p (u)|D) by bootstrap. The whole estimation procedure consists of the following five steps.
(1) Estimate a(·) by the estimation method in Section 2.1. Denote the resulting estimator byâ(·).
(2) For each i, i = 1, . . . , n, generate a bootstrap sample member Y * i based on the log conditional density function 
Denote the resulting estimator byâ * (·) and term it a bootstrap sample member ofâ(·). 
is taken to be the sample covariance ofâ * i (·), i = 1, . . . , m, and the pth element on the diagonal of cov
The coverage probability of the confidence band constructed by the bootstrap approach would be better than that generated by the asymptotic distribution based approach when the sample size is moderate. However, the computation involved in the bootstrap approach is much more expensive than that involved in the asymptotic distribution based approach.
Hypothesis test
The hypothesis test is another important part of statistical inference. The hypothesis
is also of practical interest. The null hypothesis means the impact of X p is not varying with time, and the alternative hypothesis means the impact is varying with time. We will in this section discuss three approaches to construct the hypothesis test for the hypothesis (4.2). Without loss of generality, we assume the support set of
Asymptotic distribution based approach
Under the null hypothesis of (4.2), a p (·) is a constant C p . Applying the estimation for constant coefficient in Section 2.4, we obtain the estimatorĈ p of C p . A natural test statistic is
The Theorem 3 in Section 3 leads to the hypothesis test of size α: rejecting the null hypothesis when
accepting the null hypothesis otherwise.
Bootstrap based approach
In this section, we are going to use bootstrap together with the quantity
to construct the hypothesis test for the hypothesis (4.2).
Suppose the upper α quantile of T under null hypothesis of (4.2) 
Unfortunately, c α , C p and var(â p (u)|D) are unknown.
We first assume that we have the estimatorsĉ α ,Ĉ p and var * (â p (u)|D) of c α , C p and var(â p (u)|D). We will describe how to get these estimators by bootstrap later. Substitutingĉ α ,Ĉ p and var * (â p (u)|D) for c α , C p and var(â p (u)|D) in (4.3), we have the hypothesis test of size α for (4.2): rejecting the null hypothesis when
TheĈ p can be obtained by the estimation in Section 2.4. We are now demonstrating how to get the estimatorsĉ α and var * (â p (u)|D) by bootstrap. The estimation based on the bootstrap resampling under the null hypothesis of (4.2) consists of the following five steps:
(1) Under the null hypothesis, namely a p (·) = C p , we estimate C p and the functional coefficients a j (·), j = 
Treat a p (·) as a function and estimate it by the estimation in Section 2.1 based on the bootstrap sample
Denote the resulting estimator byâ * p (·), and term it a bootstrap sample member ofâ p (·). 
We term T *
The estimatorĉ α of c α is taken to be the upper α percentile of T *
Generalised maximum likelihood ratio approach
The generalised maximum likelihood ratio test (GMLRT) proposed by Fan et al. [23] is a powerful tool for nonparametric hypothesis test. It has been widely used in many statistical models, see [24] . The generalised maximum likelihood ratio test statistic for our setting can be constructed as
is the estimator of a(·) obtained by the estimation in Section 2.1.Ĉ p andã j (·), j = 1, . . . , p − 1, are the estimators of C p and a j (·) obtained by the estimation in Section 2.4 when the null hypothesis of (4.2) holds. The statistic R can be roughly viewed as the difference on the maximum of the log likelihood function between without and with assuming the null hypothesis of (4.2) holds. It is clear that the larger the R, the more unlikely the null hypothesis of (4.2) holds. Let c α be the upper α quantile of R under the null hypothesis of (4.2), the size α GMLRT for the hypothesis (4.2) is: we reject the null hypothesis when R > c α , accept the null hypothesis otherwise.
It is almost impossible to find the exact distribution of R. To find c α , there are two ways, one is to count on the asymptotic distribution of R, another is bootstrap approach. We are now presenting the asymptotic distribution of R.
Theorem 4. Suppose the conditions (C1)-(C6) in the Appendix hold. Under the null hypothesis of (4.2), when nh
Remark 2. Theorem 4 implies that under the null hypothesis of (4.2) and the conditions (C1)-(C6) in the Appendix,
, where
Theorem 4 suggests that the asymptotic distribution of R is free of the unknown parameter and nuisance functions under the null hypothesis. This is the so called Wilks phenomenon, which is quite important. It proves that the R is indeed a test statistic, and the c α can be approximated by σ n z α + µ n . z α is the upper α quantile of the standard normal distribution.
The c α can also be estimated by the bootstrap approach. Usually, to generate the bootstrap sample under null hypothesis we need to know the unknown parameters involved in the model when the null hypothesis holds. However, for our case, it Table 1 Coverage probabilities based on 1000 simulations when sample size is 1000. Method one is the method based on asymptotic distribution, method two is the method based on bootstrap.
is no need. This is because the asymptotic distribution of R under the null hypothesis is free of any unknown parameters.
We can just simply assign some reasonable values to the unknown parameters. We recommend to replace the unknown parameters and functions involved in the model by their estimators obtained under null hypothesis when generating the bootstrap sample.
The way to generate the bootstrap sample 
. . , n, being generated, based on the generated bootstrap sample we apply the estimation in Section 2.1 to estimate a(·) without assuming the null hypothesis holds, and the estimation in Section 2.4 to estimate C p and a j (·), j = 1, . . . , p −1, under the assumption that the null hypothesis holds. Denote the resulting estimators 
Simulation study
In this section, we are going to use a simulated example to demonstrate how well the approaches described in Section 4 for confidence band and hypothesis test work. We will also compare different approaches to see which one works best.
The sample size n is set to be 1000. X i , i = 1, . . . , n, are independently generated from normal distribution N(0, I 2 ). U i , i = 1, . . . , n, are independently generated from uniform distribution U(0, 1). We set
The kernel function K (t) involved in the estimation is taken to be the Epanechnikov kernel 0.75(1 − t 2 ) + . The bandwidth is chosen to be 0.15, which is 80% of the average of the bandwidths selected by the proposed CV in Section 2.5 across 100 simulations. The reason for us not to use the bandwidth selected by CV directly is undersmoothing is needed to make the bias negligible.
As the computation involved in computing the CV is very expensive, it becomes unduly time consuming to compute the bandwidth selected by the CV for each simulation when the number of the simulations is very large. That is why we set the bandwidth to be 0.15, which is obtained through 100 simulations, for all simulations. The simulation results show this bandwidth does work well.
The selection of the optimal undersmoothing bandwidth is challenging. Undersmoothing appears quite often in semiparametric modelling. People always use some ad hoc approaches to select bandwidth when undersmoothing is required. Our method to select bandwidth here does not make any difference. Roughly speaking, our selected bandwidth is 80% of the bandwidth selected by CV. It is data-driven and works well in our simulation studies, however, we do not claim it is the best approach. To systemically investigate the optimal undersmoothing bandwidth selection is of great interest and importance, however, it does go beyond the scope of this paper.
Confidence band
The asymptotic distribution based approach and the bootstrap approach are respectively used to construct the confidence bands of a 1 (·) and a 2 (·). We conduct 1000 simulations to compute the coverage probability of the confidence band constructed by either the asymptotic distribution based approach or the bootstrap approach when the confidence level 1 − α is taken to be 90%, 95% and 99% respectively. The results are presented in Table 1 . From Table 1 
Hypothesis test
To examine how powerful the hypothesis tests discussed in Section 4 are, we set the a 1 (u) in Example 1 to be
For each fixed β, we conduct 1000 simulations, and in each of these simulations, we generate a sample of size n = 1000, then set the significant level α = 0.05 and test the hypothesis
and evaluate the power of the test at this fixed β based on the 1000 simulations. When β = 0, the power becomes the size of the test. The plots of the power function against β for the three hypothesis tests discussed in Section 4.2 are depicted in the upper panel of Fig. 1 . The plots suggest the asymptotic distribution based approach performs better than the bootstrap approach, and the GMLRT with the upper α quantile c α being estimated by bootstrap does best. We can also see that the GMLRT is quite powerful.
To compare the three hypothesis tests more deeply, we set the significant level α = 0.1, and compute their power functions. The obtained power functions are presented in the lower panel of Fig. 1 , from which we can see that there is little difference between the GMLRT and the asymptotic distribution based test, and both of them are more powerful than the bootstrap one. So, we can safely claim the GMLRT is the most powerful one among the three tests discussed.
We have also done the same exercise to the coefficient a 2 (·), and the results are also depicted in Fig. 1 . From Fig. 1 , we can see the conclusion is exactly the same as that from a 1 (·).
We have also set the sample size to be 500 and repeated all we did above. The coverage probabilities of the confidence bands are reported in Table 2 , and the power functions of the three hypothesis tests are presented in Fig. 2 . Table 2 and Fig. 2 tell us the same story as before, that is bootstrap performs best in the construction of confidence band and the GMLRT is the most powerful one among the three tests we investigate.
To more vigorously compare the proposed two approaches for construction of confidence band and the three hypothesis tests, and examine the effect of different specifications of functional coefficients on the construction of confidence band and hypothesis test, we study another simulated example. 
Table 2
Coverage probabilities based on 1000 simulations when sample size is 500. Method one is the method based on asymptotic distribution, method two is the method based on bootstrap.
Example 2.
To keep consistent with the real data analysis in Section 6, we still generate data (Y i , X i , U i ), i = 1, . . . , n, from the logistic regression model (5.1), however, the functional coefficients are set to be
X i , i = 1, . . . , n, are independently generated from normal distribution N(0, I 2 ). U i , i = 1, . . . , n, are independently generated from uniform distribution U(0, 1).
Setting sample size to be 1000 or 500, we study the confidence bands of the functional coefficients when the confidence level 1 − α is taken to be 90%, 95% and 99% respectively, and the power functions of the three hypothesis tests when the significant level is taken to be 0.05 and 0.1 respectively. To avoid unnecessary replication, we only present the obtained results without any detail. The coverage probabilities of the confidence bands in 1000 simulations are reported in Table 3 when sample size is 1000, and Table 4 when sample size is 500. The power functions of the three tests are presented in Fig. 3 when sample size is 1000, and Fig. 4 when sample size is 500. From Tables 3 and 4 , we can see that the bootstrap approach works best in the construction of confidence band which is in line with what we have seen in Example 1. Figs. 3 and 4 show that the GMLRT is the most powerful one among the three tests we study, which is again in line with what we have seen in Example 1.
To summarise the findings from our simulation studies, we conclude that when it comes to construction of confidence band, go for bootstrap; when it comes to hypothesis test, go for the GMLRT. 
Table 3
Coverage probabilities based on 1000 simulations when sample size is 1000. Method one is the method based on asymptotic distribution, method two is the method based on bootstrap.
Table 4
Real data analysis
In this section, we are going to use the proposed methods to analyse the data set from China about the contraceptive use there. Women from different backgrounds may have different attitudes towards the contraceptive use. There are many factors affecting the contraceptive use in China, of which we are particularly interested in how the following factors affect the contraceptive use in China: the women's age, type of region of residence, education, occupation, ethnic, previous use of contraceptive, previous failure of contraceptive, and the motivation to contraceptive use.
The women's age is grouped to ''less than 24'', ''25 to 29'' (x 2 ), ''30 to 34'' (x 3 ) and ''over 35'' (x 4 ). We take ''less than 24'' as reference, and the differences in the impacts on the contraceptive use among different age groups are modelled by the dummy variables x i , i = 2, 3, 4. We take ''urban'' as reference, the differences between urban and rural is modelled a dummy variable x 5 . The woman's education is categorised as ''primary −'' or ''junior +''. We take ''primary −'' as reference, and the difference between ''primary −'' or ''junior +'' is modelled by a dummy variable x 6 . We categorise the woman's occupation as ''agriculture'', ''industry'' (x 7 ), ''service'' (x 8 ), ''professional'' (x 9 ) or ''other non-agriculture'' (x 10 ). We take ''agriculture'' as reference, and the differences among different occupations are modelled by the dummy variables x i , i = 7, . . . , 10. We take ''non-Han'' as reference, the difference between ''Han'' and ''non-Han'' is modelled by a dummy variable x 11 . We use dummy variables x 12 and x 13 to model ''previous use of contraceptive'' and ''previous failure of contraceptive'' respectively. The motivation to contraceptive use is categorised as ''self motivated'' or ''response to campaign''. We take ''self motivated'' as reference, and use x 14 to model the difference between ''self motivated'' and ''response to campaign''. Chronological time is denoted by U. We set x 1 = 1 to incorporate the intercept into the modelling. The dependent variable, Y , is taken to be 1 if the contraceptive fails, 0 otherwise. The model (1.1) is used to fit the data set. The kernel function involved in the estimation is still taken to be Epanechnikov kernel, and the bandwidth is chosen to be 11% of the range of U.
As the GMLRT performs best among the three methods for hypothesis test, the GMLRT is chosen to serve the analysis of the data set.
We first apply the GMLRT to test whether the impacts of the factors concerned are changing with time. That is to test the following hypotheses
The obtained P-values are presented in Table 5 . Table 5 suggests a 1 (·) and a 14 (·) are not constant, and a j (·), j = 2, . . . , 13, can be treated as constants. That means there is a time varying trend in the failure rate of contraceptive, and the impact of the motivation is also varying with time.
We apply the estimation in Section 2.4 to estimate the constant coefficients, and present the results in Table 6 . The standard errors of the estimators are obtained by bootstrap and presented in Table 6 too. From Table 6 , we can see the coefficient a i of x i is not significantly different to zero when i = 5, . . . , 12. This means there is no significant difference on the failure rate of contraceptive between the women in rural area and those in urban area. This also suggests that neither level of education, nor type of occupation, nor ethnic contributes significantly to the failure rate of contraceptive. The row beginning with value is the estimates of the constant coefficients, and the row beginning with SE is the standard errors of the estimators. Whether a woman used contraceptive before does not contribute significantly to the probability of her contraceptive failure either. Table 6 shows a i , i = 2, 3, 4, is significantly below zero, which indicates the women aged less than 24 are significantly more likely to fail in contraceptive than the women in other age groups. The numerical values ofâ 2 ,â 3 andâ 4 suggest the women in the age group of 25 to 29 are significantly more likely to fail in contraceptive than the women in the age group of 30 to 34, and the women aged over 35 have smallest failure rate of contraceptive. Table 6 also shows a 13 is significantly larger than zero, which suggests the women who have record of failure of contraceptive before are significantly more likely to fail in contraceptive than the women who do not.
Year of contraceptive use
The proposed estimation method is applied to estimate the functional coefficients a 1 (·) and a 14 (·), and the bootstrap based approach is used to construct their confidence bands as the bootstrap based approach outperforms the asymptotic distribution based approach. The resulting estimates and confidence bands are depicted in Fig. 5. Fig. 5 shows the failure rate of contraceptive in China is decreasing with time in general, and from 1986 to 1988 has seen a very sharp decrease. This is generally attributed to more and more effective contraceptive methods being introduced in China during the years. It is very interesting to see the dynamic pattern of the impact of the motivation. There is little difference on the failure rate of contraceptive between the women self-motivated to use contraceptive and those for response to the campaigns before 1985, which suggests the campaigns to encourage women using contraceptive did have some effects on women's attitude towards contraceptive use before 1985. However, the picture after 1985 is quite different. After 1985, the difference is going up steadily, after 1986 in particular it is going up substantially fast. This suggests the women using contraceptive just for response to the campaigns were more and more likely to fail than those self-motivated after 1985, which indicates the campaigns to encourage women using contraceptive were becoming more and more less effective on women's attitudes towards contraceptive use after 1985.
Appendix. Proof of theorems
Before we present the proofs of the theorems, we first impose some regularity conditions. C5c. The function t 3 K (t) and t 3 K (t) are bounded and
Condition (C1) is imposed so that the local likelihood is concave in the parameters, which ensures the uniqueness of the solution. It is satisfied for the canonical exponential family with a canonical link. Conditions (C2) and (C3) imply that
To obtain the proof of the theorems, the following lemmas are required. [25] . Next we introduce a useful lemma which will be applied to prove our main result. It is interesting in its own right. Let 
This lemma follows immediately from a result in
(U 1 , ξ 1 ), . . . , (U n , xi n ) be i.i.d. random samples from (U, ξ ).m(u) = 1 √ nhf (u)r(u) n i=1 ξ i K U i − u h and M(u) = m(u) − Em(u).
Lemma A.2. Under assumptions (a)-(c) and regularity conditions above, if h
if assumption (C5a) holds, and 
holds, where 
We have the following lemma
Lemma A.4. Under the regularity conditions given above, if h
Proof of Lemma A.4. Let γ n = 1/ √ nh, and consider
and
and by Taylor expansion we have that
and by the similar way, we can also show that
we have
By Taylor expansion and as the same steps shown above for W n , we can also show that
Hence by (A.1)-(A.3),
and we have
Similar as Li and Huang (2008) and [20] , by Convexity Lemma (see [28] ) and the quadratic approximation lemma (see [19] , p. 210), uniformly for u ∈ Ω, we havẽ
So we finished the proof of this lemma.
Proof of Theorem 1. By Lemma A.3, when q = 1 we know that
where k = 2p, and
By the equation above, we have
Next consider the term above, we have
and by the property of q 1 (·), I 2 can be regarded as the sum of n independent random variables with mean 0. Hence it is not difficult to show that
Next consider 1/ √ nI 1 which can be regarded as a U-statistics with kernel function 
Because q k (s, y) is linear in y for fixed s, by a Taylor series expansion of η(u, X i ) with respect to u around |u − u 0 | < h and (2.2), we have
where η u (u,
So by (A.7) we have
(A.9)
By the similar way, for L 2 we have
where η i is betweenη(U j , U i , X i ) and η(U i , X i ). It is easy to know that the second term in the right side of the equation above
(A.10)
By (A.6), (A.9) and (A.10), we have
T , it is no difficult to show
and hence we have
Finally, consider the expectation of ψ(i, j). Similar as L 1 by (A.7) it is easy to show that
(A.12)
According to (A.11), we know that Var(E(ψ (i, j)|U i , X i , Y i )) < ∞, so by the central limited theorem of U-statistics (see [29] ), 
it is no difficult to show that 
On the other hand, note that q 1 (s, y) is linear in y for fixed s,
and µ 1 = 0 for symmetric density function K (·), we can define
According to the results of Cai et al. [20] r(u) = E(ξ
By the definition of q 1 (·), it is not difficult to show
and so
(A.17)
Apply Lemma A.2 to I and by (A.13)-(A.17) we have
On the other hand, by a Taylor series expansion of η(u, x) with respect to u around |u − u 0 | < h and (2.2), we have
where η u (u, x) = (∂ 2 /∂u)η(u, x) = p j=1 a j (u)x j , which implies that
By Lemma A.1, condition (C5) and (A.13), we have
uniformly for u. By (A.14) we have
Hence, uniformly for u, we have
By (A.18) and (A.19), we can replace bias(â p (u)) by
a p (u), and (3.1) (nhr
According to (A.21) , to finish the proof we only need prove that
/h}X ij , and notice that
we have By (A.37) and (A.38), I 1 can be written as
(A.39)
where By the similar way, we can show that 
