In this paper we develop the monotone method in the presence of lower and upper solutions for the problem
Introduction
In this paper we study the following class of boundary value problem for n ≥ 3 order ordinary differential equations:
where f is a Carathéodory function. Definition 1. 1 We say that f : I × R l −→ R m is a Carathéodory function, if f ≡ (f 1 , · · · , f m ) satisfies the following properties:
1. f i (·, x) is measurable for all x ∈ R l and i ∈ {1, ..., m}.
2. f i (t, ·) is continuous for a. e. t ∈ I.
3. For every R > 0 and i ∈ {1, ..., m}, there exists h i,R ∈ L 1 (I) such that:
To develop the monotone method we use the concept of lower and upper solutions: Definition 1.2 Let α ∈ W n,1 (I), we say that α is a lower solution for the problem (1.1) - (1.2) if α satisfies α (n) (t) ≥ f (t, α(t)) for a. e. t ∈ I α (i) (a) − α (i) (b) = λ i ; i = 0, 1, ..., n − 2 α (n−1) (a) − α (n−1) (b) ≥ λ n−1 . Definition 1.3 Let β ∈ W n,1 (I), we say that β is an upper solution for the problem (1.1) - (1.2) if β satisfies β (n) (t) ≤ f (t, β(t)) for a. e. t ∈ I β (i) (a) − β (i) (b) = λ i ; i = 0, 1, ..., n − 2 β (n−1) (a) − β (n−1) (b) ≤ λ n−1 .
We suppose that f satisfies one of the following conditions, depending on various circumstances:
This problem has been studied for different authors for second order equations when α ≤ β ([1] - [4] , [6] , [8] , [10] , [11] ). If α ≥ β the monotone method is not valid if f satisfies the condition (H 2 ) for some arbitrary M < 0 ([2], [7] , [12] , [14] ).
For n ≥ 3 the method of lower and upper solutions has been little studied ( [2] , [9] , [13] ). In [2] the author obtain the best value on the constant M for n = 2, n = 3 and n = 4 (in this last case if M < 0) for which the conditions (H 1 ) or (H 2 ) imply that the monotone method is valid.
To prove the validity of the monotone method to more general cases, we present some maximum principles for the operator
We say that an operator L is inverse positive
Thus, we obtain in section 2 a new maximum principle for the operator L n , using that this operator is given by the composition of the operators of first and second order.
This result is used in section 3 to extend to more general cases the validity of the monotone method for the problem (1.1) -(1.2) and in section 4 it is applicated to obtain a new generalization of the method of mixed monotony [5] when f and u are vectorial functions.
Maximum principles
In this section it is improved the following result obtained in [2] , which generalize theorem 4 in [15] .
. For this we use the following know result.
Lemma 2.2
The following properties are verified:
([13], lemma 2.1) The operator N
Now, we prove the following preliminar lemma.
it is clear that
In consequence, since L is inverse positive on F n a,b , we have that N u ≥ 0. Now, using that N is inverse positive (inverse negative) on F m a,b , we obtain that u ≥ 0 (u ≤ 0). P Thus, we are in position to prove the following lemma Lemma 2.4 Let be M > 0. The following properties are verified:
3. Let be n odd.
It is sufficient to study the operator L n on F n 0,2π because to obtain the estimate on the interval [a, b] we multiplicate by 2π b−a n the estimate obtained on [0, 2π].
Let m > 0 such that m n = M .
First, we suppose that n be even. In this case the polynomial function p(λ) = λ n + m n = 0 if and only if
3) and the two previous lemmas, we obtain that L n is inverse positive on F n 0,2π . Now, we suppose that n be odd.
Where
In this case β l ≤ β n−1
2 n π −1 lemmas 2.2 and 2.3 imply that the operator L n is inverse positive on F n 0,2π . P Analogously we can to prove the following result for M < 0.
Lemma 2.5
Let M < 0. The following properties are verified:
Remark 2.1 Note that this estimates are not the best possible for all n ∈ N.
In [2] it is proved that
Howewer, note that the estimates obtained in lemmmas 2.4 and 2.5 are the best possible for n = 1 and n = 2.
The monotone method
In this section we study the existence of solutions of the problem (1.1) -(1.2) in the sector [α, β] 
We improve the following result given in [2] , which generalize theorem 5 in [15] . (1.1) -(1.2) and any of the following properties are verified:
Then there exists u a solution of the problem (1.
Furthermore there exist two monotone sequences {α n } and {β n } with α 0 = α and β 0 = β, which converge uniformly to the extremal solutions in [β, α] of the problem (1.1) -(1.2) .
Proof
We consider the problem:
We have:
Analogously we can prove that u ≥ β.
the following property holds:
The sequences {α n } and {β n } are obtained by recurrence: α 0 = α, β 0 = β, α n = Qα n−1 and β n = Qβ n−1 ; n ≥ 1.
By standard arguments we prove that {α n } and {β n } converge to the extremal solutions on [β, α] of the problem (1.1) -(1.2). P Analogously, using lemma 2.5 we can to prove the following theorem. 
The method of mixed monotony
In this section we study the method of mixed monotony, studied by Khavanin and Lakshmikantham in [5] , in which they consider the initial and periodic first order problems. In this case, under more strong conditions on the function f it is possible to guarantee the unicity of the solution when we have an nth -order system.
In [5] are obtained the following results. Theorem 4.1 Let be the following system
which satisfies the following conditions:
(ii) F (t, u, v) is nondecreasing on u and nonincreasing on v. 
Then the conclusions of theorem 4.1 are valid.
Using lemma 2.5 we prove the following result.
Theorem 4.3 Let be the following system
with f : I × R N → R N a Carathéodory function and n ≥ 2.
If there exists F : I × R N × R N → R N a Carathéodory function and α, β ∈ W n,1 (I, R N ), α ≤ β on I, verifying the following properties: Here
Then there exist two monotone sequences {α n } and {β n }, with α 0 = α and β 0 = β, which converge uniformly to the unique solution of the problem (4.1) -(4.2).
Proof
Let
Consider the following linear problem for each j = 1, ..., N : First, we prove that
Thus, lemma 2.5 implies that α ≤ α 1 on I.
Which implies that u 1 ≤ u 2 .
Analogously, one can prove that
It is now easy to define the sequences {α n } and {β n } with α 0 = α, β 0 = β, α n+1 = A[α n , β n ] and β n+1 = A[β n , α n ].
Clearly, α ≤ α 1 ≤ · · · ≤ α n ≤ β n ≤ · · · ≤ β 1 ≤ β on I. By standard arguments we can show that lim n→∞ α n = φ and lim n→∞ β n = ψ exist uniformly on I and φ and ψ satisfy
That is
Which conclude the proof. P Similarly, using lemma 2.4 we prove the following result. Here I (n−1)N is the (n − 1)N × (n − 1)N identity matrix.
As consequence of the two previous lemmas we prove the following result. (4.7)
And exp (C (b − a)) = I (exp (D (b − a)) = I) (C and D given in theorems 4. 3 and 4.4) .
Then there exists a unique solution u between α and β of the problem (4.1) - (4.2) . Furthermore there exist two monotone sequences {α n } and {β n }, with α 0 = α and β 0 = β, which converge uniformly to the solution u.
Proof If α ≤ β we define F as follows:
It is easy to prove that the function F satisfies the conditions of theorem 4.3.
On the contrary if α ≥ β the function F is defined as follows:
Clearly, the function F satisfies the conditions of theorem 4.4. P
