Groundwater accessed by handpumps is the primary water supply for many people in Africa. This "Smart Water" project considers the study of a region of Kenya where there is significant demand for groundwater, especially among the poor. Some of the engineering aims of this project are to determine if data acquired from accelerometers mounted in hand-pumps can be used to perform three tasks: (i) estimate the depth of the groundwater at the pump, (ii) predict pump failure, and (iii) classify the user of the pump (e.g., as being a man, woman, or child). This paper describes an initial investigation, based on one week of data collection, that demonstrates there is useful information in the accelerometer data collected from handpumps, which can be discovered using machine learning techniques. We show that features derived from the accelerometry data exhibit stable, similar behaviour suggesting that users and pump locations may be characterised. We demonstrate that a machine learning system can classify the data according to person and pump and accurately differentiate between different users. We conclude that our preliminary study suggests that information may exist in accelerometry from handpumps that could allow us to answer the three main questions of the "Smart Water" project, described above, motivating a largescale' data-collection activity.
Introduction

Background
Rural water supply has been the subject of academic study and huge investment for decades. The abstraction of groundwater by hand pumps is a key method by which rural communities gain access to safe and reliable water supplies [1] . However, achieving sustainability of these supplies remains a challenge: it is estimated that one third of hand pumps in Sub-Saharan Africa are non-functioning [2] . The literature records the failure of numerous well-funded and well-intentioned projects, and examines the reasons for these failures [3, 4] . One contributing problem is a lack of relevant information [5] .
Since 2011, Oxford University has been developing a new pump maintenance service model based around the availability of low-cost, timely, and objective data on pump usage and breakdowns, made possible by the expansion of mobile phone network coverage across rural Africa [6] . This work has been funded under the UK Department for International Development (DFID) "New and Emerging Technologies" programme, and the Economic and Social Research Council (ESRC), using the "smart handpump" technology designed and tested by the Oxford team in 2011, and further developed since then. A smart handpump has a Waterpoint Data Transmitter (WDT) securely fitted inside the handle of the pump. This transmitter uses an accelerometer to generate pump usage data and a GSM modem to automatically send this information via SMS text message over the mobile phone network. These data are then used to inform a management system that immediately dispatches a mechanic to repair a suspected broken pump, thereby reducing repair times. The information generated by the transmitters can promote more efficient, effective and accountable delivery of rural water services. This system underwent a year-long filed trial in Kenya in 2013 [7] , during which pumps downtimes were reduced by an order of magnitude in the study area.
2 The data
Data collection
In April 2014, we performed a one-week data collection exercise in Kwale County, the site of the current ESRC-funded smart handpumps research project. A Wii remote control was used to capture data, as the accelerometer in the Wii remote control is very similar to that used in the WDT and it could transmit that data to a laptop computer using Bluetooth. Members of the project team and local volunteers were used the handpump to draw water. 11 different pumps were visited and 85 recordings were made, with recordings from two pumps giving the majority of the data.
The accelerometer provided waveforms corresponding to force measured in three orthogonal directions, sampled at 96 Hz. This investiation initially considered the y-axis vibration data, because this contained the majority of the information corresponding to the pumping action. Figure 1 is an example of a 15-second interval from a recording. The periodic nature of the pumping motion can clearly be seen, along with noise caused 
Data pre-processing
The original waveform consists of the set of points (t,
where x i is the force measured at time t i . There are two important components of the waveform: the underlying shape of the periodic waves and the noise. That is, x = f (t)+ where f is a function giving the waveform, and is a vector of noise. We note that, unlike the case most typically considered in signal processing, is not independent of x, as can be seen in figure 1 , where it may be seen that the noise changes throughout a period, and that it is of largest amplitude after each trough in the underlying periodic waveform.
We estimated f (t) by using a smoothing spline,f (t); the latter is a function that minimises a weighted sum of the fluctuation of the function and its mean squared error from the data [8] .
We divided the original 96 Hz waveforms at the troughs off (t) to obtain a set of individual periods, an exampe of which is shown in figure 2. Each period was partioned into p partitions of equal duration, such that there were p/2 intervals on the upward part of the curve and p/2 intervals on the downward part. We subsequently constructed a vector of 2p + 1 elements: the first p+1 elements were those values off at the boundaries of the intervals p; the final p elements were the mean-square noise values p within interval I p :
where N p is the number of data in interval I p . The resulting set of vectors (one for each period, for each waveform) were normalised element-wise to take values within the range [0 1].
Inter-period distances
We investigated the degree of similarity between different periods; for example, to determine if periods from the same recording, or from different recordings of the same pump, were more Recordings from this pump were acquired over the course of several days, with many adjustments being made to the pump in between. Hence there is no clear similarity between the whole set of recordings from Jabalini, but there are clear subsets of recordings that have a high degree of similarity. It may also be seen that there is a large degree of difference (large distances, shown in red) between groups of periods from different pumps. Figure 4 shows a Sammon's mapping of the data [9] , in which each point in the 2-D map is an approximate visualisation of a vector of 2p + 1 = 17 elements derived from a period. It may be seen from the figure that periods are mostly clustered by their pumps. Further analysis also showed that periods from each recording were generally clustered together.
Classifying vectors
A Support Vector Machine (SVM) is a machine learning method for classifying vectors of data [10] . This performs separation of data into (typically two) classes by estimating the plane that best separates vectors in a data. Here, our data are 2p +1 = 17-dimensional, and so the SVM will defined a plane in the 17-dimensional space of the data that best separates the vectors into whichever classes we choose to define.
We initially used a SVM to classify each period into its recording, where there are 85 recordings in our dataset. The SVM was constructed using 75% of the available number of 17-dimensional vectors, seperating each recording proportionally, and where the remaining 25% of the available vectors were "held out" as a test set. (The parameters of the SVM were optimised on the training data using cross-validation.) The resulting SVM achieved a classification accuracy of 80.5% over all the vectors in the test set. Three-quarters of the remaining 19.5% of the vectors that it misclassified were "close": 30% of the misclassified vectors were labelled as being from other recordings by the same person at the same pump, and a further 43% of the misclassified vectors were labelled as being recordings from the same pump (but from a different period). This demonstrated that there is considerable consistency between periods of data recorded under similar conditions, and that the accelerometry waveform may indeed contain useful information.
We then used SVMs for a three-class classification: seperating data between shallow, medium and deep water-level pumps. From the previous problem it was apparent that each period can be matched accurately to other periods from its recording session, and hence by extension it could be expected to match to the depth of the pump. Hence, instead of dividing the training and test sets by periods, as was described above, We divided them by recording, so that periods from 70% of recordings were used as the training set and waves from the remaing 30% were used as the test set. That is, in this harder problem, we did not split a single recording into training and test sets -a single recording appeared in either the training or the test set. The resulting SVM accurately classifies 84.4% of the periods into the three classes of water depth. Each recording can be classified by depth by taking the consensus classification over all of its periods. The system subsequently classified 21 of the 25 test recordings correctly.
Conclusion and discussion
We have shown from the results of our preliminary analysis that there is useful information in the accelerometery data acquired from handpumps. We have achieved very high accuracy of classification using a machine learning classifier, which suggests we can find subtle differences between pumping characteristics from the available data. The accuracy with which we can classify data by recording session suggests that it is likely that larger-scale data studies will be able to address aims such as estimating water depth at the pump. For example, wells with depth guages fitted could be used to acquire "gold standard" data over a period of time in which the water level fluctuates. The corresponding accelerometry data could then be used, with machine learning techniques, to estimate depth of water.
There is also scope for extending the algorithms used in this short study. Most assume the noise is independent of signal. However, in our data there is a clear dependence between the amount of noise and both the value and direction of x, motivating the use of models that explicitly take into account this changing noise behaviour. Future work will develop probabilistic Bayesian methods for explicitly modelling the time-series waveforms obtained from the accelerometers, rather than summarising each waveform using a vector, which will allw the information-carrying "noise" to be modelled explicitly.
Finally, for this data collection exercise and subsequent analysis we used an accelerometer mounted externally to the pump handle. This enabled simple direct data collection on a local laptop computer, and no requirement for software changes in the operational system, which currently only uses the lowfrequency data for determining gross handle movement. As research on this continues, and is ultimately operationalised, we would use the accelerometer within the WDT mounted inside the pump handle to capture and process the high-frequency data that this work has considered.
