Abstract. The research on multiple classifiers systems includes the creation of an ensemble of classifiers and the proper combination of the decisions. In order to combine the decisions given by classifiers, methods related to fixed rules and decision templates are often used. Therefore, the influence and relationship between classifier decisions are often not considered in the combination schemes. In this paper we propose a framework to combine classifiers using a decision graph under a random field model and a game strategy approach to obtain the final decision. The results of combining Optimum-Path Forest (OPF) classifiers using the proposed model are reported, obtaining good performance in experiments using simulated and real data sets. The results encourage the combination of OPF ensembles and the framework to design multiple classifier systems.
Introduction
The research on multiple classifiers systems comprises the creation of an ensemble of classifiers and also the combination of the decisions. The classifier ensembles are often produced through techniques such as bagging [1] , boosting [4] and random subspace methods [6] , producing classifiers using different subsets of samples and features. The combination (or fusion) of all decisions is often addressed using fixed rules [8] and also more complex methods.
If the classifiers to be combined provide only class labels as output, the majority voting is the approach commonly used to combine them. The limits of such schemes were investigated and the diversity aspect is currently under discussion, with the study of patterns of failure and success, and "good" and "bad" diversity [2] .
In this study, we propose a framework for the combination of classifiers by creating a decision graph under a Markov Random Field (MRF) model. In order to compute the final decision we explored a majority voting scheme and a game strategy approach (GSA). This should not be confused with fusion of graphs or combination of structural pattern recognition classifiers. We rathers developed a framework to combine classifiers using a random field model constructed from a graph of classifier decisions, as a way to capture the dependency between their outputs. Although another study used game theory to generalize rules for support-vector classifiers combination [5] , the GSA combination algorithm proposed here is different, designed so that each classifier is seen as a player and each classifier decision (class label) is seen as a strategy.
This paper aims to combine ensembles of Optimum-Path Forest (OPF) classifiers [12] , although the proposed model is general an can be used with a variety of other classifiers. The OPF technique models the feature space as a graph, using optimum-path algorithms to perform training and classification, and it outputs only class labels. The proposed combination is performed by training classifiers with distributed disjoint subsets and it is designed to improve accuracy and reduce running time. To improve speed, the method was developed so that it could be processed using parallel or distributed processors. Therefore, this paper presents contributions both on the study of a new model for combination of classifiers and on the development of a combination algorithm for the OPF classifier.
The paper is organized as follows. Section 2 introduces the OPF classifier used as basis for the ensembles. Section 3 describes the proposed combination framework, including the graph-based MRF model, the GSA combination algorithm and how the ensembles are created. Section 4 and 5 describe the experiments, results and discussion, respectively. Finally, the conclusions are presented in Section 6.
Optimum-Path Forest classifier (OPF)
Papa et al. [12] introduced the idea of designing pattern classifiers based on optimum-path forest. The training samples are interpreted as the vertices of a graph, whose edges are defined by a given adjacency relation and weighted by some distance function. It is expected that samples from a same class are connected by a path of nearby samples. Therefore, the degree of connectedness for any given path is measured by a connectivity (path-value) function, which exploits the distances along the path. Since the true label of the training samples is known, key samples (prototypes) are identified in each class. Optimum paths are computed from the prototypes to each training sample, such that each prototype becomes the root of an optimumpath tree (OPT) composed by its most strongly connected samples. The labels of these samples are assumed to be the same of their root.
The training phase of OPF consists, basically, in finding prototypes and execute OPF algorithm to determine the OPTs rooted at them. Further, the test phase essentially evaluates, for each test sample, which training vertex offered the optimum-path to its. The classification of each new sample t from test set O is performed based on the distance d(s, t) between t and each training vertex s ∈ T and on the evaluation of the following equation:
Let s * ∈ T be the vertex s that satisfies this equation. It essentially considers all possible paths from S in the training graph T extended to t by an edge (s, t), and label t with the class of s * .
The OPF classifier has been demonstrated to have similar results to the ones obtained by Support Vector Machines, but running training much faster.
Learning Algorithm
Large datasets usually present redundancy, so it should be possible to estimate a reduced training set with the most relevant patterns for classification. The use of a training and an evaluation set has allowed OPF to learn relevant training samples from the classification errors in the evaluating, by swapping misclassified samples of the evaluating set and non-prototype samples of the training one during a few iterations. In this learning strategy, the training set remains with the same size and the classifier instance with the highest accuracy is selected to be tested in the unseen test set.
Random Field Model for Combination of Classifier Decisions
A classifier that outputs only class labels, for example OPF, allows only abstract-level methods for combination. In such cases, the most common approach is to apply a majority voting rule to obtain the final decision.
In this context, we propose a model similar to a Bayesian Network, using a directed graph of decisions for each object to be classified, where the vertices represent each classifier decision (class label), and the edges denote how each classifier influences the decision of the other ones. At first, this graph can assume any topology. To simplify the model, we are going to avoid cycles and use a tree with inverted directions in this paper. An example of such model is depicted in Figure 1(a) , where the final decision is obtained through the propagation of the decisions through the graph, from the source vertices to the sink vertex.
(a) (b) This framework allows the definition of a more general model for combination of decisions. It can be specially useful when there is knowledge about how the decisions must influence each other. One can also use it at random, choosing different levels of vertices and edges.
One of the advantages of this framework is that it can be modeled through a Markov Random Field (MRF). Consider, for example, the situation depicted in Figure 1 (a). In this case, we want to model the final decision, provided here by the base classifier "S", in terms of the partial decisions given by other classifiers (competitors). In other words, we want to analize how individual elements (classifiers) modify their behavior to conform to the behavior of other individuals in their vicinity. This is the typical scenario found in MRF models, used to study collective effects based on consequences of local interactions.
Since here each classifier gives as output a hard label (i.e., a discrete number that indicates the class of that sample) a suitable choice is the Potts MRF model.
The Potts MRF Model
The dependency structure between the classifiers output can be well modeled by a Potts MRF pairwise interaction. This model is both isotropic and stationary, which means that the spatial dependency parameter is the same for all directions and does not change as we move from one vertex to another. According to the Hammersley and Clifford theorem, a MRF model can be equivalently defined by a joint Gibbs distribution (global model) or by a set of local conditional density functions (LCDF). Due to mathematical and computational tractability, we will adopt a local description of the probability model by means of a set of LCDF's. According to [14] , the Potts model LCDF for a single observation is given by:
where m is the label of the current vertex, U i ( ) is the number of neighbors of the i-th vertex having label equal to , β ∈ is the spatial dependency parameter that controls how strong is the influence of the neighboring vertices, and ∈ G, with G = {1, 2, . . . , M }, where M represents the number of classes of the decision problem.
A Game Strategy Approach to Compute the Final Decision
It has been shown that MAP-MRF problems -where MAP stands for Maximum a Posteriori -do not allow closed-form solutions and, in order to approximate the MAP estimator, combinatorial optimization algorithms are required to iteratively improve an initial solution [9] . In this study, we propose a combination scheme (GSAc) based on the Game Strategy Approach (GSA) algorithm [15] , a non-cooperative game-theoretic algorithm that has been proved to approximate the MAP-MRF estimator by, given an initial solution, converging to the Nash Equilibrium.
In a n-person game, I = {1, 2, . . . , n} denotes the set of players. Here, each player is a classifier, represented by a vertex in the graph. The idea is to build a decision graph where each vertex is given by a decision of an OPF classifier. The iterative process begins at the source vertices, propagating the labels to the sinc, where the final decision will take place.
Each player has a set of pure strategies S i . In this case, the set S i is the same for all players, being defined as S i = {1, 2, . . . , C}, where C is the number of classes. The game process consists of, at a given instant, each player choosing a strategy s i ∈ S i in a way that a play s = (s 1 , s 2 , . . . , s n ) is yielded, and a payoff H i (s) is assigned to each player. 
with propability 1 − α 8.
Stop if the labeled graph is a Nash point, or repeat the iteration using the current play. 9. Return the final decision (the result of the combination of the classifiers).
Two fundamental hypothesis are assumed in GSA: first, the payoff of a player depends only on its own strategy and the strategies of its neighbors, and second, it is supposed that each player knows all possible strategies and the payoff given by each one of them. As GSA is based on noncooperative game theory, each player selects independently his own strategy to maximize the local payoff. The solutions of a non-cooperative game are the Nash points, a condition achieved when none of the players can improve his expected payoff by unilaterally changing his strategy. In mathematical terms, a play t * = (t * 1 , t * 2 , . . . , t * n ) satisfies the Nash Equilibrium if [11] :
where t * ||t is the play obtained by replacing t * by t. It has been shown that Nash points always exist in non-cooperative games with pure or mixed strategies [11] . The GSA fundamentals are based on a major result derived by [15] which states that given a initial play, the GSA algorithm converges to a Nash point in a finite number of steps. The proposed GSAc algorithm for combining classifiers is given by Algorithm 1. Some considerations must be provided. First, the local payoff is calculated as the local energy, that is, H i (l i ) = βU (l i ), which is directly proportional to the probability value p (v i = l i |η i , β). Another issue is regarding the α ∈ [0, 1] parameter existing in GSAc, which controls the probability of acceptance of new strategies. If α = 1, we always accept a better strategy (the algorithm becomes deterministic), otherwise even if there is an improved strategy, we might not accept it in that iteration (non-deterministic behavior).
Building an OPF classifier ensemble
To create an ensemble of OPF classifiers, we used disjoint training subsets [13] . Given a fixed number D of subsets, the algorithm chooses random samples, without replacement, from the original training set T until D subsets are created. The samples are taken so that each subset will contain approximately the same number of objects per class. Each subset is then used to train a classifier. The procedure is described in Algorithm 2, where OPF learn and OPF classify corresponds to OPF learning and classification procedures, respectively.
As described in Section 2, the OPF has a fast learning algorithm to rebuild training set using an evaluation set in order to improve accuracy of each classifier, and, therefore, is expected to improve accuracy of the final decision. It has a behavior similar to a boosting algorithm. Moreover, the OPF training algorithm has computational complexity of Θ(N 2 ), in which N denotes the training set size, and therefore, it is expected to run faster for k training sets of size X then for a larger one with size N = k × X.
Algorithm 2 -OPFcd: OPF combination of distributed disjoint sets

Input:
Training data set T of size N with correct labels ωj ∈ Ω, j = {1, .., C} for C classes, the evaluation set V , the set of objects to be classified O (test set), the number of disjoint subsets D, the number of samples of each class P = {p1, .., pC }, and the OPF algorithm OPF learn and OPF classify Output: Set of labels after final decision, L Auxiliary: The number of objects on each subset M , training subsets Ki, classifiers Ei, and objects labeled by each classifier Ii, where i = {1, .., D}
For each class j, (∀j = 1..C), do 4.
Select randomly (pj/D) × M samples of class j from T without replacement and store them in Ki 5.
Ei ← OPF learn(Ki,V )
Experiments
Data
The experiments were carried out using four simulated and five real data sets. The simulated data sets were built so that the classes were partially overlapped. The Gaussian data sets have classes with different covariance matrices. The banaha-shape data set with 3 features was generated with a higher variance when compared to the one with 2 features. The project web Table 1 . Simulated data sets characteristics, where C is the number of classes and F is the number of features.
Name Size C F Type B2-2D 1,000 2 2 Banana-shape B2-3D 2,000 4 2 Banana-shape G4-2D 1,000 2 4 Gaussian G4-3D 2,000 4 4 Gaussian page 4 contains the code to generate the simulated data using PRTools 5 and an implementation of GSAc. Table 1 shows the characteristics of simulated data sets and Table 2 of real data sets.
NTL is a dataset of an electric power company for identification of legal and illegal profiles of industrial costumers. COREL is a subset of an image database including 10 classes with SIFT features [10] . Wine is a small data set with results of chemical analysis of wines of three different cultivars [3] . KDD-1999 models a network intrusion detector, capable of distinguishing intrusions or attacks, and normal connections [3] . Activity is the "Localization Data for Person Activity Data Set" to identify what is the current activity of a person based on sensors [7] .
Settings and Implementation
We conducted the experiments as follows: the data sets were partitioned in three sets, 10% for training, 5% for evaluating and 85% for testing.
There are three exceptions in the settings due to the number of samples per class and the size of some real data sets. The exceptions are: i) COREL data set with 15% for training and 5% for evaluating, ii) Wine data set with 30% for training and 15% for evaluating, and iii) KDD-1999 data set with 1% for training and 0.5% for evaluating.
The whole training set was used to train the OPF "single classifier", and the subsets obtained from the training set were used to train several classifiers and build the ensembles. We performed experiments using from 3 to 9 training set partitions (disjoint training subsets) obtained by the OPFcd (Algorithm 2).
In these series of experiments, the decision graph was modeled using a directed star graph, since it is the simplest possible model and can show the robustness of our proposed schema for classifier combination. Figure 1(b) shows an example of the model for an ensemble of 9 classifiers. On each experiment, the sink vertex was randomly chosen from the ensemble and all the other classifiers were conected to the sink node to create the decision graph. No other relations were specified. The GSAc algorithm (Algorithm 1) was then applied to obtain the final decision. We also report the results of a simple majority vote applied to the classifier ensemble in order to compare with the proposed method.
The parameters for the GSAc algorithm was experimentally obtained and defined as β = 0.8 (spatial dependency parameter) and α = 0.9 (probability of acceptance of new strategies).
All experiments were repeated 10 times on different training sets and partitions. The average and standard deviation results are presented. In order to verify the significant differences between groups of results, we performed a two-tailed t-test for samples with unequal variances.
Results and Discussion
The main results are shown in Table 3 . It displays the classification errors for the data sets using the naive OPF in the first column, and the errors for ensembles of 3, 5, 7, 9 and 42 OPF classifiers using Vote and GSA algorithms to compute the final decision. The results for the ensembles with 4, 6 and 8 classifiers were omitted due to space limitations, since the results were similar to the displayed ones. The ensemble with 42 classifiers was created using the outputs of all classifiers produced by the number of partitions from 3 to 9.
The combination approach using disjoint data sets improved the results for all data sets except for the Activity. It was due to a high decrease in performance as less samples are used for training in this data set -a bad scenario for combination of classifiers. However, the combination of all 42 decisions improved the results of all data sets. An improvement on the results was observed for both simulated and real problems in which the single classifier obtained higher error rates, for example Wine and G4-2D, and also for those with a lower error, for example KDD-1999 and B2-2D. By using an ensemble of 42 OPF classifiers it was possible to achieve an accuracy of 99.95% for the KDD-1999 data set.
The GSAc results were similar to the Vote method. It is possibly due to the characteristics of the GSAc algorithm under a star graph model, in which the final decision will be dominated by the mode of the classes in the neighborhood. It works as a majority vote rule using a random approach for tie-breaking when the parameters are defined as α = 1 and β = 1. The proposed method is, however, more flexible, allowing the design of different graph topologies and an adjustment on the parameters α and β, as performed in this study.
Although the differences between the proposed and competing method were not significant for all data sets, the GSAc was able to improve the performance using different sizes of classifier ensembles, and, therefore, different number of training set partitions. It also showed a slightly better performance when using the graph with all 42 decisions. We expect that more complex systems can take advantage of the GSAc characteristics.
Conclusions
Using a simple star graph to model the classifier system, the results showed to decrease the classification error. It was interesting to observe such results even with the combination of few classifiers obtained with the OPFcd method, encouraging the use of OPF classifiers to build ensembles. Since the OPF training algorithm is Θ(N 2 ) as discussed in Section 3.3, the combination of OPF ensembles is also a faster procedure when compared with the single OPF, specially when it is carried out with few classifiers, as proposed in this paper using disjoint training subsets.
The behavior of the proposed combination framework was similar to the behavior of known methods for combination of ensemble of classifiers. We believe it is a consequence of the simple star graph model used in the experiments, and that it can change when a more complex model with several levels of decisions are used to model the multiple classifier system. The proposed model allow the design of complex combination schemes, allowing the use of many known methods for MRF and optimization to solve the classification problem. Therefore it has the potential to overcome difficult problems when there is knowledge about how the classifiers decisions should influence each other. A more detailed analysis of how the decision graphs can be designed for different machine learning problems is a point left for future studies. 
