In the current paper, we study a Petrov Galerkin method for a Cauchy problem for an operator-dierential equation with a monotone operator in a separable Hilbert space. The existence and the uniqueness of a strong solution of the Cauchy problem are proved. New asymptotic estimates for the convergence rate of approximate solutions are obtained in uniform topology. The minimal requirements to the operators of the equation were demanded, which guaranteed the convergence of the approximate solutions. There were no assumptions of the structure of the operators. Therefore, the method, specied in this paper, can be applied to a wide class of the parabolic equations as well as to the integraldierential equations. The initial boundary value problem for nonlinear parabolic equations of the fourth order on space variables was considered as the application.
Introduction
Galerkin methods are widely used in various stages of mathematical modeling. These methods are used for study of the correctness of the mathematical model and the development of the approximate algorithms (see [1, 2] , etc). One of these methods is the Petrov Galerkin method. It is based on the use of two basises. The approximate solutions are constructed by the rst basis, while the residual must be orthogonal to the second basis (see [3] ). Petrov Galerkin method was used in [4, 5] for the numerical solution of stationary models. This method has been investigated in [2, 6, 7] for parabolic mathematical models with a dominant convection.
When the two basises are linked through a linear operator, Petrov Galerkin method is called the moments method. The analysis of the moments method applied to the linear ordinary dierential equations was given in [8, 9] . A.V. Dzishkariani [10] used this method in the construction of projection-iterative method for linear elliptic boundary value problems. A.G. Zarubin [11] studied the same method for quasilinear stationary operator equations in Hilbert space. In [12, 13] the moments method was used to approximate determination of eigenvalues for various classes of operator equations. In given papers the convergence of approximate solutions was established and the convergence rate was obtained.
The study of nonlinear mathematical models is one of the dicult problems. The investigation of the dierential equations in operator form is of special interest. The Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2016. Ò. 9, 4. Ñ. 1729
Galerkin method for nonlinear dierential-operator equations was studied in [1416] , where eigenvectors of the operator similar to the leading operator A of the equation were used as the basis functions. However, in specic mathematical models it is not always possible to nd the explicit form of eigenvectors. In this paper, with the help of the moments method the approximate solution of the Cauchy problem for operator-dierential equation is constructed in separable Hilbert space H. In contrast to [1416] here the basis elements are not eigenvectors of a similar operator, which signicantly expands the class of problems. In these papers a leading operator A and similar operator B satisfy the acute-angle inequality. In the present paper, this limitation is removed. New asymptotic estimates for the convergence rate of approximate solutions are obtained in uniform topology. The results are illustrated by the initial-boundary value problem for a nonlinear parabolic equation.
Statement of the Problem and Auxiliary Assertions
Let H 1 be separable Hilbert space densely and compactly embedded in a separable Hilbert space H with norm ∥ · ∥ H ≡ ∥ · ∥ and inner product (·, ·).
In the space H, we consider the Cauchy problem
where
u(t) is the unknown function, h(t) is a given function. The functions u(t) and h(t) are determined on [0, T ] (T < ∞).
In the sequel, we assume that the operators A and K satisfy the following conditions:
(ii) The operator K is subordinate to operator A with order α; i.e., D(K) ⊇ D(A) and for any element v from H 1 , the inequality
holds, were φ(ξ) is the nondecreasing continuous positive function on [0, ∞).
(iii) The nonlinear operator K is monotone. Let us dene some spaces that will be necessary further. Let L 2 (0, T ; H) be a Hilbert space of all strongly measurable functions on [0, T ] with nite norm
Consider the functions u(t) (0 ≤ t ≤ T ) with values in H 1 and with norm
the sense of distributions. Equip the set of these functions with the norm
The completion of this set with respect to this norm is a Hilbert space W Introduce the subspace
Condition (i) implies that the operator A has an inverse A −1 : H → H 1 . Futher, the following Bihary result (see [17] ) will be necessary for us. 
, u > u 0 > 0.
Then (1) has a unique solution in
Proof. It is known (see [18] ) that the problem
where the positive constant M is independent of t. From (3) it follows that the linear operator
exists and it is bounded. Make a replacement
Then we obtain a functional equation
with the compact operator
We shall use the Leray Schauder principle. Consider the family of equations
Let u(λ, t) be the solution of (4). By M i denote various positive constants independent of λ and t. Take the inner product of equation (4) by Au(λ, t) and integrate the resulting relation over the interval [0, t], t ≤ T. By applying inequality (2) and ε-inequality, we come to the estimate
Using H older inequality, we get
Further, the Young inequality:
is applied to the right-hand side of the preceding relation. Let δ = 2 α+1
. Choosing suciently small ε > 0, we have
By using Lemma 1, we obtain
From (2) and (3) we have By using the last inequality and (5), we get
Thus, problem (1), according to the Leray Schauder principle, has at least one solution 
The operator A −1 is compact operator in H, therefore, the function g(n) exists, moreover than g(n) → 0 as n → ∞. In many cases the function g(n) is accurately calculated or estimated from above by the function which tends to zero as n → ∞.
The function g(n) is the main characteristics of the convergence rate of approximate solutions found by the moments method. The moments method for the approximate solution of the problem (1) leads to the following equation:
where u n (t) = ∑ n s=1 α s (t)φ s . From now on, by C we denote various positive constants independent of n and t.
Lemma 2. Suppose that h(t) ∈ L 2 (0, T ; H). Then the inequalities
hold.
Proof. Let us multiply (6) by Au n in the sense of the inner product in H and then integrate from 0 to ξ ≤ T. By using the ε-inequality, we come to the relation
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Now we transform the rst term on the left-hand side of (9):
Since u ′ (t) ∈ H 1 and condition (i) holds,
By applying (2) to the last term on the right-hand side of (9), using the Young inequality, we obtain
, z > z 0 > 0. The existence of the function G −1 (z) follows from the positiveness and continuity of the function φ(ξ). Thus, estimate (7) is proved. Next, from (10) and (7) we obtain (8) . The proof of lemma is complete. 2 We consider the problem
Lemma 3.
holds, where K ′ is the Fr echet derivative, φ 1 (ξ) is a continuous positive function on [0; ∞).
Proof. Dierentiate (6) with respect to t. Then Take the inner product of the equality P n u
Hence, ∥u ′ n (0)∥ = 0. From (11) and (13) it follows that
Take the inner product of (14) by A(v n − u ′ n ) and integrate the resulting relation over the
From this, together with (12) and (7), we have
By applying the Young inequality, we obtain
By using the fact that A is a positive denite operator, we obtain
Thus,
Further, using the Gronwall inequality, we obtain v n (t) = u ′ n (t). The proof of lemma is complete.
2 Lemma 4. Let the assumptions of Lemma 3 hold. Then
23
Proof. Take the inner product of (11) by Av n and integrate the resulting relation over the
From the last inequality, by using (12) and estimates (7) and (8), we obtain
Next, using Lemma 3, we obtain (15) . The proof of lemma is complete.
2
Theorem 2. Let the assumptions of Lemma 3 hold. Then
Proof. For the solutions of problems (1) and (6) we have
Let us multiply this equation by u − u n in the sense of the inner product in H and then integrate from 0 to ξ ≤ T. By using the monotonicity of the operator K, we come to the relation 
Next, applying ε-inequality and choosing suciently small ε > 0, we come to the inequality
From (2) and (15) we obtain (16) and (17) . The proof of the theorem is complete. 
Application to Initial-Boundary Value Problems
In this section, the projection method is applied to a nonlinear parabolic equation with discontinuous boundary conditions.
Let
In Q, consider the following initial-boundary value problem:
where ρ ≥ 1, ν is external normal to ∂Ω.
(Ω) is the Sobolev space (see [19] ). On H 1 dene the operators A = ∆ 2 and K = (I·)|I · | ρ . It is known that the system of the functions e kj (x 1 , x 2 ) = sin kπx 1 sin jπx 2 , (k = 1, 2, . . . , j = 1, 2, . . .) is a complete orthogonal system in L 2 (Ω). Let P n be the orthogonal projection in L 2 (Ω) onto the linear span H n of the functions {e kj (
(Ω) are the solution of the equation
From the form of functions φ kj (x 1 , x 2 ), we obtain
The approximate solution for (18) (20) is dened as 
Let us check inequality (2) . By using the embedding of the space W
Since
Let us check inequality (12) . Write down the Fr echet derivative of the operator K :
. Hence, (12) holds if γ = 0.
Let h(x 1 , x 2 , t) ∈ L 2 (Q) and h(x 1 , x 2 , 0) = 0. Then from Theorem 2 it follows that
The numerical realization of the Petrov Galerkin method for (18) (20) is made using the Matlab software package. The implementation of this algorithm in the form of a computer program allows to verify (22). The input data for the program are: the function f (x 1 , x 2 , t) and the value of ρ. For testing of the algorithm, we put ρ = 1, T = 1. We choose h(x 1 , x 2 , t) so that the exact solution of (18) (20) 
