Abstract-This paper proposes a belief propagation (BP) message passing algorithm-based joint multiple symbol differential detection (MSDD) and channel decoding scheme for noncoherent differential ultra-wideband impulse radio (UWB-IR) systems. MSDD is an effective means to improving the performance of noncoherent differential UWB-IR systems. To optimize the overall detection and decoding performance, this paper proposes a novel soft-in soft-out (SISO) MSDD scheme for noncoherent differential UWB-IR. We first propose a new sampling mechanism for the noncoherent auto-correlation receiver to sample the received UWB-IR signal. The proposed sampling mechanism can exploit the dependences (imposed by the differential modulation) among data symbols throughout the whole packet. The signal probabilistic model has a hidden Markov chain structure. We use a factor graph to represent this hidden Markov chain. Then, we apply BP message passing algorithm on the factor graph to develop an SISO MSDD scheme, which is easy to integrate with SISO channel decoding to form a joint MSDD and channel decoding scheme. Performance results of bit error rate simulations and EXIT chart analyses indicate the performance advantages of our scheme over the previous MSDD scheme.
I. INTRODUCTION
U LTRA-WIDEBAND impulse radio (UWB-IR) is served as a promising candidate for location-aware indoor communications, wireless sensor networks and wireless personal area networks. Previously, UWB-IR earned significant attentions in both academia and industry [1] , [2] . However, the implementation of optimal coherent receiver for UWB-IR systems faces many challenges. UWB channels usually contain hundreds of multipath, due to the rich scattering indoor environments. The optimal coherent receiver required to capture multipath energy is the famous Rake receiver [3] . Since the UWB channel is characterized by the dense multipath, we need a large number of Rake fingers to capture a significant part of the signal energy [4] . The implementations of so many Rake fingers and the associated channel estimation on the corresponding multipaths involve intensive complexities [5] . Moreover, such Rake receiver is very sensitive to timingjitter [6] . These challenges make it difficult and costly to realize the optimal coherent receiver for UWB-IR systems.
To obviate the complicated treatments on UWB channels, the suboptimal noncoherent receivers are proposed [7] . The typical noncoherent UWB-IR schemes are differential [8] and transmitted-reference [9] UWB-IR systems, both deployed with the analog autocorrelation receiver (AcR) that does not require Rake receiver and explicit channel estimation. Due to their good performance-complexity tradeoff, noncoherent receivers are now more popularly used in UWB-IR systems [7] . However, they suffer from some performance degradations compared with coherent receivers.
Multiple symbol differential detection (MSDD) is an effective means to improve the performance of noncoherent differential UWB-IR systems. The theoretical framework of MSDD is the maximum-likelihood (ML) sequence detection, which is firstly introduced to detect a block of differential MPSK symbols over additive white Gaussian noise (AWGN) channels in [10] . Applying MSDD to differential UWB-IR systems is considered in [11] - [13] . Works [13] , [14] consider the application of sphere decoding algorithm to fulfill a low complexity MSDD for differential UWB-IR systems. With the same purpose, work [13] proposed a Viterbi algorithm based MSDD scheme and works [15] - [17] proposed decisionfeedback MSDD schemes.
Wireless communication systems are susceptible to various impairments, such as noises, interferences and channel fading. Channel codes are usually employed to protect the transmitted symbols over possible errors. The decoding of most powerful channel codes that can approach the Shanon capacity depends on iterative algorithm, where iterations are performed between soft-in soft-out (SISO) modules [18] . However, these MSDD schemes mentioned earlier are all about to detect the hard decisions of the differential modulated UWB-IR signals; they are not compatible with SISO channel decoding. Recently, the work [19] investigates SISO MSDD for UWB-IR systems and incorporate it with SISO channel decoding.
In this paper, we propose a new SISO MSDD scheme for noncoherent differential UWB-IR systems. Even without considering channel encoding, there are memories introduced by the differential modulation to all modulated symbols throughout the whole packet. In [19] , the SISO MSDD processes signal samples block-by-block and it just ignores the information dependencies among different blocks. This leads to an information loss. In this paper, in contrast, the proposed SISO MSDD scheme calculates the soft information of one symbol by exploiting the signal samples from the whole packet. We propose a new sampling mechanism to enable this scheme. The proposed sampling mechanism computes the auto-correlations of the received UWB-IR signals, and does not need explicit channel estimation. Thus, the proposed sampling mechanism can be realized by using noncoherent AcR receivers. Moreover, it can exploit the signal dependencies among the whole packet. The joint probability function of the data symbols and the correlation samples in the packet has a hidden Markov chain structure. We use a factor graph to represent this hidden Markov chain of the signal probabilistic model. We then develop our SISO MSDD scheme using the belief propagation (BP) message passing algorithm which implements sum-product rule on the factor graph [20] . For a fixed observation window size (block size), the proposed MSDD scheme has a better detection performance than the previous block-by-block MSDD scheme in [11] - [13] . We also consider the channel decoding for noncoherent differential UWB-IR systems. Since BP message passing algorithm is also employed as the decoding algorithm for many channel codes, we integrate the proposed MSDD and the BP messag passing algorithm for SISO channel decoding. The outputs of the MSDD are fed to the inputs of the channel decoding, and vice versa, in an iterative manner. The main contributions of this paper are summarized as the follows. 1) New sampling mechanism for generating correlation samples. We propose a new sampling mechanism for noncoherent AcR to sample the received UWB-IR signal. Compared with the existing sampling mechanism in [11] - [13] , the proposed sampling mechanism can exploit more signal dependencies imposed by the differential modulation. The proposed sampling mechanism results in a hidden Markov chain model for the signal of the whole packet. 2) BP message passing algorithm for SISO MSDD scheme (joint MSDD and channel decoding scheme). We apply the BP message passing algorithm to the factor graph that represents the hidden-Markov-chain-type signal model for deriving SISO MSDD scheme. The proposed MSDD scheme is a bidirectional algorithm that consists of a forward and a backward message passing. Furthermore, we integrate the proposed MSDD with the BP message passing algorithm for SISO channel decoding, and we achieve an iterative algorithm for the joint MSDD and channel decoding scheme. We believe this is the first time that applies BP message passing algorithm to noncoherent differential UWB-IR systems. 3) Performance evaluations by simulations. Extensive simulations are performed to validate and evaluate the proposed scheme. The error performances of the uncoded and coded system under the environments of UWB multipath channel are evaluated. The extrinsic information transfer (EXIT) chart [21] , [22] is used to investigate the convergence property of the iterative process of the proposed joint MSDD and channel decoding scheme.
The results indicate the performance advantage of the proposed scheme over other existing schemes. The rest of this paper is organized as follows. The system model of differential UWB-IR system is described in Section II. Section III introduces the joint MSDD and channel decoding scheme. Section IV shows simulation results. Finally, conclusions are drawn in Section V.
II. SYSTEM MODEL
In this section, we present the system model for UWB-IR communications. A block schematic diagram of the system model is shown in Fig. 1 . Adopting binary antipodal pulse amplitude modulation (BPAM), the transmitted signal waveform is given by
where d i ∈ {±1} is the i th channel symbol, ω s (t) is the symbol waveform with duration T s and N is the packet size. We denote the original information bits by b j ∈ {0, 1}, j = 1, . . . , K . Through channel encoding, interleaving and modulation, these information bits are mapped to the coded data symbols a i ∈ {±1}, i = 1, . . . , N. The coding rate is R = K /N . Finally, the channel symbol d i is obtained by differential modulation:
. . , N, where d 0 = 1 is the reference symbol. UWB-IR transmissions usually employ N f frames to transmit one channel symbol, and each frame includes one very short pulse. According to this unique aspect of UWB-IR [1] , [13] , the unmodulated symbol waveform used in (1) is expressed as
where ω (t) is the ultra-short pulse with the duration T ω (referred to as the monocycle in literatures), T f is the frame duration and we have T s = N f T f , T c is the duration of an addressable time chip. 1 The sequence c j in (2) is a user specific time-hopping (TH) code used for the purpose of multiple access. Its elements are integers in the range 0 ≤ c j ≤ N c −1, satisfying T f ≥ N c T c . Since ω (t) has a very short duration, T ω is typically on the order of nanoseconds, the transmitted signal occupies a huge bandwidth. The frame duration T f is usually hundred or thousand times longer than T ω , resulting in a low duty transmission. We consider dense multi-path environments, such as the industrial and indoor office [25] . The channel impulse response (CIR) between the transmitter and the receiver is modeled as
, where δ is the Dirac delta function, L is the number of resolvable multipath components (MPCs), α l and τ l is the gain and the delay of the l th MPC, respectively.
We define the received pulse waveform as:
, where ⊗ denotes the convolution operator. Then, the received noisy signal waveform is given by
where n (t) is the additive white Gaussian noise process with zero mean and a flat two-sided power spectral density N 0 2. With T g denoting the maximum delay spread of the received pulse waveform g (t), the inter-frame interference (IFI) is avoided in the received signal (3) by letting
III. JOINT NONCOHERENT DETECTION AND CHANNEL DECODING A. New Sampling Mechanism for Noncoherent AcR
The optimal coherent detection of UWB-IR signals requires an implementation of the filter matched to the received pulse waveform g (t). However, the complexities of the implementation of the match filtering and the explicit channel estimation constitute obstacles for the practical use of coherent detection in UWB-IR systems. Therefore, we focus on noncoherent detection that dose not involve the explicit channel estimation and the implementation of the match filtering. To improve the performance of noncoherent detection, we apply the MSDD scheme to the system. UWB channels are quasi-static in typical indoor environments [25] . This means the channel remains invariant over several symbol durations. Relying on this feature, MSDD jointly detects a block of M symbols from the received signal in the observation window of size M + 1 symbol durations [11] , [13] , [19] .
In this subsection, we propose a new sampling mechanism for MSDD. The proposed sampling mechanism can be realized using noncoherent AcR and it is different from the sampling mechanism for MSDD in [11] , [13] , and [19] . Essentially, we still employ the correlation principle derived from generalized likelihood ratio test (GLRT) criteria in [13] to sample the received signal; however, we change its sliding mode of the observation window. In [13] , each time, the observation window of size M +1 will be slid down M symbol durations after the current M symbols have been detected. In a different mode, we slide the M + 1 size observation window down one symbol duration each time. In other words, the current observation window overlaps M symbols with the next observation window. The proposed sampling mechanism is illustrated in Fig. 2 . In the following, we mathematically formulate the proposed sampling mechanism, and then explain its implications to noncoherent UWB-IR systems.
From the received signal r (t) in the i th observation window 
with the de-spreading signal
After we finish the computation of Y i , the observation window is slid down one symbol duration to
T s , from where we will compute the next sample vector Y i+1 . Since there is no transmission occurring (r (t) = 0 for t < 0), we pad some zeros at the rears of the first M − 1 sample vectors:
We make some remarks about the proposed sampling mechanism to bring out its implications.
1) The proposed sampling mechanism can be realized by using the AcR made of analog components (i.e. analog delay lines and integrators) to avoid the ultra high sampling rate in UWB-IR systems. The proposed sampling mechanism produces the samples in Y i by correlating the i th symbol with its previous M symbols as expressed in (4); then it slides the observation window down one symbol duration to produce samples in Y i+1 ; the correlating operations are carried out from the first symbol to the last symbol of the packet. By this manner, the proposed sampling mechanism can exploit the dependencies (imposed by the differential modulation) among symbols throughout the whole packet.
2) Based on the samples of the whole packet Y i for i = 1, . . . , N produced by the proposed sampling mechanism, we will derive the BP message passing algorithm on a factor graph for SISO MSDD in the next subsection. We employ a factor graph to represent the probabilistic model of the samples and the data symbols in the whole packet. Then, we apply the BP message passing algorithm to the factor graph for SISO MSDD. We also combine the BP message passing algorithm for SISO channel decoding with the proposed BP message passing algorithm for SISO MSDD, resulting in a BP message passing algorithm to joint MSDD and channel decoding for UWB-IR systems. Iterative message exchange will be performed between SISO MSDD and SISO channel decoding. A block schematic diagram about this receiver structure is also shown in Fig. 1 . 3) Different from ours, the sampling mechanism of [11] - [13] and [19] is on a block-by-block basis. The correlation operations only try to exploit the dependencies (imposed by the differential modulation) among symbols within a block of M symbols. However, the symbol dependencies between different blocks are ignored. This is a kind of information loss. We will discuss the MSDD scheme of [11] - [13] and [19] in Section III.D in detail.
Depending upon the proposed sampling mechanism in (2) where blocks overlap some others, the detection of one symbol is capable of making use of the information of all the symbols throughout the whole packet. Since more information are collected, it is expected that the proposed scheme could have a better performance.
B. The BP Message Passing Algorithm for SISO MSDD
In this subsection, we derive the BP message passing algorithm that performs SISO MSDD using the samples delivered from the proposed sampling mechanism. Here, we do not consider the effect of the channel encoding and we will discuss it in Section III.C.
Substituting (5), (3) into (4) 
where
0 g 2 (t) dt is the captured energy of the received pulse and
is the discrete noise component. It has been shown in [26] that n i,m for all i and m can be approximated to mutually independent Gaussian random variables with mean zero and variance
2, where W is the bandwidth of the bandpass filter employed at the receiver. This approximation is rather well when N f is large due to the central limit theorem. We will also investigate this Gaussian approximation using simulations in Section IV.
It can be concluded from (6) that the signal part of the correlation sample depends on the data symbols and the captured energy E g . To derive a SISO MSDD scheme, we need to know the captured energy E g and the variance of the noise components σ 2 n . To estimate parameters E g and σ 2 n , our receiver employs a method of moments (MM) [27] . The
can be approximately computed using sample averaging
where Z is the number of non-zero elements in {Y i }. Then, MM gives the following estimates for E g and σ 2
n :
After achievingÊ g ,σ 2 n , we detect data symbols by substitutinĝ E g ,σ 2 n into the signal model (6) . In the simulation results of Section IV, we will see that the MM estimations of E g , σ 2 n achieve rather good performances.
Let Y = {Y i } be the set containing all the sample vectors and a = [a 1 , a 2 , . . . , a N ] T be the vector of all the data symbols. The target of the SISO MSDD is to calculate the a posteriori probability (APP) of data symbol a i given Y:
for all i , where notation a:∼a i means the summation over all data symbols in a except a i . The straightforward calculation of (9) will involve complexity O 2 N , which disastrously increases with N.
For an efficient calculation of (9) we will derive a factor graph representation for the probabilistic model of the system and employ the BP message passing algorithm onto the factor graph. To use the BP message passing algorithm and factor graphs, we first factorize the global probability function p ( Y| a) p (a) into many small local functions. As specified by (6) , after the proposed sampling mechanism, we meet an equivalent discrete memory channel, where the i th sample vec-
is obtained by using the Gaussian approximation on the discrete noise components. Then, we perform a factorization on p (a):
which intuitively brings out the Markov property introduced by the proposed sampling mechanism. The first equality of (12) is due to the independence of a i without considering the channel encoding 2 ; the second equality of (12) is due to
Based on the probability functions (10) and (12), we find that our system is well represented by a hidden Markov chain. We now define such hidden Markov chain as follows. For the Markov chain, the i th state is
T , the i th input is a i and the i th 
The behavior of a Markov chain usually can be illustrated using a trellis chart. In Fig. 3 , we give an example of such trellis chart that illustrates the Markov chain of our system with M = 2. Our signal probabilistic model is a hidden Markov chain due to that we cannot directly observe the output x i , we can only observe Y i which is a function of x i plus a noise. Hidden Markov chains can be represented using factor graphs [20] . The factor graph representation for the hidden Markov chain of our signal probabilistic model is shown in the upper part of Fig. 4 , where circles are variable nodes for inputs and outputs, double circles are variable nodes for state and squares are the factor nodes for local check functions. Then, we can apply BP message passing algorithm to the factor graph for performing SISO MSDD. Since the structure of the factor graph for SISO MSDD is a tree, SISO MSDD is exactly implemented by a forward message passing and a backward message passing. We give the detailed descriptions about these message passing operations in the following.
The above definition for the hidden Markov chain is consistent with the factorization in (12):
Therefore, we have
Substituting (10), (13) into (9) leads to
As indicated in (14), we can now calculate APPs p ( a i | Y) using a BP message passing algorithm that implements the sum-product rule [20] . The BP message passing algorithm for calculating p ( a i | Y) is a bidirectional algorithm consisting of a forward and a backward message passing. This is similar Fig. 4 . Factor graph for performing the proposed joint MSDD and channel decoding schme, where the factor graph in the dash line box is for performing the proposed SISO MSDD, the red arrows denote the intrinsic information sent from SISO MSDD to the channel decoding and the blue arrows denote the intrinsic information sent from the channel decoding to SISO MSDD.
to the BCJR algorithm for decoding convolutional channel codes [28] . Using the sum-product rule, the forward messsage passing aims to recursively calculate messages α (S i ) (already defined in (14)):
for each i = 1, 2, . . . , N, where notaiton ∼S i denotes the summation over all arguments involved in except (11)). Similarly, the backward messsage passing aims to recursively calculate messages β (S i ) (already defined in (14)):
for each i = 1, 2, . . . , N. After the forward and backward message passing once in each direction, we can calculate the messages that runs from check node T i to variable node a i (denoted by the red solid arrows in Fig. 4) as
for each i = 1, 2, . . . , N. Finally, the APP of a i is given by
We now finish the derivations on the BP message passing algorithm for SISO MSDD.
C. Joint Noncoherent Detection and Channel Decoding
BP message passing algorithm is also widely used as the decoding algorithm for many advanced channel codes, such as LDPC codes, Turbo codes [18] , [20] . It is straightforward to integrate BP for SISO MSDD with BP for channel decoding under the message passing framework, resulting in a BP message passing algorithm for joint noncoherent detection and channel decoding. In this subsection, we incorporate channel encoding/decoding into our framework. The factor graph of the overall system that includes the channel encoding constraint is shown in Fig. 4 .
The presence of the constraint on the symbols of a by channel encoding introduces loops onto the factor graph. As a consequence, the BP message passing algorithm cannot exactly calculate these APPs of interest. On the factor graph with loops, the BP message passing algroithm approximates the calculation of APPs in an iterative manner -the messages will be passed multiple times on some given edges of the factor graph [20] . Usually, a good channel code is designed to make the loops very large. Therefore, in many applications, the approximations by iterative BP message passing on factor graphs with loops are pretty good [20] .
Given the factor graph of interest, we can design many different message-passing schedules. In this work, we adopt a serial schedule [20] for the iterative BP message passing between the SISO MSDD and the SISO channel decoding. The messages exchanged between the MSDD and the channel decoding are known as the extrinsic information. In each iteration, given the channel evidences p (Y i |x i ) from observations Y and the messages ζ (a i ) sent from the channel decoding for all i , we performs the BP message passing algorithm for SISO MSDD to update messages γ (a i ) as in (17) for all i . The update of γ (a i ) is still according to (15) , (16) and (17) with the only difference that we replace the a priori information p (a i ) in (15) and (16) with the messages ζ (a i ). Then, the updated γ (a i ) are treated as the extrinsic information and delivered to the channel decoding (denoted by the blue solid arrows in Fig. 4) . Then, treating messages γ (a i ) as the a priori information, the channel decoding runs several rounds of iterative BP message passing within the subgraph of the channel encoding constraint. After that, the channel decoding sends back its extrinsic information ζ (a i ) (denoted by the blue dot arrows in Fig. 4 ) to the MSDD for the next iteration. After several iterations between the MSDD and the channel decoding, we terminate the algorithm, and obtain the final decoding results about information bits. Finally, we remark that the above iterative processing is implemented in digital domain as long as we have obtained the correlation samples from the AcR receiver.
D. Alternative SISO MSDD Scheme
In Section III.B, we establish a hidden Markov chain for the signal model induced by the proposed sampling mechanism of AcR; we then develope a BP message passing algorithm on the factor graph of the hidden Markov chain for fulfilling SISO MSDD. Henceforth, we will refer to this hidden Markov chain based MSDD as the M-MSDD scheme.
In [11] - [13] , there is another kind of sampling mechanism used to generate correlation samples for MSDD. That sampling mechanism and the following MSDD scheme in [11] - [13] is in a block-by-block basis. We refer to this block based MSDD scheme as the B-MSDD scheme. Originally, the B-MSDD scheme proposed in [11] - [13] only gives hard outputs. It can also be modified to become SISO B-MSDD and integrated with SISO channel decoding, as investigated in [19] . The SISO B-MSDD in [19] computes the extrinsic information of data symnols in the logarithm domain. Here, we just make an interpretation about SISO B-MSDD using the framework of the factor graph and the BP message passing algorithm. Thus, we compute the extrinsic information in the probability domain using the sum-product rule as in (19) .
The whole packet of N data symbols sampling mechanism
where y (t) is the de-spreading signal given in (5), n i, j is the discrete noise component. We stack all the samples Y i, j of the u th block into a vector Y u of length For an SISO B-MSDD, we first construct the probabilistic model of the system using factor graphs. The factor graph for B-MSDD with M = 3 as an example is shown in Fig. 5 , where we also incoporate the constraint by the channel encoding. Then, we develop a BP message passing algorithm on the factor graph. To be integrated with the SISO channel decoding, the SISO B-MSDD scheme aims to calculate messages λ (a i ) (denoted by the red arrows in Fig. 5 ): is obtained by using the Gaussian approximation on the discrete noise component, ζ a j is the a priori information of a j sent from the channel decoding (denoted by the blue arrows in Fig. 5 ). The messages λ (a i ) are treated as the extrinsic inforamtion of B-MSDD and sent to the channel decoding. Then, treating messages λ (a i ) as the a priori information, the channel decoding updates its extrinsic information ζ (a i ) and send the updated ζ (a i ) back to B-MSDD. Several iterations between the B-MSDD and the channel decoding are performed to ensure the convergence of the joint B-MSDD and channel decoding algorithm.
E. Complexity Analysis
We analyze and compare the complexities of the proposed M-MSDD scheme and the B-MSDD scheme. Due to different sampling mechanisms, M-MSDD and B-MSDD have different AcR architectures. We first consider the hardware complexity of the used AcRs and then the computational complexity of the BP algorithms.
The AcRs of MSDD schemes are deployed to compute the correlation samples between different segments of the received signal. The AcRs can be implemented by using analog delay lines, multipliers and integrators, which avoids analog to digital converter with ultra high sampling rate. To compute the correlation samples as in (4) for M-MSDD, we need to employ M delay lines, M multipliers and M integrators to construct the corresponding AcR. To compute the correlations as in (18) for B-MSDD, we need to employ M delay lines, M (M + 1)/2 multipliers and M (M + 1)/2 integrators to construct the corresponding AcR. We summarize the hardware complexities in Table I . We illustrate the AcRs of M-MSDD and B-MSDD with M = 3 in Fig. 6 . For a fixed sampling window size M, the hardware complexity of M-MSDD is smaller than that of B-MSDD.
After the sampling process of AcR, the correlation samples are fed into digital signal processors that will execute the BP algorithms for MSDD. We now analyze the computational complexities of the corresponding BP algorithms for M-MSDD and B-MSDD. Let us see M-MSDD first. For a fixed symbol value a i , the computation of the extrinsic information γ (a i ) as in (17) To implement M-MSDD and B-MSDD with a large M, we must reduce the computational complexities. The main contribution of [19] is using the list sphere decoding [29] to reduce the computational complexity of the logarithmdomain B-MSDD with a large M. For our M-MSDD that based on the BCJR-type BP algorithm, we can resort to the M-algorithm [30] for reducing the computational complexity. The application of the M-algorithm to our M-MSDD is interesting and will be investigated in our later work. The performance of B-MSDD is treated as the reference for our M-MSDD. We compare the performances of M-MSDD and B-MSDD through EXIT chart analyses and BER simulations in the next section.
Since practical analog delay lines with delay values equal to symbol durations are costly and require considerable space, we can also choose to implement the sampling mechanism of our M-MSDD in the digital domain. This results in a all-digital receiver structure. For the all-digital receiver, the received signal is first converted into digital samples by using a analog-to-discrete converter (ADC) that operates at a very high sampling frequency. Then, these digital samples are fed into a digital signal processor (DSP) that fulfills the computations of correlation sampling, channel decoding, etc. 3 We now analyze the computational complexity for implementing our M-MSDS's sampling mechanism in the digital domain. The correlation sampling as shown in (4) is an integral over the integral duration T g . The signal within the duration T g is converted to T g f s digital samples by the ADC, where f s is the sampling frequency of the ADC. To compute the correlation of (4) We compare the complexity of the digital M-MSDD sampling mechanism with a digital coherent Rake sampling that correlates the digital samples of the received signal with a signal template that is obtained by a data-aided channel estimation. The channel estimation exploits the preamble of N p symbols that are transmitted at the beginning of each packet. We consider the channel estimation method proposed in [5] , where the receiver performs cross correlation by using the digital samples of the received signal and the known preamble symbols to extract the gains and delays of the UWB channel multipaths. Specifically, the cross correlation between the i -th known preamble symbol p i and the received signal is expressed as a convolution: is the figure number of the Rake receiver. The locations of these extrema are taken as the estimates for the delays of the channel multipaths; the corresponding extrema are taken as the estimates for the gains of the channel multipaths. This finishes the channel estimation for the coherent Rake sampling. To look for the locations of the extrema, a sorting algorithm is employed. Different sorting algorithms have different computational complexities. Here, we just regard the complexity of the used sorting algorithm is T g f s 2 additions for the demonstration purpose. Using the estimated delays and channel gains, a signal template including T g f s digital numbers is generated. The Rake sampling is realized by correlating the signal template with the data part of the received signal in a symbol-by-symbol manner. Thus, the Rake sampling needs N T g f s multiplications and N T g f s − 1 addition for correlating N data symbols. Adding the complexities of the channel estimation and the Rake sampling together, we can obtain the overall complexity of the Rake sampling with channel estimation. We list the complexities of the alldigital M-MSDD sampling and the all-digital Rake sampling with channel estimation in Table III . From the results in Table III , we can conclude that if the overhead of the preamble is negligible (N p  N) , the complexity of employing the coherent Rake sampling to correlate the data part of the received signal is smaller than that of employing our M-MSDD sampling. From the simulation results provided in Section IV.A, we find that few preamble symbols cannot give satisfied performance for the channel estimation. Thus, it is desirable to insert more preamble symbols for improving the performance, however, sacrificing the data throughput. In a scenario where the channel is more likely to change over time, we have to divide the packet into several sub-packets and add a preamble to every sub-packet (whcih means the value of N p is increased). This will increase the overhead and the complexity of the channel estimation for the Rake sampling. However, even the channel varies within the packet, our M-MSDD sampling is still effective as long as the channel remain static within the observation window of M symbols. From this perspective, our M-MSDD for noncoherent UWB systmes is more preferable than the coherent Rake receiver in an environment where the UWB channel is hard to estimate and track. IV. NUMERICAL RESULTS In this section, we perform computer simulations to investigate the error performances of our M-MSDD scheme and also perform EXIT chart analysis to investigate the convergence behavior of M-MSDD.
A. Simulation Results
In this subsection, simulations are conducted to validate the proposed scheme. In all simulations, the channel is generated according to IEEE 802.15.3a CM2 model [31] , and the channel impulse responses are truncated at T g = 100 ns. The used impulse shape ω(t) is the second derivative of a Gaussian function. The duration of ω(t) is set as T ω = 0.5 ns. The frame and chip durations are set to T f = 200 ns and T c = 1.0 ns, respectively. Each symbol consists of N f = 10 frames. The TH codes are randomly picked up in the interval [0, N c − 1] where N c = 100. Since now T f > T g + (N c − 1) T c is satisfied, there is no IFI in our system. The integration interval of AcR is T i = T g = 100 ns. The bandwidth of the baseband filter employed at the receiver (W ) is 2 GHz. The signal-tonoise ration (SNR) is defined as
This case is used to investigate the Gaussian approximation on the discrete noise components given in (7). We get the correlation samples from the UWB signal waveforms using the sampling mechanism in (2) with M = 3. Then, we subtract N f (N + 1) pulses) . Finally, we compute the empirical noise probability density function (PDF) using these simulated noise components. The results are shown in Fig. 7 . The theoretical Gaussain PDF with mean zero and variance σ 2 n = N f N 0 E g + W T g N 2 0 /2 are also shown in Fig. 7 for comparison. From the results in Fig. 7 , we can see that the empirical noise PDFs can match the theoretical Gaussian PDFs.
2) Test Case 2:
We study whether the used estimation of E g , σ 2 n given in (8) works well. We compute the mean square errors (MSEs) of the E g and σ 2 n estimates. When we compute the MSE of σ 2 n estimate, we treat
/2 as the real value of σ 2 n . We set that the packet includes N = 1600 data symbols, and the block size used to sample the UWB signal waveform as in (2) is M = 2, 3, 7. For each M and each SNR, we average the square errors of the estimates over 10 4 packets to get the MSEs. The MSE results are presented in Fig. 8 . It shows that the values of MSEs are improved with SNR and they are small for the median to high SNR regime (above 5 dB). We see a little difference in MSEs for different M; a larger M induces a smaller MSE. This is because we can get more samples from larger M and we can average out the noises better. Since the MSEs are relatively small, we will see later that the use of estimated E g and σ 2 n in our scheme just introduce a negligible performance loss.
3) Test Case 3: We now investigate the bit error rate (BER) performance of the proposed M-MSDD scheme for uncoded differential UWB-IR systems. Without considering channel codes, we employ the M-MSDD to detect the data symbols a i for i = 1, 2, . . . , N. After the bidirectional message passing as in (15), (16) and (17), the BP message passing algorithm for M-MSDD outputs the APP of a i . Then, the hard decision about a i is made based upon the APP of a i . Each packet consists of N = 1600 data symbols. We evaluate the BER performance of the proposed M-MSDD scheme with the perfect E g and the estimated E g . As benchmarks, we also evaluate the BER performances of the conventional differential detection (DD) [8] scheme, the Rake receiver, and the hard B-MSDD [11] - [13] scheme for differential UWB-IR systems. For the Rake receiver, we also investigate the ideal Rake receiver with perfect channel information and the Rake receiver with imperfect channel information from the channel estimation method described in Section III.E. The finger number of the Rake receiver is set to as L r = 40, which can nearly capture all the channel energy. The number of preamble symbols used for channel estimation is set to as N p = 1, 5, 10. Fig. 9 presents the BER results. The first issue we want to study is the impact of E g and σ 2
n estimations on the BER performance of our M-MSDD. We can observe from Fig. 9 that the M-MSDD schemes with perfect E g , σ 2 n and estimated
n nearly have the same performance. Thus, we can conclude that the estimates of E g , σ 2 n by the MM estimation are sufficiently effective for the implementation of M-MSDD. Then, compared to the DD scheme, our M-MSDD scheme can improve the uncoded BER performance by offering detection gains (2, 3, 4 dB at the BER of 10 −6 for M = 2, 3, 7) which increase with M. The performance gap between the noncoherent M-MSDD scheme and the ideal coherent Rake receiver can be narrowed by increasing the block size M. Moreover, we can see in Fig. 9 that the performances of the Rake receiver with imperfect channel estimations are affected by the number of preamble symbols. With few preamble symbols, the performance of the Rake receiver is not satisfied. Using 5-10 preamble symbols per packet, the Rake receiver has a comparable performance to our M-MSDD scheme with M = 7. If the channel frequently changes, the overhead of the preamble symbols used to estimate and track the channel for the coherent Rake receiver must be taken into account by system designers. The performance trend in BER of M-MSDD is similar to that of B-MSDD. Since for a fixed M, M-MSDD and B-MSDD both have complexites of exponential order in M, we compare the uncoded BER performances of M-MSDD and B-MSDD with the same block size M. We see that M-MSDD has a better uncoded BER performance than B-MSDD -M-MSDD obtains about 1 dB gain at the BER of 10 −6 for a fixed block size M.
4) Test Case 4:
We then investigate the BER performances of the joint MSDD and channel decoding schemes for coded differential UWB-IR systems. The regular LDPC code [32] with coding rate R = 1/2 is employed. The number of 1's in each row and column of the used parity check matrix are 3. Each packet has 800 information bits (thus 1600 channelcoded data symbols). In the joint MSDD and channel decoding schemes, the used MSDD schemes are our SISO M-MSDD proposed in Section III.B and the SISO B-MSDD discussed in Section III.D, respectively. We evaluate the BER performance of the schemes with the perfect E g , σ 2 n and the estimated E g , σ 2 n . For all simulation results, we perform 10 iterations between the BP message passing algorithm for MSDD and the BP message passing algorithm for LDPC channel decoding, and 10 iterations within the BP message passing algorithm for LDPC channel decoding. In all simulations, we observe that these numbers of iterations can ensure the convergence of the algorithms. Fig. 10 presents the coded BER results. The first observation is that for the schemes with a large block size M, the estimated E g , σ 2 n now induce some performance loss in the coded BER. The reason is that the coded system with a large M is operating at a relatively low SNR regime, where the estimation errors of E g , σ 2 n are large and the decoding performance is sensitive to the estimation errors. Second, we can see that the proposed joint M-MSDD and channel decoding scheme has around 0.5 dB SNR gain over the joint B-MSDD and channel decoding scheme for a fixed block size M. We believe that these gains are due to the more beliefs collected by the BP message passing algorithm for M-MSDD.
B. EXIT Chart Analysis
Besides error performances investigated by simulations, this subsection provides an EXIT chart analysis for our M-MSDD scheme. The EXIT chart is a semi-analytic tool introduced to visualize and study the convergence behavior of iterative receivers [21] , [22] . According to the theory of EXIT charts, the constitute modules of the iterative receiver are regarded as devices that map the sequence of the a priori information L i to a new sequence of extrinsic information L o , where the a priori information and extrinsic information are all expressed in the form of L-values [21] , [22] . The EXIT chart computes the mutual information between L-values and data symbols as the measurement for analysis. Specifically, the mutual information between the a priori information and a
where X is the random variable (r.v.) corresponding to the transmitted BPSK symbol, f L i (l |x ) is the distribution function of the a priori information L i given the symbol realization x ∈ {±1}. As we feed L i into the SISO detector (or decoder) as the input and get L o as the output, I (L i ; X) is mapped to I (L o ; X), the mutual information between L o and X. We can also compute I (L o ; X) using (20) 
from the histogram of the L-values of the extrinsic information (a priori information); we then can finish the computation of (20) using a numerical integration.
We denote I A = I (L A ; X) and I E = I (L E ; X). For a fixed SNR value, the EXIT chart is defined as a nonlinear transformation relationship between the I A and I E : I E = T (I A ). During the iterative process of the joint detection and channel decoding schemes, the extrinsic information of the detector (decoder) is used as the a priori information of the decoder (detector), i. . Then, the iterative extrinsic information exchange between the detector and the decoder can beÂ interpreted as the trajectory between the two EXIT curves. This can visualize the convergence behavior of the iterative process.
We now apply the EXIT chart analysis to M-MSDD and B-MSDD. We first simulate a differential noncoherent UWB-IR system. The system parameters of the simulated system are the same with that used in Section IV.A. At the receiver, the UWB signals are sampled by AcRs according to (4) and (18) . The estimates for the captured energy E g , and noise variance σ 2 n are obtained by the estimation method in (8) . Then, we apply the joint M-MSDD/B-MSDD and channel decoding scheme to process the corresponding correlation samples. Before we compute the mutual information using (20) , we transform the extrinsic information in the form of factor graph messages into in the form of L-values:
We remark that when we do the EXIT chart analysis, we do not assume the consistent Gaussian approximation [21] , [22] to L A , L E ; we just numerically compute different L E , L A by changing the input distributions f L i (l |x ) to the constitute modules. Fig. 11 shows the EXIT curves of M-MSDD and B-MSDD with M = 2 for SNR = 4 dB, 9.2 dB and 9.8 dB. Fig. 12 shows the EXIT curves of M-MSDD and B-MSDD with M = 7 for SNR = 4 dB, 7.2 dB and 7.6 dB. A higher SNR raises the EXIT curves of M-MSDD and B-MSDD on the diagram higher. From the results in Fig. 11 and Fig. 12 , it is generally seen that with a fixed sampling block size M and SNR, M-MSDD provides better mutual information than B-MSDD does. This is due to that compared with B-MSDD that just collects information for each symbol form the current block, The EXIT curve of the BP algorithm for LDPC channel decoding is also presented in Fig. 11 and Fig. 12 . Each round of BP channel decoding runs N L D PC = 10 iterations within the subgraph of the LDPC channel encoding constraint. Since the channel code is treated as the outer code, i.e., the BP channel decoding does not take the correlation samples of the UWB signals as its input, the EXIT curve of the BP channel decoding is not affected by the SNR. If there is an open tunnel Â between the EXIT curve of M-MSDD/B-MSDD and the curve of BP channel decoding, the iterative process can converge to mutual information 1, i.e. communications with negligible errors are possible.âŁ‹ Therefore, Fig. 11 and Fig. 12 also reveal that the joint M-MSDD and channel decoding scheme can converge to mutual information 1 above SNR 9.2 dB for M = 2, and SNR 7.2 dB for M = 7, and the joint B-MSDD and channel decoding scheme M = 2 can converge to mutual information 1 above SNR 9.8 dB for M = 2, and SNR 7.6 dB for M = 7. These results are almostly consistent with our BER simulation results in Fig. 10 .
We can also employ EXIT chart to investigate the impact of message-passing schedules on the convergence of the BP algorithm for joint M-MSDD and channel decoding scheme. Fig. 13 and Fig. 14 show the EXIT charts and the trajectories of the joint M-MSDD and channel decoding scheme with M = 2. The difference between the results in Fig. 13 and Fig. 14 is that the message-passing schedules are different. For the results in Fig. 13 , the message-passing schedule is the serial schedule used throughout this paper, i.e., before sending out messages {γ (a i )} as the extrinsic information to M-MSDD, the BP channel decoding runs many times iterations (N L D PC = 10) within the subgraph of channel encoding constraint. From the trajectory in Fig. 13 , we can observe that this message-passing schedule ensures that our algorithm can nearly converge after 2-3 iterations between M-MSDD and the BP channel decoding. For the results in Fig. 14, the message-passing schedule is that each round of the BP channel decoding just runs once iteration (N L D PC = 1) then outputs messages {γ (a i )}. From the results in Fig. 14, we can see that this message-passing schedule results in poor performances: at SNR 9.2 dB, the algorithm cannot converge to mutual information 1 even after many time iterations between M-MSDD and the BP channel decoding, since there is no tunnel opened for the trajectory; when the SNR is high enough to open a tunnel for the trajectory at 12 dB, we cannot benefit from the channel codes (only once M-MSDD can give mutual information one). This justifies the serial message-passing schedule described in Section III.C.
V. CONCLUSION
In this paper, we apply BP message passing algorithm to propose a joint MSDD and channel decoding scheme for noncoherent UWB-IR systems. Specifically, we propose a new sampling mechanism to transform the received UWB-IR signal into discrete samples, whose probabilistic model has a hidden Markov chain structure. Using the factor graph representation of this hidden Markov chain model and applying the BP message passing algorithm on the factor graph, we derive a new SISO MSDD for computing the APPs of the data symbols. The proposed MSDD is a bidirectional message passing algorithm, which can make use of all the signal dependences throughout the whole packet. Thus, the proposed MSDD has a better performance than the block-by-block MSDD scheme proposed in previous works. We can also feed the outputs of MSDD to the inputs of the BP message passing algorithm for channel decoding, and vice verse, in an iterative manner. Our BER simulations and EXIT chart analyses indicate that the proposed MSDD scheme has around 1 dB, and 0.5 dB gain over the block-by-block MSDD scheme for the uncoded and coded system, respectively.
