For the analysis of square contingency tables with ordered categories, it may be useful for applying some kinds of asymmetry model when the symmetry model does not hold. Tahata and Tomizawa (2011) considered the linear asymmetry model. In the present paper, the extended linear asymmetry model is proposed. The model indicates that the log-odds of symmetric cells are expressed as polynomial function of parameter. Also, the symmetry model is separated into two models and the relationship between test statistics is given.
Introduction
The issues of various symmetry rather than independence arise naturally for the analysis of square contingency tables with ordered categories. The models, that indicate the structure of symmetry and asymmetry, have been proposed. For example, the conditional symmetry (CS) model (McCullagh (1978) ), the linear diagonals-parameter symmetry (LDPS) model (Agresti (1983) ), two-ratios parameter symmetry (TRPS) model (Tomizawa (1987) ) and the quasi-symmetry based on f -divergence (Kateri and Papaioannou (1997) ). Also, see Kateri and Agresti (2007) , Klimova et al. (2012) , and Klimova and Rudas (2016) .
For an r × r square contingency table with ordered categories, let p ij denote the probability that an observation will fall in the ith row and the jth column of the contingency table (i = 1, . . . , r; j = 1, . . . , r) . The symmetry (S) model is defined by p ij = ψ ij (i = 1, . . . , r; j = 1, . . . , r) , (Bowker (1948) (Stuart (1955) ). When the S model fits the data poorly, we may be interested in seeing the reason for the poor fit. Caussinus (1965) proposed the quasi-symmetry (QS) model defined by p ij = µα i β j ψ ij (i = 1, . . . , r; j = 1, . . . , r) ,
where ψ ij = ψ ji , and pointed out that the S model holds if and only if both the QS model and the MH model hold. The separation of symmetry may be useful for seeing the reason for the poor fit. For example, Read (1977) , Yamamoto et al. (2007) and Tahata and Tomizawa (2009) also showed other separations of the S model. In this paper, we propose a model that indicates the structure of asymmetry. Also we show that the S model can be separated into two models; one is the proposed model and the other is the model that indicates the structure of global symmetry and moment equality (see Sections 3 and 5). The result includes the separations of the S model given by Caussinus (1965) , Read (1977) , Yamamoto et al. (2007) and Tahata and Tomizawa (2009) in the special cases. Aitchison (1962) , Darroch and Silvey (1963) and Tomizawa and Tahata (2007) The present paper is organized as follows. Section 2 proposes the new model. Section 3 gives the separation of the S model. Section 5 shows relationship between test statistics. Section 6 gives a numerical example.
Extended kth linear asymmetry model
We propose a new model defined by, for a fixed k (k = 1, . . . , r − 1),
where ψ ij = γψ ji (i < j). Also, this model can be expressed as
Therefore this indicates that the log-odds of symmetric cells are expressed as the polynomial. A special case of this model with γ = 1 is the kth linear asymmetry (LS k ) model proposed by Tahata and Tomizawa (2011) . We shall refer to this model as the extended LS k model (denoted by ELS k ). Tomizawa (1984) proposed the extended quasi-symmetry (EQS) model defined by . . . , r; j = 1, . . . , r) ,
. This model indicates the structure of asymmetry of odds ratios although the detail is omitted. The EQS model can be expressed as
On the other hand, the ELS r−1 model can be expressed as . . . , r) . The relation between {λ 1 , λ 2 , . . . , λ r } and {θ 0 , θ 1 , . . . , θ r−1 } is one-to-one. Therefore the ELS r−1 model is equivalent to the EQS model. We point out that the ELS k (k < r − 1) model is a special case of the EQS model.
Note that (i) when γ = θ 1 = · · · = θ k = 1, the ELS k model is the S model, (ii) when θ 1 = · · · = θ k = 1, the ELS k model is the CS model, (iii) when k = 1 and γ = 1, the ELS k model is the LDPS model, (iv) when k = 1, the ELS k model is the TRPS model, and (v) when k = 2 and γ = 1, the ELS k model is the extended LDPS (ELDPS) model (Tomizawa (1991) ).
In an analogous manner to Bishop, Fienberg and Holland (1975, p. 24) , the ELS k model can be expressed as log-linear form:
where i u 1(i) = i u 12(ij) = 0, and
Namely, this model indicates that (i) the difference between main effects of row and column variables is a polynomial of degree k, and (ii) two factor effect between variables has the asymmetric structure. We note that a log-linear model describes the structure of a table by using a model to build a table (Bishop et al. (1975), p. 25) . We sum the values for exp[u 1(i) + u 2(j) + u 12(ij) ] and define exp [u] as the reciprocal of this sum to ensure that the {p ij ; i = 1, . . . , r, j = 1, . . . , r} sum to 1. Therefore, we can obtain {p ij } satisfying the structure of ELS k by selecting values for parameters. Table 1 shows some examples. We point out that the parameters are the same except {Θ 1 , Θ 2 , Θ 3 } for Tables 1(a), 1(b) and 1(c).
Note that the values of Θ 2 and Θ 3 theoretically equal to zeros for 
Separation of symmetry
Let X and Y denote the row and column variables, respectively. For a fixed k (k = 1, . . . , r − 1), consider a model defined by
where
We shall refer to this model as the marginal kth moment equality (ME k ) model. The global symmetry (GS) model is defined by
also see Read (1977) . Then, we obtain the following theorem.
Theorem 1. If the S model holds, then for any
. . , r − 1), the ELS k , GS and ME k models simultaneously hold. Conversely, if the ELS k , GS and ME k models simultaneously hold for some k, then the S model holds.
Proof. If the S model holds, then for any k (k = 1, . . . , r − 1), the ELS k , GS and ME k models simultaneously hold. Assuming that all the ELS k , GS and ME k models hold for some k, then we shall show that the S model holds. Let {p ij } denote the cell probabilities which satisfy all the ELS k , GS and ME k models, where {p ij } denotes {p ij ; i = 1, . . . , r, j = 1, . . . , r}. The ELS k model may also be expressed as
where φ ij = φ ji . Therefore, we see
Note that π ij = 1 with 0< π ij <1. Since the ELS k , GS and ME k models hold, we obtain
Consider the arbitrary cell probabilities {p ij } satisfying 
We obtain
Note that K(a, b) is the Kullback-Leibler information between {a ij } and {b ij }.
Since π is fixed, we see min
and then {p ij } uniquely minimize K(p, π) (Lemma 2 of Darroch and Ratcliff (1972) ). Also, see Bhapkar and Darroch (1990) .
from equations (3.1), (3.2) and (3.3). Since we obtain (p, π) . Namely the S model holds. The proof is completed.
We note that if the ELS k , GS and ME k models simultaneously hold for some k if and only if the S model holds, then the similar result holds for any k.
The relationships among models are given in Fig. 1 . We can see from Fig. 1 that (i) the ELS k model is more restrictive as k becomes smaller. Conversely, the ME k model is more restrictive as k becomes larger. Namely, from Theorem 1, we can obtain that the S model holds if and only if all the ELS k , GS and ME l models hold for k ≤ l. The result is analogous to Agresti (2002, p. 430) . Note that the ME r−1 model is equivalent to the MH model ). Therefore, we can obtain the following corollary from Theorem 1.
Corollary 1. The S model holds if and only if all the EQS , GS and MH models hold.

Goodness-of-fit test
Assume that a multinomial distribution applies to the r × r table. The maximum likelihood estimates of expected frequencies under each model could be obtained using the Newton-Raphson method to the log-likelihood equations or using the iterative procedures, for example, the general iterative procedure for log-linear models of Darroch and Ratcliff (1972) . Let n ij , m ij andm ij denote the observed frequency in the (i, j)th cell, the expected frequency in the (i, j)th cell and the maximum likelihood estimate of m ij under a model, respectively. Each model can be tested for goodness-of-fit by, e.g., the likelihood ratio chisquare statistic of model M (denoted by G 2 (M )) with the corresponding degrees of freedom (df), where
For the numbers of df for models, see Table 2 .
Partition of test statistics
Consider the model that has the structure of both the GS and ME k models. We shall refer the model as the GM k model. From Theorem 1, we can obtain the following corollary. Model df
Corollary 2. For a fixed k (k = 1, . . . , r − 1), the S model holds if and only if both the ELS k and GM k models hold.
Then, we can get the following theorem.
Proof. For a fixed k (k = 1, . . . , r − 1), the ELS k model may be expressed as and X k +1 is the r 2 × r(r + 1)/2 matrix of 1 or 0 elements determined from the structure of the ELS k model. Note that 1 s is the s × 1 vector of 1 elements, v t is the 1 × r vector of 0 for the first t elements and the others are 1 (e.g., v 2 = (0, 0, 1, . . . , 1)), J l r = (1 l , . . . , r l ) t , and ⊗ denotes the Kronecker product.
We point out that X k +1 1 r (r +1)/2 = 1 r 2 holds, and the r 2 × K matrix X is full column rank where K = k + 1 + r(r + 1)/2. We denote the linear space spanned by the columns of the matrix X by S(X ) with the dimension K. S(X ) is subspace of R r 2 . Let U be an r 2 × d 1 , where d 1 = r(r − 1)/2 − k − 1, full column rank matrix such that the linear space spanned by the column of U , i.e., S(U ), is the orthogonal complement of the space S(X ). Thus,
Let h 1 (p) be a vector of functions defined by h 1 (p) = U t log p. Also, let h 2 (p) be a vector of functions defined by h 2 (p) = Wp with
. . .
where w i (i = 1, . . . , r) is the r 2 × 1 vector, being one of column vectors in X k +1 shouldering φ ii . Note that W t belongs to the space S(X ), i.e., S(W t ) ⊂ S(X ).
From equation (5.1), the ELS k model is equivalent to the hypothesis h 1 (p) = 0 d 1 where 0 d 1 is the d 1 × 1 zero vector. Similarly, the GM k model is equivalent to the hypothesis h 2 (p) = 0 d 2 . From Corollary 2, the S model is equivalent to the hypothesis h 3 (p) = 0 d 3 , where
In an analogous manner to Bhapkar (1966) , we derive the Wald statistic for the S model. Let H s , s = 1, 2, 3, denote the d s × r 2 matrix of partial derivatives of h s (p) with respect to p, i.e., H s = ∂h s (p)/∂p t . Let Σ = diag(p)−pp t , where diag(p) denote a diagonal matrix with the ith component of p as the ith diagonal component. Letp denote p with p ij replaced byp ij , wherep ij = n ij /n with n = n ij . Then √ n(p − p) has asymptotically a normal distribution with mean 0 r 2 and covariance matrix Σ. Using the delta method, √ n(h 3 (p) − h 3 (p)) has asymptotically a normal distribution with mean 0 d 3 and covariance matrix
Since H 1 p = U t 1 r 2 = 0 d 1 , H 1 diag(p) = U t and H 2 = W , we see
Under each hypotheses h s (p) = 0 ds (s = 1, 2, 3), we obtain that
where Rao (1973, Sec. 6e . 3), we obtain Theorem 2 (also, see Darroch and Silvey (1963) , Aitchison (1962) ). The proof is completed.
Note that Corollary 2 with k = 1 is given by Tahata and Tomizawa (2009) . For the case of γ = 1, see also and Tahata and Tomizawa (2011) . We shall refer to the model that indicates both the MH model and the GS model as the GMH model. Namely the GMH model is equivalent to the GM r−1 model. We can obtain the following corollary from Theorem 2.
Corollary 3. The test statistic G 2 (S) is asymptotically equivalent to the sum of G 2 (EQS) and G 2 (GM H). Table 3 , taken directly from Tominaga (1979, p. 130) , is the cross-classification of Japanese father's and his son's academic background which were examined in 1955. Note that category (1) is elementary school; (2) junior high school; (3) high school; and (4) university. Table 4 gives the values of the likelihood ratio chi-square statistics G 2 for models applied to these data.
An example
We denote the move to son's level j from his father's level i by "i → j". Namely we see that p ij is the probability of i → j. The S model (i.e., p ij = p ji Table 3 . Cross-classification of Japanese father's and his son's academic background; taken from Tominaga (1979, p. 130 for i = j) fits the data in Table 3 very poorly since the value of G 2 is 1151.23 with 6 df. Therefore, we can infer that the move of academic background exists. We apply the asymmetry models to the data in Table 3 . The ELS 2 and ELS 3 models fit well (Table 4) . On the other hand, other models fit these data poorly. We shall consider the hypothesis that the ELS 2 model holds assuming that the ELS 3 (EQS) model holds. Namely we consider the null hypothesis of θ 3 = 1. Note that the ELS 2 model implies the ELS 3 model. Then we can use the test based on the difference between the likelihood ratio chi-square statistics. This hypothesis is accepted at the 0.05 significance level since the difference between two likelihood ratio chi-square values is 3.06 with 1 df. The ELS 2 model would be preferable to the ELS 3 (EQS) model for these data.
Under the ELS 2 model, the MLEs of parameters γ, θ 1 and θ 2 areγ = 3.58, θ 1 = 35.89 andθ 2 = 0.59, respectively. Namely we can infer that the probability of i → j (i < j) is estimated to beγθ j−i 1θ j 2 −i 2 2 times higher than the probability of j → i. Also, son rather than his father tends to be higher educational level becauseγθ j−i 1θ j 2 −i 2 2 (i.e., the estimated ratio of p ij to p ji ) are greater than 1 for all i < j.
For the data in Table 3 , the S model does not fit well. Then we are interested in seeing the reason for its poor fit. Since the models except the ELS k (k = 2, 3) model fit poorly, it is difficult to see the reason for the poor fit by using the results of early studies. For example, Read (1977) , Yamamoto et al. (2007) , and Tomizawa (2009, 2011) . On the other hand, from Corollary 2 with k = 2, 3, we can see that the reason for the poor fit of the S model is caused by the influence of lack of fit of the GM k model rather than the ELS k model. Namely the structure of marginal distributions rather than the joint distribution
