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Recent studies have illustrated a phenomenon that occurs in certain sinusoidally forced chaotic
oscillators: (chaotic) phase synchronization, in which the two, quite different systems, oscillate at
the same pace. Imperfect phase synchronization appears in oscillators exhibiting unbounded return
times, e.g., oscillators in which the chaotic set includes a saddle equilibrium, as is the case of Lorenz
oscillator. We demonstrate the phenomenon of imperfect phase synchronization in an experimental
system: an analog Lorenz circuit, including its implications in the behavior of the system.
PACS numbers: 05.45.Xt
A class of (so-called phase coherent) chaotic
oscillators, namely Ro¨ssler oscillator, has been
shown to exhibit phase synchronization in the
case that the oscillator is driven by a sinusoidal
generator (and also in the case of two, slightly
detuned, chaotic oscillators). This behavior is
characterized by an approximately constant re-
lationship between a suitably defined phase for
the chaotic oscillator and the phase of the sinu-
soidal generator. Interestingly, the oscillator re-
mains chaotic, and so does the amplitude, while
its rhythm is dictated by the external sinusoidal
generator, and, thus, is much more regular. Quite
different is the case of chaotic oscillators for which
a saddle equilibrium belongs to the attractor, as is
the case of Lorenz oscillator. The most relevant
feature of this type of systems is that a typical
trajectory in phase space has some probability of
passing close enough to the stable manifold of the
saddle point (in the Lorenz system this happens
whenever a trajectory changes lobe). The closer
the trajectory approaches the stable manifold of
the saddle point, the longer is the return time,
i.e., the time needed to perform a turn. Ulti-
mately, these extra long return times (compared
to the typical return times of the system, and also
to the period of the external sinusoidal generator)
make it difficult to achieve the state of (perfect)
phase synchronization, leading to the behavior
known as imperfect phase synchronization. Here
we shall demonstrate how this behavior is typi-
cal, in the sense that it can be easily reproduced







Recently, there has been a lot of interest in the study
of manifestations of synchronization in several physical,
chemical, biological, and technological systems [1]. Prob-
ably the simplest (and most studied) situation corre-
sponds to a (dynamical) system forced by a sinusoidal
generator. In this context, synchronization is understood
as the readjustment in the rhythm of the forced system
under the influence of the driving signal. In the peri-
odic case this was already studied by Arnold, and then
by many others (see, e.g., [2]), and the main features
of this behavior have been uncovered. In particular, as
the coupling becomes different from zero one expects re-
gions of parameters for which synchronization (or phase
locking) occurs. If one represents the amplitude versus
the frequency, both corresponding to the sinusoidal forc-
ing, one obtains the well-known Arnold tongues, namely
wedge-like regions of synchronized behavior.
The situation is somehow more complex if one con-
siders systems with chaotic behavior. For relatively
strong coupling, it was already shown [3, 4] that one
may have complete synchronization between identical,
uni- or bi-directionally coupled chaotic oscillators. Gen-
eralized synchronization [5], implying a functional rela-
tionship between drive and response has been also found
for uni-directionally coupled chaotic systems. More re-
cently a type of partial synchronization was shown for bi-
directionally (slightly detuned) coupled oscillators: phase
synchronization [6]. The chaotic systems that have been
shown to exhibit this behavior (e.g., Ro¨ssler system [7])
can be considered as true oscillators, in the sense that
the systems exhibit oscillations in phase space (around
some center of oscillation). This implies also that a phase
variable can be suitably defined [8, 9], and the observed
behavior is that there is some regime in which the two
systems share the phase (apart from a constant, smaller
than 2pi), while the amplitudes vary chaotically and are
practically uncorrelated [6]. The concept of phase syn-
chronization has shown to be useful, although it cannot
be applied in general for an arbitrary dynamical system,
and, in particular, allows to study synchronization be-
2haviors where not much information can be obtained by
looking at correlations between the coupled systems.
Phase synchronization has also been found in the case
of sinusoidally forced chaotic oscillators, and this will
be the focus of our study. The chaotic oscillator and
the drive are not homologous, but it can be shown that
one may get phase synchronization [9], in the sense that
a suitably defined phase for the chaotic oscillator mi-
nus the phase of the drive are bounded by 2pi. Chaotic
systems with low phase diffusion [10] (e.g., the Ro¨ssler
system) exhibit, in principle, perfect phase synchroniza-
tion behavior under sinusoidal forcing. Quite different is
the situation if one works with the Lorenz [11] system
(at the parameter values for which it exhibits the well
known butterfly attractor). For the butterfly Lorenz sys-
tem the saddle equilibrium point at the origin is part
of the closure of the attractor, and makes the attrac-
tor non-hyperbolic by inducing singularities for the re-
turn maps. In particular, the return times to a suitably
defined Poincare´ cross section will exhibit a singularity,
corresponding to the crossing of the return map with the
stable manifold of the saddle equilibrium, that happens
sometimes when the Lorenz system changes lobe.
Thus, it is normal to expect that phase synchroniza-
tion will not be perfect for a driven Lorenz system, in
the sense, that the system will not be able to follow the
pace of the drive at all time, namely when passing close
to the saddle equilibrium. This has been, indeed, re-
cently shown through numerical simulation and theoret-
ical arguments by Zaks et al. [12, 13, 14]. This imperfect
phase synchronization manifests, among other effects, in
the presence of phase slips, that are jumps by 2pi in the
phase. It must be pointed out that phase jumps may
also be obtained in, at least, two other different circum-
stances, namely in the presence of noise, and for parame-
ter values close to the onset of phase synchronization. In
the first case the stochastic (high-dimensional) degrees of
freedom may induce occasional kicks out of the synchro-
nized state exhibiting some kind of higher-dimensional
behavior, while in the second the phase locked stable
and unstable solutions, respectively, will collide leading
to a so-called eyelet intermittency [15]. Instead, imper-
fect phase synchronization is a behavior in which a purely
deterministic system exhibits a non-stationary behavior,
not associated to external influences or the proximity to
the onset of phase synchronization.
An alternative way of understanding phase synchro-
nization is in terms of unstable periodic orbits (UPOs)
[16]. In the case of phase coherent systems (systems with
a relatively narrow distribution of return times, i.e., of
frequencies), phase synchronization is attained when all
the UPOs become entrained with the forcing (around the
natural frequency of the system), and this is possible for
all the UPOs simultaneously as they have similar frequen-
cies. In the case of the Lorenz butterfly system (and
in general systems with a broad distribution of return
times), and due to the influence of the saddle equilibrium
point at the origin, it is not possible to find conditions
in which all the UPOs become simultaneously entrained
with the forcing (even for the natural frequency) at a
fixed, established locking ratio (e.g., 1:1), but epochs of
synchronized behavior (sometimes long) are interspersed
with periods of time for which remains out of sync.
One of the findings of Refs. [12, 13] is that the sys-
tem actually exhibits synchronization at almost all time,
but with time epochs characterized by different (alter-
nating) locking ratios (that correspond to the number of
turns of the chaotic oscillator with respect to the sinu-
soidal oscillator). Thus, phase jumps for imperfect phase
synchronization exhibit distinctive features when com-
pared to phase jumps due to noise or eyelet intermittent
behavior. This property of imperfect phase synchroniza-
tion is very important when considering an experimental
system (as is our case) subject to many sources of un-
avoidable experimental noise, like thermal noise, channel
noise, etc. In this sense, we will show that the observed
phase jumps have a clear deterministic structure, corre-
sponding to alternate locking ratios, quite different to the
effect of external noise or proximity to the onset of the
transition to phase synchronization.
Another point of interest in our study concerns the
ability to model deterministic chaotic systems as it has
been found that in some circumstances [17, 18] these sys-
tems may exhibit obstructions to deterministic modeling.
Thus, in Ref. [18] the authors state that . . . in labora-
tory experiments (. . .) it might only make sense to work
directly with measured time series instead of a mathemat-
ical model when attempting to understand the long-term
behavior of the system. These difficulties are a mani-
festation of nonhyperbolicity, and, from the reasoning
above, they cannot be completely excluded in our system,
namely when a system trajectory approaches the saddle
equilibrium. In this sense, studying the phenomenon of
imperfect phase synchronization in a real physical system
is the only way of proving unambiguously its existence.
The goal of this paper is to present the first exper-
imental study of imperfect phase synchronization for a
circuit, that represents the Lorenz system subject to si-
nusoidal forcing. Section II discusses the Lorenz circuit
and the experimental methodology. Section III discusses
the main results of this work, and their comparison with
the theoretical study. And, finally, Section IV contains
the main conclusions of the present work.
II. EXPERIMENTAL SYSTEM AND METHOD
The analog circuit representing the Lorenz system [11]
is the one described in Ref. [19, 20]. Starting with the
differential equations representing the Lorenz system plus
a sinusoidal forcing term in the z˙ term [12, 13] (forcing is
introduced in this term in order to preserve the symmetry
of the equations),
x˙ = σ(y − x)
y˙ = Rx− y − x z
z˙ = x y − b z + E′ sin(Ω′t)
. (1)
3FIG. 1: Schematic representation of the circuit representing
the Lorenz oscillator in rescaled variables, Eq. (3), including
the sinusoidal forcing term.
The circuit consists of three integrators, one for each vari-
able, and the nonlinear terms are represented using ana-
log multipliers. The first step in designing the circuit
is to rescale both the three state variables x, y, and z
in order to fit within the dynamical range of the source
[−15V, 15V ], and such that the circuit operates in the
frequency range of a few kilohertz. The transformation
applied to the variables is the following:
u = x/5 v = y/5 w = z/10 τ = t/A A = 103 (2)
This rescaling of variables leads to the following set of
differential equations, in which the variables, u, v, w, are
voltages across the three capacitors of the circuit, and in
which the time is expressed in seconds,
u˙ = Aσ(v − u)
v˙ = A (Ru− v − 10 uw)
w˙ = A [(2.5 u v − b w) + E sin(Ω τ)]
. (3)
where E = E′/10 and Ω = AΩ′ = 103Ω′. In Eq. (3)
u˙ = du/dτ , v˙ = dv/dτ , and w˙ = dw/dτ , as the time is
expressed in rescaled units.
These equations have been implemented in an elec-
tronic circuit as shown in Fig. 1. The analog multipliers
(AD633) have a noticeable offset at the output that may
alter the dynamical behavior of the system, and this has
been compensated using a compensation array. The tol-
erances of the resistors and capacitors are of 1% or less.
In particular, the parameters for the Lorenz oscillator
(3) recalculated from the actual values of the electronic
components are as follows: σ = 10.19, b = 2.664 and
R = 28.17 (to be compared with the intended values:
σ = 10, b = 8/3 and R = 28). All the experimen-
tal results have been measured with a sampling rate of
80 kHz using a data acquisition card with 12 bits of res-
olution, sufficient for the dynamic range of the Lorenz
circuit. In all the studies presented here the amplitude
of the forcing has been fixed (through a resistance) to
be E = 1V (corresponding to E′ = 10 for the Lorenz
system (1) before the rescaling). Another important in-
formation concerning the system is the natural frequency
of the unforced Lorenz system, that has been found to
be ω0 = 1311Hz = 8241 rad/s. It has been estimated
by using Eq. (2) in Ref. [13]. The above quoted values
of σ, b, R, and E have been kept fixed in all the results
presented in this paper.
III. RESULTS
As already mentioned in the introduction, the key fea-
ture of the Lorenz system for the parameter values con-
sidered in the present work is that the saddle point at the
origin, u = v = w = 0 is part of the attractor. This single
point is determinant in the dynamics of the system due
to the fact that the dynamics of the Lorenz system for
the parameter values studied in the present work consists
basically in spiraling around one lobe followed by jump-
ing to the other lobe, where the system exhibits the same
spiraling dynamics, and jumping again. While the sys-
tem is rotating in a given lobe these rotations are quite
regular (and fast). Instead, jumping to the other (sym-
metric) lobe implies that the system becomes under the
influence of the stable manifold of the saddle point at the
origin, what leads to a slow down in the dynamics.
This behavior can be adequately characterized by tak-
ing a suitable Poincare´ plane 10w = z = R − 1, or
w = (R−1)/10. The (high) rate of contraction along the
transverse direction will lead to an approximately one-
dimensional dynamics in this Poincare´ section. An inter-
esting characterization of this behavior can be obtained
by representing the return times at the Poincare´ cross
section, i.e., the times that a trajectory spends between
crosses with the Poincare´ cross section. As explained,
these times are not bounded from above, and this can
be also seen from Fig. 2, in which the time necessary to
arrive to the Poincare´ cross section is represented versus
the value of variable (voltage) u at the crossing. From
this representation it can be clearly seen that the return
times diverge logarithmically when approaching the sin-
gularity.
As the dynamics at the Poincare´ cross-section is ap-
4FIG. 2: Return time of the free running Lorenz oscillator at
the Poincare´ surface w = (R − 1)/10 versus variable u. The
two branches correspond to the two lobes of the attractor.
FIG. 3: Return map for the free running Lorenz oscillator at
the Poincare´ surface w = (R − 1)/10. Variable u at a given
intersection with the Poincare´ surface, un+1, is plotted versus
the same variable at the previous intersection, un. The two
parts of the figure correspond to the two lobes of the attractor.
proximately one-dimensional, one could consider also a
description based on iterated maps, namely by plotting
variable u at a crossing with the Poincare´ section versus
u at the preceding cross section (see Fig. 3). This rep-
resentation will also exhibit a singularity, namely at the
intersection of the Poincare´ cross-section with the stable
manifold of the saddle equilibrium.
As explained above the system studied in this work
consists of an oscillator, that due to its chaotic dynamics
exhibits a strong variation in the rotation period, forced
by an oscillator rotating at a fixed pace. The most inter-
esting dynamics of this system corresponds to those pa-
rameter values for which the system exhibits some kind
of synchronization between these two different behaviors.
The type of synchronization found can never be complete
FIG. 4: Difference between mean frequency ω and driving
frequency Ω = (in kHz, estimated from a time of 200 s for
each value of the frequency, corresponding, approximately, to
2.6× 105 turns of the chaotic oscillator).
(due to the dissimilar nature of the systems involved),
and it is rather phase synchronization. Thus, both types
of oscillations (chaotic and regular) are different in detail,
but beat at the same pace, what implies that they exhibit
approximately the same frequency (this frequency is the
average frequency in the case of the chaotic oscillator).
This can be seen from Fig. 4, where the difference be-
tween the mean frequency of the Lorenz oscillator and
the driving frequency is represented. For a fixed value
of the forcing amplitude, E = 1V , and by varying the
forcing frequency Ω, a region in which the difference of
frequencies is quite small (close to zero) can be found
(cf. Fig. 4). A closer inspection (see the inset of Figure
4) shows that the plateau is not exactly zero. The os-
cillations in the inset (compared to Fig. 11 in Ref. [13]
should be ascribed to the larger number of turns used in
the latter study, and also to experimental uncertainties).
Anyhow, the frequency difference tends to be positive in
all the synchronization range, as it should (cf. with Fig.
11 in Ref. [13]).
Another quite interesting way of characterizing the
imperfect phase synchronization behavior exhibited by
our electronic sinusoidally excited Lorenz oscillator is by
looking at the attractor stroboscopically sampled at a
suitable chosen Poincare´ section (the result will be a
snapshot attractor). In our case we consider the usual
Poincare´ section z = R − 1, that in rescaled units be-
comes w = (R − 1)/10, as explained above. The evolu-
tion of this snapshot attractor as the forcing frequency is
varied can be seen in Figure 5. The snapshot attractor
exhibits a transformation from a diffuse cloud for fre-
quencies of the sinusoidal oscillator outside the synchro-
nization plateau of Figure 4 to a well defined pattern
inside this synchronization plateau, and, again, a diffuse
cloud when increasing the forcing frequency outside the
plateau (see Figure 5(a–f)). However, (cf. also Ref. [13])
5FIG. 5: Snapshot attractors of the Poincare´ mapping for dif-
ferent values of Ω: (a) 7350Hz; (b) 7900Hz; (c) 8150Hz; (d)
8250Hz; (e) 8350 Hz; (f) 8400Hz. The phase Φ of the sinu-
soidal oscillator at the Poincare´ cross section w = (R− 1)/10
is represented versus variable u.
even inside the well synchronized region the snapshot at-
tractor never resembles a (more or less narrow) stripe
as expected for the case of perfect phase synchronization
(e.g., for the case of a phase coherent oscillator). As ex-
plained in Ref. [13] the well defined pattern obtained in-
side the synchronization plateau can be explained notic-
ing that the system appears to spend most of the time
in the central region (the Figure is symmetric through
the change x → −x due to the two lobes exhibited by
the attractor), with occasional excursions that form the
whiskers of the pattern.
Another demonstration of imperfect phase synchro-
nization can be obtained by plotting the temporal devel-
opment between the phases of the driven Lorenz system
and the sinusoidal driving force (see Figures 6–7). As ex-
plained above, imperfect phase synchronization is charac-
terized by the unbounded character of return times, that
leads to the driven system losing the pace of the sinu-
soidal generator. Thus, at first sight it can be surprising
(e.g., from Figure 7) that the phase jumps (i.e., errors
of synchronization) are quite often positive, as with the
definition used this implies that the driven system actu-
ally performs more rotations than the sinusoidal driving
(although in Figure 6 one can find examples of both pos-
itive and negative jumps). The existence of these jumps
(far from the transition to nonsynchronization) is one of
the well known signatures of imperfect phase synchro-
nization [12, 13]. It is also interesting to mention that
although jumps by one turn, 2pi jumps in terms of phase,
are the most common, 4pi can also be found (as in Fig. 7
FIG. 6: Temporal development of the difference between the
number of turns (rotations) of the Lorenz and sinusoidal os-
cillator, respectively, in the state of imperfect phase synchro-
nization. Ω = 8100 rad/s, and crosses denote intersections
with the Poincare´ cross section w = (R − 1)/10.
FIG. 7: Temporal development of the difference between the
number of turns (rotations) of the Lorenz and sinusoidal os-
cillator, respectively, in the state of imperfect phase synchro-
nization. Ω = 8250 rad/s, and crosses denote intersections
with the Poincare´ cross section w = (R − 1)/10.
for t ∈ [8, 9]).
The above mentioned paradoxical fact that typically
the driven Lorenz system performs more turns than the
sinusoidal generator can be understood better by looking
at some time traces of one of the three state space vari-
ables, e.g. w, and also at some state space projections
(this is shown in Figure 8). Considering variable w has
the advantage that it can be compared more cleanly with
the sinusoidal pacemaker that is below in all the time
traces (as w remains always positive). Anyhow, one has
to keep in mind that the oscillations with a large period
are associated with changing lobe (moment where the
dynamics is more influenced by the saddle equilibrium).
The results in Fig. 8 correspond to three different phase
6FIG. 8: Study of the behavior of the Lorenz system at three
different phase jumps, namely those represented in three in-
sets of Figs. 6-7. The three left panels contain the evolution
of variable w for the three phase jumps, respectively, while in
the three right panels the phase portrait w vs. u is represented
for a subset of the time interval. Panel (b,2) represents the
whole time snapshot in panel (b,1), i.e., [8.934, 8.945] while
panels (a,2) and (c,2) detail the fast turns happening in the
time intervals [3.0135, 3.01525] for (a,1) and [8.565, 8.570] for
(c,1), respectively.
jump events, that are the same presented in the three
insets of Figures 6–7: a positive and a negative, respec-
tively, phase jump by 2pi in Fig. 6 and a positive 4pi jump
in Fig. 7. As explained above, the three phase jumps have
in common that they are preceded by a change of lobe
in the Lorenz system (the slow turn in the left panels of
Fig. 8), and so the driven Lorenz oscillator loses almost
one turn when compared with the sinusoidal generator
(this can also be seen clearly in the three insets in Fig-
ures 6–7). Although the time from peak to peak (or, in
other words, between two crossings through the Poincare´
plane) is not the same (it varies chaotically), the varia-
tion happens in a relatively narrow range outside of these
changes of lobe, and the Lorenz system is able to keep the
pace with the drive. However, when one of these changes
of lobe (and, thus, slow turns) occurs, the Lorenz system
almost performs one turn less than the sinusoidal gener-
ator. These events are relatively common as can be seen
from the cloud of points going down below the plateaus
in Figures 6–7, and that almost go down to the level of
one turn less (with respect to the level at the plateau).
However, the absence of phase jumps for many changes
of lobe is due to the fact that the Lorenz system is able
to perform an extra rotation, with respect to the sinu-
soidal generator. When this does not happen, a nega-
tive phase jump occurs, while sometimes the Lorenz sys-
tem is, quite surprisingly, capable of performing two (or
even three) extra turns. These fast rotations (some of
them could even be called pseudo-rotations, as they are
characterized by a very small rotation radius, see pan-
els (a,2) and (c,2) in Fig. 8) may happen inmediately
after the change of lobe (panel (a,2)), or slightly after
(panel (c,2)). Quite curiously, during these fast rotations
the variable w exhibits an interesting modulational, or
beating, transient periodic behavior (resembling ampli-
tude modulation). This behavior is probably associated
to the interference between the anomalous fast rotations
and the frequency of the sinusoidal generator (of course,
as negative phase jumps do not have associated fast rota-
tions, the system does not exhibit modulational behavior
in this instance). These pseudo-rotations
On the other hand, if one looks carefully at the behav-
ior of the system in the intervals of time in which the
system goes from an almost negative phase jump to a
positive one (left inset of Fig. 6 and inset of Fig. 7) one
can see that the driven Lorenz system performs more
turns than the sinusoidal drive. Following Refs. [12, 13]
one can interpret this behavior by a change in the locking
ratio between the drive and the Lorenz systems, that is
no longer 1 : 1, but rather n : n+2 (in a 2pi phase jump,
or n : n+3 in a 4pi phase jump (the locking ratio will be
n : n+1 in the frequent events in which the system does
not exhibit a phase jump, although there is an almost
negative phase jump, that occur at almost all changes of
lobe). In this sense, synchronization is not lost, but the
system exhibits an alternation between different locking
rates, in the periods of type in which the dynamics is
more strongly non-hyperbolic (those in which the Lorenz
system is under the effect of the saddle equilibrium point
at the origin).
IV. DISCUSSION
In the present study we have been able to characterize
unambiguously imperfect phase synchronization in a si-
nusoidally forced representation of the Lorenz oscillator
as an electronic (analog) circuit. The results presented in
this contribution are so clear and clean that sometimes
are almost identical to the equivalent results obtained
from the direct numerical simulation of the dynamical
system (cf. Refs. [12, 13]), even though in our case the
system is subject to sources of noise (thermal, channel,
tolerances in the components, etc.) This precise corre-
spondence between experiment and numerical simulation
makes us firmly believe that the imperfections observed
in the phase synchronized state are not due to the pres-
ence of noise, proximity to the onset of phase synchro-
nization or the like. In addition, the phase jumps have
a clearly defined deterministic structure: during a tran-
sient period of time the system appears to be described
by a different locking ratio (one would not expect this
7behavior in systems subject to noise or exhibiting inter-
mittent bursts). In addition, the close correspondence
between theory and experiment clearly confirm the real-
ity of the phenomenon, and the possibility of modeling
it theoretically, as the obstructions to deterministic mod-
elling discussed in Refs. [17, 18] do not apply to this case.
Chaotic (perfect) phase synchronization was first
demonstrated from the analysis of theoretical models [6],
and later has been demonstrated through analog simula-
tion of two coupled Ro¨ssler oscillators [21], and in some
experimental physical systems: a plasma system [22] and
a chaotic laser array [23]. Imperfect phase synchroniza-
tion may be relatively common in dynamical systems
with more degrees of freedom, and, in fact, in Ref. [13]
it was argued that it could be the mechanism behind ob-
servations in some experimental data describing human
cardiorespiratory activity [24, 25].
The outlook of the present experimental demonstra-
tion is that imperfect phase synchronization should be
relatively common in a number of fields. The reason for
this is that unstable fixed points being part of the clo-
sure of a chaotic attractor are relatively common in a
number of fields, like fluid mechanics (e.g., in the transi-
tion to turbulence), nonlinear optics (e.g., semiconductor
lasers), etc. However, the behavior of the system can be
more complex that the one presented here, as the un-
stable fixed point at the origin of the Lorenz system is
a saddle, while higher-dimensional systems will typically
have saddle-focus unstable fixed points.
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