I. Introduction: Optimization of non-convex (multi-modal) functions is the subject matter of research in global optimization. During the 1970's or before only little work was done in this field, but in the 1980's it attracted the attention of many researchers. Since then, a number of methods have been proposed to find the global optima of nonconvex (multi-modal) problems of combinatorial as well as continuous types. Among these methods, genetic algorithms, simulated annealing, particle swarm, ants colony, tunneling, taboo search, etc. have been quite successful as well as popular.
It may be noted that no method can guarantee that it would surely find the global optimum of an arbitrary function in a finite number of attempts, howsoever large. There is one more point to be noted. A particular method might be quite effective in solving some (class of) problems, but it may cut a sorry figure at the others. Next, each of these methods operates with a number of parameters that may be changed at choice to make it more effective. This choice is often problem oriented. A particular choice may be extremely effective in a few cases, but it might be ineffective (or counterproductive) in certain other cases. Additionally, there is a relation of trade-off among those parameters. These features make all these methods a subject of trial and error exercises.
There is another feature of these methods (and the literature regarding them) that deserves a mention here. Each method of global optimization has quite many variants. The proponents of those variants introduce some changes into the original algorithm, test their variants on a few (popularly used) benchmark functions (often of too small dimensions) and haste to suggest that the proposed variant(s) performs better than the original (or other variants of the) method. There is no harm in introducing a variant of any method that functions well or better than the others. In a field of research, which is attractive as well as alive, this is expected and welcome. However, the observed tendency to test those variants on a couple of popular (and easy!) benchmark problems and push the method into the market does not augur well. The extant literature on the subject matter shows how some benchmark problems are in frequent use -Ackley, Griewank, Himmelblau, Levy, Michalewicz, Rastrigin, Rosenbrock, Schwefel and a couple of others, but much less frequently; so much so that some authors churn out 'literature' profusely with the test problems like Himmelblau's, Griewank's and Rastrigin's functions alone. This is not to say that these test problems are simple or trivial. Intended is only to point out that frequent use of these functions introduces a specific bias into the research efforts and keeps us away from many harder problems that characterize the challenging task of global optimization research.
II. The Objectives:
The objectives of this paper are plain and simple: to test a particular variant of the (Repulsive) Particle Swarm method on some rather difficult problems. A number of such problems are collected from the extant literature and a few of them are newly introduced. First, we introduce the Particle Swarm (PS) method of global optimization and its variant called the 'Repulsive Particle Swarm' (RPS) method. Then we endow the particles with some stronger local search abilities -much like tunnelingso that each particle can make a search in its neighborhood to optimize itself. Next, we introduce the test problems, the existing as well as the new ones. We also give plots of some of these functions to help appreciation of the optimization problem. Finally, we present the results of the optimization exercise. We append the (Fortran) computer program that we have developed and used in this exercise. En passant we may add that this program has been used to optimize a large (over 60) number of benchmark problems (see Mishra, 2006 (c) , (d)).
velocity. These particles fly through hyperspace and remember the best position that they have seen. Members of a swarm communicate good positions to each other and adjust their own position and velocity based on these good positions. There are two main ways this communication is done: (i) "swarm best" that is known to all (ii) "local bests" are known in neighborhoods of particles. Updating of the position and velocity are done in each iteration as follows: • x is the position and v is the velocity of the individual particle. The subscripts i and 1 i + stand for the recent and the next (future) iterations, respectively.
• ω is the inertial constant. Good values are usually slightly less than 1.
• 1 c and 2 c are constants that say how much the particle is directed towards good positions. Good values are usually right around 1.
• 1 r and 2 r are random values in the range [0,1].
• x is the best that the particle has seen.
• ˆg x is the global best seen by the swarm. This can be replaced by ˆL x , the local best, if neighborhoods are being used.
The Repulsive Particle Swarm method of optimization is a variant of the classical Particle Swarm method invented by Eberhart and Kennedy (1995) (see Wikipedia, http://en.wikipedia.org/wiki/RPSO). It is particularly effective in finding out the global optimum in very complex search spaces (although it may be slower on certain types of optimization problems).
In the traditional RPS the future velocity, 1 i v + of a particle at position with a recent velocity, i v , and the position of the particle are calculated by: • x is the best position of a particle • h x is best position of a randomly chosen other particle from within the swarm • z is a random velocity vector • , , α β γ are constants
Occasionally, when the process is caught in a local optimum, some chaotic perturbation in position as well as velocity of some particle(s) may be needed.
IV. Additional Local Search by the Particles:
The traditional RPS gives little scope of local search to the particles. They are guided by their past experience and the communication received from the others in the swarm. We have modified the traditional RPS method by endowing stronger (wider) local search ability to each particle. Each particle flies in its local surrounding and searches for a better solution. The domain of its search is controlled by a new parameter (nstep). This local search has no preference to gradients in any direction and resembles closely to tunneling. This added exploration capability of the particles brings the RPS method closer to what we observe in real life. However, in some cases moderately wide search (nstep=9, say; see program) works better.
V. Randomized Neighbourhood Topology: Each particle learns from its 'chosen' inmates in the swarm. At the one extreme is to learn from the best performer in the entire swarm. This is how the particles in the original PS method learn. However, such learning is not natural. How can we expect the individuals to know as to the best performer and interact with all others in the swarm? We believe in limited interaction and limited knowledge that any individual can possess and acquire. So, our particles do not know the 'best' in the swarm. Nevertheless, they interact with some chosen inmates that belong to the swarm. Now, the issue is: how does the particle choose its inmates? One of the possibilities is that it chooses the inmates closer (at lesser distance) to it. But, since our particle explores the locality by itself, it is likely that it would not benefit much from the inmates closer to it. Other relevant topologies are : (the celebrated) ring topology, ring topology hybridized with random topology, star topology, von Neumann topology, etc. Now, let us visualize the possibilities of choosing (a predetermined number of) inmates randomly from among the members of the swarm. This is much closer to reality in the human world. When we are exposed to the mass media, we experience this. Alternatively, we may visualize our particles visiting a public place (e.g. railway platform, church, etc) where it (he) meets people coming from different places. Here, geographical distance of an individual from the others is not important. Important is how the experiences of others are communicated to us. There are large many sources of such information, each one being selective in what it broadcasts and each of us selective in what we attend to and, therefore, receive. This selectiveness at both ends transcends the geographical boundaries and each one of us is practically exposed to randomized information. Of course, two individuals may have a few common sources of information. We have used these arguments in the scheme of dissemination of others' experiences to each individual particle. Presently, we have assumed that each particle chooses a preassigned number of inmates (randomly) from among the members of the swarm. However, this number may be randomized to lie between two pre-assigned limits.
VI. The Benchmark Functions:
It has already been mentioned that the RPS variant described above has been tested on over 60 box-bound benchmark functions. In a great majority of cases it has succeeded at locating the minimum of these functions. In this paper we propose to test the method on some new and some well known difficult problems. 
Goldstein Price function:
On [ 10, 10] ; 1, 2
this 2-variable function is defined as follows and has min (0, 1) 3 
VII. Performance of the RPS Method:
In table-1 we present the results of our optimization efforts of the selected test functions described in the preceding section. For sake of comparison, we have optimized those functions with the Genetic Algorithm (GA) of David Carroll or Simulated Annealing (SA) of William Goffe and the (proposed variant of) RPS. We have changed three parameters in Carroll's codes: maxgen in ga.inp file is set to 500; nparam is set to the required dimension in the same file for different functions; parameter (indmax=1000,nchrmax=60,nparmax=10) is set in the params.f file. Goffe's SA program is used as it is. On the other hand, for RPS we have used our own program (appended) with varying parameters. Note that instead of bringing them into the limits, we have placed heavy penalties whenever the arguments ( ; 1, 2,..., The results indicate that none of the (three) method can assuredly find the optimum of an arbitrary function. In case of the Needle-eye and the Corana functions all three methods perform equally well while in case of Bukin's 6 th function all of them yield the values of decision variables far away from the right ones. In case of zero-sum function, GA performs better than the RPS. In case of the Perm #2 function, all of the methods fail when the dimension grows larger. In several cases, GA falters or fails while RPS succeeds. In case of N#1 through N#5 and the ANNs XOR functions the RPS performs better than the Genetic algorithm, but comparably or worse than SA. In case of the quintic function SA outperforms RPS.
VIII. Conclusion:
From what we have seen above, one may jump at the conclusion that the RPS performs better than the GA at least. But we would like not to do so. We would only conclude that none could assure a supremacy over the other(s). Each one faltered in some case; each one succeeded in some others.
It is needed that we find out some criteria to classify the problems that suit (or does not suit) a particular method. This classification will highlight the comparative advantages of using a particular method for dealing with a particular class of problems.
New Function#1
New Function #2 
1: C PROGRAM TO FIND GLOBAL MINIMUM BY REPULSIVE PARTICLE SWARM METHOD 2: C WRITTEN BY SK MISHRA, DEPT. OF ECONOMICS, NEHU, SHILLONG (INDIA) 3: C -----------------------------------------------------------------4:
PARAMETER (N=100,NN=40,MX=100,NSTEP=15,ITRN=5000,NSIGMA=1,ITOP=3 
FUNCTIONS OR DIMENSIONS -ONE HAS TO DO SOME TRIAL AND ERROR

11: C -----------------------------------------------------------------
WRITE(*,*)'----------------------------------------------------'
----------------------------------------------------------------
79:
DO I=1,36 80:
WRITE(*,*)TIT(I) 81: ENDDO 82: ------------------------------------------------------------------- RANDS=0.D00 F=DABS(DCOS(DSQRT(DABS(X(1)**2+X(2)))))**0.5 +0.01*X(1)+.01*X(2) 329: RETURN 330: ENDIF 331: ENDIF F=DABS(DSIN(DSQRT(DABS(X(1)**2+X(2)))))**0.5 +0.01*X(1)+.01*X(2) 345: RETURN 346: ENDIF 347: ENDIF F1=DSIN((DCOS(X(1))+DCOS(X(2)))**2)**2 380: F2=DCOS((DSIN(X(1))+DSIN(X(2)))**2)**2 381:
WRITE(*,*)'----------------------------------------------------'
(I) CONTAINS THE LOCAL BEST VALUE OF FUNCTION FOR ITH INDIVIDUAL 123: C XX(I,J) IS THE M-TUPLE VALUE OF X ASSOCIATED WITH LOCAL BEST F(I)
124
-----------------------------------------------------------------
166: C---------------------------------------------------------------------
183: C---------------------------------------------------------------------
184: C IN THE LIGHT OF HIS OWN AND HIS BEST COLLEAGUES EXPERIENCE, THE 185: C INDIVIDUAL I WILL MODIFY HIS MOVE AS PER THE FOLLOWING CRITERION 186: C FIRST, ADJUSTMENT BASED ON ONES OWN EXPERIENCE 187: C AND OWN BEST EXPERIENCE IN THE PAST (XX(I))
215: C ------------------------------------------------------------------
223: C -----------------------------------------------------------------
---------------------------------------------------------------
269: END 270: C -----------------------------------------------------------------271: C THIS SUBROUTINE IS NEEDED IF THE NEIGHBOURHOOD HAS RING TOPOLOGY
----------------------------------------------------------------
332: C ----------------------------------------------------------------
348: C ----------------------------------------------------------------
---------------------------------------------------------------
F3=-DLOG((F1-F2+X(1))**2 ) 382:
F=F3+0.1D00*(X(1)-1.D00)**2+0.1D00*(X(2)-1.D00)**2 383: RETURN 384: ENDIF 385: ENDIF CA=1.D00 506:
386: C ----------------------------------------------------------------
SET X(I) = -1 OR 2 SUCH AS X=(-1,-1) 392: C X=(2,2) OR X=(2,-1) OR X= (-1,2) OR TURN ALIVE THE FOLLOWING BY 393: C REMOVING C FROM THE FIRST COLUMN ----------------------------394: C X(1)=? ! SET IT TO -1 OR 2 395: C X(2)=? ! SET IT TO -1 OR 2 396: C OR FOR M => 1 TURN THE FOLLOWING ALIVE BY REMOVING C IN THE FIRST 397: C COLUMN OF THE LINE ---------------------------------------------
OVER ------------------------------------------------------
---------------------------------------------------------------
----------------------------------------------------------------
ENDIF 490: ENDDO 491: ENDIF 492: RETURN 493: ENDIF
494: C -----------------------------------------------------------------
CB=5.1/(4*PI**2) 507:
CC=5.D00/PI 508:
CD=6.D00 509:
CE=10.D00 510:
CF=1.0/(8*PI) 511: F1=CA*(X(2)-CB*X(1)**2+CC*X(1)-CD)**2 512: F2=CE*(1.D00-CF)*DCOS(X(1))*DCOS(X(2)) 513:
F3=DLOG(X(1)**2+X(2)**2+1.D00) 514:
F=-1.0/(F1+F2+F3+CE) 515: RETURN 516: ENDIF 517: ENDIF F11=X (7)/(1.D00+DEXP(-X(1)-X(2)-X(5))) 554:
518: C ----------------------------------------------------------------
537: C -----------------------------------------------------------------
F12=X (8)/(1.D00+DEXP(-X(3)-X(4)-X(6))) 555:
F1=(1.D00+DEXP(-F11-F12-X(9)))**(-2) 556: F21=X(7)/(1.D00+DEXP(-X(5))) 557:
F22=X (8)/(1.D00+DEXP(-X(6))) 558:
F2=(1.D00+DEXP(-F21-F22-X(9)))**(-2) 559:
F31=X (7)/(1.D00+DEXP(-X(1)-X(5))) 560:
F32=X (8)/(1.D00+DEXP(-X(3)-X(6))) 561:
F3=(1.D00-(1.D00+DEXP(-F31-F32-X(9)))**(-1))**2 562: F41=X(7)/(1.D00+DEXP(-X(2)-X(5))) 563:
F42=X (8)/(1.D00+DEXP(-X(4)-X(6))) 564:
F4=(1.D00-(1.D00+DEXP(-F41-F42-X(9)))**(-1))**2 565: F=F1+F2+F3+F4 566: RETURN 567: ENDIF 568: ENDIF F11=(X(1)+X(2)+1.D00)**2 669: F12=(19.D00-14*X(1)+ 3*X(1)**2-14*X(2)+ 6*X(1)*X(2)+ 3*X(2)**2) 670:
569: C -----------------------------------------------------------------
----------------------------------------------------------------
F1=1.00+F11*F12 671: F21=(2*X(1)-3*X(2))**2 672: F22=(18.D00-32*X(1)+12*X(1)**2+48*X(2)-36*X(1)*X(2)+27*X(2)* F=F+DABS(X(I)**5-3*X(I)**4+4*X(I)**3+2*X(I)**2-10*X(I)-4.D00) 866: ENDDO 867: F=1000*F 868: RETURN 869: END
870: C -----------------------------------------------------------------
871:
SUBROUTINE FACTOR1(M,F,X)
13/21 & 3360*X(1)**6-8064*X(1)**5+13340*X(1)**4-15360*X(1)**3+ 897:
----------------------------------------------------------------
& 11520*X(1)**2-5120*X(1)+2624.D00) 898:
F2= DABS(X(2)**4+12*X(2)**3+54*X(2)**2+108*X(2)+81.D00) 899:
F=0.001D00*(F1+F2)**2 900: RETURN 901: END F1=2*X(1)**3+5*X(1)*X(2)+4*X(3)-2*X(1)**2*X(3)-18.D00 937:
902: C ----------------------------------------------------------------
----------------------------------------------------------------
F2=X(1)+X(2)**3+X(1)*X(2)**2+X(1)*X(3)**2-22.D00 938: F3=8*X(1)**2+2*X(2)*X(3)+2*X(2)**2+3*X(2)**3-52.D00
939: F=(F1*F3*F2**2+F1*F2*F3**2+F2**2+(X(1)+X(2)-X(3))**2)**2 940: RETURN 941: END 
942: C ----------------------------------------------------------------
) ------------------------------------
TURN ALIVE THIS -BUT NOT BOTH --------------
957: RETURN 958: END
959: C -----------------------------------------------------------------
960:
SUBROUTINE AMGM(M,F,X) 961:
IMPLICIT 
----------------------------------------------------------------
