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1. INTRODUCTION 
Let H+ , H,, be real Hilbert spaces with norms // . I(+ , Ij . /I,, , respectively, 
and such that H+ C H,, algebraically and topologically, H+ dense in H,, . By 
H- we denote the dual of H+ via the inner product (J of H,, . Thus, K will 
be the completion of Ho under the norm 
In this paper, we study the initial value problem 
; (P+)) = C(f) u(t) - j: G(t, 4 4~) dr +f(t),’ 
(1.1) 
u(0) = u. ) ti(0) = i” . (1.3) 
Here, p is a self adjoint operator in HO ; C(t), for fixed t, and G(t, T), for 
fixed t, 7, are bounded linear operators from H,. to H- . The integral is 
understood in the sense of Bochner. 
If HP -z Ho f H+ = R with the usual product, then Eq. (1.2) reduces to 
the classical Volterra equation. In this work, however, we will envisage 
Eq. (1.2) as an abstract form of the equations of linear viscoelasticity, 
In particular, we are interested in the behavior of solutions of Eq. (1.4) as 
1 By ‘i?we will denote the k-th derivative of U. For simplicity, we will write ti 
for ‘;‘, ii for %! 
2 In this equation u = (ul ,..., IL,,), x = (x1 ,..., x,). We employ the summation 
convention. 
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t --j GO. We want to see whether a Boltzmann type dependence of the stress 
on the history of deformation may induce a damping mechanism. The reduc- 
tion of Eq. (1.4) to the form of Eq. (1.2) will be postponed until Section 4. 
It has been proved (Edelstein and Gurtin [I], Odeh and Tadjbakhsh [2]) 
that the positivity of p and the definiteness of [Cijkl] suffice for the solution 
of Eq. (1.4) to be unique. In Section 2 we prove an existence and uniqueness 
theorem for Eq. (1.2) under essentially the same conditions. 
The behavior of the solution of Eq. (1.2) as t + cc is investigated in 
Section 3. Our guidance here is the work of Levin [3] on the classical Volterra 
equation. It turns out that rather stringent monotonicity conditions should be 
imposed on G(t, T) in order to guarantee asymptotic stability. The problem 
of finding the set of minimal assumptions is still open even for the classical 
Volterra equation. 
For an entirely different approach to the study of abstract Volterra equa- 
tions, we refer to Friedman and Shinbrot [ 141. Assuming that the kernel is of 
the convolution type, they employ Laplace transforms in order to derive 
conditions under which the solutions are asymptotically periodic. 
2. EXISTENCE OF SOLUTIONS 
Throughout this work we will assume that 
1. C(t), C,(t) EL”([O, T]; LZ(H+ ; H-)) for all T > 0.3 
Moreover, 
{C(t) v, w> = (C(t) W, v) for all v, w E H+ . 
2. G(t, T), G,(t, T) EP([O, T] x [0, T]; Z(H+ ; H-)). 
3. p is a self adjoint operator in Ho . 
4. There exist positive constants K, p,, such that 
- <C(t) v, v> 3 K II v II”, for all v E H, , t 6 LO, Tl, 
(2.1) 
W) 
(PW, w> 2 PO IIw 1~: for all WEH~. (2.3) 
5. f(t) = f(l)(t) + f@)(t), where f(l)(t) E L2([0, T]; Ho), f@‘(t) E 
P([O, T]; H-),fc2)(t) cL2([0, T]; He). 
6. uo~H+,zio~Ho. 
3 As is usual, P(H+ ; HJ stands for the space of bounded linear operators from 
H+ to H- . The subscript 2 denotes differentiation with respect to t. 
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DEFINITION 2.1. By a generalized solution of Eqs. (1.2) and (1.3) on 
[0, T], we mean a function u(t) eL2([0, T]; H,) with G(t) 6L2([0, 7’1; II,), 
d/dt (pti(t)) EL~([O, T]; H-) which satisfies Eq. (1.2) almost everywhere on 
[0, T], together with initial conditions 
and 
u(0) = u. in w+ > J&II/2 
pi(O) = pi, in v4l > f&2 
THEOREM 2.1. There exists at least one generalized solution of Eqs. (I .2) and 
(1.3). 
Proof. Without loss of generality, we may assume that u0 = 0 since, 
otherwise, we prove the existence of ii(t) = u(t) - u,, which satisfies Eq. (1.2) 
with f(t) replaced by 
f(t) = C(t) ug - 
Fix t,, E (0, T]. Consider the set 
cFto == {v(t)1 v(t) E P([O, t,]; IT+), v(0) = O} 
equipped with the two inner products 
and 
(Q 4~ = ,:” {(W, 4t)> + (4th wW>x+l 4 
which induce norms I/ . /I0 , /i . IIF, respectively. By Ft, we denote the com- 
pletion of &to under the norm /j * IiF. 
If we form the (,) product of (I .2) with the “test function” 
and integrate by parts, over (0, to), we conclude that every generalized solu- 
tion of Eqs. (1.2) and (1.3) satisfies 
qf4 u> = 9c.h v) - to< P&l 9 w>, (2.4) 
‘See Lions and Magenes [4], Chap. I, $31. 
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where 
g’(u> 4 = j-1 (t - t,)[(pri(t), iqt)> + (c(t) u(t), e(t)> 
- jt (G(t, T) U(T), ii(t)> do] dt f j’” (pi(t), e(t)) dt, (2.5 
0 0 
g(f, v) = - jt” (t - to)[(f’l’(t), ti(t)> - (f”‘(t), v(t))] dt 
0 
-f- jr (f’“‘(t), v(t)) dt. CM 
Conversely, if u EF~~ satisfies Eq. (2.4) for all “L: E 6t0 , then u is a generalizec 
solution of Eqs. (1.2) and (I .3). 
For any v E gtt, , 
2(v, v) = ; jto [l@(t), g(t)> - (C(t) v(t), v(t))] dt + $ (pit(O), $0)) 
0 
- j” (t -to,[; (G(t) v(t), W> -<G(t, t) v(t), v(t)) 
0 
+ ess sup 
ro, Tl x ro, T1 
il G(t, ~)ll\ j: I! v(tJl1: dt. 
Thus, if we select to sufficiently small, then 
.B(v, v) > F jr 11 ti(t)$, dt + : 1’” // v(t)[iT dt + $ to // ti(O)lii 
‘0 
> min 
( 
PO 
2 (2.7; 
On the other hand, 
I w 41 G (1 + to,/jto W”(t)ll~ + lif’“(t1ll4 + llf’2’(t)l121 q2 II v I/@ I 
0 
I tO(fcOj $0)) I d t0 II P II II co /lo Ii fi(0)llo < tA’2 IIp I! Ii Co Ilo II v lb . 
558 DAFERMOS 
Then a variant of the “projection” theorem (Lions [5], Chap. III, Theorem 
1.1) guarantees the existence of a solution of Eq. (2.4), i.e., a generalized 
solution of Eqs. (1.2) and (1.3) on the interval [0, t,]. Repeating the argument 
for the interval [to , 2t,], [2t,, , 3t,] etc., we establish existence on [0, T]. 
Q.E.D. 
THEOREM 2.2. Assume that G,(t, T) is deJned as a mapping from H, to K 
and is uniformly bounded on [0, T] x [0, T]. Then the generalized solution of 
Eqs. (1.2) and (I .3) on [O, T] is unique. 
Proof. Let u(t) be a generalized solution of Eqs. (1.2) and (1.3) on [0, T] 
with f (t) s 0, u(, = 0, and zi,, -5 0. We define 
w(t) = jt U(T) dT, t E [0, T], 
0 
G’-l’(t, T) G - j’ G,(s‘, T) d[ + G(T, T) + CT(T), (4 7) E [O, T] X [O, T]. 
7 
It can be verified easily that w(t) is a solution of the equation 
Thus, 
$ (pi(t)) = C(t) zu(t) - j; G’-“(t, T) W(T) dT. 
A?(w, v) = 0 for all v E &t0, t, E (0, T], (23) 
where .B is defined by (2.5) with G(t, T) replaced by Gt-l)(t, T). Clearly, (2.8) 
can be extended for 21 in the completion of gf;, under the norm 
In particular, 
.qw, w) = 0. 
Then (2.7) implies that for t, sufficiently small, 
w(t) = 0, t E [O, t,]. 
Repeating the argument for the interval [ta , Zt,], [2to, 3t,] etc. we prove 
that 
w(t) = 0, t E [0, T] 
whence 
u(t) = 0, t E [0, T]. 
Q.E.D. 
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The generalized solution of Eqs. (1.2) and (1.3) will not be, in general, 
classical solution unless additional restrictions 
:(t), G(t, 4f(t), u. , and c 
are imposed on 
o . The following definitions indicate the character 
of these restrictions. 
Let us define formally a sequence (Gci)(t, T)}, i = 0, l,..., by the recursion 
formulas 
G(O)@, T) E G(t, T), 
’ 
(2.9) 
G(m+l)(t, T) E 
s 
Glm)(t, f) dt + G’nl)(t, t) - C,(t). 
i 
DEFINITION 2.2. We will say that the smoothness conditions of order k 
are satisfied on [0, T] if Gfi)(t, T) and Gr’(t, T) exist for i = O,..., k + 1 as 
linear operators from H+ to He and are uniformly bounded on 
[O, T] x [O, T]” . 
DEFINITION 2.3. Suppose that the smoothness conditions of order k are 
satisfied on [0, T]. We say that 
tug , zio , f(t)> E &(T) 
if c: E H+ , i = o,..., k, (ku+b) E Ho ,f&) =fz!“(t) +fp’(t), 
f?‘(t) &([O, T]; H,),fj2’(t),fi(a)(t) d([O, T-J; He), i = 0 ,..., k, 
where 2: and fi(t) are defined through the recursion formulas 
(0) 0) 
uo ^ = 240 ) 240 = zi, ,fo(t) -f(t) , 
(,+oZ) 5% p-l[c(o) g +fm(ql , 
fm+&) ES f&) - G("+l)(t, 0) 122,) . 
(2.10) 
The set B,(T) equipped with the norm 
ll(u, , ti, ,f(t)>llBk = f !I ib /I+ + II (ku+b) II0+ inf i j’ Wil’Wllo 
i=o i=o 0 
+ lifi”‘(W + ll.P’(~)ll-1 & (2.11) 
5 In the usual case where C(t) does not depend on t and G(t, T) is of the convolution 
type, i.e., G(t, T) = G(t - T), (2.9) implies that G”)(t, T) = G(t - T), i = 0, l,... . 
Thus, in this case, the smoothness conditions of any order are automatically satisfied. 
560 DAFERMOS 
where the infimum is taken over all possible decompositions 
fdt> = f‘ll’w + f%), fll)(t) ELl([O, T]; Ho), fl”‘(1), p’(t) E Ll([O, T]; HJ, 
becomes a Banach space. 
REMARK. Starting from Eqs. (1.2) and (I .3), it is easy to obtain by induc- 
tion the formal identities 
; (p%‘)(t)) = C(t) ‘2 (t) - j-1 Gci’(t, T) ‘ii) (7) dT -lfi(t), i = 0, I,..., (2.12) 
(i) (I) (itI) 
u (0) -= u(j ) u (0) = “II:‘, i = 0, 1 ,.... (2.13) 
This observation reveals the motivation for defining G’Q(t, Q-), fi(t), and 
(i) 
uo . 
REMARK. The space B,(T) is nonempty. In fact, starting from arbitrary 
(k) 
UoEH+, (2;) E H” ,fJt) EP([O, T]; H,),f,(O) E Ho , i = 0 ,..., k -- I, 
we can construct a unique (uU , ti, , f(t)) E B,(T) through the recursion 
formulas 
Cm) 
u. == c-l(o)(p(l;:,?) ~ f,,,(O)), 
(2.14) 
fin(t) = fm(0) f- j:, [f,,+1(4) + G(“‘+%, 0) I;:‘] dt.6 
Recalling that H, is dense in H,, , H,, is dense in H- , C-l(O) E LY(H- ; H,), 
and on account of (2.14), it is easy to establish the following proposition. 
LEMMA 2.1. The set B,+(T) of triples (u,, , zi, ,f(t)) E B,(T) such that 
wrf) 
u. E H+ , C(0) (,kd E H,, ,fk(t) ELI([O, T]; H,) is dense in Ilk(T). 
We are now prepared to discuss the smoothness of the solution of Eqs. (1.2) 
and (1.3). 
THEOREM 2.3. Suppose that the smoothness conditions of order k are satis- 
jied on [0, T] and let (uO , ti, , f(t)) E B,(T). Then there exists a unique solution 
u(t) of Eqs. (1.2) and (1.3) such that 
u(t) E CK([O, TJ; H+), (kufl’ (t) E CO([O, T]; Ho). (2.15) 
@ Formulas (2.14) are deduced by inverting (2.10). The map C(o) is continuously 
invertible because of (2.2). 
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Proof. Let us first assume that (us , ti, ,,f’(t)) E B,+(T). Then it is meaning- 
ful to use (2.10) for m = k, in order to define u,, , v+‘) fk+l(t). Consider the 
initial value problem 
$ (+(t)) = C(t) I - jl G(L-t”(t, T) +) dT $ f],+&), (2.16) 
1;(O) = ‘ku:]), qq = (7;). (2.17) 
Note that the assumptions of Theorems 2.1 and 2.2 are satisfied. Hence, Eqs. 
(2.16) and (2.17) possess a unique generalized solution v(t). 
We set 
u(t) ss i ii; ; + jt dTk jTidTkel ..* j” V(T) d7. (2.18) 
i=O 0 0 0 
Obviously, u(t) has the property (2.15). Furthermore, it follows by induction 
that Eqs. (2.12) and (2.13) are satisfied for i = O,..., k. In particular, u(t) 
satisfies Eqs. (1.2) and (1.3). 
We now form the (,) product of Eq. (2.12) with %‘)(t), and we integrate 
over (0, t). After an integration by parts, one obtains 
4 (p%')(t), 'Y(t)) - 4 (C(t) (2(t), (z?(t)> 
= & (p(iu;), (2;)) - 4 (c(o) ii, $;) - $ j" (C,(T) ';'(T), $$),h & 
0 
- it (Gci’(t, T) ii’(~), i?(t)) dr + j:, (G’$, T) g’(7), C’(T)) dT 
‘0 
+ j; j: (G:‘(t, T) $‘(T), x’(t)) dT d5 + j; (fi(T), (‘ii’)(~)) dT. (2.19) 
Consider any decomposition 
f&) = f p’(t) i-f!“‘(t), f y(t), f p’(t), p’(t) &([O, T]; Ho). 
Then 
t 
0 
(fi(T), %1)(~)) dT = j:, (fl”(+ @?(T)) dT + (fl”‘(t), i’(t)) 
- (f I”‘(o), ii;) - j: #j(T), i?(T)) dT. 
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Using Eqs. (2.2) and (2.3) and the inequalities of Schwarz and Cauchy, one 
deduces from Eq. (2.19) an estimate of the form 
The generalized Gronwall inequality (Hartman [6], Chap. 3, Corollary 4.4) 
then implies 
+ jt [I~f%ll- + llfiY~)ll-1 &0 
+ &/tF j:, [~if%)il,, + lIf,!“‘(~)ll-I dj. (2.20) 
Estimate (2.20) together with Lemma 2.1 imply that the solution exists 
for arbitrary (uU , ti,, , f(t)) E BP(T). The uniqueness of solutions also follows 
immediately from Eq. (2.20). Q.E.D. 
3. THE ASYMPTOTIC BEHAVIOR OF SOLUTIONS 
The asymptotic behavior of solutions of the classical (nonlinear) Volterra 
equation has been studied under a variety of conditions by Levin [7], [4], 
Levin-Nohel [S], Corduneanu [9], Halanay [lo], and Friedman [l 11. We are 
interested here in the behavior of solutions under conditions which have a 
mechanistic interpretation, or at least are realistic in the framework of the 
theory of viscoelasticity. In this respect, Levin’s method seems the most 
appropriate to be extended. 
Throughout this section we will assume that the smoothness conditions of 
order m + 2 are satisfied on every interval [0, T], T > 0, and for some 
fixed m 2 0. Moreover, let (us, zi,, , f(t)) E B,+,(T) for any T > 0. We 
define 
A(Jz)(t) = -C(t) + 1’ G’“)(t, T) d7, K = 0 ,..., m + 2. 
0 
Using (2.9), 
@)(t) = G’“+l’(t, 0). 
(3.1) 
(3.2) 
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We now make the following assumptions: 
1. C(t) EP([O, co); Y(H+ ; K)). 
2. For fixed t, T, 
(G(t, T) w, v) = (G(t, T) v, w) for all 71, w, E NT .T (3.3) 
3. There exists a positive constant M such that 
(-4(“)(t) V, ZJ) >, M I( z, II”, for all v E H, , k = 0 ,..., m + 2, t E [0, a). (3.4) 
4. For any v E H, and for k = 0 ,..., m + 3, 
(G’“‘(t, T) v, v) < 0, (3.5) 
(G;“)(t, 7) v, v> > @(t, T)I! v II”, , @(t, T) Z 0. (3.6) 
5. Given 17 > 0, there exists a positive constant L, such that 
(3.7) 
where @(t, T) is the function which appears in (3.6). 
6. For k = O,..., m and arbitrary v E H, , t, T E [0, CO), 
lirn:yp & [(Gp’(t, T) v, v) - (GF’(t’ , 7 V, V)] < --N (G’“‘(t, T) V, V) , ) 
(3.8) 
where N is a nonnegative constant. 
7. fk(t) eLl([O, co); Ho), k = 0 ,..., m + 2, 
sup Ij&(t)ljo < 00, k = 0 ,..., m8 
FL-=) 
(3.9) 
(3.10) 
The following theorem describes the asymptotic behavior of the solution 
u(t) of Eqs. (1.2) and (1.3) under the above assumptions. 
THEOREM 3.1. For k = 0 ,..., m, 
‘“p(t) H+ +Oast+co. (3.11) 
’ This implies that G”‘(t, T) and A’*‘(t) are also symmetric. 
s We have already seen that in the case where C(t) is independent of t and G(t, T) 
is of the convolution type, then Glk’(l, 7) = G(t - T), k = 0, l,... . This implies 
that Afk’(t) does not depend on k. Consequently, in this case assumptions 1-7 admit 
a simpler formulation. 
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Proof. \I’e define 
where 
I-,,(t) -7: [I /(2p,) -L 1<,(t)] e+(t), k = O,..., m + 2, (3.12) 
E,.(t) -=- h /+(kU+l)(t), (kL’)(t)) 1’ 4 &t) Z)(t), (i?(t);> 
- ;~ 
J 
“’ (G’l“‘(t, ~)((i?(t) - %)(T)), (i?(t) - $‘(T); dT, (3.13) 
0 
Fk(t) T- j” ,I fk(T)i10 d7. (3.14) 
0 
The functional Vu(t) was constructed for the classical Volterra equation by 
Levin [7]; he attributes the motivation to Volterra [12]. 
On account of (2.3), (3.4), (3.7), and (3.9), 
I;li(t) > [l/(2&) + +ppo 11 (kllil)(t)ll; + *L I/ (i?(t)lj:l e--Fk(=) > 0. (3.15) 
Assuming temporarily that (us , ti, , f (t)) E B,‘(T) (Lemma 2.1), for all 
T > 0, we differentiate Eq. (3.12) with respect to t, and using Eqs. (2.12), 
(3.1), (3.2), (3.13), and (3.14) we obtain 
&(t) = )a (Gtk+l)(t, 0) t’(t), (i?(t)) 
- 3 
i 
‘:, (G,‘“‘(t, $?(t) - (L)(T)), (i?‘(t) - %)(T); d7 
+ <f&), (k?(t)) -- IIfk(t)llo [I /(2p0) + E,(t)] 1 e-‘lctt). (3.16) 
The validity of Eq. (3.16) is then extended by continuity to the case 
ho ) lie 7 f(t)) E &c(T). 
On account of Eqs. (3.5), (3.6), and (2.3) and the inequality 
(f&), @Ut’)(t)> < !lfk(qlo (ll(A4 + PO/2 II (k~‘)(~)l139 
we conclude that 
Ti,(t) < 0, t E [O, 03). (3.17) 
From Eqs. (3.15) and (3.17) it follows that 
(k) (k+l) (kfl) (k) @I 
II u (t)l!: d I/M{l/p, + (P u. , u. > f- <A’“‘(O) u. , uoX e 
F&) 
, (3.18) 
11 ‘kUtl’(t)ll~ < l/p0 {l/pa + (p(ku+b), (Au:L)) + (A’k’(0) Ei , gi)} eqtm). (3.19) 
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Let us now limit k to the values O,..., m. From Eq. (3.16) and on account of 
Eqs. (3.6), (3.8), and (3.12) and the symmetry of G(“i-l), Gj”, we obtain 
lim inf a,(t) - am 
t’-‘t t - t’ 
> j(G(‘.+‘)(t, 0) i?(t), ($‘)(t)> 
+ ; j; (Gck)@, T)((i)(t) - ‘t;)(,)), (i)(t) - ‘i’(+ & 
- 
i 
1 <Gj”‘(t, &)(t) - (L?(T)), (kit’)(t)) cir f (Qt), (A:‘)(t)) 
+ ( fk( t), (kiY)( t>;,, I e+(t) - !l.f~(th vL(t> - 2 ll.fk(t>iio l’&> 
- II fk(t)lii ti(t). (3.20) 
Differentiating Eq. (2.12) (f or i = k) with respect to t, and recalling Eq. (2.9) 
yields 
$ (r(k;2)(t)) = C(t) (ki?)(t) - G(Afl)(t, 0) (i?(t) 
+ 
i 
1 G,‘X“(t, T)(%)(t) - t?(7)) do +f,(t). 
Then (3.20) can be written in the form 
lim inf ~~(t> - ~~(t’> 
1”t t - t’ 
3 1 - <pCkU3’(t), (kUtl)(t)> + (c(t) ‘k;1’(t), (k;l)(t)> 
7 ; j:, (G’“‘(t, ~)((z?(t) - %(T)), (t;‘(t) - ‘;‘(T)> & 
+ 2 (f&)7 (kL1)(t)> + (fk($ (k+2) 24. (‘) I e--Fk(t) 
- llfk(t)li0 k.(t) - 2 ii.fk(t)llo C(t) - llat)l!~ h(t). (3.21) 
If we now recall Eqs. (3.18), (3.19), (3.9), (3.10), and (3.17) and the uniform 
boundedness of C(t), V(t) on [0, co), we conclude that 
lim inf ~~‘r;(t) - ~~‘lc(t’) 
t ‘-+t t - t’ 
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is uniformly bounded from below on [0, co). Lemma 2, then of Levin-Nohel 
[8], implies that 
l&.(t) + 0, t--f co, k = 0 )..., m. 
In particular, on account of (3.16), 
(3.22) 
lim 
.r 
’ (Gj’;‘(t, ~)(%‘(t) - S)(T)), ‘i)(t) - (i)(7)) d7 = 0. 
t+m o 
(3.23) 
We now claim that this last result implies Eq. (3.11). In fact, suppose that 
Eq. (3.11) is false. Then there exists S > 0 and a sequence {t$}, t,? --f cc as 
s ---f 03, such that 
(1 %‘)(t,)jl+ > 26, s = I, 2 ,.... 
By Eq. (3.18) d/dt )I ‘kt?‘(t)ll+ .is uniformly bounded on [0, co). Hence, there 
exists 7 > 0 such that 
‘I (R+ll+ > 6, 7 E (ts - 7, tJ, s -= 1, 2 ,.... 
Thus, 
II (%ts, - %ll+ > qt, - T), 7 E (ts - 7, t,J, s = 1, 2 )...) 
which implies, on account of Eqs. (3.6) and (3.7), 
s :‘en(Gj$?(t,) - (if?(~)), %)(tJ - (ii’(~) dT L 
3 62 
J^ 
t, 
@(ts , T)(ts - T)” dT > a2L,, s = 1, 2 ,.... 
t,-n 
But this is a contradiction of Eq. (3.12). Hence, (3.11) is true. Q.E.D. 
4. APPLICATIONS TO LINEAR VISCOELASTICITY 
Let Sz be a domain in En. In this section we consider the equations of linear 
viscoelasticity, Eq. (1.4), in the cylinder D x (-co, co), together with boun- 
dary conditions 
u(x, t) = 0, (x, t) E m x (-co, co).s (4.1) 
9 More general classes of homogeneous boundary conditions can be considered 
alternatively with slight modifications. 
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We assume that u(x, t) is known on Q x (-a, 01. Then we may absorb 
a 0 
4 axi --m GiJkl(x, t, T) 2 d7 1 
into the body force termfi in which case the time integration in Eq. (1.4) is 
taken over (0, t) rather than (-CD, t). 
Let Csm(Q) denote the set of n-dimensional vector fields with compact 
support in Q and components in P(Q). By completion of Csm(Q) under the 
norms induced by the inner products 
(w, v) = s, wpi dV’” (4.2) 
(w, v)~+ = j, $$ ;t dV, 
1 1 
we obtain Hilbert spaces H, , H, , respectively. The space H- will now be 
defined as the completion of Corn(Q) by means of the norm 
It is clear that the mixed initial boundary value problem for Eq. (1.4) can 
be reduced to an initial value problem of the type (Eqs.). (1.2), and (1.3), for 
the above selection of H+ , Ho , HP , provided that p(x), C&x, t) (for fixed t), 
and G&x, t, T) (for fixed t, T) are Lebesgue measurable functions essentially 
bounded on Q. The conditions imposed in Section 2 on the operators p, C(t), 
and G(t, T) can be formulated easily in terms of p(x), [Cijkl(x, t)], and 
[G&x, t, T)]. For example, Eqs. (2.1), (2.2), and (2.3) will be satisfied if, and 
only if, 
cijkl(X, t> = cklij(X~ t), (4.5) 
s C&(x, t) 2 2 dV Z Kll v 11: , for all v E H+ , t E [0, T], (4.6) P 3 1 
(4.7) 
The mechanical interpretation of the above conditions is familiar. Under 
Eqs. (4.5), (4.6), and (4.7) and some mild smoothness restrictions on the 
“time” behavior of C&x, t) and G&x, t, 7), Theorem 2.3 establishes the 
existence of a unique solution of Eqs. (1.4) and (4.1). Note that the solution 
lo In this section we employ the summation convention. 
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obtained is not necessarily smooth in x. Additional hypotheses should be 
made in order to establish the existence of a classical solution (see Edelstein 
[13] for the quasistatic case). 
Similarly, the asymptotic behavior of solutions of Eqs. (1.4) and (4.1) can 
be investigated through Theorem 3.1. The assumptions required in order to 
apply this Theorem can be formulated easily in terms of [Cij,,(x, t)] and 
P%& t, 4 
In order to demonstrate the mechanistic interpretation of these assump- 
tions, let us limit ourselves to the simple case 
a%4 3u i P*=c&z- -~ s g(t - T) g dr -k f (x, t), (4.8) 
where p and c are constants andg is independent of X. It is clear that Eqs. (3.5), 
(3.6) and (3.7) will be satisfied if, and only if, g(t) is nonnegative, non- 
increasing, and g’(t) does not vanish identically in a neighborhood of E = 0. 
After some manipulation, it can be proved that Eq. (3.8) is satisfied if the 
function g’(Q2 + Ng2(t) is nonincreasing. For example, this last condition 
is satisfied (with N = 0) if g(e) is convex. The above assumptions are some- 
what restrictive. However, they are quite realistic. 
The remaining condition Eq. (3.4) reads here 
s 
7. c- g(t) de 1, 0. (4.9) 
0 
The mechanical interpretation of Eq. (4.9) becomes clear if one considers 
the static problem associated with Eq. (4.8). In fact, a static solution 
U(X, T) = U(X), 7 E (-CO, t], will satisfy the equation 
and Eq. (4.9) simply states that the “static modulus of elasticity” is positive. 
This restriction is quite natural. 
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