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Abstract
Fan, Ming. Ph.D. The University of Memphis. May, 2017. Data Enabled Algorithms and
Analytics of Material Structural Change. Major Professor: Gang Qi, Ph.D.
Damage is a form of micro-structural change that diminishes the mechanical and/or
physical properties of solid materials. The evaluation of damage is needed to assess the
reliability and remaining service life. Prior efforts to characterize damage were driven by
physical laws or those driven by data. The former is dominated by searching analytical
formulations according to given physical laws, whereas the latter is to mine the massive data as
indicators that can be used for the assessment.
A two-dimension data matrix DA was developed from acoustic data on metals and
polymers, and used as the information infrastructure. The DA matrix was detailed from the
points of views of informatics. However, there are a number of unsolved fundamental issues
regarding this data matrix, for instance, means to construction of DA such that its rows and
columns to be physically meaningful; the influence of construction of DA on the embedded
information; and means to construction of DA that counts for multiple experimental results.
Furthermore, there is a prominent need for a comprehensive computer program that integrates
the construction of DA, information quantification, statistical analysis and visualization of
results. The primary goal of this work is to address the above fundamental issues
systematically.
The means were developed to determine the number of rows (observations) and columns
(scales) of DA by 1) direct means and 2) reversed means. Also, basic statistical calculation were
introduced into the construction of DA matrix to check the validity of the result of data operation.
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The results shown that the statistical calculation can help to capture the full potential information
from multiple experiments.
We also demonstrated the algorithms of data operation through the clustering, classification,
correlation, estimation, and prediction and showed the corresponding visualization results.
To address the integration of data representation, data operation, and data visualization, a
software program, IntelliAE, was developed to construct the information infrastructure and
facilitate informatics analysis. IntelliAE is a platform that will deliver other scientific
significance and application value on the microstructural change informatics resulting from
damage in materials.
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fractured surface of a specimen at σ = ~12 MPa, MSC modes are void
coalescence, beads pullout and debonding of bead to matrix, and (b) the
fractured surface of a specimen at σ = ~40 MPa where the MSC modes
are bead fracture, microcracking and debonding.
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Chapter 1 Introduction
The intrinsic structure of material in service is subject to continuous structural changes in
order to release the strain energy from loading. When the load level is insignificant, such
changes are reversible, or pure elastic. Irreversible changes are more common because most
materials are subjected to significantly higher loads conditions and fatigue. The majority of these
material structural changes (MSC) are not reversible, and such changes introduce permanent
additional features to the intrinsic structures. They are commonly referred to as damage in the
field of mechanics. Damage is a form of material structural changes from its intrinsic phase, such
changes result physical discontinuity in different scales, and damage may occur with different
types of damage mechanisms, which evolve throughout the entire service life of the material.
One approach to study damage is to apply a set of constitutive equations, i.e. to study the stress
and strain relationship, and energy and mass equilibrium in the area of classical solid mechanics
[1-5]; or to study the deteriorated material structure with reduced Young’s modulus in the area of
damage mechanics [6, 7]. These classical works are based on a common assumption that the
objects of study are continuous media with properties are described by mathematical
formulations. However, because of the structural changes, discontinuity in the material media is
created and evolves when the applied load advances. As such, there is a big challenge for
applying constitutive equations to describe damage evolution and therefore constitutive
equations to resolve discontinuous media in solid materials is likely to be unsuccessful.
In our recent works [76, 98-100], we developed a novel approach that employs a twodimension data matrix DA to be the damage information infrastructure. This DA matrix has been
used to quantify material structural changes and takes advantage of various standard multivariate
analytical tools. The construction of DA relies on a massive quantity of real damage event data
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collected when materials/structures are subjected to loads. Our approach is therefore a dataenabled methodology that mines embedded information in the DA matrix instead of being driven
by a physical law as is the case in solid mechanics. It has gradually gained attentions in both
academic and practices to be a prominent method. While still in its infancy is this approach
limited by a number of unsolved fundamental issues:
1) means to construct DA such that its rows and columns be physically meaningful and ready
for mining the embedded information;
2) means to quantify the embedded information in the rows and columns of DA matrix such
that it is more informative with regards to the degree of damage in the material.
3) means to construct DA that accounts for multiple experimental results to be statistically
significant; and,
4) a comprehensive computer program that integrates the construction of DA, information
quantification, statistical analysis and visualization of results.
Therefore, the primary goal of this work is to address these fundamental issues
systematically.
1.1 Material Structural Changes (MSC)
1.1.1 Manifestation of Material Structural Changes in Various Scales
In the field of solid material, a fundamental concept in evaluating materials’ behavior is that
there are structure-property relationships at different scales (atomic, micro, meso and macro).
Numerous works have been done in searching for such relationships in micro-, meso-, and
macroscopic scales for various materials [8-12], for instance, fractures in polymers were
addressed in terms of craze development [13-15], void formation [16], interfacial debonding
[17], and distributed micro-damage [18, 19]. The manifestation of material structural changes

2

based on these relationships is instrumental to investigate and evaluate the mechanical
performance of materials/structures.
The atomic arrangement and microscopic structures of materials are strongly affected by high
temperature, chemical aggression, and various mechanical loadings, leading to structural
deterioration of materials, which may start from the smallest structural level [20], and progress to
ultimate failure. For instance, the distribution of lattice vacancies in the atomistic point defects,
atom dislocation, line defects [21], and surface defects and surface faults of grain boundaries
show different microscopic structural changes, which affects the deformation and failure
mechanisms fundamentally [20-24]. The evolution of these defects involves mechanisms such as
void expansion and coalescence, dislocation multiplication and interactions, crystallization
and/or phase transformation, micro-crack formation and propagation, impurity segregation to
grain boundaries or other defect sites [24].
While these meso-scale material systems are still controlled by their atomic and
microstructures [25], the clusters of these structures, however, have different morphology and
interatomic interactions [26]; thus, material behavior at macroscopic scale (mm-cm) is an
averaging of material responses over degrees of freedom in a relatively large volume and time
period [26]. A particular material may exhibit properties of homogeneous, isotropic and linear
elastic behavior in the classical stress and strain relationship. The consensus in the solid
mechanics community is that there is no significant permanent damage occurrence during elastic
deformation [28]. The events of structural changes in this phase were treated as uncorrelated and
isolated, and therefore, their influence is ignored as summarized in an excellent review article
[29].
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This study will show the changes in material structures can be mapped as a series of scale
divisions, and investigate the role they play in the very early loading stage by using material
structural change informatics. The analysis will be carried further, beyond the elastic limit where
the structural changes become significant, and the material structure can no longer be considered
as a ‘continuous’.
1.1.2 Acquisition of Material Structural Changes in Observations
When materials are subjected to load, structural changes occur, as highly random events
characterized by variables, such as timing, location, and magnitude/amplitude. The occurrence of
these random events (RE) releases energy in the form of stress-strain waves, which is dependent
on the microstructures of the materials, types of load and constraints. For instance, RE will be
different when a material responds to elastic or plastic deformation. The occurrence of RE is the
ultimate responses of a material to the applied stress, which manifests the source physics of
material structural changes. These changes may be insignificant initially, but develop with the
increasing stress such that fine scales RE (nano to micro) may dominate initially, and those in
greater scales (meso and macro) take over in later stages [26].
Using sensors, random events manifest themselves in a wide range of electrical signals. For
instance, the amplitude of these electrical signals can be readily recorded with a few tens of
microvolts at the sensor, yet signals with several volts may also be observed in the more
energetic deformation processes, which implies an observable range of ten orders of magnitude
in the strain-stress energy released from discrete deformation [30, 31]. Hence, it is pertinent to
study MSC defined at section 1.1 by evaluating these associated signals of RE at various loading
stages (observations).
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Presently, there are no standard means to acquire RE signals, and it can be accomplished
nondestructively, such as, eddy current [32-34], magnetic flux leakage and magnetic sensing [3537], vibration [38-41], ultrasound [42-44], acousto-wave propagation [45-47], and acoustic
emission [48-53]. These acquired signals may contain the source physics: i.e. MSC onset,
intensity, correlation, magnitude, and location so that we are able to study their occurrence,
evolution, and interactions in diverse data domains. The occurrence of MSC generates
tremendous amounts of RE data, which poses a significant challenge to data analogous and
interpretation. In this work, a methodology is presented to organize, present, observe, and
visualize massive RE data such that they can be analysis ready for the studies of mining the
embedded information contained in source physics of MSC. Furthermore, it is assumed that all
RE data stem from material damage events.
1.2 Information Mining
“Informatics” is a relatively new and rapidly developing field, which involves the practice
of information mining. To facilitate the systematic exploration of information contained in and
among rows (scales) and columns (observations) of two-dimension matrix, the methodologies
used in informatics is suitable to be applied to manipulate information [54]. It involves
disciplines of computer science, information technology and statistics, and its applications are
usually computational-based studies to acquire, to represent, to process, and to communicate
information [55].
The main tasks of MSC-informatics include:
(1) Data acquisition
It is to record and store RE data in the progress of structural changes of materials under
loading.
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(2) Data representation
It is to arrange and organize the acquired RE data in a particular way or a certain
convention as to enable information to be later explored and distinguished by suitable
methods.
(3) Data operation
It is to manipulate and change ‘RE data representation’ into ‘information’.
(4) Data visualization.
It is to effectively present the ‘information’ using appropriate graphical representations that
facilitate interpretation.
1.3 Random Events Data Acquisition using Acoustic Emission
To record or acquire the RE data is the first step. Acoustic emission (AE) is the most
plausible means to acquire the RE data because it uniquely detects the in situ MSC features such
as high fidelity, sensitivity, and relative simplicity in real time across multiscales. These features
are critical because experimental data on the fracture physics and mechanics of materials have
reported that MSC in the form of deformation and destruction processes occur from the
microscopic level to the macroscopic level [56-58]. Also, variations in RE occur as collective
dynamic processes, and as such the discrete character of these processes is likewise confirmed by
acoustic energy release, generating a specific AE signal with associated parameters, such as
amplitude, frequency, energy data or waveform parameters [59-61]. The amplitude and counts of
these electronic AE signals have been found to be proportional to the magnitude and quantity of
the microscopic RE of the material, and is a consequence of the applied stress [62-64].
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Acoustic emission was used exclusively in this study to acquire RE data in terms of AE
signatures, and then formatted into the fundamental damage “information infrastructure” in the
MSC-informatics.
1.4 Literature Review
Since literature related to material structural changes using techniques explicitly related to
informatics could not be found, a review of related works was carried out in the four main
subjects of informatics: data acquisition, data representation, data operation, and data
visualization. Presently, AE related studies can be summarized primarily in data representation
and data operation stages, whereas there is no reported works in data visualization stage.
There are two primary data representations used in the AE community. One was simplified
parameter representation of AE signals, and then data operation is the analysis and processing of
these parameters in the time domain. The other is stored waveform representation of AE signals,
whereas the data operation is focused on the analysis in the frequency or time-frequency domain.
These are discussed in the following sections.
1.4.1 Simplified-parameter Representation and Data Operation
Simplified-parameter representation is the most common method, and it uses characteristic
AE signal features, such as the amplitude, energy, duration, rise time etc., to interpreter the
source physics. Among these parameters, the amplitude and the energy are widely used, and
found to be proportional to MSC defects in counts and amplitude/energy with the evidence that
they are linearly related to the elastic deformation when the concrete fails [75].
For years, numerous works of AE Simplified-parameter representation were conducted which
included: American Airlines use of amplitude, energy, frequency and other ones to successfully
detect the occurrence and development of cracks located in the fiberglass shell of the rocket
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engine of Polaris chambers when it was under pressure in 1962 [68]. In 1965, Egle et al. [69]
described the energy and amplitude of longitudinal and flexural waves, and estimated the second
order relationship between them, and it is the earliest work to explore the relationship between
different characteristic parameters of AE signals. Dunegan and Sedgwiek analyzed the
relationship between AE events and the loading of a pressure vessel [70] and a single crystal
material [71]. Beck et al. [72] studied the relationship between the energy of AE signals and the
fracture properties of the material, and the study concluded that the crack area and depth and the
acoustic emission energy are linearly related. Landi et al. [73] studied the arrival time of the
characteristic parameters AE signals, and then used it to determine the location of sources. Paufo
et al. [74] investigated the characteristic parameters of AE to measure heat loss during the
grinding process, including root mean square (RMS), energy and the mean deviation. The
experiment showed that the mean deviation and energy parameters is more sensitive than RMS.
Simplified-characteristic parameter representation has been applied to limited number of AE
data and did not consider them as random signals based on some assumptions [77], such as they
transmit at fixed speed. The information extracted from their deterministic RE data to account for
the damage may be too simple and too idealistic [76]. In fact, each stress wave occurs randomly,
and their propagation velocity changes significantly if the material under testing is an anisotropic
composite material [77]. Hence, without considering the randomness of these massive RE data, it
is very difficult to analyze and interpret the ensemble of these massive data in a statistical
meaningful means because the occurrence of material structural changes are highly random.
1.4.2 Stored-waveform Representation and Data Operation
The Stored-waveform representation stores and records the complete AE signal waveforms.
This representation has many advantages because it has more accurate capability to determine
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the source location of the MSC sources. It offers the possibility to validate and precisely examine
the recorded RE data with a view to damage localization and identification in the Structural
Health Monitoring (SHM) of a structure, i.e. pressure containers, bridges and aerospace
structures [81-83].
The corresponding data operation often refers to spectral analysis techniques, which transfers
the recorded waveforms from the time domain to the frequency domain by Fourier Transform
(FT), thus allowing for the study of characteristics in frequency domain, compared by calculating
the magnitude-squared coherence function [78, 79]. These efforts include that of Kaiser [79],
who observed that the frequency range of AE signals increases with the increasing of load.
Mehan and Mullin [80] set up the association between spectral characteristics and failure
mechanism of test materials, and reconstructed the entire destruction process using such
associations.
Fourier transform reveals the inherent relationship between the time function and the spectral
function of the waveforms, and reflects all the spectral components of the signal over the entire
time range. However, in the Fourier analysis, the local changes in the waveform are often
overlooked [46]. As such, it is difficult to locate the time when the frequency varied, and it is
impossible to approximate the signal with arbitrary precision both in time and frequency domain,
which results in a tradeoff between the accuracy in time and in frequency.
To solve this problem, data operations based on Wavelet Transform was introduced and
developed. The basic idea of the wavelet transform is that signals have different time-varying
characteristics, and they contain various low and high frequency components. For the lowfrequency components, the spectral characteristics of signals usually change relatively slow over
time, while for the high- frequency components, the spectral change rapidly over time and hence

9

it requires high precision analysis in frequency domain [66]. Wavelet was introduced into the
community of AE signal processing since 1990s. In 1996, Qi in his doctoral dissertation explored
the wavelet in the composite [11]. He discusses the characteristics of AE signal based on
different wavelet. Ni studied damage in a single fiber composites using AE [101]. Chen applied
wavelet to the welding [102]. Jeong studied the wave propagation in the composite [103].
However, the waveform representation requires ability of waveform acquisition and
recognition. Presently, there are three major difficulties: 1) high performance hardware, 2) strong
robust software configuration; and 3) statistical significance. The first requirement is limited by
the data size, for instance, there will be ~450 MB/minute waveform data per sensor when
sampled at 2 MHz. Such value will be tripled when three sensors are used, and it will be ten
times greater when 10 sensors are used and so on. The current hardware and software are not
capable of meeting such data processing requirements. The second difficulty is that there is no
means to ‘average’ multiple waveforms for statistical significance of MSC random events. [76].
1.4.3 Other Data Operation Means
Based on the simplified-parameter and stored-waveform representations, some innovative
data operation methods were introduced to the AE signal analysis, such as blind source
separation and fractal theory. These methods explored the in-depth analysis combing the
statistical independence and information extraction using tremendous amounts of RE data to
interpret the implicit information contained in the MSC.


Blind source separation and independent component analysis

Blind source separation (BSS) and independent component analysis (ICA) introduces an
important statistical concept: RE data from multi-sensor observations can be decomposed into a
number of independent components using the principle of statistical independence through an
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optimization algorithm, under the condition that the model of source signals and the mixed
signals are unknown. These independent components are considered as an approximation to the
source signal. Related works by Kosel introduced ICA to AE data processing in 2002. His work
studied the time-delay estimation of two independent AE source of an aluminum plate, and he
obtained the positioning information of AE sources [85]. In 2005, Kosel proved the feasibility of
ICA in the source localization of AE [86]. In the same year, Rosa proposed the algorithm of
independent component analysis based on the accumulated signals, and this algorithm was
applied to the AE signals acquired from the termite activity in wood [87]. Pontoppidan studied
the energy of AE signals by using ICA [88]. These efforts in different areas of research verified
the superiority and practicality of ICA technical in AE data analysis, and indicated that ICA has
great potential in the field of RE data separation and classification.
In contrast, the BSS analysis is not capable of extracting information of correlation, and
ensemble evolution inherent in tremendous amounts of RE data statistical significant.


Fractal Theory

Fractal theory mainly focuses on the quantitative description for the level of irregular shape,
and it was applied to the RE data analysis and treated these data as random transient signals by
Kusunose in the 1990s. He analyzed the variation of fractal dimension of granite and he obtained
the following conclusions through experiments: when the fractal dimension changes from 2.0 to
2.4, new cracks were generated in the specimen and these cracks were proved to be the source of
AE signals. In this work, the author applied a variety of fractal dimension on the generation of
cracks [89].
However, since there are various definitions to calculate the fractal dimension, results were
very much dependent on equipment used and their own definitions of the fractal dimension to
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interpret AE signals into the evolution of damage in materials. Hence, this theory needs further
theoretical research to make it of vital significance in the application of RE data analysis.
1.4.4 Remarks
Prior research has attempted to address the damage data representation and operations from the
standpoint of MSC-informatics. Some are suitable to complete the analysis task for specific RE
data, as shown by the simplified-parameter representation, and stored-waveform representation
which have processed analog signals based upon the laboratory research data. The shortcomings
are as follows:
•

Ignorance of the significance of scales and occurrence in the process of arranging and
organizing the acquired RE data.

•

Ignorance concerning the statistical significance of large volume of RE.

•

Deficiency of the study of extracting information on correlation and ensemble evolution
inherent in large volume of RE data, and additionally the influences of scales and
occurrence on the information mined.

•

Deficiency of effectively presenting the ‘information’ using statistics and depictive
graphics tools.

The aim goal of the present work to address these shortcomings of information explorations
(noted in 1.4.4), by following the main concepts of informatics, and finally to mine statistically
significant and potentially meaningful information from innovative representations of massive
RE data, acquired in the process of MSC.
1.5 Research Aim and Objectives
The objectives of this work are:
•

Demonstrate and recall the arrangement and feature selection to construct the
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information infrastructure (DA matrix), which serves as the fundamental data
representation in this work.
•

Statistically construct the DA matrix, and identify the descriptive statistics, used in
multiple experiments, to obtain statistical calculations.

•

Identify the underlying impact of selecting scale and observation divisions (rows and
columns of DA matrix); develop a scheme to determine effective scale and observation
divisions based on critical analysis criteria, and identify the influence on the informatics
evaluation.

•

Apply methods of data mining to explore meaningful information contained in the data
representation, i.e., the classification, correlation, estimation and evolution inherent in
tremendous amounts of RE big data.

•

Develop an integrated computer program to realize the above-mentioned data
representation, operation, analysis and visualization.

1.6 Outline of Dissertation
Chapter 1 introduces the concepts of material structural change (MSC) and random damage
events (RE). The occurrence of MSC generates tremendous amounts of RE data, where acquired
by AE, and analytical methods used in informatics are introduced to this work to mine potentially
meaningful information. Hence, literature review was performed on the core concern in
informatics: data representation and data operation. The relevant limitations in the prior research
are included in this dissertation.
Chapter 2 presents the construction of the innovative data representation (DA matrix), which is
a multivariate matrix generated and abstracted from a large quantity of RE data. In addition,
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scale and observation, which are two most important parameters used to determine the
multivariate matrix, are defined and illustrated in this chapter.
Chapter 3 demonstrates various data operations based on the representation of the multivariate
matrix. These data operations provide the ability to obtain a clear picture of relationships
between RE and properties that are often blurred by massive data.
Chapter 4 validates the statistical calculation by computing the weighted average from multiple
experiments. These calculations help to capture the full potential of the RE big data, especially
when decisions in solving engineering problems that determine average and standard deviation
with statistical significance.
Chapter 5 determines the scale number and observation width in the process of constructing
data representation, and evaluates the appreciable influence on the results of data operations,
such as data estimation and prediction using information entropy and information gain1.
Chapter 6 abstracts the integrated computer program: IntelliAE, which is the realization of the
before mentioned data representation, operation and visualization.

1

Chapters 1 - 3 illustrate the basic concepts of data representation and data operation, and readers may skip
chapters 4 and 5 should their interest be on how the data-enabled MSC informatics work.
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Chapter 2 Random Events Data Representation
The DA matrix serves as the information infrastructure, and data representation to arrange and
organize the acquired random events (RE) when material structural changes (MSC) take place in
order to enable information to be mined. The objective in this chapter is to recall the
characteristic parameters selection of RE and construction of a multivariate associated with
selected parameters of RE data.
2.1 Selection of Control and Scalable Variables
Control variables are used in measurements/experiments to control the occurrence of
observations, for instance, an observation is required at time = 2 sec of an experiment. Whereas,
a scalable variable is a physical quantity that is observed, for instance, the amplitude of an
electric signal. The magnitude of a random event is associated with the source physics
specifically related to MSC, and it is associated with and proportional to the acquired AE signals
corresponding to the structural changes. Such an associativity of acquired AE signals is specified
in ASTM E-1316, which defines that an AE event is "a local material change giving rise to
acoustic emission”. Because an AE event is an acquired electrical signal obtained by detection of
the coupled RE data, and it can be digitally recorded by a set of characteristic parameters or in
waveforms, as shown in Fig 2.1.

Fig 2.1 Typical acoustic emission signal waveform diagram, and the associated simplified
characteristic parameters are defined by the waveform, such as amplitude, rise time, duration,
energy and threshold and other parameters.
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A set of characteristic variables of RE data associated with AE events was defined to describe
a damage field, and it included timing, quantity, occurring rate, amplitude, energy, location,
orientation, pattern, and rate/direction of event propagation [76]. Among all above mentioned
variables, timing is the control variable that indicates the time when an event occurs and indexes
the status condition of MSC as well.
In this study, amplitude was used as the source physics variable, which is, as mentioned
earlier, proportional to the magnitude of an MSC random event. Because the responsive RE of
MSC is acquired via AE, in this work, RE and AE event are used interchangeably. Amplitude of
such AE events is defined as the largest measured voltage in an AE waveform. It originally
referred to the highest voltage, V, of AE waveform as shown in Fig. 2.2. In order to achieve
experimental versatility over a wider dynamic range, the amplitude is measured in dB, defined
as,

dB  20log

V
Vref

0 dB is defined when Vref =1µV at the pre-amplifier input.

Fig. 2.2. A sample of acoustic emission signal/event from the crack growth in polymer
composite, and the waveform shows its amplitude is ~ 0.061 mV (~ 36 dB).
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(2.1)

Because of the associativity of AE amplitude with MSC event, it is a suitable parameter for
theoretical modelling and source physics interpretation, hence, it has been identified as the most
desirable scalable variable. For instance, the magnitude distribution of MSC random events
observed at certain time will result corresponding distribution of amplitude of acquired AE
signals, i.e. from 30 dB to 100 dB [30].
2.2 Illustration of Random Events Data Representation
When representing RE data, we need to first specify observation. Observation is an instance
of viewing or noting a fact or occurrence of RE. The main concerns involved in an observation is
its width, or in other words, the time period needed such that an observation must be independent
and meaningful. The next is scale, which refers to the number and width of divisions used in one
observation. In other words, we want to partition the observed elements (usually the scalable
variables like the amplitude) into a number of divisions in each observation.
Let Y be an observation with width W; let X be division with width H. A technical description
of observation and division, and their associated issues will be discussed in detail in the later
sections, but the concept is introduced in the following example.
Ex.: Five observations, Y1 to Y5, are made contiguously with W = 5 seconds. Simulated RE
data in each observation are showed in red dots as shown in Fig. 2.3. For simplicity, four
divisions with H are used and results in the following observations vectors: Y1 = [2, 1, 0, 0], Y2 =
[2, 1, 1, 0], …, and Y5 = [4, 3, 2, 2].
These observation vectors constitute a matrix, DA, and established the information
infrastructure. In such a way, observations and scales are the rows and the columns of DA,
respectively.
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Fig. 2.3 RE representation by multivariate matrix DA. Simulated RE data are showed in red
dots, and the entire acquisition of RE is made by a serial of observations, and the total number of
RE was counted and assigned to N contiguous divisions. The observation and division are
represented by Y and X, with the observation and division width W and H, respectively. The
observation Yi were driven by the control variable, and it ultimately evolved into a matrix, DA.
One expects that only such representations can best express the hierarchical and evolving
nature of material structural changes at certain control variable (Yi and Xi contains the
information of each observation and scale, respectively). The mathematical description of such
representation is described in the following section.
2.3 Algorithm of Multivariate Data Matrix Representation
To extract the information contained in MSC data, prior research has organized and integrated
a massive volume of RE data into a multi-component variate, and then used it as the
representation. Information entropy was then applied to quantify it, and to evaluate damage state
of materials [76]. Here, only the salient definition and features of the multivariate DA are
recalled.
2.3.1 Definition of DA [76]
Multivariate matrix, DA, is an integration of massive RE data, define as,
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DA :  ij 

M N

 11


   i1


 M 1

1 j

1N 



 iN 


 MN 

 ij
 Mj

(2.2)

where element αij can be determined by an index function of x as follows,

ij : Index(x)ij
where Index() is an index function that counts for the number of acquired random events, x, in a
predetermined ith observation, and place it according to the scale of jth division (observation and
scale division shall be defined and discussed later); Hence, αij is the quantity of x that has
specified scale, j, made in an observation i.
Each x, is an acquired RE that includes timing, space, the source physics variable, and is
influenced by the conditions of instrumentation and physical characteristics of the solid
materials, we symbolize it as
x = f (time; space; source physics variable; instrumentation and physical conditions)

(2.3)

The source physics variable in above expression include variables such as the amplitude,
energy, duration, rise time, and other features that may be used to represent the physics of MSC.
DA can also be expressed in the form of row and column vectors,

 Y1 
Y 
 2
 
DA :    [ X 1 X 2  X j  X N ]
 Yi 
 
 
YM 
where

Yi  [i1 i 2  ij  iN ] , for
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i = 1, 2, …., M

(2.4)

(2.5)

is the ith row vector, and it is driven and constructed by the observation sequences. M is the total
numbers of row vectors/observations. Its value is dependent on the length of an experiment, for
instance, 100 observations (M = 100) may need to be made in a 10 minute experiment.
Whereas, a column vector, Xj is
 1 j 
 
 2j
 
X j    , for j = 1, 2, …., N
  ij 
 
 
 Mj 

(2.6)

where N is the total numbers of column vectors/ divisions, for instance, 10 divisions may need to
scale an observation.
2.3.2 Probability of Multivariate Matrix and Ensemble Evaluation [76]
To estimate the probability of DA, it was normalized it in the direction of observation (row)
and to obtain PA, which is

PA :  pij 

M N

 p11


  pi1


 pM 1

p1 j
pij
pMj

p1N 


piN 


pMN 

(2.7)

and the observation format is,
 P1 
P 
 2
 
PA   
 Pi 
 
 
 PM 

where

Pi  [ pi1 pi 2  pij  piN ] ,
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(2.8)

i = 1, 2, …., M

(2.9)

and pij , the element of PA can be obtained from Eq. 2.2 as,

pij 

ij

, i = 1, 2, …., M

n

(2.10)

N

n  ij

where

(2.11)

j 1

n is the total number of RE in the ith observation.
N

th

Also, the i row vector of PA has the property of

p
j 1

ij

 1 . Pi is the row vectors to

represent the probability distribution of the corresponding observation vector Yi.
Pi are empirically, it depends on microstructural changes of each individual specimen, and
thus information entropy is the most plausible measure to count for the influence of all microevents that are otherwise impossible. The Shannon information entropy is defined as,
N

si    pij ln( pij )

(2.12)

j 1

si is extracted as the statistical feature of RE, and also used as a measure of the uncertainty of
distribution state of the RE, and complexity of the events characteristics, and it can be described
as a quantitative indicator contained in an observation.
To eliminate the influence of number of division on entropy, si is also can be normalized as,
N

 pij ln( pij )
si 

j 1

ln N

For a series of observations, entropy can be obtained as a vector S,
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(2.13)

 s1 
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 2 
 
S  
 si 
 
 
 sM 

(2.14)

Thus, the multivariate matrix DA is expressed in a series of scalar in term of information
entropy, S. In other words, S contains all the information in the entire material structural changes.
2.3.3 Construction of Scale
For each observation, the first step is to divide the range of scalable variable, to partition the
entire range of scalable variable into a series of contiguous divisions. The divisions must be nonoverlapping intervals. Generally, such intervals can be adjacent, or no-adjacent, and are usually
equal size of H. These divisions all taken together should cover from the lowest (minimum) to
the highest (maximum) values in RE data2.
Also, it is noted that equal divisions are preferred for the amplitude feature of RE, while
unequal division is beyond the scope of this work, but it may be necessary in certain situations to
avoid a large number of empty, or almost empty intervals, for instance when the energy of RE is
used as the source physics variable.
Construction of scale:
1) The number of division, Ni.
The maximum number of division can be determined by the following relationship [90],

Ni  1   ln(ni )

(2.15)

where ni is the total number of random events, x in Yi. For a special case ni = 0, Ni is set to
1 to ensure at least one division is used.
2

Exceptions are allowed and discussed previously [99].
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For all observation vectors Yi, i =1, 2, …, M, the ultimate number of divisions, N is
determined by
N = Maximum (Ni)

(2.16)

The number of divisions is critical when conducting the succeeding statistical
operations, neither too fine nor too coarse scaled division should be chosen. It will be
elaborated further in sections 5.1 and 5.2 in chapter 5.
2) The range of scale.
Calculate the range finding minimum and maximum.
DR = Max – Min

(2.17)

where Min and Max are the minimum and maximum of source physics variable, and DR
will be used to determine the division width.
3) The width of division.
The width of division denotes by H and obtained by,

H

DR
N

(2.18)

Scalable variable should be a suitable parameter for theoretical modelling and direct physical
interpretation. In fact, it has long been recognized as a plausible descriptor to represent RE data.
In this work, the amplitude of RE was chosen as the scalable variable to construct the
representation. Other scalable variables, such as rise time, duration and energy of RE, may also
be used, and the corresponding DA representation can be obtained in the same way, which can be
used similarly to construct a corresponding DA. (Means to use different scale variables are
provided in the software tools - IntelliAE with details described in Chapter 6)
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2.3.4 Construction of Observation
Observation is defined as an instance of viewing or noting a fact or occurrence of RE. The
elements of an observations may all be zeros which will results in a null observation. Such case
may be allowed for a few of them in a DA matrix, but should there exit a large number of such
null observations, the width of the observation needs to be redefined. Since the sequence of
observations is measured by the control variable, i.e. time, load or others, which is related
directly to an observation of MSC. Hence, the observation width is associated with a quantitative
interval, which is

W  [a, b)

(2.19)

where W is a half open interval (left closed and right open), and it also is used to represent the
observation width; a and b are the two endpoints of W, and we have,

W  ba

(2.20)

w is defined as the unit width of W, which represents the allowable minimum for the
acquisition. The units of W, a, b and w can be determined by a specific control variables, for
instance, MPa and second when load, time are applied as the control variables.
To standardize, let W be an integer number of unit width, such that,
W   w,

  1, 2, 3,

(2.21)

where λ is an integer multiplier.
Hence,

W  [a, b)  b  a   w,   1, 2, 3,

(2.22)

2.4 Example: Random Events Representation from Actual Test
Eighteen specimens made from Poly-methyl-methacrylate (PMMA) polymer composite
material VersaBondTM bone cement (Smith & Nephew, Inc., Memphis, TN, USA). Each was
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subjected to uniaxial quasi-static tension till rapture at a crosshead displacement rate of 1
mm/min using a materials testing machine [104].
To acquire RE, three AE sensors (Nano 30, Physical Acoustics, Inc., Princeton, NJ) were
attached to the specimen surface. The sensor’s resonant and the operating frequency ranges are
140 kHz and 125-750 kHz, respectively. The acoustic data were pre-amplified at 40 dB using an
AEP4 preamplifier (Vallen-Systeme GmbH, Germany) with a bandpass filter of 2.5 kHz – 3.8
MHz. The data were then fed to an AE system (ASMY-5, Vallen-Systeme GmbH, Germany) as
shown in Fig. 2.4.

Fig. 2.4. Quasi-static tension tests.
(Each xi represents an RE, and it was captured by AE system)

Fig. 2.5 shows the conventional plot of applied stress and RE amplitude against time
relationship. During the initial loading stage (the time is before 50 sec, and the stress is less than
7.8 MPa), limited number of RE was detected exceeding the threshold, because MSC occurrence
is too weak to measure. The RE count increases rapidly after the 50 sec. In this stage, cracks
form, propagate, and extend until ultimate fracture of the specimen. During this loading stage,
the majority of RE concentrate in the range between 35-50 dB; the smaller number of RE had the
highest amplitude.
25

Fig.2.5 The conventional plot of applied stress and RE amplitude against time relationship.
During the initial loading stage (the time is before 50 sec, and the stress is less than 7.8 MPa),
limit umber of RE signals was detected exceeding the threshold, which means little of RE occur
or the released energy is too weak to measure. The count of AE events increase rapidly after the
50 sec, suggesting more RE counts in this loading stage. During this loading stage, cracks form,
propagate and extend until ultimate fracture of the specimen. Also, we found that during this
loading stage, the majority of RE concentrate in the range between 35-50 dB, and the smaller the
number of RE, the greater the amplitude of them.
To explore the information contained in massive random events acquired as shown in Fig. 2.5,
a DA matrix was constructed using (N=10). Simple summaries and graphs can be used to
investigate DA, and visualize outliers or unusual observations. To obtain a better understanding
of the nature of the RE data before in-depth analysis, an example histogram data visualization of
DA, is shown in Fig. 2.6.
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Fig.2.6 Three-dimensional histograms to show the DA.
The range of amplitude of RE, 35-98dB, is divided into N=10 scales, and each observation last
2 MPa, and since the sample was fracture at ~ 40 MPa, 20 observations were made.

In the first 5 observations (σ < ~10 MPa), limit number of RE were collected, and dominated
by low-amplitude events. Our rationale is: since the amplitudes are proportional to the energy
released by the responsive RE, it is reasonable to infer that, those RE releasing lower energy
occur, hence stress-strain wave activity is less pronounced and their amplitudes are below the
pre-determined threshold (35 dB), so it’s hard to capture them and exhibits small group of RE
data.
After the 6th observation (σ > ~10 MPa), higher amplitude random events emerged and
gradually populated more bandwidth of the scale during fracture, and RE begin to noticeably
occur. Large RE begin to occur with increasing stress due to the increasing severity degree of
material structural change. The number of RE shows a monotonic decrease with increasing
amplitude scale.
In summary, the representation of a large quantity of RE can be in a multivariate matrix DA,
which records the hierarchical and evolving information of material structural changes. DA
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establishes the foundation for MSC-informatics, and visualization using the histograms and other
plots to graphically display the DA and reveal more complex relationships to be explored. Data
operation is to employ the standard multivariate analysis algorithms to mine the information
(discussed in Chapter 3), and it can be applied to address complex sets of data made up of more
than one variable measured on one or many samples (discussed in Chapter 4).
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Chapter 3 Data Operation using Multivariate Analysis
Data operation is to ‘operate’ on the rows and columns of DA matrix in the representation
stage in order to mine the embedded information represented by information infrastructure such
that it becomes informative. Data operation, when studying MSC, can be accomplished by
methods of classical multivariate analysis. The details of data operation include primarily
clustering, classification, correlation, estimation, and prediction and are discussed in this chapter.
3.1 Clustering and Classification using Andrew’s Plot
Clustering segments observations into a number of groups, whereas classification maps
observations to investigate whether they belong to a classified group. Andrew’s plot is one of the
commonly used clustering and classification methods introduced in 1972. It converts the
observations vectors (rows) of multivariate DA into a family of continuous sinusoidal
curves/functions, fi D (t ) . These curves will be in the same or similar patterns if they belong to
same/similar groups, therefore each group contains RE of great similarity [90].
3.1.1 Algorithm
The algorithm of Andrew’s plot is to project any observation vector Yi of DA onto the

N 1 column vector, a(t) = [

1
2

, sin(2 t), cos(2 t), sin(2 2 t), cos(2 2 t), ...]' , and performs

the vector product between them [91], which is




f i D (t )  





 1
Yi  
,sin(2 t ),cos(2 t ),
 2


,sin( N  t )  , if N is even


(3.1)
 1
Yi  
,sin(2 t ),cos(2 t ),
 2


,cos(( N  1) t )  , if N is odd


over the range 0 ≤ t ≤ 1
where Yj is an observation vector of DA defined in Eq. 2.5, for j = 1, 2, …, M.
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When rewriting Eq. 3.1 as fi D (t )  Yi  a(t), fi D (t ) is a particular linear combination of Yi.
Hence, row vectors of multivariate DA (Eq. 2.4) become families of plots fi D (t ) . In other words,
Eq.3.1 maps the discrete multivariate DA into a family of continuous curves/functions. By
segmenting these curves, Andrew’s plot can be used to cluster observations into groups when the
control variable, such as time or applied stress advances. These groups imply that RE responds
accordingly when the control variable advances, and the number of groups is consistent with the
types of failure mechanisms [76].
Clustering can be achieved by the following properties of fi D (t ) by Andrews [91],
specifically,
(i) Distance preserving property
The Euclidean distance, L2, between any two observation vectors Yi and Yk is preserved as
the Euclidean distance between mapping curves fi D (t ) and f kD (t ) [92], it is:
1

N

0

j 1

L2   ( fi D (t )  f kD (t ))2 dt   (ij   kj )2
N

where

 (
j 1

ij

  kj )2 and

1

 (f
0

D
i

(3.2)

(t )  f kD (t ))2 dt are the Euclidean distance between

observation vectors Yi and Yk, and curves fi D (t ) and f kD (t ) mapping from Yi and Yk,
respectively.
Hence, this property can be used to discover groups existing within DA. Each group
has similar pattern of values for the projection, and similar curves will be produced.
Different groups have different patterns of values for the projection from those in other
groups, and thus the curves produced for this second group will show a different pattern
from those for other groups.
(ii) Average preserving property
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Let Y be the average of k observations, Y1, Y2, …, Yk, and Andrew’s plot of Y can be
calculated by using Eq. 3.1, which is fYD (t )  Y  a(t), and fYD (t ) is derived as,
fYD (t )
 Y a
(Y1  Y2 +  +Yk )
a
k
Y  a  Y2  a+  +Yk  a
 1
k



k
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i 1

i
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D
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k
 fYD (t )

Hence,
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D
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f
i 1

D
Yi

(t )
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Thus, Andrew’s plot preserves the average of the observations as the average of the
corresponding Andrews curves in the plot [92]. This property ensures that the average of
Andrews’s curves is consistent with the Andrews curve mapped from the average of
observations, which can expand the application of clustering to the statistical results.
3.1.2 Distance: In- and Between-group
Let Lin and Lout be the Euclidean distances of in- and between-group, respectively, such that,
Lin = Max ( L2 (Yi , Y j ) )

(3.4)

where L2 (Yi , Y j ) is the Euclidean distances between any two observations, Yi and Yj in the same
group. According to distance preserving property in Eq. 3.2, Eq. 3.3 can also be expressed as
Lin = Max ( L2 ( fi D (t ), f jD (t )) )
and
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(3.5)

Lout = L2 ( fYD1 (t ) , fYD2 (t ) )

(3.6)

where fYD1 (t ) and fYD2 (t ) are the Andrew’s plot mapping from the average of different groups Y1
and Y2 , respectively.
Lin and Lout satisfy, generally,
0 ≤ Lin < Lout

(3.7)

Lin = 0 is an extreme case only when all the curves coincide/overlap of each other. In general,
there is no upper limit for Lout. The larger the Lout value implies more obvious distinction
between groups, and vice versa. There often exists a transition group between two adjacent
groups, but, such a group is in unsteady state, and it lasts for a relatively short period in
comparison with the groups in steady state. Their Euclidean distance is not of study interests,
therefore, will not be discussed in details.
3.1.3 Purpose and Examples of Andrew’s Plot
Fig.3.1 is an example of Andrew’s plot (RE data cames from the same experiment in section
2.3).

Fig. 3.1 Andrews plot of PMMA tension test.
Different groups show different patterns and transition between them.
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In this figure, the in-group distances are:
•

Group 1 (0 - 10 MPa), the curves have similar patterns with the same magnitude of
fi D (t ) , L1in = 11.7.

•

Group 2 (10 - 14 MPa), the curves have similar patterns with decreasing magnitude
of fi D (t ) , L2in = 52.1.

•

Group 3 (15 - 40 MPa), the curves have similar patterns with increasing magnitude
of fi D (t ) , L3in = 36.3.

it follows that,
L1in < L3in < L2in

It is found that the Euclidean distance of transition ( L2in ) has the greatest value.
whereas, the between-group distances are,
•

Distance between group 1 and group 2: L1,2
out = 39.2.

•

Distance between group 2 and group 3: L2,3
out = 63.2.

•

Distance between group 1 and group 3: L1,3
out = 102.1.

it follows that,
1,3
2,3
L1,2
out < Lout < Lout

1,2
2,3
L1,3
out has maximum value among all three groups, whereas Lout and Lout are the distances

2,3
between Group 1 and 2, and between Groups 2 and 3, respectively. Because of L1,2
out < Lout , we

suspect that the source physics in the transition is closer to that of Group 1 than in Group 3, or, in
other words, there were more Group 1 random events that occurred in the transition than those in
Group 3. We will show micro-structural evidence in a later section.
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It was found that distance of Group 2 has the largest variance. It is not yet clear whether a
general relationship between Lin and Lout exits to guide the clustering efforts, and is deserving of
further research beyond direct visualization.
A scanning electron microscopy (SEM) was used to investigate the main failure mechanisms
in above mentioned groups associated with MSC events, and the results are shown in Fig.3.2
[105]. The microstructural features related Group 1 are shown in Fig.3.2 (a). The specimens were
tested up to 12 MPa, then removed and immersed in liquid nitrogen and subsequently fractured
by hand to complete the final fracture. Inspection of the material structural change (MSC) prior
to hand fracture was distinguishable on the fractured surface. Fig. 3.2 (a), σ = ~12 MPa, reveals
MSC in the form of small voids present at the interfacial boundaries between the PMMA beads
and the matrix. Evidence for void coalescence can also be observed. Larger scale MSC occurs at
the outer edge of the tensile specimen where the primary failure modes are pullout of PMMA
beads and debonding of beads to the matrix. Fig. 3.2 (b) shows the fractured surface of a
specimen, which is related with Group 3, at σ = ~40 MPa. This figure reveals similar MSC
modes to Fig 3.2(a), with a significant increase in bead fracture, bead and matrix microcracking
and bead debonding. Transgranular bead fracture appears to be the primary failure mode. Based
on these observations, we anticipate that mixed mode RE are occurring in the transition period,
which is related with Group 2, until sufficient stress is reached to maintain failure behavior.
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(a)

(b)

Fig.3.2. Microstructure of the fracture surfaces of the specimens. (a) the fractured surface of a
specimen at σ = ~12 MPa, MSC modes are void coalescence, beads pullout and debonding of
bead to matrix, and (b) the fractured surface of a specimen at σ = ~40 MPa where the MSC
modes are bead fracture, microcracking and debonding.
Referring back to with Figs.2.5 and 2.6, which are the direct demonstration of DA without
any data operation, the following were noticed,
•

Group 1. Observations contained limit number of random events and they gradually
appeared from smaller scales to larger scales. There are more similarities between
these observations, and lead to smallest L1in (a result of early void formation);

•

Group 2. Observations contained more random events and they appear in all scales.
Because Group 2 has the substantial variance, it leads to a largest L2in (a result of
void coalescence);

•

Group 3. Observations contained massive random events in all scales, and the
majority of these events concentrate in the range between 35 - 50 dB. The
similarities of Groups are stronger than Group 2, but less than Group 1, which
results in L1in < L3in < L2in (a result of mixed mode failure including fracture);
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•

Compared with three groups, Group 2 is more similar to Group 1 than Group 3,
2,3
therefore, L1,2
out < Lout .

From the comparison between Figs. 3.1, 3.2, 2.5 and 2.6, we concluded that Andrews’s plot
reveal the information of clustering embedded in DA, and the clustering of groups is consistent
with the MSC modes and distribution of RE within different observations.
The second function of Andrews’s plot is to classify an observation into one of existing
groups, or to distinguish abnormal observations, where they may form a curve that is different
from any other existing ones. For instance, Fig. 3.3 is produced using the same RE data as those
in Fig.3.1, but simulated observations of same pattern were manually added. These added
observations have all vacant scales except the lowest ones to simulate the presence of monoscaled noise. Andrews’s plot classifies the simulated abnormal group of curves ( Lin = 25.0) from
those predefined groups (shown in Fig. 3.1) with Lout = 107.7, 91.6 and 97.8 with respect to
groups of 1, 2 and 3, respectively. According to the distance preserving property, Eq. 3.2, the
family curves of simulated noise preserve the least Lin distance, they, therefore, belong to a new
‘group’.

Fig. 3.3 Andrews plot of PMMA tension test same as Fig. 3.1 but with abnormal
observations. The abnormal observations, which are generated to simulate the process of only
noise were acquired, was distinct.
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In summary, Andrews’s plot reveals embedded information of clustering and classification
in DA. The vector distance related issues such as clustering or outlier identification are dealt with
in a more concrete fashion due to the distance preserving property. Outliers or influential
observations away from the centre of the data can also be detected by locating the curves away
from the average curve due to the average preserving property.
3.2 Correlation Analysis
Correlation analysis was used to investigate relationships among the scale vectors (columns)
of DA matrix. Statistically, it refers to any of a broad type of association, which is a statistical
relationship between two sets of data. In this section, correlations between the scale column
vectors, Xj’s of DA, are studied using Spearman rank method, to investigate the relationship, not
necessarily linear, across these scale vectors.
3.2.1 Spearman Rank Correlation
The Spearman's rank-order correlation is the nonparametric version of the Pearson productmoment correlation. Spearman's correlation coefficient, ρ, measures the strength of association
between two ranked scale vectors of DA.


Assumption

A monotonic relationship is an important underlying assumption of the Spearman rank-order
correlation, and such relationship can be described: (1) when the value of one scale
variable increases, so does the value of the other scale variable; or (2) when the value of one
scale variable increases/decreases, the other scale variable value decreases/increases. Examples
of monotonic and non-monotonic relationships are presented in the Fig.3.4
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Fig.3.4 Monotonic and non-monotonic relationships between two random variables. Any two
scale vectors of DA can be considered as two random variables and satisfy the assumption of
monotonic relationship.
It is also important to recognize the assumption that a monotonic relationship is less
restrictive than a linear relationship (an assumption that has to be met by the Pearson productmoment correlation). The middle figure in Fig 3.4 illustrates this point well: A non-linear
relationship exists, but the relationship is monotonic and is suitable for analysis by Spearman's
correlation, but not by Pearson's correlation.


Algorithm

By ranking any two scale column vectors of DA from the highest to the lowest, the
coefficients of Spearman rank correlation are [93],
  1

6 di2
M ( M 2  1)

(3.8)

where di and M are the difference in paired ranks of observation vectors, and the number of
observations, respectively.
The magnitude and direction of the Spearman correlation coefficient is an important indicator
of relationships between variables. The value of ρ always varies between -1 and 1. When ρ =  1,
there is a perfect positive/negative correlation or direct correlation. And vice versa. When ρ = 0,
it means that there is no relationship or correlation.
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Hypothesis test

The significance of a given value of correlation must be tested. The null hypothesis is that the
Spearman correlation coefficient, ρ = 0, which means that the ranks of one scale variable do not
co-vary with the ranks of the other scale variable; in other words, as the ranks of one scale
variable increase, the ranks of the other scale variable do not increase (or decrease). If the pvalue of hypothesis test is less than 0.05, then the correlation of the corresponding ρ is
significantly different from zero, which means the correlation is significant.
3.2.2 Examples of Spearman Rank Correlation
Fig.3.5 shows the correlation coefficients from the DA matrix from the tension tested (section
2.3) PMMA materials, and shows that most scale vectors are correlated, and correlations are
statistical significant (p-value < 0.05). The above results indicated that the correlation among the
multi-scale vectors are not ignorable and must be taken into consideration.

Fig. 3.5 Spearman rank correlation of PMMA tension test (details of test and materials in section
2.3). The results show that the correlation between any two scales is significant, (all p-values are
less than 0.05), which indicates that the correlation among the multi-scale vectors are not
ignorable and must be taken into consideration.
39

In summary, Spearman rank correlation reveals the correlation between scale vectors of
DA, and the coefficient can quantify the correlation. The results in Fig. 3.5 show that significant
correlation exist between scale vectors of DA, which was constructed from PMMA tension test
data.
3.3. Kernel Density Estimation
The probability density of an observation is of use when modelling is concerned, and
Kernel density estimate (KDE) is often applied to observation vectors to estimate their
corresponding probability density function (PDF).
KDE was also termed as the Parzen-Rosenblatt window method after Emanuel Parzen
and Murray Rosenblatt, who are usually credited with independently creating it in its current
form [91]. In statistics, KDE is a non-parametric method to estimate the PDF, where inferences
about the population in an observation are made, based on a finite data sample, and this method
can be easily used for visualizing the underlying distribution.
3.3.1 Algorithm
An observation, Yi, is a random variable with acquired elements x. Let the probability density
be ƒi, where the Kernel density estimate (KDE) is applied to estimate it and is denoted as fˆi [94].

x  xj
1 n
1 n
fˆi ( x )   K ( x  x j ) 
K(
)

n j1
nH i1
H

(3.9)

where K(·) is the kernel smoothing function, and H is called the bandwidth, the window width, or
the smoothing parameter. The sample size, n, or total number of RE acquired in the ith
observation Yi, can be obtained from Eq. 2.11.
•

Selection of the Kernel
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The shape of the curve is defined by K(·) and used to generate the fˆi , is a special type of
PDF with the following assumptions:
1) K(x) ≥ 0 and  K ( x )dx  1 (non-negative, definite integral equal to 1)
R

2)



xK ( x )dx  0 (Symmetric about the origin)

3)



x 2 K ( x )dx   (Has finite second moment)

R

R

The commonly used Kernels are normal (Gaussian), uniform (rectangular), and triangular,
shown in Fig. 3.6. Some works indicate that the distribution of RE in a certain amplitude range
comply with the normal distribution [95], hence, without further data, it was used in this work.

Fig. 3.6 The common Kernels are normal (Gaussian), uniform (rectangular), and triangular.
•

Selection of the Bandwidth
Selection of a proper bandwidth is the most difficult step in creating a good kernel density

estimate that captures the underlying distribution of the variable. Choosing the bandwidth is a
complicated topic, and there is a large amount of literature on how best to choose it that is
beyond the scope of this work, some useful guidelines follow:
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1) A small H results in a small standard deviation, and the kernel places most of the
probability on the datum. Use this when the sample size is large and the data are
tightly packed.
2) A large H results in a large standard deviation, and the kernel spreads more of the
probability from the datum to its neighboring values. Use this when the sample size
is small and the data are sparse.

Fig. 3.7 Two uniform Kernels with different bandwidths.
3.3.2 Applications of Kernel Density Estimate
•

Choose a kernel. Normal (Gaussian) was used in this work.

•

Build the scaled kernel function at each datum, xi.
H 1K [( x  xi ) / H ]

•

(3.10)

Add all of the individual scaled kernel functions and divide by n.
This places a probability of 1/n to each xi. It also ensures that the kernel density
estimate integrates to 1 over its support set.
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Similar to a histogram shown in Chapter 2, the kernel distribution builds a function to
represent the probability distribution according to the random event data. But unlike a histogram,
which places the values into discrete bins/divisions, a kernel distribution sums the component
smoothing functions for each RE data value to produce a smooth, continuous probability curve.
Example 1: Given an observation in a tension test of PMMA bone cement (section 2.3), the amplitude of acquired
random event are 64.50 dB, 35.50 dB, 45.60 dB, 38.50 dB, 37.00 dB, 39.20 dB, 42.30 dB, respectively.
Determine the kernel density distribution by using Gaussian kernels from the above acquisition.

Solution:

Three random events have amplitude in the neighborhood of x = 38 dB (38.50 37.00 39.20),
Two random events in the neighborhood of x = 44 dB (45.60, 42.30), and it is
One random events in the neighborhood of x = 64.5 dB.

 Visually, the kernel density estimate is a sum of “bumps” with respect to the amplitude. The
“bump” at x = 38 is three times as big as the “bump” at x = 64.5.
Each “bump”, as shown in Fig.3.8, is in a Gaussian bell shape assigned as the datum of raw RE
data (not an observation because it contains only the counts of certain scaled random events). The
size of the “bump” represents the probability around the mentioned datum.

Fig. 3.8 Example of Kernel density estimation with the observation. Intuitively, a kernel
density estimate is a sum of “bumps”. A “bump” is assigned to every datum, and the size of the
“bump” represents the probability assigned at the neighborhood of values around that datum.
43

Kernel density estimate can be used to calculate the probability density function from the
data in an observation, and it can be employed to assess the probability distribution function of
RE explored in certain observations. For example, in the tension test of PMMA bone cement,
three separate observations are made at 4 MPa, 12 MPa and 40 MPa respectively, and the
probability distribution function (PDF) was calculated using the Kernel density estimate as
shown in Fig 3.9.

Fig. 3.9 Probability density function calculated based on Kernel density estimation from
three observations, which are 4 MPa, 12 MPa and 40 MPa respectively in a tension test of
PMMA bone cement.
Fig 3.9 showed that PDF of observations made at 12 MPa and 40 MPa are similar, and is
different with one at 4 MPa. The reason is that limited number of RE were acquired in
smaller scales at 4 MPa (a result of early void formation), whereas massive RE appears in all
scales at from 12 MPa to 40 MPa and majority of these events maintained the same
distribution.
In summary, Kernel density estimate can be used to predict the tendency of probability
distribution function and the cumulative distribution of RE occurrence. In order to determine
data-enabled relationships amongst probability distributions in different observations, material
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structural change informatics is needed in order to do modeling and prediction, which is beyond
the scope the present study.

3.4 Information Entropy
3.4.1 Recall of Information Entropy
Information entropy was described in Chapter 2, and is shown here for transition.
For the ith observation, the information entropy is defined as [76],
N

si    pij ln( pij )
j 1

where pij is an element of probability distribution, Pi, in the ith observation and
Pi  [ pi1 pi 2  pij  piN ] .

si can be either negative or positive depending on the formulation used. si serves as an
assemble average of the RE statistics of ith observation, and the unit of si is “information”. It
represents the average information content of each random event in an observation. For instance,
si = 0.94 is a scalar that measures the amount of average information included in a distribution Pi
= [0.72, 0.16, 0.07, 0.03, 0.01, 0.00, 0.01, 0.00, 0.00, 0.00]. In the area of information technology,
0.94 is the quantity of conveyed information, so it is often regarded to as information = 0.94.
Moreover, si is calculated based on Pi, and it is also described as a quantitative indicator of
uncertainty of a probability distribution where the greater the s value, the higher the uncertainty.
3.4.2 Example of Information Entropy
The information entropy from the PMMA tension test (Section 2.3) is shown in Fig. 3.10. In this
figure the information entropy is plotted with respect to the applied stress as the control variable,
corresponding observations were made in the interval of 1MPa, for instance, the 2nd observation,
s2, was made in the interval of 1 ≤ σ < 2 MPa. The point on the entropy curve indicates the value
45

of information contained in each observation, for instance, s1 = ~ 0.94 indicates that there is on
average 0.94 information/RE between 0 - 1 MPa (1st obs.). It reveals the uncertainty is about 0.94 of
the associated probability distribution, P1, which is contained in 1st observation and shown in the
sub-figure next to s1.
Likewise, s2 = ~ 1.36 to indicate the average information is about 1.36 information/RE
between 1 - 2 MPa (2nd obs.), which has much greater uncertainty than that is presented by s1 as
shown in the sub-figure next to s2. The reason is that P2 is more evenly distributed than that of
P1, which is not always obvious visually.

Fig. 3.10 The information entropy trend curve of DA from PMMA tension test, and the stress
serves as the control variable and observations are made every one MPa. The point on the
entropy curve indicates the value of information contained in each observation. For instance, s1 =
~ 0.94 indicates the average information is about 0.94/RE between 0 - 1 MPa (1st obs.), and it has
less uncertainty because the probability distribution, P1, tend to less uniform distribution in the
1st observation, as shown in the sub-figure next to s1 comparing with that of in s2; s2 = ~ 1.36
indicates the average information is about 1.36/RE between 1 - 2 MPa (2nd obs.), and it has more
uncertainty because P2, tend to more uniform distribution in the 2st observation, as shown in the
sub-figure next to s2.
Also, the entropy increases steadily with the control variable between 0 < σ < ~12 MPa, and is
roughly constant and maintains at ~1.90 for remain ~12 < σ < ~40 MPa.
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3.5 Information Gain
Information gain is a measure of information change with respect to a selected reference. It
can also be considered as a measure of the difference between probability distributions acquired
from the current observation and a selected reference. It is similar to the information entropy
defined in 2.1.2, but, it emphasizes the ‘gain’, or new information with respect to reference(s) in
informatics. In the evaluation of MSC, this scalar ‘gain’ may be used to estimate and predict the
status of MSC, and the ‘gain’ is different when the reference is different. There are two types of
references: 1) moving references; and 2) fixed references, details of which are introduced in this
section.
Of special note is that the unit of information gain is the same as entropy, ‘information’. It
measures the change of average information content of each random event in an observation. It
is also important to note that information gain is not the same as ∆s = s2 - s1, because in
informatics, information gain quantifies the difference between probability distributions.
3.5.1 Algorithm
Let Rik be the information gain, it follows [95],
N

pij

j 1

pkj

Rik  R(i, k )   pij ln

(3.11)

Expand the above equation, it becomes,
Rik  pi1 ln

pij
pi1
p
p
 pi 2 ln i 2    pij ln
   piN ln iN
pk 1
pk 2
pkj
pkN

(3.12)

where Pi = [ pi1 , pi 2 , …, pij ,… piN ] is the probability vector of the current observation (ith), and
Pk = [ pk 1 , pk 2 , …, pkj ,… pkN ] is the reference one (kth)
where i and k are the indexes of the current and the reference observations, respectively, for
simplicity, we noted R(i, k) as Rik.
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3.5.2 Properties of Information Gain
•

Zero gain
Let N  1 , and Eq. 3.11 is transformed to
Rik  si
N

pij

j 1

N

  pij ln

 pi1 ln pi1  1  ln1  0

It can be seen Ri,k is the equal to the Si and equal to zero. Mathematically,
information gain can be transformed to entropy when an observation has a scale division
of one only. Statistically, N=1 assures that 100% MSC happens if there are RE acquired.
Hence, there is no information (information gain) existing for such observation(s). This
property only supports the necessity of applied multiscale analysis (N>1), and has no
practical concern.
•

Inequality

Rik  Rki

(3.13)

Considering the practical purpose of measurements, which attaches more importance to
the forward comparison in which the reference occurs previous to the current one, hence,
only i > k is considered in this work.
•

Self-information gain
N

pij

j 1

pij

Rii  R(i, i )   pij ln

N

N

j 1

j 1

  pij ln1  0   pij  0 , if i = k

which means there is no difference between the identical distributions, and also no
change of information between the identical observations.
•

Complementary property
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(3.14)

If the reference has a uniform distribution, pkj 

1
, for all j  1, 2, ..., N ,
N

Eq. 3.11

follows,
N

Rik   pij ln
j 1

pij
1
N

N

  pij (ln pij  ln
j 1
N

1
)
N

  ( pij ln pij  pij ln
j 1

N

1
)
N

N

N

j 1

j 1

= pij ln pij   pij ln1   pij ln N
j 1

N

=  si  ln N  pij
j 1

=  si  ln N  1
=ln N  si

Hence,
ln N  Rik  si

(3.15)

It means that if the selected reference has equal probability distribution, the algebraic
addition between information gain and entropy results in a constant, and this constant is
the theoretical maximum entropy, lnN. Complimentary property shows that the
theoretical maximum of entropy, lnN, is the limit of the sum of information gain and
information entropy as shown in Fig. 3.11.
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Fig. 3.11 Complementarity between information gain and information entropy,
ln N  Rik  si , when the reference has the uniform distribution.
3.5.3 Illustration of Information Gain
To predict the potential information change between two observations, the complementary
property in Eq. 3.15 can be used to quantify information ‘gain’, for instance, lnN - 1.9 = ln10 –
1.9 = ~ 0.5. However, such prediction is only tenable under the condition where the reference
observation is of uniform distribution. In order to quantify the ‘gain’ with respect to any other
observation, Eq. 3.11 is normally applied, other scenarios are discussed in the following.
The measurement of newly occurred information in comparison with the immediately
previous observation. In this case, moving reference is considered. Fig. 3.12 shows information
gain with moving reference such that each reference is the immediate previous one with respect
to the current observation, i – k = 1. In this figure, R21 means that the current observation is 2
with the reference being 1, R21 = ~ 0.41 revealed that there is a gain of 0.41 information in s2
with respect s1. Also it can be considered as a distance between two probability distributions, as
shown in the subfigure of Fig. 3.12, in which R21 is shown to be P2 “–” P1, where “-“ is similar to
a subtraction. Similarly, value R32 = ~ 0.28 revealed that there is 0.28 gain of information and
also 0.28 difference between the corresponding probability distributions, and so on.
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Fig.3.12 can be used to quantify the probabilities distance between in adjacent observations,
for instance, the distance of 2nd observation with respect to 1st observation is ~0.41 (R21 = ~
0.41), and the distance of 3rd observation with respect to 2nd observation is ~0.29 (R32 = ~ 0.29).
When the control variable is between 0 < σ < ~12 MPa, R decreases steadily, which means the
information gain with respect to its adjacent observation gradually decreases. For remain ~12 < σ
< ~40 MPa, R is relatively constant, and is ~ 0.05, which means there is no significant difference
of information contained in adjacent observations during this stress level.

Fig. 3.12 Information gain vs. stress. The stress serves as the control variable and
observations are made every one MPa. R is calculated based on a moving reference and the
reference (k) is the immediate previous one of the current observation (i) such that i – k = 1. The
value of R measures the information gain of ith observation with respect to its immediate
previous one. For instance, R21 = ~ 0.41 revealed that there is a gain of 0.41 information in s2
with respect s1. Also it can be considered as a distance between two probability distributions, as
shown in the subfigure of Fig. 3.11, in which R21 is shown to be P2 “–” P1. Also, R21 quantifies
the probabilities distance contained in adjacent observations.
When measuring newly occurred information, the selection of a fixed reference may be
chosen to be any of the previous observations. For instance, let the beginning observation of
material structural change be the reference, in this case, the interests are the information gain
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with respect to the very first observation, and Fig. 3.13 demonstrates the trend of information
gain with the reference fixed at k = 1 when i increases. Also, this case is used to calculate the
distance between the 1st observations and its successors, and the curve of Rik under the condition
of k = 1 can also be divided into two portions.
•

Rik steadily increases from zero when 1 < i < 5.
According to property of self-information gain in Eq. 3.14, there is no significant
difference of probability distributions contained in the 1st observations and itself,
hence, R11 = 0; the difference of probability distributions between 1st and its
successors becomes larger until it become stable.

•

Rik maintains constant when i ≥ 5.
R is roughly constant and the value of it is close to one, which means there are
similar probability distributions since the 5th observation with respect to the beginning
of MSC. For ease of comparison, Rik (k = 5) is superimposed on Fig. 3.13.

Fig. 3.13 Information gain curve, in which R is calculated based on a fixed reference (k), and
the fixed reference is selected as k = 1 and k =5, respectively. R indicates the information gain
between 1st observations and its successors, and 5th observations and its successors, respectively.
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Since the 5th observation is the transition between steadily increasing and maintaining Rik (k
=1) constant, more emphasis need to be placed on this one. The information gain is calculated by
moving the reference from k = 1, 2, 3, 4 and 5 and fixing the current observation at i = 5. In this
case, the variation trend between the transition observation (i = 5) and its preceding observations
is clearly demonstrated in Fig. 3.14. This figure shows that the information gain significantly
reduced from R1,5 = 0.85, R2,5 = 0.40, R3, 5 = 0.17, R4,5 = 0.16 to R5,5 = 0.

Fig. 3.14 Information gain curve, in which R is calculated based on a moving reference
as it changes from k = 1 to 5, and the transition observation is selected as current ones.
Rik indicate information gain between 5st observations and its predecessors.
In general, when M observations are made, S is a M 1 column vector to quantify the
information contained in each observation, and R is a M  M matrix to quantify information
change between any two observations. The R matrix can be visualized as contour map, R ≥ 0, as
shown in Fig. 3.15. The magnitude and direction of R is significant because it contains all
scenarios in Figs. 3.12-3.14. When the value of the coefficient is larger, there is a greater
difference between their probability distributions or information, and vice versa. When R = 0, it
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means that there is no difference between their probability distributions or no information gain.
Also, curves in Figs. 3.12 - 3.14 are contained in Fig. 3.15.

Fig. 3.15. Contour map of information gain among all observations. Since Rik  Rki and Rik
(i<k) can be calculated mathematically, but no practical meaning, hence, the upper
triangular portion of the contour is not considered in the applied measurements; The
diagonal line is the case of Rik (i=k); the lower triangular portion of the contour is Rik (i >
k), which attaches more importance to the difference of current observation data on the
reference one. Also, the case of Rik (i-k = 1) is shown in Fig. 3.12, Rik (i = 5) is shown in
Fig. 3.13, and Rik (k = 5) is shown in Fig. 3.14.
In summary, information gain is a measure of information change of the current observation
with respect to a selected reference(s). The selection of reference is important to reveal the
information change under various conditions. There are two types of references: moving
references and fixed references. The selection of reference is very much dependent on case by
case scenario, we suggest the following general criteria:
When comparison with the previous information is desired, i.e., i (current observation) – k
(reference) = 1, it is recommended to use ‘moving reference’: quantify “new” information that
has occurred with respect to the immediately previous one;
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Selecting a fixed reference may involve observations that contain significant MSC and such
observations may happen in the initial or transition stage of MSC. For instance, at the beginning
of MSC, it is important to use the 1st observation as the fixed reference; when a clear transition
exists, more emphasis can be guided by the information gain (fixing the current observation at
transition, and moving the reference from the beginning to the transition.
Information gain can be used to quantify the difference/distance between probability
distributions acquired from two observations vectors of DA; and to determine the proper
observation width and gap between observations (Applications are given in Chapter 5). In our
applications, information gain can be interpreted as being similar to that of RE pattern in
different observations. Alternatively, it represents the information gain of generating new MSC
of the current observation compared with the prior reference one.
3.6 Remarks
Andrews’s plot reveals the information of clustering and classification. Outliers or influential
observations away from the centre of the data can also be detected by locating the curves away
from the average curve. Spearman rank correlation is well-suited to reveal the correlation
between scale vectors. The probability density function of observations were found using Kernel
Density Estimate (KDE), which can be used to predict the tendency of probability distribution
future information relative to past or present ones. Information gain was used to quantify the
difference of distribution between different observations, from another perspective, it represented
the information gain of generating new MSC of current observation compared with the prior
reference one.
The standard multivariate analysis tools can be well employed to mine information
embedded in massive RE data when presented in a multivariate DA matrix. The purpose and
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applicability of them is summarized in Table 3.1.
Table 3.1 Multivariate analysis tools and their value to investigate the material structural change
information of DA

Multivariate analysis method

Purpose

Applicability

Andrews plot

To visualize the different groups
of the MSC data in observation
vectors of DA and to cluster
different MSC data with
increasing applied strain/stress.

• Explore data
• Detect unusual observations
• Classify cases based on the
similarity of its curves in the
same group

Kernel density estimation

Useful non-parametric technique
for visualizing the underlying
distribution of MSC data in
observation vectors of DA.

• Estimate PDF & CDF
• Regression analysis to modeling

Information entropy

To assess the ensemble
distribution of DA quantitatively.
The more uncertain the random
event is, the more information it
will contain.

• Measure the degree of
randomness of random events
• Assess the evolving MSC state
as a material is subjected to
strain

Information gain

To evaluate the distance between
probability distributions acquired
by different observations of DA.

• Quantify the distance between
evolving MSC states

Spearman rank
correlation

Allows for correlation analyses
among the scale vectors of DA,
where correlation coefficient and
subsequent significance testing
are required.

• Investigate the correlation
among MSC in different scales
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Chapter 4 Data Representation of Repeated Experiments
Material structural changes occur randomly, therefore, informatics resulting from data
representation must be appropriately processed to be statistically meaningful. To do so is to
conduct multiple measurements/tests to obtain data of statistical meaningful size.
4.1. Descriptive Statistics of Data Representation
Average is an attribute, among many samples, and is the most frequently used descriptor of a
distribution.
Let K be the sample size with the required statistical significance, an average DA can be
computed in algorithms of: 1) arithmetic average; and 2) weighted average.

Fig. 4.1 Average DA calculation from repeated tests, and the function of AVE( ) is used to
calculate the average of element,  ij , and arithmetic average weighted average can be applied to
this function, respectively.
4.1.1 DA Elements of Repeated Experiments
The arithmetic average is the sum of a series of elements of DA from different samples divided
by the sample size.
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(4.1)
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where K is as defined previously, and  ijk , an element of DA collected from the kth sample where
k = 1, 2, … K.
The weighted average is an average resulted from the multiplication of each sample by a factor.
This factor reflects emphasized weight to be of high or low importance. Let χk (χ1, χ2, …, χk, …,
χK) be a sample, where the weighted average,  ij of {ij1 , ij2 , ..., ijk ...,ijK } is obtained as
follows,
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and the weight or the score wi must be,
K

for

w
k 1

k

 1 and all wi ≥ 0.

Eq.4.3 can be simplified when the weights are normalized such that they sum up to 1. For such
case, the weighted mean is simply as
K

ij   wkikj
k 1
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(4.4)

If wk 

1
, Eq. 4.4 becomes the unweighted average in Eq. 4.1, which is commonly referred to
K

as the mean.
4.1.2 Standard Deviation of DA
The weighted sample average,  ij , with normalized weights (weights summing to one) is itself
a random variable. Its mathematical expectation and standard deviation are as follows,

E (ijk )  k

(4.6)

The weighted sample mean is,
Np

E (ij )   wk k

(4.7)

k 1

In particular, if the means are equal, k   , then the expectation of the weighted sample mean
will be that value,

E (ij )  

(4.8)

For uncorrelated  ijk with variances  k , the variance of the weighted sample mean is
2

K

 2   wk2 k2

(4.9)

k 1

2
2
Consequently, if all  ijk have equal variance,  k   , the weighted sample mean will have

variance
Np

 2   2  wk2

(4.10)

k 1

such that

K
1
  wk2  1 . It attains its minimum value when all weights are equal, and its
K k 1

maximum when all weights except one are zero. In the former case we have    
is related to the central limit theorem [106].
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K , which

4.2 Examples to Determine Elements of DA
From the repeated tension tests of polymer composite (details on the experiment is described
in Section 2.3), three samples were chosen to simplify the calculation and have

 ij1  131
 ij2  101
 ij3 =95
where α is the element of DA, and superscript of α represents the sample, and subscript of α
represents the coordinate in DA (i and j is the observation and scale division, respectively). In
above examples, i = 26 and j = 1 were chosen, which means in the 26th observation, the 1st scale
division of DA were selected.
The unweighted average of above three samples is calculated using Eq. 4.1 as follows,

* 
ij

1
K

K


k 1

k
ij

1
1
1
 ( ij1   ij2   i3j )  (131  101  95)  (327)  109
3
3
3

To calculate the weighted average, weight, wk 

 ijk


k 1

w1 

ij1



K


k 1

, need to be determined as,

K

k
ij

k
ij

131
131

 0.4 ,
131  101  95 327

Similarly, w2 and w3 are obtained,

w2 

101
 0.31
327

w3 

95
 0.29 .
327
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It follows that the weighted elements of DA is, according to Eq. 4.2,
K

ij 

w 
k 1
K

k

w
k 1

k
ij

 131

131
101
95
 101
 95 
 111.3
327
327
327

k

*
It is found that  ij >  ij , which means weighted average reflects the importance of the sample

containing more data. For instance,  ij1 contains larger volume data, and contribute higher weight
than unweighted (40% vs. 33%), and  ij3 contains smaller volume data, and contribute lower
weight (29% vs. 33% of unweighted).
The unweighted and weighted average algorithms can be applied to all elements of series of
*
K
samples DA and to obtained DA (the unweighted average), and DA (the weighted average). The

*
results show that most elements in DA are greater than the corresponding elements in DA . This

is because that larger data sample contributes high weight, smaller data sample contributes lower
weight. It is difficult, however, to figure out the meaningful difference between them, therefore,
information entropy was applied to reveal and quantify such differences and is presented in the
section 4.4.
4.3 Examples of PA
The average PA can be calculated based on the same principle, and in here, an example was
applied to show the process. Three samples were selected as the previous section (first three
2
3
1
samples), and for observation i = 26 (25-26 MPa), three samples are Yi , Yi and Yi respectively,

Yi1  [131, 117, 134, 91, 56, 38, 20, 4 , 7, 2]
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and the total number of AE events in this samples can be obtained using Eq. 2.9,
n1 = 131 + 117 + 137 + 91 + 56 + 38 + 20 + 4 + 7 + 2 =600.
Also,

Yi 2  [101 81 73 73 49 32 28 10 6 1]

with

n2 =454,

and

Yi 3  [95 45 29 12 13 6 2 2 2 0]

with

n3 =206

and the corresponding vector of probability distributions are calculated using Eq. 2.8,

pi1  [0.22 0.20 0.22 0.15 0.09 0.06 0.03 0.01 0.01 0.00]
pi2  [0.22 0.18 0.16 0.16 0.11 0.07 0.06 0.02 0.01 0.00]
pi3  [0.46 0.22 0.14 0.06 0.06 0.03 0.01 0.01 0.01 0.00]
The 1st element of unweighted average of probability distribution can be obtained as follows,
p*ij 

1 K k 1 1
1
1
pij  ( pij  pij2  pij3 )  (0.22  0.22  0.46)   0.90  0.30

K k 1
3
3
3

*
and other p ij can be calculated in the same way, and the unweighted average vector of

probability distributions is,

p*i  [0.30 0.20 0.17 0.12 0.09 0.05 0.03 0.01 0.01 0.00]
Also, to emphasize that the high data volume contributes high weight, and vice versa, the
weighted wk 

nk

is calculated as follows,

K

n

k

k 1
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w1 

600
600

 0.48 ,
600  454  206 1260

w2 

454
 0.36
1260

w3 

206
 0.16
1260

Hence, the 1st element of weighted average of probability distribution can be calculated using
Eq. 4.2 with above weights,
K

pij 

w p
k 1
K

k
ij

k

w
k 1

 0.22 

600
454
206
 0.22 
 0.46 
 0.26
1260
1260
1260

k

and other pij can be calculated in the same way, and the unweighted average vector of
probability distributions is,

pij  [0.26 0.19 0.19 0.14 0.09 0.06 0.04 0.01 0.01 0.00]
The unweighted and weighted average algorithms can be applied to all observation vectors of

PAK , the obtained unweighted average PA* and weighted average PA . Because it is also difficult to
figure out the meaningful difference between them, information entropy was applied to reveal
and quantify such differences, and the comparison is shown in Fig. 4.2.
The coefficient of variation (CV) of samples, which is a standardized measure of dispersion of
a probability distribution, is applied to choose the algorithm of entropy. It is often expressed as a
percentage, and is defined as the ratio of the standard deviation to the mean of samples.
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When all eighteen samples were used, the CV=56.17%, which means there exists more
variability among samples, and to mitigate of effects of such variability, the unweighted results
are recommended.

Fig. 4.2 Comparison of information entropy obtained by unweighted and weighted PA. In this
application, CV=56.17% (eighteen samples), and the unweight results is recommended.
In summary, basic statistical calculations are necessary to check the validity of the estimations
obtained from the statistical analyses. The unweighted average is calculated by taking the
average number of the samples in a test and computing the samples average directly from the
neighborhood-level statistics–without considering the quantity of data associated with each of the
samples. This number would be the average of the averages. Alternatively, the weighted average
for these samples must calculated.
The difference between unweighted and weighted average can be analyzed by using
information entropy, where the coefficient of variation of samples can be used. Information
entropy, with unweighted average can eliminate the variability among samples, and this
algorithm can be applied under the conditions of limited number of samples; otherwise it is better
represented by weighted algorithm.
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Chapter 5 Determination of Division Number and Observation Width
The columns and rows of a DA matrix are the scale divisions and observations, respectively.
The scale division partitions DA into a number of columns (scale vectors) and each column
covers a range of random events of specified scale, whereas, the observation division partitions
DA into a series of rows (observation vectors) and each row is an independent observation with
an ascending scale according to the RE amplitude. It is critical to determine the number of scale
division/column and the observation/row width when constructing the DA matrix, as well as the
subsequent analytics such as information entropy and information gain.
5.1 The Scale Division of DA Matrix
The scale division partitions DA into a number of columns (scale vectors) such that each
column consists of random events from the same amplitude range. Because the elements in each
column are observed independently, scale vectors are time series of random events [78]. Theories
and methodologies of time series can be applied to mine statistics and other meaningful
characteristics of the data. The purposes of studying time series is to forecast and predict future
values based on previously observed values, and involves the application of comprehensive
methodologies and techniques of time series, especially, stochastic processes. Such works will
depend upon the establishment of multivariate and time series. In the present work, the goal is to
lay out the sound foundation and concentrates on the fundamentals methodology and
consequences when scale division takes place.
5.1.1 Single Division
When N = 1, RE data forms a single column DA matrix, which is a special case. It means that
observations are not divided regardless of whether scale differences existed in the acquired RE,
and become a ‘lump sum’.
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Fig. 5.1 is a dual-plot when N = 1, and it shows the No. of random events and the Elongation
(mm) versus the control variable (stress). The amplitude of acquired random AE events ranged
between 35 dB and 95 dB, and they were organized in one scale regardless of the amplitude
variation, a practice widely used in the current AE community. In Fig.5.1, the elongation-stress
curve appears in a linear relationship because bone cement is a typical brittle material.

Fig. 5.1. Single scale division plot. It reveals the No. of AE random events (log scale) vs.
stress, and elongation vs. stress is used as reference.
Some interesting facts were noticed, when examining the relationship between random event
numbers vs. stress:


There exists a semi-log linear relationship between the single scale vector, X 11 ,
and the control variable, σ, in the early loading stage, σ < 12 MPa,
ln(α1) = aσ+b

(5.1)

where α1 is the element of X 11 , and is the number of RE with respect to the
control variable. a is the slope, and it determines the increase rate of RE; b is the
value of ln(α1) and it means the acquired number of RE under zero load (σ = 0).
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b has no practical significance, therefore not discussed in the remainder of this
work.
To estimate the relationships among variables in Eq. 5.1, the regression analysis
was applied to obtain that a = 0.53 with R-squared = 0.97, and b = - 1.3 when σ
< 12 MPa.


X 11 is

relatively independent of σ when σ > 18 MPa, meaning that the number of

random events are generated at a constant rate.


There is a transition between the semi-log linear portion and the relatively flat
portion.

However, the shortcomings of N = 1 are:


The onset of random events with different scales is lost.
Because the onsets of multi-scale RE are different. Further with a single
division, the information of onset contained in various scales is lost.



The data operations, such as classification correlation and estimation discussed
in Chapter 3, cannot be applied to single division.



The quantification by information entropy is not applicable to calculate.

5.1.2 Multiple Divisions
When N > 1, observations are divided into a number of divisions according to the amplitude of
the acquired RE. For instance, when N = 3 for the detected amplitude range of 60 dB (35 dB – 95
dB), the observations are equally divided into three scales. Their ranges are 35 dB – 55dB, 55 dB
– 75dB, and 75 dB – 95 dB respectively. The corresponding three column vectors in DA matrix
are X 13 , X 23 and X 33 , of which X 13 and X 33 consists events with the lowest and highest amplitude,
respectively, whereas X 23 are those in-between. In order to determine the location of the scale
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vector, the midpoint of the range is used to indicate the center of scale vector and plus-minus
sign (±) to indicate the range of the center. For instance, the above three vectors are represented
at 45 dB, 65 dB and 85 dB, all with ±10 dB range, respectively, as indicated in Fig.5.2.

Fig. 5.2 AE random events vs. stress. Three scale division (N = 3) were used to
equally divide the amplitude range, and X 13 , X 23 and X 33 located at 45 ± 10 dB, 65 ± 10
dB and 85 ± 10 dB, respectively.
Fig.5.2 shows the same relationships as that presented in Fig.5.1 except the loaddisplacement relationship is not present. It was found that:


The onset stress is 2 MPa, 6 MPa and 9 MPa for X 13 , X 23 and X 33 , respectively.



The semi-log linear relationship exists in X 13 , X 23 and X 33 with respect to σ when
σ < 12 MPa; such a relationship is rather weak for X 33 .
The slope fitting parameters are a13 = 0.45, a23 = 0.57 and a33 =0.60 for X 13 , X 23
and X 33 respectively. The goodness of fit is 0.98. This means that the number of
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RE in each division increases with increasing stress until it arrives at 12 MPa,
and also a13 < a23 < a33 proves that the larger the scale, the faster it increases.


RE in the lowest scale ( X 13 ) are in dominance.
For instance, RE in X 13 accounted for 68%, while X 23 for 29% and X 33 for 3% of
the total RE counts respectively at the fracture of sample.

Following the same token, when N = 10, the observations are divided into 10 divisions,
centered at 38, 44, 50, 56, 62, 68, 74, 80, 86 and 92 dB, respectively. Fig. 5.3 shows X 110 ,
10
vs. the control variable.
X 210 ,…, X 10

Fig. 5.3 AE random events vs. stress. Ten scale division (N = 10) were used to equally
divide the amplitude range.
It was found that:


The onsets stress are 2 MPa, 6 MPa, 7 MPa, 8 MPa, 8 MPa, 9 MPa, 10 MPa, 11
MPa, 14 MPa and 18 MPa, for the ten column vectors X 110 , X 210 ,…, X 1010
respectively.
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The semi-log linear relationship exists in first eight column vectors of X 110 ,
X 210 ,…, X 810 .

The slope fitting parameters are a110 = 0.37, a102 = 0.43, a310 = 0.44, a104 = 0.49, a510 =
0.45, a106 = 0.42, a107 = 0.39, a810 = 0.33, respectively with at least goodness of fit of
0.90.


When near the failure of material, a decreasing trend of RE occurrence was
found in larger scales.
For instance, the number of RE in X 710 , X 810 , X 910 and X 1010 decreases when σ > 35
MPa.



The percentage of RE at fracture in the ten scales is: 27%, 20%, 17%, 13%,
10%, 7%, 4%, 1%, 1% and 1% of the total RE counts respectively.

The advantages when N > 1 are that the difference of onset in multi-scale RE can be revealed,
and the detailed variation of multi-scale random events. For instance, the percentage of RE in
various scales can be calculated near the failure of material, and it was found that RE in the
lower scales were dominant, where RE occurrence in larger scales decreased significantly. More
importantly, data operations can be applied to these divisions as shown in Chapter 3.
5.1.3 Division Number and Instrumentation Conditions
To determine a proper division number is critical when constructing the multivariate DA
matrix. A proper division number is influenced by a number of conditions. Instrumentation
conditions are among the most important ones. Such conditions are pre-determined by the
instrument setup when conducting RE acquisitions, and the three primary parameters related to
the instrument conditions are threshold, dynamic range and sensor resolution.
The threshold (TH) is a level such that RE with amplitudes larger than this level will be
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acquired. The acquisition threshold can be determined by acquiring AE signals when a specimen
in the testing machine with a small tensile load, sufficient to remove slack in the load train.
When there are no significant detectable random events below the acquisition amplitude setting,
the amplitude value of TH is established. TH is the lower amplitude boundary of RE acquisition.
Dynamic range (DR) is the difference between the maximum system acquisition and TH,
where the maximum system acquisition and TH are both determined by instrumentation settings.
For example, DR = 60 dB means the difference between maximum amplitude of RE and TH is
60 dB. Moreover, for given TH and DR, the maximum amplitude of the acquired RE can be
obtained by TH + DR.
Sensor resolution (SR) is the minimum detectable incremental change of RE amplitude that
can be captured by a sensor. For example, the sensor used in this work (Nano-30 AE, PAC) is SR
= 0.3 dB. It means that the smallest detectable incremental change of amplitude is 0.3 dB for this
specific sensor.
To investigate the relationship between the above-mentioned instrumentation conditions and
division number, Eq. 2.18 (Chapter 2) is recalled,

DR
, N  1, 2, 3,…
H

N

(5.2a)

where N is the division number, and it is an integer; H is the size of scale division, or the
amplitude range covered in one scale. H is a selected value, it must be selected to make N be an
integer.
Because DR is pre-determined by the instrument setup, and if either N or H is selected, the
remaining variable can be determined. Eq. 5.2a can be written, in terms of H;

H

DR
, N  1, 2, 3,…
N
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(5.2b)

Where N must be selected.
H is a value selected on a case-by-case basis. For example, it has been realized that certain
ranges of RE amplitude are correlated with different microscopic damages in composite
materials based on the statistical analysis, where matrix cracking, interfacial debonding and
reinforcement degradation were identified and associated with about 8 dB range [97], thus H = 8
dB seems to be a proper choice. A detailed study is necessary to investigate the appropriate
values of H. There is a need to determine mathematical formulations that are capable of
providing a solution for determining H, and hopefully some future works will lead to an answer.
The boundaries of H, however, can be obtained according to the instrumentation conditions,
SR and DR by Eq. 5.3 as follows,
 H min  SR

 H max  DR

(5.3)

Substitute Eq. 5.3 into Eq. 5.2a, the minimum and maximum of N can be determined
accordingly,
DR

when H min  SR
 N max  SR ,

DR
N

 1, when H max  DR
 min
DR

(5.4)

For example, if instrumentation conditions to be SR = 0.3 dB and DR = 60 dB, and let size of
scale division to be at its boundaries: Hmin = SR = 0.3 dB, and Hmax = DR = 60 dB. Substitute SR,
DR, Hmin, and Hmax, into Eq.5.4, the boundaries of N are,
N max 

60 dB
 200
0.3 dB

and
N min 

60 dB
1
60 dB
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Thus, H must satisfy SR << H < DR in applications. The following example is used to illustrate
the steps to estimate an appropriate division number when the instrumentation conditions are
known.
Example 1: Given TH = 35 dB, DR = 60 dB and SR = 1 dB in a tension test of bone cement,
determine
(1) Maximum recordable amplitude of RE,
(2) Division number, N, when H is selected, and
(3) Scale vectors,

Xi

, using the division number obtained in step (2).

Solution: (1) The maximum recordable amplitude of RE is obtained by
TH + DR = 35 + 60 = 95 dB.
SR << H < DR = 1 dB,  let H = 20 dB,

(2)

RD

N 



H

(3) Let

,

3

X1

60 dB

3

20 dB
3

X2

and

3

X3

be the scale vectors,

TH = 35 dB, DR = 60 dB,  amplitude range is 35 – 95 dB.
3

X1

,

3

X2

and

3

X3

are centered at 45 ± 10 dB, 65 ± 10 dB and 85 ± 10 dB,

respectively,
where the ±10 dB is equivalent to H = 20 dB split evenly to the mean value.
Note: the number of random events in

3

X1

,

3

X2

and

3

X3

versus the control variable (stress),

is shown in the previous section as Fig. 5.1.
When the instrumentation conditions are reconfigured, H need to be adjusted to avoid a
improper division number, e.g. the extreme case of N =1. The following example is used to
illustrate this situation.
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Example 2: Similar to the previous example, but the instrumentation conditions are
reconfigured as TH = 55 dB and DR = 20 dB, determine
(1) Division number and Scale vectors, when H = 20 dB the same as in Example 1.
(2) Division number and Scale vectors, when H = 6.6 dB.
Solution: (1)

DR = 20 dB and H = 20 dB, we have H = DR.
from Eq. 5.3,
H = Hmax
from Eq. 5.4, N = Nmin as
N min 

DR
H max



DR
DR



20 dB

1

20 dB

Only one division can be obtained. The scale vector covers the entire DR, and
is shown in Fig. 5.4a centered at 65 ± 10 dB.
(2) when H =6.6 dB,
N

DR
H



20 dB

3

6.6 dB

when TH = 55 dB, DR = 20 dB, the rang is 55 – 75 dB.
The three new scale vectors ( X ,
3

1

3

X3

3

X2

and

3

X3

) were generated, and

3

X1

,

3

X2

and

cover the amplitude range of 55 – 61.6 dB, 61.6 – 68.2 and 68.2 – 75 dB,

respectively, as shown in Fig. 5.4b in terms of their corresponding mean value of
58.3 dB, 65.0 dB and 71.7 dB, respectively.
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Fig. 5.4 The influence of dynamic range on the scale division.
a) Random events with lowest and highest amplitude ( X 13 and X 33 ) are lost due to improper
TH and DR, and only RE with medium amplitude, X 23 , can be acquired. b) the multiple
divisions with decreasing division width is used to equally divide the remaining scale
range, and three finer X 13 , X 23 and X 33 are constructed and located at 58.3 ± 3.3 dB, 65.0 ±
3.3 dB and 71.7 ± 3.3 dB, respectively.
The first part of example 2 shows a single scale vector was constructed because of a bad H.
Compared with example 1, this single vector is exactly the same as X , and random events
3
2

ranging from 35 – 55 dB and 75 – 95 dB are lost due to the reconfigured instrumentation
conditions as shown in Fig 5.4a. It was found that the lost RE in both the high and low amplitude
account for 70% of the total counts, it means that both TH and DR were set improperly such that
only 30% RE were utilized. This part of the example also shows that improper setting of the
instrumentation hardware must be avoided.
However, three scale vectors can still be constructed in the limited amplitude range (55 – 75
dB) as shown in the second part of example 2 when a different H is selected. Let H = 6.6 dB, it
follows N = 3. The three new scale vectors are

3

X1

,

3

X2

and

3

X3

, centered at 58.3 dB, 65.0 dB and

71.7 dB with ± 3.3 dB range respectively, and are shown in Fig. 5.4b.
In summary, improper division selection may lead to N = 1 if threshold (TH) and dynamic
range (DR) are not properly chosen. Also bad TH and DR can result in missing random events.
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More detailed studies of TH and DR on the acquisition of RE can be found in previous work by
Qi et al. [98]. The selection of instrumentation conditions, threshold (TH), dynamic range (DR),
and sensor resolution (SR), are important factors to determine the proper division number.
Division number is predetermined by the influence of material type must next be considered.
5.1.4 Division Number and Material Type
In this work, it was found that the material type (polymers and metal alloys) was a major
contributor to cause significant variations in RE data when acquiring random events. For
instance, insignificant occurrence of RE are found in some scales, particularly, in the scales of
higher amplitude, i.e. aluminum and steels. In such cases, the amplitude range must be truncated
so that the dynamic range (DR) becomes shorter in order to eliminate the empty scales. When
truncation takes place, the actual amplitude range must be considered.
Let DRT be the truncated dynamic range
DRT ≤ DR

(5.5)

where DR is the same as before; DRT is the dynamic range after being truncated.
According to the experiments, following empirical relationship is recommended to determine
DRT,

No. of random events  DRT
 99%
No. of random events  DR

(5.6)

For example, when TH and DR are 35 dB and 60 dB, respectively, it follows3,
DRT ≈ 95 - 35 = 60 dB, for bone cement;
DRT ≈ 55 -35 = 20 dB, for 7075/6061 aluminum alloy;
DRT ≈ 60 - 35 = 25 dB, for steel.

3

Readers are highly recommended to be cautious when considering these recommendations because there may be
many unexpected influencers.
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In applications where the material type is a concern (e.g. to test the plastic material), the we
replace DRT by DR in Eq.5.2a, and obtain,

N

DRT
H

(5.7)

The reason for the replacement is that Eq. 5.7 explicitly shows the significant changes of the RE
amplitude range for a specific material type. The following example is used to illustrate the steps
to apply Eq. 5.7 to determine N in such a case.
Example 3: When testing an aluminum 7075 T6 material, the number of RE with amplitude
between 35 - 55 dB took 99% of the total acquisition. Given the instrument
conditions to be TH = 35, DR = 60 dB, determine the scale vectors in the following
case accordingly.
(1) N = 3 when DR = DR.
(2) N =3 when DR = DRT.
Solution: (1)

TH = 35, DR = 60 dB, and N =3,

 H can be obtained from Eq. 5.2 as follows,
H

DR



60 dB

N

Let

3

X1

,

 20 dB .

3
3

X2

and

3

X3

be the scale vectors,

TH = 35 dB, DR = 60 dB,


3

X1

,

3

X2

and

3

X3

be are centered at 45 ± 10 dB, 65 ± 10 dB and 85 ± 10 dB,

respectively,
However, from the given results of data requisition, we have
RE in the first division X , at 45 ± 10 dB account for 99% in the entire RE;
3

1

RE in

3

X2

at 65 ± 10 dB and X at 85 ± 10 dB account for 1% in the entire
3

3
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RE.
Hence, it is more suitable to apply the multiple division using Eq. 5.7 as follows.
(2)

the number of RE with amplitude between 35 - 55 dB took 99% of the total

acquisition,
 DRT ≈ 55 - 35 dB = 20 dB
 H can be obtained from Eq. 5.7 as follows,
H

DRT
N



55  35 dB

 6.4 dB

3

The corresponding three scale vectors

3

X1

,

3

X2

and

3

X3

, are centered at 38.7 ± 3.2

dB, 45.2 ± 3.2 dB and 51.6 ± 3.2 dB, respectively, and the results shown in Fig. 5.5.

Fig. 5.5 Number of AE events vs. stress for the aluminum 7075. Three scale divisions (N
= 3) were used to equally divide the amplitude range, and scale vectors located at 38.7dB,
45.2 dB, 51.6 dB, respectively.
The Example 3 shows that DRT must be used to determine N instead of DR. In fact, in many
publications [76, 98-100], DRT was used. Hence, Eqs. 5.2a and 5.7 are restated as follows,

N

DR
, where use DR to reveal instrument conditions.
H
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N

DRT
, where use DRT to reveal truncated dynamic range due to material type.
H

Depending on an application details, both of the equations can be used to determine N, and the
flowchart to summarize the process of determination is shown in Fig. 5.6

Fig. 5.6 The flowchart to determine N according to instrument conditions and material type.
In summary, the instrumentation and material type provide a general reference to determine N.
In addition to these conditions, it is also important to consider how to reveal the proper
information embedded in random events, since either too few or too many divisions may mislead
the proper interpretation of the true information embedded in the DA matrix. This aspect is
presented in the following sections.
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5.2 Determination of Division Number by Assessing the Associated Entropy-Control Variable
Curve Pattern
When N > 1, the observations are divided into multiple divisions of different amplitude
scales, and DA becomes a multivariate in matrix form, from which information entropy is
computed as detailed in Chapter 3.4, when proper divisions are determined. Yet, the information
entropy can be used in reverse to advance the division selections. In this section, a reverse
problem will be addressed.
5.2.1 Determination of Division Number by Entropy
The information entropy is calculated based on the distribution of random events, and is
given in following Eq. 2.12,
N

si    pij ln( pij )
j 1

Above equation can be rewritten as,
si 
N

where

1
ln N

1
ln N

si 

N
1
( pij ln( pij ))
ln N
j 1

(5.8)

is the coefficient to normalize the entropy value. This coefficient is used to eliminate

the effect of different division selections on the entropy value.
From Eq. 5.8, it is found,


si min =
N

0, when N = 1;

When N = 1, there is no uncertainty/information for the random events, since the
occurrence of them 100% happens in this single division. In this case,
independent of pij.
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N

si min

is



N

si max

= 1, when pij = constant =

1
;
N

When random events are uniformly distributed, si take the maximum as
N

si   pij ln( pij )  ln N
j 1

Hence, in this case,

N

si

max



1
ln N  1
ln N

This relationship means that a uniform distribution of RE contains the maximum
uncertainty/information with the maximum value,


0<

N

si

N

si

max

= 1, independent of N.

< 1, when pij ≠ constant.

When random events are non-uniformly distributed (e.g. exponential distribution), 0 <
N

si

< 1, and

N

si

is dependent on both pij and N.

In this study of bone cement, we found that RE are nonlinear distributions, and pij ≠ constant.
The most common types of distribution found in other studies followed either exponential or
normal probability density functions, which are both in a form of exponential combinations [104].
Assume that the distribution of RE follows a simple exponential rule, and the probability
density function is
f(x) = ae−ax

(5.9)

where a is the rate of random event occurrence, and x is the scalable variable (amplitude of RE in
our work). The event rate a can be considered as the number of random events per unit scalable
variable.
For such specific exponential distribution, the entropy s is
s = 1 – ln a

(5.10)

The physical meaning of Eq.5.10 is the ensemble average information that is revealed by an
exponential distribution, Eq.5.9.
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Substitute above relationship into Eq. 5.8, it follows,
N

s 

1
ln N

(1- ln a)

(5.11)

For a known specific exponential distribution (a = constant), it follows that (1-ln a) =
constant. In this case, s N only depends on N. Let the event rate parameter a = 0.5, 0.8, 1.0, 1.5
and 2.0, respectively. Fig. 5.7 shows curves of s N versus N at different a values. It is found that
s

N

decreases significantly when N increases, and it can be seen that s N remains nearly constant

when N > 15.

Fig. 5.7 Plot of normalized information entropy vs. division number with various event rate
parameters, a = 0.5, 0.8, 1.0, 1.5 and 2.0.
Take the first derivative of s N , it follows,
ds N
dN



1
(1- ln a)
N ln 2 N

(5.12)

Eq.5.12 is the change rate of s N vs. N. Fig. 5.8 shows such a change rate when a = 0.5, 0.8,
1.0, 1.5 and 2.0,
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Fig. 5.8 Plot of derivative curves, (

ds N
vs. division number) with various event rate
dN

parameters, a = 0.5, 0.8, 1.0, 1.5 and 2.0.
When a minimum acceptable change rate is determined, meaning that the changes of s N are
insignificant, Eq.5.12 can be used to determine N reversely. For instance, let

ds N
 0.01 , N is
dN

determined as follows,
N ≈ 20, when a = 0.5;
N ≈ 16, when a = 0.8;
N ≈ 14, when a = 1.0;
N ≈ 11, when a = 1.5;
N ≈ 8, when a = 2.0.
Therefore, N can be determined reversely according to Eqs. 5.11 and 5.12, when a specific RE
distribution is assumed.
In general, N can be determined based on any other distributions when the probability density
function is known or unknown because in such cases, s = constant, Eq. 5.10. Hence, the steps to
find N becomes

1
ln N

vs. N, and multiplied a constant, s. Fig. 5.9a shows
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1
ln N

vs. N, it was

found that

1
ln N

decreases significantly when N increases, and it flattens quickly after N > 15.

Whereas, its first derivative,

d(

1
)
ln N  

dN

1
is shown in Fig. 5. 9b.
N ln 2 N

Fig. 5.9 Normalized coefficient and its derivative versus N. a) normalized coefficient of
1/ln(N) vs N. b) derivative of normalized coefficient vs. N.

Fig. 5.9 shows clearly that the variation of

1
is very limited when N > 15. Thus, the
ln N

selection of N is limited, not a ‘wild guess’, and can be determined when a change rate is given,
meaning that the changes of s N becomes insignificant when N increases.
Let

1
 0.01 , N can be determined as,
N ln 2 N

N ≥ 15
While,

be

1
 0.01 is a relatively conservative assumption. When the change rate is allowed to
N ln 2 N

1
1
 0.02 or greater, it results in a lesser N value. For example, when
 0.05 , N
N ln 2 N
N ln 2 N

can be determined as N ≥ 6, which is in the transition from large changes on N to a flat region as
shown in Fig.5.9b.
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In summary, if the probability density function of random events is known, N can be reversely
determined from the s N vs. N curve based on an acceptable change rate,

ds N
.
dN

5.2.2 Determination of Division Number by L2 Euclidean Distance between Eentropy-Control
Variable Relationships
This is another case for a reverse solution from entropy to the determination of N. The steps
are: 1) assume a series of N value, compute the corresponding sN curves (with respect to the
control variable); 2) determine the L2 Euclidean distance between these curves; and 3) decide an
N value that meets an acceptable L2.
Let the entropy vector be SN = { s1N , s2N , s3N , …, sMN }T, which are the ensemble results of multiobservations, and Let L2 be the Euclidean distance between SN. When L2 is less than an
acceptable value, or the distance between two adjacent entropy-control variable curves is
sufficiently small, the value of N can be determined.
The process is described as follows,


compute the vector S N 1 , when assume an initial division number such that N = N1;



compute similarly, S N 2 , when N = N2 = N1 + ΔN



compute the Euclidean distance, L2 between above two entropy vectors,
L2  S N1  S N 2  (S N1  S N 2 )(S N1  S N 2 )



(5.13)

repeat the above process, until L2 = min.

It was found the curves of entropy vectors were very close when L2 < 0.10. For example,
bone cement under simple tension tests, with N = 3, 8, 10 and 20, it was found that,
L2  S8  S3  (S8  S3 )(S8  S3 )  0.20

Similarly,
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L2  S10  S8  0.15
L2  S20  S10  0.07

Fig. 5.10 shows that the normalized information entropy vs. stress curves change with various
N values.

Fig. 5.10 Plot of normalized information entropy vs. applied stress with various division
numbers.
L2 < 0.10 means that the distance between two entropy-control vectors is minimum, and the
two curves are visually very close to each other. As a result, increasing division number does
little to change the distance between these curves. Hence, N ≥ 10 can be selected for this
material.
The results in this section are consistent with those determined in the previous section.
However, the importance of the L2 distance is that the division number may be approached by the
entropy-control variable curve reversely. This method was employed in previous works, and
results were satisfactory [76, 98-100]. Hence, the L2 distance between curves of entropy-control
variable, to assess the properness of a division number.
In summary, the division number N can be determined from entropy vectors practically, and
the process is shown in Fig. 5.11.
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Fig. 5.11 The flowchart of determination N by assessing the associated entropy-control vector
spacing.
5.3 Determination of Observations
Observations are the rows of DA, and each of them is the result of independent measurements
in a specified interval of the control variable. In this section, the selection of the control variable
interval that forms the observations is discussed. Studies involved in this section are: 1) the width
of an observation, and 2) the distance from one observation to its adjacent one. The observation
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width is determined by the interval size of the control variable, whereas the distance between two
adjacent observations is concerned with the means that observation series are made. Both can
have significant influence on the construction of DA, and the multiscale analysis thereafter.
5.3.1 Single Observation
Single observation is a special case, similar to the single scale division discussed in Sec.5.1.1.
Single observation means that all AE random events are acquired in one observation
disregarding the change of control variable, or the observation width, W. As a result, the DA
matrix becomes one row vector, or a horizontal array. The elements of such a single row vector
are random events in specified scales from the smallest to the largest. Fig. 5.12 shows an
example of such a case where the change of control variable is not valid. Fig.5.12a shows the RE
counts versus the scale variable (amplitude), whereas Fig.5.12b is the occurring probability of
multiscale random events.

Fig 5.12 AE random events acquired in the single observation (N = 10). a) No. of RE vs.
amplitude. b) distribution of RE vs. amplitude.
It was found that the single observation provides the ultimate count of RE occurrence and their
amplitude distribution. However, the single observation approach fails to reveal the evolution or
variation of RE when the control variable changes due to it occurs in the same observation. In
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order to reveal the evolution of RE when the control variable changes, division of observations
are therefore necessary.
5.3.2 Unit Observation Width, w
To simplify the methodology to form an observation and the consequent observation series in
terms of the control variable, a unit observation width, w, is introduced. The minimum allowable
control variable interval is defined such that it determines the minimum meaningful observation.
In general, w is constrained by the following conditions,
1) w ≥ rs, where rs is the resolution of the control variable.
rs is the minimum detectable incremental change of control variable that is set by
acquisition instrument. For instance, rs = 0.1 MPa in the tension test of the bone cement.
By choosing w = rs = 0.1 MPa, One can obtain a reasonable entropy-control variable
curve, as shown in Fig. 5.13.

Fig 5.13 Information entropy curve of bone cement with w = rs = 0.1 MPa, and rs is the
resolution of control variable (N = 10).
2) w ≥ fl, where fl is the fluctuation range of the control variable during the processing of
acquiring RE.
The fluctuation usually happens when load is chosen as the control variable, and as it
increases is accompanied by the variations in the applied stress. For instance, fl = 15
90

MPa is shown in Fig. 5.14 in a tension test of aluminium 7075 T6. In this case, w ≥ fl =
15 MPa is necessary to form an observation.

Fig 5.14 Fluctuation of stress for the aluminium 7075 tension test. fl = 15 MPa.
5.3.3 Observation Width, W
The observation width, W, is the actual width of an observation used in the subsequent data
operations. The boundaries of W are: Wmin = w; Wmax = maximum of control variable in a single
observation. In general, W is defined to be an integer times the unit observation width, w, such
that
W = λw, where λ is an positive integer
Hence, W is an integral multiple of w, and its effect on W will now be discussed with
different values for λ. Fig. 5.15 shows the schematic diagram of w and λ.

Fig. 5.15 The observation width W = λw. The unit width w is predetermined, and λ is
used to determine W. a) the base case, W = w; b) W = 2w, and this leads to larger
observations, and more data is collected with it.
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Following cases were considered (w = 1 MPa),
•

W = λw = 1w;

•

W = λw = 3w;

•

W = λw = 5w.

Fig. 5.16. shows the contour maps of DA matrices obtained when W = 1w, W = 3w and W =
5w, it can be seen that the RE quantity of individual observation increases when λ increases from
1 to 5. However, the corresponding distributions (or the patterns of the map) vary insignificantly.

Fig. 5.16. Comparison of various width coefficients under the condition of contiguous
observation. a) W = w; b) W = 3w; and d) W = 5w, respectively. With the increasing λ, the data
collected in each observation increases, the number of observation is decreases, the maps of DA
become smooth, and the variation details of it are missing in reverse side.

Fig. 5.17 shows the corresponding information entropy (left) and information gain (right)
based on the data of Fig 5.16. It was found that a slightly downward shift and slope change of
entropy curves when σ < 12 MPa in Fig 5.17b, which is also summarized in Table 5.1. However,
details in the entropy curves are “skipped” with larger W. Also, the trend and shape of entropy
curve in Fig. 5.17a remain unchanged. For the information gain, Fig. 5.17b shows that variation
details are “skipped” when σ < 12 MPa. The information gains are significant when σ < 12 MPa,
especially with the cases of large W. This means that the larger W, the more information changes
take place in the initial stages of the loading. Information gain remains negligible when σ > 12
MPa because there is almost no new information occurrence.
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Fig. 5.17 Comparison and measurement of observations with various width.
a) entropy. It shows that the larger λ leads to the omission of variation details in the entropy
curve. b) information gain. The larger λ leads to the omission of variation details in the
information gain curve, there is no guarantee for the increasing value of information gain. The
smaller W (λ = 1) results in the limit information change, and larger W (λ = 5) results in skip the
substantial change of information.
Table 5.1 Summary of the comparison of information entropy measurements between observations
with various widths

Transition
@ MPa

Slope (MPa-1)

W=w

2.5%

~12

0.11

W = 3w

7.5%

~12

0.12

W =5w

12.5%

~12

0.13

Observations with various widths

Contiguous
Observations

Physical Feature
(entropy)

Percentage of
the entire
acquisition
(~40 MPa)

In practical applications, if detail information regarding random event occurrence is needed,
choose a smaller W, if not then choose a larger value. Note that a smaller W results in limited
changes of information entropy, whereas larger W may not capture the substantial change of
information. Hence, the selection of W value is done on a case by case basis.
5.3.4 Distance between Two Adjacent Observations
The observation series do not have to be contiguous, in such a case, let d be the gap between
two adjacent observations, and
d=Δ–W
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(5.14)

where Δ is the distance between two adjacent observations as shown in Fig.5.18.

Fig. 5.18 The schematic diagram between d, Δ and W (d = Δ – W).
When the value of d varies, the observations may become one of the following three types as
shown in Fig. 5.19. A contiguous observation series is shown in Fig.5.19a, where d = 0; an
intermittent observation series is shown in Fig.5.19b, where d > 0; or an overlap observation
series is shown in Fig.5.19c, where, d < 0. The following discussion begins with d = 0.

Fig. 5. 19 The schematic diagram of three types of observations. a) contiguous observation; b)
intermittent observation; and c) overlapped observation.
a. d = Δ – W = 0, or Δ = W.
No gap between adjacent observations. This is commonly used in lab environments.
b. d = Δ – W > 0, or Δ > W.
Positive gap between adjacent observations, which occurs when the distance is greater
than the observation width. This type leads to the acquisition gap in the adjacent
observations, and hence, causes missing RE data in between two adjacent row vectors of
DA. It is commonly referred as intermittent/gapped observations.
c. d = Δ – W < 0, or Δ < W
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Negative gap between adjacent observations, is due to observation distances less than the
observation width. This type leads to some overlap in the adjacent observations, and
hence, causes the repeated measurements of the same RE data between two adjacent
observation vectors of DA. It is called overlapped observations and is less common. Here
it will be used for comparison.
In the following sections, the entropy and information gain were again employed to assess
these three types of observations.
5.3.5 Assessment of Observation Type
To compare the three different observation series, information entropy, si, and information
gain, Rik, are used.
Let W be fixed at 4 MPa using bone cement test results (W = λw = 4  1 MPa). The four
observation distances were studied:
•

d < 0 (overlapped), which is d = Δ – W = -3 with Δ = 1 MPa;

•

d = 0 (contiguous), which is d = Δ – W = 0 with Δ = 4 MPa;

•

d > 0 (intermittent), which is d = Δ – W = 1 with Δ = 5 MPa;

•

d > 0 (intermittent with larger gap), which is d = Δ – W = 4 with Δ = 8 MPa.

Fig. 5.20a shows the variation of information entropy for the four observation distances. In
this figure, it can be seen that si increases significantly before reaching 12 MPa, and maintains
the value at 1.35 until the bone cement sample fractures (~40 MPa). Obviously, observations
with different d have no impact on the information entropy variation if W is fixed.
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Fig. 5.20 Comparison and measurement of three methods of observation. a) entropy; it shows
that the observations are independent of d. b) information gain. It shows that in early stage there
are new information generated from the previous observation. This new information resulted the
increase of entropy.
For comparative purposes when measuring information gain, Rik ( i - k = 1, which means the
information gain of immediate previous one with respect to the current observation), Fig. 5.20b
presents the variation of Rik when d varies from negative to positive. It was found that


d < 0, Rik is ignorable, which means almost no information gain when there are overlap
observations.



d = 0, Rik decreases from 0.18 to 0 when σ < 12 MPa and maintains very small value.



d > 0 (d = 1), Rik decreases from 0.25 to 0 when σ < 12 MPa and maintains very small
value.



d > 0 (d = 4), Rik decreases from 0.70 to 0.05 and then maintains very small value.

Fig.5.20a shows that d, regardless of its values (< 0, = 0 and > 0), does not affect
information entropy if W = constant. This means that only observation series with a fixed width
doesn’t have the effect on the entropy curve. These observation series (with larger d) can be
considered as “sampling” from an observation series with smaller d. Compared with contiguous
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observation series (d = 0), the intermittent observations series (d > 0) will reduce the number of
data acquisitions, but the shortcoming is to “skip” the details between adjacent observations.
An interesting finding is that the information entropy is independent of the means in which
observations are made either contiguously or intermittently, and suggests that intermittent
monitoring is possible, an aspect worthy of further studies. Continuous monitoring are not
practical in many applications, so this finding supports the use of the intermittent monitoring.
Fig.5.20b shows that d is inversely proportional to the information gain. This inverse
proportional relationship exhibits significantly especially when entropy changes significantly.
For instance, initially, Rik increases from 0.18 to 0.25, and to 0.70 when d increase from d = 0 to
d = 1, and to d = 4. This is because the larger the d value, the more significant the probability
distribution changes of collected RE data are, and the more “new” information about material
structural changes (MSC) is acquired between adjacent observations, and because random events
with different amplitude are gradually initiated. The quantity MSC modes occurs progressively
[95]. Hence, d ≥ 0 is more applicable and practicable, and larger d reduces the dependency on
the previous historical data.
However, if information entropy has little change, Rik is ignorable and is independent with d,
which is shown when σ > 12 MPa in Fig 5.20b. The reason is that when there is no more “new”
information generated, the value of information gain is close to zero regardless of how often to
make the date acquisition is obtained.
In summary, the continuous measurements captures the entire stress history, and intermittent
only depends on d. Results have demonstrated that intermittency of measurements does not limit
the accurate assessment of MSC when the multi-variate method was applied. Also, the choice of
the W in intermittent measurements is important to the results, and highly dependent on the
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loading type and characteristic of materials. In this case, the entropy can be used to evaluate the
process. Information gain can be easily applied to assess quality and the impact of W and d, and
it can also be used to select the proper observation parameters in the construction of DA.
Remarks: The division number and observation width are two of most important determinants
of DA matrix construction. The division number determines the column of DA, and the
observation width determines the row of DA. Practically, many factors can impact the choice of
division number and observation width to properly process RE acquisition, such as
instrumentation conditions like threshold, dynamic range and sensor resolution, and physical
conditions like load, load rate and material type. This chapter provides a practical means to
properly choose reference values of factors that are critical to conduct data operations and
analyses.

98

Chapter 6 IntelliAE: Software Realization
Data acquisition, data representation, data operation, and data visualization require a great deal
of computational efforts. It is one of the major objectives of this work to incorporate them into a
computer program, and is named ‘IntelliAE’, where ‘Intelli-’ is a short for intelligent and AE is
the abbreviation for acoustic emission. The name has been applied for the copyright in China and
applications in different countries and regions are either considered or in progress. IntelliAE is
designed to accomplish the four major tasks involved in material structural changes-informatics,
and it provides open access to additional plug-in functioning modules. This program has been in
trial usages for many years, has gone through many revisions and is a great tool for conducting
multivariate analysis to mine the embedded information about MSC. Although, this program
currently does not incorporate data acquisition function, it will be incorporated in the near future.
This chapter is provided to introduce and summarize IntelliAE.
To accomplish data representation, operation and visualization, IntelliAE delivers different
serviceable modules accordingly, and the flowchart involving these key modules are shown in
Fig 6.1.


Data Pre-processing module: main purpose is to prepare data for data representation.
This module pre-treats and organizes the acquired raw AE data. Its primary functions
include converting the data format, filtering redundancy data, AE parameters
adjustment, and multi-sensors data separation.



Data Processing module: main purpose is to implement data representation.
This module completes various algorithms in chapters 2 - 4, its primary functions
include the calculation of DA, PA, S, R and the corresponding statistical mean and
standard deviation with batch data files.

99



Advanced Feature modules: main purpose is to implement data operation.
This module is to ‘operate’ data representation in the Data Processing module in order to
mine the embedded information. Detailed operation includes primarily clustering,
classification, correlation, estimation, and prediction.



Graphical Display module: main purpose is to implement data visualization.
This module presents the ‘information’ using the visual structures and patterns, and
provides graphic display of results, such as Andrews’s plot to reveals the information of
clustering and classification; Spearman rank correlation to discover the correlation
between scale vectors; and information entropy and information gain to evaluate the
evolution of information and information difference, respectively.

Fig. 6.1 The flowchart involved key modules of IntelliAE.
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In addition to the above-mentioned functions, IntelliAE also provides other functions, such
as Result-Files management, Graphical User Interfaces, documentation and exception handling,
and these modules along with the key modules mentioned above constitute the IntelliAE, which
are shown in Fig 6.2.

Fig. 6.2 Various modules of IntelliAE.



Result-Files management: saves results of data representation, operation and
visualization into files and also records the processing logs and configuration logs.



Graphical User Interfaces (GUI): provides an intuitive interface between the user and
the IntelliAE, and no knowledge of programming is necessary for a user to successfully
navigate the GUI to use this software. Also, the GUI allows the user to bypass
commands altogether and, instead, allows a user to execute data representation,
operation and visualization with a simple mouse click or key press, for instance, some
GUI of IntelliAE are show in Fig 6.3.
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Fig. 6.3 GUI of IntelliAE


Exception Handling: responds to the occurrence of mal-operation during computation.



Documentation: provides the User's Manual, which is a detailed description of the
functionality of IntelliAE, performance and user interface, allowing users to learn how
to use the software.

In other words, IntelliAE is an integrated computer program to implement the data
representation, data operation and data visualization, and provides the intuitive interface for
communication with user, documentation and exception handling like every other software.
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Chapter 7 Conclusion
A two-dimension data matrix DA was developed in previous works, and used as the
information infrastructure. To describe microstructure damage events that accumulated and lead
to failure in solid materials, a number of unsolved fundamental issues involved in constructing
the matrix DA were addressed.
DA is constructed such that it can record the hierarchical and evolving acoustic emission
information of material structural change. The columns and rows of a DA matrix are the scale
divisions and observations, respectively. It is critical to determine the number of scale division
(N), and the observation width (W) and gap (d) when constructing the DA representation. This
research has shown that multi-divisions (N > 1) can reveal the difference of onset and the
detailed variation in multi-scale RE, and it can be determined not only by the instrumentation
conditions, such as threshold (TH), dynamic range (DR), and sensor resolution (SR), but also by
material type. In addition to these conditions, N can be reversely determined by the s N vs. N
curve based on an acceptant change rate,

ds N
, when the probability density function (PDF) of
dN

random events is known, and determined by L2 Euclidean distance between s N - control variable
relationships when PDF is unknown.
The relationship between W and d can be used to categorize three type of observations.
Results have demonstrated that intermittency of measurements does not limit the accurate
assessment of MSC when the newly developed multi-variate method was applied. Also, the
choice of the W in intermittent measurements is important to the results, and depends highly on
the loading type and characteristic of materials. In this case, the information entropy can be used
to evaluate the process, and information gain can be easily applied to assess the impact of W and
d, used to select the proper observation parameters in the construction of DA.
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To check the validity of DA construction with statistically meaning, the basic statistical
calculations were sufficient. The unweighted average is calculated by taking the average number
of RE events for all of the samples in a test and computing the samples average directly from the
neighborhood-level statistics–without considering the number of RE events associated with each
of the samples. This number would be the average of the averages. Alternatively, in order derive
the weighted average for these samples, to weigh each of the averages based on the number of
AE events in each of the samples must calculated. The difference between unweighted and
weighted average can be direct-responded to information entropy, and the conclusions are
coefficient of variation of samples can be used to determine the usage.
Data operation can uncover embedded complex inherent information in DA. Test results
showed that Andrews’s plot reveals embedded information of clustering and classification;
Spearman rank correlation revealed the correlation between scale vectors of DA, and the
coefficient can quantify the correlation; Kernel Density Estimate assessed the cumulative
distribution function of RE explorer in certain observations, and can predict the tendency of
probability distribution of RE occurrence; Information entropy revealed the average information
content of each random event in an observation, and information gain quantifies the information
change of the current observation with respect to a selected reference(s).
A computer program named ‘IntelliAE’ was developed as a user-friendly tool for conducting
multivariate analysis and to mine the embedded information involved in MSC-informatics.
Moreover, due to the limitation of efforts, there are more in depth further works needed, and
this research has identified important areas for future work; (i) regressing modeling analysis
based on the observation series; (ii) theories and methodologies of time series, especially,
stochastic processes applied to mine statistics in the scale divisions. Advancements in these areas
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could lead to new analytical tools that would forecast and predict future values based on previous
observations depend upon the establishment of multivariate and time series.
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