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Abstract
Let G be a topological compact group acting on some space Y . We study a decomposition of
Y -indexed stochastic processes, based on the orthogonality relations between the characters of the
irreducible representations of G. In the particular case of a Gaussian process with a G-invariant law,
such a decomposition gives a very general explanation of a classic identity in law – between quadratic
functionals of a Brownian bridge – due to Watson (1961). Relations with Karhunen-Loe`ve expansions
are also discussed, and some further applications and extensions are given – in particular related to
Gaussian processes indexed by a torus.
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1 Introduction
This paper deals with the study of a class of decompositions for stochastic processes, based on the theory
of group representations. As clarified below, the initial impetus for our investigation was provided by the
following duplication identity due to Watson (see [24]): if b is a standard Brownian bridge on [0, 1], from
0 to 0, then
(1)
∫ 1
0
(
b (s)−
∫ 1
0
b (u) du
)2
ds
law=
1
4
{∫ 1
0
b (s)2 ds+
∫ 1
0
b∗ (s)
2
ds
}
,
where b∗ is an independent copy of b. The reader is referred to [21, p. 220] for a proof of (1) using
Karhunen-Loe`ve expansions, and to [20] for a probabilistic discussion based on several identities in law
between Brownian functionals. Recently (see [14]), the second author gave a very short proof of (1),
suggesting that Watson’s result hides indeed a simple algebraic structure. In what follows, we shall bring
this structure into light, by showing that (1) is an instance of a quite general phenomenon, related to the
invariance properties of the law of b. In particular, we will provide an exhaustive answer to a question
raised Z. Shi and M. Yor in [20]: what is the probabilistic interpretation of the factor 1/4 in (1)? Our
general framework is roughly as follows.
Let G be a topological compact group acting on a set Y , and let Z (ω, y) = Z (y) be a stochastic
process indexed by the elements of Y . We will consider a decomposition of the paths of Z, realized by
means of the orthogonality relations between the characters of the irreducible representations of G (see
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[7] or [19] for any unexplained notion about representations). More specifically, we define L2 (G) to be the
space of complex-valued functions on G that are square integrable w.r.t. the Haar measure, and we denote
by Ĝ the dual of G (i.e., Ĝ is the collection of the equivalence classes of the irreducible representations
of G). Then, a classic result of representation theory states that L2 (G) can be decomposed into an
orthogonal sum of finite dimensional spaces, indexed by the elements [pi] of Ĝ and known as the spaces
of matrix coefficients of irreducible representations. The projection operators on such orthogonal spaces
have the form of convolutions with respect to the corresponding characters. Now write (g, y) 7→ g · y to
indicate the action of G on Y , and consider a stochastic process Z (y), y ∈ Y , such that, for every fixed
y ∈ Y , the application g 7→ Z (g · y) is in L2 (G). One of our main results states that, if the law of Z is
invariant with respect to the action of G, then the above described decomposition of L2 (G) translates
into a (unique) decomposition of Z into the sum of simpler stochastic processes, each indexed by a distinct
element of Ĝ. We write Z =
∑
[pi]∈Ĝ Z
pi for such a decomposition. In Section 3, we shall prove that, if
Z has a G-invariant law, then, for distinct [pi] , [σ] ∈ Ĝ, the processes Zpi and Zσ are non-correlated (in
a probabilistic sense), and such that their paths are orthogonal with respect to any G-invariant measure
on the parameter space Y . In particular, when Z is Gaussian and [pi] and [σ] have real characters, Zpi
and Zσ are also Gaussian, and therefore stochastically independent. In the last section we shall discuss
some connections between our decomposition and the Karhunen-Loe`ve expansion (see for instance [1]) of
suitably regular Gaussian processes.
As a by-product of our analysis, we will show that (1) derives from a very particular case of the
decomposition described above. In particular, our results will make clear that there are two crucial
elements behind (1), namely: (i) since bt
law= b1−t (as stochastic processes), the law of b (·) −
∫ 1
0
b (u) du
is invariant with respect to the elementary action, of G = {1, g} ' Z/2Z on [0, 1], given by 1 · t = t and
g ·t = 1−t, and (ii) Lebesgue measure is invariant with respect to the same action of G. It follows that the
above described theory can be applied, and (1) turns out to be the result of an orthogonal decomposition
of the paths of b (·) − ∫ 1
0
b (u) du into two independent components. More to the point, the factor 1/4
on the right hand side of (1) will appear as the square of a normalization factor (1/4 = 1/ |G|2), which
enters quite naturally into the expression of the projection operators associated to matrix coefficients.
The generalizations of (1) given in [13] have similar interpretations in terms of group representations (see
Section 4 below for the analysis of a quadruplication identity).
Note that, although we are mainly motivated by finite groups, in the first part of the paper we will
work in the general framework of topological compact groups. See also [10, 11, 12] for some related results
concerning processes defined on the sphere or on a compact commutative group.
The paper is organized as follows. In Section 2 we recall some basic facts about group representations
and related orthogonality relations. Section 3 deals with decompositions of stochastic processes in the
general case. Section 4 studies the specific setup of Gaussian processes, and contains an extended discus-
sion of generalized Volterra processes. In particular, we establish some necessary and sufficient conditions
(based on the method of cumulants) to have that such processes verify a relation analogous to (1). In the
last section, we prove several refinements and applications, mainly related to Karhunen-Loe`ve expansions
and to Gaussian processes indexed by a torus.
2 Preliminaries and main results from group representation the-
ory
2.1 Representations of compact groups and orthogonal decompositions
In this section, we shall present several definitions and results from the theory of representations of
topological compact groups. Our use of this theory is mainly inspired by the discussion contained in [7,
Chapter IV], where a strong accent is placed on the so-called Peter-Weyl theorem (see [7, Theorem
2
4.6.1], as well as the discussion below), and its consequences in terms of the decomposition of the L2
space associated with a topological compact group (when endowed with its Haar measure). The reader is
referred to [7] for any unexplained definition or result. Other classic references for group representations
are the monographs [19] and [9].
A topological group is a pair (G,G), where G is a group and G is a topology such that the
following three conditions are satisfied: (i) G is a Hausdorff topological space, (ii) the multiplication
G × G 7→ G : (g, h) 7→ gh is continuous, (iii) the inversion G 7→ G : g 7→ g−1 is continuous. In what
follows, when no further specification is given, G will always denote a topological group (the topology G
being implicitly defined) which is also compact (see e.g. [6, p. 34]) and such that G has a countable
basis. For such a G, we will denote by C (G) the class of continuous, complex-valued functions on G; G
is the (Borel) σ-field generated by G. An immediate consequence (see [7, Section 10.3]) of the structure
imposed on G, is that G always carries a (unique) positive Borel measure, noted dg and known as the
Haar measure, such that
∫
G
dg = 1, and ∀f ∈ C (G) and ∀h ∈ G∫
G
f (g) dg =
∫
G
f
(
g−1
)
dg∫
G
f (hg) dg =
∫
G
f (gh) dg =
∫
G
f (g) dg (left and right invariance);
we shall note L2 (G, dg) = L2 (G) the Hilbert space of complex valued functions on G that are square
integrable with respect to dg, endowed with the usual inner product 〈f1, f2〉G =
∫
G
f1 (g) f2 (g)dg. We
note ‖·‖G the norm associated with 〈·, ·〉G, and we observe that L2 (G) is the completion of C (G) with
respect to ‖·‖G .
Remark – When G is finite, then G is necessarily the discrete topology, and dg coincides with the
normalized counting measure associated with G, that is
dg =
1
|G|
∑
h∈G
δh (dg) ,
where δh (·) stands for the Dirac mass concentrated at h, and |G| is the cardinality of G.
Let V be a topological vector space over C. A representation of G in V is an homomorphism
pi, from G into GL (V ) (the set of complex isomorphisms of V into itself), such that the mapping
G × V 7→ V : (g, v) 7→ pi (g) (v) is continuous. The dimension dpi of a representation pi is defined to
be the dimension of V . A representation pi of G in V is irreducible, if the only closed pi (G)-invariant
subspaces of V are {0} and V . It is well known that irreducible representations are defined up to
equivalence classes (see [7, p. 210]). Following [7], we will denote by [pi] the equivalence class of a given
irreducible representation pi; the set of equivalence classes of irreducible representations of G is noted Ĝ,
and it is called the dual of G. Note that, in our setting, irreducible representations are always finite
dimensional. Moreover, we will systematically assume (without loss of generality, see [7, Corollary 4.2.2])
that every irreducible representation is also unitary. Finally, we recall that, according e.g. to [7, Theorem
4.3.4 (v)], since G is second countable (and therefore metrizable) Ĝ is necessarily countable.
To every finite dimensional representation pi : G 7→ GL (V ) we associate the mapping
χpi : G 7→ C : g 7→ Trace pi (g) ,
called the character of pi. Two finite-dimensional representations are equivalent if and only if they have
the same character. Moreover, it is easily seen that characters are central1 and continuous functions on
G.
1That is, for every x, g ∈ G, χpi
(
x−1gx
)
= χpi (g).
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In this paper, we shall develop some Hilbert space techniques that are directly based on the orthog-
onality relations between the characters of distinct irreducible representations. To this end, with every
[pi] ∈ Ĝ we associate a finite dimensional subspace Mpi ⊆ L2 (G) in the following way. Select an element
pi : G 7→ GL (V ) in [pi], as well as a basis e = {e1, ..., en} of V (plainly, n = dpi) with respect to which
pi is unitary; the space Mpi is defined as the set of the (complex) linear combinations of the matrix
coefficients associated with pi and with the basis e, that is, Mpi is composed of the linear combinations
of the functions
g 7→ pi (g)jk , j, k = 1, ..., n,
where, for each g ∈ G, {pi (g)jk : j, k = 1, ..., n} is the matrix representation of pi (g) with respect to
the basis e. Note that such a definition is well given, as Mpi does not depend on the choices of the
representative element of [pi] and of the basis of V . Of course, Mpi is finite dimensional (and therefore
closed; more precisely: dimMpi = d2pi, see [7, Theorem 4.3.4], as well as the discussion below) and
Mpi ⊆ C (G), for every [pi] ∈ Ĝ.
Before stating one of the crucial results for our analysis, we introduce a convolution operation on
L2 (G), which is defined, for f, k ∈ L2 (G), by the formula
(2) (f ∗ k) (u) =
∫
G
f (g) k
(
g−1u
)
dg =
∫
G
f
(
ug−1
)
k (g) dg, u ∈ G.
The following result summarizes all the orthogonality relations – associated with the notion of char-
acter – that are relevant to our discussion (for proofs and further analysis in this direction, the reader is
referred to [7, paragraphs 4.2–4.6]).
Theorem 1 Let the above notation and assumptions prevail. Then,
1. if [pi] , [σ] ∈ Ĝ, and [pi] 6= [σ], the spaces Mpi and Mσ are orthogonal in L2 (G) ;
2. for every [pi] ∈ Ĝ the orthogonal projection operator, from L2 (G) to Mpi, is given by
(3) Epi : L2 (G)→Mpi : f 7→ dpi (f ∗ χpi) := Epif ;
3. the class
{
Mpi : [pi] ∈ Ĝ
}
is total in L2 (G), and therefore
(4) L2 (G) =
⊕
[pi]∈Ĝ
Mpi
where
⊕
stands for a direct Hilbert space (orthogonal) sum;
4. for every [pi] ∈ Ĝ,
(5) 〈χpi, χpi〉G = 1, Epiχpi = χpi and Eσχpi = 0 if [σ] ∈ Ĝ and [pi] 6= [σ] ,
and consequently
{
χpi : [pi] ∈ Ĝ
}
is an orthonormal system in L2 (G).
Remarks – (i) According e.g. to [7, p. 221], the right regular representation R∗ of G on L2 (G)
is defined as
(R∗ (g) f) (x) = f (xg) ,
where g, x ∈ G, and f ∈ L2 (G). Then, for every [pi] ∈ Ĝ, the space Mpi coincides with the pi-isotypical
subspace associated with R∗ (see [7, Theorem 4.4.5]). More to the point (see [7, Corollary 4.3.6]), the
restriction of R∗ on Mpi is equal to the direct sum of dpi copies of pi.
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(ii) Since, for every [pi] ∈ Ĝ, the function G 3 g 7→ χpi (g) is conjugacy-invariant, the projection Epif ,
as defined in (3), is also equal to dpi (χpi ∗ f) .
(iii) Point 3 of Theorem 1 can be seen as a direct consequence of the Peter-Weyl theorem (see [7,
Theorem 4.6.1]), stating that the characters of the irreducible representations of G form an orthonormal
basis of the subspace of L2 (G) composed of central and square integrable functions.
(iv) For future reference, we recall that the following four conditions are equivalent (see [7, p. 235]):
(a) G is Abelian, (b) dpi = 1 for every [pi] ∈ Ĝ, (c) every f ∈ C (G) is conjugacy-invariant, (d) the
convolution operation defined in (2) is commutative. In particular, if G is Abelian, then the system
{χpi : [pi] ∈ Ĝ} is orthonormal and complete in L2 (G). If G is Abelian and finite, then |G| = | Ĝ |.
2.2 Actions and decompositions of complex-valued functions
Consider a measurable space (X,X ). In this paper, a left action A of G on X is a G ⊗X – measurable
function, from G × X to X (recall that G is the Borel σ-field of G), such that, for every g, h ∈ G and
x ∈ X,
A (gh, x) = A (g,A (h, x)) .
A right action can be defined in a similar way, but we will deal only with left actions; for the sake of
simplicity, in the sequel left actions are simply called actions. When there is no ambiguity on the action
A, we will sometimes use the customary abbreviation
A (g, x) = g · x (g ∈ G, x ∈ X).
A σ-finite, positive measure ν on (X,X ), is said to be invariant with respect to the action A
of G (or simply, again when there is no ambiguity on the action A, G-invariant) if, for every complex
valued function f ∈ L1 (ν),∫
X
f (x) ν (dx) =
∫
X
f (A (g, x)) ν (dx) =
∫
X
f (g · x) ν (dx) ,
for every g ∈ G.
Now fix an action A of G on X, and consider a measurable function Z : X → C. We associate to Z
the function
(6) Z∗ : G×X → C : (g, x) 7→ Z∗ (g, x) = Z (A (g, x)) = Z (g · x) ,
which is of course G ⊗ X – measurable. For each fixed x ∈ X, we define the G – measurable function
(7) ZG [x] : G→ C : g 7→ Z∗ (g, x) ;
analogously, for each fixed g ∈ G, we note
(8) ZX [g] : X → C : x 7→ Z∗ (g, x) ,
which defines in turn a X -measurable mapping. If, for some fixed x ∈ X, the above introduced function
ZG [x] is an element of L2 (G), we set, for each [pi] ∈ Ĝ and g ∈ G,
(9) Zpi∗ (g, x) = EpiZG [x] (g) ,
where, by using Theorem 1 and (2),
(10) EpiZG [x] (g) = dpi
∫
G
χpi (h)ZG [x]
(
h−1g
)
dh = dpi
∫
G
χpi (h)Z
(
h−1g · x) dh, g ∈ G.
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As usual, we write e to indicate the identity element of the group G. If, for a measurable mapping
Z : X → C, ZG [x] ∈ L2 (G) for every x ∈ X, we introduce the two functions, defined respectively for a
fixed x ∈ X and for a fixed g ∈ G,
ZpiG [x] : G→ C : g 7→ Zpi∗ (g, x)(11)
ZpiX [g] : X → C : x 7→ Zpi∗ (g, x) ;
finally, for such a Z, we set
(12) Zpi (x) = ZpiX [e] (x) = Z
pi
∗ (e, x) = EpiZG [x] (e) = dpi
∫
G
χpi (g)Z
(
g−1 · x) dg, x ∈ X.
Note that, since A is a left action,
(13) ZpiX [g] (x) = Z
pi (g · x) , g ∈ G, x ∈ X.
Remark – If the function Z is such that ZG [x] ∈ L2 (G) for every x ∈ X, then the mapping
(g, x) 7→ Zpi∗ (g, x) is G ⊗ X – measurable. It follows that the two mappings ZpiG [x] and ZpiX [g] defined
in (11) are, respectively, G-measurable and X -measurable. In particular, the application x 7→ Zpi (x) (as
defined in (12)) is a X -measurable mapping.
The following result turns out to be the key tool of our analysis.
Theorem 2 Under the above notation and assumptions, fix an action A of the group G on X. Consider
moreover two measurable functions S,Z : X → C, such that for each x ∈ X, SG [x] , ZG [x] ∈ L2 (G).
Then,
1. for any [pi] , [σ] ∈ Ĝ such that [pi] 6= [σ], and for arbitrary points x1, x2 ∈ X, the following orthogo-
nality relation is satisfied:
(14) 〈SpiG [x1] , ZσG [x2]〉G = 0;
2. for every x ∈ X,
(15) ZG [x] =
∑
[pi]∈Ĝ
ZpiG [x] and SG [x] =
∑
[pi]∈Ĝ
SpiG [x] ,
where the convergence of the (possibly infinite) series takes place in L2 (G) , and for any x1, x2 ∈ X
(16) 〈SG [x1] , ZG [x2]〉G =
∑
[pi]∈Ĝ
〈SpiG [x1] , ZpiG [x2]〉G ,
with convergence in `2;
3. in addition to the previous assumptions, suppose there exists a G-invariant measure ν on (X,X ),
such that the functions Z∗ and S∗, defined according to (6), are elements of
L2 (G×X,G ⊗ X , dg × ν (dx)) := L2 (dg × ν (dx))
and also, for every g ∈ G, ZX [g] , SX [g] ∈ L2 (X,X , ν (dx)) := L2 (ν (dx)); then, for every [pi] ∈ Ĝ
and every g ∈ G, Zpi∗ , Spi∗ ∈ L2 (dg × ν (dx)), ZpiX [g] , SpiX [g] ∈ L2 (ν (dx)), and moreover
(17)
∫
X
SpiX [g] (x)ZσX [g] (x)ν (dx) = 0
for every [pi] , [σ] ∈ Ĝ, such that [pi] 6= [σ];
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4. under the assumptions and notation of point 3.,
(18) Z∗ =
∑
[pi]∈Ĝ
Zpi∗ and S∗ =
∑
[pi]∈Ĝ
Spi∗
where the series are orthogonal and convergent in L2 (dg × ν (dx)), and therefore
(19) 〈Z∗, S∗〉L2(dg×ν(dx)) =
∑
[pi]∈Ĝ
〈Zpi∗ , Spi∗ 〉L2(dg×ν(dx)) ;
5. under the assumptions and notation of point 3., for every g ∈ G,
(20) ZX [g] (x) =
∑
[pi]∈Ĝ
ZpiX [g] (x) and SX [g] (x) =
∑
[pi]∈Ĝ
SpiX [g] (x)
where the series are orthogonal and convergent in L2 (ν (dx)), and
(21) 〈ZX [g] , SX [g]〉L2(ν(dx)) =
∑
[pi]∈Ĝ
〈ZpiX [g] , SpiX [g]〉L2(ν(dx)) .
Remark – When G is finite, Ĝ is also finite (since |Ĝ| coincides with the number of conjugacy classes
in G). In this case, Theorem 2-2 gives a decomposition of the function Z : X → C. As a matter of fact,
for every x ∈ X,
(22) Z (x) =
∑
[pi]∈Ĝ
Zpi (x) ,
where the sum is finite, and on the right-hand side we use the notation introduced in (12).
Proof of Theorem 2. (1.) By definition, SpiG [x1] and Z
σ
G [x2] equal the orthogonal projections,
respectively of SG [x1] and ZG [x2], on the finite dimensional spaces Mpi and Mσ. Since, according to
Theorem 1-1, Mpi and Mσ are orthogonal in L2 (G), relation (14) follows.
(2.) Relation (15) is an immediate consequence of (4), whereas (16) is a standard formula of the Parseval-
Plancherel type.
(3.) Observe first that, by assumption,∫
X
[∫
G
|Z∗ (h, x)|2 dh
]
ν (dx) < +∞.
Moreover, we observe that, for every [pi] ∈ Ĝ, the continuous function |χpi| : G → R+ is bounded by a
constant αpi ∈ (0,+∞) (since G is compact), and therefore, thanks to the right invariance of the Haar
measure dh and Jensen inequality,∫
X
|ZpiX [g] (x)|2 ν (dx) = d2pi
∫
X
∣∣∣∣∫
G
χpi (h)Z∗
(
h−1g, x
)
dh
∣∣∣∣2 ν (dx)
≤ d2piα2pi
∫
X
[∫
G
∣∣Z∗ (h−1g, x)∣∣2 dh] ν (dx)
= d2piα
2
pi
∫
X
[∫
G
|Z∗ (h, x)|2 dh
]
ν (dx) < +∞.
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Also, ∫
G
∫
X
|Zpi∗ (g, x)|2 ν (dx) dg =
∫
G
∫
X
|ZpiG [g] (x)|2 ν (dx) dg
≤ d2piα2pi
∫
G
∫
X
[∫
G
|Z∗ (h, x)|2 dh
]
ν (dx) dg
= d2piα
2
pi
∫
X
[∫
G
|Z∗ (h, x)|2 dh
]
ν (dx) < +∞,
since
∫
G
dg = 1. It follows that Zpi∗ ∈ L2 (dg × ν (dx)) and ZpiX [g] ∈ L2 (ν (dx)) for any g ∈ G, and an
analogous conclusion holds for S. We may prove (17) by using an easy declination of the “averaging”
technique (see for instance [7, paragraph 4.2]). Indeed, for [pi] , [σ] ∈ Ĝ such that [pi] 6= [σ], thanks to
formula (13) and the G-invariance of ν,∫
X
SpiX [g] (x)ZσX [g] (x)ν (dx) =
∫
X
Spi (g · x)Zσ (g · x)ν (dx)
=
∫
G
∫
X
Spi (h · x)Zσ (h · x)ν (dx) dh
=
∫
X
[∫
G
Spi (h · x)Zσ (h · x)dh
]
ν (dx)
=
∫
X
〈SpiG [x] , ZσG [x]〉G ν (dx) = 0,
where we have used a standard Fubini theorem, as well as Theorem 2-1.
(4.) The first part derives immediately from points 1. and 2., as well as the fact that Z∗, S∗ ∈
L2 (dg × ν (dx)) by assumption. Formula (19) is again of the Parseval-Plancherel type.
(5.) Formula (20) derives from the elementary relation
∫
X
∣∣∣∣∣∣ZX [g] (x)−
∑
[pi]∈Ĝ
ZpiX [g] (x)
∣∣∣∣∣∣
2
ν (dx) =
∫
G
∫
X
∣∣∣∣∣∣Z∗ (h, x)−
∑
[pi]∈Ĝ
Zpi∗ (h, x)
∣∣∣∣∣∣
2
ν (dx) dh = 0,
where the first equality is due to the G-invariance of ν, and the second comes from point 4. Relation (21)
is straightforward. 
3 Decompositions of stochastic processes: general results
Let (Ω,F ,P) be a probability space, and let (Y,Y) be a measurable space. A Y -indexed stochastic
process Z is a F ⊗ Y-measurable application Z : Ω × Y → C : (ω, y) 7→ Z (ω, y) 2. To simplify some
arguments, we shall systematically suppose that the σ-field F contains the singletons, that is, {ω} ∈ F
for every ω ∈ Ω.
In this section, the product space Ω×Y will play roughly the same role as the space (X,X ) in Section
2. As a consequence, we shall sometimes use the compact notation
(23) Ω× Y = X0, F ⊗ Y = X0,
and write x0 to indicate the generic element (ω, y) of X0. Given a topological compact group G and an
action A of G on X0, for fixed y ∈ Y and g ∈ G, we write Z (g · y) to indicate the random variable
Ω 3 ω 7→ Z (g · (ω, y)) .
2We write Z (y), for fixed y ∈ Y , to indicate the random variable ω 7→ Z (ω, y).
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We say that the law of a family Z = {Zi : i ∈ I} of stochastic processes is invariant with respect
to the action A of G on X0 (or, simply, G-invariant) if, for every n ≥ 1 and every continuous, bounded
function f on Cn
E [f (Zi1 (y1) , ..., Zin (yn))] = E [f (Zi1 (g · y1) , ..., Zin (g · yn))]
for every g ∈ G, every (y1, ..., yn) ∈ Y n, and every (i1, ..., in) ∈ In.
Remark – Every action A′ of G on Y always defines an action A on X0, through the relation: for
every x0 = (ω, y) ∈ X0,
(24) A (g, x0) = g · x0 = (ω,A′ (g, y)) .
Analogously, every action A′ of G on Ω defines an action A on X0: for every x0 = (ω, y) ∈ X0,
(25) A (g, x0) = g · x0 =
(
A′ (g, ω) , y
)
;
note that, if A has the form (24) and Y is homogeneous, then every Y -indexed process Z with a
G-invariant law is also stationary, in the sense that Z (y) law= Z (y′) for every y, y′ ∈ Y .
In the sequel, whenever it is given an action A′ : (g, y) 7→ g ·y of G on Y , we will write g ·x0, x0 ∈ X0,
to indicate the image of the action A on X0 defined in (24); a similar convention, based on (25), holds
for actions A′ on Ω. Moreover, we will systematically work under the following assumption.
Assumption A – Every Y -indexed stochastic process Z considered in the following (not necessarily
with a G-invariant law) is such that, for every x0 = (ω, y) ∈ Ω× Y , the mapping
g 7→ Z (g · x0)
is an element of L2 (G).
Remark – Assumption A can be relaxed in several directions: for instance, at the cost of some
heavier notation, most of the subsequent results can be immediately extended to stochastic processes Z
such that, for every fixed y ∈ Y , the mapping g 7→ Z (g · y) is in L2 (G) a.s.-P. Note that when G is
finite Assumption A becomes immaterial.
Now fix an action A of G on X0. To every Y -indexed stochastic process Z we associate: the mapping
Z∗ : G ×X0 7→ C, according to (6), and the mappings ZG [x0] : G 7→ C and ZX0 [g] : X0 7→ C as given,
respectively, by (7) for fixed x0 = (ω, y) ∈ X0, and by (8) for fixed g ∈ G. Analogously, for every [pi] ∈ Ĝ,
the mapping Zpi∗ : G×X0 7→ C, is defined according to (9), whereas, for fixed x0 ∈ X0 and for fixed g ∈ G,
respectively, ZpiG [x0] : G 7→ C and ZpiX0 [g] : X0 7→ C, are defined through (11). Finally, the mapping
Zpi : X0 7→ C is given by (12).
Proposition 3 Under the above notation and assumptions:
1. for every fixed x0 ∈ X0 and for every [pi] ∈ Ĝ, ZG [x0] and ZpiG [x0] are (G,G)-measurable functions;
2. for every fixed g ∈ G and for every [pi] ∈ Ĝ, ZX0 [g] and ZpiX0 [g] are Y -indexed stochastic processes;
3. if Z has a G-invariant law the following three statements hold: (3-i) for every g ∈ G, the law of
ZX0 [g] is G-invariant and equal to the law of Z; (3-ii) for every [pi] ∈ Ĝ and g ∈ G, the law of ZpiX0 [g]
is G-invariant and equal to the law of Zpi; (3-iii) the set of stochastic processes
{
Z,Zpi : [pi] ∈ Ĝ
}
has a G-invariant law.
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Proof. Points 1. and 2. are straightforward. Point (3-i) derives immediately from the relation: for
every x0 ∈ X0
ZX0 [g] (h · x0) = Z (gh · x0) , ∀h ∈ G,
and the fact that the law of Z is G-invariant. To prove point (3-ii), we can first use the invariance
properties of dg, as well as the fact that χpi (·) is central for every [pi] ∈ Ĝ, to obtain that for any h ∈ G
Zpi (h · x) =
∫
G
Z (gh · x)χpi
(
g−1
)
dg =
∫
G
Z (g · x)χpi
(
hg−1
)
dg(26)
=
∫
G
Z (g · x)χpi
(
g−1h
)
dg =
∫
G
Z (h · (g · x))χpi
(
g−1
)
dg
=
∫
G
ZX [h] (g · x)χpi
(
g−1
)
dg,
from which deduce that Zpi has a G-invariant law since, thanks to point (3-i), ZX [h] has the same law
as Z. To conclude, just use relation (13), and again point (3-i) applied to the process Zpi. Point (3-iii)
derives immediately from formula (26).
The following result translates the first part of Theorem 2 into the context of this section. It shows,
in particular, that any G-invariant stochastic process admits a pointwise L2-decomposition in terms of
simpler G-invariant stochastic processes, indexed by the elements of Ĝ.
Theorem 4 Let the above notation prevail, and consider an action A of G on X0 = Ω× Y . Let S and
Z be two Y -indexed stochastic processes verifying Assumption A, and fix [pi] , [σ] ∈ Ĝ such that [pi] 6= [σ].
Then,
1. for any (ω1, y1) , (ω2, y2) ∈ X0, 〈SpiG [(ω1, y1)] , ZσG [(ω2, y2)]〉G = 0;
2. if, for some y1, y2 ∈ Y , S (y1) , Z (y2) ∈ L2 (P), then Spi (y1) , Zσ (y2) ∈ L2 (P);
3. if the vector (S,Z) has a G-invariant law and S (y1) , Z (y2) ∈ L2 (P), then
(27) E
[
Spi (y1)Zσ (y2)
]
= 0;
4. if S has a G-invariant law and S (y1) ∈ L2 (P), then
(28) S (y1) =
∑
[pi]∈Ĝ
Spi (y1) ,
where the series on the right hand side is orthogonal and convergent in L2 (P).
Proof. Point 1. is a direct consequence of Theorem 2-1, whereas point 2. derives from the inequality
E
[
|Spi (y1)|2
]
= d2pi
∫
Ω
P (dω)
∣∣∣∣∫
G
χpi (g)S
(
g−1 · (ω, y1)
)
dg
∣∣∣∣2
≤ d2piα2pi
∫
Ω
P (dω)
∫
G
∣∣S (g−1 · (ω, y1))∣∣2 dg
= d2piα
2
pi
∫
G
E
[∣∣S (g−1 · y1)∣∣2] dg = d2piα2piE [|S (y1)|2] < +∞,
and a similar calculation for Zpi. To see point 3., just write, due to the G-invariance of (S,Z) and the
fact that
∫
G
dg = 1,
E
[
Spi (y1)Zσ (y2)
]
=
∫
G
E
[
Spi (g · y1)Zσ (g · y2)
]
dg
=
∫
Ω
{∫
G
Spi [(ω, y1)] (g)Zσ [(ω, y2)] (g)dg
}
P (dω)
=
∫
Ω
〈SpiG [(ω, y1)] , ZσG [(ω, y2)]〉G P (dω) = 0,
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where we have used a Fubini theorem, as well as point 1., with ω1 = ω2 = ω. To prove point 4., let
[pi (i)], i = 1, 2, ..., be an enumeration of the elements of Ĝ, and observe that, according to (15), for every
x0 = (ω, y1) ∈ X0
lim
N→+∞
∫
G
∣∣∣∣∣SG [x0] (g)−
N∑
i=1
S
pi(i)
G [x0] (g)
∣∣∣∣∣
2
dg = 0,
and also, thanks to (16),
∫
G
∣∣∣∣∣SG [x0] (g)−
N∑
i=1
S
pi(i)
G [x0] (g)
∣∣∣∣∣
2
dg =
∫
G
∣∣∣∣∣
∞∑
i=N+1
S
pi(i)
G [x0] (g)
∣∣∣∣∣
2
dg ≤
∫
G
|SG [x0] (g)|2 dg.
Now observe that, for fixed y1 ∈ Y , the random variable ω 7→
∫
G
|S (g · (ω, y1))|2 dg is in L1 (P), since,
due to the G-invariance of the law of S,∫
Ω
[∫
G
|S (g · (ω, y1))|2 dg
]
P (dω) =
∫
G
E
[
|S (g · y1)|2
]
dg = E
[
|S (y1)|2
]
< +∞.
Finally, according to Proposition 3-3-iii, the class
{
S, Spi : [pi] ∈ Ĝ
}
has a G-invariant law, and therefore
E
∣∣∣∣∣S (y1)−
N∑
i=1
Spi(i) (y1)
∣∣∣∣∣
2
 = ∫
G
E
∣∣∣∣∣S (g · y1)−
N∑
i=1
Spi(i) (g · y1)
∣∣∣∣∣
2
 dg
= E
∫
G
∣∣∣∣∣SG [x0] (g)−
N∑
i=1
S
pi(i)
G [x0] (g)
∣∣∣∣∣
2
dg
 →
N→+∞
0,
due to an application of the dominated convergence theorem.
When G is finite, formula (28) holds even if the law of S is not G-invariant (but, in this case, the
series is not necessarily orthogonal in L2 (P)). We now apply Theorem 2 to further characterize actions
of the specific form (24). Observe that the following Theorem applies to processes whose laws are not
necessarily G-invariant.
Theorem 5 Let the action A : G × X0 7→ X0 be such that, ∀ (ω, y) ∈ X0, A (g, (ω, y)) = (ω,A′ (g, y)),
where A′ is an action on (Y,Y). Consider moreover two Y -indexed stochastic processes S,Z (not nec-
essarily with G-invariant laws), as well as a σ-finite positive measure µ on (Y,Y), which is invari-
ant with respect to the action A′ of G on Y . Suppose that, for every fixed ω∗ ∈ Ω, the applications
(g, y) 7→ Z (ω∗, A′ (g, y)) and (g, y) 7→ S (ω∗, A′ (g, y)) are elements of L2 (dg × µ (dy)), and also that,
for every fixed (ω∗, g∗) ∈ Ω × G, the mappings y 7→ Z (ω∗, A′ (g∗, y)) and y 7→ S (ω∗, A′ (g∗, y)) are in
L2 (µ (dy)). Then,
1. for every fixed (ω∗, g∗) ∈ Ω×G, and for every [pi] , [σ] ∈ Ĝ such that [pi] 6= [σ],
(29)
∫
Y
SpiX0 [g
∗] (ω∗, y)ZσX0 [g
∗] (ω∗, y)µ (dy) = 0;
2. for every fixed ω∗ ∈ Ω,
(30) S (ω∗, y) =
∑
[pi]∈Ĝ
Spi (ω∗, y) and Z (ω∗, y) =
∑
[pi]∈Ĝ
Zpi (ω∗, y) ,
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where the two series are orthogonal and convergent in L2 (µ (dy)), and therefore
(31) 〈S (ω∗, ·) , Z (ω∗, ·)〉L2(µ(dy)) =
∑
[pi]∈Ĝ
〈Spi (ω∗, ·) , Zpi (ω∗, ·)〉L2(µ(dy)) ;
3. if moreover Z (ω, y) ∈ L2 (P (dω)× µ (dy)), then,
Zpi (ω, y) ∈ L2 (P (dω)× µ (dy)) , for every [pi] ∈ Ĝ,
and
(32) Z (ω, y) =
∑
[pi]∈Ĝ
Zpi (ω, y) ,
where the series is orthogonal and convergent in L2 (P (dω)× µ (dy)).
Proof. (1.) For every ω∗ ∈ Ω, the measure ν∗ on (X0,X0) = (Ω× Y,F ⊗ Y), defined by ν∗ (dω, dy) =
δω∗ (dω)×µ (dy), where δω∗ is the Dirac mass at ω∗, is invariant with respect to the action A of G on X0.
Moreover, it is easily seen that the assumptions in the statement imply that ν∗ satisfies all the hypotheses
of Theorem 2-3, so that formula (29) follows immediately, by observing that, for every g ∈ G,∫
Y
SpiX0 [g] (ω
∗, y)ZσX0 [g] (ω
∗, y)µ (dy) =
∫
X0
SpiX0 [g] (x0)Z
σ
X0
[g] (x0)ν∗ (dx0) .
(2.) This is a direct consequence of Theorem 2-5 (in the case g = e).
(3.) First observe that Zpi (ω, y) ∈ L2 (P (dω)× µ (dy)), since, thanks to the G-invariance of µ,
E
[∫
Y
|Zpi (y)|2 µ (dy)
]
≤ d2piα2pi
∫
Y
µ (dy)
∫
Ω
P (dω)
∫
G
dg
∣∣Z (ω, g−1 · y)∣∣2
= d2piα
2
pi
∫
G
∫
Y
E
[∣∣Z (g−1 · y)∣∣2]µ (dy) dg
= d2piα
2
pi
∫
Y
E
[
|Z (y)|2
]
µ (dy) < +∞.
The rest of the proof is similar to the proof of Theorem 3-4. Let indeed [pi (i)], i = 1, 2, ..., be an
enumeration of Ĝ, and observe that Theorem 2-4 (formula (18)) implies that, for every ω∗ ∈ Ω,
lim
N→+∞
∫
Y
∫
G
∣∣∣∣∣Z (ω∗, g · y)−
N∑
i=1
Zpi(i) (ω∗, g · y)
∣∣∣∣∣
2
dgµ (dy)
= lim
N→+∞
∫
X0
∫
G
∣∣∣∣∣Z (g · x0)−
N∑
i=1
Zpi(i) (g · x0)
∣∣∣∣∣
2
dgν∗ (dx0) = 0,
and (19) yields also
∫
Y
∫
G
∣∣∣∣∣Z (ω∗, g · y)−
N∑
i=1
Zpi(i) (ω∗, g · y)
∣∣∣∣∣
2
dgµ (dy) ≤
∫
Y
∫
G
|Z (g · y)|2 dgµ (dy)
=
∫
Y
|Z (y)|2 µ (dy) ∈ L1 (P) ,
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since Z ∈ L2 (P (dω)× µ (dy)) by assumption. Since µ is G-invariant, and by dominated convergence,
E
∫
Y
∣∣∣∣∣Z (y)−
N∑
i=1
Zpi(i) (y)
∣∣∣∣∣
2
µ (dy)
 = ∫
G
E
∫
Y
∣∣∣∣∣Z (g · y)−
N∑
i=1
Zpi(i) (g · y)
∣∣∣∣∣
2
µ (dy)
 dg
= E
∫
Y
∫
G
∣∣∣∣∣Z (g · y)−
N∑
i=1
Zpi(i) (g · y)
∣∣∣∣∣
2
dgµ (dy)
 →
N→+∞
0.
4 Applications to Gaussian processes
4.1 Decomposition of real-valued Gaussian processes
Keep the previous notation and assumptions (in particular, Assumption A holds throughout the fol-
lowing). In this paragraph, we apply the above established results to the case of a two-dimensional
real-valued Gaussian process of the type
(Z1, Z2) : Ω× Y → R2 : (ω, y) 7→ (Z1 (ω, y) , Z2 (ω, y))
with a covariance structure given by
(33) Ri,j (y1, y2) = E [Zi (y1)Zj (y2)] , i, j = 1, 2, y1, y2 ∈ Y .
Note that our definition of two-dimensional Gaussian process also covers the case Z1 = Z2. In this
paragraph, we will consider exclusively actions of the type (24), where A′ is an action of the topological
compact group G on Y . Note that, under such assumptions, (Z1, Z2) has a G-invariant law if, and only
if,
(34) Ri,j (g · y1, g · y2) = Ri,j (y1, y2) , for every g ∈ G, i, j = 1, 2, and y1, y2 ∈ Y.
When the function Ri,j satisfies (34), we say that Ri,j is a G-invariant covariance function.
In the sequel, the Cartesian product G×G = G2 is systematically endowed with the product group
structure, as described e.g. in [19, Section 3.2]. The generic element of G2 is noted (g1, g2); G2 is again a
topological and compact group, with Haar measure given by dg1× dg2. Recall (see again [19, Section 1.5
and 3.2]) that [ρ] ∈ Ĝ2 if, and only if, [ρ] = [pi1]⊗ [pi2], where ([pi1] , [pi2]) ∈ Ĝ× Ĝ, and ⊗ stands for the
(tensor) product between representations. The following assumption will hold for the rest of the section.
Assumption B – For every two-dimensional Gaussian process (Z1, Z2) considered in the sequel, and
for every fixed y1, y2 ∈ Y , the application
(35) (Ri,j)G2 [y1, y2] : G×G→ R : (g1, g2) 7→ Ri,j (g1 · y1, g2 · y2)
(see (34), and observe that (35) is consistent with the notation introduced in (7)) is an element of L2
(
G2
)
,
for every i, j = 1, 2.
Again, if G is finite, Assumption B is redundant. Given Ĝ2 3 [ρ] = [pi1] ⊗ [pi2], we define, for fixed
y1, y2 ∈ Y ,
(36) (Ri,j)
ρ
G2 [y1, y2] = (Ri,j)
pi1⊗pi2
G2 [y1, y2]
according to (11). The following result, which is a consequence of Theorem 4, will lead to a very general
version of Watson’s duplication identity.
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Proposition 6 Let (Z1, Z2) be a two dimensional real-valued Gaussian process with a G-invariant law.
Then,
1. the collection of (possibly complex-valued) stochastic processes {Z1, Z2, Zpi1 , Zσ2 : [pi] , [σ] ∈ Ĝ} is
jointly Gaussian;
2. for every [pi] , [σ] ∈ Ĝ such that [pi] 6= [σ] and χpi is real valued, the two processes Zpii and Zσj are
independent for every i, j = 1, 2;
3. for every [pi] , [σ] as at point 2., (Ri,j)
pi⊗σ
G2 [y1, y2] = 0, for every i, j = 1, 2;
4. for i = 1, 2, Zi (y) =
∑
[pi]∈Ĝ Z
pi
i (y) in L
2 (P).
Proof. Point 1. is immediate, since the action A of G on X0 has the form (24). Since χpi is
real-valued, Zpii is also real-valued, and moreover, for every y1, y2 ∈ Y , according to Theorem 4-3,
E
[
Zpii (y1)Zσj (y2)
]
= 0, thus implying that Zpii (y1) is independent of both the real and imaginary parts
of Zσj (y2). This concludes the proof of point 2. To see point 3., just write, for h1, h2 ∈ G
(Ri,j)
pi⊗σ
G2 [y1, y2] (h1, h2) =
∫
G
dg1
∫
G
dg2χpi (g1)χσ (g2) (Ri,j)G2 [y1, y2]
(
g−11 h1, g
−1
2 h2
)
= E
[
Zpii (h1 · y1)Zσj (h2 · y2)
]
= 0,
due to point 2.. Point 4. comes immediately from Theorem 4-4.
Of course, point 1. of Proposition 3 still holds when the law of the Gaussian process (Z1, Z2) is not
G-invariant. The combination of Theorem 5 and Proposition 6 yields immediately the following
Proposition 7 Let G be such that χpi is real-valued for every [pi] ∈ Ĝ. Let (Z1, Z2) be a two dimensional
real-valued Gaussian process with a G-invariant law, and consider a G-invariant, σ-finite and positive
measure µ on (Y,Y). Suppose that, for any fixed ω∗ ∈ Ω and i = 1, 2, the mapping (g, y) 7→ Zi (ω∗, g · y)
is in L2 (dg × µ (dy)), and also that, for every fixed (ω∗, g∗) ∈ Ω×G, the mapping y 7→ Zi (ω∗, g∗ · y) is
an element of L2 (µ (dy)). Then, for every i, j = 1, 2,
1. the Gaussian processes Zpii (ω, y) and Z
σ
j (ω, y) are independent for every [pi] 6= [σ], and orthogonal
in L2 (µ (dy)) for every ω ∈ Ω;
2. for every [pi] ∈ Ĝ,
(37) E
[
Zpii (y1)Z
pi
j (y2)
]
= (Ri,j)
pi⊗pi
G2 [y1, y2] (e, e) = R
pi⊗pi
i,j (y1, y2) ;
3. Zi (ω, y) =
∑
[pi]∈Ĝ Z
pi
i (ω, y) both in L
2 (µ (dy)) for every ω ∈ Ω and in L2 (P (dω)× µ (dy));
4. for every λ ∈ R,
(38) E
[
exp
(
iλ
∫
Y
Zi (y)Zj (y)µ (dy)
)]
=
∏
[pi]∈Ĝ
E
[
exp
(
iλ
∫
Y
Zpii (y)Z
pi
j (y)µ (dy)
)]
Example (A group-theoretic proof of the (polarized) Watson’s identity) – As a first illustration
of our techniques, we shall obtain a class of identities in law – between functionals of two correlated
Brownian bridges – extending Watson’s identity (1). Our method of proof, which is directly based on the
discussion contained in this paragraph, generalizes the simple proof of (1) given by the second author in
[14], and will motivate the content of the subsequent section. To this end, we consider a two-dimensional
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Brownian bridge b = {b1 (t) , b2 (t) : t ∈ [0, 1]} with correlation parameter equal to ρ ∈ [0, 1]. This means
that b is a two-dimensional, real-valued Gaussian process such that, for every s, t ∈ [0, 1], E [bi (s) bi (t)] =
s ∧ t − st, i = 1, 2, and E [b1 (s) b2 (t)] = ρ × (s ∧ t− st). By b∗ = {b∗1 (t) , b∗2 (t) : t ∈ [0, 1]}, we denote
an independent copy of b, and we also write, for i = 1, 2 and t ∈ [0, 1],
(39) vi (t) = bi (t)−
∫ 1
0
bi (s) ds and v∗i (t) = b∗i (t)−
∫ 1
0
b∗i (s) ds.
Now consider the group G = {e, g} ' Z/2Z, where e stands again for the identity element. It is plain (see
e.g. [19, Chapter 2]) that in this case Ĝ = {[piu] , [pia]}, where [piu] and [pia] are the equivalence classes,
respectively of the unity and of the alternating representation; in particular, χpiu (e) = χpiu (g) = 1, and
χpia (e) = 1 = −χpia (g). We fix the following elementary action of G on [0, 1]: e · t = t and g · t = 1− t,
∀t ∈ [0, 1]. It is well known that b, and therefore the vector (v1, v2), has a G-invariant law, so that the
content of Proposition 6 can be directly applied. To do this, we first set, according to (12) and for i = 1, 2
and t ∈ [0, 1], and since dpiu = dpia = 1,
vpiui (t) =
dpiu
|G|
{
χpiu (e) vi
(
e−1 · t)+ χpiu (g) vi (g−1 · x)} = 12 (bi (t) + bi (1− t))−
∫ 1
0
bi (s) ds
=
1
2
(bi (t) + bi (1− t))− 12
∫ 1
0
(bi (s) + bi (1− s)) ds
vpiai (t) =
dpia
|G|
{
χpia (e) vi
(
e−1 · t)+ χpia (g) vi (g−1 · x)} = 12 (bi (t)− bi (1− t)) ,
and an analogous definition holds for vpiu∗i and v
pia
∗i , i = 1, 2. Now observe that Proposition 6-2 (in the
case (Z1, Z2) = (v1, v2)) implies that, for any i, j = 1, 2, the two processes vpiui and v
pia
j are independent.
Moreover, the restriction of Lebesgue measure to [0, 1] is trivially G-invariant, so that all assumptions of
Proposition 7 are satisfied (again with (Z1, Z2) = (v1, v2) and µ equal to Lebesgue measure) and therefore∫ 1
0
v1 (t) v2 (t) dt
law=
∫ 1
0
vpiu1 (t) v
piu
2 (t) dt+
∫ 1
0
vpia∗1 (t) v
pia
∗2 (t) dt
=
1
4
∫ 1
0
(
b1 (t) + b1 (1− t)−
∫ 1
0
(b1 (s) + b1 (1− s)) ds
)
×
×
(
b2 (t) + b2 (1− t)−
∫ 1
0
(b2 (s) + b2 (1− s)) ds
)
dt
+
1
4
∫ 1
0
(b∗1 (t)− b∗1 (1− t)) (b∗2 (t)− b∗2 (1− t)) dt.
Next, consider a correlated two-dimensional standard Brownian motion W = {W1 (t) ,W2 (t) : t ∈ [0, 1]}
with correlation ρ,3 and independent of b. Routine computations show the following identities in law:
{b1 (t) + b1 (1− t) , b2 (t) + b2 (1− t) : t ∈ [0, 1/2]} law= {W1 (2t) ,W2 (2t) : t ∈ [0, 1/2]}
{b1 (t)− b1 (1− t) , b2 (t)− b2 (1− t) : t ∈ [0, 1/2]} law= {b1 (2t) , b2 (2t) : t ∈ [0, 1/2]} ,
implying that∫ 1
0
v1 (t) v2 (t)
law=
1
4
∫ 1
0
(
W1 (t)−
∫ 1
0
W1 (s) ds
)(
W2 (t)−
∫ 1
0
W2 (s) ds
)
dt+
1
4
∫ 1
0
b1 (t) b2 (t) dt.
We eventually use some standard arguments (see e.g. [2, Lemma 2]) to prove that∫ 1
0
(
W1 (t)−
∫ 1
0
W1 (s) ds
)(
W2 (t)−
∫ 1
0
W2 (s) ds
)
dt
law=
∫ 1
0
b1 (t) b2 (t) dt
3That is, W is a two-dimensional Gaussian process such that, for i = 1, 2 and s, t ∈ [0, 1], E [Wi (s)Wi (t)] = s ∧ t and
E [W1 (s)W2 (t)] = ρ× (s ∧ t).
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and therefore∫ 1
0
(
b1 (t)−
∫ 1
0
b1 (s) ds
)(
b2 (t)−
∫ 1
0
b2 (s) ds
)
dt
law=
1
4
∫ 1
0
(b1 (t) b2 (t) + b∗1 (t) b∗2 (t)) dt
(Watson’s identity (1) can be obtained by setting ρ = 1).
Remark – By using e.g. [2, Proposition 2], we obtain that, for λ > 0 sufficiently small and ρ ∈ [0, 1]
E
[
exp
(
λ2
∫ 1
0
(
b1 (t)−
∫ 1
0
b1 (s) ds
)(
b2 (t)−
∫ 1
0
b2 (s) ds
)
dt
)]
=
(λ/2)2
√
1− ρ2
sin λ2
√
1 + ρ sinh λ2
√
1− ρ
Note that the G-invariant process (v1, v2), introduced in formula (39) of the previous example, has
the remarkable property that
(40)
∫ 1
0
vpiu1 (t) v
piu
2 (t) dt
law=
∫ 1
0
vpia∗1 (t) v
pia
∗2 (t) dt.
In the next paragraph we shall establish necessary and sufficient conditions to ensure that, in the case
of a finite G, a G-invariant Gaussian process (Z1, Z2) (with some special structure) is such that
(41)
∫
Y
Zpi1 (y)Z
pi
2 (y)µ (dy)
law=
∫
Y
Zσ1 (y)Z
σ
2 (y)µ (dy) , for every [pi] , [σ] ∈ Ĝ.
In the sequel, an identity such as (41) will be called a Watson’s type relation.
4.2 Watson’s type relations for Volterra processes
Throughout this section, G stands for a finite group such that the character χpi (·) is real-valued for
every [pi] ∈ Ĝ. To simplify some technical points of our discussion (in particular, to apply several crucial
properties of multiple Wiener-Itoˆ integrals) we will consider a two-dimensional, real-valued Gaussian
process (Z1, Z2) such that its components are correlated Volterra processes. To define such objects, take
a measurable space (T, T , τ), where τ is positive, σ-finite and non-atomic, and write L2R (dτ) to indicate
the Hilbert space of real-valued, square-integrable functions with respect to τ . In what follows, we will
write
(42) X =
{
X (f) : f ∈ L2R (dτ)
}
to indicate an isonormal Gaussian process (or a Gaussian measure) on L2R (dτ). This means that
X is a centered Gaussian family indexed by the elements of L2R (dτ), defined on some probability space
(Ω,F ,P) and such that, for every f1, f2 ∈ L2R (dτ),
E (X (f1)X (f2)) =
∫
T
f1 (t) f2 (t) τ (dt) .
Now fix a measurable space (Y,Y). A two-dimensional Gaussian process {(Z1 (y) , Z2 (y)) : y ∈ Y } is
called a correlated (generalized) Volterra process, with respect to X and with parameter ρ ∈ [0, 1],
if there exist two Y ⊗ T - measurable applications
Y × T → R : (y, t) 7→ φi (y, t) , i = 1, 2,
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such that: (a) for every y ∈ Y the application t 7→ φi (y, t) is an element of L2R (dτ), (b) a.s. – P,
(43) Zi (y) = X (φi (y, ·)) , i = 1, 2,
and (c) for every y1, y2 ∈ Y and by using the notation introduced in (33),
R1,1 (y1, y2) = R2,2 (y1, y2) and(44)
R1,2 (y1, y2) = R2,1 (y1, y2) = ρR1,1 (y1, y2) .
Note that, if ρ = 1, then Z1 (y) = Z2 (y) p.s.-P, ∀y ∈ Y ; moreover, the covariance structure of a
Gaussian process (Z1, Z2) of the type (43) may be rewritten as
(45) Ri,j (y1, y2) = E [Zi (y1)Zj (y2)] =
∫
T
φi (y1, t)φj (y2, t) τ (dt) , i, j = 1, 2;
as a consequence, in view of (44) and (45), and given an action g ·y of G on Y , (Z1, Z2) has a G-invariant
law if, and only if, for i equal to 1 or 2,
(46)
∫
T
φi (g · y1, t)φi (g · y2, t) τ (dt) =
∫
T
φi (y1, t)φi (y2, t) τ (dt) ,
for every y1, y2 ∈ Y and every g ∈ G. In the sequel, to simplify the notation, we will write
(47) R1,1 (·, ·) = R2,2 (·, ·) = R (·, ·) .
We now fix an action g · y of G on Y , as well as a G-invariant, positive and σ-finite measure µ on
(Y,Y). For every real-valued Φ,Ψ ∈ L2 (Y 2,Y2, dµ× dµ) := L2 (dµ× dµ), we define, for y1, y2 ∈ Y ,
(i)
[
Φ⊗(1) Φ
]
(y1, y2) = Φ (y1, y2);
(ii)
[
Φ⊗(2) Ψ
]
(y1, y2) =
∫
Y
Φ (y1, x) Ψ (y2, x)µ (dx);
(iii) ∀p ≥ 3, [Φ⊗(p) Φ] (y1, y2) = [[Φ⊗(p−1) Φ]⊗(2) Φ] (y1, y2) ;
Observe that, if Φ ∈ L2 (dµ× dµ), then the application y 7→ [Φ⊗(p) Φ] (y, y) is an element of
L1 (Y,Y, dµ) for every p ≥ 2. Finally, for ρ ∈ [0, 1] as above, we introduce the following set of real
constants
K (1, ρ) = 2ρ
K (n, ρ) = 2
n
2−1∑
j=0
(
n− 1
2j
)
ρ2j + 2
n
2−1∑
j=0
(
n− 1
2j + 1
)
ρ2j+2, n even, n ≥ 2,(48)
K (n, ρ) = 2
n−1
2∑
j=0
(
n− 1
2j
)
ρ2j+1 + 2
n−3
2∑
j=0
(
n− 1
2j + 1
)
ρ2j+1, n odd, n ≥ 3.
Note that K (n, 1) = 2n for every n ≥ 1, K (2p, ρ) > 0 for every p ≥ 1, and, for p ≥ 0, K (2p+ 1, ρ) = 0
if, and only if, ρ = 0 (since ρ is real). In the next result, under some additional integrability assumptions,
we state necessary and sufficient conditions to have that property (41) is satisfied.
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Theorem 8 Consider a finite group G such that χpi (·) ∈ R, for every [pi] ∈ Ĝ. Let the process (Z1, Z2)
be a correlated Volterra process of the type (43), for some correlation coefficient ρ ∈ [0, 1], and assume
(Z1, Z2) has a G-invariant law. Let also µ (·) be a G-invariant, positive measure satisfying the assumptions
of Proposition 7, and suppose moreover
(49) E
(∫
Y
Z1 (y)
2
µ (dy)
)
=
∫
Y
∫
T
φ1 (y, t)
2
µ (dy) τ (dt) =
∫
Y
R (y, y)µ (dy) < +∞.
Then,
1. the covariance functions R and Rpi⊗pi, defined respectively according to (47) and (37), for [pi] ∈ Ĝ,
satisfy
(50)
∫
Y
∫
Y
R (x, y)2 µ (dx)µ (dy) < +∞ and
∫
Y
∫
Y
Rpi⊗pi (x, y)2 µ (dx)µ (dy) < +∞;
2. the random variables ∫
Y
Zpi1 (y)Z
pi
2 (y)µ (dy) , [pi] ∈ Ĝ,
are stochastically independent;
3. for every [pi] ∈ Ĝ, the process (Zpi1 , Zpi2 ) is a correlated Volterra process, with parameter ρ;
4. the following three conditions are equivalent: (i) for every [pi] , [σ] ∈ Ĝ,
(51)
∫
Y
Zpi1 (y)Z
pi
2 (y)µ (dy)
law=
∫
Y
Zσ1 (y)Z
σ
2 (y)µ (dy) ,
(ii) for every [pi] ∈ Ĝ and every n ≥ 1
(52) K (n, ρ)
∫
Y
[
Rpi⊗pi ⊗(n) Rpi⊗pi
]
(y, y)µ (dy) =
K (n, ρ)
| Ĝ |
∫
Y
[
R⊗(n) R
]
(y, y)µ (dy) ,
(iii) for every [pi] ∈ Ĝ and every n ≥ 1
(53) K (n, ρ)
∫
Y
[
Rpi⊗pi ⊗(n) Rpi⊗pi
]
(y, y)µ (dy) = K (n, ρ)
∫
Y
[
Rσ⊗σ ⊗(n) Rσ⊗σ
]
(y, y)µ (dy) .
Remarks – (i) In view of (45), both formulae (52) and (53) can be immediately reformulated in
terms of the kernels φ1 and φ2.
(ii) The role of the constants K (n, ρ) in (52) and (53) is immaterial for ρ 6= 0, or for n even and
ρ ∈ [0, 1].
Before proving Theorem 8, we state some interesting consequences of Theorem 8-4.
Proposition 9 Let G = {e, g} ' Z/2Z, where e stands for the identity element. Keep the assumptions
and the notation of Theorem 8, and suppose moreover that ρ 6= 0. Then, condition (51) is verified if, and
only if, for every n ≥ 1 ∫
Y
[
R⊗(n) R
]
(y, g · y)µ (dy) = 0.
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Proof. As already pointed out, in this case Ĝ = {[piu] , [pia]}, where [piu] and [pia] are the equivalence
classes of the unity and of the alternating representation. Moreover, due to Theorem 8 and the fact that
K (n, ρ) 6= 0, we know that (51) holds if, and only if,
(54)
∫
Y
[
Rpiu⊗piu ⊗(n) Rpiu⊗piu
]
(y, y)µ (dy) =
1
2
∫
Y
[
R⊗(n) R
]
(y, y)µ (dy) ,
for any n ≥ 1, where
Rpiu⊗piu (y1, y2) =
1
4
(R (e · y1, e · y2) +R (g · y1, e · y2) +R (e · y1, g · y2) +R (g · y1, g · y2))
=
1
2
(R (y1, y2) +R (y1, g · y2)) ,
due to the G-invariance of the law of (Z1, Z2). Finally, since µ is also G-invariant, one can easily prove
that, for n ≥ 1,∫
Y
[
Rpiu⊗piu ⊗(n) Rpiu⊗piu
]
(y, y)µ (dy) =
1
2
∫
Y
[
R⊗(n) R
]
(y, y)µ (dy) +
1
2
∫
Y
[
R⊗(n) R
]
(y, g · y)µ (dy) ,
thus yielding, via (54), the desired conclusion.
Remark – The process (v1, v2) defined in formula (39) of the previous section can be represented as
as a correlated Volterra process, with parameter ρ ∈ [0, 1] and covariance structure
E [v1 (s) v1 (t)] = E [v2 (s) v2 (t)] = Rv (s, t) = s ∧ t− s+ t2 +
(s− t)2
2
+
1
12
(55)
E [v1 (s) v2 (t)] = E [v2 (s) v1 (t)] = ρRv (s, t) ,
where s, t ∈ [0, 1]. Moreover, its law is G-invariant, where G = Z/2Z. Since (40) holds, we deduce from
Corollary 9 that for every n ≥ 1 ∫ 1
0
[
Rv ⊗(n) Rv
]
(t, 1− t) dt = 0.
The next result, which is again a consequence of Theorem 8, is very useful to deal with multiparameter
processes.
Proposition 10 Fix d ≥ 2. Let (Y (i),Y(i), µ(i)), i = 1, ..., d, be a collection of measure spaces, with µ(i)
positive and σ-finite, and let G(i), ..., G(d) be finite groups with real-valued characters, such that, for each
i = 1, ..., d, an action gi · yi of Gi on Yi is well defined. We note
Y = Y (1) × · · · × Y (d) , G = G(1) × · · · ×G(d),
µ = µ(1) × · · · × µ(d)
and we endow G with the product group structure (see [19, Section 3.2]). Let also {(Z1 (y) , Z2 (y)) : y ∈ Y }
be a correlated Volterra process with parameter ρ ∈ [0, 1], such that, for every y = (y1, ..., yd) and
x = (x1, ..., xd) in Y
E [Z1 (x)Z1 (y)] = R (x, y) =
d∏
i=1
Ri (xi, yi) and E [Z1 (x)Z2 (y)] = ρR (x, y) ,
where for each i, Ri is a G(i)-invariant covariance function such that∫
Y (i)
Ri (y, y)µ(i) (dy) < +∞.
Then,
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1. the application
(g, y) 7→ g · y : (g1, ..., gd; y1, ..., yd) 7→ (g1 · y1, ..., gd · yd)
is an action of G on Y ;
2. the process (Z1, Z2) has a G-invariant law;
3. for every [pii] , [σi] ∈ Ĝ(i), i = 1, ..., d, every x, y ∈ Y
Rθ (x, y) =
{
0 if there exists i such that [pii] 6= [σi]∏d
i=1R
pii⊗pii (xi, yi) otherwise,
where θ = [pii ⊗ · · · ⊗ pid]⊗ [σi ⊗ · · · ⊗ σd] is a generic element of Ĝ2;
4. if, for each i = 1, ..., d, the function Ri satisfies either one of conditions (52) and (53), then (Z1, Z2)
verifies Watson’s relation (51) for every [pi] , [σ] ∈ Ĝ.
Proof. Points 1. and 2. are trivial. Point 3 is a consequence of the G(i) invariance of each Ri, as
well as of Proposition 6-3. To prove point 4., suppose that each Ri verifies (53), and also ρ 6= 0. Then,
K (n, ρ) 6= 0 for each n, and
1
| Ĝ |
∫
Y
[
R⊗(n) R
]
(y, y)µ (dy) =
1
| Ĝ |
d∏
i=1
∫
Y (i)
[
Ri ⊗(n) Ri
]
(yi, yi)µ(i) (dyi)
=
d∏
i=1
∫
Y (i)
[
R
[pii]⊗[pii]
i ⊗(n) R[pii]⊗[pii]i
]
(yi, yi)µ(i) (dyi) ,
for every [pii] ∈ Ĝ(i), i = 1, ..., d, since | Ĝ |=
∏
i=1,...,d | Ĝ(i) |. To conclude, just observe that, thanks to
point 3.,
d∏
i=1
∫
Y (i)
[
R
[pii]⊗[pii]
i ⊗(n) R[pii]⊗[pii]i
]
(yi, yi)µ(i) (dyi) =
∫
Y
[
Rη⊗η ⊗(n) Rη⊗η
]
(y, y)µ (dy) ,
where η = pii⊗·· ·⊗pid (to deal with the case ρ = 0, just perform the same argument for even cumulants).
Example (A quadruplication identity). Let B0 =
{
B0,1 (t1, t2) ,B0,2 (t1, t2) : (t1, t2) ∈ [0, 1]2
}
be a
correlated tied-down Brownian sheet, that is, B0 is a two-dimensional Gaussian process such that
E [B0,1 (t1, t2) ,B0,1 (s1, s2)] = E [B0,2 (t1, t2) ,B0,2 (s1, s2)]
= (t1 ∧ s1 − s1t1) (t2 ∧ s2 − s2t2) ,
E [B0,1 (t1, t2) ,B0,2 (s1, s2)] = E [B0,2 (t1, t2) ,B0,1 (s1, s2)]
= ρ× (t1 ∧ s1 − s1t1) (t2 ∧ s2 − s2t2) ,
where (s1, s2) , (t1, t2) ∈ [0, 1]2 and ρ ∈ [0, 1]. Note that B0 can be represented as a Volterra process.
Moreover, B0 has the law of a correlated Brownian sheet W (with the same parameter4), conditioned to
4That is,
W =
{
W1 (t1, t2) ,W2 (t1, t2) : (t1, t2) ∈ [0, 1]2
}
is a two-dimensional Gaussian process such that
E [W1 (t1, t2) ,W1 (s1, s2)] = E [W2 (t1, t2) ,W2 (s1, s2)] = (t1 ∧ s1) (t2 ∧ s2) ,
E [W1 (t1, t2) ,W2 (s1, s2)] = E [W2 (t1, t2) ,W1 (s1, s2)] = ρ× (t1 ∧ s1) (t2 ∧ s2) .
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vanish on the edges of the square [0, 1]2. Now define, for i = 1, 2, the compensated processes
Ui (t1, t2) = B0,i (t1, t2)−
∫ 1
0
B0,i (t1, u2) du2 −
∫ 1
0
B0,i (u1, t2) du1 +
∫
[0,1]2
B0,i (u1, u2) du1du2,
where (t1, t2) ∈ [0, 1]2. We claim that the following identity in law holds
(56)
∫
[0,1]2
U1 (t1, t2)U2 (t1, t2) dt1dt2
law=
1
16
4∑
i=1
∫
[0,1]2
B(i)0,1 (t1, t2)B
(i)
0,2 (t1, t2) (t1, t2)
2
dt1dt2,
where B(i)0 =
(
B(i)0,1,B
(i)
0,2
)
, i = 1, ..., 4, are four independent copies of B0. As a matter of fact, standard
calculations show that
E [U1 (t1, t2)U1 (s1, s2)] = E [U2 (t1, t2)U2 (s1, s2)] = Rv (s1, t1)Rv (s2, t2) ,
E [U1 (t1, t2)U2 (s1, s2)] = E [U2 (t1, t2)U1 (s1, s2)] = ρ×Rv (s1, t1)Rv (s2, t2) ,
where Rv is defined as in (55). Since Rv is invariant with respect to the action of {e, g} ' (Z/2Z) on
[0, 1] given by e · t = t and g · t = 1 − t, Proposition 10-2 entails that the law of the vector (U1,U2) is
invariant with respect to the action of the product group G = {e, g}×{e, g} ' (Z/2Z)× (Z/2Z) on [0, 1]2
defined as
(e, e) · (t1, t2) = (t1, t2) , (e, g) · (t1, t2) = (t1, 1− t2)
(g, e) · (1− t1, t2) = (t1, t2) , (g, g) · (t1, t2) = (1− t1, 1− t2) .
Now recall that Ĝ = {[piu]⊗ [piu] , [pia]⊗ [piu] , [piu]⊗ [pia] , [pia]⊗ [pia]}, where piu and pia are the unity and
alternating representation of Z/2Z. According to Proposition 7-4 (since Lebesgue measure on [0, 1]2 is
also G-invariant) and Proposition 10-4, for every λ ∈ R,
E
[
exp
(
iλ
∫
[0,1]2
U1 (t1, t2)U2 (t1, t2) dt1dt2
)]
= E
[
exp
(
iλ
∫
[0,1]2
Upia⊗pia1 (t1, t2)U
pia⊗pia
2 (t1, t2) dt1dt2
)]4
.
To conclude, we use Proposition 7-2 to show that
E
[
Upia⊗pia1 (t1, t2)U
pia⊗pia
1 (s1, s2)
]
= E
[
Upia⊗pia2 (t1, t2)U
pia⊗pia
2 (s1, s2)
]
= Rpia⊗piav (s1, t1)R
pia⊗pia
v (s2, t2) ,
E
[
Upia⊗pia1 (t1, t2)U
pia⊗pia
2 (s1, s2)
]
= E
[
Upia⊗pia2 (t1, t2)U
pia⊗pia
1 (s1, s2)
]
= ρ×Rpia⊗piav (s1, t1)Rpia⊗piav (s2, t2) ,
thus implying that {
U1 (t1, t2) ,U2 (t1, t2) : (t1, t2) ∈ [0, 1/2]2
}
law=
{
4−1B0,1 (2t1, 2t2) , 4−1B0,2 (2t1, 2t2) : (t1, t2) ∈ [0, 1/2]2
}
,
and therefore∫
[0,1]2
Upia⊗pia1 (t1, t2)U
pia⊗pia
2 (t1, t2) dt1dt2
law=
1
4
∫
[0,1/2]2
B0,1 (2t1, 2t2)B0,2 (2t1, 2t2) dt1dt2,
so that (56) is obtained by a standard change of variables on the right hand side of the previous expression.
The reader is referred to [13] for other two-parameters generalizations of Watson identity.
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4.3 Proof of Theorem 8
(1.) Since G is finite, to prove both inequalities in formula (50) it is sufficient to show that, for every
g, h ∈ G, ∫
Y
∫
Y
R (h · y, g · z)2 µ (dz)µ (dy) < +∞.
But, since µ is G-invariant, and taking into account (45),∫
Y
∫
Y
R (h · y, g · z)2 µ (dz)µ (dy) =
∫
Y
∫
Y
R (y, z)2 µ (dz)µ (dy)
=
∫
Y
∫
Y
(∫
T
φ1 (z, t)φ1 (y, t) τ (dt)
)2
µ (dz)µ (dy)
< +∞,
due to (49), as well as to an application of the Cauchy-Schwarz inequality.
(2.) This is a direct consequence of Proposition 7-1..
(3.) By additivity of Gaussian measures, for every y ∈ Y , i = 1, 2 and [pi] ∈ Ĝ,
Zpii (y) =
1
|G|
∑
g∈G
Z (g · y)χpi
(
g−1
)
=
1
|G|
∑
g∈G
X (φi (g · y, ·))χpi
(
g−1
)
= X
(
φ
(pi)
i (y, ·)
)
where
(57) φ(pi)i (y, t) :=
1
|G|
∑
g∈G
φi (g · y, t)χpi
(
g−1
)
, (y, t) ∈ Y × T .
(note that φ(pi)i ∈ L2 (dµ× dτ)). Moreover, for any y1, y2 ∈ Y,
E [Zpi1 (y1)Z
pi
1 (y2)] = E [Z
pi
2 (y1)Z
pi
2 (y2)] = R
pi⊗pi (y1, y2) , and
E [Zpi1 (y1)Z
pi
2 (y2)] = ρR
pi⊗pi (y1, y2) ,
due to formula (37), thus yielding the desired result.
(4.) Fix [pi] ∈ Ĝ. Since Zpi1 and Zpi2 are Volterra processes with respect to the Gaussian measure X, we
may apply a standard version of the multiplication formula for Wiener-Itoˆ integrals (see e.g. [4, p. 211])
to obtain ∫
Y
Zpi1 (y)Z
pi
2 (y)µ (dy) =
∫
Y
ρRpi⊗pi (y, y)µ (dy) + IX2
(
Φ(pi)
)
,
where IX2 stands for a double Wiener-Itoˆ integral with respect to X (see again [4]), and Φ
(pi) is the
symmetrized kernel
Φ(pi) (t1, t2) =
1
2
∫
Y
[
φ
(pi)
1 (y, t1)φ
(pi)
2 (y, t2) + φ
(pi)
1 (y, t2)φ
(pi)
2 (y, t1)
]
µ (dy) ,
where φ(pi)i , i = 1, 2, is defined as in (57). On the other hand,∫
Y
Z1 (y)Z2 (y)µ (dy) =
∫
Y
ρR (y, y)µ (dy) + IX2 (Φ) , where
Φ (t1, t2) =
1
2
∫
Y
[φ1 (y, t1)φ2 (y, t2) + φ1 (y, t2)φ2 (y, t1)]µ (dy) .
Now, it is well known that the law of a double Wiener-Itoˆ integral is determined by its cumulants (see
[22]). We therefore note κn (J), n ≥ 1, the nth cumulant of a given random variable J , and use a version
of the diagram formulae for cumulants of multiple stochastic integrals (as presented, for instance, in [23],
22
[17, Proposition 9 and Corollary 1] or [8, Section 2]) to obtain that, for every n ≥ 2, there exists a
universal combinatorial coefficient cn > 0 such that, for any [pi] ∈ Ĝ,
κn
(
IX2
(
Φ(pi)
))
= cn
∫
Tn
Φ(pi) (t1, t2) Φ(pi) (t2, t3) · · · Φ(pi) (tn, t1) τ (dt1) · · · τ (dtn)
and also
κn
(
IX2 (Φ)
)
= cn
∫
Tn
Φ (t1, t2) Φ (t2, t3) · · · Φ (tn, t1) τ (dt1) · · · τ (dtn) .
By using the relations∫
T
φ1 (y1, t)φ1 (y2, t) τ (dt) =
∫
T
φ2 (y1, t)φ2 (y2, t) τ (dt) = R (y1, y2)∫
T
φ1 (y1, t)φ2 (y2, t) τ (dt) =
∫
T
φ2 (y1, t)φ1 (y2, t) τ (dt) = ρR (y1, y2) ,
as well as a combinatorial argument, we finally obtain, for n ≥ 2,
κn
(
IX2
(
Φ(pi)
))
=
cn ×K (n, ρ)
2n
∫
Y
[
Rpi⊗pi ⊗(n) Rpi⊗pi
]
(y, y)µ (dy)
κn
(
IX2 (Φ)
)
=
cn ×K (n, ρ)
2n
∫
Y
[
R⊗(n) R
]
(y, y)µ (dy) .
To conclude, use independence to write, for n ≥ 1,
κn
(∫
Y
Z1 (y)Z2 (y)µ (dy)
)
=
∑
[pi]∈Ĝ
κn
(∫
Y
Zpi1 (y)Z
pi
2 (y)µ (dy)
)
,
and observe that, thanks to the translation invariance property of cumulants (see e.g. [16, Corollary 4.1]),
for any n ≥ 2,
κn
(∫
Y
Z1 (y)Z2 (y)µ (dy)
)
= κn
(
IX2 (Φ)
)
κn
(∫
Y
Zpi1 (y)Z
pi
2 (y)µ (dy)
)
= κn
(
IX2
(
Φ(pi)
))
, [pi] ∈ Ĝ,
and consequently
κn
(
IX2 (Φ)
)
=
∑
[pi]∈Ĝ
κn
(
IX2
(
Φ(pi)
))
.
The proof is completed by standard arguments. 
5 Refinements and further applications
5.1 Connections with Karhunen-Loe`ve expansions
In this paragraph, we elucidate some of the connections between our decomposition of stochastic processes,
and and Karhunen-Loe`ve (KL) expansions of Gaussian processes indexed by the elements of a measurable
space (T, T ) (for fundamental facts about KL expansions, see e.g. [1], [21, Chapter 5], as well as [3] and
the references therein). In what follows, G is a topological compact group, acting on T through the
application (g, t) 7→ g · t, t ∈ T . We write m (dt) to indicate a G invariant measure on (T, T ). We also
consider a positive definite kernel R (s, t), s, t ∈ T , such that R is the covariance function of a real valued,
centered Gaussian process X = {X (t) : t ∈ T}, defined on some probability space (Ω,F ,P), and such
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that, for every ω ∈ Ω, the function t 7→ X (t) is in L2 (T, dm). We note λ1 > λ2 > ... > 0 the sequence of
the eigenvalues of R (with respect to m (·)), whereas E1, E2, ... indicate the associated eigenspaces. For
every j ≥ 1, nj is the (finite) dimension of Ej . The next assumption, ensuring that X can be represented
(in some weak sense) as a KL series, will be in order throughout the paragraph.
Assumption C – For every j, note
(
fj,1, ..., fj,nj
)
an orthonormal basis of Ej (with respect to the
inner product of the space L2 (T, dm)). (C-i) The process X admits the following KL expansion: there
exists an array of i.i.d. N (0, 1) random variables {ξj,l : j ≥ 1, l = 1, ..., nj} such that, as N → +∞ and
p.s. - P, the process
XN (t) =
N∑
j=1
√
λj
{
ξj,1 × fj,1 (t) + ξj,2 × fj,2 (t) + · · ·+ ξj,nj × fj,nj (t)
}
, t ∈ T ,
converges to X in L2 (T, dm). (C-ii) The processes X, XN (N ≥ 1) and fj,l (j ≥ 1, l = 1, ..., nj) satisfy
Assumption A of section 3.1, with Y = T .
The reader is referred once again to [1] or [21] for (rather general) sufficient conditions, ensuring the
validity of Assumption (C-i) in the case [0, 1]d, d ≥ 1. Assumption (C-ii) is redundant for G finite.
According to (12), for every [pi] ∈ Ĝ and every N ≥ 1, we define
fpi (t) = dpi
∫
G
χpi (g) f
(
g−1 · t) dg, f ∈ L2 (T, dm) ,(58)
XpiN (t) = dpi
∫
G
χpi (g)XN
(
g−1 · t) dg
=
N∑
j=1
√
λj
{
ξj,1 × fpij,1 (t) + ξj,2 × fpij,2 (t) + · · ·+ ξj,nj × fpij,nj (t)
}
,
Xpi (t) = dpi
∫
G
χpi (g)X
(
g−1 · t) dg.
Note that, according to Proposition 7-3, a.s.-P,
(59) X (t) =
∑
[pi]∈Ĝ
Xpi (t) ,
with convergence in L2 (T, dm). The following Proposition states some remarkable relations between
(59) and KL expansions, in the case of Gaussian processes with a G invariant law. Note that, given
an irreducible representation pi, we note pi the irreducible representation defined by the homomorphism
g 7→ pi (g), g ∈ G, where pi (g) is the matrix whose entries are the complex conjugate of the entries of pi (g)
(this is also known as the contragradient representation associated with pi, see e.g. the discussion
contained in [7, Ch. 4]).
Proposition 11 Let the notation and assumptions of this paragraph prevail. Then,
1. for each [pi] ∈ Ĝ, XpiN (t)→ Xpi (t), as N → +∞, a.s.-P in L2 (T, dm) ;
2. suppose X has a G-invariant law; then, for each j ≥ 1, the application
g 7→ {f (t) 7→ f (g−1 · t) : f ∈ Ej}
is a finite dimensional representation of G;
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3. for j ≥ 1, write
Ej = E1j ⊕ · · · ⊕ Ehjj ,
with 1 ≤ hj ≤ nj, to indicate the canonical decomposition of Ej, where Elj (l = 1, ..., hj) is the direct
sum of the irreducible representations contained in Ej that are equivalent to the same [pij,l] ∈ Ĝ
(see [19, Section 2.6]); then, for every pi ∈ Ĝ, fpi (as defined in (58)) is equal to zero if [pij,l] 6= [pi]
for every l = 1, ..., hj, and equal to the projection of f on Elj if [pij,l] = [pi] for some l = 1, ..., hj.
Proof. (1.) Just write∫
T
(XpiN (t)− Xpi (t))2m (dt) = d2pi
∫
T
(∫
G
χpi (g)
(
XN
(
g−1 · t)− X (g−1 · t)) dg)2m (dt)
≤ d2piα2pi
∫
T
[∫
G
χpi (g)
((
XN
(
g−1 · t)− X (g−1 · t)))2 dg]m (dt)
= d2piα
2
pi
∫
T
((XN (t)− X (t)))2m (dt)→ 0,
thanks to Assumption C, as well as the G-invariance of m.
(2.) A function f is in Ej if, and only if,
λjf (t) =
∫
T
R (t, s) f (s)m (ds) .
Now suppose X has a G-invariant law. Then, R is also G-invariant, and moreover, for every g ∈ G and
f ∈ Ej ,
f
(
g−1 · t) = ∫
T
R
(
g−1 · t, s) f (s)m (ds)
=
∫
T
R
(
g−1 · t, g−1 · s) f (g−1 · s)m (ds) (G-invariance of m)
=
∫
T
R (t, s) f
(
g−1 · s)m (ds) (G-invariance of R),
and therefore f ∈ Ej . This concludes the proof.
(3.) This point is a direct application of Theorem 8 in [19].
5.2 Watson’s identity on the n-dimensional flat tori
Watson’s identity concerns processes defined on [0, 1] and taking the same values at t = 0 and t = 1,
in other words on a circle. Among the various geometrical sets arising as generalizations of the circle in
higher dimensions, we will consider the n-dimensional torus. Recall that an n−dimensional lattice is a
set
Γ := {
n∑
i=1
aivi : a1, ..., an ∈ Z}
where v1, ...vn are n independent vectors in Rn. The dual lattice Γ∗ is defined to be the set of v∗ ∈ Rn
such that
< v|v∗ >∈ Z, for all v ∈ Γ.
The quotient space TΓ := Rn/Γ is the n−dimensional torus associated with Γ, and it is endowed with
the measure dm inherited from the Lebesgue measure on Rn. Consider a centered Gaussian process
X := {X(t) : t ∈ TΓ}, with covariance function K. For n = 1, Γ = Z, one has T 1 = R/Z and X is a
centered Gaussian process defined on [0, 1] such that X(0) = X(1). In this case X can be a Brownian
25
bridge or the Watson process. These processes are involved in Watson’s identity (1). We propose an as-
sumption on X, implying that this process satisfies an identity analogue of Watson’s duplication identity
(1) in higher dimensions. The techniques we adopt represent a n-dimensional generalization of the line
of reasoning that the second author used in [14].
Assumption D – There exists a function k : TΓ → R such that
(60) K(s, t) = k(t− s) (s, t ∈ TΓ)
Note that this assumption is equivalent to the hypothesis that K is invariant under the isometry
group of TΓ which is composed of all translations of vector v ∈ {
∑n
i=1 aivi : 0 ≤ ai ≤ 1, 1 ≤ i ≤ n}. Let
us first check that the covariance function of Watson’s process given by (55) can be put in the form (60).
If for s ∈ R we denote by s ∈ [0, 1) the corresponding class in R/Z, we have, for s, t ∈ [0, 1],
|s− t| − 1
2
=
{
t− s− 12 = 12 − (1 + s− t) = 12 − s− t if s < t,
s− t− 12 = (s− t)− 12 if s ≥ t,
hence
|s− t| − 1
2
= ±
(
(s− t)− 1
2
)
(s, t ∈ [0, 1]).
This allows us to obtain the expression
(61) s ∧ t− s+ t
2
+
(s− t)2
2
+
1
12
=
1
2
(
|s− t| − 1
2
)2
− 1
24
=
1
2
(
s− t− 1
2
)2
− 1
24
=: k(u)
where k(u) = (u− 1/2)2/2− 1/24 for u ∈ T 1.
Lemma 12 If the centered Gaussian process X satisfies Assumption D, then K admits a Karhunen-
Loe`ve expansion of the form
(62) K(s, t) =
∑
v∈Γ∗
λv{αv cos(2pi < v|s >) cos(2pi < v|t >) + αv sin(2pi < v|s >) sin(2pi < v|t >)}
where λv ∈ [0,∞) for each v ∈ Γ∗, and αv > 0 is chosen such that∫
TΓ
α2v cos
2(2pi < v|s >)dm(s) =
∫
TΓ
α2v sin
2(2pi < v|s >)dm(s) = 1.
Proof. The functions {u 7→ cos(2pi < v|u >), u 7→ sin(2pi < v|u >) : v ∈ Γ∗} form a complete set of
orthogonal functions in L2(TΓ). The Fourier series of k in this basis has the form
k(u) =
∑
v∈Γ∗
{av cos(2pi < v|u >) + bv sin(2pi < v|u >)}.
Since k(u) = k(x − y) = K(x, y) = K(y, x) = k(y − x) = k(−u), one has bv = 0 for each v ∈ Γ∗. If we
replace u by x − y and use the identity cos(a − b) = cos a cos b + sin a sin b we obtain the desired K-L
expansion of K.
Theorem 13 If the centered Gaussian process X satisfies the assumption D, then
(63)
∫
T
X2(t)dm(t) =
1
4
∫
T
X21 (t)dm(t) +
1
4
∫
T
X22 (t)dm(t)
where X1(t) :=
X(t)−X(−t)
2 and X2(t) :=
X(t)+X(−t)
2 are two independent centered Gaussian processes
such that ∫
T
X21 (t)dm(t)
(law)
=
∫
T
X22 (t)dm(t)
and X1(0, ..., 0) = X1( v12 , ...,
vn
2 ) = 0.
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Proof. From the preceding Lemma, X has a K-L expansion of the form
X(t) =
∑
v∈Γ∗
λv{ξvαv cos(2pi < v|t >) + ξ′vαv sin(2pi < v|t >)}
(where the ξv and the ξ′v are independent standard Gaussian random variables) and the claimed identity
is clearly fulfilled with
X1(t) =
∑
v∈Γ∗
λvξvαv sin(2pi < v|t >), X2(t) =
∑
v∈Γ∗
λvξvαv sin(2pi < v|t >)
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