Previous investigations of primordial follicle (PF) number in primate ovaries have used biased, model-based techniques that require correction factors based on assumptions regarding cell size, orientation, and shape. We sought to apply several techniques from the "new stereology" to obtain unbiased number estimates. This method involves a hierarchy of systematic random sampling combined with the physical disector and fractionator techniques. The method readily allows the estimation of the coefficient of error (CE) of each sampling level as it contributes to the observed variance of the overall number estimate. We examined one ovary from each of five pigtailed monkeys (Macaca nemestrina). The mean number of PF was 15 735 + 6214 (mean SD). The mean CE for the individual number estimates was 0.085, contributing minimally to the inter-individual coefficient of variation (CV) of the primordial follicle numbers (CV = 0.395). The correlation between age and PF number was not significant (r = -0.74, p > 0.1). The total time taken to count the 100-200 PF necessary per ovary was 4-5 h. We conclude that this method produces reliable, unbiased estimates with measurable and acceptable accuracy in a robust, efficient manner.
INTRODUCTION
The primordial follicle (PF) in the primate ovary can be considered the storage form of the female gamete, consisting of a primary oocyte surrounded by a single layer of flattened granulosa cells. Estimates of the number of these follicles in ovaries at various stages of reproductive maturity have been used as a measure of reproductive reserve. Continuously diminishing numbers of PF have been noted from the fetal period to the time of menopause in several primate species. Menopause is presumed to occur when the total number of available follicles reaches a threshold level below which estrogen secretion plummets and ovulation ceases [1] [2] [3] [4] . Accurate quantification of these primordial structures, therefore, is paramount for an understanding of reproductive aging and investigations of ovarian physiology.
To date, the investigation of PF numbers in primate ovaries, both human and nonhuman, has involved older modelbased strategies that, by definition, require assumptions to be made regarding structure [1, 2, [5] [6] [7] [8] [9] . Most of these assumptions originate from the use of two-dimensional probes (i.e., cell profiles produced by tissue sections) to quantify numbers of objects within three-dimensional structures. In addition to being two-dimensional, single tissue sections are also volume-weighted probes. Simply put, this means that larger objects produce more section profiles than smaller objects. Counting profiles tends to overestimate the numbers of larger objects relative to smaller objects. In most prior investigations of PF number, profiles in a subsample of histological sections were counted, multiplied by the inverse of the sampling fraction, and mathematically corrected for assumptions regarding their size, shape, and distribution [2, [6] [7] [8] [9] .
One of the most widely used model-based methodologies is Abercrombie's theoretical model [10] , which attempts to correct for systematic overestimations of number due to split cells (a single object of interest sectioned so as to appear in two adjacent sections, hence potentially counted twice). This model is based on the assumption that nuclei are spherical, a condition proven to be unrealistic in situ. An often-used modification of Abercrombie's model by Floderus [11] makes the same assumption but also attempts to account for systematic underestimation of number due to so-called "lost caps." The latter are small profiles that are generated by tangentially sectioning objects peripherally that are likely to be overlooked or physically missing due to tissue processing [12] . These model-based strategies produce biased estimates, that is, systematic deviations from the true value that cannot be reduced by further sampling [13] . The correction factors introduced into the model attempt to deal with these biases; however, as stated by Abercrombie himself, the level of improvement in the final estimate remains unknown [10] . Moreover, because of its inherent assumptions, the accuracy of the model cannot be tested by use of the model itself (i.e., confirming a biased estimate with another biased estimate of the same sample is futile). Although trends emanating from these studies may be considered valid due to consistency of bias, the absolute numbers generated therein are equivocal.
The recent introduction of the disector counting probe [12] represents a fundamental advance in the field of stereology (the science of three-dimensional structure). The disector represents a three-dimensional, number-weighted probe for determining the numerical density (number per unit volume, Nv) of particles of interest (e.g., cells). Unbiased counting rules associated with the disector ensure that particles of interest within larger structures are encountered with equal probability independent of the size and shape of the object. Hence the requisite correction factors for assumptions inherent to the model-based procedures noted above are eliminated.
We have adopted a second new stereological tool, the fractionator [14, 15] , to generate an unbiased estimate of the volume (V) of individual ovaries. When the Nv estimate produced by the disector is combined with the V estimate from the fractionator, the volumes cancel out, and we are left with an unbiased estimate of the total number of objects contained within the structure [N(structure)]. The absolute number has previously been shown to be the most useful parameter for biological comparisons, avoiding reference traps unwittingly encountered with ratio estimators such as numerical density [16, 17] . Our combination of the disector and fractionator is unique in that we estimate the volume of the original structure (in this case the ovary) from the same set of tissue sections used to generate the numerical density estimates. Hence these two estimates are directly linked, and no correction factor for volume changes needs to be considered or employed [18] .
The disector and fractionator tools lend themselves well to experimental designs that employ systematic random sampling as opposed to the more commonly employed independent random sampling [19] . Systematic random sampling allows for the straightforward estimation of the error associated with all levels of the sampling scheme employed. The latter may then be finely tuned to eliminate any unnecessary work, maximizing laboratory efficiency. More detailed descriptions of the disector, fractionator, and sampling schemes are provided in the appendix to this report.
This paper is presented in an effort to familiarize reproductive scientists with these new stereological methods as applied to the primate ovary. An experimental design is outlined as a model for similar studies with examples of data collected from five nonhuman primates. Estimation of variance using coefficients of error (CE = SEM/mean) and variation (CV = SD/mean) are provided with interpretation of their values as applied to optimization of design. Although this report uses a limited number of pigtailed monkeys (Macaca nemestrina) as examples, the methods presented are applicable across all species.
MATERIALS AND METHODS

Subjects
Unilateral oophorectomy was performed on five feral-or colony-born, sexually mature female pigtailed monkeys (Macaca nemestrina) scheduled to undergo abdominal surgery as part of other study protocols (see Acknowledgments). All animals were housed in the University of Washington Regional Primate Research Center and were free of any chronic disease or reproductive abnormality. All subjects were multiparous (2-3 births each) and non-obese (weight 5.1-8.5 kg, median 5.7) with a mean age of 9.2 yr (range 7.3-12.5). All procedures met the prior approval of the Institutional Animal Care Committee.
Fixation
Ovaries were fixed in 10% formalin for a minimum of seven days (range 7-30 days, median 13).
Histology
After fixation, ovaries were rinsed in 0.05% PBS solution and embedded in 5% agar blocks to maintain ovary orientation during the subsequent slabbing procedure. Each ovary was systematically cut into 1.13-mm slabs orthogonal to the long axis using a device similar to the one described by Michel and Cruz-Orive [20] . The position of the first cut was set randomly within 1.13 mm of the edge of the ovary to create the systematic random position for all subsequent slabs [21] . For this study, every other slab was selected for subsequent processing beginning with a random start (i.e., slab 1 or 2). The selected slabs were dehydrated in a graded ethanol series (50%, 70%, 95%, 95%; FIG. 1. The shaded area represents an ovarian profile on a histological section. This figure demonstrates the systematic way in which physical disectors are placed across an ovarian profile. After the upper left corner of the section outside of the profile area is located, movement begins at 2-mm increments down the y-axis. When the bottom of the profile has been reached, the field of view is moved 1 mm to the right in the x-axis, followed by upwards tracking in the y-direction at 2-mm intervals. Dots represent points at which disectors are placed. The total of all dots overlying the profile represents the point count for that section. NOTE: only half of the arrows are drawn on this diagram.
2 h each), infiltrated with glycolmethacrylate (Historesin; Leica, Heidelberg, Germany; 50:50 ethanol:glycolmethacrylate 12 h, 100% glycolmethacrylate twice X 12 h each), and polymerized according to the manufacturer's instructions.
Blocks were serially sectioned parallel to the cut surface of the ovary slab at a thickness of 20 ptm using 12-mm glass knives and a Sorvall JB-4 microtome (Energy Beam Sciences, Agawam, MA). All sections were collected in sequence, floated on acid-washed glass slides, and dried overnight in a 70°C oven. Slides were stained using methylene blue-azure II for 60 sec followed by a tap water rinse. They were then advanced through a graded ethanol series, cleared in xylene, and mounted under #1 coverslips with Cytoseal 280 (Stephens Scientific, Riverdale, NJ).
Microscope
A binocular Zeiss Photomicroscope II was used throughout the study. A side extension tube (i.e., camera lucida) was used to superimpose an image of a point grid from the tabletop onto the visual field. A square was drawn on the tabletop grid, providing a physical disector frame in the middle of the microscope field of dimensions 446 X 446 Rpm 2 . For systematic placement of the physical disectors, a x 10 objective lens was used with a final magnification of x280. The true mean thickness of each section sampled was determined by averaging thickness measurements made in each of the four section quadrants with a x 100 oil immersion lens and a length gauge (Heidenhain, Schaumburg, IL) with an accuracy of + 0.5 Apm attached to the stage (see Fig. 3 in [15] ).
Number Estimates
A PF was defined as an oocyte surrounded by a single layer of flattened granulosa cells. If more than half of the granulosa cells surrounding an oocyte were flat while others were cuboidal, the follicle was considered primordial. Only those follicles containing an oocyte with a clearly visible nucleolus were counted [2] .
A physical disector [12] of known volume was applied systematically to two adjacent sections out of every ten for unbiased estimation of Nv (Figs. 1 and 2; see Appendix). Volume was estimated using a modification of the fractionator sampling technique [14] in combination with the point-counting method (Fig. 1) [22] . The total number (N) of PF within each ovary and the CE of that number were calculated from the above measures using the method of Gundersen and Jensen [22] (see Appendix). Pearson's correlation coefficient was used to test the relationship between PF number and age.
RESULTS
The total number of PF in five ovaries from pigtailed monkeys at various chronological ages is listed in Table 1 along with all pertinent data used in making those calculations. For reference purposes, it is useful to know that the usual range of peak reproductive function for these monkeys is approximately age 3-15 yr, with an intermenstrual interval closely resembling that of humans (ca. 30 days) [23, 24] . The correlation between age and PF number (r = -0.74) was not statistically significant (p > 0.1).
Comparison of the CV and CE for N, V, and Nv estimates showed that in all three cases, the contribution of the sampling scheme to the overall variance of the estimate was well below 50%. Stated differently, the estimate of the true biological variation was the dominant contributor to the observed overall variation (see Appendix).
DISCUSSION
Age and Follicle Number
The emphasis of this study was the method by which accurate numerical estimates may be obtained from threedimensional structures, not the actual numbers themselves. Despite this, the correlation of age and follicle number, though not statistically significant, followed the same trend noted by past investigators using less efficient techniques. The small sample size of this investigation precludes any definite conclusions, however.
Optimizing Efficiency
A small pilot study such as this is important to establish trends in sampling and processing from which more efficient strategies evolve. Our major focus was on the section level (levels: ovary, slab, section, disector) in which the CE(N) computed denotes a minimal (-5%) contribution of sampling error to the overall variance of the estimate. On the basis of the CV of the number estimate between individuals (0.395), an acceptable CE from the section data could be as high as 28% (see Appendix). Although this CV
FIG. 2. Example of disector frames (x280) on adjacent reference (A)
and look-up (B) histologic sections of a monkey ovary stained with methylene blue-azure II. Between them is a representation of a typical tracing made with the camera lucida. Two-dimensional counting rules exclude any PF that touch the left and bottom borders of the disector frame. All PF belonging exclusively to one panel are labeled with the corresponding letter. A, PF belonging to section A; B, PF belonging to section B; LM, histologic structure used as a landmark to align sections; OB, PF out of bounds and not counted. Note the PF designated by a star. It raises two issues with this method: 1) identification of a PF is not always unambiguous, and 2) PF with nucleoli present in both adjacent sections are counted for neither. The former can be appreciated by viewing A, in which the profile seems to have granulosa cells in transition from a flattened to a cuboidal form, raising doubts as to whether it is truly a PF. In B, one can see that there is a well-defined layer of flattened granulosa cells, clearly identifying this as a PF. The nucleolus that appears in both sections excludes it from the count. The ability to rapidly look back and forth between reference and look-up sections helps to alleviate such dilemmas. * SD = standard deviation; CV = coefficient of variation (SD/mean); FP = the total point count for the volume estimate-Note that in our case P also equals F, the total number of disector frames. CE(,;P) = the coefficient of variation for the volume estimate calculated using formula 1 in Table  2 . Q = the total number of primordial follicles counted. Mean Q = the mean number of primordial follicles per disector frame (i.e., Nv). CE(mean Q) = the coefficient of variation of mean Q calculated from Formula 3 in Table 2 . V = volume; Nv = numerical density; N = total number of primordial follicles for the individual ovaries. CE(N) = the coefficient of variation of the number estimate N calculated from Formula 1 in Table 2 . Biol = the estimate of the true biological variation (CV) of V, Nv, and N. ** The total number of sections on which disectors were placed. The total number of disector frames placed over the entire ovary sample. 'Mean CE = SQRT (CE 2 /n).
seems high at first glance, it was expected on the basis of the known variation in PF numbers seen during the span of reproductive years represented. Using this information jointly with the known rate of change in CE with systematic sampling proportional to /n [19] , we determined that we could decrease our time expenditure by sampling less than half as often. This change in the sampling scheme could be a limiting factor in the future, however, if we choose to use the same data to make comparisons within a sample population with a smaller CV (e.g., PF counts from individuals of a particular age). The extremely low CE of the V estimates also suggests that we were dramatically oversampling. However, since V and N v estimates are made concurrently using this technique, there is no added work required to count such a large number of points. Therefore, the CE for the Nv is the major determinant of our sampling interval, with adequate volume estimates expected. It is also apparent from animals E and F that ovaries taken from younger subjects, which predictably have greater numerical densities than others, could withstand a loosening of sampling restrictions to save time.
Comparison to Other Techniques
We now have a reliable design-based method for unbiased estimation of PF numbers. Unlike other studies of ovarian morphometry performed in the past using modelbased techniques, we did not have to correct for any assumptions made regarding the size, shape, and distribution of PE Studies by Block [9] , Green and Zuckerman [7, 8] , Baker [25] , Gougeon et al. [6] , and Richardson et al. [2] on primate ovaries did use systematic sampling schemes but included requisite correction factors for biased counting methods and failed to randomize. Each chose to count twodimensional profiles from a subgroup of ovarian sections, a volume-weighted method that most often leads to inflated estimates. Although Richardson sought to limit this bias by sampling stacks of consecutive sections, the eventual problem of lost caps and split cells complicated her data, as it did for the others. A key point to make is that some of the estimates of PF number made by past investigators may be close approximations, but we have no way of assessing the inherent error and bias associated with each study. Moreover, the frequent practice in recent studies of pooling the data of several investigators despite design differences raises questions about the overall variance of these estimates [1, 6] .
From a practical standpoint, the method presented here is much less labor-intensive and more accurate than older methods. With an optimized counting scheme, we were able to count and calculate PF numbers for an entire ovary in 4-5 h. Although the time investment in older studies is not listed, presumably, from the description in the Materials and Methods sections, considerably more time (e.g., several days per ovary) must have been expended. The limited supply of suitable specimens as well as the laborious nature of the analyses are likely reasons why many past studies lack verification. Using the physical disector and fractionator sampling scheme, we have shown that a total count of only 100 PF is sufficient for an entire ovary.
Compared to other proposed techniques for counting that use disector and fractionator approaches, our strategy offers simplicity and efficiency. Unlike others who have employed two microscopes simultaneously to view adjacent sections [17, [26] [27] [28] , we were able to use a single microscope, avoiding problems related to alignment and cost. Furthermore, our use of a projection microscope with hand-drawn images freed us from the costs involved with photographs or computer images [29] [30] [31] . In addition to the expense, the latter has clearly been shown to be of little benefit over point-counting methods for volume estimates [32] . The technique we present is not unlike that of Guntinas-Lichius et al. [33] , who used a drawing microscope to count nerve cells in rat brainstems. They used a two-step technique of tracing profiles from two adjacent sections onto separate transparencies and later had a second observer compare the overlap. Unfortunately, in a structure like the ovary, in which the general requirement of being able to identify a true primordial follicle in more than one section is not trivial, such retrospective reviews can lead to judgment dilemmas. Our simultaneous viewing and tracing of the adjacent sections allows quick reference back and forth for more positive identification (Fig. 2) .
The method of volume estimation presented here also holds advantages over other strategies. The calculation of a volume estimate from the number of disectors requires less time than other methods in which point-counting volume estimates are performed as a separate procedure. The measurement of V and N v together after tissue processing allowed us to cancel out volume in our final calculation without needing to correct for shrinkage as others did [29] . This prevented us from falling into the "reference trap" that arises when different levels of tissue shrinkage occur among individuals. A classic example of the danger of neglecting this fact is the "senile withering of cortical neurons" that was first questioned by Haug [34] . Despite years of supportive literature regarding this phenomenon, he demonstrated that a major component of these estimates involved differential, age-related shrinkage of human cortical tissue. This is one reason why unambiguous conclusions cannot be drawn from studies comparing Nv. One can never be sure if there is a true difference or a change in the reference volume for that particular structure. Our estimate is not biased in this way because V and Nv estimates are derived from the same set of tissue sections; hence they are directly linked. This points out the need to explain that our volume estimate is not necessarily the true volume of the structure in vivo, but a post-processing value. Still, it serves the valuable purpose of leading to an absolute number estimate, which is more biologically meaningful than V or Nv estimates alone.
Future Directions
The need for accurate information regarding primordial follicle number is crucial to the understanding of reproductive aging and other concepts of ovarian physiology. At present, no direct comparisons of morphometry with endocrine or paracrine data have been made, only observations that changes in each take place at similar chronological ages. The technique outlined above can easily be applied toward definitive relational studies that examine function in relation to follicle number. The method is not limited to the counting of PF, however. It is also possible to quantify changes in vascularity, follicle growth, and relative contributions of various compartments within the ovary. It may also be possible to sample an ovary in vivo and estimate the total complement of PF by extrapolation within a reasonable degree of error. Therefore, once a sampling scheme has been optimized for a particular organ, the simple and efficient nature of design-based systems such as this offers tremendous potential for the biological sciences.
APPENDIX
Background Information
The physical disector represents an important tool of the "new stereology" [12] . It consists of two parallel sampling planes (hence, the name di-sector) separated by a distance h in which all profiles appearing exclusively in one section but not the other are counted. In situations in which an object of interest is likely to have profiles appear in multiple sections because of its size, it is useful to choose a single, unique subparticle (e.g., nucleolus) for assignment to a specific plane. In most cases, the planes are two adjacent sections from a given tissue specimen, with h set equivalent to section thickness. The border between adjacent sections serves as an exclusion plane for counting particles in the z-dimension, while the other two dimensions are represented by a square frame of uniform size projected onto the microscope field. Accepted two-dimensional counting rules are then applied [35] . The result is a "sampling box" of known volume that serves as a number-weighted probe; that is, every particle regardless of size, shape, and orientation has an equal probability of being sampled. This is opposed to the frequently used practice of counting profiles in single histological sections. Single sections represent volume-weighted probes; that is, larger particles yield more profiles in a series of sections than do small particles. Therefore, the number of profiles does not necessarily reflect the total number of particles of interest. The use of a threedimensional probe along with unbiased counting rules results in accurate, unbiased estimates of numerical density (N).
The fractionator is another stereological tool that allows the unbiased estimation of morphometric parameters using extrapolation from small samples [14] . It is intuitively simple and easy to implement. To estimate some quantity within a given object, we may divide the object into multiple pieces. If we select a fraction of the pieces for measurement of the quantity of interest, we may multiply the sample quantity by the inverse of the sampling fraction (fi) to calculate the quantity for the entire structure. For our study, this type of sampling was used in combination with the point-counting method for volume estimation of the sections sampled in order to obtain estimates from a minimal portion (one-twentieth) of the entire structure [22] . The product of estimates of V and Nv leads to total number of particles per structure. Volume cancels, hence any tissue artifact of processing is eliminated.
The third important feature of the method as applied here for unbiased numerical estimates is systematic random sampling. Sampling must be systematic in that it proceeds at a predetermined fixed interval k throughout the structure, and be random with regard to its starting point R, chosen within the first interval so that 1-R-k [22] . The advantage of such a scheme over independent random sampling is that the variance of the sample mean (expressed as the square of the coefficient of error, CE 2 = SEM 2 /mean 2 ) is proportional to /n 2 rather than /n when n samples are taken. This ultimately leads to much more efficient movement of unbiased estimates toward the true value of a parameter as n increases. The estimates are unbiased in that they approach the true number rather than some number clearly off of the "bull's eye" [13] . The price to pay for the improved CE is in its calculation (Table 2 ), but the ease with which systematic sampling may be implemented more than makes up for this. A useful review of these concepts and the application of systematic random sampling is provided by West [19] .
Detailed Methods
Numerical density estimates. Before beginning, a disector frame 12.5 x 12.5 cm 2 (microscopic dimensions 446 x 446 m 2 ) was outlined on the tabletop grid and projected into the center of the microscope field. A transparent plastic sheet was placed on the tabletop overlying the grid. Using a random start (1<R-10), every tenth ovarian section was selected for placement of physical disectors. Using the 10 objective lens, the upper left comer of the section outside of the boundary of the ovarian profile was centered in the visual field. Without looking further at the image, we adjusted the stage vernier rulers to round off the slide position to the nearest whole numbers in the x-and y-axes. The stage was then moved down the y-direction in increments of 2 mm, with visualization of the image at each stopping point (Fig. 1) . If a randomly chosen point within the physical disector frame overlaid the ovary profile, the vernier settings were recorded, and all PF with a visible nucleolus within the frame were traced onto the plastic sheet using water-soluble markers. Tracings that touched the left or bottom borders of the square were considered out of bounds, while those that touched the right and upper boundaries were counted as in bounds according to rules previously established [35] . In addition, any structural landmarks within that visual field were also traced (Fig. 2) .
The section immediately adjacent to the reference section then became the "look-up" section. Using the previously outlined markings on the plastic sheet, the corresponding area of the look-up field was aligned with the tracings. Again, all PF were traced, this time with a different color marker. All tracings that were within the originally defined reference section boundaries that did not have an overlapping tracing of a different color were counted. Those follicles that were traced in both sections were not counted [12] . Numbers of follicles uniquely belonging to each of the two disector fields were recorded, and the original site on the reference section returned to the visual field using the recorded vernier markings. In this manner, two disector volumes were recorded, with each of two adjacent sections on a microscope slide serving as the other's lookup section. Since two out of every ten sections were viewed in this manner, the inverse of the sampling fraction (f 2 ) is 5. The plastic sheet was then wiped clean with a damp sponge.
Movement in the y-direction continued until the bottom of the ovarian profile was reached, at which point the stage was moved I mm laterally in the x-direction, followed by upwards stepwise tracking in the y-direction (Fig. 1) . In this way, the entire profile was systematically sampled without bias. After complete tracking across an ovarian profile, the mean thickness of each section sampled was obtained by averaging thickness measurements made in each of the four section quadrants with a X 100 oil immersion lens and a length gauge attached to the microscope stage. The use of an oil immersion lens with a numerical aperture of 1.2 or greater assures that the plane of focus matches the resolution of the length gauge attached to the stage [36] . The Nv of primordial follicles was calculated using the following equation: (1) where Q-is the sum of all primordial follicle counts, A(disecor) = (true length of the disector frame/magnification) 2 , and mean T(ec) is mean section thickness (z-dimension).
Volume estimates. Because of the systematic random way with which disectors were placed across the surface of ovarian sections, we were able to consider each stopping point as an intersection of a grid with a vertical distance of 2 mm and a horizontal distance of 1 mm between points. The resulting well-defined pattern of test points was used for point counting estimates of volume. Making these estimates consists of randomly superimposing a uniform test grid over an image and counting the number of points that overlie an object of interest. By calculating the area represented by each point and measuring the thickness of the section on which the grid lies, the total volume of a structure can be reliably estimated with a CE of less than -5% [22] . In our case, the total number of points that overlay the ovary profile was equal to the total number of disectors for that section. Using the mean thickness measurements recorded earlier, volume was then estimated by the following equation:
where Pi(sections) is the sum of the points (in our case, disector counts) for all the sections, A(poit) = (x-distance x y-distance), mean T(sec) is the mean section thickness, and f and f 2 are the inverse of the sampling fractions at each level as noted above.
Total number estimates. The total number of primordial follicles for the structure is given by the equation: (3) with corresponding values taken from equations I and 2.
Selecting a sampling scheme. The sampling fractions (fi) above were chosen on the basis of boot-strap a priori estimates of the variances at each level of the sampling hierarchy. It is important to understand that the observed variance of the estimate at a given level (OCV 2 j) is dependent on the true variance (CV2j) plus a contribution from the observed error (OCE 2 j+,) from the next lower sampling level. The relationship may be written as follows:
In general, one should only sample frequently enough to produce an observed relative variance OCE 2 + at a given level that is less than or equal to half of the observed relative variance OCV2 at the next highest level. By inference from equation (4) , in so doing, one is assuring that the dominant contributor to the observed variance is the true biological variance at that level, CV2j [21] .
Given these relationships, one should then be mindful of the level that contributes most to the overall variance. In biological structures, this is most often the variation between individuals, the very top of the sampling hierarchy [21] . In our case, we conservatively estimated an inter-animal CV of 15% for PF number on the basis of information from prior studies and well-known age-related changes, requiring a CE contributed by our lower levels to be -10%. From earlier work by Gundersen and Jensen [22] , it was known that 4-8 systematic sections from an entire structure generally guarantee a CE of the volume estimate of -5%. Since the monkey ovaries we used in our analysis consisted of 8-10 slabs in total, we opted for a first-level sampling fraction of one half (fl = 2).
With our first fraction firmly grounded, we sought to adjust the number of sections viewed along with the size and frequency of disectors placed to maximize efficiency. Numerous past stereological studies have proven the value of counting only 100-200 objects of interest within an entire structure in order to obtain a CE under 10% [14, 20, 22, 29] . The same investigations also directed us toward a goal of -1 PF per disector frame on average within "hit" areas, that is, regions within the ovary containing PE After early experimentation with the dimensions of our tabletop grid, it became apparent that the sometimes sporadic distribution of PF within the primate ovary, even in hit areas, demanded a relatively large disector frame within the field of view. After establishing a 446 X 446-pxm 2 disector frame as a suitable size for this purpose, we adjusted the frequency of sections sampled (f 2 ) as well as the incremental distance between disectors (i.e., stage vernier measurements) on a given field until we obtained a final approximate PF count of 100-200 for the entire ovary.
The choice of section thickness (i.e., height of the disector) was based on historical and practical reasons. As outlined by Gundersen [14] , section thickness should rarely exceed one-fourth to one-third of the height of the particle of interest. For our study, the average PF diameter was -50 pxm, suggesting that the optimal thickness would be 12-17 pxm. The microtome available for sectioning the glycolmethacrylate blocks limited us to thickness increments of 10 Im. Trials of sections made at 10-and 20-pxm thicknesses proved the latter to be superior with regard to ease of handling and durability throughout the course of tissue processing.
Sampling efficiency. In order to analyze the efficiency of our sampling scheme, it is necessary to calculate the contribution of the true biological variation (CV) and the observed sampling variation of the estimates (OCE) to the overall observed variation (OCV) (see equation 4). The overall number estimate in each ovary is a combination of a numerical density estimate with its inherent error, and a volume estimate, also with some error. The additive contribution of these two sources of variation is confounded by the possible correlation between the two measures. For this reason it is necessary to calculate the covariance between them as outlined in Table 2 (patterned after West and Gundersen [21] ). Formula 1 is a mathematical representation of the theory of Matheron [37] that allows for the estimation of CE for V and Nv estimates derived from the sum of test points (P) and particle count per disector (mean Q), respectively, when using systematic random sampling. As others have previously emphasized, a key issue with this calculation is that the resultant CE does not depend on how much observations vary, but on how they vary [22] . Another key point is that we must use this equation because the usual equation of CE = CV/-n applies only for estimates made from n independent observations, which is certainly not the case with systematic sampling. Although systematic designs require the more complicated calculation of CE using formula 1, they offer the advantage of a CE that is proportional to /n rather than 1/Vn. This fortunate situation affords great benefits when estimating study sample sizes a priori.
