Abstract-This letter solves the Sylvester equation in the form of AX + XB = C in a distributed way, and proposes a distributed continuous-time algorithm when there is at least one exact solution to the equation. Based on local information and appropriate communication among neighbor agents, we solve the distributed computation problem of the Sylvester equation from the optimization viewpoint, and we design a distributed algorithm based on the saddlepoint dynamics and derivative feedback. Finally, we prove the exponential convergence of the proposed algorithm to an optimal solution with help of the convex optimization and semi-stability theory.
a matrix equation into the form of a linear algebraic equation sometimes, its partition structure has less flexibility to a certain extent. Due to matrix multiplication rules, the distributed computation of matrix equations is much difficult than that of linear algebraic equations. A class of matrix equations formed as AXB = F was first discussed in [9] , with different distributed algorithms according to different partition structures. However, there are no results on the distributed computation of the Sylvester equation, which is more complicated than AXB = F, to our knowledge.
The Sylvester equation is an important class of matrix equations, with wide applications in control theory, systems theory and many other fields [10] - [13] . For instance, the Sylvester equation plays a significant role in computing invariant subspaces [14] , achieving pole assignment [15] and model reduction [16] . There have been many centralized algorithms for solving matrix equations, such as Schur decomposition methods, Krylov-subspace methods, and iterative methods [12] , [17] , [18] . However, those centralized algorithms for solving the Sylvester equation AX + XB = C mainly need to deal with the whole two coefficient matrices A and B, which could not be applied directly to many distributed scenarios, including the one we consider in this letter. Besides, the parallel distributed computation for the Sylvester equation [19] could not work only for such local information either, because it needs to transform A and B to real Schur form at first.
The objective of this letter is to solve the Sylvester equation in a specific distributed formulation. Notice that these methods in Ax = b [4] [5] [6] and AXB = F [9] cannot be applied directly to the Sylvester equation AX + XB = C considered in this letter, because the property of matrix multiplication and the given partition structure make it different from Ax = b and AXB = F. In the distributed structure we consider, each agent only knows partial rows or columns of information matrices A, B, C and communicates with its neighbors to exchange information. Therefore, appropriate conversion methods are introduced to deal with the given partition structure of AX+XB = C in our problem formulation. Main contributions of this letter are summarized as follows:
• We consider the distributed computation problem for the Sylvester equation with a special distributed structure. To design a distributed algorithm, where each agent exactly knows corresponding rows of A and columns of B, we deal with the inconsistency caused by different partitions of rows or columns properly, and then reformulate the problem as a distributed optimization problem by constructing an appropriate equivalent transformation.
• We propose a distributed algorithm to solve the Sylvester equation based on saddle-point dynamics and derivative feedback technique. Moreover, we provide exponential convergence rate analysis of the proposed algorithm under mild conditions. Since solutions of the Sylvester equation may be not unique and the optimal solution obtained by the algorithm trajectory may depend on initial conditions, we employ the semi-stability theory of dynamical systems, which tackles convergence properties of dynamical systems having a continuum of equilibria. This letter is organized as follows. Section II introduces relevant mathematical preliminaries, while Section III formulates the distributed computation problem of the Sylvester equation and the reformulated distributed optimization problem. Then Section IV presents the distributed algorithm for the exact solution case with corresponding convergence analysis, followed by a numerical example. Finally, Section V concludes this letter briefly.
II. PRELIMINARIES
In this section, we introduce related preliminaries for the following analysis.
Let I n denote n × n identity matrix, 1 n (or 0 n ) and 0 m×n denote a vector in R n with all elements of 1 (or 0) and an m × n matrix with all elements of 0, respectively. Let M T , Im(M), ker(M) and spec(M) denote the transpose, the image, the kernel and the set of all eigenvalues of the matrix M, respectively. Let vec(X) ∈ R mn denote the vector that is a stack of all columns in matrix X ∈ R m×n , and 
A function f is said to be convex [20] on a convex set domf if and only if, for all x, y ∈ domf , λ ∈ (0, 1),
is the gradient of f at the point x.
Consider a time-invariant dynamical systeṁ
where φ :
A set M is positively invariant with respect to (1) if, for every x 0 ∈ M, M contains the solution x(t) of (1) for all t > 0 with x(0) = x 0 . Then we introduce the following definition and Lemma 1 from [21] , which are useful for convergence analysis of the proposed algorithm.
be an open positively invariant set with respect to (1) . A point z is semi-stable if z is a Lyapunov stable [22] equilibrium of (1) (1), V:D → R be a continuously differentiable function, and x(t) be a solution of (1) with
If every point in the largest invariant subset M ofZ ∩ D is a Lyapunov stable equilibrium, whereZ is the closure of Z, then the system (1) is semi-stable with respect to D.
III. PROBLEM FORMULATION
In this section, we first formulate our problem, and then introduce some transformations, followed by the distributed reformulation.
Consider a continuous-time Sylvester equation of the following form
with A ∈ R m×m , B ∈ R r×r , C ∈ R m×r and the unknown variable X ∈ R m×r . Assumption 1: The Sylvester equation (2) has at least one exact solution.
Here we consider a specific partition for n parts, Left-RowRight-Column (LRRC) case, to solve the Sylvester equation: dividing matrix A by row and matrix B by column. Specifically, the partition is
If there is a Lyapunov equation with B = A T , naturally, it only needs to divide A by row. As for matrix C, we can divide it like A by row or like B by column as required. The treatments for different partitions of C are similar, then we focus on the partition of C by column
About the computation of matrix equations, an immediate idea is to use the Kronecker product to rewrite (2) as a standard linear algebraic equation
It can be obtained that the solution of (2) for each vec(C) is unique if and only if the matrix I m ⊗A+B T ⊗I r is nonsingular, which is equivalent to requiring spec(A) ∩ spec(−B) = ∅ [23] . Different from centralized situations, the distributed situation may spoil the information structures since the sub-blocks of A and B are mixed up for the Kronecker product. Because I m ⊗ A + B T ⊗ I r can not be divided into n row-blocks or column-blocks such that the i-th block only contains the local information of A i and B i , the Kronecker product fails to transform the LRRC case into the distributed problem setup given in [4] [5] [6] [7] [8] . Therefore, we have to study a new method, distinguished from the centralized and parallel algorithms, to solve the Sylvester equation (2) for given partition in a distributed way.
In fact, the Sylvester equation (2), under Assumption 1, can be solved as a convex optimization problem:
Remark 1: If there exist no exact solutions, we can explore least squares solutions for the optimization problem min X AX + XB − C 2 F , and need to consider a slightly more complicated reformulation and algorithms to solve the distributed computation.
Consider a multi-agent network consisting of n agents, which is described by an undirected graph G(V, E, A G ), where V = {1, . . . , n} is the set of nodes, E ⊆ V × V is the set of edges, and A G = [a i,j ] ∈ R n×n is the adjacency matrix with a i,j = a j,i > 0 if (i, j) ∈ E and a i,j = 0 otherwise. Denote the neighbor set of agent i as
The graph G is undirected and connected. In the considered multi-agent network G, we suppose that each agent knows a row sub-block of A, a column sub-block of B and a column sub-block of C, that is, agent i has knowledge of local information A i , B i , C i . Then agent i in the network cooperates with its neighbors to compute its own state X i . As a result, agent i needs to estimate one common variable X * , which is a solution for the Sylvester equation and their final estimates are supposed to achieve consensus, that is, X i = X j = X * for any i, j ∈ V.
To deal with the inconsistency due to the different block partitions of A and B, we rewrite the equality constraint in (4) with A i X and XB i :
where
Remark 2: If C is divided by row like A, then the equivalent form is
The algorithm and analysis are analogous to the case in (5), so we will not discuss this case for space limitations.
The following lemma is about two necessary transformations that are useful in the distributed formulation. 
where [a i,j ] is the corresponding adjacency matrix of an undirected and connected graph G, and W i ∈ R m×r , i ∈ V are introduced to make up for the inconsistencies between
Proof: As for (6a), it is trivial that Y = Z holds by summing the right hand side of (6a) from i = 1 to i = n. On the other hand, according to the structures of Y and Z, we
As for (6b), the equivalence is straightforward, and its proof is omitted here.
Remark 3: The equality constraint (6a) is a typical coupling constraint, and (6b) is a typical consensus constraint. The transformations in Lemma 2 are effective to deal with these two kinds of constraints.
Combining the consensus constraints X i = X j for all i, j ∈ V, we reformulate the equivalent problem (4) as a distributed optimization problem:
whereX = col{X 1 , . . . , X n } and W = col{W 1 , . . . , W n }. Remark 4: Denote an optimal point for problem (7) by (X * , W * ). According to Assumption 1, the objective function can reach 0, that is, X * i = X * j = X * is an exact solution of (2) .
To solve the optimization problem (7), we introduce i ∈ R m×r as the Lagrange multiplier associated with the i-th equality constraint and let = col{ 1 , . . . , n }. Let (X * , W * ) and * be a pair of primal and dual optimal points. Then they satisfy the corresponding KKT condition (8) , which proposes a necessary and sufficient condition for the optimality, namely,
Algorithm 1 Distributed Algorithm for the Sylvester Equation
for all i ∈ V,
IV. DISTRIBUTED ALGORITHM
Each agent i in the network knows A i , B i , C i and has its own state (X i , W i , i ). Through the exchange of information, agent i can receive state information (X j , W j , j ), j ∈ N i from its neighbor agents. Then we propose Algorithm 1, as the distributed algorithm for each agent i in the exact solution case, where (X i (t), W i (t)) and i (t) are the estimate of the solution to problem (7) and the estimate of Lagrange multiplier by agent i at time t, respectively. Algorithm 1 can be viewed as the combination of the saddle-point dynamics for an augmented Lagrangian function L e (X, W, ) and derivative feedback. More concretely,
and the last term is the augmented term. The derivative feedback is a useful technique to improve convergence of algorithms [24] , [25] . Remark 5: Intuitively,Ẋ i andẆ i are the corresponding negative gradient of L e with respect to primal variables, while˙ i is the combination of the positive gradient of L e with respect to the dual variable and the derivative of X i .
Lemma 3: Under Assumptions 1 and 2, let P *
is an optimal solution of problem (7), then there exists * ∈ R mn×r , such that P * e is an equilibrium of system (9) andX * = 1 n ⊗ X * .
(ii) If P * e is an equilibrium of system (9), then (X * , W * ) is an optimal solution of problem (7) withX * = 1 n ⊗ X * . Proof: (i) Because (X * , W * ) is an optimal solution of problem (7), we can get the KKT optimality condition (8) . Then (8) implies that P * e is an equilibrium of system (9) . In addition,X * = 1 n ⊗ X * according to Remark 4. (ii) Since P * e is an equilibrium of system (9), we immediately have (8) , which satisfies the KKT condition. Therefore, (X * , W * ) and * are a pair of primal and dual optimal points of problem (7), andX * = 1 n ⊗ X * according to Remark 4. Denote P e = col{X, W, }. The following result discusses the convergence of Algorithm 1.
Theorem 1: Under Assumptions 1 and 2, the following hold:
(i) Every equilibrium of the system (9) is Lyapunov stable and every solution is bounded; (ii) The system (9) is globally semi-stable. Moreover, the solution P e (t) with initial condition P e (0) converges to an equilibrium of (9) exponentially; (iii) For every agent i, the limit of its own estimation lim t→∞ X i (t) = X * is an exact solution of the Sylvester equation (2) . Proof: (i) Note that P * e = col{X * , W * , * } is an equilibrium of (9), which satisfies the KKT condition (8) and
Because V e is positive definite and d dt V e ≤ 0, the equilibrium P * e of (9) is Lyapunov stable. Moreover, each solution with the given initial condition of (9) is bounded for all t ≥ 0 because of the radially unboundedness of V e .
(ii) Take R e = {P e :
d dt V e = 0} = {P e : X i = X j , i = j ,Ẋ i = 0 m×r }. Let M be the largest invariant subset ofR e . It follows from the LaSalle's invariance principle [26] that, for any given initial condition,
and M is positively invariant (that is, for any P e (0) ∈ M, P e (t) ∈ M for any t ≥ 0). 
Fig. 2. The evolution of errors log(E i * (t)) and log(E ij (t)).
For anyP e (0) ∈ M, the trajectoryP e (t) of (9) satisfieŝ
) is a constant matrix. Then˙ i (t) = 0 m×r because of the boundedness of the solution in (i). To sum up, M ⊆ {P e (t):Ẋ i (t) = 0 m×r ,Ẇ i (t) = 0 m×r ,˙ i (t) = 0 m×r } and any point in M is an equilibrium of (9), which is Lyapunov stable. In view of Lemma 1 and the fact that every solution is bounded, (9) is globally semi-stable. In other words, for any initial condition P e (0), the solution P e (t) of Algorithm 1 converges to a Lyapunov stable equilibrium of (9) .
Furthermore, according to [9, Lemma 2.2], and considering that (9) actually is a linear time-invariant system, every solution of system (9) converges exponentially to an equilibrium.
(iii) Evidently, due to Lemma 3, for any given P e (0), every trajectory (X(t), W(t)) converges to an equilibrium, which is an optimal solution of problem (7) andX * = 1 n ⊗ X * . In other words, for every agent i, the limit of its estimation lim t→∞ X i (t) = X * is an exact solution of the Sylvester equation (2) .
Example 1: Consider an 8-node network with a node label set V = {1, . . . , 8}, whose interactions form an undirected and connected graph, which has edges { (1, 2),  (1, 4), (1, 6), (1, 8), (2, 3), (2, 5), (2, 8), (3, 4), (3, 7) , (4, 5) , (4, 6) , (5, 6) , (5, 8) , (6, 7) , (7, 8) }. There is a Sylvester equation that has an exact solution: AX +XB = C, A, B, C ∈ R 8×8 . Select a random initial value and appropriate a i,j > 0, and plot the estimations using Algorithm 1 for the first row of X i over time in Fig. 1 F . In Fig. 2 , we plot the evolution of log(E i * (t)) and log(E ij (t)), respectively. Fig. 2 verifies the exponential convergence of the proposed distributed algorithm and the property of the consensus, which are consistent with the aforementioned theorem.
V. CONCLUSION
This letter has proposed a distributed algorithm over a multi-agent network with the help of convex optimization for obtaining an exact solution of the Sylvester equation. In the LRRC partition case, each agent only has knowledge of some rows of A and corresponding columns of B and C, with exchanging state information among its neighbors. Both theoretical proof and numerical simulation have been presented to verify the convergence of the proposed distributed algorithm.
