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Abstract
First, the existence and structure of uniform attractors in H is proved for nonautonomous 2D Navier–
Stokes equations on bounded domain with a new class of distribution forces, termed normal in L2loc(R;V ′)
(see Definition 3.1), which are translation bounded but not translation compact in L2loc(R;V ′). Then, the
properties of the kernel section are investigated. Last, the fractal dimension is estimated for the kernel
sections of the uniform attractors obtained.
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1. Introduction
We consider the long time behavior of the solutions of the nonautonomous 2D Navier–Stokes
equations of viscous incompressible fluid on bounded domain. These equations play a very im-
portant role in the theory of infinite-dimensional dynamical systems and have been extensively
studied in past decades. The existence of the global attractors for the autonomous equations was
first proved by Ladyzhenskaya [19] and by Foias and Temam [11] who also proved the finite
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of Hausdorff and fractal dimensions of the attractors was obtained by Chepyzhov and Ilyin [3].
For the nonautonomous equations, the study is more complicated with the difficulty of pre-
serving the leading concept of invariance of the global attractor. First, Haraux [13,14] investi-
gated systematically the notion of uniform attractor parallelling to that of global attractor. Later
on, Chepyzhov and Vishik [4] presented a general approach, preserving invariance, which is
based on the analysis of the notion of time symbol and of which the key idea is to construct
skew-product flow on the extended phase space. According to this approach, they proved the
existence of uniform attractor A0 that is compact in H (using the usual mathematical setting,
see Section 2) for the nonautonomous equations with translation compact force in L2loc(R;H).
Not long later, they [5,7] also developed a different approach based on the concept of trajec-
tory attractor which has many applications (e.g., [6,10,29]), especially to those systems without
unique solvability. As an application of this approach, they improved the result, that is, A0 is in
fact compact in V and when the force is weakly translation compact in L2loc(R;H) it is weakly
compact in V . Note that the weak translation compactness in L2loc(R;H) is equivalent to the
translation boundedness in L2loc(R;H).
More recently, Lu et al. [23] presented (motivated by [24]) a characterization on the existence
of uniform attractor as well as a method to verify it, which make it possible to consider more
general forces. In fact, they obtained, also preserving the invariance, that A0 is strongly compact
in V even if the force belongs to a new class of forces that are not strongly translation compact
in L2loc(R;H). This new class of forces are termed normal (see Definition 3.1). Note that the
classes of normal functions and translation compact functions are closed subspaces of the class
of translation bounded functions, but the latter is a proper subset of the former.
The purpose of this paper is to investigate, following the idea of [23], uniform attractor for
the nonautonomous 2D Navier–Stokes equations with force even lying in the natural dual space
L2loc(R;V ′). The difficulty is that the nonlinearity in the equations with phase space H has critical
growth rate in the sense that the proof of existence of a compact absorbing set for the corre-
sponding autonomous case, for instance, does not apply while in the case where the space V is
considered as a phase space, the nonlinearity is far from being critical. The technique provided in
[23] seems difficult to apply here to obtain the compactness. Instead, we will use a different but
simple method, employing the well-known property of regularization of the solutions and em-
bedding theorem, which also deduces the normality condition. This method is also applicable for
other parabolic systems on a bounded domain [22]. We prove here the existence and structure of
the strongly compact A0 in H with normal force in L2loc(R;V ′) as well as finite dimensionality
of the kernel sections of A0 in this case.
This paper is organized as follows. First, in Section 2 we summarize some basic known results.
Second, in Section 3 we obtain the existence and structure of the uniform attractor in H of the
equations with normal external force in L2loc(R;V ′). In Section 4 we study the properties of
kernel sections of a process by the properties of the corresponding family of processes. Finally,
in Section 5 we estimate the fractal dimension of the kernel sections of the uniform attractor
obtained in Section 3, where both the methods and the results are straightforward generalized
version of those of [3] to nonautonomous equations.
2. Preliminaries
Let Ω denote a bounded domain in R2 with smooth boundary ∂Ω . We consider the viscous
incompressible flow:
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∂t
− νu+ (u · ∇)u+ ∇p = f (x, t), in Ω,
divu = 0, in Ω,
u = 0, on ∂Ω,
u|t=τ = uτ , τ ∈ R, (2.1)
where ν > 0 is the kinematic viscosity of the flow and f (x, t) is the external force.
The mathematical setting of Eqs. (2.1) is classical. Given the Hilbert spaces
H = {u ∈ L2(Ω)2 | divu = 0, u · n |∂Ω = 0},
V = {u ∈ H 10 (Ω)2 | divu = 0},
which are endowed with the scalar products and norms of L2(Ω)2 and H 10 (Ω)
2 and denoted by
(·,·), | · | and ((·,·)), ‖ · ‖, respectively, Eqs. (2.1) can be written in the weak form:
u′ + νAu+B(u) = f (t), in V ′, (2.2)
u|t=τ = uτ , τ ∈ R, (2.3)
where u′ = du/dt , V ′ is the dual of V , A is the Stokes operator and B(u) = B(u,u) is a bilinear
operator B :V × V → V ′ defined by
〈
B(u, v),w
〉= 2∑
i,j=1
∫
Ω
ui
∂vj
∂xi
wj dx, ∀u,v,w ∈ V.
Assume that the function f (s) = f (·, s) is translation bounded in L2loc(R;V ′), i.e., f (s) ∈
L2b(R;V ′),
‖f ‖2
L2b
= ‖f ‖2
L2b(R;V ′)
= sup
t∈R
t+1∫
t
‖f ‖2V ′ ds < ∞.
The following result is well known (see, for example, [8,28]).
Theorem 2.1. Given f ∈ L2b(R;V ′) and uτ ∈ H . Problem (2.2) has a unique weak solution
u ∈ C(Rτ ;H)∩L∞(Rτ ;H)∩L2loc(Rτ ;V ) and u′ ∈ L2loc(Rτ ;V ′). Here Rτ = [τ,∞).
Thus, one can represent the solution given by Theorem 2.1 as u(t) = Uf (t, τ )uτ and define
a process {Uf (t, τ ) | t  τ, τ ∈ R} in H by Uf (t, τ ) :H → H . Now give a fixed external force
f0(s) in L2b(R;V ′) and let H0(f0) = {f0(s + h) | h ∈ R}. Denote by Hs(f0) and Hw(f0) the
strong and weak closure of H0(f0) in L2loc(R;V ′), respectively. We have the following proper-
ties [8].
Proposition 2.1. Hw(f0) is weakly compact and for all f ∈ Hw(f0), ‖f ‖L2b  ‖f0‖L2b ; the
translation semigroup {T (t)}t0 is invariant and weakly continuous on Hw(f0).
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Proposition 2.1, the family of processes {Uf (t, τ )}, f ∈ Σ , satisfies the following natural as-
sumption.
Assumption I. Let {T (h)}h0 be the translation semigroup acting on Σ and satisfying
(i) T (h)Σ = Σ , ∀h ∈ R+;
(ii) translation identity
Uf (t + h, τ + h) = UT (h)f (t, τ ), ∀f ∈ Σ, t  τ, τ ∈ R, h 0.
3. Existence and structure
Multiplying (2.2) by a test function u in V and integrating over Ω , using the Green formula
and the boundary condition, we find that
1
2
d
dt
∣∣u(t)∣∣2 + ν‖u‖2 = 〈f (t), u(t)〉 ∥∥f (t)∥∥
V ′ ‖u‖,
which implies, by the Cauchy inequality,
d
dt
|u|2 + ν‖u‖2  1
ν
∥∥f (t)∥∥2
V ′ . (3.1)
It follows from the Poincaré inequality that
d
dt
|u|2 + νλ1|u|2  1
ν
∥∥f (t)∥∥2
V ′ ,
where λ1 is the first eigenvalue of A with Dirichlet boundary. By Gronwall’s lemma
∣∣u(t)∣∣2  ∣∣u(τ)∣∣2e−νλ1(t−τ) + 1
ν
t∫
τ
∥∥f (s)∥∥2
V ′e
−νλ1(t−s) ds.
We have
t∫
τ
∥∥f (s)∥∥2
V ′e
−νλ1(t−s) ds 
t∫
t−1
∥∥f (s)∥∥2
V ′ ds + e−νλ1
t−1∫
t−2
∥∥f (s)∥∥2
V ′ ds + · · ·

(
1 − e−νλ1)−1‖f ‖2
L2b
.
Thanks to (1 − e−νλ1)−1 < 1 + (νλ1)−1, we obtain
∣∣u(t)∣∣2  ∣∣u(τ)∣∣2e−νλ1(t−τ) + 1 (1 + (νλ1)−1)‖f ‖2 2 . (3.2)ν Lb
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ρ20 =
2
ν
(
1 + (νλ1)−1
)‖f0‖2L2b .
Then it is easy to deduce from (3.2) and Proposition 2.1 that
B0 =
{
u ∈ H | |u| ρ0
} (3.3)
is a bounded uniformly (w.r.t. f ∈Hw(f0)) absorbing set of the family of processes {Uf (t, τ )},
f ∈Hw(f0), i.e., for any τ ∈ R and bounded B , there exists T0 = T0(τ,B) > τ such that⋃
f∈Hw(f0)
Uf (t, τ )B ⊂ B0, ∀t  T0. (3.4)
Integrating (3.1), we have
ν
t∫
τ
‖u‖2 ds  ∣∣u(τ)∣∣2 + 1
ν
t∫
τ
∥∥f (s)∥∥2
V ′ ds, (3.5)
which implies, for any t2 > t1  T0,
ν
t2∫
t1
∥∥u(s)∥∥2 ds  ρ20 + 1ν
t2∫
t1
∥∥f0(s)∥∥2V ′ ds C(ν, τ, λ1,B,‖f0‖L2b). (3.6)
It follows from (2.2) that
u′(t) = f (t)− νAu−B(u).
Since the operator A is an isometry between V and V ′, we find
∥∥u′(t)∥∥
V ′ 
∥∥f (t)∥∥
V ′ + ν‖Au‖V ′ +
∥∥B(u)∥∥
V ′ 
∥∥f (t)∥∥
V ′ + ν‖u‖ + c20‖u‖|u|,
where the constant c0 is the one from Ladyzhenskaya’s inequality:
‖ϕ‖L4(Ω)  c0|ϕ|1/2|∇ϕ|1/2, ∀ϕ ∈ H 10 (Ω). (3.7)
Thus
t∫
τ
∥∥u′(s)∥∥2
V ′ ds  C
( t∫
τ
∥∥f0(s)∥∥2V ′ ds +
t∫
τ
‖u‖2 ds +
t∫
τ
‖u‖2|u|2 ds
)
.
Combining with (3.6), we have
t2∫ ∥∥u′(s)∥∥2
V ′ ds  C
(
ν, τ, λ1,B,‖f0‖L2b
)
. (3.8)t1
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B[t1,t2] =
{
u(t) | u(t) = Uf (t, τ )uτ , uτ ∈ B, f ∈Hw(f0)
}∣∣
t∈[t1,t2]
is bounded in L2(t1, t2;V ) and {
u′(t)
∣∣ u ∈ B[t1,t2]}
is bounded in L2(t1, t2;V ′). By the embedding theorem ([8, Theorem II.1.4], [25, Theorem 8.1],
[28, Theorem III.2.3]), we know that B[t1,t2] is precompact in L2(t1, t2;H).
Let u1, u2 be the solutions of problem (2.2) with forces f1(t), f2(t) ∈Hw(f0), respectively.
Denote by
w(t) = u1(t)− u2(t), q(t) = f1(t)− f2(t),
we find
w′ + νAw +B(w,u1)+B(u2,w) = q(t).
Taking inner product with w, we obtain
1
2
d
dt
|w|2 + ν‖w‖2 + (B(w,u1),w)= 〈q(t),w(t)〉. (3.9)
Hence
1
2
d
dt
|w|2 + ν‖w‖2  ‖q‖V ′ ‖w‖ + c20|w|‖w‖‖u1‖
 1
2ν
‖q‖2V ′ +
ν
2
‖w‖2 + ν
2
‖w‖2 + c
4
0|w|2‖u1‖2
2ν
.
Then
d
dt
|w|2  1
ν
‖q‖2V ′ +
c40
ν
|w|2‖u1‖2,
which implies that
∣∣w(t2)∣∣2  1
ν
t2∫
t1
‖q‖2V ′ exp
(
c40
ν
t2∫
s
‖u1‖2 dθ
)
ds + ∣∣w(t1)∣∣2 exp
(
c40
ν
t2∫
t1
‖u1‖2 dτ
)

(∣∣w(t1)∣∣2 + 1
ν
t2∫
t1
‖q‖2V ′ ds
)
exp
(
c40
ν
t2∫
t1
‖u1‖2 ds
)
. (3.10)
In fact, if q(t) = 0, then (3.10) implies the uniqueness and the continuous dependence on the
initial data.
We now introduce a class of functions that was defined first in [23].
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and for any ε > 0, there exists η > 0 such that
sup
t∈R
t+η∫
t
∥∥ϕ(s)∥∥2E ds  ε.
We denote by L2n(R;E) the set of all normal functions in L2loc(R;E).
Remark 3.1. Obviously, L2n(R;E) ⊂ L2b(R;E). Denote by L2c(R;E) the class of translation com-
pact functions ϕ(s), s ∈ R, whose translation family H0(ϕ) is precompact in L2loc(R;E). It is
proved in [23] that L2n(R;E) and L2c(R;E) are closed subspaces of L2b(R;E), but the latter is a
proper subset of the former. Note that if ϕ ∈ L2loc(R;E) such that {ϕ(s) | s ∈ R} is bounded in E
then by the definition it must be normal, but it is easy to construct one that does not belong to
L2c(R;E). For example, if E is a separable Hilbert space and {en}n∈Z is an orthonormal basis of E
and
ϕ(s) = (n+ 1 − s)en + (s − n)en+1, s ∈ [n,n+ 1], n ∈ Z,
then it is easy to check that {∫ n+1
n
ϕ ds}n∈Z = {en+1 − en}n∈Z is not compact in E . Therefore ϕ
does not belong to L2c(R;E). For more detail and examples we refer to [23].
Now assume furthermore that f0 ∈ L2n(R;V ′). Then for any ε > 0, there exists 0 < η < 1
such that
sup
t∈R
t+η∫
t
‖f0‖2V ′ ds 
νε
4C1
, (3.11)
where the constant C1 will be determined later.
Let
T1 = T0 + 1, BT =
⋃
f∈Hw(f0)
Uf (T , τ )B, ∀T > T1.
Since T − η > T0, we know that B[T−η,T ] is precompact in L2(T − η,T ;H). Therefore, there
exist finite u1, . . . , uN ∈ B[T−η,T ] such that for any u ∈ B[T−η,T ] there exists some i ∈ {1, . . . ,N}
satisfying
T∫
T−η
|u− ui |2 ds  εη2C1 .
This implies that there exists t˜ ∈ [T − η,T ] such that
∣∣u(t˜ )− ui(t˜ )∣∣2  ε . (3.12)2C1
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implies that
∣∣u(T )− ui(T )∣∣2  exp
(
c40
ν2
(
ρ20 +
1
ν
‖f0‖2L2b
))(∣∣u(t˜ )− ui(t˜ )∣∣2 + 1
ν
T∫
t˜
‖f1 − f2‖2V ′ ds
)
.
(3.13)
Let
C1 = exp
(
c40
ν2
(
ρ20 +
1
ν
‖f0‖2L2b
))
.
Combining with (3.11) and (3.12), it follows from (3.13) that
∣∣u(T )− ui(T )∣∣2  C1
(∣∣u(t˜ )− ui(t˜ )∣∣2 + 2
ν
T∫
t˜
‖f0‖2V ′ ds
)
 C1
(∣∣u(t˜ )− ui(t˜ )∣∣2 + 2
ν
T∫
T−η
‖f0‖2V ′ ds
)
C1
(
ε
2C1
+ ε
2C1
)
= ε,
which implies that BT is precompact in H . Let T2 > T0(T0(τ,B),B0)+1, then, replacing B with
B0 above, we know that B0T2 is precompact in H . Therefore
⋃
TT2 BT ⊂ B0T2 is precompact
in H .
We are now in the position to obtain the existence of uniform attractor. For the reader’s con-
venience, we recall the abstract results obtained in [23].
Let E be a Banach space. The Kuratowski measure of noncompactness of the bounded set B
in E , α(B), is defined by
α(B) = inf{δ > 0 | B admits a finite cover by sets of diameter δ}.
For more properties of the measure of noncompactness, we refer to [9,15].
Now, in general, we denote by Σ a parameter set called symbol space and by {Uf (t, τ ) |
t  τ, τ ∈ R}, f ∈ Σ , a family of processes in E .
Definition 3.2. A family of processes {Uf (t, τ )}, f ∈ Σ , is said to be uniformly (w.r.t. f ∈ Σ )
ω-limit compact if for any τ ∈ R and bounded set B the set Bt = ⋃f∈Σ ⋃st Uf (s, τ )B is
bounded for every t and limt→+∞ α(Bt ) = 0.
Assumption II. Let Σ be a weakly compact set and {Uf (t, τ )}, f ∈ Σ , be (E × Σ,E) weakly
continuous, i.e., for any t  τ , τ ∈ R, the mapping (u,f ) → Uf (t, τ )u is weakly continuous
from E ×Σ to E .
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uniformly (w.r.t. f ∈ Σ ) absorbing set and is uniformly (w.r.t. f ∈ Σ ) ω-limit compact then it
possesses a compact uniform (w.r.t. f ∈ Σ ) attractorAΣ . Furthermore, if Assumption II is valid,
then
AΣ =
⋃
f∈Σ
Kf (s), ∀s ∈ R.
Here Kf (s) = {u(s) | u(·) ∈Kf } ⊂ E is the section at t = s of kernel
Kf =
{
u(·) | Uf (t, τ )u(τ) = u(t), dist
(
u(t), u(0)
)
Cu, ∀t  τ, τ ∈ R
}
of the process {Uf (t, τ )} with symbol f ∈ Σ . Moreover, Kf (s) is nonempty for all f ∈ Σ .
Remark 3.2. It is worth to point out that, as far as the existence is concerned, the proof does not
utilize the topology of the symbol space Σ (see [23]).
In [23], the authors also consider the uniform (w.r.t. τ ∈ R) attractor of a process.
Theorem 3.2. Let Σ be the weak closure of a subset Σ0 of some Banach space. If {Uf (t, τ )},
f ∈ Σ , satisfies the assumptions of Theorem 3.1 then the two families of processes {Uf (t, τ )},
f ∈ Σ0, f ∈ Σ , possess, respectively, compact uniform (w.r.t. f ∈ Σ0, f ∈ Σ , respectively)
attractors AΣ0 and AΣ satisfying
AΣ0 =AΣ =
⋃
f∈Σ
Kf (0).
Furthermore, Kf (0) is nonempty for all f ∈ Σ and if they have only one element then
⋃
f∈Σ0
Kf (0) =
⋃
f∈Σ
Kf (0).
Remark 3.3. Given a symbol f0 whose translation family Σ0 = {f0(s + h) | h ∈ R} is a subset
of some Banach space. If the process {Uf0(t, τ )} satisfies the following translation identity:
Uf0(t + h, τ + h) = UT (h)f0(t, τ ), ∀t  τ, τ ∈ R, h 0,
then the family of processes {Uf (t, τ )}, f ∈ Σ0, satisfies Assumption I and obviously, the uni-
formly (w.r.t. τ ∈ R) attracting property of {Uf0(t, τ )} is equivalent to the uniformly (w.r.t.
f ∈ Σ0) attracting property of {Uf (t, τ )}, f ∈ Σ0. In particular, the uniform (w.r.t. τ ∈ R) at-
tractor A0 of {Uf0(t, τ )} coincides with the uniform (w.r.t. f ∈ Σ0) attractor AΣ0 of {Uf (t, τ )},
f ∈ Σ0.
To obtain the structure of the uniform attractor, we need the following lemma which is proved
similarly to [26, Lemma 2.1]. We only point out the small difference.
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any fixed t  τ , τ ∈ R,
Ufn(t, τ )u0n → Uf0(t, τ )u0, in H.
Proof. For fixed τ ∈ R, let un(t) = Ufn(t, τ )u0n and u(t) = Uf0(t, τ )u0. As the derivation of
(3.6) and (3.8), we conclude that
{un}n is bounded in L∞(Rτ ;H)∩L2loc(Rτ ;V );
{u′n}n is bounded in L2loc(Rτ ;V ′).
Similarly from the embedding theorem, we know that
{un}n is precompact in L2loc(Rτ ,H).
The remaining is essentially the same as the proof of [26, Lemma 2.1]. 
According to Lemma 3.1, Theorems 3.1 and 3.2, we obtain:
Theorem 3.3. If f0 ∈ L2n(R;V ′), then the three families of processes {Uf (t, τ )}, f ∈H0(f0), f ∈
Hs(f0), f ∈ Hw(f0), associated to Eqs. (2.1) with external force f0 possess, respectively,
three uniform (w.r.t. f ∈ H0(f0), f ∈ Hs(f0), f ∈ Hw(f0), respectively) attractors AH0(f0),
AHs (f0), and AHw(f0) in H which coincide with the uniform (w.r.t. τ ∈ R) attractor A0 of the
process {Uf0(t, τ )} and satisfy
A0 =AH0(f0) =AHs (f0) =AHw(f0) =
⋃
f∈Hw(f0)
Kf (s), ∀s ∈ R, (3.14)
where Kf is the kernel of the process {Uf (t, τ )}. The Kf is nonempty for all f ∈Hw(f0).
Remark 3.4. (3.14) indicates that in order to obtain the structure of the uniform attractor asso-
ciated with the original equations (2.1) with the forces that is only translation weakly compact
we must take as the symbol space the weak closure of its translation family in the corresponding
Banach space.
We now consider the trivial uniform attractor. Let f0 ∈ L2n(R;V ′) satisfy
‖f0‖L2b
ν2λ
1/2
1
 1
c20
, (3.15)
with c0 being the constant in (3.7). Then by Theorem 3.1, there exists at least one bounded
solution u1(t) of Eqs. (2.1) with the force f0. Obviously u1 takes value in the uniform (w.r.t.
f ∈Hw(f0)) attractor AHw(f0).
Let u2(t) be an arbitrary solution of Eqs. (2.1) with the same force f0 and w(t) =
u1(t)− u2(t). Thanks to (3.9) and the Poincaré inequality, we find
d |w|2 + (νλ1 − c40ν−1‖u1‖2)|w|2  0.dt
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∣∣w(t)∣∣2  ∣∣w(τ)∣∣2 exp
{
−νλ1(t − τ)+ c40ν−1
t∫
τ
∥∥u1(s)∥∥2 ds
}
. (3.16)
It follows from (3.2) that AHw(f0) belongs to the ball with radius
R0 =
√
ν−1
(
1 + (νλ1)−1
)‖f0‖L2b .
From (3.5), we have
t∫
τ
∥∥u1(s)∥∥2 R21 + ν−2(t − τ)‖f0‖2L2b ,
where R21 = ν−1R20 + ν−2‖f0‖2L2b . Thus we obtain from (3.16) that
∣∣w(t)∣∣2  ∣∣w(τ)∣∣2C0e−β(t−τ), (3.17)
where
β = νλ1 − c40ν−3‖f0‖2L2b , C0 = e
R21 .
Hence, β > 0 follows from (3.15). If u2(t) is also bounded, we know that u1(t) = u2(t), ∀t ∈ R,
by letting τ → −∞ in (3.17). Moreover, we have:
Theorem 3.4. Given f0 ∈ L2n(R;V ′) satisfying (3.15). Then Eqs. (2.1) with the force f0 possess
a unique bounded solution z0(t), t ∈ R, which is asymptotically stable
∣∣u(t)− z0(t)∣∣2  ∣∣uτ − z0(τ )∣∣2C0e−β(t−τ), ∀uτ ∈ H, t  τ,
and the uniform (w.r.t. τ ∈ R) attractor A0 in H satisfies
A0 =
{
z0(t) | t ∈ R
}
. (3.18)
Proof. For any s ∈ R, by translation identity zs(·) = z0(· + s) ∈Kf s , where f s(·) = f0(· + s),
zs(0) = z0(s). The uniqueness says that
{
z0(t) | t ∈ R
}= ⋃
f∈H0(f0)
Kf (0).
Therefore (3.18) follows from Theorem 3.2. 
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‖f0‖L2b(R;H)
ν2λ1
= G< 1
c20
,
then it satisfies (3.15). Here G is Grashof number (for more details see [3,8]). If f0 is normal in
L2loc(R;H), then (3.18) is valid in V (see [23]).
Remark 3.6. All the results of this section are valid for periodic boundary conditions as well.
That is, Ω = T2 and Dirichlet condition in (2.1) is replaced by u(x1 +2π,x2) = u(x1, x2 +2π) =
u(x1, x2) for all x = (x1, x2) ∈ R2 and assume
∫
T2
u(x, t) dx = 0,
∫
T2
f (x, t) dx = 0.
4. Properties of kernel section
In this section we study the properties of the kernel section of a process {Uf (t, τ )} for every
f ∈ Σ by the properties of the family of processes {Uf (t, τ )}, f ∈ Σ .
Definition 4.1. For any bounded set B , the β-limit set βτ,f (B) (end at τ ) of the process
{Uf (t, τ )} with symbol f ∈ Σ is defined by
βτ,f (B) =
⋂
t0
⋃
st
Uf (τ, τ − s)B.
The following characterization on the β-limit set is easy to obtain from the definition:
y ∈ βτ,f (B) ⇐⇒ there exist {xn} ⊂ B, {sn} ⊂ R+, sn → +∞
such that Uf (τ, τ − sn)xn → y, in E as n → ∞. (4.1)
Theorem 4.1. If a family of processes {Uf (t, τ )}, f ∈ Σ , satisfying Assumption I is uniformly
(w.r.t. f ∈ Σ ) ω-limit compact, then for any τ ∈ R, f ∈ Σ and bounded B , we have:
(i) βτ,f (B) is compact in E ;
(ii) lims→+∞ dist(Uf (τ, τ − s)B,βτ,f (B)) = 0;
(iii) if Y is closed subset and satisfies lims→+∞ dist(Uf (τ, τ − s)B,Y ) = 0, then βτ,f (B) ⊂ Y .
Proof. By the translation identity
⋃
Uf (τ, τ − s)B ⊂
⋃ ⋃
Uf (s,0)B. (4.2)st f∈Σ st
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lim
t→∞α
(⋃
st
Uσ (τ, τ − s)B
)
= 0. (4.3)
Then the rest of the proof is similar to that of [4, Proposition 5.1] (see also [8, Proposi-
tion VII.1.1]). So we omit here. 
Similar to [23, Lemma 2.2], we have:
Lemma 4.1. Under assumptions of Theorem 4.1, for any f ∈ Σ , {xn} ⊂ B bounded, {sn} ⊂ R+
satisfying sn → ∞ as n → ∞, there exists convergent subsequence of {Uf (τ, τ − sn)xn} whose
limit lies in βτ,f (B).
Theorem 4.2. Under assumptions of Theorem 3.1, for any fixed τ ∈ R, f ∈ Σ and bounded B ,
we have:
(i) βτ,f (B) ⊂AΣ ;
(ii) Uf (t, τ )βτ,f (B) = βt,f (B), ∀t  τ ;
(iii) Kf (τ ) = βτ,f (B0) = βτ,f (AΣ);
(iv) lims→+∞ dist(Uf (τ, τ − s)B,Kf (τ )) = 0.
Proof. (i) follows from (4.2) and (4.3) and (ii) follows from (4.1).
(iii) According to Theorem 4.1, Kf (τ ) ⊂ AΣ . For the converse, we first find that, for any
u ∈Kf ,
u(τ) = Uf (τ, τ − s)u(τ − s) ∈ Uf (τ, τ − s)AΣ ⊂
⋃
st
Uf (τ, τ − s)AΣ, ∀t  0,
which implies that Kf (τ ) ⊂ βτ,f (AΣ) ⊂ βτ,f (B0). Using (i) and (ii) by replacing B with B0,
for any uτ ∈ βτ,f (B0), it is easy to construct an u(s), s ∈ R, such that u ∈ Kf and u(τ) = uτ .
Therefore βτ,f (B0) ⊂Kf (τ ).
(iv) follows from (ii), Theorem 4.1 and (iii). 
Remark 4.1. In general, Kf (τ ) is dependent on τ , and the limits in Theorems 4.1(ii) and 4.2(iv)
are not uniform with respect to f ∈ Σ .
5. Dimension of kernel section
In this section we estimate the fractal dimension (for definition see, e.g., [8,25,27]) of the
kernel sections of the uniform attractors obtained in Section 3 by applying the methods in [3].
We want to estimate the fractal dimension of the kernel sections K(s) of the process {U(t, τ )}
generated by the following abstract evolutionary equation
∂tu = A(u, t), u|t=τ = uτ ∈ E, t  τ, τ ∈ R, (5.1)
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{U(t, τ )} is said to be uniformly quasidifferentiable on {K(τ )}τ∈R, if there is a family of bounded
linear operators {U ′(t, τ ;u) | u ∈K(τ ), t  τ, τ ∈ R}, U ′(t, τ ;u) : E → E such that
lim
ε→0+ supτ∈R
sup
u,v∈K(τ )
0<|u−v|ε
|U(t, τ )v −U(t, τ )u−U ′(t, τ ;u)(v − u)|
|v − u| = 0.
Assume that {U ′(t, τ ;u)} is generated by the variational equation corresponding to (5.1)
∂tv = Au
(
u(t), t
)
v, v|t=τ = vτ ∈ E, t  τ, τ ∈ R, (5.2)
that is, U ′(t, τ ;uτ )vτ = v(t) is the solution of (5.2), and u(t) = U(t, τ )uτ is the solution of
Eq. (5.1) with initial value uτ ∈K(τ ). For natural number j ∈ N, we set
q˜j = lim
T→+∞ supτ∈R
sup
uτ∈K(τ )
(
1
T
τ+T∫
τ
Trj
(
Au
(
u(s), s
))
ds
)
,
where u(t) = U(t, τ )uτ , and Trj is j -dimensional trace of the operator.
Using the new results [3, Theorems 2.1 and 3.1], we obtain directly the following theorem
with no need to change the proofs of [8, Theorems VIII 2.1 and VIII 3.1].
Theorem 5.1. Assume that the process {U(t, τ )} generated by Eq. (5.1) is uniformly quasi-
differentiable on {K(τ )}τ∈R, and the quasidifferential U ′(t, τ ;u) generated by (5.2) is norm-
continuous with respect to u ∈ H . Let ⋃τ∈RK(τ ) is precompact in E , and
q˜j  qj , j = 1,2 . . . .
If there exists some n such that
qn  0 and qn+1 < 0,
then
dF
(K(τ )) d0 = n+ qn
qn − qn+1 , ∀τ ∈ R.
The number d0 is said to be Lyapunov dimension of K(τ ). It is easy to see that, if there exists
a continuous concave function g(s) such that qn  g(n) and g(d∗) = 0, then
dF
(K(τ )) d∗.
Now we generalize the method in [3] to nonautonomous equations (2.1), whose improvement
of the constants is due to the results of [16,20] combined with a more precise account of the
nondivergence condition.
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2∑
i,k=1
vk(x)∂ku
i(x)vi(x)
∣∣∣∣∣ 1√2
∣∣∇u(x)∣∣∣∣v(x)∣∣2,
where |∇u| = (∑2i,k=1(∂kui)2)1/2.
Lemma 5.2 (Lieb–Thirring inequality). If ϕ1, . . . , ϕm ∈ H 10 (Ω)2 are a family of orthonormal
vectors in L2(Ω)2, Ω ⊂ R2, then
∫
Ω
ρ(x)2 dx  C
m∑
j=1
‖∇ϕj‖2 = C
m∑
j=1
(‖ rotϕj‖2 + ‖divϕj‖2).
Here ρ(x) =∑mj=1 |ϕj (x)|2.
The Lieb–Thirring inequality is obtained first in [21], Ilyin obtains the estimate C < 2 in [17]
which is improved to C < 1
π
in [16,20].
We now consider the Eqs. (2.1) with f0 ∈ L2n(R;V ′). Thanks to Theorem 3.1, the equations
possess a compact uniform (w.r.t. f0 ∈Hw(f0)) attractor AHw(f0) and⋃
τ∈R
Kf0(τ ) ⊂AHw(f0).
By [1,2], we know that the associated process {Uf0(t, τ )} is uniformly quasidifferentiable on{Kf0(τ )}τ∈R and the quasidifferential is Hölder-continuous with respect to uτ ∈ Kf0(τ ). The
corresponding variational equation is
∂tν = −νAv −B
(
u(t), v
)−B(v,u(t))≡ Au(u(t), t)v, v|t=τ = vτ ∈ H, τ ∈ R.
Denote by
M
(‖f0‖2V ′)= lim sup
T→∞
sup
τ∈R
1
T
τ+T∫
τ
‖f0‖2V ′ ds.
Now we estimate the j -dimensional trace of Au(u(t), t). Let Qj is the orthogonal projector from
H to QjH with orthonormal basis ϕ1, . . . , ϕj ∈ V . Similar to that of [3], we have
Tr
(
Au
(
u(t), t
) ◦Qj )= j∑
i=1
(
Au
(
u(t), t
)
ϕi,ϕi
)
−νπj
2
2|Ω| +
1
4πν
∣∣rotu(t)∣∣2.
It follows from (3.5) that
ν
t∫ ∣∣rotu(t)∣∣2 ds  ∣∣u(τ)∣∣2 + 1
ν
t∫
‖f0‖2V ′ ds.τ τ
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qj (τ + T , τ) ≡ sup
uτ∈K(τ )
1
T
τ+T∫
τ
Trj
(
Au
(
u(s), s
))
ds
−νπj
2
2|Ω| +
1
4πν2T
sup
uτ∈K(τ )
|uτ |2 + 14πν3T
τ+T∫
τ
‖f0‖2V ′ ds.
Noting that supuτ∈K(τ ) |uτ |2 is bounded, we find
q˜j = lim sup
T→∞
sup
τ∈R
qj (τ + T , τ)−νπj
2
2|Ω| +
1
4πν3
M
(‖f0‖2V ′)≡ qj .
By Theorem 5.1
dFKf0(s)
|Ω| 12 M(‖f0‖2V ′)
1
2√
2πν2
, ∀s ∈ R. (5.3)
Especially, if f0 ∈ L2b(R;H), we have
dFKf0(s)
1√
2π
(
λ1|Ω|
) 1
2
M(|f0|2) 12
λ1ν2
.
It is known from [18] that λ1  2π|Ω| , thus
dFKf0(s)
1
2π3/2
|Ω|
ν2
M
(|f0|2) 12 , ∀s ∈ R. (5.4)
Remark 5.1. Estimate (5.4) is better than that of [8]
dFKf0(s)
1
π
|Ω|
ν2
M
(|f0|2) 12 , ∀s ∈ R.
We have already proved the main results in this section.
Theorem 5.2. Let f0 ∈ L2n(R;V ′). Then the fractal dimension of the kernel sections of the uni-
form attractor obtained by Theorem 3.3 is estimated by (5.3). Especially, if f0 ∈ L2b(R;H), then
it is estimated by (5.4).
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