Abstract. During the last years, most of the large free / open source software projects have included code review as an usual, or even mandatory practice for changes to their code. In many cases it is implemented as a process in which a developer proposing some change needs to ask for a review by another developer before it can enter the code base. Code reviews, therefore, become a critical process for the project, which could cause delays in contributions being accepted, and risk to become a bottleneck if not enough reviewers are available. In this paper we present a methodology designed to analyze the code review process, to determine its main characteristics and parameters, and to detect potential problems with it. We also present how we have applied this methodology to the WebKit project, learning about the main characteristics of how code review works in their case.
Introduction, Motivation and Goals
Code review is gaining importance in free, open source software (FLOSS) projects, as it started to gain relevance several years ago in proprietary software firms [2, 1] . Currently, most large FLOSS projects are using it in one way or another. Understanding how it is working, how it can be characterized with traceable, measurable parameters, and understating how it may affect to the relationships between actors in the project is becoming of great importance [4] . In this paper, we present a methodology that addresses these needs 1 . It starts by identifying traces from the review process in software development repositories such as source code management or issue tracking systems, and goes all the way to the characterization of performance and extension properties of the process. In particular, the following research questions are addressed: (Q1) To which extent can the review process based on traces in development repositories be characterized? (Q2) How can the evolution over time of the code review process be characterized?
The answer to Q1 is important because if those traces can be found, and automatically extracted from software development repositories, an automated or semiautomatic methodology could be designed, implemented and deployed to track the evolution of the main parameters of the code review process. This would be a first step to build an automated dashboard that allows to better understand the process and for the continuous follow-up of those aspects by any interested party [5] . Q2 is focused on identifying parameters as simple as possible to calculate, but that capture information about important aspects of the evolution of the code review process. Again, if this can be done, instead of using a large collection of complex parameters, a small number automatically computed could be used. In our case, we have checked these two questions in the well-known WebKit project.
The next section presents the WebKit code review process, and provides a qualitative answer to Q1. Then, the methodology for the data retrieval and postprocessing is described in Section 3, including a quantitative answer to Q1. The analysis itself, with the answer to Q2, follows in Section 4. Section 5 is devoted to discussion and the analysis of the main threats to validity. The paper concludes with a section presenting the conclusions.
The Code Review Process, and Its Traces
In WebKit, most significant source code contributions must go through a review process. However, activities considered trivial, or very basic maintenance issues (such as minor fixes due peculiarities of one of the platforms) can be committed directly.
Code Review: Is It Possible to Follow It in Detail?
Anyone may send a contribution to WebKit. But usually the contribution must go through a review process, and be accepted by a reviewer. Both committers and reviewers are selected by previous WebKit committers and reviewers by a meritocratic, peer-approval process 2 . The contribution process 3 is centered around the Subversion repository and the Bugzilla system. Developers start by choosing or opening a new ticket in Bugzilla. The ticket may correspond to a bug report, a feature request, or something else. While working on it, developers compose a patch in their local working copy of the Subversion repository, including entries in changelog files, describing the changes and identifying the ticket. Then, it is submitted to Bugzilla with another script, where it is attached to its ticket.
Usually, upon submission to Bugzilla, code review is requested. This can be done by flagging the attachment to the ticket (as "Review?"), but it can also be requested by other means, such as in the project IRC channel. Unfortunately, only the flagging in Bugzilla leaves traces. Fortunately, flagging the ticket is the most popular requesting method. The review request is not directed to a reviewer in particular, although the developer may try to get the attention of some of them by CCing them in the ticket update, or by directly addressing them somehow.
Reviewers deal with review requests according to their preferences. Once they have reviewed a contribution, they can decide to accept it, to ask for changes, or to reject it. Acceptance and rejection is signaled with a new flag ("Review+" or "Review-") to the ticket. When developers are asked for changes, they have to send a new patch for review with a new "Review?" flag. Changes may follow several iterations, which can in many cases be tracked by examining the review flags.
Once a contribution is accepted, it can be committed to the Subversion repository by any committer, or marked for automatic commit by the commit-queue bot. Therefore, only those developers who are also committers usually commit their own contributions. This means that the "committer" field in the Subversion commit record does not contain information about the real author or reviewer (and Subversion keeps no information about authorship).
Traces
Summarizing, the traces left by the code review process are:
-Changelog files in the Subversion repository. They include information for every commit, and at least author (usually including name and email address), Bugzilla identifier of the related ticket, and reviewer (if the commit was accepted after a code review process). -Commit records in the Subversion repository. The committer information is not reliable, but useful information can still be extracted from the committed changelog files. -Attachments and flags in the Bugzilla repository. Each contribution is usually submitted as an attachment to a ticket, and reviews are requested and granted usually setting flags in it. Detailed timing of all these operations is available, and some information about the person performing it. So, at least this information is available: time of review request ("Review+?") and results of the review process: acceptance ("Review+") or rejection ("Review-"), and Bugzilla identifier of those changing the state of the ticket.
Not always all of this information is available. However, commits with missing information is mainly from old reviews; since about 2005 a very large fraction of them have all data (see details in section 3). Using this information, a characterizations of the review process is possible:
-The most reliable information about authors and reviewers (i.e., name and email address) comes from the changelog files, since they are well documented. -Alternatively, authors and reviewers could also be determined from their identities in Bugzilla ticketsA manual examination of a random collection shows that both sources offer the same information, as usually scripts automatically include identities in both.
-Timing information is obtained from Bugzilla. The review process starts when a developer flags an attachment to a ticket as "Review?". The end of the process occurs when a "Review+" flag is set. If there are several requests, the timing of each "Review?" flag can also be determined. -Authors and reviewers are linked to tickets thanks to the ticket identifier found in the changelog files.
With all this information the duration of reviews, and the number of iterations (number of review requests) can be tracked with great accuracy. Therefore, the answer to Q1 is, in principle, positive: the review process can be characterized with great detail at least in the above described terms. Some other aspects of the review process could be characterized with these data, such as the size of reviewed code (which could be extracted both from the commit record and the attachments to the ticket), the changes to code due to the review process (comparison of attachments to the ticket), etc.
Methodology
The methodology that we have used to characterize the code review process in WebKit is based on the following steps, similar to those described in [3] : data retrieval from development repositories into databases; clean-up, organization and sampling; and analysis. The first two steps are presented in this section.
Data Sources and Data Retrieval
The study has been performed using data from the Bugzilla (issue tracking) system 4 , and from the Subversion (source code management) repository 5 of the WebKit project. In the case of the Subversion repository, it has been accessed through a git front-end 6 which allows for complete access to all the information. The git front-end to the Subversion repository was cloned on January 17th 2013 and includes information since August 24th 2001. Metainformation about all commit records (a total of 125,863) was obtained using CVSAnalY, from the MetricsGrimoire toolset 7 . This metainformation was used mainly for crossvalidation, but is not really a data source for this study. The git clone was also used to extract information from changelog files. These files, which are spread through the source code tree, were identified, and their relevant information extracted, using an ad-hoc script based in part in the webkitpy library 8 , maintained by the WebKit project itself. This script retrieves the complete list of commits from the git clone, identifying and parsing for each of them the modified changelog files. From these files, it extracts the relevant fields: author, reviewer and Bugzilla ticket. A total of 117,079 entries in changelog files were identified this way.
The exact strategy followed by the script to determine changelog entries starts by obtaining a list of all commit identifiers (hashes) directly from the git frontend. For each of them, changelog files added or modified are identified, and their diff information obtained. All entries in those diffs are considered to be related to the commit. The author, reviewer and Bugzilla ticket identifier are retrieved and stored.
Information for all changes to all Bugzilla tickets was retrieved on January 29th 2013 using Bicho, from the MetricsGrimoire toolset. A total of 100,221 issues, and 976,879 ticket state changes were retrieved, with the first ticket dating from June 1st 2005 (there is a single older ticket from 2000, which seems to be an error, and was not considered).
Cleaning and Organizing the Data
A quick observation of the retrieved dataset shows how, as expected, committer information in the Subversion repository is unreliable. 24,406 commit records were found to have a committer which is not the author, according to the changelog information. Many of those are submitted by bots, who perform automatic commits of already reviewed code, or of small maintenance changes. For example, during 2012 about 22% of commits (7,079 out of 31,923) were performed by bots.
The analysis of the changelog files shows that they covered a very large fraction of all commits: only 8,784, or about 7% of the commits, are missing in the changelogs. The difference can be attributed in some cases to errors, but usually to minor maintenance commits, such as versioning commits, which are not considered to deserve an entry in changelog files. Although other approaches are possible, we considered only a single author for each commit. This meant that of the commits identified in changelog files, an additional 578 (about 0.5%) were ignored because they included information about more than one author (this usually happens when several developers collaborated in the code change).
The number of commits that included "Reviewed by" and similar entries was 74,290. On the other hand, the number of commits with changelog files that reference a Bugzilla ticket is 68,460. Both conditions (being reviewed and referencing a ticket) are fulfilled by only 60,991. Many of the commits that do not comply with both conditions correspond to the period before June 2005, when tickets were not introduced in the Bugzilla database. In some cases, a ticket is referenced in more than one commit: 55,649 unique tickets were found in changelogs. When looking for those tickets, some corresponded to non-public tickets (such as those used in some cases by Apple developers), being 54,501 the total number of tickets that we could use in our study.
The last step in selecting tickets is considering only those with complete information about the review process: we need to know when it was initiated, and when it finished. For that, we selected tickets flagged at least once as "Review?" (review request) and "Review+" (review approved).
Our study will consider tickets with review request after 2006 and before 2013. This will avoid the early days of the project when few information about code review is available in the Bugzilla system, and the final part of the sample, which would distort the final part of the evolution studies. For that period, we have a total of 75,179 commits marked as reviewed in the changelog files. Out of them, 61,867 (82%) reference a Bugzilla ticket, with 56,483 different tickets referenced. Of those, 55,303 (98%) are publicly available. Of those, 53,212 include at least one review request and approval: this is our final sample, which will be used for the following analysis.
Analysis Over Time
In order to characterize the evolution of the review process over time, after informal discussion with some WebKit developers, we have used the following parameters as they capture the most relevant aspects of how the code review process is changing: -Bulk parameters: number of commits subject to code review, number of authors and reviewers involved, per month. They capture the "size" of the review process: how many actors are involved, how many actions ("review processes") they perform. -Performance parameters: number of iterations (review requests needed) per review, delay from review request to reviewed. They capture how much effort is put into the review process (measured by iterations), and how much delay the process is causing (by measuring time-to-review). Performance parameters tell about how the process is actually working over time. Figure 3 shows the evolution of the means: mean iterations and mean delay over time. In the case of iterations (number of cycles implying review requests) per ticket, although there is a lot of variance over time, a slowly growing trend seems clear. In early 2007, the mean number of iterations per ticket was of about 1.4, while in 2012 it remains around 1.8 most of the year.
Despite this increase in the number of iterations, the mean delay for tickets has been decreasing since mid 2008, after a couple of long peaks (in mid 2007 and mid 2008), for which we have found no apparent explanation. Looking at the general trend, it shows how, despite putting more effort in the review process (more iterations), the project is being able of reducing the time-to-review. This means that both reviewers are being more responsive to review requests by authors, but also that those have into account quickly the suggestions for changes, so that a new review cycle can start.
This said, it is important to signal that the distribution of delays is very skewed: while the median for delays is 151 minutes, the mean is 7,447 minutes. . Delay (time from review request to review approval, in minutes) for "quick" (top) and "slow" (middle) reviews, and logarithm of the delay (bottom).
Therefore, we have considered convenient to offer also, in Figure 4 , similar information, but now using quantiles. In the top chart in that figure we can see the maximum delay for the quickest closed tickets. For example, the .2 (green) line in that chart shows how the maximum delay for the 20% quickest review processes, over time. The .5 (black) line shows the evolution of the median delay.
For all the quantiles analyzed, the evolution of delay over time is quite similar, and consistent with the one found for the mean delay. Maybe the quickest tickets are reducing their delays, while the slower ones tend to be more stable. This can be seen in the middle chart, with the delays for 80% and 95% of the tickets, but more clearly in the bottom one, which shows the logarithm of delay over time: the red and blue lines shows a tendency to descend since 2008, while the black and green ones are almost horizontal. The bottom chart, taking into account the log scale, shows also the great skewness of the distribution of delays.
Discussion and Threats to Validity
In large projects where many different actors contribute, each with their own and usually competing interests, many software development processes are difficult, yet important to understand. In the case of our study, the code review process is specially important, because it controls what enters the code base, but also what is left out. It is a barrier that developers have to overcome for contributing. Therefore, understanding it is really important, and more when the stakeholders are companies competing in the marketplace, but collaborating in the project.
A pure qualitative understanding, based on the modeling of the mechanics of the process, is not enough. Quantitative information is needed to back discussions with data, to detect early problems, and to be able of evaluating solutions and new policies. In this respect, we have quantified several aspects of the process, and have validated them with WebKit developers.
The main contribution of our study, from this point of view, is a detailed methodology, that can be used in the WebKit project and, with some variations, in other projects too. The parameters and charts presented can be the basis for a specialized dashboard that tracks the details of how the review process is evolving. The parameters presented, and the way they are calculated, can also be the basis of a validation system for any quantitative model of the code review process.
There are several threats to the internal validity of the study. The main one is probably the validity of the parameters selected to characterize the code review process. In general, both practitioners and academics consulted agree on the validity and usefulness of them as they can be linked to important concepts such as effort or delay in actions. But more research is needed to really correlate them with other parameters, so that it becomes clear that they are really important for the review process. Other threats to internal validity are related to the actual data retrieval process, the validity of the analyzed sample, and the exact procedures for estimating the parameters. In general, all of them have been validated with developers from the project. Section 3, and the answer to Q1, have also tried to establish how the sample is good and large enough, as well as the process for estimating parameters from it. However, errors and conceptual problems may remain.
With respect to external validity, it is important to notice that this study does not try to state proprieties to be valid in other projects, nor even in the future of WebKit. We have only tried to determine techniques and artifacts that help to understand the review process, and not to determine general laws or models of how it works. This said, the methodology and the presented artifacts (charts, statistics) are meant to be valid for other projects, and therefore threats to external validity can be applied to them.
Conclusions
This paper has presented a detailed methodology for the quantitative analysis of the code review process in large software development projects, based on traces left in software repositories. The methodology has been tested with WebKit, a large and complex project with high corporate involvement. Some developers have given us assistance in the validation and understanding of the code review process, ensuring a higher usability of the results for its stakeholders.
We have answered the two research questions stated in the introduction of this paper. First of all, we have determined how there is enough information in the project repositories to characterize the code review process, and how it can be used, in fact, to calculate parameters that seem to be related to the extension and performance of the project (Q1). We have also characterized the evolution over time of the process using quantitative (bulk or performance) parameters, and have shown how they can be useful to understand such evolution (Q2).
By doing this we have characterized the review process of the WebKit project, and proposed the fundamentals for a dashboard that can serve to evaluate it. We have found that the importance and extension of code review is growing in the project, that reviewers are not growing as fast as authors -and although this has not supposed delays so far, it could cause bottlenecks in the future. On the contrary, the project is improving in the code review process over time, probably due to developers devoting more effort to it.
